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Long-Range Forecasting for a Consumer Durable in an International Market
Abstract
There has been a substantial amount of interest recently in long-range planning. One necessary
component of the long-range plan Is the long-range forecast. In contrast to the emphasis on the planning
process, however, little attention has been given to forecasting. This study considers the problem of longrange forecasting in a situation which is of growing importance — forecasting sales for international
markets.
Many researchers appear to operate under the impression that causal models (i.e., models based on an
analysis of underlying factors) lead to more accurate sales forecasts than those provided by naive
models (i.e., projections based on historical sales data only). A survey of the research literature led to the
conclusion that this confidence in causal models is virtually unsupported. One can hardly criticize firms,
then, for relying primarily upon naive models for sales forecasting since these models are simpler and
less expensive than causal model.
This study was based on the hypothesis that causal models are superior to naive models in certain
situations. The key element of^these situations is that -there are "large changes." Long-range sales
forecasting usually involves such large changes; and there are many reasons to expect that long-range
forecasting for international markets is a situation in which substantial changes will occur (e.g., the
Kennedy round tariff cuts and the formation of common markets.)
A causal model was developed to provide long-range forecasts of the international market for still
cameras. This model provided unconditional forecasts of unit camera sales by country for year t + n on
the basis of l) knowledge about camera sales in year t and 2) predicted changes in four causal variables
from year t to t + n. These four causal variables included, in order of importance, per capita income, price
of cameras, number of potential buyers and quality of cameras.
The predictive ability of the causal model was superior to that of a naive model purporting to represent
current practice. Each model was used to provide backcasts of 195^ camera sales in 17 countries on the
basis of data from 1967 to i960 only. The mean absolute percentage error for the causal model was 2%
while that for the naive model was h%. This result was statistically significant (0? = .05); but, more
importantly, it appeared to have great practical significance. An evaluation, based on very conservative
subjective estimates, indicated that such an improvement in accuracy would have a present value worth
in excess of one percent of a typical firm's yearly sales volume.
Further support for the use of the causal model was obtained by noting that the standard errors of the
estimated relationships were low (evidence of reliability), that the estimates of causal relationships from
different measurement models were in rather close agreement (evidence of construct validity), and that
the causal model performed well in another situation where predictions were provided for I96O-65 camera
sales in 11 "new" countries (evidence of concurrent validity).
The causal relationships were initially specified by a subjective analysis. Various parts of the causal
model were then updated by use of a number of measurement models including an analysis of
differences among sales rates for 30 countries, of differences among changes in the sales rates from
1961 to 1965 for 21 countries, and of differences among six income categories from United States
household survey data. This updating led to a modest, though valuable, gain as the mean absolute
percentage error of the 195*+ backcast was reduced from 2>QPf0 to the 23$ mentioned above.
Additional benefits associated with the development of the causal model included the ability to evaluate
large changes in the market; to estimate current sales where trade and production figures are inadequate;

to evaluate alternative assumptions about the future rapidly and cheaply; and to identify markets which
have not been fully exploited.
In summary, the study argues that the development of better long-range forecasting models is an
important problem; describes the development of causal models; and demonstrates the superiority of
causal models over naive models in a case involving long-range forecasting for international markets.
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ABSTRACT

LONG-RANGE FORECASTING FOR A CONSUMER DURABLE
IN AN INTERNATIONAL MARKET
by
Jon Scott Armstrong

Submitted to the Alfred P. Sloan School of Management on
April 20, I968 in partial fulfillment of the requirements
for the degree of Doctor of Science in Management.
There has been a substantial amount of interest recently in long-range
planning. One necessary component of the long-range plan Is the long-range
forecast. In contrast to the emphasis on the planning process, however,
little attention has been given to forecasting. This study considers the
problem of long-range forecasting in a situation which is of growing importance — forecasting sales for international markets.
Many researchers appear to operate under the impression that causal
models (i.e., models based on an analysis of underlying factors) lead to more
accurate sales forecasts than those provided by naive models (i.e., projections based on historical sales data only). A survey of the research literature led to the conclusion that this confidence in causal models is virtually
unsupported. One can hardly criticize firms, then, for relying primarily upon
naive models for sales forecasting since these models are simpler and less
expensive than causal model.
This study was based on the hypothesis that causal models are superior to
naive models in certain situations. The key element of^these situations is
that -there are "large changes." Long-range sales forecasting usually involves
such large changes; and there are many reasons to expect that long-range forecasting for international markets is a situation in which substantial changes
will occur (e.g., the Kennedy round tariff cuts and the formation of common
markets.)
A causal model was developed to provide long-range forecasts of the international market for still cameras. This model provided unconditional forecasts
of unit camera sales by country for year t + n on the basis of l) knowledge
about camera sales in year t and 2) predicted changes in four causal variables
from year t to t + n. These four causal variables included, in order of importance, per capita income, price of cameras, number of potential buyers and
quality of cameras.
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The predictive ability of the causal model was superior to that of a
naive model purporting to represent current practice. Each model was used
to provide backcasts of 195^ camera sales in 17 countries on the basis of
data from 1967 to i960 only. The mean absolute percentage error for the
causal model was 2% while that for the naive model was h%.
This result
was statistically significant (0? = .05); but, more importantly, it appeared
to have great practical significance. An evaluation, based on very conservative subjective estimates, indicated that such an improvement in accuracy
would have a present value worth in excess of one percent of a typical firm's
yearly sales volume.
Further support for the use of the causal model was obtained by noting
that the standard errors of the estimated relationships were low (evidence of
reliability), that the estimates of causal relationships from different
measurement models were in rather close agreement (evidence of construct validity), and that the causal model performed well in another situation where
predictions were provided for I96O-65 camera sales in 11 "new" countries
(evidence of concurrent validity).
The causal relationships were initially specified by a subjective analysis.
Various parts of the causal model were then updated by use of a number of
measurement models including an analysis of differences among sales rates for
30 countries, of differences among changes in the sales rates from 1961 to
1965 for 21 countries, and of differences among six income categories from
United States household survey data. This updating led to a modest, though
valuable, gain as the mean absolute percentage error of the 195*+ backcast was
reduced from 2>QPf0 to the 23$ mentioned above.
Additional benefits associated with the development of the causal model
included the ability to evaluate large changes in the market; to estimate
current sales where trade and production figures are inadequate; to evaluate
alternative assumptions about the future rapidly and cheaply; and to identify
markets which have not been fully exploited.
In summary, the study argues that the development of better long-range
forecasting models is an important problem; describes the development of
causal models; and demonstrates the superiority of causal models over naive
models in a case involving long-range forecasting for international markets.
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CHAPTER 1
INTRODUCTION
Motivation
In recent years, there has been much interest shown in
the development of long-range planning. The growth in the
literature on this subject and the increasing number of
planning groups in industry attest to this interest. There
has also been increasing emphasis on selling products in
international markets. The following study represents one
of many inputs to the long-range planning effort for a
multinational firm. In particular, the Concern will be
with how to develop a model to provide long-range industry
forecasts for each country in the market.
Long-range planning is primarily concerned with the
question "given that firm X can sell so much of product Y,
what is the best strategy to follow?" Long-range forecasting
is concerned with the input to the planning model—"how
much of product Y will firm X be able to sell?" The industry
forecast is considered by many to be the logical starting
point in answering the latter question. How much firm X
can sell is partially dependent upon how much of product Y
will be sold by all firms.
The major contribution of long-range planning is that
it enables a consistent and balanced growth of the organization. Even if the forecast of product Y is relatively inaccurate, it is advantageous for the firm to have an explicit
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plan to guide the various sub-units in the firm.

It does

seem, however, that the accuracy of the long-range forecasts
also has some bearing-upon the value of the long-range
plan. Since long-range forecasting models cost money to
develop, one question that comes to mind is "how much is it
worth to develop a more accurate forecasting model?"
By making a number of simplifying assumptions, it was
possible to construct an example to demonstrate the value
of improved accuracy in forecasting. The reasonableness of
this example depends critically upon the reasonableness of
the assumptions. As a result, it seemed especially important
to keep the example simple so that the reader might be able
to alter the assumptions as he desires.
It was assumed that the firm is one of a large number
of firms. Following from this, it was assumed that a given
percentage improvement in the industry forecast would lead
to a similar percentage improvement in the firm's forecast.
Accuracy of the forecast was then interpreted as the agreement between the forecasted industry sales level and the
actual sales level.1 A measure of the accuracy of unconditional forecasts is desired. In other words, how well may
industry sales be forecast in year t + n based on information
up to year t. Finally, it was assumed that the cost of
change itself was negligible in this example.
iThe assumption of a large number of firms was necessary to minimize the problem of "feedback" (i.e. the forecast
will presumable affect the actions by the firm which will,
in turn, influence the total industry sales. If there are
a large number of small firms, the influence of a single firm
upon the industry will be negligible).
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A number of key factors enter into the evaluation of
improved forecast accuracy. These factors include the size
of the firm, the proportion of resources which the firm must
commit now for a given year in the future, the extent to which
accuracy might be improved, the dollar cost associated with
forecast errors, the tax rate, and the time value of money.
Subjective estimates were provided for each of these factors .
to provide a ballpark estimate of the value of improved
accuracy.
a. It was assumed that the firm in the example has
sales of $100,000,000 per year. There are at least 500
firms in the U.S. with sales greater than this—so this
assumption is not very restrictive. For .convenience, it was
assumed that the sales rate remained constant over the period
of interest. Of-this sales rate, it was further assumed that
the firm earned ten percent profits. In other words, costs
were 90 percent of sales.
b. The firm makes decisions now which affect costs in
future years--e.g. plant location, size of plant, equipment,
key personnel, long term contracts with suppliers and distributors, bond issues, union contracts, and research and development. It would be useful--but expensive--to examine each one
of these decision areas separately. These estimates would also
vary by industry and possibly even by firm. In this example,
however, an attempt was made to provide averages covering
all types of decisions in all types of industries.
The proportion of the (eventual) budget which a firm
must commit for year t • n is expected to drop off as n increases. I estimated that 20$ of the total costs encountered
by the firm do not depend on any prior planning. It was then
assumed that the curve representing proportion commitment
drops off exponentially (with the total area of the curve =
1.0). Column 2 of Table 1-1 summarizes these estimates.
c. The extent by which forecast error may be reduced
depends, to a large extent, upon the level of accuracy achieved
by current forecasting practice. If current practice is
extremely accurate, little gain is possible. It would appear
These verbal arguments were translated into a series
of curves as shown in the Appendix, Figure C-l. The estimates of Table 1-1 were then derived from Figure C-l.
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also, that the potential gain increases as the time horizon
increases since there are generally larger changes taking
place in the long-run sales rate. In view of these considerations it was assumed, very conservatively, that no improvements would be made in predicting the long-run rate of
sales for forecast horizons less than five years. It was
further assumed that the forecast error in year t f 5 could
be reduced by 10$ (e.g. from a mean absolute percentage
deviation of 30$ down to 20$); that in year t + 10 the error
could be reduced by about 20$; and that for year t + 20 and
beyond, the error reduction could be 25$.
It was assumed, for convenience, that the loss function
was symmetrical--!.e. the cost of underestimating (leading
to an opportunity cost or to inefficient production) is equal
to the cost of overestimating by the same percentage (and
having excess resources). Column 3 of Table 1-1 summarizes
these estimates.
d. The dollar value associated with the forecast error
would depend upon the particular decisions which utilize the
forecasts. In this example, it was merely assumed that a
percentage of the error in the commitment would be lost. This
percentage would be rather high (perhaps 50$) when the firm
has no reaction time. As the time horizon lengthens, however,
the firm gains flexibility in finding alternative uses for
the commitment (or alternative means of production). At
year t + 5 only 20$ of the cost of the misallocation would be
lost and this falls off to 10$ after 20 years. Once again,
these estimates appear to be conservative. For example,
excess manpower is rather hard to identify once it is there—
as Parkinson ways "work expands to fill the time allotted".
Column 4 °f Table 1-1 summarizes these estimates.
e. The time value of money was estimated at 10$. This
also seems conservative since there is no "risk" associated
with cost savings. A lower interest rate would make the
example more dramatic.
f. Finally, a tax rate of 50$ was assumed.
The present value of the savings for each year is indicated in column 6 of Table 1-1. The present value of the
savings realized on commitments made in year t for years t 4- 5
to t + 20 is $160,000. This represents a continuing savings
since more commitments are made each year. The present value
of a continuous stream of savings of $160,000 per year would
be $1,600,000 at a 10$ rate of interest.
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In conclusion then, the potential gain from improving
the accuracy of the long-range forecast is roughly equal
to one percent of the yearly sales rate.1 For a firm as
large as General Motors this would imply a potential savings
worth 200 million dollars.
Objectives of the Study
Models for long-range sales forecasting may be
classified under two categories-»naive and causal. Naive
models attempt to forecast without any presumptions as
to why the rate of sales may change. Most commonly,
models under this category rely solely on historical sales
data for the item to be forecasted. Causal models also
utilize historical sales data but they go beyond this
to utilize additional variables which might cause changes
in the sales rate. Key assumptions of the causal model
approach are that the important causal relationships may
be adequately measured and that the causal variables
themseflves may be forecasted with' accuracy.
Existing literature on long-range forecasting and my
experience in industry lead me to believe that most companies rely on the use of naive models for obtaining long-range
sales forecasts. Naive models are generally much cheaper
to develop and, in fact, there is little evidence that causal

"More optimistic assumptions—e.g. considering an interest
rate of 6$, savings from years 2 to 30, and a committment that
falls off exponentially from 10$ leads to a present value
savings equal to almost ten percent of one year's sales volume.
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models would lead to better unconditional forecasts.1
A primary objective of this study is to examine whether
causal models lead to-better long-range forecasts of international markets than do naive models. Concern will also be
given to analyzing which aspects in the development of causal
models are most important.
Data on the international market for still cameras will
be used. This product was chosen as a result of the author's
previous experienc-e in this industry.
Developing Causal Models
' The Camera model is typical of many situations in the
social sciences in that experimentation is either impossible
or, at least, extremely expensive. At the same time, a substantial amount of secondary or non-experimental data is
available. The extreme position is held by some that one
cannot infer causality from non-experimental data (e.g. see
Brownlee,1965 , page 454) • This position, however, puts the
*

cart before the horse. While the general sweep of science
is to infer causality from empirical data, the position of
_the individual scientist is to use data to test given
causal hypotheses. In other words, the theory precedes the
data and what the individual scientist examines is whether

lBy unconditional forecasts we mean that sales for
year t + h must be forecasted on the basis of information
only up to year t (year t being the current year).
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or not the data are consistent with the theory. 1

Now

whether he uses experimental or non-experimental data is
beside the point. Each has its own advantages and disadvantages. In general terms, the experimental approach
increases control somewhat while sacrificing generality and
it is the other way around for the non-experimental approach.
What does it mean to say that the data are consistent
with the theory? The notion of hypothesis testing was the
first major breakthrough to answering this question. One
compares the results of model X with the results of a null
hypothesis to see whether model X yields results which are
"significantly different" from the null hypothesis. Significantly different is- interpreted in a statistical sense.
How likely is it that the null hypothesis is true in light
of the data? If the likelihood is high that the null hypothesis is true, then one accepts the null hypothesis as the
explanation since, presumably, the world is much simpler that
way and there are advantages to following the dictates of
the null hypothesis.
This classical view of hypothesis testing has apparently been very useful to the development of science--and

lFor a discussion of these points see R. G. Francis
(1957)* Also see Koopmans (1947) who contrasts Kepler's
work on the planetary system with the work of Burns and
Mitchell on business cycles. The Kepler approach started
with theory and revised the theory in the light of the data.
Burns and Mitchell, on the other hand, are empirical and
formulate no prior hypotheses. Koopmans concluded that the
Burns and Mitchell approach was highly inefficient.
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most notably, to the experimental sciences. From the viewpoint of the decision-maker, in contrast to the scientist,
severe problems exist,1 First, the decision-maker must rely
on a deductive rather than inductive approach. Decisions
must be made and the manager must deduce the best course of
action from his current information. His interest is in
making better decisions. Interest in the development of
theory is useful only in so far as it leads to better decisions. The second major problem is that the decision maker
has interest in defeating only meaningful null hypotheses.
The typical null hypothesis used by classical statisticians
is that "nothing is related to anything else". This hardly
lends itself to meaningful action if accepted and, in the
typical case,2 is hardly worth rejecting. In other words,
concluding that none of the factors examined are significantly related to the sales of cameras does not add to
knowledge about how to make decisions.3 Finally, the notion
of statistical significance has only a very indirect relationship to the cost-benefit aspects upon which the decision rests.
As a result of the above problems, the field of Bayesian
statistics is an area of growing importance in the area of

ISome of these problems also exist for the scientist.
See Bakan (1966) for an excellent review of problems associated with the use of statistical significance as a criterion.
2This implies, of course, that there is some objective
for doing the research. We have nothing to say here about
research which has no objectives.
3[Jnless, of course, the study refutes common practice.
Common practice could be regarded as the null hypothesis.
You would like to retain it unless evidence to the contrary
is strong.
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objective-oriented research.

The Bayesian philosophy does

not view each study as an isolated event. Rather it calls
for a recognition tha.t previous knowledge exists and that
one should make use of this knowledge. In very general terms,
the previous knowledge takes the place of the sterile null
hypothesis. New information is used to update the model
based on previous knowledge.
The Bayesian philosophy may be extended to include not
only the updating of a given model but also the comparison
of rather different models. Piatt (1964) claims that this
approach, which he calls the "method of multiple hypotheses,"
is the second great advance in the scientific method (the
first being hypothesis testing). Such an approach, he
claims has additional advantages in that it redirects the
researcher to be problem oriented rather than methods oriented
and that it prevents him from becoming attached to his own
particular theory.
The Concept of a Causal Relationship
The use of causal relationships is a focal point of this
study. The use of the term "causal" is intepreted in the
common-sense notion--i.e. the causal variable}X is one which
is necessary or sufficient to the occurrence of an effect Y.
X must also precede Y in time. This interpretation seems

lBeardsley (1950, pp. 439-73) provides a rather readable
discussion on the topic of causality. Wold and Jureen (1953,
Chapters 1 and 2) relate causality to the use of regression
models and Blalock (1964) relates causality to the use of
non-experimental data.
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to be both meaningful and useful-despite the controversy to
which it inevitably leads. The term "causal" appears to be
so controversial that many researchers avoid the issue by
renaming the concept e.g. functionally related, structural
estimate, stimulus-response, dependent upon, determinant of^ etc.
While most elementary statistical texts warn that 'correlation does not prove causation" they do not go on to say
just what does prove causation. But in the sense in which
"prove" is used above, nothing proves causation. There are,
however, a number of ways in which one may test whether a
causal relationship is consistent with reality. These include an examination of data to determine:
a. Reliability. Does the relationship show up in repeated measures in similar situations? Does variation of irrelevant factors have any effect upon
the measured relationship?
b. Validity. Does the relationship measure what it
purports to measure? This may be examined by the
use of alternative approaches. For non-experimental situations,'it is important to examine situations which are as different as possible. In this
way one may guard against bias or spurious relationships. As examples of "different approaches"
one could list the uses of differing types of data,
statistical models or operational measures.
Interest here lies not only in determining whether
it is legitimate to accept a causal relationship
but also in determining the limits under which the
relationship holds.
c. Time relationships. The causal variable should
precede the events which it causes.
d. Covariation. The causal variable and its effect
should vary in a systematic manner.
An attempt should be made to demonstrate that the causal relationship satisfies each of the above tests. Finally, the
most important test of a causal relationship should be made—
does it provide a better explanation than any alternative model?
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The' Use of Non-Experimental Data
The measurement of causal relationships by means of
non-experimental data contrasts somewhat with the case for
experimental data. Experimental data have advantages over
non-experimental data in that the researcher can a) ensure
independent variation in causal factors and b) control for
variation in other factors by-controlling the experimental
1 *
situation.
Lack of variation in the causal factors means
that no estimate may be obtained of causal relationships.
If variation exists but is not independent of other variables,
p

there are problems of estimating causality.
Finally, if
there are other factors which vary, they may cause measurement problems.
Non-experimental research must find ways of compensating
for the above deficiencies. One means of compensating is to
utilize different data sets—i.e. different types of data.
It is advantageous to find data sets in which the causal
factors show substantial amounts of variation. It is also
desirable to utilize different data sets since the sources of
bias may be expected to differ among them--thus highlighting
the presence of bias.
Subjective data are of particular importance for non-experimental research since the necessary objective data are
not always available. This study made extensive use of

Both the experimental and non-experimental approaches
draw upon the use of randomization of sample units and
measurement of other factors as means of controlling undesired.variation.
This problem, multicollinearity, is discussed in
Chapter 5*
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subjective data to select important variables, to estimate
causal relationships, to compensate for expected biases in
data sets, and to modify observations in certain data sets.
Figure 1-2 outlines the approach which was used in
this study to measure causal relationships.
For contrast to Figure 1-2, a "straw-man model" is
provided in Figure 1-1.

This .represents a rather common

form for publistied econometric research.
FIGURE 1-1
MEASURING CAUSAL RELATIONSHIPS WITH A
TYPICAL MEASUREMENT MODEL

A Priori Knowledge About Variables and
Relationships Among Variables
(Functional Form Only)

<
'

Measurement Model

The outline in Figure 1-1 omits many of the components
of Figure 1-2.

The implied assumption is that either the

other components are not really# important or that other
researchers will come along, integrate the bits and pieces
and utilize this work in their own study.

In fact, this is

what was attempted in the camera study. Use was made of
various studies which followed the form of Figure 1-1.
studies were found which omitted even the first block in
Figure 1-1 e.g. Rayco Seat Covers, see Chapter 2.)
It is not clear why so much work of the Figure 1-1

(Some
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FIGURE 1-2
DEVELOPING CAUSAL MODELS WITH
NON-EXPERIMENTAL DATA
Examples from Camera
Sales Model
Step I
Prior Knowledge about
Variables and Relationships
among Variables (Functional
Form, Sign and Magnitude)
Step II .,
Prior
Knowledge
Data Set #1

Step III •'
Measurement
Models #la,
lb,...In

Prior
Knowledge
Data Set #2

Measurement
Models #2a,
2b...,2n

Prior Model as Outlined in
Figure 6-1 Based on Previous Studies, Theory and
Subjective Analysis
Prior Knowledge About
Observations and Prior
Specification of Biases
'due- to Errors in
Variables and Excluded
Variables--(Chapter 7)
Various Regression Models
on International CrossSection, Longitudinal
Model Across Countries
and Household Survey
Data (Chapter 7)

Step IV <
Update Knowledge About
Variables and Relationships Among Variables

Update Relationships of
Camera Price and Ability
to Purchase with Sales of
Cameras (Chapter 7)

Step V
Prediction
Model A

Long-Range Sales Forecasting; Forecasting in Cases
with No Historical Sales
Data; Control; Large Changes
(Chapters 8 and 9)

Step VI v
Test Prediction
Model A
StepjVII
Decision
Model I

Prediction
Model B

Test Prediction
Model B

Decision
Model II

Decision
Model III

Backcasting 1954; Forecasting for Validation
Sample (Chapter 8)
Not Considered: Would
include Decisions on Investment, Plant Location,
Hiring, Financing, etc.

29
variety exists. A possible hypothesis is that such research
is a generalization of the procedure used in experimental
research.

In experimental research the researcher is forced

to utilize previous knowledge in structuring the experiment.
Generally, the experiment is being run to test a particular
decision model (e.g. does the addition of fertilizer X to
soil Y increase the yield of type Z wheat?).
mirrors Figure 1-1.

The situation

The measurement model conforms directly

to the predictive model.

Since the experimenter can guard

against the effects of bias and can ensure sufficient
variation, Figure 1-1 is adequate and the steps of Figure 1-2
may be unnecessary.
The generalization of Figure 1-1 to non-experimental
situations is rather dangerous.

Seldom is one able to find

data which correspond to the predictive model and in which
the factors of interest display a significant amount of
variation.
Figure 1-2 is used to overcome many of the problems
encountered in non-experimental research.

In order to provide

a more complete description of and rationale for the use of
Figure 1-2, the key aspects of this outline are considered
below •
Prior Knowledge About Variables and Relationships (Step I)
For any one study to claim that causal relationships
have been measured, it is necessary that causality be
postulated before the data are analyzed.

In the camera model

it was postulated that an increase in the ability to purchase
causes an increase in camera sales. If this is a good
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representation of the world then there are many types of
data by which this relationship may be measured.
In order for models to build upon previous research it
is necessary that the a priori specification of causal relationships fully utilize these previous findings.

This

implies not only a prior specification of the important
variables but also a specification of the relationships
among variables. The latter should include the specification of the functional form of the relationship (e.g. constant elasticities over the relevant region), of the signs
of the relationship (an increase in ability to purchase
causes an increase in camera sales), of the magnitude of
the relationships (the price elasticity of camera sales is
expected to be -1.4)»

an(

^ °? the confidence which we have in

the prior knowledge (the price elasticity should fall within
the region from 0.0 to -3.0).
Naturally one might expect that the prior knowledge
in some situations is almost negligible.

For example, when

there is great uncertainty about what variables are important
the prior specification may have little to say about the
relationships among the variables. As the study in a
particular area progresses, however, it becomes possible to
develop more complete prior specifications.

In experi-

mental work, the process of utilizing previous findings is
very explicit.

In non-experimental work it is not so explicit.

As a consequence, published studies of non-experimental data
often fail to build upon previous knowledge except for the
identification of important variables, and, to a lesser extent,
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the functional form (the automobile studies are typical
in this respect).
It is the position of this thesis that most economic
problems (and certainly most sales forecasting problems)
have been well studied. There is wide agreement that measures
of price, income, and market size are important. Rather than
rediscovering tfrese facts, then, it is important to incorporate the knowledge into the current problem and to do so
at as detailed a level as possible. Furthermore, to increase
the probability that this information is independent of the
data collected for the current study it is important to
utilize this subjective data on an a priori basis.
The stress upon the use of subjective data is not new.
Most practicing forecasters claim that the subjective data
are an important input in their approach. That subjective
data be used on an a priori basis is much less common, however. Theil and Goldberger (1961) present one of the few
published studies which goes so far as to provide a priori
estimates of the magnitudes and standard errors of causal
2
relationships.
The subjective data come from many sources. In the
camera study, knowledge is obtained from study of other
consumer durables (e.g.. refrigerators, automobiles), from

^ee also Lorie (1957).
Ferber (1956) advocates the use of a priori judgment
as a result of his evaluation of some forecasts which did
not utilize such information.
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survey information on camera owners, from general economic

theory, and, when all else fails, from subjective impressions.
The a priori specification is particularly important
in cases where there are many important causal variables.
Non-experimental data do not generally provide independent
variation for each of these variables (thus the problem of
multicollinearity). The influence of some variables may
be accounted for by means of a priori knowledge. If a factor
is expected to have an important influence upon the data
set, an attempt should be made to account for this influence.
The Use of Many Data Sets (Step II)
As a substitute for control, an attempt may be made to
randomize all sources of variation. One way to accomplish
this in non-experimental research is to utilize different
data sets. Data sets may differ with respect to the type
Of data, the aggregation involved, or the composition of
the sample. An additional and fairly obvious advantage is
that more data sets provide more information.
The selection of useful data sets represents an important step in the development of the model. A structured
approach will be presented later to assist in the search
for such data sets.
The Measurement Models (Step III)
In estimating causal relationships attempts will be
made to utilize as much information as possible. Since the
process of evaluation will be separated from the process of
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measurement there will be no need to be restricted by the
rules applicable to statistical testing. Loosely stated,
the philosophy is that anything goes in estimation as long
as the method is fully disclosed and replicable.
Relative to the o"6her components of the modeling process,
the development of estimation techniques is most advanced.
This is likely to be the case .for some time in the future
since estimation problems receive most of the attention of
econometricians.
Extensive use will be made of regression models in
this study. While there are a substantial number of restrictive assumptions made for the use of regression models,
this approach does provide a powerful and relatively low
cost method for dealing with situations in which there are
many causal variables and only a moderate sample size. As
long as a heavy reliance must be placed on aggregate economic
data, it appears that regression models will be useful.
Other measurement models, primarily multi-level cross
«

classifications, offer substantial benefits if large samples
of micro-data are available. For the camera model, this
would imply the existence of data by individual (or household)
which examine camera purchasing behavior. Such data were
not available for this study.
A common assumption which is made by measurement models
is that the estimates are unbiased. This did not seem to be
a reasonable assumption in the camera study primarily due

31*to the effect of measurement error in the independent variables.

To compensate for the possibility of serious bias

two steps were taken. The first was to estimate the expected
bias on an a priori basis. The second, mentioned above,
was to attempt to randomize the sources of bias by using
different data sets.
Combining Estimates from Various Sources (Step IV)
In cases where estimates of a single parameter are
obtained from more than one measurement model, it is necessary to use some method to obtain a single weighted estimate.
Ideally, the weighting should reflect our degree of confidence in each piece of information.

This implies that one

should be concerned about both the validity and reliability
of each estimate. The classical approach assumes away the
problem of validity and weights each estimate by a measure of
reliability.

This study uses a modified Bayesian approach in

an attempt to recognize problems with both validity and
reliability.
The Prediction Model (Step V)
It is important to distinguish between measurement models
and prediction models. Measurement models are used to measure
one or more causal relationships while prediction models utilize estimates from measurement models to provide predictions
in a given situation. This distinction is especially important
in non-experimental research where it may be difficult to find a
measurement model which corresponds closely to the prediction model.
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Prediction models may differ from measurement models
in a number of ways. Different causal factors may be important --depending, for example, on which factors are expected
to change in the prediction model versus which factors did
change in a given measurement model. The effects of errors
in the independent variables may also differ between the
prediction model (where the independent variables must often
themselves be forecast) and the measurement model (where the
independent variables are usually based on direct measurement).
Testing the Prediction Models (Step VI)
How well does the model predict? The classical null
hypothesis which assumes that no prior information exists
(e.g. nothing is related to sales) is not a useful model for
most problems in economic forecasting. The strategy of
comparing a set of reasonable models offers far more promise.
One of these models should, hopefully, be representative of
the best in current practice or theory.
Once again, the distinction between measurement models
and prediction models must be stressed. Satisfactory performance in a particular measurement model may not have any
relevance to prediction. In this study, a linear and symmetrical loss function will be used to evaluate errors of
scale in country forecasts. This means that the cost varies
in direct proportion to the size of the loss; that overestimating is no better and no worse than underestimating; and
that our interest is in percentage rather than absolute errors.
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Decision Models (Step VII),
One research strategy is to start out with the objective
of developing models to make particular decisions.

This has

the advantage of making it easier to judge the value of the
resulting prediction models and also provides a clear focus
for the research effort.
The approach in this study does not go to such a detailed level.

Instead, some prediction models are developed

which, historically, appear to have been used in making
numerous decisions. The fact that specific decisions are
not considered does make it more difficult to judge the value
of the predictive models. On the other hand, the emphasis
upon prediction does make this study somewhat easier to
evaluate than those econometric studies which restrict their
interest to measurement.
"Summary
The importance of the trends toward long-range planning
and toward international marketing are apparent from the
literature.

One aspect of the long-range plan, the long-

range market forecast, is singled out in this study. The
importance of improved accuracy is argued by means of a
very simple example.

Potential gains appeared to be sub-

stantial.
The primary objective of this study is to examine
whether causal models may lead to better long-range forecasts
of international markets than do naive models. Data on the
international markets for still cameras will be used to
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examine this hypothesis.
The key aspects of developing causal models from nonexperimental data were discussed. This situation was contrasted to the case where experimental data are available.
Figure 1-2 provided a summary of this discussion. Succeeding
chapters follow the outline of Figure 1-2.
The discussion of the key aspects of the approach to
be used in this study should have made it apparent that this
study will not be neat from a statistical viewpoint. With
the exception of the estimation techniques used in measurement models, the techniques are not well developed* The guiding
philosophy has been stated well by Tukey (1962)— "Far better an
approximate answer to the right question which is often vague than
an exact answer to the wrong question which can always be made
precise."

CHAPTER 2
A REVIEW OF THE LITERATURE
In this chapter, references which were most useful in
a general sense will be cited.

The literature is vast and

the survey here makes no pretense to be a comprehensive
review.
Price (1963) has commented on the inability of researchers to go beyond their particular speciality in their
reading of the literature. They only have time to communicate with about 100 other researchers.

In addition, the

language is often so specialized in each field that it is
difficult to understand people from other specialties without
an inordinate amount of effort.

One of the objectives of

this thesis is to integrate much of the previous work on
long-range forecasting so that it is available to researchers
in marketing.

It is interesting to note that cross-refer-

ences in the literature surveyed for this thesis virtually
never go outside of the researcher's special field.
General Works on Methods
Probably the work which was most useful in the development of this study was Blalock's Causal Inferences in NonExperimental Research (196i|_). This book is short, well-written
and discusses a number of relevant problems associated with
non-experimental research.

From the point of view of specific

methods, Johnston's Econometric Methods (1963) and Ferber and
Verdoorn's Research Methods in Economics and Business (1962)
1
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were very useful. The former covers topics which have been
discussed in a number of textbooks. The latter covers
topics which are not so commonly found but which are important for data analysis.
Long-Range Forecasting
While the problem of long-range forecasting has apparently been studied by many, this fact is not evident from
the published literature. Much of what has been done never
gets published. In those studies which are published, the
data are often disguised to protect the innocent so that
the value of the study is limited (e.g. Quandt, 196I4.) . On
the other hand, there is a vast amount of literature which
is not directed to long-range forecasting but which is
relevant to certain aspects of the problem. Jantsch (1966)
lists a bibliography of lp-3 items which are pertinent to
the related area of technological forecasting; the literature on economic demand studies is substantial—Wold and
Jureen (1953) list about 280 references; and Rogers (1962)
lists about 5>00 references which are pertinent to the related
field of diffusion of innovations. In addition, there is
a vast literature in econometrics which is more recent
than that cited by Wold and Jureen.
A substantial amount of survey type literature exists
on business forecasting—a small proportion of which is
relevant to long-range forecasting. Current forecasting
practices have been surveyed by Butler and Kavesh (1966) and
by the National Industrial Conference Board (1963). Related

ko
to this are a large number of how-to-do-it books of which
the more recent have been Wolfe (1966), Reichard (1966),
and. Murdick and Schaefer (1967).

This literature is, in

general, directed to the manager and would seem to be of
little help to technicians who engage in long-range forecasting.
The increasing interest in long-range planning might
be expected to lead to an increase in the publication of
studies on long-range forecasting.

Casual observation

indicates only a slight tendency in this direction. Roos
(1-957) provided forecasts for the U.S. up to 1975-

Stone,

Brown, and Rowe have done a similar (but more limited)
forecast for Britain to 1970. Houthakker and Taylor (1966)
provide forecasts for major expenditure categories in the
U.S. up to 1970. In general, however, long-range forecasting receives little emphasis relative to the rest of the
long-range planning problem.
The forecasts mentioned in the previous paragraph
relate to broad categories of expenditures. Studies of
narrow product categories have been less common—possibly
because the data are not so readily available. The big
exception here is automobile studies as a substantial number
of studies have been made of the U.S. demand for automobiles.
Two studies of specific agricultural products are
especially pertinent to the current study. Goreau's (1957)
study "Long-Range Projections of Food Consumption" was an

*n
international study which was similar to the study reported
here in many respects. Demand Analysis by Wold and Jureen
(1953) provided long-range forecasts of food consumption
for Sweden. An evaluation of forecast accuracy demonstrated
that their econometric model provided better forecasts than
that provided by a naive extrapolation. It is important
to note, however, that large changes had been introduced into
the market by the government. They removed rationing and the
causal model had been able to capitalize on information
about this change.
The Evaluation of Forecast Accuracy
Of those studies which had long-range forecasting as
an objective, very few were concerned with the evaluation of
the accuracy of the forecasting model. Most studies were
concerned about the ability of the model to fit historical
data--generally by use of the coefficient of determination
(R ). Ferber (1956) questioned the relevance of this criterion. He concluded that, in the empirical studies which he
p

examined, higher R were not related to better forecasts.
A study by Rosenzweig (1957) is of particular interest
here as one of the main objectives of this study was to
obtain a long-range forecast. While Rosenzweig evaluated
a number of models only on the basis of the fit to historical data, it happens that his eleven year forecast was for
1965* The results are now in and an evaluation can be made
of RosenzweigTs models.

k*
Rosenzweig suggested three different models which might
be used to forecast the demand for aluminum in the U.S. in
1965 (demand in 1954

was

3*0 billion pounds):

Model #1 was a simple trend projection. Data from 1910
to 1954 showed a 9.9 percent annual increase. An extension of this trend indicated U.S. aluminum consumption for 1965 would be 8.5 billion pounds.
Model #2 was based on a regression of aluminum consumption on GNP from 1919 to 1954- The R for this*
model was over 98$. Since numerous predictions of
GNP were available for 1965, Rosenzweig selected one
of the more conservative predictions. This yielded
a forecast of Q.l\. billion pounds for 1965.
Model #3 was based on separate estimates of output and
aluminum usage penetration for end use categories-packaging, transportation, military, building materials, electrical, and consumer durables. Recent rates
of growth and "expert" subjective estimates were made
for each category. By summing over all categories, a
prediction of 8.9 billion pounds was obtained for 1965.
The reader may wish to consider which one of the three
models above would lead to the best forecast before he reads
further.
Rosenzweig himself seems to prefer the regression
model (#2) although the justification for this selection is
not entirely clear. In fact, this model did provide the
best forecast. According to Metal Statistics, 1966, the
U.S. consumption of aluminum in 1965 was 7.2 billion pounds.
It should be noted, however, that Rosenzweig used a GNP
forecast of $1|80 billion for 1965 (in 1953 dollars). The
actual GNP was $5^-3 billion. Had Rosenzweig been correct

It is also interesting to note the accuracy of the ten
year forecasts of GNP. Rosenzweig's estimate of a 3lj..5$ increase in GNP was, he said, conservative in the light of several estimates for a $0% increase. These median forecasts
were surprisingly close to the actual increase of 52$.

k3
on his GNP forecast, the regression model would have led to
the poorest forecast.
On the basis of,the studies which we have been able to
find, the evidence that causal models lead to improved forecasts is rather modest.
Evaluation of Market Potentials
In the late 1930's there was a fair amount of interest
shown in the evaluation of geographical market potentials.
Brown (1937) compared the use of a regression model with
nine other approaches to explain variations among sales of
12 products in states of the U.S. The regression model provided the best fit to the data. Cowan (1936) recommended
the use of regression models for control purposes--e.g. how
many salesmen should be placed in each region? Weld (1939),
who claims to have been the first to use multiple correlation to identify sales potentials, argues that multiple
correlation had been very useful in evaluating market potentials.
In each of the above publications, the implication was
that one should experiment with a number of possible explanatory variables and select the model which provides the best
fit to the data. A certain disdain seemed to exist for the
use of subjective information.
Since this brief interest in the late 1930's the publications have apparently dropped off. However, judging from
my experience and from the "how-to-do-it literature"; it appears
that regression models are now widely used for evaluating
market potentials. It is not clear whether the state of the
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art has improved since the late 1930's. Hummel (1961)
reports an attempt by the Rayco Seat Cover Company to estimate market potentials. This case leads to some pessimism
on the progress of the past twenty years.
In the Rayco case, 300 variables were selected to relate
to automobile seat cover sales per square mile. By plotting
each of the 300 variables against sales for each of the 150
sales offices in 5l cities it was possible to throw away 226
variables which showed little relationship to sales. A
stepwise regression was then run to select the best 37 variables. This model was shown to provide an excellent fit to
the data—which wasn't surprising. The problems with this
non-theoretical approach are serious. An attempt was made to
examine the power of such an approach in this study.
It seems likely that regression models are currently
being used to evaluate international markets. The more
common means of evaluation, however, would appear to be the
rule of thumb that markets for the firm exist where industry
sales are high at the current time. Obviously, this is not
the only rule of thumb since one does observe that new markets
open up in various countries.

CHAPTER 3
A CONCEPTUAL* MODEL
The term "conceptual model" implies two things. First
that the concepts or higher order variables are described
and, second, that the relationships among these concepts be
described.

This chapter provides a rationale for the use

of conceptual.models and then presents a model for use in
forecasting camera sales.
Motivation
A number of advantages result from the structuring of
conceptual (as contrasted to operational) models. The most
obvious advantage is parsimony or the ability to summarize
a great deal of information in a very short statement. This
parsimony, in turn, is useful in communicating the nature of
the model and also in assisting people to deduce results
in new situations.
•The a priori specification of a conceptual model, in
particular, leads to a number of benefits. It enables one
to utilize previous findings in the most efficient manner;
to ensure that the subjective or outside information provides
an independent input to the model; to simplify the problem
so that it is of a manageable sizfe; and, finally, to expand
the researcher's outlook on operational means for testing
the model. As an example of the latter, the use of a higher
order concept such as "ability-to-buy" suggests more operational measures (e.g. income, standard.-of-living, price, wealth)
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than the lower level concept "income".
The stress upon the development of conceptual models
is especially important in non-experimental research.
Seldom does one find exactly the type of data in which he
is interested. Rather ne finds vast amounts of data collected by other people for a variety of reasons. Some guide
is required to assist him to systematically sort through
these data to pick out those items relevant to the problem
and to enable the integration of this diverse information.
There are many ways in which the current study might
be structured. A substantial amount of literature exists
in which various conceptual models are proposed for use
in forecasting—as in the breakdown into initial, replacement, and multiple ownership or the use of priority patterns
for demand of durables (see Brown, Buck, and Pyatt, 1965).
The key points to make, however, are that a conceptual
model be developed, that it be done prior to the analysis
of the data in the study, and that it be explicit and
detailed.
Basic Dimensions of the Model
Some of the key dimensions of the study are discussed
in this section. The boundaries depend primarily upon the
objectives of the study but also Upon the type of data which
are available, and upon the desire to limit the size of the
problem.

hi
Planning Horizon
This study will have a planning horizon of from roughly
5 to 15 years in the future (the example in Table•• 1-1 indicated that the years 16 to 20 accounted for only 3% of
the cost savings over the period from 5 to 20 years).

In

considering this long-range horizon, we are explicitly
ruling out sales variations resulting from short term factors.
This is not to imply that short term variations are unimportant (in fact, year to year variations appear to be very large
"judging from trade and production figures).

The objectives

of the study do not require a study of sftort run variations.
There is also a substantial gain in terms of analytical convenience

which comes from ignoring short-run factors.

The analytical convenience of ignoring short-range
factors comes from two sources. First, the cost of examining the relationship between short run causal factors and
variations in the camera sales rate would be very high; and,
second, there is serious doubt that the values of the shortrange factors could be forecast with any useful degree of
accuracy for periods from 5 to 15 years in the future.
For purposes of decision making it may be useful to
have information on the probable range of forecast values
for camera sales.

In this sense, then, it is important to

take account of the variation introduced by the short-range
factors.

This variation could then be superimposed upon

variations expected in the long-range forecast. Only a
forecast of variation is required, hox^ever; there would be
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little concern over how the short-range factors affect the
expected value of sales for year t * n.
The concern over" long-range sales forecasts combined
with the fact that there are many firms in the camera industry make the problem rather simple if viewed under the wellknown conceptual framework in economics—supply and demand.
Under these conditions it may be assumed that there is no
relationship between price and the number of cameras which
firms are willing to supply.

This yields a horizontal supply

curve when viewed on the price-quantity graph.

Further con-

sideration will be given to how reasonable this formulation
is in Chapter 6. Product Class
Still cameras were selected as a result of the author's
past experience in the field.

By still cameras we mean any

portable device for making permanent two-dimensional visual
fixed images of three dimensional objects.
For studies in long-range forecasting it might be useful to define the product in terms of the need which it
satisfies for the consumer.

By focusing on the need, altern-

ative means of satisfying this need may be more easily identified.

It seems apparent from survey data that still

An attempt to provide a more complete description in
terms of the supply-demand framework did not seem to add to
this presentation. In fact, it seemed just as useful and
less confusing to ignore this framework altogether in this
study. This is largely a matter of taste.
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cameras are used to provide permanent visual records of,
primarily, family activities.

From this approach, it is

immediately apparent that movie cameras provide a close
substitute for still cameras.

In addition, video tape

recorders might be expected to become a strong substitute
in a few years (Printers Ink, 1966). The problem of drawing
a sharp dividing line for the product class is not easily
solved.

It appears, however, that the definition presented

in the preceding paragraph is broad enough so that the effects
of substitute products will not be great over the current
planning horizon of up to 15 years.
Sales Measure
The decision was made to forecast unit rather than
dollar sales. Unit sales would seem to be the more useful
first step in the industry forecast since most production
and distribution decisions must have a unit sales forecast.
MacGowen's (1952) survey indicated the vast majority of
manufacturers prepare forecasts first on the basis of
physical rather than dollar volume. This also seems true
for the photographic industry.
The unit sales measure does not distinguish among
cameras in terms of price class, type, new vs. replacement,
or, as was mentioned, end-use. All cameras are created
equal for this study.
detail.

The data were not available in more

(Even if they had been, such breakdowns would have

seriously complicated the analysis.)

Sales of new" cameras

to final consumers will be considered.
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Market
As stated earlier, this study is concerned with providing a forecast of the international market. Forecasts
are desired of sales by country. The prime objective will
be to obtain estimates of the scale of operation in each
country.
Causal Variables for the Sales Model
Three major factors were hypothesized to be important
for the long-range forecast of still cameras--market size,
ability to purchase, and consumer needs. Similar models
have been widely mentioned in the how-to-do-it literature.
For market size, particular attention will be paid to
the identification of potential buyers for cameras. Such
an approach appears to be widely used by marketing managers
but is not so common in econometric studies (except in the
food studies). In most econometric studies, it is held to
be sufficient to merely put sales on a per capita basis.
Ability to purchase refers to the ability of each potential buyer to purchase cameras. This concept has been
broken down into four lower level conceptual variables:
Economic Ability to Purchase Goods--What is the purchasing power of each purchasing unit?
Price of Cameras—What is the cost of buying and maintaining a camera in money terms? (Assume constant
quality.)
Availability of Cameras—How much effort is required
by the potential buyer in order to buy and maintain
the camera?
Knowledge of Cameras--Does the purchaser know what to
buy and where to buy? This would be a function of
selling effort as well as personal communication.
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The concept of consumer needs may also be stated in
terras of four lower level concepts:
Ownership—Does the purchasing unit own a camera(s)?
If, so, what are the capabilities of this camera(s)?
Quality of Cameras—What needs does the camera serve
and how well does it serve these needs? This would
seem to be dependent to a large extent upon the physical attributes of the camera; however, the important
consideration is quality as perceived by the consumers.
Substitutes—What means -other than buying a camera
does the potential purchaser have of satisfying his needs?
How do these substitute means compare with still cameras?
Use Opportunity—How much use might the purchaser get
from a still 'camera?
Relative Importance of Causal Variables
As a result of the above breakdown, the model included
nine lower level conceptual variables. In order to decide
how to allocate our efforts to the study of these nine

variables, an evaluation was made of their expected importance.
This evaluation was jnade prior to the analysis of the data
with the idea that it might help in deciding which variables
to include in the measurement models and what types of data
*

would be most important.
Three considerations were made in order to assess the
importance of each variable—the importance of the variable
to the consumer decision, the amount of change expected in
<

this variable over the next 5 to 15 years, and the accuracy
1
with which future changes may be predicted.
A scale of

Other criteria could have been added—e.g. ease of interpretation, cost of obtaining the data, and the ability to
measure the causal relationship between the variable and
camera s.a.les.
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0 (no change or no effect) to 5 (very important) was used to
rate each variable on each criterion. The criteria are interdependent. For example, a zero on any one of the criteria
would render the other ratings to be superfluous* To
combine the ratings then, a multiplicative approach was used.
The three ratings were multiplied to provide a single index
for each variable. Table 3-1 presents the results of this
admittedly rather crude analysis.
TABLE 3-1
RELATIVE IMPORTANCE OF NINE VARIABLES
TO THE FORECASTING MODEL
•

Rank Variable
1
2
3
-—

k
5

6
7
8
9

Potential Buyers
Price of Cameras
Economic Ability to
Purchase
Quality
Ownership
Use Opportunity
Substitutes
Availability
Knowledge

Amount
of
Change

Importance Accuracy
to Consumer
of
Overall
Decision
Forecast Rating

k
5
5

5
5
5

5
k
k

100
100
100

k

5
3

3
3

k

5

60
27
20
18
18
8

3
1
3
3
2

3
2
2

2
3
2

Despite the heroic assumptions required for Table 3-1,
the procedure does seem useful since there are very large
differences among the variables in terms of the overall
ratings. By repeating the ranking procedure at different
times and by trying other methods of forming indices, it
was found that similar results were obtained. In particular, the number of potential buyers, price of cameras and
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ability to purchase were always in the top three variables
and knowledge was always last. It appears that differences
among variables are so great that the differences will show
up with very crude ranking procedures.
Relationships Among Variables
Starting again at the highest conceptual level, some
consideration may be given as to the relationships among the
variables. If, as the model is stated, each variable is
necessary but not sufficient for the determination of camera
sales then a multiplicative model would seem appropriate.
On the other hand if each variable is sufficient tut not
necessary an additive model would be appropriate. For the
camera model it would seem that market size, ability to
purchase, and consumer needs are each necessary but not
sufficient. The necessity of each variable may be seen by
examining what would happen to camera sales if the given
variable took the value of zero (e.g. if ability to buy is
zero then total camera sales will be zero). The fact that
each variable is not sufficient to determine camera sales by
itself follows from the fact that there are three necessary
variables. To summarize:
Long-Range Sales = (Market Size) x (Ability to Buy) x
(Consumer Needs)
A more detailed specification will be deferred until Chapter
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Summary
The importance of the use of conceptual models for
non-experimental research was stressed. In particular, the
advantages of providing an explicit a priori specification
were stressed--primarily that it systematizes and simplifies
the analysis of the overwhelming amount of non-experimental
data which are available.
The objective of the forecasting model is to provide
long-range unit sales forecasts for new still cameras which
are sold to final consumers in each country in the world.

CHAPTER 1|.
SPECIFICATION OF THE FORECASTING MODEL
In this chapter "consideration will be given to various
measures which might be used in the international forecasting model.

Operational measures will be considered for each

of the nine "lower level" conceptual variables from the previous chapter (see Table 3-1 for a listing of these variables).
For purposes of exposition, discussion of what types of data
are available has been deferred to Chapter 5»

For reasons

which will become obvious, however, it is not possible to
carry out the analysis of this chapter without some consideration of the av'ail ability of data. ......
The relationships among the variables ttfill also be
considered in very general terms. A more specific analysis
will be provided in Chapter 6.
- / Operational Measures
The discussion of operational measures will follow the
order of presentation which was used in Chapter 3-

Since

our concern is with forecasting, interest will center on
measures of change in each variable.
Potential Buyers
Who are the potential camera buyers?

The basic strate-

gy will be to start out with the total population and try to
eliminate all those whose probability of purchase is very
low.

Since the probability of purchase is dependent to some

extent upon ability to buy and consumer needs, there will be
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some problems in defining the boundaries of this factor.

It

turns out, however, that the approach of eliminating all those
with very low probabilities has been rather easy to carry out.
The purchase probability is expected to be related to
the position in the life cycle, to level of education and to
income.

An aggregate measure for countries which stands as

a proxy for life cycle is the age distribution of the population.

The literacy rate could be used to measure mini-

mum education levels. The proportion engaged in agriculture
stands as a proxy for the minimum income level since more
direct measures of the income distribution were not available.

In summary, the measure of potential buyers would

include everyone except the very young and the very old, the
illiterate, and the farmers.

Simple projections of the

change in each of these factors will be used to forecast the
change in the number of potential buyers.
Economic Ability to Purchase Goods
A substantial number of alternative measures exist
which might be used as indicators of economic ability to purchase goods. There are per capita measures of income based
on personal consumption expenditures, GNP, national income
or discretionary income. There are also measures of the
standard of living. As might be expected, these measures
show a substantial correspondence.

Changes in any one of

these indicators would be expected to correspond with changes
in any other indicator.

For purposes of the forecasting

model then, it would seem to make little difference which
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measure was used.

The decision rests primarily upon what

data are available. Measures of personal consumption expenditures and of standard of living were considered.
Price of Camera Goods
The measure of the price of camera goods should include
not only the initial price of the camera but also the operating cost—for film and processing primarily--since it would
seem that both factors enter into the consumer decision to
purchase a camera. The most useful weighting for each of
these price components is far from obvious. Some attempt will
be made to include both components in the. development of a
single retail pri'oe index for cameras.
By definition, it was stated that the price of camera
goods would refer to goods of constant quality. The effects
of quality changes upon sales will be considered separately.
The price variable is of particular interest since it
is subject to rather large and sudden changes. Simple projections of trends are not likely to be adequate in forecasting price changes. As a result, it was decided to construct a model to forecast changes in camera prices. In a
manner analagous to the use of a causal model to forecast
camera sales, it was felt that price could be forecast more
accurately by relating it to causal factors.
Factors which are hypothesized to cause changes in the
price of cameras included technology, tariffs, sales taxes,
trade controls and competition. Two other factors, transportation costs and economies of scale were considered but
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then dropped—transportation costs since they are small
relative to total costs1 and economies of scale since the
effects are expected to be small and the complications in
the model which result from including this factor are great.
Under technology, changes in manufacturing and distribution may lead to price reductions.

Simple projections may

be used to forecast the effects of these technology changes
although engineering estimates should yield more accurate
projections.

The remaining variables are largely the result

-of political decisions.

Since these decisions are often

made somewhat prior to the implementation of the change, the
forecasting of changes is simplified.

The Kennedy Round of

tariff reductions makes it rather easy to obtain good forecasts of tariff changes for the next few years. Similarly,
the effects of Common Markets upon tariffs, taxes and trade
controls are also easy to project.
Measures of competition are difficult to develop since
there are many aspects to the competitive picture. This
study will concentrate on one of the most important factors
resale price maintenance.

This factor has also been subject

to much change over the past ten years. Further changes are
also expected—partially due to pending legislation and partly
due to secondary effects of common markets.

Hong Kong produces virtually no cameras yet the price
of cameras transported to Hong Kong is generally lower than
in the producing country. One estimate placed transportation
costs from the U.S. to Hong Kong at about 2$.
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Availability
Not all of the costs to the buyer are represented in the
price variable.

Some consideration might also be given to the

time and effort required to purchase and service the camera.
This cost is to some extent dependent upon the facilities
which are available—such as camera and film retail outlets,
repair shops, film processing.labs, and mail service.
There is insufficient cross-national data to enable the
direct measurement of facilities. We could obtain this ini&?>mation by sample surveys. Since the facilities are a response to demand we would then have to face the problem of
forecasting facilities while recognizing the interaction
between facilities and demand.
There is a way around the above dilemna. The interest
is in long-run determinants. Therefore, one can ask what
factors will contribute to low distribution and service costs.
One of the major determinants would seem to be distance from
the consumer to the service facility.

This suggests a proxy

measure such as urbanization. Unfortunately changes in
urbanization are expected to be highly related to changes in
the standard of living.
lationship.

There are two theories on this re-

One says that people are attracted to cities

by growth of economic opportunity in the city and the other
that people are driven from rural areas due to an increase
in poverty.

Due to the theoretical ambiguity involved with

the use of urbanization and to the expected difficulty in
measuring the influence of urbanization upon sales, little
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further analysis was carried out in this area.
There is one other factor which influences availability.
This is the import quota.

In countries where there is little

or no domestic production the influence of the quota may be
severe. While an attempt will be made to compensate for
quotas in the calculation of price, this will not be adequate
where the effect of the quota is severe. The strategy in •
this case will be to eliminate these countries from our
analysis.

The decision of what is "severe" will be made

before the data analysis is carried out.
Knowledge
One of the 'necessary conditions for a person to buy a
camera is that he be aware of cameras. Knowledge of a product such as cameras could come about either through personal
contact or through mass communication.
Personal contact, through ownership or through acquaintances who own cameras, would appear to be of great
importance as a factor causing camera sales (Katz and Lazarsfeld, 1955; Whyte, 1954)•

Measures of ownership could

provide a means of estimating how much contact people have
with camera goods. Higher ownership would lead to greater
knowledge about cameras which would, in turn, lead to a
higher rate of camera sales.
There are many measures of mass communication—newspaper circulation, number of radios in the country, etc.

Some preliminary analysis was carried out with the international cross-section but this met with little success.
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Although these measures are expected to be related to knowledge about cameras, the nature, of the relationship is not
at all obvious.

In view of this fact and the relatively

low importance of knowledge to the model (Table 3-1) further
consideration of this measure was dropped.
Ownership
Ownership was proposed as one aspect of consumer needs.
If a person owns a camera, his need for a new camera is reduced since old cameras are rather good substitutes for new
cameras.

The hypothesis then is that higher ownership is

related to a lower rate of new camera sales. Note, however,
that this is exactly opposite the hypothesis developed under
"knowledge" above.

Rather than complicate the causal model

by the introduction of a variable in which not even the
sign of the relationship is known, it was decided to eliminate consideration of the level of camera ownership as a
variable.
. tfhe above decision removes consideration of the knowledge factor as well as the ownership factor. Neither of
these variables had been expected to be of high importance
to the model (Table 3-1).
Quality

#

•

Quality refers to the attributes of the cameras as
perceived by the consumers. This measure is to account
only for those effects of quality which have not already been
accounted for by price changes.
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The price variable is not expected to compensate completely for changes in product attributes since the new
attributes may serve to satisfy different needs which attract
new buyers.

As an example, it is claimed that the instant

loading cameras served to interest many women who did not
feel previously that they were competent to take pictures.
While instant loading cameras "have had an immense impact
upon camera sales (Sheehan, 1965), their effect upon the
prices of other cameras has apparently been rather small.
Subjective estimates will be used to account for the
influence of quality changes upon future camera sales.
Better estimates might be obtained by identifying which
attributes will change

and how soon they will be introduced

p

to the market • The effects of these changes upon camera
sales must then be evaluated—possibly by using shopping
experiments.

All in all, it would be a rather expensive

proposition to go to a more sophisticated analysis here and
it is not at all clear that the benefits justify the costs.
Substitutes
By substitutes we mean how can a potential buyer
satisfy his needs without the purchase of a new still camera •

This is part of what is known as technological forecasting. Jantsch(1966) provides a state-of-the-art report
on this area.
Tnis aspect of the problem falls in the area of the
diffusion of innovations. Rogers(1962) provides a stateof-the-art report on this area. In addition, the literature
is kept up to date on a yearly basis (Rogers, 1966).
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Since the study is attempting to examine a rather
broad product class (in contrast, say, to a particular brand
of camera), the effects of substitutes have been substantially reduced.

No concern need be given to prices of

"other brands". This simplification is one of a number of
advantages that accrue from using the industry study as the
first step in long-range forecasting.
In spite of the use of a broad product class, some
attention should be paid to possible substitutes. One
substitute for a new camera, ownership of an older camera,
was considered above. Other substitutes are also apparent—
movie cameras, professional photographers, the second-hand
market, and the borrowing of cameras.
Since the study is dealing with unit camera sales, the
effect of professional photographers appears to be negligible.

Sales to professionals represent less than one percent

of total camera sales in the U.S. (Photo Dealer, 1965, P. ip.).
Furthermore, it is the change in sales whicb. is of concern
in forecasting and professional sales are not expected to
show a substantially different pattern than amateur sales.
The effects of the second hand market were not considered since it was not clear how to introduce this effect into
the current model—and, in addition, existing data on second
hand markets are negligible.
Movie camera sales would appear to be about ten percent
as large as still camera sales. The data which we have ape
extremely limited, however.

To obtain more accurate data,

would have been a time consuming and expensive process and
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was not' deemed to be justified for this study.
The key question with respect to movie camera sales
is whether the growth in sales will have a serious effect
upon the growth in still camera sales. Two historical observations would indicate that this effect will not be strong.
The first is that, for the U.S. at least, movie camera sales
have not demonstrated any strong tendency to change as a percentage of still camera sales. The second observation is that
price changes in movie cameras seem to follow a pattern similar to that of still cameras. In view of these considerations
and the cost of the data, the problem was simplified by ignoring the effects of movie camera sales.Borrowing of cameras appears to be a common substitute.
There is some survey evidence for this in that 22$ (n = 269)
of the families without cameras said that they secure photographs by "other means" (Lemberg, I96I4.).
Most borrowing probably takes place within the family.
A survey of Boys Life readers indicated that 60$ (n = 573) of
non-owners use a camera belonging to someone else in the family
(Photo Dealer, December 1966, p.36). Manufacturers seem to believe
this as they tend to work with sales-per-household statistics.

The use of sales-per-household is subject to certain disadvantages in comparison with sales-per-potential-buyer. It
does not specifically account for the influence of household
size. By breaking this measure into two components:
Sales
n Potential
SalesBuyer
Potential
Household
HouseholdBuyer
one may estimate the effects ofx each component separately and
avoid the assumption that effects of each component are equal.
In addition, it is more difficult to incorporate a priori infomation on households (as had been done in the section on potential buyers). Finally, the data on households are generally
poorer in quality than data on population.
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To measure the extent to which borrowing is possible,
it was assumed that the borrowing within the household is
the key factor-

As the number of households increases for

a population of given size, sales of cameras would be expected to increase.

The number of households per adult

was used as a measure of this borrowing factor.
Projections of households per adult may be made on the
basis of historical trends. In some cases, however, the
number of households could be significantly altered by large
scale government efforts to increase the number of houses
available.
Use Opportunity
To examine this variable, one might consider the types
of pictures taken by camera users. A survey by Lemberg (196i|)
indicated that most pictures dealt with family related activities.

This was supported by an executive of Eastman

Kodak who claimed that "the home often provides the best
photographic setting for the subjects that people like to
picture most—children, family groups, and pets.

Collec-

tively, these three subject categories account for more
than 60$ of all amateur pictures taken " (Photo Dealer,
December, 1966, p.35)*
One measure suggested by the above description is the
proportion of children in a population.

If the proportion

of children were increased (all other things constant) sales
of cameras should increase.

Support for this is found in

survey data in which 10$ (n = 269) of the families without
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cameras said that this was because they did not have children and, therefore, did not have occasions to take pictures
(Lemberg, 1961].) .
Summary: Operational Measures
The use of the conceptual model has guided the search
for operational measures.

This a priori analysis of the

model has led to some simplifications in the model. Two
of the lower level conceptual variables—knowledge and
ownership—have been omitted since the operational measures
available do not lead to unambiguous hypotheses. The remaining variables and their associated operational measures
are summarized in Table lj.-l.
TABLE I4.-I
SUMMARY OF OPERATIONAL MEASURES:
FORECASTING MODEL
Higher Level
Lower Level
Operational Measures
Concepts
Concepts
Market Size
Potential Buyers Total Population
Age Distribution
Literacy Rate
Agricultural Employment
Ability to Buy Economic Ability Personal Consumption Exto Purchase
penditures or
Standard
of Living
Price of Cameras Retail
Price
Index Index
of

Consumer Needs

Goods
Availability

Cameras and Film
Quotas

Quality

Subjective Estimates of
Effects of Quality
Households per Adult
Proportion of Children in
Population

Substitutes
Use Opportunity

e
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* Relationships Among the Operational Variables
The predicted direction of the relationship between
camera sales and each of the operational measures was unambiguous.

The form of the relationship was not so evident,

however.
The selection of a functional form for the forecasting
model should be distinguished .from the selection of a functional form for 'a measurement model. A common research
strategy in developing measurement models has been to postulate a number of possible forms and then select the one
which gives the best fit to the data.

This procedure has

some drawbacks.. Most importantly, it assumes that the fit
of the measurement model has a close relationship to the
performance of the forecasting model--a tenuous assumption
for non-experimental research.

Another problem arises if

this procedure is followed for each measurement model since
the variation in functional forms among measurement models
complicates the problem of combining estimates from these
models.

Also, the use of different functional forms adds

to the job of measurement since that many more alternative
models must be considered.

Finally, the use of models other

than the multiplicative or log-log model makes it more difficult to integrate a study with other econometric studies.
The log-log model is perhaps the most commonly used model in
econometric research and is especially useful in that one may
-generalize from such studies without having to worry about
the scaling of variables.
While differences exist between the forecasting and
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measurement models, it is useful to consider what may be
done with the latter since it will be necessary to integrate
results of measurement models into the forecasting model.
For example, if a multiplicative model is selected for purposes of forecasting then it would be convenient to also
use multiplicative measurement models.
In working with measurement models it is highly advantageous if the model may be stated in a form which is linear
in the parameters. In simple terms, is it possible to make
the model look like an additive model? This restriction is
really not too severe since much may be accomplished by transformations of the variables. For example, if logs are taken
of each variable the result is a multiplicative model. A
number of publications are available which discuss the use
of transformations for achieving different functional forms
(Prais and Houthakker, 1955? p.79-88; Johnston, 1963, p.ljlj-52;
and Frank, 1966, p.2l[7-53). This study will restrict itself
to models which may be stated in terms which are linear in
the parameters.
Other considerations which enter into the selection of
a functional form include what type of data are available
(e.g. the multiplicative model assumes data measured on a
ratio scale ); and what is the objective of the research (e.g.
the multiplicative model assumes that questions of scale or

Since the behavior of these models is well known and
since programs for handling such models are widely available.
Stevens(l959) provides an excellent discussion of
me asurement s cales.
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percentage differences are important while the simple additive
model assumes that absolute differences are important).
Functional Form of the' Sales Forecasting Model
In Chapter 3» theoretical arguments were presented for
use of the multiplicative relationship in the camera forecasting model when the model was stated in terms of the
higher level conceptual variables. A similar analysis in
terms of the operational measures led to the conclusion
that the multiplicative model is still applicable.
The multiplicative model meets all of the criteria
mentioned above. Estimates from measurement models may be
easily cast in this form; the use of previous research is
facilitated; the data approximate ratio measurement; and the
objective of this study is to measure percentage changes in
the market in each country.
The Top-Down vs. the Bottom-Up Approach
The approach in this study starts with higher order
concepts and works down to the operational level. An alternative approach, common in "exploratory" studies, is to
start with operational measures and work up to higher level
constructs.

This is, in short, the deductive versus the

inductive approach.

Various arguments have been presented

in support of using the deductive approach in this study.

It

is important to note, however, that if similar studies may
serve as a guide, not all researchers would take this approach.
For one thing it is very time consuming; for another, it lacks
precision.
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Researchers who take the empirical or bottom-up approach
have made extensive use of .two techniques—factor analysis
and step-wise regression analysis. The use of factor analysis
has been especially popular in analyzing international data.
A critique of this work is presented in Appendix C. Step-wise
regression will be evaluated as an alternative model in Chapter
The Use of Indices
Some conceptual variables may suggest a number of operational measures. In such cases one may try to select the
best measure, or may combine the measures into a single index.
The selection of the best measure may be based on theoretical
grounds (a priori analysis) or may be based on statistical
criteria (e.g. by step-wise regression). The construction
of indices may also follow a theoretical or statistical
approach (e.g. factor analysis).
In this study, the theoretical approach was used to
select best indicators". This was one reason for the extensive
a priori analysis. In one case, the measurement of camera
sales, an index was constructed from theoretical weights on
two measures.

A third strategy, suggested by Curtis and Jackson(l962),
is to use each measure .separately* This approach is advantageous for demonstrating construct validity.

CHAPTER 5
THE USE OF NON-EXPERIMENTAL DATA
This chapter provides a general discussion of problems
associated with the use of non-experimental data and concludes with a discussion of the data which are available
for use in the camera forecasting model.

Aggregate Data
The forecasting model in this study is very much dependent upon existing analytical techniques and upon the
current availability of data. While there appears to be
substantial merit in disaggregated forecasting models (e.g.
the "accounting type" of simulation model ), current attempts
to forecast international markets would seem to be restricted
to aggregate-data models. More specifically, this means
that the sales forecast will be presented by country and no
further detail will be available within the country. This
places some limitations upon the uses of the model. A more
detailed forecast did not appear to be feasible since little
2
data were available at a more detailed level.
The use of aggregate data poses a number of problems
for analysis. Aggregation may lead to reduced variation in

See Pool(1965) for an example of the U.S. presidential
forecast in I960. Such models attempt to identify small homo
geneous clusters of people whose behavior may be forecast
with some accuracy.
p

The use of aggregate data in this study does not preclude the possibility that it may be worthwhile to study
larger markets, such as the U.S., by means of more expensive
disaggregated data models.
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certain key variables, to a distortion of functional relationships (Estes, 1957), to a confounding of the effects of
variables, and, obviously, to a loss in sample size. There
is also the problem as to whether one should try to start
out with hypotheses about individual behavior and then rigorously derive aggregate hypotheses. Such an approach calls
for a detailed knowledge of how the individual behaves and
then requires some strong assumptions to move from the individual to the aggregate level. The current study provides
no formal link between the individual and aggregate levels.
Hypotheses are developed which, it is hoped, will be useful
at the aggregate level. Farrell (195W presents a study of
automobile demand which is based upon hypotheses on individual behavior. He then procedes "rigorously to the aggregate
level. The benefits of such an approach were far from obvious
since a simple naive model led to better predictions than
1
those provided by Farrell's model.
^fhe quality of data on countries has been improving, the
cost of collecting such data has been decreasing, and methods
for analyzing such data have become cheaper and more widely
available. Still, the problems of aggregate data remain
serious. The seriousness of these problems, must be judged
in terms of how well the model performs.
The Selection of Data Sets
For most problems in non-experimental research, a substantial amount of data is available. In cases of economic
forecasting, one may utilize household survey, data, data on
It is also assumed here that one desires predictions
of aggregate data.
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political or geographical units, time series data for households or for political units, etc. In this section, a
general approach will be presented for the selection of
appropriate data sets.
Criteria for Selecting Data Sets
The primary objective is to measure causal relationships that will be of some value to a prediction model. An
absolutely necessary condition for measuring a relationship
between X and Y is to have data in which both X and Y vary.
The more variation there is in each variable the easier it
will be to measure the relationship. In the multivariate
case, the additional criterion is added that variations
among the independent variables should not be highly correlated. "-This—latter point will be discussed in greater detail
below in the section on multicollinearity.
The second criterion is that there be a "reasonable"
number of independent observations. What is reasonable
depends upon many factors--e.g. the number of variables in
the model, the power of the statistical model, the extent
of multicollinearity, the size of the effect being measured, and
the desired level of accuracy. In general, however, one can
conclude that the more independent observations the better.
The third criterion is that the data should not contain
a substantial amount of variation which is due to factors
which are irrelevant to the model. If this irrelevant variation is substantial, there may be means of compensating for
the effects of this variation. Some of the strategies which

7k
may- be used here include aggregating or grouping observations, obtaining larger sample sizes, or introducing measures
of the "nuisance" variables into the measurement model.
The preceding criteria may be stated with more rigor
by considering how they"affect data analysis when the regression model is used. The variance of the parameter
estimate in a regression model is:
Var('b)

=

,

Var (Y|

*>

Therefore, to reduce the variance of our estimate (i.e. to
increase reliability of the estimate) one may:
a. Increase the denominator by increasing the spread
(x. - x); i.e. find data sets in which there is
muih variation in each causal variable.
b. Increase N; i.e. increase the sample size.
c. Decrease Var(Y|x); i.e. reduce the variation in
Y which is due to factors other than x by-1. chosing more homogeneous sample points
2. ensuring that "other factors" do not vary
3» measuring the other factors
[[.. grouping observations
In summary, the ideal data set should provide many
independent observations in which the variables of interest
show wide variations and the effects of all other factors
are small.
<

A Structured Approach to Searching for Data
In order to decide what types of data may be used to
obtain estimates of causal relationships, it is useful to
describe what types of data are available. Figure 5-1 presents a general way of looking at data sets.
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FIGURE 5-1'
GENERAL CLASSIFICATION SCHEME FOR DATA SETS
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Three basic types of data may be noted in Figure 5-1.
Cross-sectional (e.g. column 2 which looks at differences
between decision units at a point in time), time series
(e.g. row c which looks at differences between time units
for a given decision unit), and longitudinal (e.g. differences between column n and column 2 for each decision unit).
Variations on each of these three types may be achieved
by grouping—grouping by time periods, grouping over decision units, or grouping both ways.
It is my impression that the data analysis is greatly
simplified if each type of data is considered separately.
The reason is that parameter estimates from each type of
non-experimental data are subject to differing sources of
bias. By handling each type of data separately it is possible to examine the effects of bias and, in some cases, to
take steps to correct for this bias. The alternative procedure is to throw the whole data matrix into a single re gression model (or a variant of regression such as a covariance model). This approach has been used by Houthakker
(1965)—who analyzes yearly data from 19i|8 to 1959 for
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13 European countries—and by Schipper (1961|) who analyzes
household survey data.
The implied assumptions of the procedure of throwing
all of the data into the hopper at once is that either the
biases associated with each data set (i.e. type of data)
are negligible or that the resulting mix happens to be
optimum for the particular prediction model in which the .
estimated parameters will be used. For the current study
neither of these assumptions appears to be realistic. In
fact, such assumptions would, in general, appear to be rather strong for studies utilizing non-experimental data.
The Effects of Measurement Error
Morganstern (1963) has tried to estimate the probable
level of precision of some of the more commonly used types
of economic data. If one generalizes from his findings to
the type of data used in this study, the errors would seem
to be vary large in relation to the mean of each "series. It
is appropriate then to consider what are the effects of measurement error--and what are the cures for these problems.
The discussion will consider first errors in the independent
variable and then errors in the dependent variables.
Errors in the Independent Variables
Errors in the independent (or predictor) variables
have serious implications for both measurement and prediction.

Kuh(1959) and Meyer and Kuh(1957) discuss the combination of cross-sectional and time series estimates in more detail.
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These errors are imposed upon the prediction of the dependent variable. This happens since there is no way to distinguish between true variations and variations resulting
from measurement error. Bulmer (1965, pp. 193-196) provides
an excellent and intuitive discussion of this problem.
What may be done to compensate for measurement errors
in the predictor variables? In general terms, when a predictor variable contains information of poor quality less
reliance should be placed upon this information. (Poor
quality should be interpreted here as random measurement
error—or, at least, error in which there is no prior knowledge of systematic effects.) To place less reliance upon
information means that~the causal relationship between the
predictor variable and the independent variable should be
modified by reducing its absolute value. This reduction in
the prediction coefficient is accompanied by compensating
changes, in.the constant term of the prediction model. The
constant is adjusted toward the mean value of the dependent
variable. The net effect is to hedge on the forecast by
drawing.the prediction closer to the expected value of the
sample.
The extent of the adjustment for measurement error
(under the assumption that the error may be considered to be
random) has been determined for the regression model (see
Johnston, 1963, p.l50). It may be summarized by the following relationship:
Forecast Coefficient r 1 1 I Causal Elasticity!
\ 1 -JI-E /

"
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where E is the -ratio of the error variance to the true variance.

A serious problem exists with this formulation since

neither of the constructs--"error variance" nor "true variance" is capable of being'observed directly.
The regression model estimates forecast coefficients
rather than causal relationships.

These forecast coeffi-

cients are equivalent to estimates of causal relationships'
only in cases where the measurement error in the independent
variables is negligible.

For most.studies using non-experi-

mental data there will be a substantial amount of measurement error.

In such situations, it may be necessary to

compensate for the resulting bias if the objective is to
measure causal relationships.

In this study, a priori

estimates will be used to estimate the amount of bias due
to measurement errorA more direct way for handling measurement error is
to obtain better data.

To some extent this problem is being

taken care of as the quality of international data is improving over time. A different approach is to form indices from
a number of different measures of the same variable. This
latter, approach was utilized with the selection of Beckerm a n ^ Index as a measure of ability to purchase (see Chapter 6).
Finally, a still different approach is to utilize repeated
measures of the same operational variable.

A practice which is sometimes used to account for measurement error is to regress X on Y and then Y on X to get a
sort of confidence interval. This approach does not make sense
for causal models since the cause and effect are not symmetrical.
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Errors in the Dependent Variable
Errors in the dependent variable have different implications than do errors in the independent variables. No
bias is introduced into the estimates of a regression model
from random errors in the dependent variable. But the reliability of the estimates is reduced.

To improve the re-

liability of the estimates, strategies will be considered
for reducing errors in the dependent variable.
As was true in the case of the independent variables,
the most direct method of reducing the effects of measurement error is to obtain better data. The same options are
available for improving the data—better measurement, use of
different measures, and the use of repeated measures. The
current study utilizes the latter two approaches by combining different operational measures'and by averaging a
series of measures from consecutive years.
A particular problem arises when causal relationships
are measured from data in which the error variance of the
dependent variable is not constant over the range of the
independent variables. This is the well-known (to those
who know) problem of heteroscedasiilrsity. A common situation
is where large prediction errors would be associated with
large values of the dependent variable. This problem leads
to a loss in efficiency but does not introduce bias.

An

often recommended solution here is to use a variance stabilizing transformation.

This leads to a more powerful use

of the data. The danger of this solution is sometimes
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ignored.

Transformations generally lead to different types

of causal relationships. Thus if one originally had a linear
model and switched to a log-log model to increase efficiency,
he also changes the causal assumption from constant marginal propensities to constant elasticities. It would appear
more reasonable to select the causal relationship which
seemed most appropriate rather than making efficiency the
primary goal. The practice of getting a more precise estimate of the wrong relationship would seem hard to defend.
In the camera study, it is rather fortunate that the
multiplicative model is preferred on a priori grounds since
this model also appears to stabilize variance in the measurement models.
The Quality of the Observations
It is often the case with non-experimental data that
some observations contain more information than others. It
would seem reasonable, then, that measurement models based
on such data would place more emphasis upon those observations which are more accurate. One approach which has been
commonly suggested (but used much less frequently) is the
use of weighted regressions. Each observation is weighted
inversely by its error variance. But what is its error
variance? Seldom is it possible to obtain estimates of the
error variance for the observations in non-experimental
data. Subjective estimates might be used to accomplish
this--but such estimates would be difficult to make.
Strategies other than the use of weighted regressions
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vraHl be considered in this study.

One strategy is to pro-

vide ratings of quality for each observation. A second
strategy is to examine each observation in an effort to
account for the effects of excluded variables. In each case
the analysis will be carried out prior to examining the
formal measurement models.
Ratings of the quality of observations have been
advocated by many (e.g. Morganstern, 1963). This information may be useful in estimating the extent of bias expected
from measurement error. Beyond this, how-ever, it is not
clear what value such information has for data analysis.
One of the more common suggestions has been to group the
sample observations according to varying levels of quality.
Dummy variables are assigned to each grouping and a regression is performed on the total data set. In effect,
this allows for different intercepts for ea^h quality group
but assumes that the slopes are the same over the total data
set. (A related approach is to run separate regressions on
each quality grouping--thus allowing both intercept and
slope to vary across the groupings.) Statistical tests
are then performed to see whether there are statistically
significant differences among the quality groupings. If not,
the dummy variables are dropped and the data are reanalyzed as
one group. But since it is known that the estimates in the
lower quality group will be biased more severely toward zero,
this rationale- is difficult to foliar/ . In addition, the
choice of the significance level is usually arbitrary.
In this study, consideration will be given to the
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use-of subjective weightings for the sample observations in
the measurement models. This procedure seems pertinent due
to the wide variations in quality for international data.
Richer countries seem to keep much better records than do
poorer countries.
Since the number of observations used in this study
was not large, it was possible to examine the effects which
excluded variables might have upon each observation. An
example of this might be knowledge that tourist sales are
very high in Switzerland. Since tourist sales are not explicitly considered in the sales model, one might desire to
adjust the data for Switzerland to compensate for tourist sale.
The analysis of each observation required an extensive
amount of reading about each observation. Business International publications were useful here, as well as Carson
(1967), Far Eastern Economic Review (1961 through 1967),
Funk and Scott Index of Corporations and Industries (1966),
World Economic Review and Forecast (New York Times, 1965),
Photo Marketing, and various U.S. Department of Commerce
publications (primarily the Overseas Business Reports).
Appendix A presents the results of this effort. Twenty-nine
of the 60 original countries were excluded from the measure1

ment models as a result of this analysis. Reservations
about each observation were explicitly listed and strategies
were also formulated as to what action to take if various
countries proved to be outliers. The strategies included

This might be termed modeling error to distinguish it
from the earlier discussion on measurement error.
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dropping' the observation, trimming (removing equal numbers
of high and low observations), Winsorizing (setting extreme
observations of questionable value equal to the nearest extreme observation about which we have confidence), grouping
observations of dubious quality, and searching for additional information about questionable observations.
Once again, it is important to stress the a priori
nature of the analysis. The researcher has a vast amount
of control over results. The a priori analysis puts controls over this flexibility. It is much too easy to find
reasons for extreme observations after the analysis of the
data—but this can be very misleading. An interesting example
of such a posteriori evaluation is found in Solow(l957)• He
presented an explanation for some deviant observations and
drew upon other research to support these claims. It
turned out that the deviant observations resulted from an
arithmetic error (Hogan, 1958).
A Specific Problem with Multiplicative Models
The use of the multiplicative model assumes that ratio
data are available--i.e. a known zero point and meaningful
intervals. A practical implication here is that values close
to zero take on a particular importance. The estimating
techniques break down, of course, if an observation takes the
value of zero since the log of zero is minus infinity. Values
close to zero may take on extremely large (negative) values

The log transformation is required to express the multiplicative model as a linear combination of variables.

8^
and small measurement errors could lead to wide fluctuations.
The effects on a least squares measurement model can be very
serious.

As a result, careful attention is required for

small values since these are very likely to be outliers.
Multicollinearity
A particularly difficult problem with non-experimental
data is to find data sets in which the variations among
the independent variables are not highly correlated.

This

problem of having "everything move together" is the problem
of multicollinearity.

It has been widely discussed in the

econometric literature.

Blalock (1963) presents a well-written

summary.
Multicollinearity does not lead to any bias in the
estimation of causal relationships but it does make it
difficult for the measurement model to decide which variable
should get credit for causing variations in the dependent
variable.

In the extreme case, where say the independent

variables X-, and Xp are perfectly correlated, there is no
way to determine the specific contributions of X.. and X„.
Where X-. and Xp are highly correlated (but less than 1.0) it
is possible to get estimates of specific contributions but
these estimates tend to lack reliability (i.e. the standard
errors are high).
The use of different data sets is one useful way of
coping with multicollinearity.

If X-, and Xp move together
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in one data set (and if

it is not possible to experimen-

tally manipulate X 1 or X^) then it will be useful if another
data set might be found in which X
gether.

and X

do not move to-

For example, assume X., and Xp were correlated in

data set #1 but uncorrelated in data set #2 (e.g. Xp was a
constant in the latter).

Data set #2 might be used to es-

timate the relationship between X and Y.

This estimate could

then be inserted into data set #1 to adjust Y so that the
relationship of Xp and Y might be estimated.
A related approach for handling multicollinearity is
to use a priori estimates which are based on subjective data.
If oneTs subjective information were weak, he might use a
form of sensitivity analysis (sometimes called conditional
regressions).

A range of feasible values might be inserted

into the regression model as the coefficient for, say, X
in order to examine how the calculated coefficient of Xp varies.
There are many other strategies for dealing with multicollinearity; but primary reliance in this thesis will be
placed on the strategies outlined above—i.e. the use of
different data sets, a priori estimates, and sensitivity
analysis.
Econometrics textbooks may prove misleading when the
effects of multicollinearity upon forecasting, are discussed.
It is commonly said that multicollinearity does not cause
a problem if forecasting is the objective providing that
there are no "structural changes" in the future. The assumption is made that the prediction is to be made on the same
type of data (i.e. same sample unit and same type of data
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grouping).

Above, it was noted that the measurement model

may not correspond to the forecasting situation. The objective in this study is to forecast camera sales—not to
forecast inter-household or inter-country differences.
Sources of Data
Data which were examined for use in measuring parameters of the camera forecasting model included cross-sectional, longitudinal, and time series types and fell into
two classes of aggregation— by country and by household
income group. This section discusses problems in selecting
data sets for the measurement models. The data themselves
will be presented later.
Sales Data
To measure the rate of new still camera sales to final
consumers, an excellent source of data would be the consumers
themselves.

A sample survey could be made of consumers in

each country to determine what percentage of the population
purchased cameras in a recent time period.

There are problems

in having such surveys done in the lesser developed countries
since they often have no capabilities for carrying out the
survey work (Scheuch, 1966).

However, data could be obtained

for most countries by this method.. The problem of comparability of the surveys across countries should not pose a
serious problem due to the simplicity of the information
desired.
While the above approach would be available to large
multi-national companies, it was too costly for this study.
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As an alternative approach, yearly data were obtained from
public sources and sales were computed as follows:
Sales by Country

s

Production * Imports - Exports

The U.S. Department of Commerce can provide the above
data for a large number'of countries over many years. Unfortunately, a substantial amount of work is required to
p

gather this data for analysis *

The data are not conven-

t

iently summarized nor are the units of measure always comparable- (e.g. some countries report data by number of units
and others by dollar value).
The sales data are presented in Appendix B (Table B-5).
Data on Predictor Variables
Data for the predictor variables come from a wide
variety of sources. In recent years, in response to the
interest being shown in international affairs, a number of
convenient summaries of international data have appeared.
These include Business International's annual listing of
market, indicators, the Gallatin Statistical'Annual (1966),
Atlas of Economic Development (Ginsburg, 1961), and the
World Handbook of Political and' Social Indicators (Russett
and Alker, 1961|.). The World Handbook is one product of a
continuing data collection program at Yale'known as the Yale
Political Data Program-(YPDP).

Data for inventory changes were not available with the
exception of Japan which experienced a sizable inventory increase.
T?he World Trade Annual(1963) which was started in 1963
by the Statistical Office of the United Nations, represents an
attempt to simplify data collection and to develop uniform
"classifications.
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For purposes of this study, the World Handbook was
extremely useful. The YPDP itself has gone beyond previous
data collection efforts. This data bank provides information
for over 600 variables with an average of 80 political units
1
per variable.
An attempt has been made to ensure comparability of data across countries and information is provided
as to the quality of the data.
Perhaps of greater long-range importance than the effort
on secondary data banks is the expanding role of the United
Nations in primary data collection. The U.N. encourages the
collection of socio-economic data by each country and provides guidelines for standardization. The participation of
countries in various data collection efforts has been Increasing. About 100 countries participated in the 1935-^Jround of censuses. Corresponding figures for 19^5-5^ and
1955-61j. were 186 and 200 respectively (McGranahan, 1966).
There also seems to be a consensus that the quality of
cross-national data has been improving.
Data on camera prices were not available from secondary
sources. An international survey was used to collect this data.
An a Priori Ranking of the Usefulness of Data Sets
In view of the criteria presented earlier in this chapter, a ranking was obtained for each of the data sets considered relevant to the study. Table 5-1 presents the results
of this ranking procedure. The table should be read by row—i.e. the relative usefulness of each data set in estimating

The complete data file is not presented in the World
Handbook but is available from the YPDP on punch cards.
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the causal relationship between camera sales and the indicated variable was considered. The numbers indicate ranking
(with 1 - most useful). A dash indicates that no estimate
was considered.
TABLE 5-1
A PRIORI RANKING OP DATA SETS
FOR PARAMETER ESTIMATION
Data by Country
.Data
Subjec- Cross.Set
Operative
Section- Longi- Time
tional
tudinal Series
Data
al
Measure
Market Size:
Population
Age Distribution
Literacy Rate
Farm Employment
Ability to Buy:
1
5
h
Economic Ability
1
Camera Price
3
Consumer Needs;
1
Quality
2
Household/Adults
2
Proportion Children

Data by
Household:
Cross-Sectional

On the basis of the analysis in this section, the use
of time series data was eliminated. In particular, the time
series data suffered from substantial irrelevant variation

The rankings across a row are not independent of the
other rows since the effects of collinearity must be considered. If two factors are expected to "move together" in a
given data set—such as "economic ability" and "camera price"
in times series by country—a choice must be made as to which
factor the researcher is most interested in assessing in the
particular data set. In other words, the decision might be
made to use this time series data primarily for the estimation
of price, effects; outside estimates of the income coeffic•ient" could be inserted into the model.
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(due to factors such as inventory fluctuations, mistakes in
data collection, and promotional factors), from the lack of
a sufficient number of independent observations, and from
the expectation that true variations among the variables in
the model were neither large nor independent (i.e. multicollinearity was expected to be high).

In short, time series

did rather poorly on all criteria.
In contrast to time series data, the international
cross-section did very well against the criteria. Wide
variations were found in the measures of economic ability
to purchase and camera price. The variation in prices is
especially noteworthy since econometric studies in general
have had much difficulty in finding non-experimental data
which may be used for estimating price elasticity. Political decisions in different countries have led to wide variations in price levels. The international data had additional advantages in that the sample size was moderately
large and in that measures were available for a number of
nuisance variables. As a result, it was possible to account
for irrelevant variation.

On the negative side there was

a problem with multicollinearity.
It came as no surprise that subjective data were considered to be very important. Many researchers have stressed
the need for incorporating subjective data into the forecasting

•^Sawyer(1967) in part of the "Dimensionality of Nations"
project points out that three variables—size, wealth and
.^politics explain lj.0 percent of the variance associated with
236 measures on 82 countries.
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model. The importance of subjective data was stressed in
Chapter 1 with particular emphasis given to such data when
used on an a priori basis.
.Summary
It was suggested that aggregate data will provide the
basic input to forecasting international markets for some years
in the future. .This does not rule out the possibility that
disaggregated data might be used to study the more important
markets such as the U.S. But this study is limited to the
use of aggregate data.
Some criteria were presented for use in selecting data
sets.

In brief, these called for a substantial amount of

independent variation in each causal variable, a large number
of independent observations, and a small amount of variation
from nuisance variables.
A method of classification was presented which utilized
the common types of data--time series, cross-sectional and
longitudinal.

It was suggested that for non-experimental data,

it is better to analyze each type of data separately rather
than mixing them in a single measurement model.
The effects of measurement error are of great importance
in non-experimental research.

In particular the bias resulting

from measurement error*in the independent variables was discussed.

Strategies for dealing with various types of measure-

ment error were discussed.
Multicollinearity was discussed in some detail since this
problem.is generally serious when non-experimental data are
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used.

A number of suggestions were made for handling this

problem—the key suggestion being the use of many data sets.
The sources of data for use in this study were discussed.
An a priori ranking was provided of the usefulness of each
data set. This ranking is intended to help decide where
effort should be allocated in parameter estimation.

CHAPTER 6
A PRIORI ANALYSIS: THE FORECASTING MODEL
In this chapter, the a priori analysis will be carried
to such a detailed level that it will be possible to present
an operational forecasting model. A priori estimates will
be presented as to the magnitudes of the causal relationships.
Where necessary for subsequent analysis, confidence intervals
are also specified.
The subjective information upon which the a priori
analysis is based comes from an appraisal of previous studies,
knowledge of the camera market, economic theory, and "hunches".
The presentation of a model for forecasting camera
sales will be followed by a discussion of how each of the
causal variables will be forecast.^.
Forecasting Camera Sales
Each of the operational measures is considered below
and its relationship to the sale of cameras is specified.
These measures were discussed earlier (Chapter i|) and a
summary listing was presented in Table 1{.-1.
The use of the multiplicative model turns out to be
very convenient for the a priori analysis. Causal relation1
A priori meaning prior to the use of the measurement
models (see Chapter 7). This contrasts with many econometric
studies where subjective information is supplied after formal
estimation (one finds statements in demand studies such as
"the coefficient of X appears to be high"; "equation #10
appears most reasonable"; "the estimate of the coefficient
of Z itfas revised downward"; etc.) Some controversy exists
over whether it is best to utilize subjective information
before or after analysis (Binder, 1961|).
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ships may be expressed as elasticities—i.e. a one percent
change in one of the causal variables will cause a specified
percentage change in the dependent variable.
Population
It was assumed here that all people are equal with
respect to purchasing cameras--except on those variables
which have been .explicitly included in the model. This
implies an elasticity of 1.0 for the causal elasticity of
population.
Age Distribution
According to household surveys, the very young and the
very old each appear to have a low probability of purchasing
cameras.

Private surveys have indicated that the probability

of camera purchase is very low (relative to other age groups)
for people under 10 or over 70. Circumstantial evidence is
provided by some published studies. For example, Photo
Dealer (December, 1966, p.37) reports data on number of
exposures taken by people in various age groups. By considering the number of people in each age group it was found
that people between 10 and 19 took pictures at about 1/3 of
the overall average rate while people over 60 took pictures
at 1/ij. of the overall rate.
It turns out that, with the exception of some of the
more developed countries, it was very difficult to obtain
breakdowns by age for the categories which were desired. Instead, an age breakdown of people between 15 and 6l\. was available.

It was assumed that only people in thi's age bracket

were potential buyers.
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Literacy Rate
The use of literacy rate is based primarily upon an
appeal to face validity. There is, however, some circumstantial evidence which is consistent with the hypothesis that
illiterate people do not buy cameras. Photo Dealer (1958)
reports that the "percent of camera users" is three times
as high among people who finished college than among people
who did not attend high school. But, unfortunately, this
survey does not report the effects of education with other
causal factors held constant.
The use of illiteracy can also be justified as a proxy
measure for people living at the subsistence level. People
living at the subsistence level would appear to be poor
prospects for purchasing cameras.
Non-Agricultural Employment
The use of non-agricultural employment was proposed
primarily as a proxy measure for the income distribution.
This measure would provide a more refined measure than does
the literacy rate. It is thought that farmers over the
world are much more likely than non-farmers to be living
at a subsistence level.
Much evidence exists from household surveys in the U.S.
and in countries of the European Common Market that farmers
are less likely to purchase photographic goods than non-farmers.

Business Europe (published by Business International
Corporation) reports on household surveys of various consumer
durables including cameras. See issues of March 16,1966;
July 6, 1966; October 6, 1966; and February 1, 1967.
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It seemed rather extreme, however, to say that no farmers
purchase cameras.

Some elasticity less than one but greater

than zero was called for.
Subjective reasoning was used to place an a priori
estimate upon the elasticity for the proportion of non-farm
employment in a country.

The specific nature of this rea-

soning is of little importance.

The general procedure was

to ask questions about hypothetical countries which took on
various values of percent employed in non-agricultural
employment.

The specified elasticity of 0.3 corresponds

very closely to weighting farmers at one-half the weight
assigned to non-farmers (over the range of interest).
Personal Consumption Expenditures
There are many previous studies on the income elasticity

of consumer durables.

These studies will be used to

provide some ballpark estimates for the income elasticity
of camera goods.
Unfortunately, there is a great amount of variation
among estimated income elasticities;—even for the same good.
The many studies of automobile sales provide an excellent
example.

Time series estimates here give widely differing

results—from Dyckman's(1965) estimate of 1.1 to Suits'(l960)
estimate of lj..2 Such variation is truly amazing.

If income

doubled, Dyckman would forecast an increase in auto sales
of 110$ while Suits would forecast that auto sales would

For simplicity and tradition the term "income elastici
is being used.
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increase by i|.20$. Nerlove(1960) reviews the results of
several of these auto studies as does the U.S. Judiciary(19'58) •
Bandeen(1957) uses a longitudinal model with data on
each state in the U.S. for the years 19lj.O and 1950 to obtain
an estimated income elasticity for auto consumption of about 0.9.
A number of studies have been done on other types of
consumer durables.

Roos(1957)' refers to elasticities of

various goods (based on time series estimates from 1929-1956)
which include radios (income elasticity
watches (1.2), and appliances (1.1).

&

l.lj.), jewelry and

Mack(l95W refers to an

income elasticity of 1.27 for "recreation goods" based on
1935 - 1936 household survey data. The Survey o_f Current
Business (January, 1950) presented expenditure elasticities
of 1.4 for durable toys and sports equipment.
The above studies represent only a sampling of the
many demand studies. To compare them with income elasticity
for camera sales, particular interest was paid to studies
which .were concerned with unit rather than dollar volume,
long-range rather than short-range, durable goods, well
defined product classes, and me-asures of total income. In
addition, attention was also paid to the care with which the
study was done. For example, did it appear that all important variables were included in tha model?

In view of these

criteria, Burstein's(l959) study of unit purchases of refrigerators was of particular interest. He used a cross-section
of the states in the U.S. and concluded that the income
elasticity was between 1.0 and 2.0 for unit purchases of
refrigerators.
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A qualitative evaluation of these previous studies on
consumer durables led me to conclude that the income elasticity for camera sales is in the neighborhood of 1.3. The
confidence region for this estimate ranges from 1.0 to 2..0.
This represents a 3-sigma limit —i.e. there is only a 0.3

percent chance that the true value is not within this interval.
Retail Price Index for Cameras
Previous research on price elasticities is not so
readily available as that on income elasticities. The automobile studies referred to earlier showed more agreement on
price elasticity than they had on income elasticities with
most estimates failing in the range from -1.2 to -1.5 (time
series estimates). Burstein's (1959) study of refrigerators,
which made an explicit attempt to control for quality,
obtained an estimate of between -1.0 and -2.0 for price
elasticity. In general the price elasticities appear to be
of the same order of magnitude as the income elasticities.
Some attempt was made to see whether economic theory
would assist in the a priori analysis of price elasticity.
The Slutsky theorem breaks price elasticity into income and
substitution effects. While a priori estimates may be obtained for income effects (see preceding section), it was
not at all clear what questions one might ask in order to
obtain substitution effects. The only argument which

In retrospect, it did not seem that the a priori
estimates were this accurate.
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occurred is that the camera study is based on such a broad
class of goods that the effect of near substitutes is negligible. Only income effects need be considered. This would
argue that the price elasticity should be about the same as
the income elasticity (i.e. 1.3).
Other than postulating that the price elasticity is
negative, economic theory did not seem to be particularly
helpful in specifying a price elasticity. From my evaluation of previous demand studies, I have specified a price
elasticity of -l.i}.. This is slightly greater in magnitude
than the income elasticity. A confidence interval of -1.0
to ^2.2 was also specified. These estimates were highly
subjective--but then so is the classical null hypothesis
which would specify 0.0.
Quotas
The effect of quotas is rather clear. Camera sales
are limited to a certain level. If a quota was expected to
go into effect during the forecast horizon a comparison must
then be made between predicted sales and the quota level.
The smaller of these two values would be used as the forecast.
Subjective Estimate of Effects of Quality
It is expected that improvements in the quality of
cameras will lead to continued increases in sales and that
these changes will not be fully reflected in the retail

Assuming that the quotas are effective. In most cases,
however, quotas have only a limited effectiveness as smuggling
becomes a profitable industry.
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price index.
The most important quality innovation which has occurred
in the past ten years in the international camera market has
been the fool-proof loading system.

The first such system

was the Kodak Instamatic which was announced on February 28,
1963 and was on the market by May.

Agfa-Gevaert responded

with the "Rapid system" in the summer of 196I4.. Polaroid's
"instant picture" stands as a potential breakthrough.

Its

effect on the U.S. market has been very strong; however, its
effect in the international market has been small despite the
fact that the Polaroid instant picture was first produced
around 19^-8. There has been an almost endless stream of quality improvements of lesser importance. The flashcube simplifies indoor picture taking; automatic exposure control has
taken the quesswork out of exposure setting; the quality of
color films has been greatly improved; etc.
A subjective estimate of a 2.C$ per year increase in
camera sales will be used to account for the effects of improvements in quality over the next 15 years. The lowest value that
would be consistent with prior expectations is 0.0 and the
highest I4.. 0.
Households per Adult
The elasticity of this measure would be expected to be
positive but less than 1.0, (e.g. if the number of households
doubled, the camera sales would not be expected to double).

See Ruggles (1961) for a general discussion of this
problem.
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An a priori estimate of 0.8 was used for this measure.

The

lowest value that would be consistent with prior expectations
would be about O.lj. and^ the highest about 1.2.
This variable is not expected to be very important to
the forecasting model unless great changes occur. Such changes
might result from a change in the age distribution of the
population or perhaps from massive government efforts to
increase the availability of housing.
Proportion of Children
The proportion of children was of minor importance to
the forecasting model and would only have strong effects if
substantial changes were expected in the age distribution
of the population. An a priori estimate was obtained for
this measure by asking hypothetical questions; (e.g. if two
countries were alike in all respects except that in one country \±0?o of the people were under 15 years while in the other
country only 20^ were under 15, what differences might be
expected in camera sales?)
This variable was expressed as the proportion of the
population under 15 and an elasticity of 0.2 was specified.
The lowest elasticity that seemed reasonable was 0.0 and the
highest 1.2.
Summary: Forecasting Camera Sales
Subjective estimates were provided as to the magnitudes of all of the causal relationships for the camera sales
forecasting model- Where relevant, estimates were also
provided as to confidence regions for the estimates. The
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bases for the subjective information were previous studies,
economic theory, or just simple hunches on the part of the
author.
Figure 6-1 presents a summary of the camera sales
forecasting model. This model, as expressed, is intended
as a conditional forecasting model for sales in year t + n
for a given country.
FIGURE 6-1
CAMERA SALES FORECASTING MODEL: A PRIORI VERSION

where the
R
E
P
H
C
M

t+n =

L.,

s

t+n

constant term is due to quality changes and
is camera sales per potential owner
is personal consumption expenditures
is retail price index for cameras
is the ratio of households to adults
is the proportion of the population less than 15

(T

t+n> (L t + n) ( V n > ( 1 W ° ' 3
where
M is number of potential owners
T is total population
L is the literacy rate
A is proportion population between 15 and 6i|
N is proportion non-agricultural employment

(R4.A ) (M.

t

)

t+n
t+n
where
L is the long-run sales rate i'n the country
If L t+n > Quota use L t+n as* the forecast
If L t+n < Quota use Quota as the forecast

103
Forecasting the Causal Variables
Figure 6-1 above presents a conditional forecasting
model. Since the firm has negligible control over the values
of the causal variables, a conditional forecasting model is
of little direct use to the firm—predictions must be made
for future values of the causal variables. In short, the
firm requires an unconditional forecasting model.
Predictions of the causal variables will, with one
exception, be based on simple projections of past trends.
In other words, naive models are used to predict the causal
variables. The one exception refers to the prediction of
price. A causal model has been developed to predict price.
The key variables for the price model were discussed
in Chapter i|. An analysis of the functional form of the
model followed the same pattern as that for the saJ.es model
(see Chapter l\.) . Once again it appeared that the multiplicative model was most appropriate—e.g. the effect, on price
of a tariff increase of ten percent could be most easily
thought of in percentage rather than dollar terms. The
multiplicative model is also advantageous to the price model
in that it corrects for expected heteroscedasticity—thus
leading to more efficient estimates in the measurement model.
The a priori analysis was, in some cases, based on
very limited information. This was especially true in the
case of estimating technological change for camera manufacturing. It was estimated that the reduction in camera
price (in constant dollars) which results from technological
change is in the neighborhood of three percent per year.

10l|
This was based on a general impression of what has been
happening recently to prices of consumer durables; (e.g.
see paper on prices and quality of automobiles by Ruggles,196l).
The situation with respect to non-tariff trade controls
was also subject to much uncertainty. In cases where controls were severe (such as a total ban on the import of
photographic goods) the country was not included in the
sample. Where controls were not severe, each country was
placed into one of two categories--strong controls or weak
controls. Strong controls included such things as moderate
quotas, use of licensing to restrict imports, or use of
extremely high prior deposits on the value of imports. The
effect of these controls upon the price of cameras was then
estimated to be equal to ten percent.
The reduction of prices resulting from the lowering of
tariffs is expected to be less than proportional to the
reduction in the tariffs. There are a number of reasons
for this. There is a belief among some people in the photographic industry that companies absorb some of the tariffs
when they export to other countries. This is in agreement
with economic theory which would predict that part of the
incidence of an ad valorem (i.e. percentage) tax falls upon
the producer in the case of imperfect competition. Another

In retrospect, further a priori analysis might have
been justified here. Errors in judgement in the a priori
analysis seemed likely after the measurement models were
examined. No attempt has been made to "correct" the a priori
analysis since it would then no longer be an a priori analysis.
Some argument might be made to revise the a priori analysis if
the evidence were compelling—e.g. in the case of mistakes or
logical errors.
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reason why tariff reductions do not lead to a proportional
decrease in price is that high tariffs are never completely
effective in the first place. Tariffs make smuggling a
profitable industry.

Smuggling tends to lead to a lower

effective price level than would otherwise exist.
By asking questions such as "what effect would an increase of 100$ in tariffs have upon the price of cameras?"
it was possible to obtain a ballpark estimate for the tariff
elasticity.

An estimate of 0.6 was selected, (in other words

a 100$ increase in tariffs would lead to a 52$ increase in
price).

Some consideration was also given to using differ-

ent estimates depending upon the level of comestic production
in a country since, in cases where domestic production is
high, it is likely that the internal market is competitive
without even considering imports.
The analysis for sales taxes was similar to that for
tariffs.

Sales taxes, of course,, fall upon both domestic

and imported goods whereas trade barriers affect only the
imports.

Since only minor problems would be expected with

tax avoidance, the elasticity for sales taxes was expected
to be larger than that for tariffs--perhaps 0.7The effect of resale price maintenance (RPM) was judged
by reference to two case histories where RPM was removed from
the sale of cameras. The recent removal of RPM on Kodak
films in Britain was claimed to lead to a 20$ reduction in
price (Financial Times, August 9, 1966).

An earlier removal

of RPM in Sweden produced similar results (Squires, 1965).
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The above analysis enabled the development of an
operational model to forecast camera prices in each country.
The conditional price forecasting model is shown in Figure 6-2.
FIGURE 6-2
CAMERA PRICE FORECASTING MODEL: A PRIORI
^ /f, A0.6./S. \0.7 /q. VL.O /C, \2.0

P tfn = (0,97)n ( ^
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where
t
n
£
S

P
p
P
P

current year
years in the future
tariffs on cameras (1.0 plus tariff proportion)
sales taxes on cameras (1.0 plus sales tax
proportion)
q gs 1.0 if weak non-tariff controls
1.1 if strong non-tariff controls
e p 1.0 if weak RPM
1.1 if strong RPM
The price model will be useful not only in forecasting
price changes over time but also for supplying missing data.
This latter need arises since the retail price survey data
(lid not cover all countries.

CHAPTER 7
THE MEASUREMENT MODELS
The forecasting model was updated by use of some formal
measurement models. Cross-sectional data by country and
time series data for the U.S. were used to update parameters
of the price model. The parameters of the sales model were
updated by use o'f cross-sectional and longitudinal data on
countries and by cross-sectional data on households.
Measurement Models vs. Prediction Models
Hopefully, the measurement models provide better estimates for the sales model. It is also felt that the measurement models provide a better understanding as to the
generality of the measured relationships—i.e. for what
population, time, and space are the relationships useful?
Nuisance Variables
Up to this time attention had been centered on a dis*

cussion of variables for use in the forecasting model. In
the measurement models some consideration was also given to
"nuisance variables". The question of just what is a nuisance variable depends on the objectives of the model.
Nuisance variables are expected to have no influence in the
prediction model and thus are irrelevant to any decisions
based on the prediction model. The reasons why these variables are expected to be unimportant is that either they
do not change or that the effects of their changes are randomized" over the aggregate data that make u^ each observation.
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Examples of the former would be the use of climate in the
cross-sectional model; and, of the latter, would be the
•effects of the so-called short-run factors.
The fact that nuisance variables are unimportant for
the prediction situation does not imply, however, that they
are unimportant for the measurement models. The general conceptual framework of Chapter 3 was used to search for possible nuisance variables in each data set.
The Relative Importance of Variables
Which variable is most important? This problem arises
"frequently in multivariate research. Generally the answer
is provided on the basis of results from a given measurement
Updel. The position of this study is that such a question is
not really meaningful unless the objective is clearly stated—
i.e. important for what purpose? Since forecasting is of
utmost concern, here, the importance of each variable will
be evaluated for its effect upon the forecast.
The importance of variables in a measurement model
depends upon a number of issues. Does the variable fluctuate
widely and independently of other variables in the sample
data? Is it statistical or practical importance which is of
concern? If it is statistical importance, then another series
of questions is raised. (See Baken, 1966, for a summary of
these problems.) If it is practical importance,then one is
forced back into an analysis of the objectives of the study.

A better approach, where feasible, would be to tie in
the effects of the variable to the decisions which it affects.
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In summary, to go beyond a descriptive statement of level
of significance or of "variance explained" and to discuss
importance does not generally turn out to be a meaningful
exercise for measurement models. The relative importance
of variables in this study was judged by examining the effects
of each variable upon a set of forecasts (see Chapter 9).
Criteria for Evaluation of Measurement Models
For each data set, a number of model formulations was
considered. There were problems such as which observations
should be retained in the sample, which variables should be
included in the model, which functional form was most appropriate, or was theTe an alternative indicator of a conceptual
variable which would provide a better description. This
experimentation with various model formulations plays havoc
with the classical notions of hypothesis testing. But the
concern in this chapter was with measurement--not hypothesis
testing. Measurement is not tied down by the rules of
hypothesis testing.
What criteria should be used then to evaluate different formulations of a measurement model? First, one might
ask whether the estimates are consistent with prior knowledge. For example, the theory about direction of the relationship is so clear-cut that any estimate with an incorrect
sign will be rejected. This was one of the reasons for

This is not a common procedure for demand studies although it is advocated by some (e.g. Houthakker and Taylor,1966).
It is not clear to me what is the justification for the use of
arbitrary significance levels to decide whether a variable
belongs in a model.
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being explicit about a priori knowledge.

Second, there is

the question of how well the model fits the data. Such
measures as R (the square of the correlation between actual
values and values "predicted" by the model) or mean absolute
deviations are useful here. Third, what is the reliability
of the estimated relationships (e.g. are the standard errors
of the regression coefficients small; do split samples
yield similar results?) Finally, there is the extent to
which the assumptions of the measurement model appear to be
reasonable approximations of reality (e.g. are the assumptions for the regression model satisfied).
Estimating Parameters for the Price Model
Chapter 6 identified six variables which might be
important in forecasting the retail price of cameras. These
included technology, tariffs, sales taxes, non-tariff import
controls, and resale price maintenance. A seventh variable,
proportion of market supplied by imports, was also suggested
as having a possible influence on sales.
The effects of each of the above variables, with the
exception of technological change, were estimated by means
of cross-sectional data over countries. The effect of technological change was estimated from time series data.
Technological Change: The Use of Time Series Data
The relationship between technology and camera price
was estimated in a number of ways. The basic approach was
to find a situation in which the price of a basket of constant quality cameras could be observed over time and where
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"all other things" were constant. Data for the U.S. were
convenient. They also seemed to fill the criterion of "all
other things constant" to a reasonable degree. Over the
period of time which we examined (I960 to 1967) the changes
in tariffs, taxes, non-tariff controls, and resale price
maintenance in the U.S. were not large.
Data from the U.S. Bureau of Labor Statistics (BLS)
were first examined. The Wholesale Price Index for Photographic Equipment and Supplies showed only a slight decrease
over the 1960-66 period—about 0.6$ per year. The BLS Consumer Price Index was more relevant to our study but it had
only very limited information. This index covered only
color film and black and white film—and these goods were
covered for only 1963-67. The color film index showed a
decrease of roughly l\. percent per year while the black and
white film index was virtually constant.
The BLS data were also deficient in that it was difficult to ensure that the quality of the goods had remained
constant. Weak conclusions drawn from the study of BLS
data were that camera prices were decreasing at about 0.6
percent per year and film prices were decreasing by about
2 percent per year (weighting color, and black and white
films equally).
Sears-Roebuck catalogues provided substantially better
information. Indices were built for cameras and for films.
Each index was developed by comparing the same camera (or
film) types for two successive years. The prices for these
two years were adjusted by the general price level (as had
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also been done for the BLS data) and compared to each other.
Thus a series of year-to-year indices was developed.

These

were converted to a common base to provide an index series
for the period I960 to 1966. The camera index showed a
decrease of about 1.6$ per year while the film index showed
a decrease of 1.7$ per year. The film index was not, however,
based on constant quality as there had been a substantial
improvement in quality.

Thus, the price of constant quality

film would have decreased by substantially more than 1.7$
per year.

(Details of the analysis of Sears data are pre-

sented in Appendix B.)
Overall, an estimate of 2$ per year decrease in the
filjra. price index seems reasonable while a change of roughly
1.5$ per year in cameras and other equipment might be obtained from the Sears index (allowing a slight downward adjustment for the BLS analysis).

Our general rule has been

to weight camera data more heavily than film data by about
a l± to 1 ratio.

This yields an overall estimate for tech-

nological change of a 1.6$ per year decrease in the price of
photographic goods. This compared with the a priori estimate
of 3.0$ per year. The estimate of 1.6$ i-jas used as the
a priori estimate had been based on extremely limited information.
The Use of an International Cross-Section
Parameters of the price model other than technological
change were estimated by means of cross-sectional data for
26 countries. These include only countries which did not
have extreme trade restrictions.
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It was first necessary to develop a price index for
each country. A non-probability sample was used to obtain
the necessary data. Mail questionnaires were sent to one
importer in each country in Fall 1966. A follow-up questionnaire, made in Spring 1967, indicated that the results had
high reliability. Details on the questionnaire are provided in Appendix B.
c

Three indices were developed from the survey. A
Kodak Index was developed by considering the prices of a
Kodak Instamatic lOij. (or 100) camera and ten packs of type
126 black and white film. A Polaroid Index was based on the
Polaroid Model 10l| camera and ten packs of Type 107 (black
and white) film. A Japanese Index was based on the Canon
QJJ25

camera. Each of these indices was normalized by divi-

ding by the average over all countries. These data are
presented in Table 7-2.
Since these three indices purport to measure the same
thing, it seemed reasonable to evaluate how.they agreed among
themselves. The intercorrelations were very high as may be
seen in Table 7-1 • (The major (iiagonal shows the square of
the multiple correlation between each index and the other
two indices.)
'TABLE 7-1
CORRELATIONS AMONG INTERNATIONAL PRICE INDICES
___^ Kodak Polaroid Japanese
Kodak (.91]-) -95 .89
Polaroid
—
Japanese — — (.80)

(.90)

.82

11^
It was desirable to obtain an overall price index for
further analysis.

Since the Kodak Index had been included

on both the Fall 1966 and Spring 1967 questionnaires and since
the Kodak Index represents the largest selling items over
the world, it was weighted twice as heavily as were the
Polaroid and Japanese components. A harmonic mean was used
to combine the components.

This approach assumes that con-

stant dollar amounts would be spent on each component of
the index (rather than assuming that an equal number of
units would be purchased).

The harmonic mean has intuitive

appeal since it assumes that people purchase more lower
priced than higher priced units.
The price index showed substantial variations among
countries.

The highest price index was over three times as

large as the lowest index and the coefficient of variation
was about 25$.
Tariffs were broadly defined to include all charges
which are placed by the government on imported goods. It
did not include charges which are applied equally against
domestic and imported goods. Measurement was difficult as
tariffs are not specified in uniform terms from country to
country. Most countries specify taxes in ad valorem terms
but some use specific taxes based on weight. Most countries
use different rates according to the source country—i.e.
preferential rates are accorded to "favored countries".
Product definitions also varied among countries.

Special

Coefficient of variation s standard deviation/mean

H5
taxes are also applied intermittently in some countries.
As a result of the many serious measurement problems,
the index used to represent tariffs was subject to much
error.

A substantial amount of subjective input was re-

quired to obtain this index.
The index was expressed as a ratio of price after
application of tariffs to the C.I.F. (cost including freight).
Sales taxes include all charges which are applied by
the government to both domestic and foreign goods. In an
attempt to make'this series comparable with the tariff series
as well as ^.comparable over countries, sales taxes were expressed as a ratio of price after application of sales tax
to price before application.
Resale price maintenance and non-tariff controls were
specified as dummy variables. Each country was classified
as having either "strong" or "weak" effects.
The Data
Data for the variables in the price model are presented in Table 7-2. Description and notes on these data
are presented in Appendix B.
A Priori Analysis
A priori estimates were made as to what biases might
be associated with estimates from this particular measurement model. The source of bias which was expected to be
most important was that resulting from random errors in the
independent variables. The effect of such errors and the
method of estimating the extent of the bias were discussed
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in Chapter 5«

Other sources of bias were not considered to

be important.
The consideration of bias associated with this measurement model made it possible to translate the a priori
estimates of causal relationships (Chapter 6) into a priori
estimates of the regression coefficients. These estimates
are summarized in Table 7-3. No a priori estimate was made
of the constant term since this has no particular importance to the model and since there was insufficient a priori
knowledge.
TABLE 7-3
A PRIORI ESTIMATES OP REGRESSION COEFFICIENTS:
PRICE MODEL
Bias due
Causal
to Errorsjn Regression
Variable
Coefficient
Elasticity Variables
0.8
Tariffs
0.6
0.5
0.8
Sales Taxes
0.7
0.6
21
0.5
Non-Tariff Controls
1.0
0.5
RPMa
2.0
1.0
o.5
These dummy variables were set at a level which would
yield an expected regression coefficient of 0.5 for controls
and 1.0 for RPM. The choice of a value for dummy variables
is arbitrary- although it is necessary to use positive values
for multiplicative models (see Suits, 1957* for a discussion
of dummy v ari able s).
Proportion; 1.0 indicating no bias, 0.8 indicating
biased estimate is Qofo of unbiased estimate, etc.
Results
f ~ W

— T ~ — f — I - " , " »" - »T "•• .«••••• » —

? ••., ,.

*-',

— » — » - •

»-—

The results were presented first in their original
form. Table 7-l| summarizes" these results.
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TABLE 7-ij.
PRICE MODEL — ORIGINAL FORM (n=26)
Prior Estimates
'
(0.5)
(0.6)
(0.5)
(1.0)
Estimated Model P» s -0.29 + 0.68f' + 0.56s« * 0.35q» •«• 1.76c'
Standard Errors ' (.15) (.38) (.87) (.77)
Coefficient of (.25) (.26) (.09)
Variation

R2 8 o.5i|-a
•

where the prime indicates natural logs and
P is the composite retail price index for cameras
f is the tariff index (1.0 plus proportion tax of C.I.F.)
s is the sales tax index (1.0 plus proportion wholesale price)
q is the non-tariff control (1.0 if weak; 1.1 if strong)
c is resale price" maintenance (1.0 if weak; 1.1 if strong)
R is adjusted for loss in degrees of freedom. This
adjustment attempts to evaluate what fit would be obtained
of the model were "used on new data (of the same type).
The coefficients in Table 7-4 agreed rather closely
with the a priori estimates. In no case was the calculated
coefficient more than two standard deviations from the
a priori estimate. Partly, of course, this was due to the
large standard errors in the regression model.
It was apparent from the original model that the effect
of the proportion of cameras imported could not be effectively dealt with by splitting the sample into groups as
had been originally planned. The combination of small sample
1
size and multicollinearity led to*unreliable estimates. To
The determinant of the correlation matsk was 0Jj2 for1-this
model. A value of 1.0 indicates no multicollinearity while
a value of 0.0 indicates such high intercorrelation that
at least one independent variable can be explained by variations, in the other independent variables.
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divide the sample would compound this problem by further
reducing sample size. Instead, it was decided to reformulate the model to make better use of information about
proportion of cameras imported.

It was reasoned that if

a country has a very large proportion of its market supplied
internally the effect of tariffs is not so great. In
fact, tariffs would have a negligible effect if the market
within the country was highly competitive and if the market
was supplied primarily by domestic production.

Since the

effect of tariffs is expected to increase as the proportion of cameras imported goes up, the tariff index was
calculated as follows:
Adjusted Tariff Index

s

1.0 + (Tariff Rate x Proportion
Imported)

Empirical support for this approach was gained by
observing that the proportion imported was positively correlated with the residuals in the model of Table 7-3? i.e.
higher imports are associated with higher prices (with the
linear effects of other variables accounted for).

It was

also noted that if countries were split into two samples
on the basis of whether or not they had any camera production, the coefficient for tariffs was slightly lower in the
sample with production (O.lj. vs. 0.6). This difference
was not statistically significant, however,
It was additionally argued that the effects of the
adjusted tariff index and the sales tax index should be
roughly the same since the former had been weighted to apply
to the "average camera" and since the latter already applied
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to the average camera.

A composite index was then formed

as follows:
Taxation Index - Adjusted Tariff Index «• Sales Tax Index
The results of the revised model are shown in Table 7-5»
2
The revised model provided a substantially better fit (R
corrected for degrees of freedom was increased from 0.54
to 0.69).
TABLE 7-5
PRICE MODEL: REVISED FORM
Estimated Model P» » -0.30 * 0.8lt» + 0.ij-8q' + 1.57c1
Standard Errors (.12) (.71) (.63)
R (c) = 0.69 Determinant = 0.65 n = 26
where the prime indicates natural logs and
P is the composite Price Index
t is the taxation index
q represents presence (1.1) or absence (1.0) of strong
trade controls
c represents presence (1-1) or absence (1.0) of RPM
The revised model provided estimates of the price
index which, while not outstanding, appeared to be of some
usefulness. The average absolute error in "predicting"
'price differences among countries was about 10^.
Additional Testing of the Price Model
The multiplicative model, preferred on a priori grounds,
also proved to be superior to the arithmetic model on its
ability to fit historical data. Farther analysis of the

The indices were added rather than multiplied since it
was thought desirable to reduce the influence of the extreme
observations.
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arithmetic model indicated that the estimates for the
elasticity at the mean corresponded rather closely with the elasticities estimated in the multiplicative model. It is
reassuring that these- two models are in agreement at the mean.
A simple test of reliability was performed by splitting the sample into two parts. This yielded two rather
small samples (each n = 13). The results of this test were
not impressive as can be seen in Table 7-6.
TABLE 7-6
RELIABILITY TEST FOR PRICE MODEL COEFFICIENTS
(Standard errors in parantheses)
— — - -" • ' - • • • ~ - - - - - — -.•••••• . .... , , i i •!• • nn - - - - .

n

-, n - - — • -- •- - •- —T—

Coefficient . Sample #1 Sample #2
Taxation 1.35 (.18) .73 (.li|.)
Controls
-.17 (.67)
Resale Price Maintenance
.89 (.61)

.59(1.09)
1.85(1.06)

The results of Table 7-6 might have been due to an
unfortunate split in the data. A stratified sampling plan
had, however, been used to reduce the probability of a bad
split. (This plan first grouped by whether or not the
country produced cameras, then by continent, then by alphabetical order. Every other country from the resulting list
was placed in a different subsample.) The presence of two
outliers in the sample—Argentina and Brazil— seemed to

Standard errors also provide an indicator of reliability. The technique of splitting the sample simply offers
a different approach for testing reliability. This approach
helps guard against the effects of outliers or mistakes.
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be responsible for the apparent lack of reliability.

There

was no justification for eliminating either of these countries
yet their presence in the reliability subsamples was of overwhelming importance.
The sensitivity of the total model to the presence of
Argentina and Brazil was tested.
in Table 7-7*

The results are presented

The parameter estimates did not differ sub-

stantially from one another-

This lack of sensitivity to

which sample observations are used provided some reassurance for the decision not to exclude any. observations.
TABLE 7-7
EFFECT OF OUTLIERS UPON ESTIMATES FOR PRICE MODEL
. , . - , . . .

I I ,

•.1

11 .

,1

Variable
Taxation Index
Resale Price Maintenance
Non-Tariff Controls

Estimate of Parameter
Sample excluding Brazil
Total Sample
and Argentina
1.0 (0.2)
0.8 (0.1)
1.3 (0.5)
1.6 (0.6)
0.5 (0.7)

0.2 (0.6)

Unfortunately, the sample size had been regarded as
too small to allow for some countries to be set aside for
a test of concurrent validity.

Some support was gained,

however, as data for Thailand were received after the model
had been developed.

The actual price index of 1.03 agreed

exactly with the model prediction.
Conclusion: Price Model
Price is but one of a number of important variables
which were used in the camera sales forecasting model. Due
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to its importance and to the inadequacy of a simple trend
extrapolation, a causal model was developed to predict price
changes. The results of the model were encouraging in
spite of some very serious measurement problems.
The price model will be used not only to provide
long-range price forecasts but also to supply missing data
for use in the sales model. This latter function is es- •
pecially important since historical data on camera prices
are not available for many countries prior to 1966 and, in
some countries, not even for 1966.
The estimates for countries in which no retail survey
was made will be calculated directly from the model of
Table 7-5* Estimates relating to changes over time are
found from the model in Figure 7-1• This model was intended to be an updating of the a priori model in Figure 6-2.
The structure of the model was revised somewhat, however,
and the coefficients are based primarily upon the measurement models.
FIGURE 7-1
CAMERA PRICE FORECASTING MODEL: UPDATED

Pt*n • < W

(

W

* (st+n}

where t is the current year; n is the years in the future and
T is the taxation index
f is the tariff index
i is imports as proportion of total consumption
„
n i, &JihfL-sj3l.ejLjLa£
n T.
0.8 q
0.5 c
1.5
(0 98W (
m ) ( i £ )(
)

K+n = •£5

TT

r

-s~

where P is the retail price index
q is the presence (1.1) or absence (1.0) of strong
trade controls
c is the presence (1.1) or absence (1.0) of RPM
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E s t i m a t e s f o r the. S a l e s M o d e l :
International Cross-Section
The cross-sectional data over countries was expected
to be an especially useful data set for estimating parameters of the sales model. As a result, much effort went
into an analysis of this data set.

Some Nuisance Variables
Under the heading of consumer needs, it appeared
that climate would lead to differences in camera sales
among countries. Sepcifically, it was hypothesized that
where temperature is high camera sales will be high and
where rainfall is high camera sales will be low. The observation that a seasonal pattern of camera sales exists
is consistent with these hypotheses (e.g. Photo Dealer,
December 1966, p. 53* 58). The average yearly temperature
for a major city was used as the operational measure of
temperature while the average rainfall per year in a major
city was used as the operational measure of rainfall.
These variables exhibited wide variations across countries.
Year to year variations were, of course, expected to be
negligible.
Another variable which could lead to differences among
countries is the rate of change of economic ability to purchase. This variable might lead to changes in aspirations
of consumers--i.e. desire to step up to a new type of good
or to a newer model of a good. A measure of rate of change
in gross national product per capita (at constant prices)
was used as the,operational measure. Substantial differences
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exi'sted among' countries with respect to this measure.
Discussion of the Operational Measures
All of the variables of the sales forecasting model,
with the exception of quality , varied substantially in
the international cross-section. That implied that the
effects of each of these variables should be accounted for
in the measurement model. Measures were available for
most countries for each of these variables.
The measure of camera sales, discussed in Chapter 5J
showed substantial variation among years for any given
country. To dampen out the effects of random measurement
error in this sales measure, an average of six years was used.
The number of potential buyers in each country was
obtained on the basis of a priori estimates only. The
dependent variable was then expressed in terms of camera
sales per potential buyer.
An attempt was made to obtain estimates for the elasticities of personal consumption expenditures, camera price,
number of households per adult, proportion of children,
temperature, rainfall and rate of growth of income. A
description of the operational measures had been provided
earlier. Some further discussion was called for, however,
with respect to economic ability to purchase since there
are serious problems in obtaining measures which are comparable across countries. These problems do not arise

The countries were selected with the objective of using
only countries in which similar cameras were 'available for
purchase.
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when the concern is with forecasting changes over time
for a specific country.
The problem of comparability of income measures across
countries has been widely discussed. McGranahan, 1966,
provides a good summary.

Briefly stated, the major problems

are that the proportion of non-market transactions varies
widely among countries and such transactions are seldom
included in the national income; the exchange rate used to
convert all currencies to a common base does not always
represent a true market rate; and, finally, the accuracy
of data collection varies widely with lesser developed
countries often having inadequate data collection capabilities.

The net result of these problems is to intro-

duce both random and systematic errors into the estimate
of income elasticity.

The random error leads to a lack of

precision and to a bias toward zero. The systematic error
leads to a lack of precision (due to heteroscedasticity)
and to a bias towards zero (due to overstatement of the
differences between rich and poor countries).
In view of the problems discussed above it was decided
that alternative measures of economic ability to buy should
be considered.

A number of researchers have dealt with the

problem of cross-national comparisons of ability to buy by
arguing that what is really needed is a measure of the
standard of living.

Such an approach would seem useful for

getting around some of the measurement problems in that
the standard of living indices are generally based on
physical outputs which are more easily measured than expenditures.
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The measurement of standard of living is not an easy
task. There is a wide variety of indicators that one might
chose from in creating such an index. A decision must
also be made as to how these indicators should be combined.
Three basic approaches have been used-- subjective weightings, factor analysis, and regression analysis.
Subjective weightings lack in sophistication but
would seem to be the logical first candidate as an approach
to measuring standard of living. The work of Cseh-Szombarthy (1962) is especially noteworthy. He uses consumption of food, clothing, housing, transportation, communication, health, entertainment, and education and has weighted
each component by its proportion of total expenditure in a
typical country. Unfortunately, work in this area has not
been very extensive and adequate data were not available
for the camera study.
Factor analysis is currently receiving a great deal
of attention for the analysis of international data. Most
of these studies identify one factor as a measure of standard of living. Problems with this non-theoretical approach
are discussed in more detail in Appendix C. The conclusion
from Appendix C was that factor analysis had little to
offer this study.
Regression models generally use a measure of income
as the dependent variable and have a wide variety of independent variables. Beckerman's(1966) non-monetary index

Beckerman(1966) has provided an excellent review of
the attempts to measure standard of living.
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of real, private consumption uses such an approach. This
approach appears to be most suitable for the camera study
in that biases due to measurement error are not expected
to be so serious.
The measurement problem for ability to buy was not
quite so serious as it may appear above due to the fact
that differences among countries were very large. The
richest country (U. S.) was about 25 times as rich as the
poorest country (Thailand) in this sample. You do not
need a very accurate ruler to learn that an elephant is
taller than a mouse.
The Data
The original sample of 31 countries was randomly
split into two subsamples of sizes 20 and 11. To obtain the
subsamples, the data were first grouped by the three quality
classes of Appendix A. Within each quality grouping the
data were ordered by camera sales. Every other country
was then selected from the two highest quality classes.
The former subsample was used for analysis while the latter
was retained to test concurrent validity.
Data for the 31 countries are presented in Table 7-8.
A further description may be found in Appendix B.
A Priori Analysis
A subjective evaluation was made of the potential
sources of bias associated with the international cross-section. Errors in the independent variables were a prime
source of bias. There were systematic sources of error
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TABLE 7-8
1960-1965 DATA ON FACTORS CAUSING VARIATION
IN CAMERA SALES AMONG COUNTRIES
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which might also lead to bias. The systematic measurement
error in Beckerman's index is expected to lead to a bias in
the elasticity of roughly -0.3. In addition, bias is expected
to exist for the measures of households per adult and proportion of children since each of these variables is also a measure of ability to buy.

The elasticity of the former is ex-

pected to be increased slightly (#-0.1) while the latter'selasticity is expected to be reduced slightly (-0.1). Temperature is also a measure of ability to buy since it is cheaper
to live in warmer climates. This bias was estimated at -0.8.
-Another source of systematic error which was considered
was the influence of "simultaneous causality".

In particu-

lar, it was thought that an increase in camera sales may lead
to production and distribution economies within a country such
that a reduction occurs in camera prices. This reduction in
camera prices in turn leads to a further increase in sales-then to further economies, etc. In the international cross-section only the net effect of such changes would be observed.
The effect upon the estimate of price elasticity may be interpreted in terms of an excluded variable—sales—which is negatively correlated to price. This would result in the price
elasticity "getting credit" for economies due to sales increases.
The resulting price elasticity would be biased negatively.
A rather lengthy consideration of the effects of simultaneous causality led to the conclusion that a subjective
estimate of such effects would be sufficient for this study.
There were two reasons for this conclusion.

First, it was

Also referred to as feedback loops or as the "identification problem".
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expected that the economies of scale were not substantial;
and, second, the available estimating techniques to account
for simultaneous causality make assumptions which are not
realistic for the camera model. In particular, the assumption is made that there is no measurement error. Morganstern (1963, pp. 107-16) presents some interesting examples
as to what happens when measurement error is present and
simultaneous estimation techniques are used. Also of importance is the fact that the current simultaneous estimation techniques are developed to provide consistent estimators—i.e. estimators which are unbiased for an infinitely
large sample size. The cross-sectional sample could hardly
be called large.
The subjective estimate of the bias due to simultaneous
causality between price and sales was -0.1 (i.e. the estimated
price elasticity will be reduced by 0.1).
Table 7-9 summarizes the a priori estimates of bias.
The a priori estimates of causal elasticities were adjusted
by adding the systematic error and then multiplying by the
bias factor for error to provide a priori estimates of the
regression coefficients.

A priori estimates for the nuisance variables are of
minor importance. They were obtained by asking hypothetical
questions--what differences in camera sales are expected
between country 1 which is highest on variable Z and country 2
which is lowest on variable Z—assuming that the countries
are equal in all other respects. The primary goal here was
to ensure that the estimates were reasonable.
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TABLE 7-9
A PRIORI ESTIMATES: INTERNATIONAL
CROSS-SECTION ON SALES
Bias due toBias due to.
Causal
Systematic Errors in Regression
Variable
Elasticity Errors
Variables Coefficients
(Elasticity) (ProporticsJ
Beckerraan's Index
+0.9
0.9
+1.3
-0.3
Camera Price
-0.1
0.6
-0.9
-1.4
Households/Adult
+0.8
0.8
+0.1
+0.7
Proportion Children
+0.2
-0.1
0.8
+0.1
Temperature
+ 0.6
+0.8
0.8
+1.1
......
Rainfall
+0.1
0.8
+0.1
Growth in Income
--+3-0
+4-0
0.7
Note:

All values rounded for presentation

Re sul t s
Spain was excluded from the sample since it was an
outlier on an initial run. This reduced the analysis sample
to 19. The exclusion of this outlier resulted in a sizable
p
increase in R but did not have much effect upon the parameter
estimates. Table 7-10 presents the results for the original
formulation of the international cross-section.
TABLE 7-10
REGRESSION ON INTERNATIONAL CROSS-SECTION:
ORIGINAL FORM (n«19)
Prior Estimates
Estimated Model

(0.9) (-0.9) (0.7) (1-1) (-0.1)
R = 5.73+0.88E'-2.10P»+0.9B'+0.2T»-0.5W1
1

Standard Errors (0.13) (0.25) (0.61) (0.1+3) (0.10)
Coef. of Variation (0.94)
(0.79) (0.22) (0.15) (0.16) (0.1+8)
2
R s 0.975 Standard Error =0.20
where the prime notation indicates natural logs and
R is camera sales per year per potential buyer (average
for 1960-1965)
E is Beckerman's standard of living index
P is the price of camera goods
B is potential borrowing:the number of households per adult
T is the average yearly temperature (degrees Farenheit)
W is the average rainfall per year

134
The signs (or direction of'relationship) for each of
the seven variables were in agreement with the a priori
analysis. Ti^o of the seven variables were excluded from
this original formulation, however, due to serious problems
with multicollinearity. These two variables were "the rate
of change in personal consumption expenditures per capita"
and "the proportion of the population under 15".
The agreement of the magnitudes of the regression
coefficients with a priori estimates was only fair. Estimates for income and households per adult were very close
to the a priori estimates but the case for the other variables was not nearly so favorable. The most serious deviation was in the estimation of price elasticity. Relationships
among the various estimators are discussed in more detail
in Chapter 8.
On the basis of the fit to the data these results
appeared to be impressive. The model explained 97*5$ of
the variance among countries in terms of the natural log
of the sales rate. To provide a more useful measure of
fit, the data were converted from logs back to the original
units—and then the estimate of market size was used to estimate total camera sales for each country. Table 7-11 shows
the "actual" (based on trade and production statistics)
and the "predicted" camera sales for each of the 19 countries.

This measure of R appears to be rather high for cross-sectional data. This is largely a result o| the wide variation
displayed by the dependent variable. (R is a measure of the
ability of the model to explain deviations from the sample mean.)
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The'R

between actual and predicted was 99.64$.

A more

meaningful statistic is the average absolute percentage
error which was 13$ (or, if you prefer, the standard dev
iation was 16$).
TABLE 7-H
"ACTUM!1 VS. "PREDICTED" CAMERA SALES :INTERNATIONAL
CROSS-SECTION ORIGINAL FORM--(ANALYSIS SAMPLE)
•

Actual
Country
Sales
Guatemala
2,600
Iraq
5,300
Israel
13,000
Thailand
13,100
Peru
17,700
Portugal
25,300
Brazil
40,800
Yugoslavia
49,300
Norway
50,800
Argentina
56,100
New Zealand
66,300
Mexico
69,000
South Africe
89,200
Switzerland
261+,000
Netherlands
301,000
Canada
435,000
Italy
513,000
Japan ,
1,600,000
United States 7,500,000

Predicted
Sales
2,600

4,400
11,800
12,300
16,200
27,000
38,700

46,700
54,300
71,100
42,900
86,000
98,500
220,000
286,000
442,000
692,000
1,400,000
9,300,000

"

"

Percent
Difference3- Error13
0
0
900
19
1,200
10
800
6
1,500
9
-1,700
-6
2,100
5
2,600
5
-3,500
-7
-15,000
-23
23,400
43
-17,000
-22
-9,300
-10
44,000
10
15,000
5
-7,000
-2
-179,000
-30
200,000
13
-1,800,000
-21

difference. =L Actual..- Predicted^
Percent error calculated by dividing difference by
the average of "Actual" and "Predicted" sales.
Discussion
The international cross-section suffered seriously from
problems with multicollinearity. The determinant of the
correlation matrix was rather low (0.1) and there were high
standard errors for some of the regression coefficients.
The multicollinearity problem is due largely to the
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relationship between the measure of households per adult
and Beckerman's Index.

Not only are they correlated (rs0.80),

but it would seem that the latter variable would be a cause
of the former.

If so, the current formulation may not be

the best way to handle such a relationship (a recursive
system may be preferable for such a causal chain) . The key
issue revolves around how much of a distortion arises from this
simplification of reality.

Certainly the use of the single

equation model is simpler and less costly.
There are numerous strategies for coping with the problem of multicollinearity.

The approach which will be utilized

later in the chapter is to fix additional variables on the basis
of outside information.

This procedure reduces the number

of parameters to be estimated.
Plots of the residuals of the model against each of
the independent variables did not show any patterns that
Would lead to a rejection of the multiplicative model. Furthermore, it was found that the fit of the multiplicative
model was superior to those provided by linear, logistic
or semi-log models.
An evaluation was carried out to see what gains were
made by using Beckerman's Index rather than personal eonsumption expenditures per capita (PCE).

Similar model formu-

lations were used which included six independent variables.
The elasticity for PCE was lower than that for Beckerman's
Index (0.64 vs. 0.90).
prior expectation

This difference is very close to the

specified above.

On the other hand, the

standard error for PCE was slightly loiter than that for

137
Beckerman's Index (0.24 vs. 0.28) which was contrary to
that predicted.
Each of the above measures led to a strong positive
relationship between ability to buy and camera sales. Since
each measure purports to measure the same conceptual variable, this agreement may be viewed as one indicator of construct validity.
The use of the proportion of farm employment in the
estimate of market size was also evaluated by comparing it
with a similar model which did not utilize that information.
There were slight advantages in terms of the fit of the
model for the use of farm employment but the gain was small.
In summary, the assumptions upon which the original
form of the international cross-section were based

seem to

have been reasonable. The analysis satisfied the major
assumptions of the regression model and there was no reason
to modify this measurement model in any major way.
Estimates for the Sales Model:

Longitudinal Data

The longitudinal model had a great deal of intuitive
appeal for use in the development of a forecasting model
in that its structure was similar to that of the forecasting
model.

Many of the variables which led to differences among

countries were controlled for—in contrast to the cross-sectional model where these variables had to be explicitly introduced into the model. The disadvantages of the longitudinal model were serious, however.

Changes in the independent

variables (over the four year time span which was used) were
not large relative to the measurement error.

In addition,
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quality, which was constant for the international cross-section,
changed over the period considered and these changes were
extremely difficult to measure. Finally, the sample size
of 21 was not large.
In view of the problems associated with the longitudinal
data, an attempt was made to estimate only the elasticities
for price and PCE. The effects of quality and of changes in
the number of potential buyers were handled by means of a
priori estimates. There were no nuisance variables of any
importance in this data set.
The measure of change in PCE was obtained from two
different sources (see notes in Appendix B). Discrepancies
among these two sets of estimates led to the conclusion that
a substantial amount of measurement error exists. Russett
et al (1964) discuss the measurement problems associated with
this variable. Probably the most serious problem is that the
measures usually relate only to growth in the industrialized
sector of the economy. Thus, if the industrialized sector is
small relative to the non-industrialized sector, growth rate
does not really provide a good general measure of change in
ability to buy.
In order to obtain estimates of camera prices, it was
necessary to collect data on the causal var-'.ables from the
»

price model for the periods 1964-65 and 1960-61. Camera
prices were then estimated by using 1966-67 measured prices
and computing changes in prices which resulted from changes
in the causal factors. The camera price model (Figure 7-1)
was used to predict prices for 1960-61 and 1.964-65-
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A summary of the price estimates used in the longitudinal model is presented in Table 7-12. The number of
potential buyers was estimated for each year by using data
on the trends in population, literacy rate, and non-agricultural employment. Data on these rates of change as well as
the change in PCE may be found in Table 7-8. Data on camera
sales are presented in the Appendix in Table B-5.
TABLE 7-12
PREDICTIONS OF RETAIL PRICE INDEX FOR CAMERAS

Country
Austria
Belgium-Lux.
•Denmark
Finland
France
W. Germany
Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland
U. Kingdom
Canada
U.S.
Mexico
Venezuela
Australia
Japan
Thailand

Cajnera Prices
1964-65
1.00
1.04
0.84
1.03
0.96
0.99
0.94
0.85
1.01
1.20
0.94
0.83
0.78
1.20
0.98
0.86
1.09
1.01
0.94
0.75
1.03

Camera Prices
1960-61
1.14
1.16
0.98
1.24
0.99
1.23
J. . A, A.

1.11
1.17
1.24
1.16
0.96
0.93
1.36
1.09
0.92
1.16
1.09
1.02
0.84
1.10

A Priori Analysis
The prime source of bias is that caused by errors In
the independent variables.

An additional source of bias,

excluded variables, is expected to influence the estimate
of PCE to a small extent since most excluded variables are
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expected to be correlated positively with income changes
over this time period.
Since the longitudinal model is concerned about percentage changes rather than absolute levels, the constant
term is of special interest. The constant represents a
general percentage change in camera sales which occurs for
the countries in the sample. -It was expected that the constant term would reflect primarily the effects of changes
in quality. Therefore, the a priori estimate of the effect
of quality was used—i.e. two percent per year increase in
i

camera sales or eight percent over the given time period.
While errors in variables cause bias toward zero for the
independent variables, the bias in the constant term is
toward the mean value of the dependent variable. In the
current case this would mean a bias towards the average change
in camera sales for the sample of countries. Balanced against
this, hpwever, is the fact that when excluded variables are
positively correlated with included variables (as argued above)
the -constant term is underestimated. The net effect on the
constant was thus uncertain; my expectation was that the
constant term would be biased positively but not to any
significant degree.
Table 7-13 presents the a priori estimates of bias and
the resulting estimates of the regression coefficients for
the longitudinal model.

In operational terms, the constant term was fixed at the
log of 1.08 (to approximate a two percent increase per year
over the four year period). This value was subtracted from
the log of the dependent variable for each country in the sample.

i4i
TABLE 7-13
A PRIORI ESTIMATES: LONGITUDINAL MODEL

Causal
Variable
Elasticity
(Constant)
1.08
PCE
1.30
Price
1.40

Bias
Bias due
due to
Systematic to Errors
Regression
Error
in Variables Coefficient
«•».-•
1.08*
, (+)
fO.l
0.8
1.1
0.6
0.8
— —

Results
The original form of this model fixed the constant
term at a level equivalent to an increase in camera sales of
two percent per year. Table 7-14 presents the results of
this analysis.
" TABLE 7-14
REGRESSION ON LONGITUDINAL DATA: ORIGINAL FORM (n=2l)
Prior Estimates
(1-1)
(-0.8)
Estimated Model
£R» sl.64E» -O.ijIAP'
Standard Errors
(1.0)
(1.0)
Where the primes indicate natural logs, the A indicates
changes between the 1960-61 average and the 1964-65 average
R is the rate of camera sales per potential buyer
E is Beckerman's standard of living index
P is the price of camera goods

and

The results from the longitudinal model were disappointing.
The coefficients were consistent with the prior estimates—
but the standard errors of each estimate were so wide that
the results would be consistent with substantially different
prior estimates. The poor performance of this model was
consistent with our expectations as outlined earlier.
The model was re-run in free form (i.e. without fixing
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the constant) to examine the effect upon the parameter estimates and to test the reasonableness of fixing the constant
term.

The results showed some differences in parameter

estimates.

The PCE elasticity was 2.1 (vs. the 1.6 above)

and the price elasticity was -0.64 (vs. the -0.41 above).
In view of the low reliability of these estimates, the results
were not surprising.

On the other hand, the constant term

'did prove to be surprising.

It indicated a yearly decrease

in sales of 1$ per year (vs. the prediction of a 2$ increase).
The fit of the model in free form was very poor. The
2
coefficient of determination, R , was only 0.25- This is
equivalent to a reduction of only 15$ in the standard error
of the dependent variable.
In summary, the results for the longitudinal model were
far from impressive.

Improvements in this measurement model

would seem dependent upon gaining more observations and more
r.i&iable data. The yearly collection of data on camera sales
and camera prices would be expected to lead to substantial
improvements in the quality of these data. To reconstruct
events years later from secondary data appeared to be less
than satisfactoryEstimates for the Sales Model: Household Data
In contrast to data on countries which were obtained
from records on the movement of goods, data in this section
were obtained from statements by the consumers themselves.
Since the emphasis was upon predicting behavior or consumers"
(or potential buyers) this approach had intuitive appeal.
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The use of consumer survey data in a particular market
is advantageous for the study of demand factors in that
effects of market factors (e.g. price, quality, promotion,
etc.) are held constant. Note the key assumption that the
market factors are the same for all consumers. If households
from different markets are used this advantage is lost--and
one must then try to control for market differences by
obtaining measures on these differences.
The use of consumer data is very promising for the development of a long-range sales-forecasting model. In addition
to holding market factors constant, there are wide variations

in some of the. independent variables--most notably, income but
also age distribution, household size, non-farm employment,
and presence of children. Unfortunately, the ability to
utilize consumer data was extremely limited in this study as
the data were not available by individual but only in aggregate form (i.e. the data were average measures for groups of
households). The aggregation reduces sample size and increases
multicollinearity.

The use of regression analysis for data by individual
household has proven to be rather disappointing--e.g. Sultan,
1965, who studied purchases of durable goods used many predictor
variables but obtained measures of R which were generally less
than 5$« His measures of income elasticity were unrealistic-from 0.1 to 0.4- These, results are not atypical. The problem
seems to be that the assumptions of regression analysis are
not suitable for such data (see Morgan and Sonquist, 1963).
But then there is no need to restrict the analysis to the use
of regression models. The so-called simulation approaches
utilize multi-level cross-classifications rather successfully
when dealing with such data. Comparisons of regression analysis
with cross-classifications are provided by Montgomery and
Armstrong (1968) and by Morgan and Sonquist (1963).

11*
Problems in dealing with grouped data have been discussed
by Blalock (1964).

The benefits of grouping lie in the

possibility 'that factors which influence the dependent variable, but which have not been measured, may be brought under
control.

This problem is especially prevalent when dealing

with household data since households differ on many dimensions
while one usually has measures of only a few of these. In
the camera model, the grouping had already been performed.
The concern here was to try to evaluate the biases which might
have been introduced by the particular manner of grouping.
The household data set was used only to provide an estimate of income elasticity.

It was desirable, however, to

control for other sources of variation.

In particular controls

were used for education and life cycle. The education measure,
percent of household heads completing high school, and the
life cycle measure, percent of household heads between 25
and 54, were both used to identify potential buyers.
The method in which the data have been grouped-—by
income class--was convenient for this study since it ensured
that there was variability in the income measure. But what
effect did this grouping have upon estimates for the other
variables?

If these other variables were not correlated

with income then nothing would be lost by grouping.

In fact,

there would be a gain since the random variation from these
other variables is dampened by grouping. Unfortunately, the
other variables were not expected to be uncorrelated—variables
such as household size, age, and presence of children are
related to income. The use of age and education measures in

11£
this model was an attempt to untangle some of these confounded
effects.

Still the effect of confounded variables was ex-

pected to be serious so that confidence in the income estimate
from this measurement model was not high—even though the
statistical significance was expected to be high.
A Priori Analysis
Data for this analysis were taken from the 1960-61
Life Study of Consumer Expenditures (Linden, 1965).

These

data are presented in the Appendix, Table B-6.
The operational measures for this data set differed
substantially from those used in the data by country. The
dependent variable was "household expenditures for camera
goods per weighted household" in contrast to "unit camera
sales per potential buyer".

The measure of ability to buy

was household income rather than PCE per capita or Beckerman's
Index.
Assuming that richer people buy higher priced cameras
the income elasticity for expenditures would be higher than
the 1.3 estimated for unit sales. Burstein (1959), in his
study on refrigerators, obtained an income elasticity with
respect to unit price ranging between 0.25 and 0.50.

Our

impression is that income elasticity for unit expenditure on
cameras would not differ substantially from this estimate.
An estimate of 0.3 for the income elasticity for unit price
would bring the a priori estimate of the regression coefficient up to about 1.6.
The effects of confounded variables were also expected
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to add to the estimated income elasticity. In particular,
temporary yearly variations in income for a family are expected to be related to the timing of durable goods purchases
(Smith, 1962 presents some empirical evidence consistent
with this hypothesis). The net effect was judged to add

0.2 to the estimated income elasticity--increasing the regression coefficient to 1.8. Since the random measurement error
was expected to be negligible (due to aggregation over many
households) the a priori estimate of the income elasticity
in this measurement model was 1.8.
The effects of the age and education variables were
completely specified on an a priori basis. The basic idea
was to place a smaller weight upon household heads who fell
outside of the 25 to 54 age bracket or who had not completed
high school. The following weighting scheme was used; if
the household head was between 25 and 54 and had completed
high school, a weight of 1.0 was used; if he fit into neither
category, a weight of 0.2; all other households received a
weight of 0.5* Summary data are provided in Table 7-15•
TABLE 7-15
EXPENDITURES ON CAMERA GOODS PER "WEIGHTED" HOUSEHOLD
(1960-61 DATA FROM 12,000 HOUSEHOLDS IN U.S.)
Camera Goods Expenditures Average Income for
(Weighted HH/Year)
that Income Category
0.62 $2000
3.65
4000
6.77
6200
8.87
8700
12.33
12000
16.20
17000
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Results
The regression estimate was based on a multiplicative
relationship as in the previous measurement models. Table 7-16
summarizes the results.
TABLE 7-16
REGRESSION ON HOUSEHOLD SURVEY DATA (n=6)
Prior (1.8)
Estimated Model R' = -11.3 + 1.47E'
Standard Error
(0.20)
Coefficient of Variation (0.66) (0.70)
R2(c) = 0.90
where the prime indicates natural logs and
R is the rate of expenditures on camera goods per
weighted household
E is the average income in that income category

The estimated income coefficient agreed reasonably well
with the a priori estimate. The income coefficient also
appeared to be very reliable (as the standard error is small).
This must be viewed with caution since the high reliability
does not imply high validity.
A plot of the residuals against income indicated that
the multiplicate model had certain deficiencies. There were
indications that the elasticity decreased as the level of
income increased. This would call for some concern about
:&recasts in the high income countries.
Integrating the Estimates of Parameters
for the Sales Model
Four basic sources of data had been used to provide
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estimates for the sales forecasting model.

First there was

subjective information (on the part of this researcher)
which was specified on an a priori basis. Then there were
the three measurement models—on the cross-section and
longitudinal data sets for countries and on the household
survey data from the United States.
In order to utilize all -of the above information in
the sales model, a procedure was required for combining
different estimates of the same parameters. The classical
method for combining estimates from different measurement
models has been presented by Durbin (1953). Each estimate
is weighted inversely by its variance. This approach makes
two basic assumptions; first that the estimates of the variance are unbiased and, second, that the estimates of the
means are unbiased. The latter assumption, in particular,
seems unreasonable for the camera forecasting model.
B.ayesian statisticians are currently working on techniques for integrating various estimates. I am not, however,
aware of any schemes which are both satisfactory and operational. As a result, a rather simple scheme was used. First,
the estimate from each data set was adjusted by an a priori
estimate of bias and then it was weighted inversely by its
standard error (instead of the sample variance).

•*"In more general terms, the estimates are weighted by
their reliability and it is assumed that the estimates are
valid. This is a very tenuous assumption for non-experimental
data.
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Re-estimating the International Cross-Section
Armed with a means for combining estimates, it was
possible to go back to the international cross-section to
incorporate two additional variables. These variables had
been excluded due to lack of sufficient information (i.e.
small sample size and high multicollinearity). By incorporating outside information to fix certain variables, it was
possible to obtain estimates for the variable "proportion of
children" (which appeared in the camera forecasting model)
and "rate of growth in PCE per capita" (a nuisance variable)An iterative procedure was used to carry out the re-esti
mation. Measures of minor importance --rainfall, temperature
and households per adult—were fixed at the value in column 5
of Table 7-19 or at their estimated level from the original
formulation of the international cross-section, whichever
1
was closest to zero.
The results for this "complete model" are presented in
Table 7-17. The elasticity of households per adult was fixed
at +0.8; of temperature at *0.2; and of rain at -0.2 in this
model.

The effect of random measurement error is to bring
the estimate closer to zero. It was reasoned that if the
cross-sectional estimate were higher than the weighted estimate, the discrepancy could not be attributed to the random
measurement error in the cross-sectional model; if the
cross-sectional estimate were loiter, then the difference may
be due to random measurement error- In the latter case the
cross-sectional estimate itself was used since one must be
concerned about the effects of measurement error in this
cross-sectional model. (The regression coefficient compensates for measurement error in this particular data set.)

i5o
TABLE 7-17
FIRST RE-ESTIMATION OF INTERNATIONAL CROSS-SECTION (n=19)
Prior Estimates ' (0.9) (-0.9) (0.1) (3.0)
Estimated Model R« = 5.l4f 0.95E'-2.02P «+0.5C ' 4-3.3G'
Standard Errors (0.11) (0.33) (0-4) (3.3)
Where the primes indicate natural logs and
R is camera sales per year per potential buyer (ave. 1960-65)
E is the price of camera goods
C is the proportion of the population under 15
G is the rate of growth of PCE

The two additional variables appeared to be consistent
with a priori estimates. On the other hand, these estimates
were not at all reliable as indicated by the sizes of the
standard errors.
The procedure was carried further to improve the estimation of the price and income elasticities. Outside information was used to fix all other parameters of the model.
Thus the coefficients of C and G were fixed (at the levels
in column 5 Table 7-19) and only price and income elasticities
were estimated. Finally, the price elasticity was fixed to
yield an estimate for only income elasticity. Table 7-18
provides a brief summary of these results.
TABLE 7-18
ADDITIONAL RE-ESTIMATION OF INTERNATIONAL CROSS-SECTION
Price and Income Only: (C = 0.2 and G = 3.0)
Estimated Model R« = 4.87 * 0.91E' - 2.01P1
Standard Errors
(0.07)
(0.29)
Income Only: (P = -1.85)
Estimated Model R» s 4.87 * 0.93E'
Standard Errors
(0.06)
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By comparing the final version to the original formulation it may be noted that the standard error in the final
version was lower for the income estimate, but that neither
the price nor income elasticities differed substantially (the
income estimate is up 0.05 while the price estimate is down
0.09).
Combining the Estimates
Table 7-19 presents a summary of the coefficients from
each measurement model as well as the a priori estimates.

It

also provides weighted estimates which resulted from adjusting
each coefficient for the a priori estimate of bias and then
weighting inversely by the standard error of estimate.

For

comparison the last column shows what estimates would have
been obtained if no adjustment had been made for expected
bias.

In general, the differences were not large although

the price elasticity showed an important difference.
TABLE 7-19
»

SUMMARY AND WEIGHTING OF ALTERNATIVE ESTIMATES FOR
SALES MODEL (STANDARD ERRORS IN PARENTHESES)

^slfm&k

•

~ m —

...

(2)

(3)

(4)

(5)

16)' '

Weighted Est.
Internat. Longitud- U.S.
Not
Cross-Sec- inal Data House- Adj. Adj.
tion (re- Across
hold
Prior
for
for
.es.timate.d)
Countries
Sury.ey Bias Bias
Earamfi.tf^iAnalysis. .
Income
1.3(0.17) 0.-93(0.06) 1:6(1.) i.5(.2) 1.28 1.13
Price
-1.4(0.20) -2.01(0.29) - .4(1.) ---1.85 -1.52
--..»
HH/Adult 0.8(0.13) 0.90(0.6) --0.80 0.90
Prop. 7.:.-- 0.2(0.20) 0.50(0.4)- --0.30 0.30
Chlldre^
Change in 4.0(2.00) 3-30(3.3)
4.10 3.70
Income
-«Temp.
0.6(0.20) 0.20(0.4) --_
0.50 0.50
———
Rainfall .0.1(0.03) -0.50(0.1) —— —
-0.20 -0.20
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Summary
The price forecasting model was updated by using time
series data from the U.S. (based on 1960-65 data from Sears
Catalogues) to estimate the rate of technological change and
also by analyzing the factors leading to differences in
camera prices among 26 countries. The estimated effects of
the causal factors in the price model--tariffs, taxes, percentage imports, resale price maintenance, and trade controls-agreed fairly well.with prior estimates although the fit of
the model to the data was only moderate. The mean absolute
percentage error in predicting price differences among
countries was about 10 percent.
Three measurement models were used to update estimates
of the sales forecasting model. Regressions were used to
analyze differences in the camera sales rates among 19
countries, differences in changes in camera sales from 1961
to 1965 for 21 countries, and differences among expenditures
for camera goods among a sample of six income groups In the
U.S. The models provided very close fits to the historical
data with the exception of the longitudinal data where the
R 2 was only 2%.

CHAPTER 8'
EVALUATING THE SALES FORECASTING MODEL
In Chapter 6 (and earlier) an appeal was made to "face
validity".

In other words, did the model proposed in this

paper provide one reasonable way of structuring the problem?
Chapter 7 demonstrated that the ability of the selected relationships to explain historical variations was rather high,
that reliable estimates were obtained, and that the assumptions required by the statistical models were met. These
are necessary ingredients of a good forecasting model—but
they are far from sufficient to demonstrate that the model
is useful.
In this chapter two approaches are used to evaluate the
validity of the model. The first, a test of construct validity,
examines how well the estimates from the different approaches
agreed with one another.
dictive validity.

The second approach examines pre-

Predictions were made of sales in eleven

"new" countries for 1960-65 and for seventeen countries in 1954Testing Construct Validity: The Consistency
of the Estimates
In comparing estimates from different sources one must
be concerned about both the reliability and validity of the
estimates.

Standard errors were used as an indicator of

reliability.

The a priori estimates of bias were subtracted to

improve the validity of the estimates. These "adjusted"
estimates were then considered to be unbiased and confidence
intervals for each estimate were obtained from the standard
errors.
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Comparison of various estimates of the same parameter

154
were then made to test construct validity.
Price and income were the only variables of importance
for which various estimates were available. Results for these
two causal relationships are presented in Figures 8-1 and 8-2.
FIGURE 8-1
CONFIDENCE INTERVALS FOR ESTIMATES OF RELATIONSHIP
BETWEEN INCOME AND SALES
International Cross-Section
J Prior Analysis
Household Survey I

Longitudinal

0.0
Estimated Elasticity
JFIGURE 8-2
CONFIDENCE INTERVALS FOR ESTIMATES OF RELATIONSHIP
BETWEEN PRICE AND SALES
International
Cross-Section

A Priori
Longitudinal

-i.k
Estimated Elasticity

-1.3

Campbell and Tyler (1957) suggest the following distinction between construct validity and reliability. Construct
validity refers to the agreement among results from approaches
which are "as different as possible"; reliability refers to the
agreement a^icxig .^proadies which are "as similar as possible".
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The results in Figure 8-1 for economic ability to purchase
were in exceptionally close agreement. The probability that
the true parameter lay,in the region from 1.0 to 1.6 appeared
to be rather high.
The situation for price elasticity (Figure 8-2) was not
so favorable. The a priori estimate did not appear to be
consistent with the estimate from the international cross-sece

tion. ^ There was no value for the price elasticity which
would seem consistent with all of the data sets.

Such a re-

sult lessened confidence in the measurement of the relationship between price and sales.
The above analysis indicated that it was reasonable to
generalize about the relationship between ability to buy and
camera sales. It also indicated that, while the relationship between camera prices and camera sales was strong, there
were differences among the estimates which could lead to important* differences in any long-range forecasts based on
these .estimates.
There did not seem to be much of a problem in obtaining
reliable estimates—but there were problems in obtaining valid
estimates. Validity may be improved by a more intensive analysis of each data set. My impression, however, is that, for
the same expenditure of research .funds, greater gains might
be obtained by searching for more different types of data sets.
For example, to gain further estimates of price elasticity
one might use data from shopping experiments, ask people what
they would do if prices of cameras changed, search for accurate time series data in a geographical region where substantial
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changes occurred in the prices of cameras, or analyze data
based on different types of aggregation (e.g. states in the U.S.).
Predicting 1960-65 Camera Sales for "New" Countries
Eleven countries had been selected from the original
international cross-section to be saved for a test of predictive validity.

There was a problem associated with this test

in that sources of bias which were present in the analysis
sample of the international cross-section were quite likely
to be present in about the same degree in the "validation"
sample.

In line with Campbell and Tyler's distinction (1957)

it may be more reasonable to view this as a test of reliability than as a test of validity. Whatever one calls this
evaluation, it did serve some useful functions. The first,
and most important, was to guard against chance relationships in the fitting process. This was important in cases
where there were many predictor variables, few observations,
and the data were non-experimental.

A second reason was to

guard against "mistakes". Mistakes could easily have occurred
in data collection or in calculations and could have led to
"significant" results. Finally, the use of this virgin data
allowed for the use of statistical tests of hypotheses.
The prediction of the 1960-65 sales for the eleven
countries corresponded to the situation where no historical
sales data were available. Figure 8-3 summarizes the sales
forecasting model.

It will be noted that the coefficients in

this model are not the estimated causal elasticities. This
is because the causal elasticities would only yield optimum
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forecasts if there were no error in the predictions of the
independent variables. This is analagous to the discussion
of bias from errors in the independent variables (see Chapter
5)• It turns out that the forecast coefficients were based
on the regression coefficients from the international cross-section. These coefficients compensate for the errors in the
independent variables. In fact, it should now be evident
that this type of bias is not all bad. The regression coefficients are not unbiased estimates of causal elasticities but
they are optimum forecasting coefficients when the forecasting situation conforms exactly to the measurement situation.
FIGURE 8-3
SALES FORECASTING MODEL (ASSUMING NO CURRENT SALES DATA)
R» = 4.87*0.93E,-1.85P'4-0.8B<f0.2T'.*.0.2R'4"0.3C,+3.0G'
where primes denote natural logs and
R is camera sales per potential buyer
E is Beckerman's standard of living index
P is price of camera goods
B is the buying units index (households per adult)
T is temperature
R is rainfall
C is proportion of children in the population
G is growth in per capita income per year
M = (T) (L) (A) (N) u-:>
where
M is number of potential buyers
T is total population
L is literacy rate
A is proportion of population 15-64
N is proportion of non-agricultural employment
L = (R) (M)
where
L is the long-run camera sales rate

Specifically, the estimates were those used in the final
version of Table 7-18.

±t>0

The application of this causal model to predict camera
sales for the eleven countries in the validation sample yielded
the results in column A of Table 8-1. The mean absolute
deviation of 31$ was substantially higher than the 13$ found
in the analysis sample (see Table 7-11). It was expected that
the error in the analysis sample would be smaller, of course,
since the estimates were chosen to minimize errors in that
sample. The size of the difference in errors was surprising,
however. This difference could not be explained by having
observations which were outside the range of the analysis
»

data as this did not occur in the validation sample.
In passing, it might be pointed out. that the R (between actual and "-'predicted" sales) for the analysis sample
was over 99$ while the R for the validation sample was only
88$. There are a number of reasons for this (e.g. the variance among sales in the validation sample was smaller) but
the key point is that, if it wasn't already obvious, the
p

measure R has serious problems if used as an indicator of
predictive ability.
While the relative sizes of the errors were surprising,
the magnitude of the error (i.e. 31$ on the average) was not.
Random measurement error was expected to be substantial. In
view of the large effect of measurement error in the dependent

Measured price data were used in this test. It would
have been more appropriate, but of minor importance, to use predicted prices from the price model (Table 7-5). When predicted
prices were used, the predictions were improved slightly (mean
absolute percentage error s 27$; average percentage error =
-6$). This result was, of course, contrary to expectations.
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Variable, it is difficult to believe that the Ijfo average
absolute error obtained from the analysis sample was realistic.
Testing the Goodness of the Predictions
How good are these results?

While the value of the

results depends on the cost-benefit relationships in decisions which utilize the forecasts, comparative statements
could be made about forecast accuracy.

In more specific

terms, did the causal model developed in this study provide
better forecasts than any alternative model?
To set up some reasonable alternative hypotheses, it
was first asked how managers might predict in the current
situation.

One possibility is that they group "similar"

countries. Unfortunately, if they were asked to perform such
a grouping now, they would be influenced by their knowledge
of camera sales. One way to simulate this would be to assume
that managers could keep track of a number of categories.
One might use a type of cluster analysis to obtain groupings
of "similar countries" within which the camera sales rate
would be equal for each country.
A simple scheme was developed to obtain clusters of
countries.

Income was divided into three categories as was

price to yield nine categories in all. Within each of these
categories the sales rate per capita was calculated.

These

results are presented in Table 8-2. The mean sales rate for each
cell was then,usej._as_,the..,_p.r,ediction for any "new country" falling in that cell.

(The categories "low income-medium price"

and "low-income-high price" were collapsed to.yield prediction of 1.1;)
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TABLE 8-2
AVERAGE SALES RATE PER CAPITAaP0R COUNTRY GROUPINGS
(ANALYSIS SAMPLE)
Retail Price Index for Cameras
Low
Medium
( .90 & lower) (.91 - 1.19)
High
39.8
23.0
(.60 & up)
U.S.
Canada
X
© Medium

% (.21 - .59)
H
CO

31.7
Japan
Switzerland

©

16.3
New Zealand
Norway
S. Africe
Netherlands
Italy

High
(1.20 & up)
10.0
(subjective
estimate)

Argentina
Israel

eg Low
1.6
— (.20 & lowei) 5.0
1.3
©
Peru
(subjective
Portugal
Yugoslavia
estimate)
n
Guatemala
Brazil
Mexico
o
Thailand
o
H
Actually expressed as sales per Iraq
thousand people.
The clustering model seemed like a reasonable one in
that it did utilize the three most important causal variables—•
market size, price and income--and it also made few assumptions about the nature of the causal relationships. On the
negative side it might be noted that the sample size was
rather small making it difficult to obtain good estimates
within some of the cells.
The performance of the causal model in forecasting new
countries was clearly superior to that of the clustering
model. The mean absolute percentage error was 23$ lower
(31$ vs. 5^)« The model also performed better on all other
criteria.
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One might question whether these results were likely
to occur by "chance"--after all, the sample size of eleven
was not large.

So adopting the role of the classical statis-

tician, we assumed that unusual events do not happen to us
and chose an alpha level of 5$ to test the null hypothesis
that the percentage errors of the causal model do not differ
from those of the clustering model. A one-tail test was
used since it was predicted that the causal model was superiorThe student t test was used to test the above hypothesis.
The hypothesis that the models did not differ was rejected
at the 5$ level (calculated significance level = l\%). Since
it was possible that an extreme observation might dominate
the comparison, the Wilcoxon Matched-pairs Signed Ranks test
was also used (see Siegel, 1956).

This test also rejected

the null hypothesis at the 5$ level.
More important than the use of statistical significance
was the general pattern of the results against multiple criteria.

The causal model was superior to the clustering model

in terms of mean absolute deviation of unit error, mean absolute deviation of percentage error, average squared percentage error, average error, and total camera sales to the
eleven countries.
A Non-Theoretical Model
To evaluate the benefits of the a priori analysis an
alternative model was developed which utilized little prior
knowledge. The only prior

knowledge which was used involved

the selection of sixteen "reasonable" causal variables. The
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UCLA Biomedical Stepwise Regression Program 02R

was used to

select from this list of variables (see Table 8-3).
s

TABLE 8-3

LIST OP "REASONABLE VARIABLES" FOR PREDICTING
CAMERA SALES (DATA BY COUNTRY)
1. Rate of change (per year) in total population
2. Proportion population between 15 and 62| years of age3. Proportion literate of those between 15 and 6l\.
l\.. Proportion non-agricultural employment (of total employment).
5» National income
6. Beckerman's index of standard of living
7. Personal consumption expenditures per capita
8. Rate of change in personal consumption expenditures per
- -capita
9. Proportion of population in cities over 20,000
10. Average yearly rainfall (inches)
11. Average temperature (degrees farenheit)
12. Number of households
13. Quality of data (2 = lower; 3 = medium; [}. = higher)
ll|. Price index for. camera goods
15. Population
-<-;.<
-..,.-; used
iv,, to develop the model.
Statistical. criteria
were
16. Proportion of population less than 15 years of age
Only variables which had a t statistic of 2.0 or more were

retained in the model. The "best" model was defined to be the
2
model with the highest R (adjusted for degrees of freedom).
.The data from the analysis sample of the international cross-section were used. Table 8—14. presents the model which was developed. This was labeled Statistician's Model #1.
It is evident that the seven predictor variables provided a close fit for the data as the R was 99.76$ (slightly
better than the 99.61$ obtained for Table 7-11).

See Dixon(1967). This model follows a step-up procedure
by starting with the variable having the highest correlation
with the dependent variable and then entering the variable with
the highest partial correlation in a step-by-step procedure.
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TABLE Q-li.
STATISTICIAN'S MODEL #1: TOTAL CAMERA SALES
A priori Estimates8- (l,.0) —- (0.9) (-0.1) (-0.9) (1.0)
Estimated C = 8.82fl.2l{L'-0.27I'+1 .l|6E'-0.6W'-0.5Q'-2.23P'*
Model
1.16N'
Standard (.09) (.13) (.13) (.07) (-li|.) (.17) (.13)
Errors
R = 99.76$ Standard error = 0.12 n = 19
where the primes indicate natural logs and
C is average camera sales per year (1960-65)
L is proportion literate
I is national income
E is Beckerman's index
W is rainfall
Q is~quality of data
P is retail price index for cameras
N is population
^Phese estimates, from Chapter 7J are put in for comparison.
The statistician's model did a decent job. The coefficients for literacy and population were not too different
from the a priori estimates. The difference in the coefficient of Beckerman's index was rather large, however, in that
it could lead to substantially different long-range forecasts.
The coefficient of camera price also seemed to be on the
high side, while the coefficient for national income was hard
to rationalize (the sign was incorrect). Overall, this model
did not perform as well as did the causal model in terms of
agreement with a priori estimates.
The Statistician's Model #1 was then used to forecast
-sales in each of the countries of the validation sample. The
results are~ presented in~ column C of Table 8-1. This model
dominated the clustering model on every criterion. In comparison with the causal model, however, it was inferior on
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all criteria with the exception of the average percentage
errorA Per Capita Adjustment
Since statisticians often follow the practice of adjusting the data for scale, the analysis was repeated using
camera sales per capita as the dependent variable. This was
expected to lead to substantial improvements in the model.
Table 8-5 presents the estimates derived from the analysis data.
TABLE 8-5
STATISTICIAN'S MODEL #2--CAMERA SALES PER CAPITA

A Priori Estimates (1.0) (0.9M-0.1) --— (0.9)
Estimated Model9" (? = 7.^8*1.21L ' -0.11 '+1.3E' -0.5^' -0.i|Qf -2
Standard Errors (.09) (.03) (.05) (.06) (.11;) (.17)
R 2 = 99-78$
Standard error =0.12
n = 19
^The^notation corresponds to that in Table 8-i| except
that the C" is camera sales per capita.
The model based on camera sales per capita selected the
same variables but yielded estimates which were closer to
the a priori estimates than those in Table 8»l\.r In addition,
the standard errors of the estimates.were substantially lower.
But these estimates were still quite different than those
obtained in the causal model.
Predictions for the countries in the validation sample
are presented in column D of Table 8-1. The per capita transformation yielded results which were poorer than the model
based on total sales. This model was inferior on all criteria.
Thus, this model was also quite inferior to the causal model
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in this situation. In fact, there seemed to be little to
chose from in comparing Statistician's Model #2 with the
simple clustering technique. The reasons for the poor performance of this model were not obvious.
Updating the Estimates
It was possible to utilize the validation sample to
update the parameter estimates. The validation sample was
added to the analysis sample. The regression was computed
and then outside estimates were brought in to fix parameters
of lesser importance. The procedure was the same as that
used at the end of Chapter 7* Table 8-6 presents the final
version of this model.
TABLE 8-6
REGRESSION ON INTERNATIONAL CROSS-SECTION:
ENLARGED SAMPLE (n = 30)
Estimated Model R' = 2.65 + l.Ol^E' - I.87P1
Standard Error (.07) (.30) ,
with W fixed at -0.2 (W is rainfall)
T fixed at .0.8 (T is temperature)
B fixed at O.lj. (B is household per adult)
C fixed at 0.3 (C is proportion of children)
G fixed at 1.4 (G is growth of per capita income)
2
R = 91$
where
R is camera sales per potential owner
E is Beckerman's.standard of living index
P is camera price index
The mean absolute deviation of the percentage errors in
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l
this model was equal to 21.percent.
The income elasticity
was higher than previously (l.Oij. vs. 0.93) and the price
elasticity was smaller, in absolute value (-I.87 vs. -2.01).
The re-estimation procedure which was used at the end
of Chapter 7 to incorporate outside information resulted in
estimates for price and income elasticities which were closer
to the estimates in the larger sample. By this rather limited
criterion, the more complete model led to better estimates.
On the basis of the additional information, the estimates of causal elasticities for the forecasting model were
updated to yield 1.3^1- for income, -1.80 for price, 0.1| for
households per adult, and 0.3 for proportion of children.
Some Additional Testing of the International Cross-Section
It was possible at this point to test the assumption of
constant elasticities. This question was especially relevant
for the income variable so the sample was split into high and
low income groupings. From the analysis of the household
survey data there had been some indication that the elasticity
might be lower at higher levels of income. Of course, the
household survey data has an upper limit which is much higher
than that in the international data. Thus, lack of constant
elasticities for the household data does not imply a lack of
constancy over the range of values forecast for countries.

This updated model would improve the "prediction" of
the countries in the validation sample. The average absolute
percentage error would be reduced from 31$ to 27$. This
gives a rough idea of the effect of "predicting" on data
which was used to develop the prediction model.
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The international cross-section was divided evenly
±ito high and low categories on the basis of Beckerman's
index. The values of all parameters except for Beckerman's
index were fixed at their updated values. Table 8-7 presents the results of this analysis.
TABLE 8-7
COMPARISON OP INCOME ELASTICITY: RICH VS. POOR COUNTRIES
(STANDARD ERRORS IN PARENTHESES)
Elasticity for
Beckerman's
Index

Richer Countries(n=l5)
1.01 (0.35)

Poorer Countries(n=l5)
1.03 (0.11)

There did not appear to be any decrease in income elasticity as countries become richer. This does not guarantee,
of course, that this result would hold in the region of the
long-range forecast.
Summary: Predicting Sales in New Countries
The retention of 11 countries from the international
»

cross-section allowed for comparisons of the predictive
ability of the causal model with that of a manager's model.
The causal model proved superior on every criterion and the
average absolute percentage error was less than 60 percent
as large as that for the manager's model. Despite the small
sample size, this difference was significant at the 5 percent
level. The causal model was also superior to two non-theoretical quantitative models.
Backcasting Sales for 1951-tSince a substantial time lag would result if one were
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to evaluate the accuracy of a long-range forecasting model
directly, an attempt was made to overcome this shortcoming
by backcasting to 195^-., Insofar as possible, it was assumed
that nothing was known prior to I960.

The values of the

causal variables were then extrapolated back to 195^-*

This

situation conforms rather closely then to the case of unconditional forecasting.
The Forecasting Model
The causal model to provide unconditional sales forecasts is summarized in Figure 8-ij.. This model corresponds
to that in Figure 6-1 except that the model parameters have
been updated by the data analyzed in Chapters 7 and 8. The
measures of households per adult and proportion children
were excluded due to lack of reasonably accurate backcasts,
to the expectation that their effects upon camera sales would
be small over the forecast period and to the uncertainty
associated with the estimates of the relationships. Also
excluded were effects from changes in the age distribution
of the population.
The base period for the 195^ backcast was the end of
1962.

Thus n, the backcast period, was 8.5 years. Data

back to I960 were used, however, to develop the backcasts.
Three main elements of the 195^4- model are considered
below—the choice of an initial or base sales level, the
effects of errors in the predictor variables, and the predictions of the causal variables.
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FIGURE 8-1].
CAUSAL MODEL TO FORECAST CAMERA SALES BY COUNTRY
(ASSUME CURRENT SALES DATA AVAILABLE)

•5
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5
=
(o.98
-(M°(M(!^
W
tt-n
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where the constant term represents technological change and
P is price of camera goods
T is the taxation index: (tariffs x imports 4- taxes)
Q, is non-tariff controls
C is resale price maintenance
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where the constant term represents net effect of quality
changes and
R is the rate of unit camera sales per potential buyer
E is a measure of economic ability to purchase
P is the -price of camera goods
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M
T
L
A
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is
is
is

the number of potential buyers
total population
literacy rate for population l5-6ij.
proportion of population 15-614.
proportion of non-agricultural employment

f&m

where
L is the long-run rate of camera sales
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The Current Sales Rate
The updated model (Figure. 8-lj.) was used to provide
forecasts for 1951|. One important question was what to use
as the estimate of current sales—the sales rate as measured
by the trade and production figures or the sales rate as
predicted by the international cross-section model?

It

would seem that "truth" lay somewhere between these extremes.
Since the method of reporting camera sales in each
country may tend to remain constant over time the measurement error might also tend to remain constant.

If so, the

use of "measured" sales (trade and production) would be
preferred as the estimate of current sales. On the other
hand, if one assumed that measured sales included short-term
variations which are uncorrelated from year to year, (e.g.
inventory charges, mistakes in reporting, new product introduction) it would be best to estimate current sales without
this random component.

This would argue for the use of sales

as predicted by the cross-sectional measurement model.

In

other words, the use of "measured sales" assumes that the
differences between predicted and measured sales in the international cross-section are peculiar to that country—and that
these differences will remain constant over time. The use
of "predicted sales" assumes that.the differences are due
to transient events such that differences in year t are uncorrelated to differences in year t + n.
The model which was used to forecast 195^ compromised
between the above extremes by choosing a weighted average of
measured and predicted sales. The adjusted current sales
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estimate weighted measured sales twice as heavily as predicted.
sales.

This compromise was based on subjective grounds and

was made prior to doing the 1951]- backcasts.
Unconditional Forecasts: The Effect of Errors in Predictor
Variables
The problem of error in the predictor variables has been
of prime importance throughout this study. The errors in
historical data were substantial and were specifically
accounted for in the measurement models. The errors in
forecasting certain of the predictor variables for 1951j- were
also expected to be substantial. If errors are expected in
the predictor variables and if the direction of these errors
is unknown they may b.e compensated for by reducing the abX
solute value of the causal elasticity,
while making a
compensating adjustment in the constant term . This procedure is analogous to that carried out in regression analysis
and was discussed when the prediction of sales in new countries
was carried out. The reduction of the elasticity may be
estimated by use of the bias factor which was discussed previously (Chapter 5 ) .
Table 8-8 summarizes the model parameters which were
adjusted for error. Adjustments were only provided where the
effects of error were expected to have a significant effect
upon the forecasts.

"^Alternatively, one might decide to hedge on the forecasts of the independent variables in a direct manner (i.e.
making them fall closer to their original level).
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TABLE 8-8
COEFFICIENTS FOR 1951j- BACKCASTING MODEL
Causal Forecast
Coefficient
Elasticity
Economic Ability to Purchase l*3k 1.00
Price of Camera Goods
-1.80

Coefficient
-0.90

Some consideration was also given to the constant terra
in the model. This term had been set a priori at a two percent increase per year to account for changes due to quality.
The longitudinal measurement model provided little support
for this as. it yielded a constant with a one percent decrease.
An average-of these estimates yielded a constant of +0.5*
The effect"of errors in variables had been accounted for in
the longitudinal measurement model, of course. However,
there was expected to be slightly greater measurement error
in the forecasting situation so a further adjustment of +0.5
was made. This provided a very rough estimate of +1.0 percent
per year for the constant in the sales forecasting model.
The approach used above was eclectic and subjective.
A completely a priori approach could have been used by taking
the effect due to quality change and adding to that the effects
of errors in the independent variables. This a priori approach
would require estimates of the expected rate of change in
camera sales and of the expected rates of change in each of
the causal'variables. In total, it would have led to a
constant term which was somewhat greater than the two percent
due to quality changes.
In contrast to the a priori approach, one might have
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relied completely upon the empirical approach. All available
outside information would be entered into the longitudinal
model and an "optimum" constant term would be provided by
the regression.
The a priori approach made excessive demands upon
a priori knowledge. The empirical approach led to an unrealistic estimate. This unfortunate state of affairs led us
»

to the subjective approach used above.
The constant term represented an extremely important
part of the forecasting model. Some estimate was required
to complete the model. The approach that was used, however,
represented a rather weak link in the development of the
causal model.
Backcasting the Causal Variables
With the exception of the price variable, the predictions of the causal variables were based on extrapolations
or naive methods. In the case of price, of course, a causal
model was developed. The causal variables in the price model
were themselves based on extrapolations.
The use of naive methods to predict the causal variables put the causal model at somewhat of a disadvantage in

the 1951]- backcast. Generally some outside'information exists
which will help to predict the causal variables. For example,
predictions of tariff changes for 1975 can capitalize upon
scheduled changes due to the Kennedy Round or to various
common markets. The use of naive methods, then, made it more
difficult to demonstrate the superiority of the causal model.
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Table 8-9 summarizes the rules which were used to
backcast each of the causal variables.
' TABLE 8-9
BACKCASTING THE CAUSAL VARIABLES FOR 1951}Variable

Method of Backcasting

Taxation: Sales Tax Extrapolation
Tariffs
'61-'60
Non-Tariff Controls All countries
n
Resale Price Maint. it
Economic Ability to Extrapolation
Purchase
Total Population
"
«
Literacy Rate
Proportion Non-Agric,
"
Employment
Proportion PopulaNo change
tion 15-6!}.
Households per Adult No change

of trend from '67-'66 to
assumed to have controls in
it

it

it

"

R P M

of trend from '61}. to

!

60

"
n

"
n

"
n

'65 to '55
i£0 to '30

"

"

"

'5o to »30

Backcasting Sales
The backcasts of each variable were entered into the
forecasting model-«i.e. the model of Figure 8-1}. as adjusted
to provide unconditional backcasts. The resulting backcasts
of camera sa.les by country are presented in column A of
Table 8-10.

The mean absolute percentage deviation of the

forecast was 23/£. This appeared to be rather low in view of
the low reliability of the sales measure.
in Appendix, Table B-5.)

(See data on sales

A consideration of the direction

of the errors indicates that the model overshot the mark.
On the average, the causal model predictions were 12^ too
low.

There i^ere any number of explanations which might

explain this systematic error. The objective at this point,
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however, was not to fit the model to the data but rather
to evaluate the model.
The causal model has its limitations. It was not
designed to forecast more accurately for large markets than
small markets as it attempts to minimize percentage errors.
This is useful for some decisions—but has short-comings for
other decisions. One problem-was brought out in the 195^1«

backcast for West Germany.

Sales in West Germany make up

over half of the total sales in this particular sample. If
the decision depended on total sales for this sample of
countries, the causal model would perform poorly since it
misses the mark substantially in West Germany.
The ultimate criterion for the evaluation of a forecasting model depends on what decisions are to be based upon
forecasts from the model. If such decisions depend upon
overall estimates of world-wide sales, then it would seem
reasonable to use an approach which studies the larger markets
more intensively.

This could mean going out to secure more

*

accurate data for the larger countries to use in the causal
model developed in this study; or it could mean the use of
disaggregated data to develop models in large markets such
as the U.S. (see comments in Chapter 5 relating to the use
of disaggregated data).

Due to the importance of West Germany, additional data
were sought after the analysis had been completed. A 1965
study by Fry (1965) yielded an estimate for 1955 unit camera
sales of 9560. This was more in line with the model prediction.
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The A Priori Version of the Causal Model
To examine the gain due to use of the formal measurement models, the a priori version (Figure 6-1) of the causal
model was used to backcast sales for 1954«

T

his model dif-

fered from the updated version with respect to all of the
forecast coefficients (including the constant term) and also
with respect to the estimate of initial sales. It did not,
however, differ on predictions of the causal variables.
Forecasts from the a priori model are presented in
column B of Table 8-10. The mean absolute percentage error
was only 7% higher than that of the updated model. A
further analysis of the two models indicated that the advantage

of the updated model was due primarily to the im-

provement in the estimate of initial sales. Updating in the
other components of the model could not be shown to lead to
any substantial improvements once the initial sales estimates
Were updated.
Naive Models
A crucial question was whether the causal model leads
to "improved accuracy".

To evaluate this, it was necessary

to develop a model to represent current practice.

In Chap-

ter 1 it had been argued that current practice in long-range
forecasting relies heavily upon the use of naive models.
A number of naive models were considered in this study.
Two basic naive models were considered. These included:
a. The "no-change" model. This model, which has been used
successfully in short-range forecasting, says that current sales rates provide the best predictor of the
future sales rate.
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b.

The "constant-change" model. This model, also used
successfully in short-range forecasting, says that the
future sales rate may be predicted from knowledge of
the current sales rate and the trend in this sales rate.
There were, of course, many ways in which each of these
approaches could have been made operational. The no-change
model simply used 1960-65 sales rates to backcast 195^4- sales
rates. The const ant-change model was formulated in two
versions. One version used 1960-65 sales rates and estimated
the trend in the sales rate by considering each country separately and using the change from the 1965-6I4. average to the
1961-60 average. That is, there were assumed to be constant trend rates within each country. The second version
also used the 1960-65 sales rate but estimated the trend by
•taking the change between 1965 and i960 for the 31 countries
in our sample (see totals in Appendix, Table B-5). This
yielded an average rate of change of 11.7 percent per year.
Prior to using the naive models for backcasting, a
decision was made as to what particular formulation would be
used as the best representation of current practice. It did
not seem that the formulation should'restrict itself to any
single approach. A model which averaged the forecasts of
the no-change model and the model based on constant trend
rates in each country was selected to represent current practi

Sales data for the naive models were based on trade
and production statistics.
^hile this decision was made prior to the analysis of
the data, the study did not provide evidence that such an
approach really does represent current practice.
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Results for the no-change model are presented (see
column C of Table 8-10) since these results also provided
information on the size of the actual changes between
1960-65 and 195^. Sales were lower in 1954 ^ov all countries
and the extent of the changes was substantial in all countries except for Norway.
Results for the naive model purporting to represent"
current practice are presented in column D of Table 8-10.
A comparison of the backcasts from this model with those
from the updated causal model indicated that the latter
was superior on all criteria except for the prediction of
total sales for this sample.
The mean absolute percentage error for the causal model
was roughly half that of the model representing current practice.

Viewed in another way, the error was reduced by

about 20^. This reduction in error is slightly greater
than that suggested in the example of Chapter 1.

Thus the

estimate that the present value of the savings would be
equivalent to about one percent of the firm's yearly sales
volume stands up as being conservative.
The above result was based on a rather small sample
size (n = 17) and one might legitimately be concerned here
about statistical significance.

Student's t-test was used

to test the null hypothesis that there was no difference between the mean absolute percentage errors from each model.

This superiority was due primarily to the prediction
for West Germany-
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A one-tail test was used since it was predicted that the
causal model was superior. The null hypothesis was rejected
at the pre-specified level of $f> (calculated level of significance was jfo). The non-parametric Wilcoxon matched-pairs
signed-ranks test (Siegel, 1956) was also used as an alternative to the t-test in an effort to guard against the possibility that the significance was due to one or two extreme
observations. This test also rejected the null hypothesis
at the 5/^ level (calculated level of significance was jfo).
In summary, then, it seemed unlikely that the superiority of
the causal model was due to "chance".
The superiority of the causal model might have been
due to an "unfortunate" choice of a naive model.

It was

useful, therefore, to look at the forecasting ability of other
naive models. Summaries of the no-change model and of the
two constant change models are presented in Table 8-11. The
model which assumed that each country has its own trend provided a substantial improvement over the no-change model.
The assumption that the total market trend will predict the
trend for each country leads to a still better forecast. The
performance of the latter model was surprising in that it
did better than the model purporting to represent current
practice.
In view of the above results it was then possible to
search for an "optimum" naive model. This was done in order
to examine what would have happened if the researcher was very
lucky in developing the naive model. After some search it
was determined that a model based on a simple average of the
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backcasts from models 2, 3 and li. provided a near optimum
weighting and yielded the results of model #5- Note that
backcasts from this so-called "best" model did not match up
to those from the causal model. The latter had an average
absolute percentage error which was ten percent lower
{Zjfo vs. 337*) and the average error was about half the
size ( *12$ vs. -23$).
TABLE 8-11
1954 BACKCASTS FROM VARIOUS NAIVE MODELS

Model
Number
1
2
3
J|
5

Description
"Current Practice"
No Change
Constant Change by Country
Constant Change over All
countries
"Best" Naive Model

Mean
Absolute
Percentage
Error

k3

67
51
37

Jl

Average
Percentage
Error

-39
-67
f23
+28
.=21

There are, of course, many other naive formulations
which could have been tried. Undoubtedly, a sufficient
amount of search would lead to a model which would perform
i

better than the causal model. But this would provide no
guarantee that such a model would be better in new prediction situations. This study attempted to sample from the
types of naive models which are in use today. This "sampling" did not lead to any naive model which could match the
performance of the causal model in backcasting 1954-

One of these formulations was based on the exponential
amoothing model which has been, so popular in short-range forecasting (see Brown, I960). This model performed somewhat better
than the "current practice model" but not so well as the "best
naive model".
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The causal model not only performed better than the
naive models but also offers more promise for further improvements.

Improvements in the forecasts of the causal varia-

bles, in the measurement of causal relationships, or in the
measurement of current sales could lead to better forecasts.
Means for improving the naive models would seem to be
limited to better measurement *of sales.
To evaluate the improvement made possible by better
predictions of the causal variables, improved measures were
used for the rate of change of PCE per capita between 1962
and 1954

and backcasts of 1954 were recalculated. While

the data still contained substantial amounts of measurement
error, they should have been superior to the predictions
used previously.
The results of the above test were discouraging. While
the systematic or average error was reduced from 10.6$ to
7»9$ and four of the five extreme deviations were reduced,
the mean absolute percentage deviation increased from 20.0$
to 21.0$.

Forecasts for eight countries improved, eight were

worse and there was one tie.

In summary, the use of improved

forecasts for one of the causal variables did not improve the
sales backcasts for 1954—contrary to our hypothesis.
Evaluating the Components of the Forecasting Model
Since the different components of the forecasting model

Data from the U.N. Statistical Yearbook for percentage
change in per capita product at constant prices were used to
update the estimate previously used in the model by forming
ea simple arithmetic average of the two indicators.
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were interrelated it was difficult to determine which ones
were most closely related to the success (and deficiencies)
of the model. An attempt was made to determine relative contributions by removing certain components from the model and
observing the effects upon the prediction error.
Adjusting the Causal Elasticities to Compensate for Error
The model'was re-run with the causal elasticities used
directly rather then having them reduced in magnitude to
hedge against error. Forecast error increased from 23$ to
43$.

Despite the highly subjective means of adjusting for

error, substantial gains resulted.

Further experimentation

with the model indicated that the 1954 backcast error was not
highly sensitive to the size of the adjustment. Any adjustment in the region of the one selected would have led to
comparable results. As it turned out, the selected adjustments were close to optimum for the 1954 backcasts.
No adjustment had been made to compensate for errors in
predicating changes in potential buyers as had been done with
the measures of price, ability to purchase and quality. Had
this been done, the model would have shown less of a tendency
to overestimate the changes in camera sales. Experimentation
with coefficients to compensate for error showed that the
mean absolute deviation was not very sensitive to this adjustment. However, with a coefficient of 0.8 rather than the
implied 1.0, the average .error would be reduced by about 6$
(to f6$) and the extreme errors would be reduced (i.e. the
mean square error was reduced).

The conclusion was that only
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a very small adjustment need be made for errors in the forecast of potential buyers.
Relative Importance of the Causal Variables
In order to guide further efforts to improve the causal
model it is useful to ask which variables were most important
in forecasting 1954 sales. Table 8-12 summarizes how much
change occurred in each of the causal variables. Since the
forecast elasticities are all near 1.0 the figures give a
good indication of the resulting influence upon the camera
sales forecast.
TABLE 8-12
CHANGES IN CAUSAL VARIABLES FROM 1962 to 1954

Variable
Potential
Buyers
Price

Range across Countries
0.94 to 0.62
(Austria)(Israel)
1.11 to 1.60
(Israel)(S. Africa)
Ability to 0.87 to 0.61
Purchase (N.Zealand) (Israel)
Quality
No Variation

Median
0.84
(Switzerland)
1.24
(Norway)
0.71
(Belgium)
0.92

Average
Net Effect
on Sales

-15$
-18$
-29$
- 8$

Changes in ability to purchase were most important in
terms of average effect although each of the factors led to
a substantial amount of change. Another way to view the
importance of the various factors is in terms of differences
among countries.

From the ranges listed in Table 8-12, it

appears that the first three factors—potential buyers, price,
and ability to purchase—had roughly the same importance in *
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predicting differences among countries.
The above results may be compared with the prior estimates of importance of variables (Table 3-1) where potential buyers, camera prices and ability to purchase were all
expected to be of about equal importance and quality was of
somewhat leaser importance. The most important difference,
was that ability to purchase goods turned out to be more
important than any of the other causal factors.
The Estimate of the Initial (1962) Sales Rate
It -was mentioned above that the estimate of initial
sales which utilized information from both the trade and production statistics and from the predictions of the international cross-sectional model was superior to an estimate
based only on measured trade and production figures. The
original weighting placed twice as much emphasis upon the
measured as the predicted sales. This was responsible for
an improvement in forecast accuracy from 30$ to ''23$. Improvement was noted in the forecasts of 13 countries while
only three showed an increased error (there was one tie).
The above result was tested for statistical significance against the null hypothesis that the errors were
equally likely to increase or decrease as a result of the
use of the global index. A five percent level of significance was chosen and a one-tailed test was used.

The sign

test led to a rejection of the null hypothesis (calculated
level of significance = .01). The use of measured sales led
to poorer predictions than did use of the global index.
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Experimentation revealed that any subjective
weighting of predicted sales would improve the backcasts.
The a priori were not far from the optimal weightings as the
backcast error was not particularly sensitive to the weights.
Table 8-13 presents a summary of this search.
TABLE 8-13
FORECAST ERROR FOR VARIOUS INITIAL SALES ESTIMATES
Mean Absolute
Initial Sales Estimate
Percentage Error
Measured Sales Only
30
21
2/3 Measured and 1/3 Predicted
23
1/3 Measured and 2/3 Predicted
21
Predicted Sales Only
23
a
Indicates the a priori weights
The Existence of National Differences
The analysis of the preceding section may also be
interpreted as asking whether there are stable national
differences. Do "tastes" differ among countries? For example,
it has often been suggested that the Japanese are very
"camera conscious".
If stable differences were of great importance then the
use of measured sales would have been expected to provide the
most accurate backcasts. This was not the case, of course.
The data did not suggest the presence of strong and stable
national differences—other than for those differences in
variables explicitly included in the measurement model.

•4n fact, sales in Japan were lower than "predicted" by
the regression across countries. The difference was minor (7$)
but the directionwas opposite to that expected.
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A Note of Caution
It would seem worthwhile, at this point, to remind the
reader about an assumption which was presented very briefly
earlier in this study.

The assumption was that the percentage

improvement in the industry forecast would lead to a comparable improvement in the firm's forecast. The use of the
industry forecast must be accompanied by a market share forecast.

Since the market share forecast is subject to some

error, it would have been interesting to examine naive models
which avoid this step by projecting company sales directly.
In other words, does any gain result in the firm's forecast
by first studying industry sales?

This assumption was not

examined.
Summary
Comparison of different approaches to measuring the
Gausal relationships for the forecasting model provided some
evidence for construct validity.

Although important differen-

ces did exist, the various estimates tended to cluster in the
same regions. Differences among estimates of price elasticity
provided cause for some concern.
The causal model performed well in predicting 1960-65
sales for eleven "new" countries. The mean absolute percentage error for this model was less than 60$ that of a clustering model which purported to represent current practice. The
causal model was also superior to two "non-theoretical"
statistical models. These models utilized statistical
criteria to develop a causal model.

189
The eleven countries of the validation sample were
combined with the original 19 countries in order to update
the estimates of the causal relationships. Testing of this
model provided support for the assumption of constant income
elasticities in the sales forecasting model.
A test of predictive validity was carried out by backcasting sales in 17 countries for 1954- This test conforms
rather closely to the case of unconditional forecasting.

The

causal model performed well in comparison with a naive model
purporting to represent current practice. The mean absolute
percentage error for the causal model was a little more than
half that of the naive model. This result was significant
in both a statistical and a practical sense. Experimentation
with various formulations of naive models did not lead to
any backcasts which were as good as those provided by the
causal model.
The performance of the causal model is noteworthy in
view of the rather crude estimating techniques required for
parts of the model (e.g. the constant term and the predictions
of the causal variables).

In fact, estimation techniques

were found to play only a modest role since an "a priori
model", which used only subjective estimates, led to backcasts which were also superior to those provided by any of
the naive models.

CHAPTER 9
USING THE MODEL
In this chapter, - specific forecasts are provided for
camera sales in 1975. This is followed by a consideration of
some of the additional benefits which may be derived from
this study of the camera market.
Forecasting Sales for 1975* An Unconditional Forecast
The causal model was used to provide forecasts of camera
sales in 30 countries for 1975*

To do this it was first

necessary to obtain forecasts of the causal variables. The
basic procedure followed that used for the 1954 forecast in
that naive projections were generally used.

In some cases,

however, it was possible to use additional information.
Tariff

predictions were aided by knowledge of scheduled

changes resulting from the Kennedy Round and from the many
common markets which have been formed (the European Common
Market, the European Free Trade Association, the Central
American Common Market, the Latin America Free Trade Association, etc.).

Some changes in resale price maintenance were

predicted from recent passage or scheduled passage of laws
against RPM.

Proportion of imports benefited slightly from
i

knowledge about plant construction (Kodak plans to produce
cameras in Argentina).

A summary of the methods used to fore-

cast the causal variables for 1975 is presented in Table 9-1.
The forecasting model for 1975 conformed in structure
to that used for 1954 (see Figure 8-4). The estimate of initial
sales was revised to weight measured sales (trade and produc-
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tion statistics) by 1/3 and predicted sales (international
cross-section) by 2/3. The coefficients of the causal variables were revised to adjust for forecasting error as shown
in Table 9-2, (it was expected that the outside information
on the causal variables would lead to more accurate predictions than was the case for 1954) •

Tne

constant term was

retained at fl.O percent per year.
TABLE 9-1
FORECASTING THE CAUSAL VARIABLES FOR 1975
Variable

Method of Forecasting

Taxation: Sales Tax
Linear extrapolation of trend '60 to '67
Tariffs
Published information on Kennedy Round
Proportion
and Free Trade Agreements
of Imports .No
change
unless
indicated
by
published
data
M
n
it
u
ti
11
t?
Non-tariff Controls
Resale Price Maint.
Assume no countries will have RPM in '75
Economic Ability to
Linear extrapolation from '60 through '64
Purchase
"
"
"
'55 through '65
Total Population
"
"
"
'30 through '50
Literacy Rate
"
"
"
»30 through «50
Proportion Non-Agric.
Employment
Note: Variables not mentioned here were assumed to remain
constant.
TABLE 9-2
COEFFICIENTS FOR 1975 FORECASTING MODEL
Variable
Causal Elasticity
Potential Buyers 1.00
Ability to Purchase
1.34
Price of Camera Goods
-1.80

Forecast Coefficient
0.9
1.0
-1.0
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It is important to note that the adjustments to the
forecast coefficients do not have to be constant across
countries.

It may be desirable to use a separate adjustment

for each country if the forecasts of the independent variables
are expected to differ in accuracy.

This could have the

effect of placing more emphasis upon the more reliable data.
This study, however, used the same coefficients for all
countries.
Results
Forecasts for 1975 are presented in column A of Table 9-3»
The most obvious point to make is that very substantial changes
are expected to occur in the still camera market. Overall
the market will grow from less than 18 million units per year
for the 30 countries in this sample

to almost 50 million

units—not quite a three-fold increase. Or, in other words,
tfcotal unit sales are expected to grow a little faster than
eight percent per year.
The second major point is that the growth in camera
markets does not procede uniformly across all of the countries.
(See column C of Table 9-3). Growth in camera sales will be
slowest in the U.S. and Australia (1975 sales will be 2.2
times the 1962 sales) and fastest in Israel (1975 will be
7.0 times 1962).
The pattern of growth also differs widely among countries.
In some countries the growth is due primarily to a growth in

This sample of thirty countries represented about
85$ of total world sales in 1960-65.
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TABLE 9-3
SUMMARY OP FORECAST OP CAMERA SALES FOR 1975
A

Changes in Sales
from 1962 to 1975

T)

"F1

F

Changes in Model Components 1975 as a
Forecast
ratio to 1962a
of 1975 Increase
Camera
in Camera 1975 as 'Potena ratio tial
Sales
Sales x
Income Price
to
1962 Buyers
Country
x 1000
1000
JtT. States
18700
10500
2.2
1.23
.85
1.34
Japan
8480
6800
1.17
5.0
.81
3.07
W.Germany
5740
.83
4010
1.17
3-3
2.06
U. K.
3540
2200
1.08
2.6
l.lp. .66
.81
Prance
3250
2130
2.9
1.19
1.75
.80
Italy
2100
1500
1.22
3-5
2.02
.72
Canada
1240
800
2.8
1.34
1-31
.74
3-3
Netherlands
877
605
1.18
1.78
.87
2.4
Sweden
845
500
1.12
1.68
.86
2.2
Australia
725
400
1'.29
1.31
.79
2.8
Switzerland
601389
1.26
1.57
.73
3.0
Bel.Lux.
585
387
1.11
1.71
.86
2.6
Denmark
424
• 258
1.11
1.75
.77
4.6
Mexico
369
288
1.76
.69
1.75
4.0
S.Africa
344
257
1.56
.67
1.54
3.1
Austria
324
221
1.06
.66
1.75
5.7
Yugoslavia
270
223
1.35
.68
2.49
3-7
Finland
226
.72
165
1.18
1.86
3.0
.59
Norway
l8l
182
1.12
1.68
2.5
• 73
Argentina
156
92
1.28
3.2
1.00
.65
Brazil
155
107
1.70
2.9
1.22
.82
N. Zealand
l48
96
1.28
3.6
1.25
.70
Venezuela
133
96
1.95
4.0
1.31
.60
Portugal
102
77
1.27
7.0
1.94
.78
Israel
89
76
1.68
4.2
.62
2.22
Thailand
59
1.82
45
3.4
32138
Totals
49795
1.57
•74
Ireland
5l
1.70
1.09
36
3~55
1-37'
.^74
3.4
1.71
.77
Peru
46
32
1.0-3.1
1.48
2.2-7.0
1.1-2.3
.59-.87
1.50
5.5
.64
18
Iraq a
22
2.26
1.90
4-4 for each country with
Quality 13
changes were
10 the same
Guatemala
1.71
1975 sales having a ratio of I.138 to 1962 sales.1.41
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the number of potential buyers (e.g. Venezuela, Iraq); in
other countries the reduction in camera prices is the major
source of growth (e.g. Argentina); while in still others it
is increased income which is the prime factor (e.g. Japan).
These patterns may be observed in the last three columns of
Table 9-3Further improvements to the model may be guided by an
evaluation of the relative contribution of the model components.

By considering the average effect and the range of

variation across countries, some rough conclusions were drawn.
The effects of changes in income are most important (as they
had been for the 1954 forecast) while the effects of changes
in camera prices and number of potential buyers are roughly
about half as important and the effect of quality improvements was about one-fourth as important. The average effects
may be noted at the bottom of columns D, E, and P while the
columns themselves provide data on variation among countries.
The results are similar to those for the 1954 forecast.
Improvements to the forecasts might also be guided by
further studies of particular countries. Of particular
interest would be the countries with the largest expected
markets for 1975—the U.S., Japan, and West Germany.

These

countries represent over half of the total world camera market.
Also of interest would be the countries which are expected
to experience very large increases in the scale of operation.
These would include Israel, Yugoslavia, Iraq, Japan and Mexico.
The Validity of the Forecasts
A primary concern here is whether the relationships
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Which were estimated will hold over time—especially in view
of the fact that some of the forecasts lie outside the range
pf the analysis data. ,
With respect to the dependent variable, camera sales
per 1000 potential owners, 13 of the 30 countries have a sales
rate which exceeds the previous high for 1960-65 (79 sales
per year per 1000 potential owners in the U.S.).

The highest

pales rate of l6l occurs in Sweden. There are also five
epuntries at about the 140 level (the U.S., Denmark, West
Germany, Japan and Switzerland).
In the forecasts of the causal variables, the measures
of camera price and of income are of key importance. For
price, 16 of the 30 countries have prices which fall below
the lowest price index for 1960-65 (O.76 in Japan);

the pre-

dictions for price are not far outside the range, however;
the lowest price index in 1975 is 0.66 in Switzerland.

For

income, only five countries—U.S., Sweden, Germany, Denmark
and Canada—exceed the previous high of 1.06 in the U.S. The
highest standard of living for 1975 was I.42 in the U.S.
While fewer countries are outside the range on income than
on price, the deviations are greater for income.
The prediction for 1954 &i-& not provide much information
as to what happens when the causal model is used to predict
in cases outside the range of the data. Only 3 of the 17
countries in the 1954 forecast were outside the range of the
analysis data. Errors for these three countries tended to be
lower than those for the other countries (1($ vs. 22^ mean
absolute percentage error).
Analysis of household data had indicated that when the
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income level gets very high, the income elasticity seems to
decrease. This should lead to some caution in accepting the
forecasts of the very high income countries.
The Accuracy of the Forecasts
How accurate is the sales forecast? A measure of the
accuracy of the forecast may be useful for the timing of
long-range commitments. In cases where the forecasts are
subject to much uncertainty the firm might prefer to put off
decisions until more information becomes available. They
would like to balance the cost of waiting against the value
of the information gained. One approach to measuring the
uncertainty in the prediction of sales is to assume that the
values of the causal variables are known with certainty.
Confidence intervals may then be calculated about the regression line. This may be referred to as measurement of forecast
reliability.
Little concern has been paid to forecast reliability in
this study. The primary reason for avoiding this issue is
that what is really desired is a measure of overall forecast
accuracy. Forecast accuracy includes problems due to both
reliability and validity. To ignore the latter (by assuming
the forecast will be valid) and to concentrate only on
measuring reliability may be misleading.
Some argument might be made for evaluating forecast

This argument might also be discussed in terms of
measures of conditional forecasting ability (reliability)
versus unconditional forecasting ability (encompassing both
reliability and validity).
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reliability since techniques are available for examining this
aspect of the problem—namely, the use of confidence intervals
about the regression line. But this argument does not hold
when, as is often the case in non-experimental research, the
regression which was used as the measurement model does not
conform to the forecasting model.

In the camera study it

would be rather presumptuous to assume that confidence intervals for the international cross-section would be useful for
the 1975 forecast. The technical problems are compounded
since a number of measurement models were used to develop
the 1975 forecast. Finally, it should be pointed out that
it is important whether the decision rests on the accuracy
of the estimate of the long-run rate of sales at a given point
in time—or whether it is variability in yearly sales which
is of interest.

If it were the latter, it would be necessary

to impose the variance due to short-run factors upon the
variance due to uncertainty in the long-range forecast.
There is one operational approach to measuring accuracy
which seems to have merit for the type of problem being
studied here. Distributions rather than expected values may
be forecast for each of the causal variables in each of the
countries. Distributions could also be used to represent
each of the coefficients of the model. Random selections
could then be made from each of these distributions in the
manner of a Monte Carlo simulation to provide distributions
of the sales in each country.

Fluctuations from short-run

Hertz(1964) privides a good explanation of such a
procedure.
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factors could then be superimposed as random error to provide
an overall estimate of variability, for a given year in the
future.
The simulation approach was not used in this study.
Instead, a more direct and much simpler appraoch to measuring overall forecast accuracy was used. This approach was to
ask how the model had done in similar forecasting situations.
The forecast accuracy for 1954 backcasts (mean absolute percentage deviation of 23$) would provide some clue as to how

\

accurate the 1975 forecasts will be.
Other Benefits from the Study
The primary objectives of this study were to develop
and evaluate a long-range forecasting model. One additional
benefit has already been mentioned--the study has led to a
better estimation of the current sales rates in each country.
Other benefits of the study are discussed in this chapter.
Evaluation of Alternative Projections of Causal Variables
The previous section described an unconditional forecast.
Since there is some uncertainty about the future one might
desire to use different projections of the causal variables
in order to determine the effect upon camera sales. Once
the model has been developed, these alternative projections
may be evaluated rapidly and inexpensively.

Such an exercise

may be useful in the formulation of alternative strategies or

In contrast to the simulation approach for determining
reliability, the interest here is in specific results for
specific projections.
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merely for updating the model as more information becomes
available about the causal variables.
Evaluation of Substantial and Rapid Economic Changes
The camera model may be used to determine what would
be the effect of substantial and rapid economic changes. Such
changes might be the introduction of camera production within
a country; the formation of common markets; the removal of
resale price maintenance (as done in the Netherlands); the
discovery of natural resources (oil in Kuwait); a large government program to improve housing; the introduction of an
effective mass education program to improve literacy (as in
Cuba); or, and probably most important, the effect of large
changes in trade barriers. Changes in tariffs and quotas
on cameras occur often around the world and it would seem
useful if a firm could evaluate each major change as it is
anticipated.
It is in cases where substantial changes in the market
are expected that the causal model should be especially advantageous to the naive model. An example of the use of the
causal model was provided by an analysis of the Kennedy
Round tariff reductions.
The conditional forecasting model was used to evaluate
the effects of the Kennedy Round upon 1975 camera sales. It
was assumed that the announced changes would, in fact, be made;
that they "would be made as scheduled (by 1972); and that the
measurement error in the current data on tariffs was not large.
The effects of the tariff changes upon the price of camera
goods was first evaluated using the camera price model. The
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effect of this price change upon camera sales was then evaluated by means of the causal price elasticity of -1.80.
Forecasts for 1975 for the 30 countries from Table 9-3 were
used as a sales base.

i_:-r

It had been expected that the effect of the Kennedy
Round reductions upon camera sales would be substantial. The
analysis indicated otherwise. . While the effect in some
countries was substantial (e.g. a 37$ increase in Brazil),
the average increase in sales was about 11$. -It also turned
out that the larger changes occurred in countries where the
camera market was small. As a result, the total camera market would be only 3-5$ larger with the Kennedy reductions
than without.
-Evaluation of Industry Marketing Effort The measurement model used for the international cross-section might be used in a manner analgous to the use of quality
control charts. Are there some countries in which the potential camera market has not been fully exploited?
Deviations between measured camera sales and sales as
predicted by the regression model (see Table 8-6) were examined.

Countries in which measured camera sales were lower

than predicted were called Underexploited Markets.

Countries

with the reverse situation were called Saturated Markets.
Table 9-4 presents the five extreme cases in 'each classification. The criterion for "extreme" was simply based on percentage deviation.

If one is going to look for trouble, he

should look where the deviations are substantial. However,
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it may be noted that the standard deviation for the forecast
error over all countries is about 26$. It appears, therefore,
that for the countries in Table 9~4> the probability that the
search would be in vain is fairly high (e.g. about \$% for
the United Kingdom). The question as to how large a probability should be tolerated for fruitless search depends, of
course, upon the costs of looking and the possible gain from
finding something. It may be that search would be useful even
if there was a 90^ chance that the search would be in vain.
TABLE 9-4
EXPLOITATION OF CAMERA MARKETS ('1960-65)
Underexploited Market;s (Actual < Predicted)
Country
% Difference8Finland
-.%
Denmark
-31
Sweden
-29
Austria
-28
Norway
Saturated Markets (Actual > Predicted)
% Difference8"
Country
•IT-s* Zealand
43
Peru
42
United Kingdom
39
Australia.
35
Switzerland
33
Percentage difference - 200/Actual - PredictedX
XActual + Predicted/
An examination of the countries represented in Table 9-4
"brought up, once again, the possibility that there might be
national or cultural differences. Four of the five underexploited markets were Scandanavian countries while three of
the five saturated markets were in the British Commonwealth.
But if these deviations did represent cultural differences
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one* would expect them to exist also in the backcasts for 1954*
In fact, there is a reversal in all eight countries from
Table 9-5 which permitted comparison.

Countries which were

high in 1960-65 were low in 1954 and vice versa.
Whatever the causes of the differences between measured
and predicted sales, the suggestion is that further study may
be in order.

Further study may imply any one of a number of

things--e.g. consumer surveys, studies of the distribution
system, or more effort to obtain information on the causal
variables. The results of such studies may lead to the identification of additional factors which are important to the
development of the market for still cameras.
The' Model as a Focus for Research
The development of a model as an activity also has substantial merit over the development of forecasts. The latter
focuses attention on the forecasts themselves and is very
specific to the particular situation.

The development of the

model acts as a unifying focus to integrate'large amounts of
data from various sources in an explicit and rational manner.
As data are obtained and as the"model performance is evaluated it is possible to continuously update the model
Besides providing a means for integrating data about an
industry, the model also* helps to indicate what types of data
should be collected.

Judging from a correspondence with firms

in the photographic industries two things stood out. The

Assuming that initial sales in the forecast were based
on trade and production statistics.
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firms did not seem to have a good grasp on the causal relationships discussed in this study (especially with respect
to price elasticity for the industry).

And, with minor

exceptions, the firms had no historical data readily available on such variables as retail prices of cameras; tariffs,
taxes, and quotas on cameras; or industry sales of cameras
by country.
Finally, the use of the model makes the forecasting
effort less dependent upon the "expert" in the firm as
experience is gained.
Summary
The use of the model was illustrated by providing forecasts of camera sales' for 30 countries for 1975*

The changes

from 1962 to 1975 are expected to be substantial. The total
market is expected to be almost three times as large in 1975
as in 1962. The growth rates vary markedly among the countries,
however. The market will double in the U.S. but increase by
seven times in Israel. The accuracy of the 1975 forecasts
was judged to be about the same as that for the 1954 backcasts.
The major source of growth in the camera market was due
to changes in income. Changes in camera price and in number
of potential owners were each about half as important as changes
in income and quality changes were about 1/4 as important.
A number of other benefits of the study were also considered.

These included evaluations of alternative projections

of causal changes, of various large and sudden changes in the
market, and of the industry marketing effort. The latter evaluation may lead to identifying unexploited markets.

CHAPTER 10
SOME COMMENTS ON METHODS
In this chapter,, consideration is given to the aspects
in the development of the causal model which appeared to be
most useful. The conclusions which were reached were of a
rather tentative nature. They were based on a study of only
one product--still cameras. Also the parts of the model were
inter-related and it was difficult to consider each part
separately.

Finally, as the model is broken down into var-

ious parts, there is a loss of sensitivity since the associated changes attributed to each part become smaller.
The Value of the A Priori Analysis
Great reliance was placed on using subjective information on an a priori basis. This usage took many forms—
analysis of the sample observations, of the important variables, of the causal relationships, and of bias in the measurement models.

In overall terms, the a priori analysis

appeared to be rather valuable. The model based only on an
a priori analysis provided better backcasts for 1954 than were
obtained from any of the naive models. Below, an attempt is
made to determine which aspects of the a priori analysis
were most useful.
Analysis of the Sample Observations
The theoretical justification for analyzing each sample
observation is that it is not always possible to include
enough variables in the measurement model to capture all
important sources of variation.
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For example, smuggling was
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not a variable in the international cross-section yet it
might well have been a source of variation in the measured
camera sales in Italy; or tourists might affect sales in
Switzerland.
The most obvious use of a priori information on observations in this study was to screen the data and eliminate
observations which were thought to be misleading (Appendix
A).

This is a rather standard procedure in non-experimental

research and this study provided no way to judge the value
of such a procedure. But it is hard to imagine how it could
be avoided.
Since the number of observations was not large, it was
possible to examine each one in detail. Some observations
were revised to improve comparability over the data set
(e.g. data on camera sales in Japan were adjusted for large
inventory changes).

This procedure was followed only where

the required action was clearcut (see Appendix B, Table B-5).
An effort was then made to record any reservations which
existed about the data for a given country and to state
what effect this would have upon the results of the measurement model (see Appendix A, Table A-l).

The purpose of this

latter procedure was to assist in making changes in the
measurement models.
The a priori reservations about sample observations
were examined for the international cross-section.

If, in

Fisher (1962, Chapter 1) provides a rather interesting
rationale for the use of a priori information on observations
as a guide for analysis.
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fact, we did have information which had not been accounted
for in the model, this information might be used to predict
how each country's trade and production estimate of sales will
differ from the model prediction of sales. The results were
disconfirming.

The predictions were correct on 5 countries

and incorrect on 9.
Another form of prior evaluation was to rate each observation on quality. Presumably, higher quality observations
suffered less from extraneous variation. As a result, model
predictions for higher quality observations should be subject to less error. This hypothesis was evaluated in two
situations--the international cross-section measurement model
and the 1954 backcasts.
Data for the international cross-section were divided
into three categories—low, medium, and high quality.

Quality

was based on an overall rating of the information for all
variables.

This rating scheme was subjective but the dis-

tinctions did not appear to be difficult to. make. Table 10-1
presents the results of this analysis.

(Table A-l in the

Appendix indicates the quality rating for each country.) The
results of Table 10-1 obviously were not consistent with the
hypothesis.
Data for the 1954 forecast were then rated by quality
of the data on camera sales only. The following quality
crating was as follows; countries for which the 1954 estimate

Some information on the quality of observations on the
causal variables for different countries may be found in the
World Handbook (Alker, et al., 1964).
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was based on three years—1953* 1954 and 1955—were rated as
high quality; countries where fewer than three years of data
were used were rated as low quality.

Thirteen countries fell

in the high quality class while only four fell in the low
quality class. Results indicated that the mean absolute
percentage error was 22 percent for each class. Thus, once
£L|;ain, the results did not support the hypothesis.
TABLE 10-1
ERRORS BY RATED QUALITY OF DATA:
INTERNATIONAL CROSS-SECTION
Rated Quality
Olass
Low
Medium
High

Number of
Countries
in Class

9 _ _
12
9

Mean Absolute
Percentage
Error
19
19
27

Average
Percentage
Error

*9

-5
-7

In this particular case then, a priori information on
the observations—beyond screening and ensuring comparability
across the data set--was found to be of negligible value.
This was indeed a disappointing result in view of the effort
expended in this area.
Selection of Important Variables
The a priori analysis of which variables are important
to forecasting (see Table 3-1) proved to be helpful in simplifying the problem.

There is no alternative here—one must

make an a priori evaluation of which variables x^rill be important.

The only question is whether this step is carried

out in an explicit or implicit manner.
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The primary danger of the implicit approach is that inadequate criteria may be employed for the selection.

In

particular, it seems most likely that confusion may result
between variables which are important to the prediction model
and variables which are important to one of the measurement
models.
Results from the. forecasting tests indicated that the
explicit a priori evaluation had been reasonably accurate—
although, to a certain degree, this may be due to a "self-fulfilling phrophesy".

Each variable for the 1975 forecast

showed a fair agreement with Table 3-1. A stronger argument
may be made by comparing the results of the causal model with
the results of the non-theoretically derived causal model (see
Table 8-1). The latter, designated as Statisticians* Models
#1 and #2, did not perform as well as did the causal model
based on theoretically chosen variables. Substantial gains
were made then, by specifying a small set of causal variables
on an a priori basis.
Estimates of Causal Relationships
A priori estimates of the signs of relationships received overwhelming support from the measurement models. The
estimates of the magnitudes of relationships received moderately strong support despite obvious problems with bias.

The

strongest argument for the use of such a priori estimates is
provided by the creditible showing of the a priori model.
Further support came from the agreement among various estimates of the same relationships (see the price and income
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estimates in Figures 8-1 and 8-2).

Finally, the various

measurement models in this study provided support for the
use of constant elasticities.
Some concern might be voiced about the subjective nature
of the a priori estimates and the fact that other scientists
cannot replicate these estimates.

It is true that very poor

a priori choices would have led to a poor forecasting model.
Our argument is that some a priori choice must be made and
that it would be surprising indeed if the researcher could
not select better a priori estimates than those used by our
mythical friend the classical statistician (i.e. that all
coefficients equal zero).

The performance of the model was

not particularly sensitive to the exact values of the a priori
estimates and the dependence of the model upon the a priori
estimates decreased as formal estimation was carried out.
The final version of the model performed better by incorporating the a priori estimates than by excluding them—but this
difference was not great (see the longitudinal model results
below).
Estimates of Confidence Regions'
Since it was necessary to integrate the a priori estimates with estimates from the measurement models, it was
necessary to have some'measure of confidence for the a priori
estimates.

Such estimates were arrived at through subjective

evaluation. While the estimates were very crude, performance
of the model was not extremely sensitive to the particular weights.
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Bias Associated with Measurement Models
The a priori analysis of bias associated with each
measurement model was intended to restrict the flexibility of
the researcher when the results of the model are interpreted.
This procedure is suggested to keep the researcher honest.
If he really does have more information than exists in the
particular data set, he should declare this information prior
to the analysis of the measurement model.
In fact, the use of subjective estimates of bias did
not yield estimates of causal relationships which were substantially different than those obtained without such estimates (see Table 7-20).
An evaluation was carried out to see whether these small
differences led to better or poorer backcasts for 1954-

Table

10-2 provides a summary of the differences in the model coefficients and of the differences in the backcasts obtained
for the 17 countries for 1954TABLE 10-2
EFFECTS OF "ADJUSTING FOR BIAS" UPON 1954 BACKCASTa

Coefficients which Differ*
Income
Price
Results from 1954 Backcast:
Mean Absolute Percentage Error
Average Percentage Error

No Bias
Estimated

Bias
Estimated

0.85
-0.76

1.00
-0.90

23.4£
- 2.0%

21.1$

5.8^

^his comparison is based on a revised backcast in which
initial sales are weighted 2/3 "predicted" and 1/3 "measured",
and in which the change in number of potential owner has an
elasticity of 0.8.
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It seems apparent that, in this particular situation,
the a priori estimates of bias associated with each measurement model were of little value. This result may be due
to a lack of sensitivity of the tests used here.
Compensating for Error in Predictions of Causal Variables
While the adjustments for errors in the measurement
were not of obvious value, those for the forecasting model
were as had been discussed in Chapter 8.
Stonmary; A Priori Analyses
While none of the a priori analyses were harmful to the
model, some did not lead to any substantial gains. The most
useful aspects of the a priori analysis appeared to be the
selection of a small set of important causal variables, the
estimates of causal relationships, and the adjustment for
error in the predictions of causal variables. Necessary, but
of lesser importance, were the screening of observations and
the estimation of confidence regions for causal relationships.
Estimates of bias in measurement models did not lead to any
significant gains—contrary to expectations.
One dominant theme that ran through the a priori analyses
was that the attempt to make estimates, however crude, generally
paid handsome dividends. The performance of the model was not
particularly sensitive to the exact a priori estimates as
long as they were near the region of those values selected
in this study.
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The Use of the Measure of Potential Buyers
The conceptual variable of market size or number of
potential buyers was justified on a priori grounds. It
seems reasonable to ask, however, whether the rather intensive approach to estimating the number of potential buyers
was advantageous to common practice—i.e. "adjusting the model
for scale".
To make the evaluation, it was desirable to hold constant the choice of causal variables. Thus, the same variables which were used for the causal model were regressed
against camera sales per capita. Table 10-3 presents the
results for the analysis sample of the international cross-section. For comparison, the results for the identical regression against camera sales per potential buyer are presented.
TABLE 10-3
. CROSS-SECTIONAL MODEL BASED ON CAMERA SALES PER CAPITA
Prior Estimate (0.9M-0.9) (0.7) (l.D(-O.l)
Estimated Model R*» = 4-4+1.8E' -1.3P ' -1.1|B» -0.0T ' -0.4W'
Standard Errors
(0.3) (0.6) (1.4) (1.0) (0.2)
2
R = 0.935 Standard Error = 0.46 n = 19
Estimated Model Camera
Sales/Potent H I Buyer R' = 5.7*0.9E'-2.1P»+0.9B'+0.2T'-0.5W'
R2 = 0.975 Standard Error =0.20 n = 19
where the primes denote natural logs and
Re-is unit camera sales per capita; R is sales/potential buyer
E is BeckermanTs Index
P is the retail price index for cameras
B is households per adult
T is temperature
W is rainfall
____.
For example, the Rayco Seat Cover example mentioned in
Chapter 2 used "seat cover sales per square mile".
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In terms of the fit to the analysis sample, then, the
model utilizing camera sales per capita does not perform
nearly as well as does the model based on camera sales per
potential owner. The standard error of the former model was
much greater. Also, the sign of the coefficient for the index
of buying units was in the wrong direction. While the income and price elasticities differed substantially from those
of the model using camera sales per potential buyer, it did
not seem that they are any less reasonable in the light of
a priori knowledge.
Further testing of this per capita model was carried
out.

Predictions for the 11 validation countries of the

international cross-section yielded surprising results. The
average percentage error was only 21$. This is lower than
the 31$ of the causal model. While the average error of 11$
was higher than the -5$ for the causal model, the attempt to
demonstrate the value of the use of the potential buyer
concept clearly failed here.
The estimates from the per capita model were used to
update the causal model and to then obtain backcasts for
1954*

Table 10-4 presents a summary of this evaluation. Ob-

viously this test was not very sensitive as the coefficients
were similar.
As suspected, the lack of sensitivity in the test prohibits us from drawing any firm conclusions. The model based
on the number of potential buyers performs better but the
difference is not statistically significant nor would it seem
of great practical importance.
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TABLE 10-4
USE OF PER CAPITA MODEL TO BACKCAST 1954
-

Coefficients which Differ:
Income
Price
Results from 1954 Backcast:
Mean Absolute Percentage Error
Average Percentage Error

Per Capita Per Potential
Buyer Model
Model
1.08
-0.73

1.00
-0.90

21.6$
7.6$

21.i|$

In summary, the attempt to demonstrate the value of a
precise definition of the potential buyer did not succeed.
Grosser definitions of potential buyers appeared to be adequate.
Advantages of Using Many Data Sets
Various data sets were used to provide estimates for
different parameters of the sales forecasting model. The
value of such an approach was apparent in some cases—e.g.
for assessing the construct validity of the relationships, for
obtaining improved estimates of current sales, for evaluating
the current industry marketing effort or for obtaining estimates of factors affecting camera prices. One particular
aspect of the use of many data sets deserved further consideration, however. The question here was whether any gain resulted in the estimates of the forecasting.coefficients in
the sales model—i.e. the constant term and each of the
elasticities.
The basic approach taken in this study was to estimate
each forecasting coefficient separately and then to build
up the forecasting model. This required estimates of causal
relationships and then subjective adjustments to compensate

215
for errors. A simpler approach would have been to estimate
"the forecasting coefficients directly by means of the longitudinal model. The longitudinal model across countries conformed to the forecasting model and provided an optimum set
of forecasting coefficients for the time of the analysis
data.

One might be willing to assume that any biases assoc-

iated with this measurement model would be constant over
time so that it could be used directly as the forecasting
model. Kuh (1959* p.212) makes a similar argument for time
series data.
A comparison was made between the updated causal model
and the longitudinal model for backcasting 1954are presented in Table 10-5-

^b e results

It should be emphasized that the

models utilized much of the same information. The estimates
of initial sales are the same as are the forecasts of the
independent variables. The only differences lie in the
coefficients of the forecasting model.
^

TABLE 10-5
LONGITUDINAL MODEL VS. UPDATED CAUSAL MODEL

Coefficients which Differ:
Constant
Income
Price
Results from 1954 Backcast*.
Mean Absolute Percentage Error
Average Percentage Error

Longitudinal

Updated Causal
Model

1.093
2.100
-0.640

0.918
1.000
-0.900

26.3$
-19.7$ •

2 1 . lifo

- 5.8$

It may be seen from Table 10-5 that the coefficients
based on information from many data sets were superior to
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those based on the longitudinal model.

These results are

consistent with the notion that is is useful to break the
forecasting model down so that different data sets may be
utilized to estimate the different components of the model.
The gain in this situation was an Important one but was not
statistically significant at the 5$ level.

(The superiority

of the use of many data sets would have been obvious, of •
course, if account had also been taken of the gains from
the estimates of initial sales).
The above analysis should not lead one to overlook the
benefits of the longitudinal model. This data set offers
much in that it may be used to integrate 'the various parts
of the forecasting model. One promising strategy would be to
introduce all outside estimators into the longitudinal measurement model to obtain a consistent set of forecasting coefficients.

Such a strategy would benefit greatly from improve-

ments in the longitudinal data.
Many Variables vs. Few" Variables
It was suggested earlier that there are often many important factors in non-experimental data which cause variation in a dependent variable. For this reason, it would
seem worthwhile to try to include each of these important
variables in a given measurement model. The inclusion of
more variables leads to increased costs and to certain measurement problems, however. The question then is just how does

"*"The free-form of the longitudinal model was used for
this analysis.
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one determine whether a variable is important enough to
justify its inclusion in a measurement model.

In more gen-

eral terms, how "complete" should a measurement model be in
non-experimental research?
This problem of many versus few regressors seems to be
an old one. Wold (1953) pointed out that this problem first
arose in the literature when R. Frisch conjectured in 1934
that "if many regressors are introduced a regression coefficient has a tendency to return to the value obtained with a
small number of regressors". The results of the camera study
are in agreement with this hypothesis. Estimates of the price
and income elasticities did not change substantially with
the addition of more .variables in the analysis sample of the
international cross-section. The standard error of the price
elasticity was reduced substantially with more variables,
however. These results are presented in Table 10-6.
TABLE 10-6
ELASTICITIES WITH MANY VS. FEW INDEPENDENT VARIABLES (n«19)
(STANDARD ERRORS IN PARENTHESES)
Variable
Price
BeckermanT s
Index

No Other
Independent Variable

-2.04 (0.45)
0.90 (0.11)

With Three Other
Independent Variables
-2.10 (0.25)
0.88 (0.13)

The comparison of models in Table 10-6 did not account
for the fact that a priori estimates for some variables had
already been entered (i.e. to account for the number of potential buyers).

An even simpler model was developed which

regressed total camera sales against only income and price.
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Table 10-7 presents the results for this model as estimated against the analysis sample of the international
cross-section.
TABLE 10-7
TOTAL CAMERA SALES VS. NATIONAL INCOME AND CAMERA PRICE
Priori Estimate
(0.90) (-0.90)
Estimated Model. C = -5.92 + 1.161f - .1.74P1
Standard Errors
(0.11)
(0.77)
R s 91$
Standard Error =0.62
n s 19
where the primes denote natural logs and
C is total camera sales per year (1960-65 average)
I is national income
P is price index for camera goods
While the fit of this model to the analysis data was
not nearly as close as were the previous models (i.e. the
mean absolute percentage deviation was 47$)> the coefficients
seem to agree reasonably well with the a priori information.
Both coefficients are on the high side but the overall picture is about as favorable as that obtained< in the more complete causal model (Table 7-10).

The standard errors of the

coefficients were large in comparison to those in the complete
model.
The performance of this simple model in predicting sales
for the eleven countries in the validation sample was surprisingly good.

The mean absolute percentage deviation of

27$ was lower than that of the causal model (31$).

The

average error of +21$ was, however, not nearly so good (vs.
-5$ for the causal model).
The value of using more complete models was not demonstrated
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in this study.

It is difficult to provide any rule of thumb

as to when one should stop entering variables. The results
of this study would seem consistent with the rule of thumb
referred to by Ball (1965) that one needs ten observations for
each coefficient estimated in a multiple regression. One
conclusion which does seem reasonable is that the benefits
of finding additional causal variables for use in a measurement model drop

off sharply (when aggregate data are used).

The Value of Global Indices
One of the theoretical positions taken in this study
was that it is possible to improve the measurement of conceptual variables by utilizing operational measures which
are derived from different approaches. This position received support when the two measures of camera sales—one
based on the prediction from the regression across countries—
'.were combined to estimate current sales.
There are two additional situations which allow us to
examine the value of using different approaches for measurement.

The first situation relates to the measurement of

camera prices.

It would appear that a combined measure based

on the measured prices and on the prediction from a regression
across countries would be superior to the use of measured
prices only. This hypothesis was tested in the regression
against the 11 countries of the validation sample. The details are provided in Appendix C.

The combined measure led

to improved predictions of sales for 7 out of 11 countries.
The second situation was to use a combined index of
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economic ability to purchase which was based on Beckerman's
Index and on personal consumption expenditures per capita.
This index was used in the regression on the international
cross-section to see whether the prediction of sales was improved.

The results for. the 30 countries indicated that there

was no gain from using a combined measure.
In summary, the position that gross indices are superior
received moderate support.

In none of the situations did it

lead to poorer results. One situation showed marked imporvement, one moderate improvement and one negligible change.
Summary
An analysis of the usefulness of various aspects in the
development of the causal model led to a number of conclusions.
These conclusions are of a rather tentative nature since it
was rather difficult to isolate the interdependent parts of
the model. Some caution is also called for inasmuch as only
one product was considered in this study.
The value of the a priori analysis was demonstrated both
in overall terms and with respect to many of the operational
procedures involved. A dominant feature of this analysis was
that the performance of the model was not sensitive to the
particular choice of a priori estimates as long as they were
near the region of those values which had been selected. Substantial benefits were derived from most a priori estimates.
The value of using many data sets was shown to hold even
for the estimation of the forecasting coefficients. The study
also provided support for the hypothesis that it is useful to
combine different types of indicators into gl'obal indices.
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Little empirical support was gained for the argument that it
is worthwhile to obtain precise measures of the number of
potential buyers. Finally the question of how many variables should be included in the measurement model went
unresolved.

CHAPTER 11
I

CONCLUSIONS

A causal model was developed to provide long-range
sales forecasts of still cameras for the international market.
The performance of this model supported the hypothesis that
causal models are superior to naive models for unconditional
long-range sales forecasting.
It was not possible to test the forecasting ability of
the causal model directly. Primary reliance was placed upon
a test of unconditional backcasting. Data from 1967 to I960
were used to backcast 1954 camera sales for each of 17
countries. The average absolute percentage error of the
backcasts provided by the causal model was 23$ in contrast
to the 43$ for d naive model purporting to represent current
practice.

The dollar value of such an improvement in accur-

acy would be substantial if these results might be generalized
to the forecasting situation.

It x^as estimated to be on the

order of a $1,000,000 savings for a firm with sales of
$100,000,000. This savings would appear to be rather large
in comparison to the costs of developing the model.
The superiority of the causal model over the naive model
was also found to be statistically significant at the 5$
level.

In view of the size of the potential gains, it appears

that it would be worthwhile developing such a model even if
there was a 5$ change that the effort would result in failure.

^he costs for this study were about 1.5 man years, four
hours of IBM 7090 time, and some support in data collection.
.
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Actually, the results might be viewed with somewhat more caution in that only a single product was studied.
Additional Testing of the Model
While predictive validity was of utmost concern, there
were additional methods for evaluating the causal model.
Construct validity of the more important causal relationships
was examined by comparing estimates from different data sets.
Close agreement was found among the various estimates of
income elasticity. • These estimates came from subjective
data (used in an a priori manner), from cross-sectional data
over 30 countries, from longitudinal data over 21 countries,
and from U.S. household survey data from over 12,000 families.
The- case for estimates of price elasticity was encouraging
but not so strong as that for income elasticity.
Concurrent validity was examined by retaining data on
11 countries from the international cross-section.

Pre-

dictions for the level of camera sales in each country were
substantially better under the causal model 'than under the
naive "manager's model" used to simulate current forecasting
practice.

The mean absolute percentage error of the causal

model was about 60$ that of the naive model (31$ vs. 5^1$) •
This difference was significant at the 5$ level.
Finally, the model was able#to explain historical variations to a rather close degree. This was especially true
for explaining differences in camera sales among countries
where the R

between actual and predicted sales for the 30

countries was over 99 percent. A close fit was also obtained
for explaining differences among household groupings where
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R was 90 percent. The explanation of changes in camera
sales for a group of countries was not so good, however, as
the R

was only 25$. *

The Development of the Causal Model
The basic stages in the development of a causal model
for long-range forecasting are outlined in Figure 11-1. These
stages may be contrasted with those required for the development of naive long-range forecasting models as presented in
Figure 11-2. The complexity of the causal model would appear
to be a disadvantage since poor measurement at any stage of
development would affect the performance of the model. The
results of the camera study indicated, however, that the
model was not extremely sensitive to measurement errors at
each stage despite the fact that some of the measurement
techniques were very crude.
A heavy reliance was placed upon the use of subjective
data to provide an a priori specification of the causal re*

lationships.

In short, it was possible to completely specify.

the causal relationships without any formal estimation. This
a priori model yielded forecasts which were superior to
those provided by any of the naive models.
It should be noted that while a substantial amount
of work went into the various measurement models, the improvement in the accuracy of the forecasts resulting from this
estimation was only moderate. The mean absolute percentage
error was 30$ when the a priori version of the causal model
was used. When the estimates were updated by using the
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FIGURE 11-1
DEVELOPMENT OP A CAUSAL MODEL FOR
LONG-RANGE FORECASTING

I Measure Causal Relationships""!

4

Predict Changes in Causal
Variables
Compensate for Errors in
Predictions of Causal
Variables

Industry
Sales

*

Predict Changes in Camera
•
Sales
Measure
Current
Sales
Rat«
Predict
Market
Share

Industry Sales «
Current Sales +•
Changes in Sales

Firm Sales = (Industry Sales) x
(Market Share)

Firm Sales
(not considered in this
study)

measurement models the error was reduced to 23$. The improvement in the estimate of the current sales rate was the primary
factor leading to the improved forecasts of the updated model.
To state this another way, the a priori estimates of the
causal relationships performed almost as well as did the updated estimates in the .unconditional backcast of 1954- Of
course, the formal measurement also served to improve our
confidence in the model, to make the model less dependent
upon the a priori estimates of a single researcher, and to
satisfy- a number of secondary objectives of the study.
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FIGURE 11-2
DEVELOPMENT OF NAIVE MODELS FOR
LONG-RANGE FORECASTING
A.

Direct Firm Forecast
Measure Current
Sales Rate of
Firm

Measure Changes in
Rate of Firm's
Sales
Pi T*m Sol fis ^

Forecast
B.

Industry-Firm Forecast
Measure Current
Sales Rate of
Industry

Measure Changes
in Sales Rate
of Industry
Industry Sales
Forecast

Predict Market
Share

I

Firm Sales

=

(Market Share)x
(Industry Sales)

The causal variables which proved useful in forecasting
changes in camera sales included, in order of importance, per
capita income, retail prices of cameras, number of potential
buyers, and the quality of still cameras.
Changes in the causal variables themselves were predicted primarily by naive methods augmented by certain outside
information. One exception to this was the prediction of
camera prices where a causal model was employed. This model
predicted changes in camera prices on the basis of changes in
tariffs, taxes, resale price maintenance, trade controls, and
the proportion of camera consumption represented by imports.
The causal factors from the price model were, in turn, predicted
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by use of naive projections and outside information.
While the parameter estimates from the price model were
based only on a single, measurement model, they showed close
agreement with a priori estimates. The reliability of the
estimates was not overly impressive but, on the other hand,
it was not so bad as to render the estimates useless. The
ability of the model to explain differences in prices among
*

p

countries was modest. The R between actual and predicted
price for 26 countries was about 70$ and the average error
was 10$.
The price model proved useful not only in predicting
price but also in helping to supply missing data on prices
for. other measurement models. This was of particular importance since no adequate data on camera prices could be
found for years prior to 1966. In some countries, data for
1966 were not even available.
The compensation for errors in the prediction of the
causal variables was carried out by using subjective information to adjust the coefficients of the causal variables.
Experimentation with the longitudinal data set was used to
test out the reasonableness of these adjustments.
The current rate of camera sales was based on the average yearly sales rate for six consecutive years. These data
were aggregated over time to dampen out short run factors.
Two indicators—one based on trade and production statistics
and the other on sales as predicted by the regression across
30 countries—were weighted to provide a single estimate of
the current sales rate.
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Improving the Model
One of the more desirable features of causal models,
in contrast to naive models, is that the path to future improvements is clearer. Both approaches would benefit substantially from better estimates of the current sales rate,
of course. The causal model can benefit additionally from
further measurement of the causal relationships, from better
methods of predicting the causal variables, and from better
methods for adjusting the forecast coefficients to compensate for error in the prediction of the causal variables.
The improvement which is possible from having a better
estimate of current sales would appear to be substantial.
Surveys of consumers and/or retailers seem to provide an
obvious means for improving the estimate of the current sales
rate.

Such surveys might be conducted periodically in each

country.

Even without such surveys the situation is expected

to improve since the quality of international trade and production data has been improving rapidly.
Improvement in the measurement of causal relationships
should result as more and better data become available for
both sales and causal variables. It would also be useful to
seek out additional data sets such as data by state in the
U.S., time series data on one or more countries, survey studies
to determine why people purchase cameras, consumer panel data
which includes camera purchases, or shopping experiments.
Improvements in the longitudinal data set would be of particular importance—e.g. observations on additional countries,
longer time span, and more reliable measures. Emphasis should
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Ipe placed upon measurement of the effects of price and
quality changes.
letter predictions of changes in the causal variables
would also appear to lead to improvements in forecasting.
This is especially true 'with respect to predictions of camera
price changes. Improvements in this area would, in turn,
lead to less of a problem in deciding how much to adjust the
forecast coefficients to compensate for errors in predictions
of §ausal variables.
Additional Benefits of the Study
While the primary emphasis in this study was on long-range
forecasting, a number of side benefits were considered. The
gtudy provided a means for:
a. examining the impact of "large changes" in the market
upon camera sales. One example, the Kennedy Round
tariff reductions,was considered in some detail.
fc, measuring the current rate of camera sales in a country
. wjiere, for some reason, trade and production figures
are not available.
e, ^evaluating the effect upon camera sales of alternative
projections of the future in a rapid and inexpensive
manner.
§L. evaluating the industry marketing effort with special
emphasis upon the identification of markets which have
not been fully exploited.
Limitations of the Study
The most important limitation of the current study was
that it was restricted to the study of a single product.
There does not appear to be any reason why the approach used
in this study coulti: not be extended to the study of other
products.
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Another limitation was that the model restricted
itself to aggregate data (by country).

While the promise of

the future is expected to lie with disaggregated data, models
for international markets will probably be limited to aggregate data for a number of years.
Finally, it should be noted that the study was restricted to the industry level, it was assumed that improvements
in the industry forecast would lead to corresponding improvements in the firm's forecast.
Summary
The occurrence of numerous large changes in international markets, the improvement in the quality and availability
of data on international markets, and the existence of low
cost multivariate statistical measurement models led to the
belief that causal models would be of substantial value in
the study of international markets. Support for the value
of causal models was received by an intensive study of the
international market for still cameras. The margin of superiority of causal models over naive models representing current
practice appeared to be of great practical importance and the
likelihood that the results were due to luck on the part of
the researcher seemed low-

APPENDIX A
A PRIORI EVALUATION OF OBSERVATIONS
Data from 60 countries were considered for possible use
in the international cross-section.

These included, with

minor exceptions, all countries which had a 1964 National
Income of over one billion U.S. dollars.

(As reported in

"Indicators of Market Size for 89 Countries" in the December,
1966 issues of Business International.)
The data for each of these 60 countries were then carefully evaluated with the net effect that an additional 29
countries were eliminated.

The most important screening rules

were those pertaining to severe trade controls. The objective
was to retain a sample of countries over which a comparable.
mix of cameras was for sale.
A summary of the analysis is presented in Table A-l.
The countries were divided into four categories:

class 1

countries were eliminated; class 2 countries were retained
with strong reservations; class 3 countries were retained
with mild reservations; and class 4 countries were retained
with no significant reservations. Brief notes are provided
about these "reservations". For each class 2 and 3 country,
a priori predictions were also made as to what would be the
net effect of these reservations.'
Initially, strategies had also been proposed as to what
to do if the a priori reservations were justified.

Since this

whole analysis, beyond the screening of the data, proved to
L

L

'•

'

•

The analysis was also of some use to the longitudinal model.
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be of no measureable value, the details on strategy were
dropped from the presentation.
' TABLE A-l
A PRIORI EVALUATION OF OBSERVATIONS ON COUNTRIES

Country
Turkey
•.Chile

Columbia
Uruguay

Burma
Ceylon
Greece
Hong Kong
India
Indonesia
South Korea

Malaya
Pakistan

Philippines

Class 1—Countries Excluded
Reasons for Exclusion
Low import quotas; very high tariffs; low
camera sales rate
Low import quotas; wide fluctuations in camera
sales
Very wide yearly fluctuations in camera sales
rate; low import quotas
Extreme import controls including quotas, licences
prohibitions, tariffs, and red tape; inadequate
data
Prohibition of photographic imports; licenses
required for film purchases
Prohibition of photographic imports since 1962
High unexplained variation in sales rate; possible large unknown variations in tariffs,
taxes and import controls
Extremely high tourist sales; parcel post imports
not included in the data; inadequate data on
explanatory variables
Low import quotas; inadequate data on internal
production; extensive black market; very low
measured camera sales rate
Low import quotas; extreme tariffs (over 350$);
extensive smuggling; low quality of data on
most variables
Prohibitions in 1963; large second hand market
from sales through U.S. Armed Forces; low
quality of data for some explanatory variables;
large unexplained variations in sales
High tourist sales through Singapore; confusion
in data as to political boundaries
Low quotas; low quality of data on some explanatory data; high tariffs and taxes; large unexplained variations in camera sales rate
Strict import control by licensing; high tariffs
and taxes; low quality data on some explanatory
variables
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TABLE A-l--Continued
Country
Taiwan

Class 1

South Vietnam
Syria

Iran
United Arab
Republic
Algeria
Morocco
Sudan

Reasons for Exclusion
Extensive smuggling; large unexplained variations
in sales rate; low quality data on some explanatory variables
Prohibitions; very low quotas; very high tariffs; inadequate data on explanatory variables;
war
Low quotas; high tariffs; very low camera sales
rate; lack of adequate data on explanatory
variables
Extensive smuggling; severe import controls;
low camera sales rate; lack of adequate data
on explanatory variables
Very low quotas; low camera sales rate; inadequate data on explanatory variables
Inadequate data on explanatory variables; high
unexplained variations in the camera sales rate
Inadequate data on explanatory variables; low
camera sales rate; use of restrictive licenses;
high tariffs
Inadequate data on explanatory variables; low
camera sales rate; strict import controls
No data on camera sales rate

Bulgaria
Hungary
Czeckoslovakia Different quality mix of cameras available;
difficulty in obtaining data on ability to purEast Germany
chase which would be comparable with rest of
Poland
sample; strict import controls
Rumania
Russia
Class 2—Countries Retained on Tentative Basis
Prediction of Net Effect
Reservations about Data
Country
Possibility of black market
Brazil
due to heavy tariffs and
controls on imports; price
estimates too high due to
black market
Guatemala
Low camera sales rate; low
quality data on some explanatory variables
Trade and production
Peru
Import controls may be
figures too low
very restrictive
Trade and production
Iftigoslavia
Possible controls on forfigures too low
eign goods
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TABLE A-l—Continued
Class 2
Prediction of Net Effect
Country
Reservations about Data
Iraq
Data on, literacy subject
Trade and production
to much uncertainty;
fieures too low
strong controls on imports
Israel
Very high tariffs and taxes
New Zealand
Wide variations in yearly
sales rate; poor data on
some explanatory variables
South Africa Restrictive licensing;
Trade and production
figures too low
wide variations in yearly
sales; uncertainty on
estimate of literacy
Thailand
Predicted sales too
Ability-to-buy underlow
estimated
Class 3--Countries with Minor Reservations
Country
Ireland
Italy

Austria
Belgium-Lux,
France
W. Germany

Spain
Sweden
Switzerland
Japan

Reservations about Data
Prediction of Net Effect
Uncertainty on literacy
data; high unexplained
variation
Possibility of extensive Measured sales too low
smuggling from Ger. and
Switz.; subjective estimates of sales from insufficient data
Measured sales too low
Possibility of restrictive
controls through 1961j.
Large unexplained shift
in 1963
Subjective estimate of
sales from incomplete
data
Measured sales too high
Private survey indicated
that official statistics
are overstated
Subjective estimates on
sales from insufficient
data
Measured sales too high
Possibility of high
tourist sales
Measured sales too high
Possibility of high tourist
sales; smuggling to Italy
Predicted sales too
Quota on color film; ques- high
tionable data on exports
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TABLE A-l--Continued
Class 3
Country
Reservations about Data
Argentina
Possibility of black market
due to high prices; inequality 'of income distribution
Mexico
(1962 data excluded);
possible use of import licenses to restrict; subjective
estimate on production
Venezuela
Possible use of license

Prediction of Net Effect
Measured sales too high
Measured sales too high
Measured sales too low

Measured sales too low

- Class li.—Countries with No Prior Reservations
Denmark, Finland, Netherlands, Norway, Portugal, United Kingdom,
Canada, United States, Australia

APPENDIX B
ORIGINAL DATA AND NOTES
1. International Price Data
The international price data were comprised of a price
index and five predictor variables. They are presented in
Table 7-2. Sources and notes on these data are presented below.
a. Retail Prices of Camera Goods
A survey of importers or sales managers for a U.S.
photographic firm was utilized to obtain data on the prices
—of camera goods. The following questions were asked:
"We are interested in learning the typical price paid
by consumers in your country for the camera models listed
on the table on the next page. If the exact model
named is not available in your country, would you please
provide the brand, model number, and price of a similar
type of camera which is readily obtainable. If there
is discounting in your country, and the discount price
is different from the typical price, please fill in
the appropriate column."
"In the columns at the far right of the table, would
you specify how much of the price for each camera is
tax that is recognizable, and what type of tax it is."
As the result of a persistent follow-up, responses were
obtained from 26 of 27 countries in the sample survey. The
responses were obtained over the latter part of 1966.
An examination of the results indicated a number of
problems. Most of the camera goods on the.questionnaire were
not widely available over the 26 countries. In addition,
some confusion appeared to exist about product definitions-e.g. did the price for a Kodak model #101; include the whole
kit? Was processing included in the price of the films?
To handle the first problem attention was restricted to three
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brand categories which appeared to have wide distribution.
These included Kodak, Polaroid and Canon. These selections
also appeared to mitigate the second problem since these
three brands did not show some of the extreme fluctuations
among countries which had appeared among other brands.
Further efforts to control the definition problem were carried out by looking only at the price of black and white film
(to avoid the problem of "processing costs") and by running
a second survey which clarified the wording on the Kodak
models by emphasizing that"kits" not be included.
The second survey provided an opportunity to test the
reliability of the questionnaire. This survey requested
less information and concentrated on Kodak and Polaroid
products.

The surveys were sent to the same organizations

that had completed the first surveys. Returns from 20
countries were received in early 1967•

In most cases, these

returns matched exactly with the first survey. Where discrepancies existed, the differences were usually small in
percentage terms. It was not known whether these differences
were due to response error or to actual changes from late
1966 to early 1967. Results from the two surveys were averaged. Table B-2 presents the retail price data.
b.

Factors Affecting Camera Prices
The factors causing variations in camera prices were

obtained from numerous sources:
Technological Change was estimated primarily on the basis
of data from Sears-Roebuck catalogues. Table B-3 presents the
original data. Year to year changes were obtained for the

2i;0
TABLE B-2
AVERAGE RETAIL PRICES OF CAMERAS AND FILM BY
COUNTRY: 1966-67 '(U.S. DOLLARS)
Kodak
Camera
Film
Country
Type 101; Type VP126
Austria
11]-.90
.58
Belgium-Lux. 17.90
.70
Denmark
12.00
.^9
Finland
15.90
.61; '
France
15 .-oo
-k5
W.Germany
15-80
.55
Greece
15.50
.60
Ireland
15.70.
.68
Italy
15.50
.56
Netherlands ll^.If-O
.55
Norway
15.30
.66
Portugal
l8.1;0
.67
Spain
15.00
.51
Sweden
12.50
.57
Switzerland 12.20
.60
U. Kingdom
15.11-0
.62
Canada
17-10
.72
TJ. S.
11;.80
•W
Argentina
17.50.
l.ll;
Brazil
27.20 a
-95
Mexico
15.00
.72
Venezuela
15.30
.77
Australia
11^.50
.72
Hong Kong
.1;2
lO.lj.0
Japan
11;.00
.1;6
S.Africa
15.00
.63

Polaroid
Camera
Film
Type 101; Type 107
3.20
83.30
80.00
2.90
72.00
2.80
95.00
k-50
61;. 00
2.50
70.00
3.00
120.00
k-5o
78.00
2.80
69.00
3.10
63.00
2.70
90.00
3.00
........

70.00
78.00
61.00
77.60
60.70
50.00
156.00
180.00
96.1;0
82.00
71.00
51;. 60
67.00
80.00

3.1;0
2.70
3.00
2.80
3.00
2.20

5.50
6.30
3.90
3.00
3.30
1.90
3.60
. 2.80

Canon
Camera
Type QJ.25
95.00
63.60
88.00
89.00
65.60
87.80
68.00
71;. 80
107.00
78.30
71.00
1;9.80
112.00
92.50
119.00
200.00
109.00
80.00
38.80
j;2.80
105.00

•

Estimated on basis of a "comparable" model.
same camera models.

As many cameras were used as possible.

The prices were adjusted by a general price index to convert
to constant dollars.

Percentage changes for each camera type

were then aggregated by use of a geometric mean to yield a
single change index for each year-

(Percentage data were used

so that expensive cameras would not be weighted more heavily
than inexpensive cameras.)

For the film data, the raw prices

for the two components were aggregated by an" arithmetic mean

2U1
TABLE B-3
SEARS CATALOGUE: PRICES OF CAMERAS AND FILM
OVER TIME: 1960-65
Still Cameras
Years
Item (without case)
1961;-5 Tower 20B
Tower 10B
Tower 37A
Polaroid H O B
1963-1;

Tower iBB
Tower 20B
Tower lil
Tower 37A •
Tower 55B

1962-3 Polaroid J66
Tower 32A
Tower Automatic 35^m
Polaroid 900
1961-2 Polaroid 900
Tower 55
Argus Twin-Lens Reflex Kit
Tower Automatic 127
Tower 57A
L1960-1

Tower 55

Iiist
?ice
1961; P:
1965
$ 81;.50
1;9.00
98.95
159.95
1963
61;. 22
83.95
6k. 22
98.95
19.50
1962
S3.93
llj-3-95

kk-k7

$ 81;.50
lj.9.50
88.00
161;.95

l%k
61;. 22
81;.50
59.22
98.95
19.50
1963
88.88
138.50

Uk-kl

3k-kk

ll;8.88
1962
llj.2.93
16.50
26.50
17.50
3I1..W1.

I960
17.95

1961
17-95

1U2.93
1961
125.93
17.95
29.50
17.50

35 ™ Film Prices
Years . 20-Exposure B&W 20-Exposure Color' Price Deflator
.61;
2.19
108.9
1965
1961;
.70
2.15
107.1;
1963
.70
2.15
106.1
1962
.70
1.91;
101;.9
1961
.70
1.91;
103.9
I960
.70
2.06
102.9
Personal Consumption Expenditures Price Deflator for
all goods from Economic Report of*the President, January, 1967.
Notes: (1) In 1965* the quality of films was improved as the
film speed was increased. (2) The films in this index are of
foreign manufacture except for color film in I960 and 1961.
In these years the prices of Kodachrome 1 film were reduced
by $1.05 (the margin from later years) to put them on a
"foreign film basis". (3) The prices of color film include
processing costs but the black and white film price does not.

2l;2

since the unit sales of black and white film are roughly
equal to those for color film.
Tariff information was obtained primarily from Duoanes
(International Customs Journal).

Data were not, however,

available for all countries nor were the Journals always of
recent issue.

As a result, supplementary data were collected

from the Overseas Business Reports (formerly known as World
Trade Information), from Business International publications,
from correspondence with the United States Department of
Commerce, from the survey of importers (used to obtain price
data above), from International Commerce (all weekly issues
from I960 through 1965 were surveyed), and from Topping (1963) .
These sources were used to construct the pattern of tariff
changes from I960 through 1965.
The collection of tariff data was very time consuming.
Unfortunately, correspondence with some of the major photographic companies indicated that they did not keep historical
data on tariffs.

It would seem that the quality of these

data could be substantially improved by careful collection
of the data over time.

In general, tariff changes may be

noted in much greater detail as they occur.
Tariffs for cameras and films were combined by a simple
arithmetic average which weighted, the camera tariff four
times as heavily as the film tariff.
Information on Sales Taxes included all government taxation which applied to both domestic and imported cameras.
The sources here were, in general, the same as those used
for tariffs.

The key problem area, as for tariffs, was in

21;3
obt'aining comparable data across countries. All taxes were
expressed as a percent of duty-paid value and a single index
was obtained by weighting taxes on cameras four times as
heavily as taxes on films.
Resale Price Maintenance was treated as nominal data—
either it existed at a point in time or it did not. In
retrospect, this approach probably led to a loss of informa*

tion which outweighed the gain in statistical convenience.
It was difficult to categorize many countries--a three-way
split would have made the classifications much easier-

(These

comments apply only to the cross-sectional data; degrees of
change were estimated when changes over time were examined).
Information about changes in RPM was gathered from Edwards
(1966), from various publications by the U.S. Department of
Commerce, from Business International publications and from
the survey of photographic importers. The survey approach
would appear to be most useful if further work were to be
conducted in this area. Yearly surveys of £he photographic
distribution system could provide information on the strength
of RPM.
Information on non-tariff import controls was obtained
from the same sources as was information on tariffs. These
controls included quotas, licenses, foreign exchange restrictions and prior deposits. The measurement problem here
was so serious that the data were of little value. Countries
with no serious import restrictions were easy to identify.
For other countries, however, there was a wide variety of
types and of severity of the controls. As in the case of
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RPM, the two-way classification led to problems.
The percent of imports of total camera sales was
estimated by using the proportion of imports in each country
over the period 1960-65•
c.

Changes in Factors Affecting Camera Prices
The sources listed in the previous section were used to

describe changes in the causal factors for the price model
over the period 196O-67. These data are presented in Table B-l;.
2. International Sales Data
a.

Sales Data
Data on unit still camera sales were collected for nine

years. The sources of these data were varied. With few
exceptions, however, the sources were all supplied by the
U.S. Department of Commerce in Washington, D.C.

Since this

Department will do the search for data there seems to be
little need to provide a bibliography.

In addition, the

United Nations is now in the process of gathering all of
the data into one source (see Walker, 1963).
The data on still camera sales are presented in Table B-5.
The notes provide information on sources other than the
Department of Commerce and on any a priori adjustments of
the data.
The apparent precision of the data implied by the number of non-zero digits is misleading.

Estimates of camera

sales were rather crude and contain a good deal of subjective
input.
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TABLE B-l;
DATA ON PRICE DETERMINANTS (1960-67)

Country
Austria
Bel.-Lux.
Denmark
Finland
France
W.Germany
Ireland
Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland
U .Kingdom
Canada
U.S.
Argentina
Brazil
Guatemala
Mexico
Peru
Venezuela
1Australia
New Zealand
Japan
Thailand
Iraq
Israel
S.Africa
Yugoslavia

Tariffs (£ C.I.p.)
Taxes (% Dutv Paid Value)
(2)
(1)
(6)
(3)
(5)
(45
Average Average Average Average Average Average
1966-67 1964-65 1960-61 1966-67 1964-65 1960-61

13

13 a

1

10
0
9
11
9
32
11
10
8
22
27
8
2

10
0
9
13
8

12
0
9
18
6

°aa
10

29

22 a
12 a

8
22

12

3

13

a

^ oa

a

7

5a

5

5

15

13
10
11
30
6

0 •
' 25

3

3

4
5
11

18
11

10
12

33

5
3«
4a

8
12

7
3
. 10

10

20

*

6

4 .

15

**

2

2

35
15
15

37
15
15

37

15

15

200

59

..-

--

mm mm

ko
45
20
k

37

33

^ aa
20

70

12
3
26
12
2
3
6
0

11

159
72
60

10
17
160

25

• 25
20
20
13

10

—
--

—
—

5
22

2

°5aa

a
31
aa

--

20

31

15

37

37

35

—.
—

---

12
0

13

13

10

34

—

——

22
31
37
37

85
0
10

4

3
10
—.
-.-

10

0
•••"

«

oa
4
20

a

ll a
2
10
--

0

3
8 aa
0

•

aa

37
8

4

3
8fla

15

3
^a

°a

25a
-_

25

0
" • -

designates countries which were estimated on very
limited information. In most cases, the data were not available for the exact time periods.
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TABLE B-4—Continued

Country
Austria
Bel.-Lux.
Denmark
Finland
France
W.Germany
Ireland
Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland
U.Kingdom
Canada
U.S.
Argentina
Brazil
Guatemala
Mexico
Peru
Venezuela
Australia
New Zealand
Japan
Thailand
Iraq
Israel
S.Africa
Yugoslavia
a

Resale Price Maintenance
S « Strong
W = Weak
1966-67 1964-65 1960-61

S
S
W

s
w
w
sw
w
w
ss
w
w
w
s
w
w
s
sw
w
w
w
s
wa
w
w
w
s
s

s
s
w
s
sss
w
w
sss
w
ss
s
w
w«.
-

s
s
s
s
ss
s
w
ss
ss
s
s
s
s
w
w
m.
m.

w
w
w
-

w
w
w-

w
w

w
w

s

s

mm

-

m.

-

-

Non-Tariff Import Control
S = Strong
W = Weak
1966-67 1964-65 1960-61

SW

w
w
w
w
ssw
w
w
sw
w
w
sw
w
s
w
w
s
w
w
s
w
w
s
w
s
s

sw
w
w
ssssw
w
w
sw
w
w
sw
w
s_
w
w
w
w
w
w
mm

-

w
s
s

S

w
w
w
s
s
ss
w
sw
s
w
ss
sw
s
mm

..

w
s
w
w
s
w
w
s
s
ss

See previous page for this footnote.

Notes: The minuses are rough indicators of the intensity of
the effect. The S- indicates effect of roughly half of S. The
blanks (-) are unknown and no estimate was made.
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TABLE B-5
INDUSTRY SALES: STILL .CAMERA UNITS BY COUNTRY
(1953-55; 1960-65)—ALL FIGURES IN HUNDREDS
Country
1965' 1964 1963 1962' 1961' i960 1955 1954 1953
Austria
780 1010
770
840; 730
910
106 a 880 257
Bel.-Lux.
2550 2340 2390 1190 1050 1110 1125 620 1070
Denmark
110(5. 1370 1390 1230 1250 1320
982 1190 757
Finland
500
440' 390
35o: 280
260
535 a H O , 51
France
1467O 13460 11340 10400 8990 ; 8800
13200
W.Germany 25550 22720 13730 ,10460 16530 12430
170 ™ Ireland
100
110
90
260 I 230
260
Italy
7846 7370 6070 3110 ] 2880 : 35oo 1283 1120 712
593 390 555
Netherlands 3620 4270; 2960 2630 ' 2300 2300
152 250 138
Norway
710 '430
350
540 ! 510
510
1
:
Portugal
290
460
110
190 ! 260 j 210 1300 1800 94o
-Spain
1570 12ia— 990 L - a 8 o f 560 ! 530 1210
670
Sweden
377<5 3900 2700 i 2300 j 2000
: 2000
Switzerland 2830 3210 3620 : 2500 ! 1910 1750
U.Kingdom 15620 21430 17040 15840 !l6230 ;16800
:
Canada
5000 4600 4500 : 4000 i 3500
4500 - —
ko
!
u.s.
114480.88140 72020 ! 62590
5845o
!54660
210a
Argentina
920
490
543 ! 548 I 435; 435 195 780 173
140
77
98
30
Brazil
200: 290: 560 i 580 I 440 ; 380
220
360
199
131; 70
-Guatemala
20
-20;
20
ICJ' 2810
20 r 50
3170
:
534 270 226
Mexico
690 i 730
760
600
670
1000
570
Peru
190
310 ] 240
60
120
49
20
57
15100 10150
Venezuela
610,-460
520
50
40
400
.---; i;0;
110 i 99
Australia
4970' 54lO 3100
70 4730
90
89
10
21
N. Zealand
420 L 76O; 870
780
700
360
300 310 390
Japan
17500 26620:21950
350 M2 10290 —•' 340 - —
Totals 228160
170823
134704
Thailand
180; l8o;
130
! .85
(n*3D
131000
Iraq
•
50'213690
ko'
30llp.578
I 110
Israel
250.
200;
2110
60
Notes:
1. Items designated by (a) were Iexcluded
from all calS.Africa
6501
1190!
820
1210
culations. Primary reason for exclusion jwas
presence of strong
Yugoslavia
530j
520^
710
I
380
import controls.2. Sourqe of U.S. estimates was Photo Dealer
Annual Statistical Report. Adjustments of +1C$ for 1960,61 & 62
were made to include cameras under $5«00. 3-Japan estimates are
from the Japanese Ministry of Trade and Industry MITI). Supporting evidence from Far Eastern Economic Review used to adjust
the data for inventory changes (200,000 units per year reduction)
and for inclusion of lenses only in MITI figures (5-7$ reduction).
Japan is based on a 7-year average 1959-65. Sales in 1959 were
10,360. 4» B l ank s indicate no information. 1953 to 1955 production "data were very difficult to obtain. 5. Argentina estimates are from the National Association of Photographic Manufacturers
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b.

Factors Causing Variations in Camera Sales Among Countries

The following notes apply to the independent variables
used in the international measurement models.
Number of Potential Buyers
(1) Population data were obtained from the World Hand- 2
book of Political and Social Indicators (Russett et al., 1964),
Table 1. These data were for mid-1961. They were adjusted
to represent the end of 1962. Included in these figures were
"the total number of persons present in the country at the
time of the census, excluding foreign military, naval and
diplomatic personnel and their families located in the country
but including military, naval, and diplomatic personnel of
the country and their families located abroad...". The World
Handbook estimated that the average error for the countries
in the sample was - 5$ but there was a wide range in quality
across countries.
(2) Average Annual Percentage Rate, of Change in Population was estimated by Business International (1967) and
w-asi based on changes from 1955 to 1965.
(3) Percentage of Total Population Aged 15 through 64
was obtained from Table 2 in the World Handbook. It claimed to
have paid particular attention to ensuring the comparability
of the data across countries as the original data suffered
from problems of varying age breakdowns. The data are for
mid-1961.
(4) Percent Literate of Population Aged 15 and Over
was used as an estimate of the desired statistic related to
percent literate of those 15 through 64- Definition was a
very serious problem here. The intent was to include only
those who can both read and write. In some countries either
one or the other was sufficient to have the person classified
as literate. The data were obtained from Table 64 of the
World Handbook and were adjusted to represent the end of 1962.
The quality of the data varied widely with the largest errors
expected in countries where literacy was low.
(5) Average Annual Change in Percentage Literate of
Population Aged 15 and Over was obtained from the World
Handbook, Table 65. The data were from selected years—
usually from 1930 to 1950. The rate of change could be
determined more accurately for countries with high literacy
levels since they hardly show any change.
Numbers preceding description refer to column number
in Table 7-8.
p

This book will hereafter be referred to as the World
Handbook.
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(6) Percentage of Labor Force Employed in Agriculture
was obtained from Table 50 in the World" Handbook. These data
were adjusted to the end of 1962. Measurement of this variable was subject to a great amount of uncertainty.
(7) Average Annual Change in Percentage of Labor Force
Employed in Agriculture was obtained from Table 51 in the World
Handbook! Changes were based on time spans of from 10 years
to 30 years (generally from the period 1920 to 1950).
Ability to Buy
(8) Personal Consumption Expenditures Per Capita for
each countryT This measure was available from numerous
sources. We used Stanford Research Report #196.
(9) Beckerman's Index of the Standard of Living is
based on a regression of private consumption in dollars versus
steel consumption, cement production, domestic letters sent,
stock of radio receivers, stock of telephones, stock of road
vehicles and meat consumption. The "predicted" values for
each country are .used as the standard of living measures.
These figures may be found in Table 5 of Beckerman (1966).
The I960 figures were adjusted to represent the end of 1962.
(10) In order to measure the Rate of Change of Ability
to Buy, two indicators were obtained—the rate of change in
PCE per capita from I960 through 1964 from Business International (December, 1966) and the rate of change in per capita
product at constant prices from 1959 through 1964 from the
United Nations Statistical Yearbook (1967). The latter data
are given in constant prices while the former were adjusted
by the 1960-64 cost of living index obtained from the
Gallatin Statistical Annual (1966) . While both of the indicators would be expected to move together there were significant differences between them for some countries (e.g.
Venezuela was growing at less than 1% by one indicator and
more than 3$> on the other). Since the reasons for the discrepancies were not known, a decision was made to combine the
two measures by averaging the percentage changes.
(11) Prices of Camera Goods for 1966-67 were obtained
from the survey of importers as discussed in Appendix B
section 1. The data were adjusted to represent mid-1962.
These adjustments were made by means of the price model.
The values of the price determinants for mid-1962 were obtained by averaging the I960-61 data with the 1964-65 data
from Table B-4*
(12) Urbanization was based on the proportion of the
population in cities over 20,000 inhabitants. Data were
obtained from Table 9 in the World Handbook.
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Consumer Needs
(13) The Index of Buying Units was based on the number
of households per adult. Data on the number of households
were obtained from the United Nations Statistical Yearbook
for 1965. These data were generally for 1961. If not, estimates were made to put them all on a 1961 basis. The number
of adults was estimated.from data gathered above (total population times proportion of population between 15 and 64).
These estimates of households per adult were assumed to be
constant for the 1960-65 period since this variable changes
rather slowly.
(14) & (15)* Two measures of climate were used. Data
on the Average Number of Inches of Rainfall per Year for a
major city in each country were obtained from World Weather
Reports 19U1-50 by .the U.S. Department of Commerce. Data
on the Average^Yearly Temperature (in degrees Farenheit) for
a major city were obtained from the Gallatin Statistical
Annual (1966).
(16) The Percentage of Children in the Population was
estimated by using data on the percentage of the population
under 15. In order to obtain data for all countries a
number of sources were used. The prime source was the
United Nations Demographic Yea'rbook. Also used were the
UNESCO
Statistical
for 1963 and 1964.
3* Consumer
SurveyYearbooks
Data
The data which were analyzed were from the 1960-61 Bureau of Labor Statistics' study of consumer expenditures
(Linden, 1965) . Table B-6 summarizes the original data.
TABLE B-6.
EXPENDITURES ON CAMERA GOODS BY HOUSEHOLDS (U.S.)
(1960-61)
Proportion Proportion
Camera Goods
HH Head
HH Head
Expenditures
Income
Between
with HS
(HH/Year)
Category
25 and 54 Education
Under $3>000
0.25
.274
.340
3,000- 5,000
2.25
.563
.596
5,000- 7,-5oo
5.03
.721
.735
7.10
7,500-10,000
.778
.806
10,000-15,000
10.34
.806
.863
15,000 and over
13.07 .
.698
.903

Sample
Size
2700
2500
3150
1950
1300
450

APPENDIX C
NOTES* ON METHODS
Appendix C contains brief discussions of some unrelated
subjects.

Factor analysis is considered because of its use

in the study of international data; details are provided on
the use of a gross index to measure retail prices of cameras;
and, finally, background information is provided on the
estimates used in Chapter 1 to estimate the value of improved
accuracy.
Factor Analysis
Factor analysis is currently receiving a substantial
amount of attention from social scientists who analyze
international data. The approach has generally been an
empirical one where, for example, one hundred measures for
one hundred countries will be dumped into a principal components program.

This approach is termed exploratory by many

researchers using it.

(Examples of this approach are

Sawyer, 1967; Schnore, 1961; Cattell, 1949.)
Most of the factor analysis studies interpret one of
their resulting factors as a measure of the economic level.
Such a measure would, it seems, be useful for the camera
study. Unfortunately, the factor analytic approach has some
limitations which make it unsuitable for this study. In
fact, it appears that use of factor analysis by some social
scientists has been misdirected. The rationale for factor
analysis is that the observed variables are.derived from
underlying constructs. The variables which have been put
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into the factor analysis of international data include
measures of population, income, trade, arable land, letters
sent, newspaper circulation, etc. These are measures of well
defined events. There does not seem to be any reason to view
them as measures of some underlying construct. The fact
that some of the variables tend to vary together over countries
does not mean that they are measuring the same concept.
There are many reasons why they might vary together-

One

reason is that direct causal relationships exist among some
of the variables. Another reason is that some of the variables are logically connected to other variables by definition
(e.g. GNP and population have a direct relationship with
GNP per capita).
Problems with the factor analytic approach have been
outlined in more detail elsewhere (e.g. Armstrong, 1967;
Armstrong and Soelberg, 1967).

Perhaps a simple example will

help to illustrate the reason why existing factor analysis
studies offer us little help. If we desire a factor that
will indicate standard of living it would seem that climate
should be included in our analysis. If two countries are
alike in all other respects except that one country is located
in a very severe climate and the other in a mild climate, then
surely the latter country has a higher standard of living as
they spend less for heating, less on housing, etc. But why
should climate vary over countries with the other measures
of standard of living?

Climate does not purport to give us

"*"It is true, of course, that income and mean temperature
are correlated. But the correlation is negative and the reason
for the correlation is far from clear. If there is a causal
relationship between income and temperature then the use of
factor analysis would seem to be misleading.
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an indication of an underlying unidimensional concept called
standard of living.

It may, by virtue of our theory, be

considered as a component of the standard of living—but this
makes no assumptions that it should be correlated to the
other components over countries.
The Use of a Global Index for Camera Prices
Consideration was given to the possibility that the
measurement of camera prices could be improved by use of a
global index which utilized prices as measured by the survey
and prices as predicted by a regression over 26 countries.
(See discussion in Chapter 10.) The details of this investigation are presented below. The analysis was performed on
the 11 countries of the validation sample for 1960-65.
If the true price lies between measured price and that
predicted by the model then a positive residual (measured >
predicted) indicates that the measured price is too high. If
this is true then the camera sales model which is based on
measured price will underestimate actual sales (or measured
-sales would tend to be wore than predicted—i.e. a positive
residual in the sales model) . Similar reasoning leads us to
predict that negative residuals in the price model would be
associated with negative residuals in the sales model.
The results are consistent with the hypothesis. There
was a correlation of 40.44 between the two sets of residuals.
Thus, use of the global price index would have led to improved

25k
predictions in the isales model.
TABLE C-l
EVALUATION OF GLOBAL PRICE INDEX

Country
Ireland
Venezuela
Austria
Bel.-Lux.
Sweden
France
W.Germany
Finland
Denmark
Australia
U.Kingdom

Residual from
Price Mo del a

Residual from
Sales Mo delb

-114
160

- 35
20
- 1
- 93

- 54

a

k2
65

2

48
-35
-13
-31
-15
-13
-60
-29

43
50

Agree with
Hypothesis ?

No
Yes
Yes

No
Yes
Yes
Yes

No
No
Yes
Yes

^ata given in natural logs x 1000.
Data in % error (from Table 8-1).
The Value of Improved Accuracy in Long-Range Forecasting
The example used in Chapter 1 was based on a number of
subjective estimates. These estimates are presented in
graphical form below (Figure C-l).

The reader could alter

any or all of these estimates in order to re-calculate potential savings (the interest rate could also be revised,
of course)

This result would not be statistically significant
at the 5$ level if compared to a classical null hypothesisi.e. that the global index does not do any good. But then
this is a pretty uninteresting null hypothesis.
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