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Abstract: We study the effect of a magnetic field on N = 2 super-Yang-Mills on
S3 at strong coupling using the gauge/gravity correspondence. As in previous work
that dealt with the theory in infinite volume, we find that increasing the magnetic field
pushes the system into the confined phase. However, we in addition also find that,
within the class of configurations with the same symmetry as those which describe the
ground state at vanishing magnetic field, a mass gap appears in the spectrum. This
suggests the existence of a new phase with so far unexplored symmetry structure. We
provide suggestions for the physical properties of this phase.
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1 Introduction
While a lot of effort has been invested in understanding the properties of gauge theories
in infinite volumes using holography, much less attention has been spent so far on
understanding holographic duals in compact spaces. In this paper we look at the effect
of a magnetic field on gauge theory in compact space in the simplest setting in which
the dual is AdS5 × S5 supplemented with probe D7-branes.
String theory in global AdS5×S5 space is believed to be dual to N = 4 super-Yang-
Mills theory at zero temperature, which lives on the boundary of this space, an S3×R.
Adding probe D7-branes in this geometry corresponds to adding flavour hypermultiplets
to the system. In the absence of a chemical potential or magnetic field, the asymptotic
position of the probe branes is an arbitrary parameter related to the bare quark mass. It
was first observed in [1] and later investigated in detail in [2] that at zero temperature,
the probe brane undergoes a third order, topology changing phase transition at some
value of the bare quark mass. There are thus two phases, corresponding to what [3]
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calls ball branes and Minkowski branes. Ball branes are those branes that extend all
the way to the origin of the AdS space, where an S3 ∈ AdS5 wrapped by the probe
brane shrinks to zero size. When the bare quark mass is increased above some critical
value, Minkowski branes appear. The Minkowski branes do not reach the AdS origin.
At a finite distance from the AdS origin, the S3 ∈ S5 wrapped by the probe brane
shrinks to zero size. See figure 1 below for a schematic summary. These two types of
branes obviously have different topologies, and their existence is specific for the global
AdS5 × S5 space, as in the infinite volume or Poincare´ limit, only ball branes exist.
The physical reason for the existence of this phase transition at zero temperature
is the non-vanishing Casimir energy of the field theory on the compact space. The
compact sphere on which the theory lives introduces a new scale in the problem, which
is the size of the sphere. Therefore, all quantities, including the bare quark mass, are
now expressed in term of this scale. One way of thinking about the phase transition
from Minkowski branes to ball branes [2] is that instead of decreasing the bare quark
mass, one keeps the quark mass of the probe fixed while squeezing the system into
an ever smaller volume. When the radius of the sphere reaches the critical value
R∗3 = 0.18
√
λ/mq [2], the system undergoes a phase transition, in which “mesonic”
particles “fall apart”, since their zero point energy due their confinement to the finite
volume becomes larger than their binding energy.
In a previous paper [4] we have looked at the effects of an isospin chemical potential
in this compact geometry, using holographic methods. We have found that this system
exhibits an instability for sufficiently large values of the chemical potential. In contrast
to other related models, the first excitation to condense is not a vector meson but
rather a scalar charged under the global SO(4) symmetry group. We have also explicitly
constructed the new ground state. There is thus reason to suspect that other interesting
things could happen due to the finite volume of the system.
In the present paper we would like to understand how the observed phase transition
between Minkowski and ball branes changes once a magnetic field is introduced in the
system. This situation has previously been analysed by [3] but as we will show explicitly,
the magnetic field used in that paper does not satisfy all equations of motion. Because
of this, the results of [3] differ significantly from our findings.
We know that a magnetic field in general favours the formation of bound states,
so in that sense it has an effect which is opposite from that of the compactness of the
space [2, 3]. The question is thus how these two competing effects modify the behaviour
of the system. We have found several interesting effects caused by the magnetic field.
First, the presence of a magnetic field on the brane worldvolume leads to branes being
“repelled” from the origin of the AdS space. A similar effect was observed previously
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in the infinite volume, Poincare´ limit in [5]. Because the magnetic field enhances the
curving of branes away from the origin, it works in favour of ball branes becoming
Minkowski. This is indeed what we observe, as for larger values of magnetic field fewer
and fewer ball branes remain present in the spectrum. To be precise, they are present in
the spectrum for some range of bare quark mass 0 < mq < Mball(B), and the function
Mball(B) is monotonically decreasing as a function of the magnetic field. When the
magnetic field reaches some critical value Mˆ1, all ball branes have disappeared from
the spectrum.
A second, somewhat surprising feature caused by the magnetic field is the appear-
ance of a “gap” in the allowed values of the bare quark mass. Even for an infinitesimal
value of the magnetic field we observe that ball and Minkowski branes are separated by
a range of bare quark masses ∆(B) for which none of the two phases are possible. This
kind of behaviour was not observed before in the infinite volume Poincare´ limit. While
we are confident that there are no ball nor Minkowski branes present in the gap, this
leaves open the possibility that there are other solutions, with less symmetry, that lead
to a brane embedding with mass in the gap. In particular, we will in section 6 present
some preliminary results in the direction of constructing an inhomogeneous phase, as
a candidate for the “missing” gap branes.
2 Review of global AdS5 × S5 and D7-brane phases
In order to set the scene, we will in this section briefly review some properties of the
global AdS5×S5 space. We will also review the various embeddings of D7-probe branes
in these geometries in the absence of external fields, as previously analysed in detail
in [1, 2]. The metric of the global AdS5 spaces at zero temperature is given by
ds2 = − u
2
R2
(
1 +
R2
4u2
)2
dt2 + u2
(
1− R
2
4u2
)2
dΩ¯23 +
R2
u2
(
du2 + u2dΩ25
)
, (2.1)
where
dΩ25 =
dχ2
1− χ2 + χ
2dκ2 + (1− χ2)dΩ23 (2.2)
and
dΩ¯23 = dθ¯
2 + sin2 θ¯dφ¯2 + cos2 θ¯dψ¯2 , dΩ23 = dθ
2 + sin2 θdφ2 + cos2 θdψ2 . (2.3)
Here (θ¯, φ¯, ψ¯) parametrise the S3 in AdS5, and unbarred angular coordinates parametrise
the S5. In these coordinates the origin of the AdS space is at u = R/2, while the bound-
ary is an S3 at u→∞.
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Figure 1. Schematic depiction of the two types of D7-brane embeddings in global AdS5×S5.
The D7-brane is highlighted in orange. The panel on the left shows a ball embedding, which
completely fills the AdS5 space. The panel on the right shows a Minkowski embedding. It
shrinks on the S5 at some point before it reaches the origin of AdS5.
In order to reliably do numerical computations it will be useful to switch to compact
coordinates for global AdS space, in which the metric reads
ds2 = − 1
4z2
(
1 + z2
)2
dt2 +
R2
4z2
(
1− z2)2 dΩ¯23 +R2 dz2z2 +R2dΩ25 . (2.4)
The z-coordinate related to the non-compact u-coordinate by
z =
R
2u
. (2.5)
Let us note that in the z-coordinate the origin of the AdS space is at z = 1 while the
boundary is at z = 0.
Introducing D7-probe branes in this geometry corresponds, in the holographic lan-
guage, to adding flavour hypermultiplets to N = 4 SYM on the sphere S3. A study
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of various D-brane probes, in particular D7-probe branes, in this geometry was per-
formed in [1, 2]. It was found that at zero (and low) temperature, there are two possible
D7-brane embeddings in this dual geometry. The first type of embedding consists of
those D7-branes which completely fill the AdS5 space. The second type of embedding
consists of the D7-branes which wrap a non-maximal S3 ∈ S5 which shrinks along the
radial direction of AdS5 and collapses before the brane reaches the origin of AdS5. See
figure 1 for a schematic comparison.
Within the first series there is one particular embedding in which the brane wraps
the equatorial S3 ∈ S5 (i.e. it is a brane with vanishing extrinsic curvature). This
system is dual to the N = 2 SYM theory with massless hypermultiplets. All other
embeddings in this class, and all embeddings in the Minkowski class, are dual to a
massive hypermultiplet, with a mass related to the distance at which the D7-brane
“stops” before the origin of the AdS5
1. Interestingly, as the “quark” mass is varied a
topology changing phase transition occurs [1]. It was further analysed in detail in [2]
that this phase transition is actually third order, unlike most of the phase transitions
associated to probe branes in holographic duals, which are usually first order.
In the high-temperature phase, the situation is similar to that in infinite volume.
One finds that Lorentzian and black hole embeddings exhaust all possibilities. Just as
in infinite volume, these correspond to D7-branes that stay outside the horizon or reach
the black hole horizon respectively. We will not discuss the high-temperature phase in
this paper.
3 Introducing a magnetic field into the system
In the previous section we have recalled that empty global AdS5×S5 admits two types
of D7-branes, depending on the quark mass. The question we want to address now is
what happens to the brane embeddings when we introduce an external magnetic field
in the direction of the boundary S3.
3.1 Equations of motion and the ansatz
The equations of motion for the probe brane with flux follow from the DBI action
S = −TD7
∫
d8σ
√
− det(eab + 2piα′Fab) , (3.1)
1A more correct description of the mass is of course given in terms of asymptotic data.
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where eab = Eµν∂ax
µ∂bx
ν with Eµν = Gµν + Bµν . We obtain the equations of motion
for the embedding function and for the gauge field,
∂b
(√−EEbaEνλ∂xν
∂σa
)
+ ∂a
(√−EEbaEλν ∂xν
∂σb
)
−√−EEba∂λEµν ∂x
µ
∂σa
∂xν
∂σb
= 0 , (3.2)
∂a(
√−E(Eab − Eba)) = 0 , (3.3)
where Eab and E are inverse and determinant of Eab = eab + 2piα′Fab, respectively.
The action (3.1) is invariant under the gauge symmetry which involves, on equal
footing, the Yang-Mills field strength Fab on the brane worldvolume and the pull-back
of the two form gauge potential Bµν in the bulk. Hence, having a nontrivial magnetic
field strength on the brane worldvolume is equivalent to having a nontrivial B-flux in
the bulk, and would in principle lead to backreaction to the background geometry (even
in the probe-brane limit). In order to avoid backreaction of the magnetic field on the
D7-brane on the background geometry we will therefore take the B-field to be pure
gauge. We make the following ansatz,
B =
1
2
H ′(u)R2(sin2 θ¯dudφ¯+ cos2 θ¯dudψ¯) +H(u)R2 sin θ¯ cos θ¯(dθ¯dφ¯− dθ¯dψ¯) . (3.4)
It is easy to see that the B-field is indeed pure gauge, B = dΛ, where
Λ =
1
2
H(u)R2(sin2 θ¯dφ¯+ cos2 θ¯dψ¯) . (3.5)
When writing this ansatz we have used the simplest, lowest lying vector spherical
harmonic on S3, with quantum numbers (l¯ = 1, s¯ = −1) (or l¯ = 1, s¯ = 1). While a
linear combination of the two would also be pure gauge, it does not satisfy the equations
of motion, so in what follows we focus on a single lowest lying spherical harmonic.
We should emphasise that our ansatz differs from the magnetic field studied in [3].
When constructing the ansatz for the magnetic field, their idea was to used the tetrads
of the metric on the S3 (2.3), as these being one-forms would provide a pure gauge
magnetic field. While this is true, as we show below, the ansatz of [3] does not satisfy
the second equation of motion (3.3) and as such does not describe a physical magnetic
field. The ansatz for the magnetic field used in [3] is given by
B = He(1) ∧ e(2) = HR2 sin θ¯dθ¯dφ¯ = d(−HR2 cos θ¯dφ¯) , (3.6)
where the local tetrads are given by
e(1) = Rdθ¯, e(2) = R sin θ¯dφ¯, e(3) = R cos θ¯dψ¯ . (3.7)
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In order to show that (3.6) does not satisfy the second equation of motion (3.3), we
split the inverse matrix Eab into two parts as follows
Eab = Sab + Jab (3.8)
where Sab is the symmetric while Jab is the antisymmetric part of Eab. When evaluated
on the ansatz (3.6) the antisymmetric part Jab becomes
J θ¯φ¯ = − HR
2
sin θ¯
(
H2R4 +
(
u− R2
4u
)4) = −J φ¯θ¯. (3.9)
and hence the left hand side of the second equation of motion (3.3) becomes
∂a(
√−E(Eaφ¯ − E φ¯a)) = ∂θ¯(
√−E(E θ¯φ¯ − E φ¯θ¯))
= − 2HR
2
H2R4 +
(
u− R2
4u
)4∂θ¯ (√−Esin θ¯
)
=
2HR5u√
H2R4 +
(
u− R2
4u
)4 sin θ¯ sin θ cos θ cos3(θ3(u))
×
(
1− R
4
16u4
)√
1 + u2θ′3(u)2
6= 0 .
(3.10)
Hence in what follows, we focus on the ansatz (3.4) for the magnetic field which is based
on spherical harmonics, and can be made to satisfy all equations of motion. As we will
see the physical solutions for the brane embeddings are qualitatively very different from
the results which were obtained in [3].
We also need to make an ansatz for the brane embedding. Since the magnetic field
is turned on in the direction of the boundary S3, we only need one transverse scalar to
describe the shape of the D7-brane. While the external magnetic field introduced via
(3.4) on the boundary sphere is obviously not constant, its norm, however, is. Moreover,
it can be shown that our ansatz preserves an SO(3)×SO(2) subgroup of the full SO(4)
isometry group of the boundary S3. Assuming that the scalar χ preserves the same
amount of symmetry, this then implies that it can depend only on the holographic
direction u. Hence we make the ansatz for the scalar which field which depends only
on the u-coordinate,
χ = χ(u) , κ = 0. (3.11)
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Substituting the ansatz (3.4) and (3.11) into the action one gets
S = −TD7R
3
2
∫
d8σ sin(θ) cos(θ) sin(θ¯) cos(θ¯)
u
R
(
1 +
R2
4u2
)
×
√√√√((1− χ(u)2)(4(1− R2
4u2
)2
R2 +H ′(u)2R4
)
+ 4u2
(
1− R
2
4u2
)2
R2χ′(u)2
)
×
√√√√(u4(1− R2
4u2
)4
+H(u)2R4
)(
1− χ(u)2) . (3.12)
The equation of motion for χ that follows from this action is given by
0 = χ′′(u)− 4χ(u)χ
′(u)2
χ(u)2 − 1 +
3χ(u)
(
4R2u4H ′(u)2 + (R2 − 4u2)2
)
(R2u− 4u3)2 (3.13)
+
(
256R8u4H(u)2 + 12288R4u8H(u)2 + (R2 − 4u2)4 (3R4 + 16R2u2 + 80u4)
)
χ′(u)
u (4u2 −R2) (R2 + 4u2) (256R4u4H(u)2 + (R2 − 4u2)4)
+
(
1024R6u8H(u)2 + 4 (R2 − 4u2)2 (3R6u4 + 8R4u6 + 48R2u8)
)
H ′(u)2χ′(u)
u (4u2 −R2) (R2 + 4u2) (256R4u4H(u)2 + (R2 − 4u2)4)
+
4u
(
128R4u4H(u)2 (R4 + 16u4) + (R2 − 4u2)4 (R4 + 4R2u2 + 16u4)
)
χ′(u)3
(R2 − 4u2) (R2 + 4u2) (χ(u)2 − 1) (256R4u4H(u)2 + (R2 − 4u2)4) .
The equation of motion for the B-field, expressed in terms of the flux H, reads
0 = H ′′(u)− 256R
4u4H(u)H ′(u)2
256R4u4H(u)2 + (R2 − 4u2)4
−
4R2u3
(
256R4u4H(u)2 + (R2 − 4u2)2 (3R4 + 8R2u2 + 48u4)
)
H ′(u)3
(R2 − 4u2) (R2 + 4u2) (256R4u4H(u)2 + (R2 − 4u2)4)
+
64H(u) (R3 − 4Ru2)2 (u2χ′(u)2 − χ(u)2 + 1)
(χ(u)2 − 1) (256R4u4H(u)2 + (R2 − 4u2)4) (3.14)
+
(
(R2 − 4u2)4 (R4 + 48u4)− 256R4u4H(u)2 (R4 + 16R2u2 − 16u4)
)
H ′(u)
u (4u2 −R2) (R2 + 4u2) (256R4u4H(u)2 + (R2 − 4u2)4)
+
4u
(
128R4u4H(u)2 (R4 + 16u4) + (R2 − 4u2)4 (R4 + 4R2u2 + 16u4)
)
H ′(u)χ′(u)2
(R2 − 4u2) (R2 + 4u2) (χ(u)2 − 1) (256R4u4H(u)2 + (R2 − 4u2)4) .
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These same equations can be obtained by first varying the action and then inserting
the ansatz, as we have explicitly verified.
4 Solving the equations of motion
We now want to solve the equations of motion (3.14), (3.13) for the brane shape and
worldvolume flux. As reviewed before, in the absence of flux there are two possible
embeddings of the D7-brane, Minkowski and ball embeddings. We expect that these
two classes will continue to exist, at least for small values of the magnetic field. We
therefore impose the same type of boundary conditions on the brane shape as in the
absence of the worldvolume flux, and then solve the equations including the magnetic
field.
For Minkowski embeddings, we impose that the D7-brane caps off at some finite
distance (IR “endpoint”) u = uMink. In other words, the S
3 in S5 wrapped by the
brane shrinks to zero size, so that χ(u = uMink) = 1. In addition we require that there
is no conical singularity present at the tip of the brane (as in [1]). This implies that
the general expansion of the D7-brane near the tip is given by
χ(u) = 1 + χM1(u− uMink) + χM2(u− uMink)2 +O((u− uMink)3) ,
H(u) = HM +HM1(u− uMink) +HM2(u− uMink)2 +O((u− uMink)3) ,
(4.1)
where χM1, HM1 are long expressions of uMink, HM .
For the ball embeddings, the D7-brane reaches all the way to the AdS origin where
the S3 in AdS5 shrinks to zero size, while the S
3 in S5 remains of finite size at that
point. Since the magnetic field points in the direction of the shrinking S3 we have
to require that at the origin of the AdS5 space the magnetic field vanishes. We also
impose a Neumann boundary condition for the brane shape at the origin of the AdS
space χ′(u = uball) = 0, again similar to [1]. Putting all this together, we have for the
general expansion of the ball brane near the AdS origin
χ(u) = χball − 3
16R2
(
−R
2
+ u
)2 (
16 +H2c2
)
χball +O((u−R/2)3) ,
H(u) =
Hc2
R2
(
−R
2
+ u
)2
− 2Hc2
R3
(
−R
2
+ u
)3
+O((u−R/2)4) ,
(4.2)
where χball parametrises the size of the S
3 in S5 at the origin of the AdS space.
We also need the expansion of the scalar χ and magnetic field H at infinity, in
order to read off the physical parameters of the system. The general expansion of the
– 9 –
bulk fields near the AdS boundary is given by
χ(u) =
m
u
+
c1
u3
− mR
2
2u3
log
u
R
+O(u−4) ,
H(u) = Hext +
Mtz
u2
− 2HextR
2
u2
log
u
R
+O(u−3) .
(4.3)
In order to get rid of the divergent logarithmic terms, we need to renormalise the pa-
rameters in this expansion, following the holographic renormalisation procedure which
was developed in [6]. Full details of this derivation are presented in [7]. One finds for
the renormalised parameters
c = c1 − mR
2
2
log
m
R
, M = Mtz +HextR
2 . (4.4)
The physical parameters of the system are the bare “quark” mass mq = m/2piα
′ (i.e. the
mass of the fermions in the hypermultiplet) and its condensate c. As the system is
exposed to the nonconstant external magnetic field (3.4) with “amplitude” Hext, a
non-vanishing magnetisation M is present in the ground state. Our goal now is to
understand the geometry of the branes as a function of the external magnetic field, and
to determine how the magnetisation and the condensate vary as the external field is
varied.
The equations of motion for the scalar χ and magnetic field H are complicated,
and in order to solve them we need to resort to numerical methods. We solve the
equations directly by starting the numerical evolution from the origin (for ball branes)
or the tip of the D7-brane (for Minkowski branes), as in [1]. However, as a cross check
of our results, we have also used the more complicated shooting method which starts
from the boundary of the AdS space and scans through the parameter space in order
to find solutions that satisfy the boundary conditions at the origin or tip. While it is
possible to perform a full numerical analysis in the u-coordinates (and we have solved
the equations in this system as well), in order to have a numerical solution which
covers the full AdS space (with no asymptotic cutoff), we present here the results in
the compact coordinates (2.5), in which the origin of the AdS space is at z = 1 and the
boundary is at z = 0.
As said above, integrating outwards from the origin or tip of AdS is much simpler
than shooting from the boundary. The main point is that since the regularity conditions
for the behaviour of the brane at the origin or tip have already been built in to the
expansions (4.2), (4.1), one always finds a physical solution for any value of the two free
parameters (the position of the brane at the origin or tip, and the value of the magnetic
field there). On the other hand, when shooting from infinity, one has to scan through
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a four dimensional space of parameters while searching for a small two-dimensional
subspace of solutions which behave in a regular fashion near the origin. The price one
has to pay, however, when shooting from the origin is that, although the computation
is simpler, the physical parameters can only be read off after the solutions have been
constructed. So if one encounters a situation, as we will, that there appear forbidden
regions in the physical parameter space, one cannot easily see what goes “wrong” with
the solutions in this region of parameter space. For this reason we considered it essential
to be able to reproduce the results using these two different methods, integrating from
the origin/tip or shooting from the boundary. Some more technical comments on the
techniques used to shoot from the boundary will be presented in section 4.1.
Solutions for the various shapes of D7-branes are plotted in figure 2. We also present
the profile of the magnetic field for various values of the external parameter Hext, see
figure 3. For completeness, we also present the shapes and worldvolume magnetic field
for various brane embeddings in the more familiar u-coordinates, see figures 4 and 5.
However, note that in these coordinates one cannot numerically reach infinity, i.e. the
boundary of AdS space, so all numerical computations are performed with some cutoff
on the u-coordinate.
From the first plot in figure 2 we see that in the absence of the magnetic field both
types of branes are “pulled” by gravity towards the origin of AdS space, i.e. z = 1. As
the magnetic field is introduced, the probe branes first tend to be more flat (i.e. they
fall less in the χ direction) and then they bend away in the χ direction as they get more
and more “repelled” by the magnetic field. In other words, the magnetic field has an
effect opposite from that of gravity. A similar kind of behaviour was observed before
in the AdS space in Poincare´ coordinates in [5, 8].
We also observe that as the magnetic field is increased, ball branes characterised
by higher mass will start to disappear from the spectrum. In other words, if the bare
quark mass is larger than some critical value ∆m, then such ball branes cannot exist
any longer (see figure 6). As a consequence, we see that a “gap” between the Minkowski
branes phase (upper, blue) and ball brane phase (lower, red) starts to form. The y-axis
on these plots is χ/(2z), i.e. it is proportional to the bare quark mass of the theory,
while the horizontal axis labels z. We thus see that the gap between the two phases is
characterised by a gap in the spectrum of bare quark masses.
As the magnetic field is increased, more and more ball branes disappear from the
spectrum. When magnetic field reaches the “critical” value Hˆ1 ∼ 3.98, all ball branes
have disappeared from the spectrum and only Minkowski branes are present in the
spectrum.
At the same time, the effect of the magnetic field on the Minkowski branes is to
reduce the value for which the Minkowski brane with the smallest quark mass exists.
– 11 –
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
Figure 2. Brane shapes for D7 embeddings in the z-coordinate. From left to right and top
to bottom the external magnetic field takes values Hext = 0, 2, 4, 5 respectively. Red is for
ball embeddings where D7 reaches the AdS centre, while blue is for Minkowski embeddings
where the D7 does not reach the AdS centre. The horizontal and vertical axes label z and
χ/(2z). The quark mass of each embedding is proportional to the position of the brane on
the vertical axis. The plots clearly show the development of a mass gap.
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Figure 3. Plot of the profile H(z) for various brane embeddings. From left to right the
external magnetic field takes values Hext = 2, 4, 5 respectively. Red is for ball embeddings
where the D7-brane reaches the AdS centre. Blue is for Minkowski embeddings where the
D7-brane does not reach the AdS centre.
– 12 –
2 4 6 8 10
u
R
0.5
1.0
1.5
HHuL
2 4 6 8 10
u
R
0.5
1.0
1.5
2.0
2.5
3.0
3.5
HHuL
2 4 6 8 10
u
R
1
2
3
4
HHuL
Figure 4. Plot of the profile H(u) for different branes embedding. From left to right and
top to bottom shows the plot at fixed external magnetic field Hext = 2, 4, 5, respectively. Red
is for ball embedding where D7 reaches AdS centre. Blue is for Minkowski embedding where
D7 does not reach AdS centre.
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Figure 5. Plot of brane shapes for D7 embedding. From Left to Right and Top to Bottom
shows the plot at fixed external magnetic field Hext = 0, 2, 4, 5, respectively. Red is for
Ball embedding where D7 reaches AdS centre. Blue is for Minkowski embedding where D7
does not reach AdS centre. The horizontal and vertical axes are u
√
1− χ2, uχ. We see the
development of mass gap as external magnetic field is increased roughly to Hext = 4. The gap
closes again around Hext = 5 where the lowest Minkowski embedding has zero quark mass.
As the ball branes disappear from the spectrum, at the same time the spectrum of
the Minkowski branes is shifted towards lower values of the bare quark mass. As
one increases the value of the magnetic field above Hˆ1, no ball branes are left in the
spectrum, and the size of the gap (i.e. the non-allowed region for the mass) starts to
decrease. When the magnetic field reaches Hˆ2 ∼ 5, the gap closes, and for H > Hˆ2
there is no gap. At this stage even the m = 0 brane is Minkowski, and will not reach
the origin of the AdS space; this thus spontaneously breaks the reflection symmetry of
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Figure 6. The panel on the left shows the possible values of Hext and m. The red region
corresponds to ball branes, while the grey region (above the the blue line) corresponds to
Minkowski branes, which are all uniquely specified give the values (Hext,m). The curves are
just an artifact of the discrete steps which were used to scan the full parameter space. The
panel on the right shows the behaviour of the “mass gap” in the full parameter space as a
function of the external magnetic field. The gap begins to develop as soon as Hext > 0 and
it closes again at Hext = Hˆ2 ≈ 5.
the space. The behaviour of the gap as a function of the external field is shown on the
right hand side of figure 6. This is in qualitative agreement with the observation of [5],
who have found, for embeddings in the background of a black hole in the Poincare´
patch, that for large enough values of the external magnetic field no branes can fall
into the black hole.
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Figure 7. The behaviour of the “condensates” M(Hext) and c(Hext) for m = 0 branes;
see (4.4) for their definition in terms of the bare parameters c1 and Mtz.
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4.1 Comments on the numerical analysis
Constructing solutions by starting from the origin is straightforward. In order to ensure
that the mass gap, which we first observed in the brane embeddings obtained with
this method, is not due to an error in our Mathematica code, we have independently
verified these solutions with an ODE solver built using [9]. This revealed no significant
differences.
Constructing solutions by starting from the boundary at z = 0 is considerably more
challenging, as was already alluded to earlier. At the boundary we have four parameters
at our disposal: m, Hext and c1 and Mtz. Since we are mostly interested in understand-
ing the gap in m for a fixed value of Hext, we proceed by fixing both these parameters
and performing a two-dimensional search for solutions in the plane spanned by c1 and
Mtz. One expects on general grounds that there will be a region in this plane for which
the solutions χ(z) and H(z) remain regular. Inside that region one then expects two
curves, corresponding to solutions that satisfy one of the two boundary conditions at
the origin (for ball branes) or at the turning point (for Minkowski branes). Physical
solutions lie on the intersection point of these two curves (if it exists). However, an
explicit analysis shows that the region of regular solutions is in fact already essentially
(up to numerical errors) one-dimensional.
The two-dimensional scan for regular solutions is done with a multi-grid method.
We start with a grid which, somewhat arbitrarily, spans −10 ≤ c1/R3 ≤ 10 and
−10 ≤ Mtz/R2 ≤ 10 with unit grid size in both parameters. We label the points on
this grid by a number which describes how close the corresponding solutions are to being
regular (described in more detail below). After this, we re-initialise the algorithm with
a new and denser grid that contains a set of points for which this number is smallest.
Interestingly we find that the set of regular solutions is essentially one-dimensional, and
all solutions on this curve also satisfy one of the boundary conditions. Once we have
found this curve, we then switch to an algorithm somewhat similar to the one in [10]
to trace along the curve of regular solutions in the two-dimensional parameter space.
We then either find a point on the curve where both boundary conditions hold, or no
such point (and no physical solution).
When we are looking for ball solutions, the measure that describes how close we
are to a physical brane solution is taken to be the distance to the boundary (in the z
coordinate) at which either H ′(z) or θ′(z) diverges. If the solution remains smooth and
reaches the origin, this distance is zero. Such solutions can still have H(z = 1) 6= 0,
so we then we trace the curve of physical solutions and determine the value H(z = 1)
on each point of this curve. A physical solution exists if there is a point in parameter
space for which this value vanishes. A representative case is displayed in figure 8.
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Figure 8. Typical search for a ball brane solution at (m/R,Hext) = (0.4, 1), which is known
to exist from the shooting procedure from the origin (see the left panel of figure 6). The
left plot shows a steep well of solutions which get close to a regular solution only in the
neighbourhood of (c1/R
3,Mtz/R
2) ≈ (−0.015, 0.09). The right plot shows a zoomed region,
with black dots representing regular solutions, which also satisfy θ′(z = 1) = 0. The point at
the bottom end of this curve has H(z = 1) = 0. Red and blue colours represent small and
large values of the deviation from regularity, respectively.
For the construction of Minkowski solutions, we first determine the location z = zmin
at which either θ′(z) diverges, or for which H ′(z) diverges or θ(z) < 0. Closeness to a
physical solution is then measured by the deviation of sin θ(zmin) from pi/2. Recursing
with a finer grid then eventually again leads to a curve of regular solutions, on which
there is at most one point for which both boundary conditions hold.
5 Understanding the mass gap and behaviour of ball branes
Our findings from the previous section are interesting, although unusual, as they seem
to impose a constraint on the bare quark masses, i.e. an “external” parameter of the
system. In the present section we would therefore like to see if we can understand the
origin of the gap which the magnetic field has introduced in the mass spectrum. We
will do this by following what is happening with branes which, in the absence of a
magnetic field, have two separated phases.
We would also like to see more explicitly how the ball branes disappear from the
spectrum as the magnetic field is increased, and to better understand the nature of
the maximal value of the magnetic field Hˆ2, beyond which no ball brane is present in
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the spectrum. We will do this by following what is happening with the equatorial ball
brane, which is the simplest of all the ball branes and the last to disappear when the
external field reaches its maximal value.
5.1 Appearance of the gap: disappearance of critical branes
In the absence of a magnetic field the two observed phases are separated by a critical
brane, i.e. a brane which satisfies both the Minkowski and the ball brane boundary
conditions. So to understand better the origin of the gap, we will now show analytically
that these branes are no longer possible as soon as a magnetic field is introduced.
The boundary conditions which are satisfied by critical branes are given by
χ
(
u =
R
2
)
= 1 , H
(
u =
R
2
)
= 0 , (5.1)
since both S3 in AdS5 and S
3 in S5 shrink to zero size for these branes. Therefore the
most general expansion satisfying both of these conditions is given by
χ(u) = 1 + χ1(u−R/2) + χ2(u−R/2)2 +O((u−R/2)3) ,
H(u) = Hc1(u−R/2) +Hc2(u−R/2)2 +O((u−R/2)3) .
(5.2)
By plugging these into the equations of motion, and expanding near the origin to the
second order, one obtains two analytic solutions. For one of the solutions the variable
χ is manifestly larger than one, and as such is unacceptable, bearing in mind that χ is
the cosine of an angular variable. Another solution is given by
χ(u) = 1− 2(u−R/2)2 + 4(u−R/2)3 − 52
15
(u−R/2)4 +O((u−R/2)5) ,
H(u) = O((u−R/2)5) .
(5.3)
So we see that the requirement of an analytic solutions of the equations of motion near
the AdS origin implies that branes with a critical embedding are possible only if there
is no magnetic field turned on (we have verified H(u) vanishes to much higher order).
This fact is suggestive of the formation of a gap between the two phases, at least in the
interior of the AdS space. Of course, there is a logical possibility that another type of
phase appears in the gap, which is characterised by boundary conditions or symmetries
which are different from the ones we have assumed so far, and were therefore missed
in the analysis above. We will shed some more light on this point when we analyse the
fluctuations of the ball and Minkowski branes in section 6.
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5.2 Behaviour of the equatorial brane and maximal value of magnetic field
In order to get a better understanding of the disappearance of ball branes, and of the
critical magnetic field Hˆ1, we will now focus our analysis on the simplest of ball branes,
the equatorial brane. As it has the smallest bare mass, this ball brane is the last one
to disappear from the spectrum.
The equatorial brane is the simplest ball brane which exists, and is it characterised
by m = 0 and χ = 0. In the absence of the external field, this brane is “flat” i.e. it
has a worldvolume metric AdS5 × S3, a submanifold of vanishing extrinsic curvature.
As the magnetic field is turned on, the shape of this brane does not change, which
is guaranteed by symmetry arguments, and easily confirmed by equations of motion.
However, one still needs to solve the equations of motion for the magnetic field on the
brane worldvolume.
The action for the magnetic field is relatively simple and given by
S = −TD7R
7
16
∫
d8σ
1
z5
(
z2 + 1
)
sin θ cos θ sin θ¯ cos θ¯
×
√(
16z4H(z)2 + (z2 − 1)4) (z4H ′(z)2 + (z2 − 1)2) , (5.4)
while the equations of motion are
H ′′(z)− 16z
4H(z)H ′(z)2
16z4H(z)2 + (z2 − 1)4 −
16 (z2 − 1)2H(z)
R2
(
16z4H(z)2 + (z2 − 1)4)
+
(
16 (z4 − 4z2 − 1) z4H(z)2 + (z2 − 1)4 (3z4 + 1)
)
H ′(z)
16 (z4 − 1) z5H(z)2 + (z2 − 1)5 (z2 + 1) z
+
R2z3
(
16z4H(z)2 + (z2 − 1)2 (3z4 + 2z2 + 3)
)
H ′(z)3
16z4 (z4 − 1)H(z)2 + (z2 + 1) (z2 − 1)5 = 0 . (5.5)
These equations still have to be solved numerically. However, we are now dealing only
with two free parameters (Hext,M). So we can solve them by shooting either from
infinity or from the origin, and in that way cross check our findings.
Observe that the action for equatorial brane (5.4) is always real for all values of
the magnetic field. In other words, the reality condition on the action does not imply
the existence of a maximal value of the external magnetic field, but this will have to
come out from solving equations.
For generic values of the parameters (Hext,Mtz) at infinity, the magnetic field of
the solution at the origin of the AdS space has a non-vanishing value, or its derivative
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blow up. However, for the points on the green line of figure (5.2) the magnetic field
satisfies the required boundary condition at the origin and it is regular everywhere.
We see that this green line of physical solutions is part of the borderline between the
red region (where the magnetic field has non-vanishing value at the origin) and the
blue region (where the derivative of the magnetic field blows up in the interior of AdS
space).
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Figure 9. The plot shows the (Hext,Mtz) parameter space. In the red (middle) region, the
value of the magnetic field at the origin is finite, but non-vanishing. In the blue (surrounding)
regions the derivative of the magnetic field blows up as one approaches the origin of the AdS
space. The physical solutions are located on the borderline, between the two regions, as
shown in the plot on the right hand side (green curve).
By looking at right hand side plot of figure (5.2) we see that the green line of
physical solutions stops for some “critical” value of the external field Hext = Hˆ1 ≈ 3.98.
This signals that the equatorial Minkowski brane does not exist for a value of magnetic
field which is larger than the value Hˆ1.
6 Fluctuation analysis and investigation of the gap
The analysis in the previous section suggests that the magnetic field introduces a gap
in the spectrum and leads to the ball branes disappearing from the spectrum. However,
there is a possibility that the branes which were analysed in the previous sections were
not general enough, and that the appearance of the gap is a consequence of the fact
that our ansatz was not general enough.
Therefore, in order to gain some insight into this question, it would as a first step
be useful to understand the stability of the constructed branes under small fluctuations.
In particular, we would like to understand the stability of branes near the gap. In the
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present section we therefore initiate an analysis of the stability of branes near the gap,
and discover an instability of the branes under the fluctuations of the transverse scalar
mode. We then try to use this knowledge to shed some light on the potential branes
which could fill out the gap.
6.1 Stability analysis of the branes
The stability analysis of a generic ball or Minkowski brane proves to be a very chal-
lenging numerical problem. The reason is that, to start with, all branes are known
only numerically (except for the equatorial brane). In addition, for a generic brane, the
transverse scalars and vector modes mix. The fluctuation analysis in [3] was done with
a background magnetic field which does not satisfy the equations of motion (as already
discussed in the section 3.1). Moreover, instead of first deriving the equations of mo-
tion for fluctuations and then plugging in the ansatz for the fluctuations, the authors
of [3] inserted the fluctuation ansatz directly into the action, thus failing to check if the
ansatz for the fluctuations is consistent with full equations of motion. Following the
full path of first deriving equations of motion for the arbitrary brane near the gap is
very involved, both analytically and numerically, as unfortunately the analysis does not
seem to simplify near the gap. Fortunately, the analysis for the equatorial brane, which
reaches the gap for Hext ∼ 3.98, is much simpler, and can be done in full generality.
For this brane, the shape is simple and known explicitly. So in what follows we will
focus on the equatorial brane, for a generic value of the magnetic field.
When studying the fluctuations around the configurations constructed in the pre-
vious sections, we will need the Wess-Zumino term in addition to the DBI action,
SWZ =
1
2
TD7(2piα
′)2
∫
P [C4] ∧ F ∧ F + 1
2
TD7
∫
P [C4] ∧ P [B] ∧ P [B]
+ TD72piα
′
∫
P [C4] ∧ P [B] ∧ F, (6.1)
where C4 is a 4-form gauge field with self-dual field strength F5 given by
F5 =
4
R
(
Vol(AdS5) + Vol(S
5)
)
. (6.2)
The equations of motion following from the full action are given by
∂a(
√−E(Eab − Eba)) = − 1
5!
Fa1a2a3a4a5Fa6a7 ˜a1···a7b (6.3)
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and
− 1
4 · 4! ˜
a1···a8Fρa1a2a3a4Fa5a6Fa7a8 = ∂b
(√−E(Eba + Eab))Gνρ∂axν
+ 2
√−EEba
(
Gνρ∂b∂ax
ν +
1
2
(∂µGρν − ∂ρGµν + ∂νGµρ∂axµ∂bxν)
)
, (6.4)
where F = P [B] + 2piα′F . Greek indices are spacetime indices while Roman indices
are worldvolume indices. For the spacetime fields having worldvolume indices, it is
understood that the fields are pulled back to the worldvolume.
Recall that the equatorial brane is specified by
χ = 0 , κ = 0 , (6.5)
together with
B =
1
2
H ′(u)R2(sin2 θ¯ dudφ¯+ cos2 θ¯ dudψ¯)
+H(u)R2 sin θ¯ cos θ¯ (dθ¯dφ¯− dθ¯dψ¯) . (6.6)
The fluctuations around the equatorial brane consist of scalars which are transverse
to the brane worldvolume (these are not charged under the SO(4) isometry group of
the S3 ∈ S5 which is wrapped by the D7-brane), vector fluctuations in the direction of
S3 ∈ S5 (which are dual to scalars from the field theory point, we call these “charged
scalars”) and vector fluctuations of the gauge field in the non-compact directions of the
probe brane.
In order to study charged scalar fluctuations, we make the following ansatz,
δAi = e
−iωtaω,l¯,l,s(u)Y
l¯(Ω¯3)Y
l,s
i (Ω3) , (6.7)
where Y l¯(Ω¯3) are spherical harmonics, Y
l,s
i are vector spherical harmonics, with l, l¯
being integer and s = ±1. From the previous analyses in [4, 11], it is known that the
mode with l = 1, s = −1, l¯ = 0 has the lowest energy in the absence of a magnetic field.
Since we do not expect modes to cross when the magnetic field is turned on, if there
is an instability it will first show up in this mode of fluctuations. Therefore, in what
follows we will focus on this fluctuation mode. The ansatz then becomes explicitly,
δA = a(t, u)(sin2 θdφ+ cos2 θdψ) , a(t, u) = e−iωta(u) . (6.8)
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The equation of motion for the charged scalar fluctuation a(u, t) is
a′′(u) +
∂u
(√−eeuu)√−eeuu a′(u) + 1euu
(
4
R2
− ettω2
)
a(u)
− 2
R2
(
4guu +R
4H ′(u)2g33 − 4
√
guue33
euug33
)
a(u) = 0 . (6.9)
This equation is very similar to the equations obtained in [4] for the analysis of the
ground state of N = 2 theory on S3 in the presence of an isospin chemical potential.
The equation is solved by putting it into Schro¨dinger form. For all the technical details,
we refer the reader to [4].
Solving the equations of motion for the fluctuations determines the frequencies
of the fluctuations as functions of the external magnetic field. We impose the same
boundary conditions for fluctuations as for the brane around which the fluctuations are
excited. The solutions of the equations are labelled by an ‘n’, a new integer quantum
number. Figure 10 shows the frequencies of the first three modes n = 1, 2, 3. We
see that despite the fact that the frequencies for the equatorial ball brane decrease as
the external field increases, they remain positive even when all ball branes disappear.
A similar analysis can be performed for non-vanishing quark masses, and a similar
behaviour is observed for all other branes as shown in figure 11. We thus see no signs
of instability under the fluctuations in the direction of the maximal S3 ∈ S5.
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Figure 10. The first three normal modes of the charged scalar fluctuation (6.9) for fixed
m = 0, as a function of the external magnetic field. Red shows the plot for ball embeddings
while blue shows the plot for Minkowski embeddings.
Next we turn to the analysis of vector fluctuations in the direction of the AdS
part of the brane worldvolume. This analysis is similar to the previous analysis of the
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Figure 11. The first two normal modes of the charged scalar fluctuation (6.9) for fixed
external magnetic field but varying quark mass. From left to right and top to bottom,
Hext = 0, 1, 3, 6, respectively. Red shows the plot for ball embeddings while blue shows the
plot for Minkowski embeddings.
charged scalar, except that because the magnetic field is non-vanishing in the same
directions as those in which we fluctuate (i.e. the S¯3 ∈ AdS5) the energy levels will
in general split. Therefore, the magnetic quantum numbers should be also taken into
account, so that one is in general dealing with Y l,m1,m2,s. The general ansatz we make
is
δAi = e
−iωtaω,l¯,m¯1,m¯2,s¯(u)Y¯
l¯,m¯1,m¯2,s¯
i (Ω¯3) . (6.10)
While we have performed the analysis for generalm1,m2 it turns out that (l¯, m¯1, m¯2, s¯) =
(1, 0, 0,−1) is the lowest mode. The ansatz for the fluctuation given previously simpli-
fies for the lowest lying mode to
δA¯ = a¯(t, u)(sin2 θ¯dφ¯+ cos2 θ¯dψ¯) , a¯(u, t) = e−iωta¯(u) . (6.11)
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The equation of motion for the vector fluctuation a¯(u, t) is
a¯′′(u) +
∂u(
√−e(euu)2guug33)√−e(euu)2guug33)
a¯′(u)− ω
2ett + 4e33
euu
a¯(u)
+
(
2H ′(u)
∂ug
33
guu(g33)2
+ 8H(u)
)
H(u)R4(e33)2
g33
euu
a¯(u) = 0 . (6.12)
After an analysis similar to the one for the charged scalar, we get the frequencies as a
function of the external field. These are presented in figure 12. We again observe that
all modes stay positive definite, even if the magnetic field exceeds it critical value.
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Figure 12. First three normal modes of the vector fluctuation (6.12) for the equatorial
embedding m = 0 as a function of the external field.
Let us finally turn to the scalar fluctuations. We focus on the equatorial embedding
of the D7-brane. It is convenient to introduce coordinates on S5 as
w1 = R sin θ cosφ w2 = R sin θ sinφ, (6.13)
so that the metric on S5 becomes
ds25 =
(
1− w
2
1 + w
2
2
R2
)
dΩ23 +
1
1− w21+w22
R2
(
dw21 + dw
2
2 −
(w2
R
dw1 − w1
R
dw2
)2)
. (6.14)
The embedding of the equatorial brane is given by
w1 = w2 = 0 . (6.15)
Hence, we make the following ansatz for the fluctuations,
δwµ = 2piα
′Ψµ(u) , µ = 1, 2 . (6.16)
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The fluctuation equations are symmetric with respect to w1 and w2, and moreover, it
is consistent to set either of the two scalars to zero value. So we choose the following
ansatz for the fluctuations
Ψ1 = Ψ(u)e
−iωt , Ψ2 = 0 . (6.17)
Substituting this ansatz into the equations of motion, and linearising in the fields, one
obtains the equation governing the dynamics of Ψ,
∂2uΨ(u) +
∂u
(√−eeuu)√−eeuu ∂uΨ(u) + 1euu
(
3
R2
− ettω2
)
Ψ(u) = 0 . (6.18)
where
√−e =
(R2 + 4u2)
√(
256R4u4H(u)2 + (R2 − 4u2)4
)(
4R2u4H ′(u)2 + (R2 − 4u2)2
)
u5
,
euu =
(R2u− 4u3)2
4R4u4H ′(u)2 + (R3 − 4Ru2)2 , (6.19)
ett = − 16R
2u2
(R2 + 4u2)2
.
By solving this equation we get the frequencies as functions of the external magnetic
field and n, a new quantum number. These functions are shown in figure 13 for the first
two lightest modes. We see that for large enough value of the magnetic field, H ∼ 3.98,
the lightest scalar mode becomes unstable. The value for which this happens is exactly
the same as the value for which the equatorial ball brane disappears from the spectrum.
So this perturbative analysis is consistent with our previous analysis, as it suggests that
the real ground state for H > 3.98 is no longer a ball brane.
6.2 Investigating the gap
An unusual feature of the gap which was discovered in the first part of the paper is that
it introduces restrictions on the bare parameters of the theory. The gap in the spectrum
forbids certain values of the bare quark masses, depending on the value of the external
field. While this is in principle possible, we would like to eliminate the possibility that
the presence of the gap is due to missed states with a different symmetry, which we
have not allowed for in our analysis so far. While we do not yet have a conclusive
answer to this question, we will present here our attempts to understand if there are
additional states present in the “gap” part of the spectrum.
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Figure 13. The panel on the left shows the first two normal modes of the scalar fluctua-
tion (6.18) for the equatorial embedding m = 0 but varying external magnetic field. The
panel on the right shows these modes together with the charged scalar modes of figure 10
(green) and the vector modes of figure 12 (blue) plotted together. We see that the magnetic
field makes the scalar fluctuation unstable.
One observation which we make is that if one relaxes the condition that the mag-
netic field has to vanish at the origin of the AdS space, then the gap can be filled
completely with ball branes. Of course, these branes are unphysical as the magnetic
field is non-vanishing in the direction of the S3 which shrinks to zero size at the origin
of AdS5. However, perhaps there is a way in which this kind of singular behaviour could
be resolved by “blowing up” the shrinking S3. We will leave this line of investigation
for later and focus on an alternative route here.
The analysis of the fluctuations from the previous section suggests that branes near
the gap are unstable under transverse scalar fluctuations. This suggests that near the
branes which are at the edge of the gap, there could be a new, nearby ground state,
which has less symmetry than either ball or Minkowski branes. In particular, since
the unstable fluctuation breaks the S¯O(4) symmetry preserved by ball and Minkowski
branes, we expect that the new ground state should also break this symmetry. Making
a general ansatz for the transverse scalar χ, where it depends on all coordinates of
the S¯3 ∈ AdS5, gives a very complicated set of equations which we do not know how
to analyse in full generality. Therefore, we will make the simplifying assumption that
the real ground state is infinitesimally close to the equatorial brane, and use this to
attempt to construct the new ground state perturbatively. A similar analysis was made
(for a different model) in [12], who constructed the Abrikosov lattice in a holographic
framework. The perturbative parameter is the distance from the critical magnetic field
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for which the gap appears,
∆ =
Hext − Hˆ1
Hˆ1
(6.20)
where Hˆ1 = 3.98 for the equatorial brane.
We make the following ansatz
δχ(u, θ¯, φ¯, ψ¯) = ∆χ1(u, θ¯, φ¯, ψ¯) + ∆
3χ3(u, θ¯, φ¯, ψ¯) +O(∆
5)
δΛ = ∆2Λ2 + ∆
4Λ4 +O(∆
6) , δB = dδΛ
(6.21)
Here, alternating of the powers of the expansion in δχ and δΛ is motivated by [12] and
in turn by the original paper [13]. Plugging this ansatz into the equations of motion
we can solve the equations order by order. We omit the details of this lengthy analysis
here, but the upshot is that at third order in perturbation theory the equation for χ3
does not seem to have a physical solution.
While this attempt does not seem to lead to a new ground state, we still believe
that making some modifications of this approach will work. In particular, relaxing
the alternating powers in the expansion (6.21) may help to resolve the issues which
we observed. It may also be necessary to turn on a non-abelian component of the
worldvolume gauge field, as was done in [12]. We intend to address these issues in
future work.
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