In this paper, we consider Simultaneous Perturbation Stochastic Approximation (SPSA) for function minimization. The standard assumption for convergence is that the function be three times differentiable, although weaker assumptions have been used for special cases. However, all work that we are aware of at least requires differentiability. In this paper, we relax the differentiability requirement and prove convergence using convex analysis.
I. Introduction
Simultaneous Perturbation Stochastic Approximation (SPSA), proposed by Spall [15] , has been successfully applied to many optimization problems. Like other Kiefer-Wolfowitztype stochastic approximation algorithms, such as the finite-difference based stochastic approximation algorithm, SPSA uses only objective function measurements. Furthermore, SPSA is especially efficient in high-dimensional problems in terms of providing a good solution for a relatively small number of measurements of the objective function [17] .
Convergence of SPSA has been analyzed under various conditions. Much of the literature assumes the objective function be three times differentiable [15] [19] . However, all of them require that the function be at least differentiable. Among the weakest assumptions on the objective function, Fu and Hill [4] assume that the function is differentiable and convex; Chen et al. [1] assume that the function is differentiable and the gradient satisfies a Lipschitz condition. In a semiconductor fab-level decision making problem [7] , we found that the one-step cost function is continuous and convex with respect to the decision variables, but nondifferentiable, so that the problem of finding the one-step optimal action requires minimizing a continuous and convex function. So the question is: does the SPSA algorithm converge in this setting? The answer is affirmative, and the details will be presented.
Gerencsér et al. [6] have discussed non-smooth optimization. However, they approximate the non-smooth function by a smooth enough function, and then optimize the smooth function by SPSA. Thus, they take an indirect approach.
In this paper, we consider function minimization and show that the SPSA algorithm converges for nondifferentiable convex functions, which is especially important when the function is not differentiable at the minimizing point. First, similar to [19] , we decompose the SPSA algorithm into four terms: a subgradient term, a bias term, a random direction noise term and an observation noise term. In our setting, the subgradient term replaces the gradient term in [19] , since we assume that the function does not have to be differentiable. Hence, we need to show the asymptotic behavior of the algorithm follows a differential inclusion instead of an ordinary differentiable equation. Kushner and Yin [9] state a theorem (Theorem 5.6.2) for convergence of a Kiefer-Wolfowitz algorithm in a nondifferentiable setting. However, this theorem is not general enough to cover our SPSA algorithm. We will prove a more general theorem to establish convergence of SPSA.
The general approach for proving convergence for these types of algorithms requires showing that the bias term vanishes asymptotically. In the differentiable case, a Taylor series expansion or the mean value theorem is used to establish this. These tools are not applicable in our more general setting, but we are able to use convex analysis for this task, which is one new contribution of this paper. For the random direction noise term, we use a similar argument as in [19] to show the noise goes to zero with probability 1 (w.p.1), except that now the term is a function of the subgradient instead of the gradient. For the observation noise term, the conditions for general Kiefer-Wolfowitz algorithms given in [9, pp.113-114] are used, and we also show it goes to zero w.p.1.
To be more specific, we want to minimize the function E[F (θ, χ)] = f (θ) over the parameter θ ∈ H ⊂ R r , where f (·) is continuous and convex, χ is a random vector and H is a convex and compact set. Let θ k denote the kth estimate of the minimum, and let {∆ k } be a random sequence of column random vectors with
are not necessary identically distributed. The two-sided SPSA algorithm to update θ k is as follows:
where Π H denotes a projection onto the set H, F ± k are observations taken at parameter values θ k ± c k ∆ k , c k is a positive sequence converging to zero, α k is the step size, and [∆
Write the observation in the form
where φ ± k are observation noises, and define
Then the algorithm (1) can be written as:
The convergence of the SPSA algorithm (1) has been proved under various conditions.
One of the weakest conditions on the objective function is that f (·) be differentiable and convex [4] . Under the differentiability condition, one generally invokes a Taylor series expansion or the mean value theorem to obtain f (
Then, suppose H = R r , the algorithm (3) can be written as:
where a standard argument of the ODE method implies that the trajectory of θ k follows the ODEθ = −∇f (θ).
In our context, however, we only assume that f (·) is continuous and convex -∇f (·)
may not exist at some points, so a Taylor series expansion or the mean value theorem is not applicable. Instead, using convex analysis we show that G k is close to the product of ∆ T k and a subgradient of f (·).
II. Subgradient and Reformulation of the SPSA Algorithm
First, we introduce some definitions and preliminary results on convex analysis, with more details in [11] .
Let h be a real-valued convex function on R r ; a vector sg(x) is a subgradient of h at a
The set of all subgradients of h at x is called the subdifferential of h at x and is denoted by ∂h(x) [11, p.214] . If h is a convex function, the set ∂h(x) is a convex set, which means that
The one-sided directional derivative of h at x with respect to a vector y is defined to be the limit
According to Theorem 23.1 in [11, p.213] , if h is a convex function, h (x; y) exists for each y. Furthermore, according to Theorem 23.4 in [11, p.217] , at each point x, the subdifferential ∂h(x) is a non-empty closed bounded convex set, and for each vector y the directional derivative h (x; y) is the maximum of the inner products sg(x), y as sg(x) ranges over ∂h(x). Denote the set of sg(x) on which h (x; y) attains its maximum by ∂h y (x). Thus, for all sg y (x) ∈ ∂h y (x) and sg(x) ∈ ∂h(x),
Now let us discuss the relationship between G k defined by (2) and subgradients.
Lemma 1: Consider the algorithm (1), assume f (·) is a continuous and convex function,
and finite K such that
is a continuous and convex function, for fixed ∆ k = z, both f (θ k ; z) and f (θ k ; −z) exist. By (4) and
Since {∆ k } has support on a finite discrete set, which implies it is bounded, K exists and is finite, ∀k ≥ K
In addition, for
Similarly, for f (
Combining (5), (6) and (7), we conclude that ∀ ε > 0, ∃ finite K and sg
Note that ∂f (θ k ) is a convex set, so sg(θ k ) :
and
Suppose H = R r , and if we can prove that the third, fourth, and fifth terms inside of the projection go to zero as k goes to infinity, the trajectory of θ k would follow the differential inclusion [9, p.16]θ ∈ −∂f (θ).
According to [11, p.264] , the necessary and sufficient condition for a given x to belong to the minimum set of f (the set of points where the minimum of f is attained) is that 0 ∈ ∂f (x).
III. Basic Constrained Stochastic Approximation Algorithm
Kushner and Yin [9, p.124] state a theorem (Theorem 5.6.2) for convergence of a KieferWolfowitz algorithm in a nondifferentiable setting. However, this theorem is not general enough to cover the SPSA algorithm given by (9) . So, we establish a more general theorem.
Note that the SPSA algorithm given by (9) is a special case of the stochastic approximation algorithm:
where Z k is the reflection term, b k is the bias term, e k is the noise term, and sf (θ k ) can be any element of −∂f (θ k ). Similar to (9), we need to show that b k , e k and Z k go to zero.
As in [9, p.90], let m(t) denote the unique value of k such that t k ≤ t < t k+1 for Define the shifted continuous-time interpolation θ k (t) of θ k as follows:
Define B k (t) = m(t+t k )−1 i=k α i b i , and define M k (t) and Z k (t) similarly, with e k and Z k respectively in place of b k . Since θ k (t) is piecewise constant, we can rewrite (12) as
where
Note that ρ k (t) is due to the replacement of the first summation in (12) by an integral, and ρ k (t) = 0 at the jump times t k of the interpolated process, and ρ k (t) → 0, since α k goes to zero as k goes to infinity.
We require the following conditions, similar to those of Theorem 5.3.1 in [9, pp.88-108]:
(A.2) The feasible region H is a hyperrectangle. In other words, there are numbers For x ∈ H satisfying (A.2), define the set C(x) as follows. For x ∈ H 0 , the interior of H, C(x) contains only the zero element; for x ∈ ∂H, the boundary of H, let C(x) be the infinite convex cone generated by the outer normals at x of the faces on which x lies [9, p.77].
Proposition 1: For the algorithm given by (11) , where sf (θ k ) ∈ ∂f (θ k ), assume ∂f (θ) is bounded ∀θ ∈ H and (A.1)-(A.4) hold. Suppose that f (·) is continuous and convex, but not constant. Consider the differential inclusioṅ
and let S H denote the set of stationary points of (14), i.e. points in H where 0 ∈ −∂f (θ)+z.
Then, {θ k (ω)} converges to a point in S H , which attains the minimum of f .
Proof: see Appendix. 2
IV. Convergence of the SPSA algorithm
We now use Proposition 1 to prove convergence of the SPSA algorithm given by (9), which we first rewrite as follows:
whereZ k is the reflection term.
Note that the counterparts of b k and e k in (11) are [∆ −1 k ]δ k and e r,k + e o,k , respectively, where the latter quantity is decomposed into a random direction noise term e r,k :
Proof: By the boundedness assumption, each element of the sequence { sg(θ k )} is bounded by a finite B k . Using a similar argument as in [19] 
and the absolute value of E[e r,k+1
where1 is a column vector with each element being 1, and
. . .
Thus, e r,k is a martingale difference. 2
For the observation noise term e o,k , we assume the following conditions:
2) There is a K < ∞ such that for a small γ, all k, and each component (φ
(B.4) For some T > 0, there is a c 1 (T ) < ∞ such that for all k,
Examples of condition (B.2) and a discussion related to (B.3) and (B.4) can be found in [9, pp.110-112] . Note that the moment condition on the observation noises φ ± k is not required in [1] . For other alternative noise conditions, see [2] . 
and let S H denote the set of stationary points of (16), i.e. points in H where 0 ∈ −∂f (θ)+z.
Then, {θ k (ω)} converges to a point in S H , which attains the minimum of f . So all conditions of Proposition 1 are satisfied, and all its conclusions hold. 2
Proof

V. Conclusions
In this paper, we use convex analysis to establish convergence of constrained SPSA for the setting in which the objective function is not necessarily differentiable. As alluded to in the introduction, we were motivated to consider this setting by a capacity allocation problem in manufacturing, in which non-differentiability appeared for the case of period demands having discrete support rather than continuous. Similar phenomena arise in other contexts, e.g. in discrete event dynamic systems, as observed by Shapiro and Wardi [13] . Clearly, there are numerous avenues for further research in the non-differentiable setting. We believe the analysis can be extended to SPSA algorithms with nondifferentiable constraints, as well as to other (non-SPSA) stochastic approximation algorithms for nondifferentiable function optimization. For example, the same basic analysis could be used for RDSA (Random Directions Stochastic Approximation) algorithms as well. We specifically intend to consider global optimization of nondifferentiable functions along the line of [10] . On the more technical side, it would be desirable to weaken conditions such as (A.2) and (B.4), which are not required in [1] .
g(ω, s)| < ε.
Since sf ( which means G(ω, t) = t 0g (ω, s)ds. Thus, we can write θ(ω, t) = θ(ω, 0)+ t 0g (ω, s)ds+Z(ω, t), whereg(ω, s) ∈ −∂f (θ(ω, s)). Using a similar argument as in [9, p.97] , Z(ω, t) = z(ω, s)ds, where z(ω, s) ∈ −C(θ(ω, s)) for almost all s.
Hence, the limit θ(ω, ·) of any convergent subsequence satisfies the differential inclusion (14) .
Note that S H is the set of stationary points of (14) 
