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ABSTRACT
Different types of 3D sensors, such as LiDAR and RGB-D cameras, capture data with different
resolution, range, and noise characteristics. It is often desired to merge these different types of
data together into a coherent scene, but automatic alignment algorithms generally assume that the
characteristics of each fragment are all similar. Our goal is to evaluate the performance of these
algorithms on data with different characteristics to enable the integration of data from multiple
types of sensors.
We use the Redwood dataset, which has high-resolution scans of several different environments
captured using a stationary LiDAR scanner. We first develop a method to emulate the capture of
these environments as viewed by different types of sensor by leveraging OpenGL and a mesh
creation process. Next, we take fragments of these captures which represent scenarios in which
each type of sensor would be used, using our scanning experience to inform the selection process.
Finally, we attempt to merge the fragments together using several automatic algorithms and
evaluate how the results compare with the original scenes. We evaluate based on transformation
similarity to ground truth, algorithm speed and ease of use, and subjective quality assessments.
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INTRODUCTION

Background
3D scanning is the process of capturing a digital representation of a real-life object or scene.
There are several types of commercially available 3D sensor technologies for this purpose, which
are widely used in countless applications. 3D point clouds are a commonly-used scheme in which
the surfaces of objects are represented by millions of discrete points in 3D space. The points can
also have other attributes, such as RGB color or reflectivity (depending on sensing technology),
and normal vectors. During scanning, the sensor captures dozens of point clouds per second as it
is moved around the object or through the scene, each with thousands to millions of points. This
process is analogous to creating a video from all perspectives and of all surfaces, where each
frame of video is one point cloud from a particular perspective. To reconstruct the original object
or scene, the separate point clouds must all be aligned together. Because of the volume of data,
this process is performed by automatic algorithms.
However, different types of 3D sensors have significantly different characteristics related to
the point clouds they produce. Variations include density, field of view, maximum and minimum
range, and overall precision and accuracy. Because of these variations, it can be useful to scan an
object or scene, or parts thereof, with different types of sensors in order to take advantage of each
sensor’s particular strengths and compensate for its weaknesses. For example, one might wish to
quickly scan a room with a sensor that has a large field of view and low resolution, then add detail
to important objects with another that has a smaller field of view but higher resolution.
Alternately, a building might first be scanned with an expensive high resolution sensor, but the
scan could be updated later using cheaper and lower resolution sensors when the building interior
changes. In these cases, the separate scans also need to be aligned, but automatic alignment
algorithms generally assume all the data shares similar characteristics. In this work, we evaluate
how different algorithms perform on heterogeneous data to find an automatic solution to this task.
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Map901
As part of the Map901 project [2], we worked to capture point clouds of the interiors of buildings.
These clouds were annotated with hazardous object labels for use in firefighting and rescue
planning, but annotation is not the focus of this work. We used a sensor mounted on a backpack
and walked through each room in the building to scan it. Due to limitations of the alignment
algorithms and the size of the buildings, we typically only visited one room per scan. Once we
scanned all the rooms, we manually aligned them into a complete building in a separate step.
We primarily used the backpack-mounted Green Valley LiBackpack 50 [3] scanner for
Map901, which is based on the VLP-16 LiDAR [4]. The backpack scanner excelled at long range
and large rooms, but produced poor results for small scenes and objects, as seen in Figure 1. To
deal with this problem, we experimented with a handheld scanner based on the Intel RealSense
D435 [5]. The handheld scanner was perfect for small objects and closets, but could not see far
due to a limited range and was thus tedious to use in bigger areas, as seen in Figure 2.

Figure 1: LiDAR captures large areas (left) effortlessly; misses the floor and half the walls of
small areas (right).
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Figure 2: Handheld scanner captures all details of small rooms (left); but is a pain to use for and
misses most of large areas (right).

Sensor Taxonomy
Broadly, 3D sensors are divided into LiDAR and RGB-D technologies. LiDAR sensors transmit
laser pulses and measure the time taken for the pulse to bounce off an object and return.
Multiplying this time by the speed of light gives (twice) the object’s distance. LiDAR sensors are
characterized by relatively low density, but long range and low noise. The highest accuracy
LiDAR technology (and arguably room 3D sensing technology in general) is a stationary scanner,
because it has the highest possible field of view and almost totally eliminates uncertainties in
sensor position. There are also portable sensors, which require computation of position but
otherwise have the same advantages and disadvantages as stationary LiDAR sensors.
In contrast, RGB-D sensors use a traditional camera sensor and some manner of image
analysis algorithm to compute depth for each pixel in the image, along with an RGB camera for
color information. Technologies include structured light, in which a known fixed pattern is
projected onto the scene and the distortion is measured, time-of-flight, which projects
time-modulated light and operates somewhat similarly to LiDARs, and stereo disparity, which
uses two cameras and operates like the binocular vision in humans and many other animals. All
types of RGB-D sensors are much higher density than LiDAR, but have a limited field of view,
short range, and relatively high noise, which gets worse with object distance.
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Table 1: Example Sensors and Characteristics
Sensor

Speed

FoV

Range

Noise

LiDAR - Stationary: FARO Focus 3D X330 [6]

122Kpts/sec

360°x300°

0.6m-330m

0.002m

LiDAR - Portable: Velodyne VLP-16 [4]

150Kpts/sec

360°x30°

1m-100m

0.02m

RGB-D - Structured Light: Asus Xtion Live [7]

9.2Mpts/sec

58°x45°

0.8m-3.5m

0.03m

RGB-D - ToF: Microsoft Kinect v2 [1]

6.5Mpts/sec

70°x60°

0.4m-3m

0.04m

RGB-D - Stereo: Intel RealSense D435 [5] 36.6Mpts/sec

87°x58°

0.3m-3m

0.06m
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METHODOLOGY

Overview
In order to evaluate automatic alignment algorithms on heterogeneous mixed-resolution data from
various types of sensors, we need data, sensors, algorithms, and evaluation criteria. We first
choose a dataset. Next, we choose two representative sensors from the taxonomy outlined in
section 1 and model them. Then, we develop an emulator to capture data from our dataset as if we
had used these sensors. After, we choose some algorithms to test. Finally, we determine how to
best evaluate their effectiveness in aligning the emulated data.
Dataset
We chose to use the pre-existing Redwood dataset [8] as the source of our sensor data. This
dataset contains five complete large scale scenes, captured with the FARO Focus 3D X330 HDR
stationary LiDAR scanner. The scenes were also captured with a handheld Asus Xtion Live
RGB-D camera. The scenes include an apartment, a bedroom, a boardroom, a lobby, and a loft,
totaling 272 square meters. The floorplans are shown in Figure 3.
This dataset provides three important advantages. First, using real scenes allows us to
validate our algorithms in the real world and test on the variety and complexity naturally present
in many environments. Second, the stationary LiDAR scanner provides the highest possible scan
4

quality, ensuring our sensor emulation process starts with an accurate input. We did not have
access to such a scanner, so we could not capture our own data. Third, because we use the same
source data for all our emulated sensors, the results are perfectly aligned, so we know the ground
truth alignment which is useful for our evaluations.
We take the pre-aligned raw stationary LiDAR scans from the dataset, of which there are
three to seven per scene. We use the raw scans instead of the pre-merged ones because we are
able to use a higher quality merging algorithm than the dataset authors. The merged scans have 40
million to 80 million points, depending on the scene. Once the scans are merged, we use the
Poisson surface reconstruction algorithm [9] as implemented in CloudCompare [10] to build a
mesh. We set the octree depth to 11 and minimum density to 10 in order to get the most detail out
of the point cloud and avoid false surfaces. The meshes have 10-30 million triangles, depending
on the scene.

Figure 3: Top-down view of each scene in the Redwood dataset, shown to scale.

Sensor Modeling
As LiDAR and RGB-D sensors have the greatest difference in characteristics, we choose one of
each to model and test with. We base our modeled LiDAR sensor off the Velodyne VLP-16
backpack-mounted LiDAR we have experience with in Map901, and RGB-D sensor off the
Microsoft Kinect v2 handheld time-of-flight camera, because of the available literature that
5

describes its noise characteristics.
For the basic capture parameters, we use the information from the manufacturers listed in
Table 1. For simplicity, we do not model systemic distortion that may come from an improperly
calibrated or operated sensor, such as geometric distortion caused by the camera lenses or limited
range from use in an improperly lit environment. We assume the user has already correctly
compensated for these factors.
We model the random noise output of the sensors, which cannot be eliminated. We use the
noise model from [11] for the Velodyne sensor and the model from [1] for the Kinect sensor. The
Kinect model divides noise into a lateral component, which is related to the sensor’s point spread
function, and an axial component, which represents noise in the depth values. The lateral
component increases linearly with depth, while the axial component increases quadratically.
These values are only valid if the object’s angle relative to the camera is below 60°. The noise
increases sharply beyond this angle, to the point where it is practically infinite much past 80°. The
noise model for the Velodyne sensor is similar, but the numbers are smaller, the axial noise
increases only linearly, and the overall noise is not very dependent on angle.

Figure 4: Kinect noise model illustrated, from [1]. Axial noise in red, lateral noise in blue.

An important influence on the data is how the sensor moves through the scene, or its
trajectory. Naturally, the backpack-mounted LiDAR is constrained significantly more than the
6

handheld RGB-D camera. For the RGB-D camera, we use the trajectories that came with the
dataset, which focus mostly on the objects in the room, plus the lower part of the walls and the
floor. For the LiDAR, we manually draw simplified walking paths based on the RGB-D
trajectories and add some undulation in order to mimic human walking. Because the LiDAR is
high off the ground and does not tilt much, it mostly captures the top parts of the walls and some
of the ceiling. Example trajectories are shown in Figure 5.
The trajectory is also a source of distortion. The algorithms which compute it are not perfect,
so there are small variations in where the sensor believes itself to be and where it actually is,
which results in distortion of the scan. In our experience, however, the algorithms we used for this
in Map901 either worked well enough to be satisfactory, or obviously failed completely. This type
of distortion is also spread out over the scan, so the smaller fragments we evaluate are not
significantly distorted. As a result, we do not model this distortion either.

Figure 5: Trajectory through the apartment scene. Handheld sensor is small blue line, LiDAR is
large orange dots.

Sensor Emulation
To emulate the capture process of the sensors, we developed a program which leverages the
ModernGL [12] library. The emulator takes the scene mesh, the sensor model, and the sensor
7

trajectory, then generates a point cloud showing what the sensor would produce at each point in
the trajectory. Each point has an associated transformation, which is the position and orientation
of the sensor in the scene. For the RGB-D camera, there are 20-30K points in each trajectory, but
only 500-1000 points for the LiDAR.
We first compute the sensor’s perspective at each point in the trajectory using the associated
transformation information. We also incorporate the sensor parameters into the perspective,
which inform the field of view, pixel count, and range. We then transform the scene to this
perspective and render the parts which the sensor can see to a framebuffer. We then run a custom
shader to resample the framebuffer and apply the noise model. We leverage the fast GPU random
number generation of [13] for this task. Finally, we apply the inverse sensor model to convert the
sensor’s view back into a point cloud, then the inverse transformation of the point in the trajectory
to place the point cloud correctly in the scene.
The point cloud from each point in the trajectory is saved to disk. We use
CloudCompare [10] to merge all the point clouds together, then downsample them to a spatial
resolution of two and a half millimeters. This reduces the number of points to a manageable level
while still preserving the detail present in the mesh. At the end, we have the complete scene as
captured through the sensor. As an example, the final emulated point clouds for the apartment
scene are shown in Figure 6.
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Figure 6: RGB-D emulation (right) shows good capture of floor and objects, but misses ceiling.
LiDAR emulation (left) captures walls and a bit of ceiling, but no floor.

Algorithms
The first algorithm we try is the classic Iterative Closest Point (ICP) algorithm [14]. This
algorithm is accurate, but slow and cannot handle lots of outliers. The point clouds must already
be mostly aligned, usually using a manual process or some previous estimation, be of similar size,
and have a high amount of overlap in order for it to be effective. While this makes it good for
alignment refinement, it is not good for our scenario.
The next algorithm is TEASER++ [15], from MIT. It claims to handle extreme numbers of
outliers and still produce an optimal solution. Unlike ICP, it requires correspondences between
the two clouds, i.e. pairs of points that are known to be in the same position in the aligned result.
Fortunately, these correspondences do not necessarily have to be very good because of its ability
to ignore the extraneous ones and find the consistent ones. To provide it with correspondences,
we use the FPFH [16] feature-finding algorithm, which searches for locally similar areas in the
two clouds.
The final algorithm is a neural network-based system [17] developed at ETH Zurich which
we call the Multiview algorithm. It claims to be faster than conventional methods and is allegedly
suitable for registering many point clouds at once, but we do not test this latter claim. It uses the

9

FCGF feature-finding algorithm to generate correspondences, then another neural network to find
the valid correspondences and generate the final alignment.
Further details about how these algorithms operate are available in the appendix.
Evaluation
We have identified several important metrics which we will use to evaluate the alignment
algorithms. The most important is accuracy, measured by distance to the ground truth scan. It is
better for the algorithms to be faster as they can then operate on larger datasets and in more
scenarios, so we will factor computation time into our evaluation. Resistance to noise and outliers
is also important for operating with real world sensors in real world scenarios. Finally, we care
about the practicality of the algorithm, which encompasses ease of use, ease of integration, and
any limitations or advantages which may apply.
These evaluations will be conducted in scenarios we have found were problematic in
Map901. The first scenario is that of attaching a small room to a larger room, where the small
room has been scanned with the RGB-D sensor, but both rooms have been scanned with the
LiDAR. We test this with the bathroom in the apartment and the office in the boardroom. The
second scenario is that of adding detail to a smaller object in a scene that has been scanned with
the LiDAR using data from the RGB-D sensor. We test this with one piece of furniture from each
scene. In both cases, the room or object is cut out of the RGB-D scene into a fragment which
must be aligned with the complete LiDAR scene. Figure 7 shows the seven fragments we have
chosen for evaluation. For example, the Apartment - Bathroom fragment on the left must be
aligned with the lower right corner of the LiDAR scan on the right of Figure 6.
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Figure 7: RGB-D fragments selected for evaluation. Not to scale.

We first test the algorithms in a simpler local registration scenario, where we assume the
fragment has been approximately aligned by manual effort or some other sensor. In this case, we
translate and rotate the fragment a small amount relative to the ground truth (up to 0.25m in each
axis, and up to 0.25rad around each axis). We then test the algorithms in a more complex global
registration scenario, where nothing is known about the alignment. In this case, we translate the
fragment so that its center is at the origin, then rotate it a random amount with no limitation on
magnitude. Examples of initial fragment alignment are shown in Figure 8. Each scenario is
repeated ten times with a different random initial transformation to characterize how sensitive the
algorithms are to initial conditions. We chose ten repetitions as a balance between a good spread
of test cases and reasonable computation time required to generate all the results.

Figure 8: Initial position example for global alignment (left) versus local alignment (right) of the
Bedroom - Bed fragment.
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To validate that the algorithms work correctly, and to get a baseline measure of each
algorithm’s performance on homogeneous data, we re-do all the previous evaluations but instead
cut the same fragments from an alternate version of the LiDAR scan of the scene. These
fragments are shown in Figure 9. This alternate version uses the same trajectory, but a different
seed for the random noise, so that the points are not in exactly the same place and the solution is
not trivial. This figure also demonstrates the challenge the algorithms face: they must identify the
correspondences between an RGB-D fragment and its LiDAR version, while ignoring any false
correspondences with the rest of the scene. Unfortunately, the LiDAR versions are very sparse
and often are missing large portions of the object. This fact motivates us to add detail with the
RGB-D fragments.

Figure 9: LiDAR versions of fragments selected for evaluation. Not to scale.

3

RESULTS

Algorithm Results
We show the results of the algorithms in a series of tables. There is one table per algorithm and
set of data. One set of data is the RGB-D fragments we attempt to align with the LiDAR scan
(with heterogeneous characteristics), and the other is the LiDAR fragments from an alternate scan
we attempt to align with the first (with homogeneous characteristics). Each table lists the
fragments and the scenario they were evaluated in, whether global or local alignment.
Each algorithm, set of data, object, and scenario was evaluated ten times with different
12

random transformations. The number of times the algorithm successfully aligned the fragment is
listed. We define a successful alignment as a translational error of <1m for global alignment and
<0.1m for local alignment. As shown in Figure 10, a failed alignment has a very high error and is
obviously wrong. The average computation time in seconds, rotational error from ground truth in
radians, and translational error from ground truth in meters is listed, not including statistics from
failed alignments. The standard deviations are also listed in parentheses next to the averages. In
cases where no successes were observed, the case is omitted completely. All evaluations were
conducted on a Linux system with a six core 2.6GHz Intel Xeon E-2176M CPU and NVidia
Quadro P2000 GPU.

Figure 10: Example of failed alignment (left) versus successful alignment (right). Note that the
failed alignment is wildly incorrect.

ICP
Table 2 shows the results for the ICP algorithm using the LiDAR fragments. In the local
alignment scenario, ICP works almost perfectly, showing only one failure. Unfortunately, for the
global alignment scenario, and for both local and global alignment of RGB-D fragments, it did
not succeed a single time, so no data is available to show. However, in the cases where it did
succeed, it produced good results surprisingly quickly, and it does not require any setup or tuning.
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Table 2: ICP Algorithm Results with Homogenous Data
Object

Scenario

Success

Time (s)

Rot Err (rad)

Trans Err (m)

Apartment — Bathroom

Local

9

8.290 (0.208)

0.001 (0.001)

0.003 (0.002)

Apartment — Desk

Local

10

7.089 (0.146)

0.007 (0.005)

0.018 (0.011)

Bedroom — Bed

Local

10

2.822 (0.027)

0.003 (0.002)

0.008 (0.006)

Boardroom — Office

Local

10

10.713 (0.422)

0.001 (0.001)

0.003 (0.003)

Boardroom — Table

Local

10

6.604 (0.219)

0.002 (0.003)

0.014 (0.020)

Lobby — Table

Local

10

6.277 (0.027)

0.001 (0.000)

0.002 (0.001)

Loft — Counter

Local

10

3.820 (0.041)

0.001 (0.001)

0.003 (0.001)

TEASER++
Table 3 shows the results for the TEASER++ algorithm using the LiDAR fragments. In both the
local and global alignment scenarios, TEASER++ works very well. Compared to ICP, the error is
slightly higher, but not by any meaningful magnitude. Computation time is also somewhat higher,
but still not high except for, inexplicably, the boardroom office. Unlike ICP which falls down
completely, TEASER++ still performs quite well in the global alignment scenario, save for
another increase in error and one failure aligning the bed.
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Table 3: TEASER++ Algorithm Results with Homogeneous Data
Object

Scenario

Success

Time (s)

Rot Err (rad)

Trans Err (m)

Apartment — Bathroom

Global

10

11.204 (0.752)

0.007 (0.004)

0.008 (0.005)

Apartment — Desk

Global

10

7.707 (0.130)

0.051 (0.034)

0.038 (0.029)

Bedroom — Bed

Global

9

3.135 (0.053)

0.037 (0.034)

0.021 (0.019)

Boardroom — Office

Global

10

24.766 (23.247)

0.004 (0.003)

0.006 (0.003)

Boardroom — Table

Global

10

8.012 (0.343)

0.009 (0.005)

0.010 (0.007)

Lobby — Table

Global

10

8.538 (0.119)

0.012 (0.009)

0.010 (0.008)

Loft — Counter

Global

10

4.387 (0.049)

0.016 (0.011)

0.022 (0.013)

Apartment — Bathroom

Local

10

14.786 (1.325)

0.002 (0.001)

0.007 (0.003)

Apartment — Desk

Local

10

7.553 (0.073)

0.016 (0.004)

0.029 (0.009)

Bedroom — Bed

Local

10

3.082 (0.026)

0.015 (0.006)

0.030 (0.011)

Boardroom — Office

Local

10

58.272 (8.746)

0.001 (0.000)

0.005 (0.002)

Boardroom — Table

Local

10

8.209 (0.208)

0.002 (0.001)

0.004 (0.002)

Lobby — Table

Local

10

8.397 (0.124)

0.007 (0.003)

0.013 (0.008)

Loft — Counter

Local

10

4.366 (0.052)

0.005 (0.002)

0.012 (0.005)

Table 4 shows TEASER++’s performance with the RGB-D fragments. Here TEASER++
does falter, but does not completely fail except for the boardroom table in the global alignment
scenario. Both computation time and error increase significantly, but in our experience, this level
of error is still usually acceptable. Better performance is observed in the local alignment case.
TEASER++ was nice and straightforward to compile and install. There is one tuning option,
the voxel size, which downsamples the inputs to speed computation. We left this at the default for
our experiments. There is also the possibility of using an algorithm other than FPFH to generate
correspondences, but we did not explore this either.
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Table 4: TEASER++ Algorithm Results with Heterogeneous Data
Object

Scenario

Success

Time (s)

Rot Err (rad)

Trans Err (m)

Apartment — Bathroom

Global

5

20.421 (0.421)

0.078 (0.083)

0.160 (0.156)

Apartment — Desk

Global

3

10.922 (0.134)

0.045 (0.021)

0.027 (0.016)

Bedroom — Bed

Global

4

6.260 (0.070)

0.040 (0.029)

0.043 (0.029)

Boardroom — Office

Global

10

33.266 (0.465)

0.015 (0.009)

0.021 (0.016)

Lobby — Table

Global

4

13.276 (0.101)

0.299 (0.246)

0.112 (0.065)

Loft — Counter

Global

5

8.166 (0.131)

0.053 (0.037)

0.039 (0.029)

Apartment — Bathroom

Local

2

18.996 (0.056)

0.015 (0.011)

0.034 (0.005)

Apartment — Desk

Local

8

10.541 (0.396)

0.026 (0.010)

0.049 (0.020)

Bedroom — Bed

Local

10

5.942 (0.112)

0.031 (0.009)

0.054 (0.027)

Boardroom — Office

Local

10

31.523 (0.714)

0.004 (0.002)

0.019 (0.011)

Boardroom — Table

Local

6

19.671 (0.189)

0.015 (0.003)

0.030 (0.010)

Lobby — Table

Local

7

12.184 (0.209)

0.030 (0.010)

0.050 (0.019)

Loft — Counter

Local

8

7.694 (0.155)

0.015 (0.007)

0.036 (0.021)

Multiview
Table 5 shows Multiview’s performance with the LiDAR fragments. The performance is mixed,
with only partial success and a high computation time. Unlike ICP, it does work in global
scenarios, but success is by no means guaranteed. Error is worse than ICP in the local case and
TEASER++ in the global case. Table 6 shows that Multiview can work with heterogeneous data,
but only barely.
Multiview was also more troublesome to use than TEASER++. It requires a GPU, the
download of large neural network libraries, and a pre-trained network. There were inexplicable
crashes and NaNs in the output. The large number of settings and reliance on a pre-trained
network could help explain the poor performance; perhaps re-training for our specific scenarios
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would improve it. But this would likely require a much larger dataset than we currently have.
Table 5: Multiview Algorithm Results with Homogeneous Data
Object

Scenario

Success

Time (s)

Rot Err (rad)

Trans Err (m)

Apartment — Bathroom

Global

10

6.748 (0.335)

0.004 (0.002)

0.004 (0.001)

Apartment — Desk

Global

3

5.745 (0.006)

0.183 (0.125)

0.141 (0.108)

Bedroom — Bed

Global

9

2.314 (0.008)

0.050 (0.039)

0.034 (0.020)

Boardroom — Office

Global

10

7.759 (0.155)

0.003 (0.002)

0.005 (0.001)

Boardroom — Table

Global

9

5.801 (0.146)

0.052 (0.069)

0.084 (0.103)

Lobby — Table

Global

10

7.437 (0.371)

0.025 (0.018)

0.021 (0.014)

Loft — Counter

Global

10

3.345 (0.141)

0.010 (0.005)

0.016 (0.005)

Apartment — Bathroom

Local

10

6.579 (0.303)

0.003 (0.001)

0.009 (0.003)

Apartment — Desk

Local

4

5.603 (0.033)

0.030 (0.013)

0.062 (0.023)

Bedroom — Bed

Local

9

2.321 (0.067)

0.048 (0.020)

0.049 (0.017)

Boardroom — Office

Local

10

7.922 (0.317)

0.002 (0.001)

0.008 (0.002)

Boardroom — Table

Local

10

5.785 (0.200)

0.008 (0.004)

0.009 (0.003)

Lobby — Table

Local

10

7.090 (0.134)

0.012 (0.004)

0.024 (0.013)

Loft — Counter

Local

10

3.297 (0.102)

0.008 (0.004)

0.020 (0.010)

Table 6: Multiview Algorithm Results with Heterogeneous Data
Object

Scenario

Success

Time (s)

Rot Err (rad)

Trans Err (m)

Bedroom — Bed

Global

1

2.866 (0.000)

0.356 (0.000)

0.333 (0.000)

Loft — Counter

Global

9

3.930 (0.145)

0.073 (0.079)

0.050 (0.045)

Loft — Counter

Local

7

3.926 (0.082)

0.024 (0.009)

0.060 (0.027)
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4

CONCLUSION

It is useful to be able to automatically align 3D point clouds from different types of sensors which
have different data characteristics, such as resolution, field of view, noise, and range. We aimed to
evaluate different algorithms in this scenario in order to determine which, if any, will work, as
most are designed to align data with similar characteristics.
We leveraged the Redwood dataset, as it has high resolution scans of five different real-world
scenes, enabling us to study our algorithms in a number of different scenarios. We developed a
program which can emulate the characteristics of these sensors so we could virtually scan these
scenes with different sensor types to efficiently produce inputs to our alignment algorithms. We
chose to model and emulate both a LiDAR-based and an RGB-D based sensor to test scenarios
we found frustrating in Map901, where we had a large but low-resolution LiDAR based scan and
wanted to add detail with a small, targeted high-resolution RGB-D scan.
We identified three candidate algorithms. The first was the classic ICP algorithm, which is in
common use in a variety of places and a core component of many techniques, but not really a
good fit for our purpose. The second was the TEASER++ algorithm, which proclaimed to
efficiently handle large numbers of outliers, which is a significant problem in the heterogeneous
scenario. The last was the Multiview algorithm, which claimed to be faster than other algorithms
because it leveraged neural networks.
We tested the algorithms by attempting to align seven RGB-D scans of specific objects,
which are types that frustrated us in Map901, to the corresponding LiDAR scans of the five
scenes in the Redwood dataset. We tested two different alignment scenarios: local alignment, in
which the scan alignment has already been estimated by e.g. manual labor or another sensor, and
we wish to perfect it, and global alignment, where there is no pre-existing knowledge of the
correct alignment, but we still wish to find it accurately. To check that our algorithms worked as
advertised in homogeneous scenarios, we also attempted to align similar LiDAR scans of the
same seven objects.

18

We found that ICP works excellently for homogenous data and local alignment, but totally
and completely fails in any other scenario. TEASER++ works very well for homogeneous data
and both local and global alignment. TEASER++ does work for heterogeneous data too, but it is
not as reliable and success is not guaranteed. The Multiview algorithm works for homogeneous
data, but is not especially reliable, and rarely works for heterogeneous data. TEASER++’s
implementation is small and simple, whereas Multiview’s is large, complex, and buggy.
Overall, TEASER++ is the only algorithm we tested that actually works to automatically
align heterogeneous mixed-resolution data from different types of sensors. It is not perfectly
reliable, but seems to eventually work if the initial alignment is randomly varied until a plausible
result is obtained. It is more reliable in the local alignment scenario and should be used there if an
initial estimate is available. As a bonus, it is not slow, and is straightforward to set up and use.

5

FUTURE WORK

Emulator
While the emulator does use what we believe are accurate noise models of the sensors, and it
produces data which looks quite similar to the real data we have experience with, it fails in our
eyes to accurately reproduce the "texture" of the data. The emulated noise seems higher and more
uniform than the real sensors. One possible problem is that the emulator and models assume the
noise is statistically independent in both space and time, which seems implausible based on
knowledge of the sensor technologies and is not well supported by real sensor data. Another
possibility is that both the sensors themselves and libraries people commonly use with them apply
sophisticated noise reduction and rejection technologies which did not necessarily perform the
same way capturing the data used for modeling as they would capturing more diverse scenes.
Future work which develops a more sophisticated noise model that can reproduce the look of
diverse data, rather than simply capture statistics of specific model objects, would give more
confidence in the accuracy of the emulator.
Similarly, a way to automatically generate plausible trajectories through scenes for both
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handheld and backpack-mounted scanners would increase the emulator’s realism. We used the
manually captured trajectory from the Redwood dataset for our handheld scanner, and a manually
drawn trajectory for our backpack-mounted scanner, with some undulation added to mimic
human walking. We also did not model the distortion to the trajectory caused by imperfect
position calculation algorithms (e.g. SLAM). Capturing actual trajectories is difficult and
expensive, so future work which creates a more sophisticated way to generate them and
incorporate realistic distortion would allow study of consequent effects on the algorithms.
Algorithms
Concretely identifying what about TEASER++ made it work and why the other algorithms failed
is a good topic for future work that could inform the development of future algorithms designed
for the heterogeneous data mixed-resolution scenario. A more informed exploration of the
algorithms we chose may also be worthwhile. It is possible that tuning TEASER++ or using it
with a different feature extractor could improve its performance. Similarly, perhaps Multiview’s
neural architecture would work well if it were trained properly on heterogeneous data, rather than
simply using the supplied model that was pre-trained on RGB-D data. With this information, an
algorithm could be specifically designed for this scenario that might dramatically improve
alignment performance.
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APPENDIX: DETAILED DESCRIPTION OF TESTED ALGORITHMS
The alignment algorithms have a straightforward job: given a source and target point cloud,
compute the rotation and translation (i.e. transformation) which, when applied to the source point
cloud, optimally aligns it with the target point cloud. The algorithms all involve correspondences,
which are pairs of points, one from each cloud, that are believed to be in the same position in the
aligned result. At a high level, the best alignment is obtained by first finding good
correspondences, then finding a transformation which minimizes the distances between the
corresponding points.
ICP
The Iterative Closest Point (ICP) algorithm [14] operates with a two step iterative process. In the
first step, correspondences are determined by finding the closest target point to each source point.
In the second step, the transformation which minimizes the root-mean-squared (RMS) error
between the corresponding points is computed and applied to the source point cloud. The
algorithm repeats until a target number of iterations has been reached, or the change relative to the
previous iteration falls below a threshold. The final transformation is then the accumulated
transformations from each iteration.
TEASER++ and FPFH
The TEASER++ algorithm [15], from MIT, does not by itself generate correspondences; it uses
them as its input. To initially reject invalid correspondences, a complete graph is constructed with
the correspondences as vertices and a unique edge between all possible vertex pairs. For each
edge, a so-called Translation and Rotation Invariant Measure (TRIM) is computed between the
correspondence pair’s points in the source cloud, then those in the target cloud. If the difference
in measure between the source and target clouds is too large, the edge is deleted. The valid
correspondences (inliers) are then taken as the maximum clique of this graph, giving the largest
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set of correspondences which appear to all be consistent with each other, though some invalid
correspondences (outliers) are assumed to remain.
To estimate rotation, a Translation Invariant Measure (TIM) is computed for the remaining
edges in a manner similar to the TRIM. The two TIMs for each correspondence pair are related by
the rotation between the two clouds, along with factors for measurement noise and if the
correspondences are both inliers. A graduated non-convexity solver is then used to compute the
rotation. Finally, to estimate translation, an adaptive voting scheme is leveraged to reject outliers
and compute the translation which best fits the remaining correspondences.
Theoretically, we can give TEASER++ every possible correspondence as input, but this is
computationally infeasible for large point clouds. We instead used the Fast Point Feature
Histogram (FPFH) algorithm [16] to find plausible correspondences. FPFH works by computing
features for each point, then generating correspondences by finding the target point with the most
similar features for each source point. The feature computation is a two step process. In the first
step, to compute the features for a particular point, all its neighbors within a certain distance are
located. The angles between the normal vectors of the point in question and each neighbor are
computed in each axis, and the distributions of these angles over all the neighbors are combined
and stored as the feature for that point. In the second step, the final features for each point are
computed as the first step features for that point, plus the first step features for each close
neighbor, weighted by that neighbor’s relative distance. Due to the use of angles, relative
distances, and distributions, a point cloud’s FPFH features are based on the shape of each point’s
neighborhood, but are not significantly influenced by the cloud’s overall rotation, scale, or density.
Multiview and FCGF
ETH Zurich’s algorithm [17], which we called Multiview, uses neural networks for both
correspondence determination and final transformation estimation. The correspondence
determination uses a modified version of the 3D Fully Convolutional Geometric Features (FCGF)
network to generate features, then an approximate nearest neighbor search in feature space, like
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FPFH. Once the correspondences are determined, a second network based on PointNet takes the
coordinates of the points in each correspondence and computes a weight for each one, with low
weights representing incorrect correspondences and high weights representing correct ones. The
final transformation is computed by minimizing the weighted RMS error of all the
correspondences. Like FPFH, the FCGF features and learning process of the weight generation
network theoretically provide insensitivity to rotation, scale, and density.
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