A function f : P n ! P , P = f0; 1; : : : ; p 0 1g is kdecomposable i f can be represented as f(X 1 ; X 2 ) = g(h 1 (X 1 ); h 2 (X 1 ); : : : ; h k (X 1 ); X 2 ), where (X 1 ; X 2 ) i s a bipartition of input variables. This paper introduces the notion of totally k-undecomposable functions. By using this concept, we can drastically reduce the search space to nd k-decompositions. A systematic method to nd the bipartitions of input variables that will not produce any k-decompositions is presented. By combining it to the conventional decomposition methods, we can build an ecient functional decomposition system. This method is promising to design LUT-based FPGAs.
In the above contributions, most are related to twovalued functions. However, extensions to multiplevalued functions are quite natural.
In this paper, we will consider decompositions shown in Fig. 1.1 . Given a multiple-valued function f : P n ! P , P = f0; 1; : : : ; p 0 1g, w e will consider the problem whether f can be represented as f(X 1 ; X 2 ) = g(h 1 (X 1 ); h 2 (X 1 ); : : : ; h k (X 1 ); X 2 ), or not.
Let n be the number of the input variables, then we h a ve to consider nearly 2 n dierent bipartitions (X 1 ; X 2 ) of the input variables fx 1 ; x 2 ; : : : ; x n g. When n is large, the number of bipartitions to consider is too large, and the exhaustive search is impractical. This paper introduces the concept of totally undecomposable functions. By using this concept, we can drastically reduce computation time to nd decompositions. This paper shows a systematic method to nd the bipartitions of input variables that will not produce any decompositions. By combining it to the conventional decomposition methods, we can build an ecient functional decomposition system. The rest of this paper is organized as follows: Section II gives denitions and basic properties of functional decompositions. Section III introduces the concept of k-undecomposable functions. It also derives a theorem to nd bipartitions (X 1 ; X 2 ) that will not produce any k-decomposition. Section IV shows a method to represent a set of bipartitions by using a switching function. Section V enumerates the number of k-undecomposable functions. It also shows that, for suciently large n, almost all functions are totally kundecomposable.
II Denitions and Basic Properties
Denition 2.1 A p-valued function is a mapping f : P n ! P , where P = f0; 1; : : : ; p 0 1g and p 2. I f p = 2 , f is a switching function. Denition 2.2 Let the set of the input variables be fXg = fx 1 ; x 2 ; : : : ; x n g. (X 1 ; X 2 ; : : : ; X r ) is a partition of X if fX i g \ f X j g = (1 i < j n) and fX 1 g [ f X 2 g [ 1 1 1 [ f X r g = fXg. Especially when r = 2 , the partition is a bipartition. The number of the variables in fXg is denoted b y jXj. Denition 2.6 The number of dierent column patterns in the decomposition table for a bipartition (X 1 ; X 2 ) is the column multiplicity and is denoted by (f : X 1 ; X 2 ). Theorem 2.1 A p-valued function f(X) has a disjoint k-decomposition f(X) = g(h 1 (X 1 ); h 2 (X 1 ); : : : ; h k (X 1 ); X 2 ) i (f : X 1 ; X 2 ) p k .
The size of decomposition tables for n variables is p n , and the number of dierent bipartitions is O(2 n ). Thus, the straightforward method to nd a k-decomposition is impractical for the functions with many inputs. A method to nd decompositions by using ROBDDs (reduced ordered binary decision diagrams) or ROMDDs (reduced ordered multi-valued decision diagrams) has been developed. We assume that the k-decomposition in Lemma 2.2 is trivial. This is why w e assumed that n 2 d log p ke + 1 3) Variables in fX B g can be either in the bound set or the free set. From 1) and 2), we have the rst factor. And, from 3), we h a ve the second factor. Among them, (n A ; n B ; p ; k ) bipartitions are kundecomposable. So, we have to check at most (n A ; n B ; p ; k ) = 2 n 0 (n A ; n B ; p ; k ) bipartitions. 2 Example 3.6 Corollary 3.1 shows that when p = 2 and k = 1 , the fraction of to 2 n is = 2 n = n A +2 2 n A . Therefore, when n A = 3 , = 5 =8; when n A = 4 , = 3 =8; when n A = 5 , = 7 =32; and when n A = 6 , = 1 =8.
IV Switching Function Representing Set of Bipartitions
Functional decomposition is to nd a bipartition (X 1 ; X 2 ) such that f(X 1 ; X 2 ) = g(h 1 (X 1 ); h 2 (X 1 ); : : : ; h k (X 1 ); X 2 ). There are 2 n dierent bipartitions including trivial ones, and these can be represented by a switching function of n variables. In this part, we will introduce such representations. Also, bipartitions that will not produce decompositions are compactly denoted by symmetric functions. We also introduce notations for symmetric functions. x 2 x 3 is a totally symmetric function. f = 1 when all the variables are one, or when only one variable is one. Thus, f can be written as S (Proof) When the numb e r o f v ariables in the bound set is less than k + 1, then it is a trivial decomposition.
To be non-trivial k-decomposition, at least 1 + dlog p ke variables must be in the free set. So, if the number of variables in the bound set is greater than n 0 1 0 dlog p ke, then it is a trivial decomposition. In u 1 , the rst factor selects three variables from fx 1 ; x 2 ; x 3 ; x 4 ; x 5 g as bound variables, and the second factor selects two variables from fx 6 ; x 7 ; x 8 ; x 9 ; x 10 g as bound variables. For example, suppose that fX 1 g = fx 1 ; x 2 ; x 3 ; x 6 ; x 7 g is selected as a bound set, and fX 2 g = fx 4 ; x 5 ; x 8 ; x 9 ; x 10 g is selected as a free set.
This bipartition (X 1 ; X 2 ) does not produce 2-decomposition, since fx 1 ; x 2 ; x 3 g is in the bound set and fx 4 ; x 5 g is in the free set, and f(x 1 ; x 2 ; x 3 ; x 4 ; x 5 ; 0; 0; 0; 0; 0) is totally 2- undecomposable. Note that ju 1 j = C(5; 3)C(5; 2) = 10 2 10 = 100.
In a similar way, if f(0; 0; 0; 0; 0; x 6 ; x 7 ; x 8 ; x 9 ; x 10 ) is also totally 2-undecomposable, then the following bipartitions need not be checked: V Numb e r o f T otally k-Undecomposable Functions
When n is suciently large, almost all functions are totally 1-undecomposable [19] . In this part, we will show that almost all functions are also totally k- C(n; n 1 )p kp n 1 +p n0n 1 +k :
(Proof) Suppose that a function f has a disjoint kdecomposition shown in Fig. 1 C(n; n 1 )p kp n 1 +p n 2 +k : (5.2) Since C(n; n 1 ) < 2 n , the right-hand-side of (5. 
VI Conclusion and Comments
In this paper, we dened totally k-undecomposable logic functions, and showed a systematic method to nd a set of bipartitions that will not produce disjoint k-decompositions. Key contributions are: 1) Generation of a set of k-undecomposable bipartitions from totally k-undecomposable subfunctions.
2) Representation of k-undecomposable bipartitions by an n-variable switching function. 3) Enumeration of totally k-undecomposable functions. The presented method can be extended to the case of incompletely specied functions. This method can be combined to existing decomposition methods to reduce search space. When n = 3 or 4, p = 2 and k = 1, totally kundecomposable functions are easily detected by BDDs and look-up tables [17] . By using this method, we can show the undecomposability of randomly generated functions very quickly.
We decomposed more than four thousand benchmark functions including functions with 256 inputs and 245 outputs [16, 17] . Experimental results for p = 2 and k = 1 show that for 1-undecomposable functions, the computation time were reduced to up to one hundreds. Currently, we are developing a system for kdecompositions with k = 2 .
Even if the given functions have t wo-valued inputs only, functional decompositions with multi-valued inputs seems to be useful. This is explained as follows: Suppose that a completely specied two-valued input function has a k-decomposition of the form f(X 1 ; X 2 ) = g(h 1 (X 1 ); g 2 (X 1 ); : : : ; g k (X 1 ); X 2 ), and that (f : X 1 ; X 2 ) < 2 k . In this case, assigning (f : X 1 ; X 2 ) dierent binary vectors to the k outputs of H produces don't care conditions for function g.
This makes decomposition problem very dicult [21] . However, if we do not assign the binary vectors to the output of h, but assume that h produces a multiplevalued output, then no don't cares are generated. In this case, the decomposition problem is easier.
