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 This study presents novel reliability-based design optimization (RBDO) methods with mixture of 
random and interval uncertainties. While conventional second-order reliability method (SORM) contains 
three types of errors, novel SORM proposed in this study avoids the other two types of error by describing 
the quadratic failure surface with the linear combination of noncentral chi-square variables and using the 
linear combination of probability of failure estimation. Sensitivity analysis on the developed SORM is then 
performed for more accurate RBDO. As an alternative to analytic RBDO, sampling-based RBDO is used 
in case when gradients of performance functions are not available. In this study, interval uncertainty is 
newly incorporated into existing sampling-based RBDO, since distribution of random uncertainty may not 
be always identified. Sensitivity-based interval analysis method is developed, which is integrated into 
optimization framework. It is demonstrated in numerical example that the proposed method efficiently 
converges to optimum design within a few design cycles. The RBDO approach is further applied to 
turbomachinery bladed disk, whose dynamic response is very sensitive to presence of uncertainties when 
interblade coupling is weak. Multi-objective optimization method is developed for optimal piezoelectric 
circuitry design to simultaneously achieve delocalization of vibration modes and vibration suppression, 
which is integrated into the host bladed disk structure. Since piezoelectric material cannot withstand the 
high temperatures, this method is limited to fan blades that is operated at mild temperatures. Alternatively, 
this study develops the mathematical framework of reliability-oriented optimal design for bladed disk 
throughout modification of geometry/material properties of blades utilizing intentional mistuning technique, 
which is applicable to both compressor blades and high pressure turbine blades that are operated at severe 
temperatures. Both random uncertainty of blades and interval uncertainty of disk connections are 
 considered. It is demonstrated in case studies that durability and reliability in bladed disk can be achieved 
using the proposed method. 
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Chapter 1. Introduction 
 
 Most mechanical engineering designs involves a single/multiple times of optimization process in which 
design objectives such as cost and weight, and other various performances are considered. Design 
optimization process can be very complex, due to a large number of design variables involved and due to 
complicated and not explicitly known functional relationships between objective/performances and design 
variables. In the meantime, practical engineering designs are inevitably subject to uncertainties in 
geometrical or material properties due to manufacturing tolerance, external loading, and in-service 
degradation. The responses/performances of mechanical engineering designs such as turbomachinery 
bladed disk can sometimes be very sensitive to presence of the uncertainties. It is therefore necessary to 
incorporate stochastic nature of mechanical deigns into their optimization processes to promise product 
qualities (Haldar and Mahadevan 2000; Tsompanakis et al. 2008). 
 During the past decades, there have been a number of researches that attempt to develop effective 
optimization methods for mechanical engineering designs in the presence of uncertainties, which is namely 
reliability-based design optimization (RBDO) (Youn et al. 2004; Acar and Solanki 2009; Fang et al. 2013). 
The important step of RBDO is the identification of functional behavior of the main objective and specific 
performance of interest in terms of design variables, which are namely objective and performance function. 
In practical engineering design problems, performance functions are often not explicitly known. In such 
cases, samples are collected throughout numerical simulation such as finite element analysis (FEA) over 
the domains of design variables, performance functions can be then approximated using various regression 
techniques such as Gaussian process and Kriging methods. Consequently, failure surface that differentiates 
failure and non-failure cases, namely failure/constraint surface, can be identified. After determination of 
distributions of random variables, the main stage of RBDO consists of calculation of probability of failure 
or reliability of design variables on the performance function, which is namely reliability analysis. In theory, 
reliability analysis requires complete evaluation of multi-dimensional integral of joint probability 
2 
 
distributions of random design variables over the failure surfaces. Due to the challenges that failure surfaces 
are often nonlinear and complicated, it is most times not possible to directly evaluate the probability of 
failure, while retaining both accuracy and efficiency. There have been a number of studies on reliability 
analysis, which are, in general, categorized into analytic and sampling-based method. 
  Analytic method is very efficient but less accurate method, which involves approximation of failure 
surface by Taylor series polynomial. Depending on degree of approximation, first-order and second-order 
reliability method (FORM and SORM) have been developed. FORM has been widely used due to its 
convenience and efficiency (Hasofer and Lind 1974). On the other hand, it loses serious amount of accuracy 
as failure surface becomes more and more nonlinear. SORM has been developed to improve this drawback 
of FORM. SORM, although it also has the weakness that second-order derivative information is required, 
significantly improves the accuracy of FORM, when failure surface is nonlinear (Madsen et al. 1986). 
Nevertheless, SORM is still the approximation method that contains three types of errors (Adhikari 2004). 
The first error comes from the quadratic approximation of failure surface at most probable point (MPP) 
after the transformation to standard normal space. The second error comes from parabolic approximation 
of failure surface. The third error comes from calculation of probability of failure. In this research, novel 
second-order reliability method is proposed to improve accuracy of the conventional SORM (Lee et al. 
2012; Yoo et al. 2014). The proposed SORM entails approximation after the first quadratic approximation 
that is inherent nature of SORM. This is enabled by further transformation of random design variables into 
chi-square space where failure surface becomes completely linear function of random variables, which are 
chi-square variables. 
 Sampling-based method, although computationally expensive, is very accurate method. There have 
been studies to develop mathematical formulation of sampling-based RBDO including derivation of 
sensitivity of reliability with respect to random variables (Lee and Jung 2008; Lee at el. 2011). Although 
reliable optimum design can be effectively obtained based on the derived formulation in the literature, it 
should be pointed out that these studies are carried out under the assumption that uncertainties are all 
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random with known distributions. As will be explained in Chapter 4 in more details, generally, there are 
two types of uncertainties. Aleatory uncertainty is irreducible uncertainty that is inherent variability; on the 
other hand, epistemic uncertainty is due to the lack of knowledge about a physical system (Hofer et al. 2002; 
Guo and Du 2007). There are three types of epistemic uncertainties which can be listed in the ascending 
order of uncertainty degree as: random uncertainty, fuzzy uncertainty, and interval uncertainty. Random 
uncertainty is defined as the uncertainty of which the complete probabilistic distribution is known. Interval 
uncertainty, on the other hand, is defined as the uncertainty of which only the interval is known while the 
probabilistic distribution is unknown. In practical engineering design problems, it is often not possible to 
identify complete distribution of all the uncertainties. Clearly, in reality at least some of the uncertainties 
are often interval uncertainties. 
 Therefore, the proposed study develops the sampling-based RBDO in the presence of interval 
uncertainty (Yoo and Lee 2014). Although not sampling-based, there have been a few previous studies on 
RBDO with interval uncertainty (Du et al. 2005; Mourelatos and Zhou 2005). Most of these studies are 
carried-out under at least one of these assumptions: (1) bounds of reliability occur at bounds of interval 
uncertainties, and (2) the bounds of probability of failure always occur at the bounds of performance 
function. Without making these assumptions, large amount of computations, which is to consider all 
combinations of interval uncertainties, are required to treat interval uncertainties. When there are a number 
of interval uncertainties, the calculation becomes virtually impractical without implementation of 
appropriate algorithm. The proposed study does not make those assumptions. The key idea here is defining 
behavior of interval uncertainty by Dirac delta function (Browder 1996), similarly to probability density 
function (PDF) of random variable, sensitivity of reliability with respect to random and interval 
uncertainties can be thus derived. At the end, sensitivity-based search algorithm can be developed to obtain 
bounds of reliability. 
 In this study, RBDO approach is further applied to the turbomachinery bladed disk whose dynamic 
response is highly sensitive to the presence of uncertainties when the inter-blade coupling is weak. A well-
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known problem in bladed disks is that vibration localization could easily occur even with small amount of 
uncertainty, which is namely mistuning (Yoo et al. 2003; Chan and Ewins 2011). When vibration 
localization occurs, the vibration modes and/or the forced responses under engine-order excitations become 
drastically different from their counterparts under ideal periodicity (Bladh et al. 2002; Castanier and Pierre 
2006). That is, the energy is confined to a small number of blades that experience excessive vibration. Some 
of the previous studies proposed optimization formulations to identify design to minimize the maximum 
response amplitude amongst the blades (Choi et al. 2003; Han et al. 2014). While these formulations may 
certainly benefit the reliability, strictly speaking they cannot yield an optimal design under a pre-specified 
reliability level. Therefore, one may either reach an overly conservative design that satisfies the reliability 
requirement but suffers from too much design modification that deteriorates aerodynamic performance, or, 
reach a design that albeit is optimal under the optimization formulation but still cannot satisfy the reliability 
requirement. In proposed RBDO formulation, optimal design that satisfies the specific reliability 
requirement, while minimizing the cost of implementation, can be obtained (Yoo and Tang 2016).  
 Generally, there are two types of approach to enhance reliability of bladed disks. One type of approach 
is the technique of namely intentional mistuning (Martel et al. 2007; Nikolic et al. 2008; Yu et al. 2011). 
In this type of approaches, a pre-specified blade-to-blade design modification is introduced directly into the 
baseline design, intentionally breaking the ideal periodicity in a deterministic manner. Usually, this 
intentional mistuning is large enough to overcome the near singularity in the eigensolution sensitivity, but 
insignificant to cause change in the dynamic characteristics of the bladed disk involved. Several 
investigations have suggested certain patterns/distributions of intentional mistuning that help reducing the 
vibration localization. Alternative approach is through integrating passive control devices such as 
piezoelectric circuitry where piezoelectric transducers are integrated onto individual blades to convert part 
of the vibration energy into electrical energy (Tang and Wang 1999; Tang and Wang 2003; Yu et al. 2006).  
The converted electrical energy can propagate freely through a well-design circuitry network with strong 
inter-blade-circuit coupling. Both approaches have their own strengths and weaknesses. The first approach 
5 
 
has drawback that baseline design has to be modified. The second approach has the limitation that some 
passive control devices cannot sustain high temperature so their applications are limited to cold sections of 
turbomachinery such as fan blades. Our goal in this research is to use both above mentioned methods to 
develop new methods to achieve reliability-oriented robust design for bladed disks with random and interval 
uncertainties. 
 The paper is organized as follow. Chapter 2 presents the proposed SORM that improves the accuracy 
of the conventional SORM. Chapter 3 carries out mathematically rigorous sensitivity analysis on the 
proposed SORM. Chapter 4 introduces the sampling-based design optimization with mixture of random 
and interval variables. Chapter 5 proposes mathematical framework of reliability-oriented robust design for 
bladed disks using intentional mistuning. Chapter 6 shows multi-objective optimization of piezoelectric 
circuitry network for vibration suppression of mistuned bladed disks. Chapter 7 summarizes and concludes 
this study. 
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Chapter 2. Novel Second-Order Reliability Method (SORM) Using Non-Central or General Chi-
Squared Distributions 
 
2.1 Introduction 
 The most probable point (MPP)-based method is very popular in the analytical methods and includes 
first-order reliability method (FORM) (Haldar and Mahadevan 2000; Hasofer and Lind 1974; Tu and Choi 
1999; Tu et al. 2001), second-order reliability method (SORM) (Breitung 1984; Hohenbichler and Rackwitz 
1988; Adhikari 2004; Zhang and Du 2010), and the MPP-based dimension reduction method (DRM) 
(Rahman and Wei 2006; Lee et al. 2008; Xiong et al. 2008). The probability density function (PDF) 
approximation method (Rosenblueth 1975; Du and Huang 2006; Youn et al. 2006) is also one of the 
analytical methods and approximates a PDF of the performance function by assuming a general distribution 
type for the probability of failure calculation. The simulation or sampling methods such as the Monte Carlo 
simulation (MCS) (Rubinstein and Kroese 2008), importance sampling method (Denny 2001; Bucklew 
2010), and Latin hypercube sampling method (McKay et al. 1979; Huntington and Lyrintzis 1998; Helton 
and Davis 2003; Helton et al. 2006; Olsson et al. 2003), can be readily used for the probability of failure 
calculation since these methods do not require any analytical formulation. However, due to extensive 
computational burden, the simulation or sampling methods need to be combined with surrogate models for 
the design optimization (Zhao et al. 2011; Lee et al. 2011; Simpson et al. 2001; Queipo et al. 2005; 
Buranathiti et al. 2005). 
 Among these methods, the MPP-based method computes the probability of failure by approximating 
the performance function G(X) using the first or second-order Taylor series expansion at MPP as in FORM 
or SORM, respectively, or the summation of univariate functions at MPP as in the MPP-based DRM. The 
reliability analysis using FORM could be very well erroneous if the performance function is highly 
nonlinear and/or multi-dimensional (Lee et al. 2008). The MPP-based DRM is much more accurate than 
FORM and users can control its accuracy by changing the number of integration (or quadrature) points (Lee 
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et al. 2008). However, the computational cost increases rapidly with the number of random variables. 
SORM is obviously more accurate than FORM since it uses a quadratic function for the reliability 
calculation approximated at MPP which requires the gradient and Hessian of the performance function at 
MPP. Once the gradient and Hessian at MPP are available, SORM uses a parabolic approximation of the 
quadratic function in various ways to calculate the probability of failure of the performance function 
(Adhikari 2004; Madsen et al. 1986). Because of the parabolic approximation, existing SORM methods 
entail additional errors on top of the quadratic approximation error (Adhikari 2004), which will be explained 
in detail in Section 2.2.2. 
 The main objective of the study in this chapter is to propose a novel SORM methodology to compute 
the probability of failure (or reliability) using non-central or generalized chi-squared distribution. To apply 
the proposed method, an MPP should be first found after transforming all random variables in the original 
X-space to the standard normal U-space through Rosenblatt transformation (Rosenblatt 1952). Once a 
quadratic approximation at MPP in U-space is available, the proposed method does not use further 
approximation of the quadratic function. Instead, the proposed method converts the quadratic failure 
function of standard normal variables to the linear combination of non-central chi-square variables using 
orthogonal transformation. Since every random variable in U-space is the standard normal variable, the 
probability of failure of a quadratic function in U-space can be obtained using a linear combination of non-
central chi-square variables which will be shown in Section 2.3 in detail. The study in this chapter proposes 
two approaches to compute the probability of failure using the linear combination of non-central chi-square 
variables: the first approach directly calculates the probability of failure using numerical integration of the 
joint PDF over the linear failure surface and the second approach uses the cumulative distribution function 
(CDF) of the linear failure surface for the calculation of the probability of failure. For the first approach, an 
analytical form of a marginal PDF of a non-central chi-square variable is necessary, which is already 
available in the literature (Johnson et al. 1994; Johnson et al. 1994). For the second approach, various 
representations for CDF of linear combinations of non-central chi-square variables or equivalently 
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quadratic forms in standard normal vectors have been proposed over the last five decades assuming positive 
definite quadratic form (Ruben 1962; Siddiqui and Alkarni 2001; Farebrother 1984), approximating the 
distribution function using numerical methods (Farebrother 1984; Davies 1980; Imhof 1961), using exact 
series (Harville 1971; Shah 1963; Provost and Rudiuk 1996; Press 1966), or using the upper bound of the 
distribution function (Siddiqui and Alkarni 2001). In the study in this chapter, exact expression of the 
distribution functions of linear combinations of non-central chi-square variables which is called a general 
chi-square distribution (Provost and Rudiuk 1996) will be applied to compute the probability of failure of 
performance functions after approximating them at MPP in quadratic forms.  
 
2.2 Review of FORM and SORM 
2.2.1 First-Order Reliability Method (FORM) 
 A reliability analysis entails calculation of probability of failure, denoted as 
FP , which is defined using 
a multi-dimensional integral 
 
( ) 0
[ ( ) 0] ( )F
G
P P G f d

    XXX x x   (2.1) 
where  P  is a probability function,
 
T
1 2={ ,  , ,  }NX X XX  is an N-dimensional random vector where 
the upper case Xi means that they are random variables and the lower case xi means that they are the 
realization of the random variable Xi, ( )G X  is the performance function such that ( ) 0G X  is defined as 
failure, and ( )fX x  is a joint PDF of the random variable X. For the computation of the probability of failure 
in Equation (2.1), FORM linearizes ( )G X  at MPP in U-space obtained through Rosenblatt transformation 
and the linearized function is given by 
 T( ) ( ) ( ) ( ) ( )LG g g g g    
* *
X U U u U u   (2.2) 
where *u  is the MPP in U-space which is defined as the point on the limit state function with minimum 
distance from the origin, and is obtained by solving the following optimization to 
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minimize     
subject to     ( ) 0g 
u
u
  (2.3) 
and g  is the gradient vector of the performance function evaluated at the MPP in U-space. Using the 
definition of the MPP, Equation (2.2) is further simplified as 
 T( ) ( )Lg g 
*
U U u   (2.4) 
since ( ) 0g *u . The reliability index, denoted as β, is then defined as the distance from the origin to 
*
u  
and is given by (Hasofer and Lind 1974) 
  
1/2
* *T *= u u u   (2.5) 
Using the linearized performance function and the reliability index β, FORM approximates the probability 
of failure in Equation (2.1) as 
 FORM ( )FP     (2.6) 
where ( )  is the standard normal CDF. 
2.2.2 Second-Order Reliability Method (SORM) 
 In SORM, the true limit state function is approximated by its second-order Taylor series expansion at 
the MPP which is given as 
 
 
T T
T T T T T
1
( ) ( ) ( ) ( ) ( ) ( )
2
1 1
2 2
QG g g g
g g
       
 
       
 
* * *
* * * *
X U U U u U u H U u
u u Hu u H U U HU
  (2.7) 
using the gradient vector and the Hessian matrix (H) evaluated at the MPP. Using the failure definition 
( ) 0G X , the MPP in U-space is also written as 
 
g
g
 

 

*
u α   (2.8) 
where α is the normalized gradient vector at the MPP. Dividing Equation (2.7) by g  and using 
Equation (2.8) yields 
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2
T T T T
( ) 1
 2 2
Qg
g g g g

 
   
                  
U H H H
α α α α U U U    (2.9) 
2.2.2.1 Parabolic Approximation of Quadratic Function 
 The standard normal U-space can be further transformed to the rotated standard normal V-space for 
parabolic approximation of the quadratic function in Equation (2.9) using the orthogonal transformation 
u Rv  where R is an N× N orthonormal rotation matrix whose N
th column is α and can be obtained using 
the Gram-Schmidt orthogonalization (Adhikari 2004; Rahman and Wei 2006; Lee et al. 2008). Thus, the 
N× N matrix can be rewritten as 
1[ ]R R α  where N×(N-1) matrix R1 satisfies 
T
1 α R 0 . After the 
transformation, the MPP in V-space can be expressed as * T{0, ,0, }v . Then, using the orthogonal 
transformation, Equation (2.9) can be rewritten as 
 
2
T T T T
( ) 1
 2 2
Q
N
g
V
g g g g

 
   
                  
V H H H
α α α RV V R RV    (2.10) 
where T
1 2{ , , , }NV V VV . To further simplify Equation (2.10), an N× N matrix A  is partitioned as 
 
T
1
1
2
N
N NN
g A
 
   
  
A AR HR
A
A
  (2.11) 
where A  is an (N−1) ×(N−1) matrix and then using symmetry of A  Equation (2.10) becomes 
 
2
T T T 2
1
( )
2
 2
Q
N N N NN N
g
V V A V
g g g

       
  
V H H
V AV α α α RV A V   (2.12) 
where 
T
1 2 1{ , , , }NV V V V . Using a parabolic approximation, Madsen et al. (1986) further simplified 
Equation (2.12) to 
 
T
( )
 
Q
N
g
V
g
  

V
V AV   (2.13) 
by keeping only second-order terms in V  and neglecting any cross terms between V  and 
NV . The 
signs in Equation (2.13) are different from the references (Adhikari 2004; Rahman and Wei 2006; Madsen 
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et al. 1986) because the failure definition ( ( ) 0G X ) used in this paper is the opposite of one used in the 
references.  
2.2.2.2 Probability of Failure Calculation Using SORM 
 Using the approximated parabolic surface in Equation (2.13) and the definition of the probability of 
failure in Equation (2.1), the probability of failure by SORM is given by 
 
SORM T
( )
0 [ ]
 
Q
F N
g
P P P V
g

 
     
  
V
V AV   (2.14) 
Since ~ (0,1)NV N , Equation (2.14) can be rewritten as 
    SORM T T[ ]F NP P V E E w                V AV V AV   (2.15) 
where [ ]E  is an expectation operator.  
 Expanding  ln w      in a first-order Taylor series about 0w   and keeping up to linear term, 
we obtain (Adhikari 2004) 
  
   
( ) exp ln ( ) ( )exp
( ) ( )
w w w
   
  
 
   
            
      
  (2.16) 
and Hohenbichler and Rackwitz (1988) showed a non-asymptotic expression of Equation (2.15) using 
Equation (2.16) as 
 
1
2
SORM
1
( )
( ) 2
( )
F NP
 



   
 
I A   (2.17) 
where 
1N I  is an (N−1) ×(N−1) identity matrix and ( )
 
is the standard normal PDF. 
 Using an asymptotic expression of ( ) / ( )     in Equation (2.17), which is given as 
 1 3 5 7
( )
2 10 74
( )
 
    

        
 
  (2.18) 
and keeping only the first term in Equation (2.18), Breitung (1984) further simplified the probability of 
failure calculation in Equation (2.17) to 
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1
SORM 2
1( ) 2F NP  

   I A   (2.19) 
which is asymptotically correct when   (Adhikari 2004). 
2.2.2.3 Errors of Conventional SORM 
 As discussed in Sections 2.2.2.1 & 2.2.2.2, conventional SORM uses a few approximations which result 
in errors. These approximations and errors can be categorized as (Adhikari 2004): 
1. Type 1: error due to approximating a general nonlinear limit state function by a quadratic function at 
MPP in U-space as shown in Equation (2.7). 
2. Type 2: error due to approximating the quadratic function in U-space by a hyperbolic surface as shown 
in Equation (2.13) 
3. Type 3: error due to calculation of the probability of failure after making the previous two 
approximations as explained in Section 2.2.2.2 
 Type 1 error is essential to SORM and cannot be improved. Type 2 and 3 errors are introduced in 
addition to Type 1 error for the calculation of the probability of failure. Besides the three types of errors 
explained above, there will be error due to the existence of multiple MPPs. However, since cases with 
multiple MPPs are out of the scope of the paper, this paper will focus only on performance functions with 
single MPP. Extensive work (Hohenbichler and Rackwitz 1988; Adhikari 2004; Zhang and Du 2010; Hong 
1999; Polidori et al. 1999) has been performed to improve the accuracy of the reliability analysis by 
reducing Type 3 error with Type 1 and 2 errors given. In this paper, a novel SORM using non-central or 
general chi-squared distribution for the reliability analysis is proposed and will be explained in detail in 
Section 3. The proposed SORM contains Type 1 error only and thus is always more accurate than existing 
SORM which contains all three types of errors. The accuracy of the proposed SORM will be compared 
with the accuracy of existing SORM in Section 2.4 using numerical examples. 
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2.3 Non-Central and Generalized Chi-Squared Distributions for SORM 
2.3.1 Orthogonal Transformation of Quadratic Function 
 To propose a new SORM which contains Type 1 error only as explained in Section 2.2.2.3, consider 
the orthogonal transformation u Ty  where T is the N×N matrix of the eigenvectors of H and Ny  
is an N-dimensional vector of standard normal random variables, yi, which are statistically independent to 
each other since u is statistically independent. Using the orthogonal transformation, Equation (2.9) can be 
transformed to (Adhikari 2004) 
 
T T
0
ˆ ( )
ˆ
 
Qg
a
g
  

1
Y
a Y Y AY   (2.20) 
where three quantities 
0a , 
T
1a , and Aˆ  are given by 
 
2
T
0
2
a
g

   

H
α α   (2.21) 
 
T T T 1 N
g
 
 
      
1
H
a α α T   (2.22) 
and 
  1 2
1ˆ diag , , ,
2
N N
N
g
    

A   (2.23) 
where 
i  is the i
th eigenvalue of the Hessian matrix H. Since u and y are the independent standard normal 
variables, any orthogonal transformation does not change the probability of failure (Adhikari 2004). 
Therefore, the probability of failure in Equation (2.1) can be approximated as 
  20 1
1
ˆ ( )
ˆ0 2 ( ) 0 2 2 0
 k
N
Q
F Q k k k
k
g
P P P g P g a g a Y Y
g


   
                   

Y
Y   (2.24) 
and Equation (2.24) can be rewritten as 
  
2
2
0
1 1
2
N N
F k k k k k
k k
P P Y g a   
 
 
     
 
    (2.25) 
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where 
 
1k
k
k
g a



  .  (2.26) 
 Since 
kY  in Equation (2.25) are standard normal variables,  
2
k k kZ Y    are non-central chi-square 
variables with one degree of freedom and non-centrality parameter 2
k  which is denoted as 
2 2
1 ( )k  . Then, 
the probability of failure in Equation (2.25) can be obtained through either numerical integration of PDFs 
of non-central chi-square variables over the linear failure domain which will be explained in Section 2.3.2 
or CDF of a general chi-square variable which will be explained in detail in Section 2.3.3. Compared with 
the computational cost for the MPP search which requires performance function values and sensitivities 
obtained from computer simulation, additional computational cost for the proposed probability of failure 
calculation methods after finding MPP is negligible since they don’t require any function evaluations and 
instead use PDF or CDF of non-central or general chi-square variables which are analytically available. 
2.3.2 Non-Central Chi-Squared Distribution 
 A general non-central chi-square variable with ν degree of freedom is expressed as 
  
2
1
k k
k
Y



   (2.27) 
and its CDF is given by (Johnson et al. 1994) 
    2 22 2
0 0
1 1
| , Pr | 2 ,02 2
! !
j j
j
j j
F x x F x j
e e
j j
 

 
   
 
 
 
      
                 
   
   
    (2.28) 
where 
2
1
k
k

 

  is the non-centrality parameter and  | 2 ,0F x j   is the CDF of a central chi-square 
variable with ν+2j degree of freedom given by (Johnson et al. 1994) 
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  
/2
2
2
| 2 ,0
2
2
x
j
F x j
j



 
  
  
 
 
 
  (2.29) 
where  x   denotes the incomplete gamma function defined by 
   1
0
, 0
x
t
x e t dt x
       (2.30) 
The PDF of a non-central chi-square variable with ν degree of freedom is 
  
/4 1/2
( )/2
/2 1
1
( )| ,
2
x xf x e I x


  


 

 
 
 
   (2.31) 
where ( )aI y  is a modified Bessel function of the first kind given by 
 
2
0
( / 4)
( ) ( / 2)
! ( 1)
j
a
a
j
y
I y y
j a j



  
   (2.32) 
 The probability of failure in Equation (2.25) can be further simplified as 
    1FP P Q a P Q a       (2.33) 
where Q is a linear combination of non-central chi-square variables 
kZ  given by 
  
2
1 1
N N
k k k k k
k k
Q Y Z  
 
      (2.34) 
and 
2
0
1
2
N
k k
k
a g a 

    is a constant. The probability of failure in Equation (2.33) can be rewritten as 
  
( )
( ) ( )F
Q a
P P Q a f d

    ZZZ z z   (2.35) 
where ( )fZ z  is the joint PDF of non-central chi-square variables  
T
1 2, , NZ Z ZZ . Since kY  are 
independent, 
kZ  are independent as well. Thus, the joint PDF of Z is the multiplication of its marginal 
PDFs which are shown in Equation (2.31). Since Q is a linear function of 
kZ  which are non-central chi-
16 
 
square variables with one degree of freedom and non-centrality parameter 2
k , the probability of failure in 
Equation (2.35) can be evaluated as 
   2 1
1 1 1
2 2 1 1
( ) 0 ( ) ( , , )
( ) ( ) ( ) ( )
N
N
F Z N N Z Z
Q a h z h z z
P f d f z dz f z dz f z dz

  

    ZZ z z     (2.36) 
where 
1
1 1
1
1
( , , )
N
N N k k
kN
h z z z a z




 
   
 
  and 1 11
2
( )
a z
h z



  are obtained from ( )Q aZ . The 
multidimensional integral in Equation (2.36) can be numerically calculated using computer software such 
as MATLAB since ( )Q Z  is a linear function and thus there is no error in calculation of the probability of 
failure using Equation (2.36). The integration in Equation (2.36) starts from zero or positive numbers since 
kZ  are always positive.  
 If some of the eigenvalues 
k  in Equation (2.34) are not distinct, that is, some of the λk’s are equal, 
then some of the non-central chi-square variables will have more than one degree of freedom (Provost and 
Rudiuk 1996). The non-central chi-square variable with a duplicated eigenvalue can be rewritten as 
  
2
1
j
i ij j j
i
T Y



    (2.37) 
where j  denotes the multiplicity of eigenvalue j . Thus, jT  in Equation (2.37) is a non-central chi-
square variable with 
j  degrees of freedom and non-centrality parameter 
2 2
1
j
ij j
i

 

  and denoted as 
2 2( )
j j
  . Accordingly, without loss of generality, eigenvalues in the linear combination in Equation (2.34) 
are distinct and 
kZ  are non-central chi-square variables with k  degrees of freedom and non-centrality 
parameter 2
k  in this paper since it does not change the probability of failure calculation in Equation (2.36). 
 To see how the probability of failure in Equation (2.36) works, let’s use a 2-D quadratic example given 
by 
 2 2
1 1 2 2( ) 6 8 10G X X X X    X   (2.38) 
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where 
1 ~ (5,1)X N  and 2 ~ (5,1)X N , and they are statistically independent. For the probability of failure 
calculation, Equation (2.38) is transformed to the standard normal U-space which is expressed as 
    
2 22 2
1 1 2 2 1 2( ) 4 2 10 2 1 15g U U U U U U         U   (2.39) 
Equation (2.39) needs to be transformed to Y-space through u Ty . However, since T, which is the matrix 
of the eigenvectors of the Hessian H, is the identity matrix in this example, Y-space and U-space are 
identical. Hence, Equation (2.39) is directly transformed from U-space to χ2-space where all random 
variables have chi-squared distribution as 
 
1 2
ˆ ( ) 15Lg Z Z  Z   (2.40) 
where 2
1 1~ (4)Z   and 
2
2 1~ (1)Z  . Figure 2.1 shows the performance function given in Equation 
(2.38)~(2.40) in each space. As shown in the figure, the mean value point in X-space, which is (5,5) because 
1 ~ (5,1)X N  and 2 ~ (5,1)X N , becomes (0,0) in U-space since 1 ~ (0,1)U N  and 2 ~ (0,1)U N  
and (5,2) 
in χ2-space because a mean value of a non-central chi-square variable is   , and 1 1 1 4 5      
since 2
1 1~ (4)Z   
and 
2 2 1 1 2      since 
2
2 1~ (1)Z  . 
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          (a) X-space                   (b) U-space                  (c) χ2-space 
Figure 2.1 Performance Function in Original and Transformed Space 
 The probability of failure of the performance function in χ2-space given in Equation (2.40) can be 
evaluated using Equation (2.36) as 
 
 
    
2 1
1
2 1 2 1
2 2 1 1ˆ ( ) 0 0 15
1 1 1 1 1 1
0 0
( ) ( ) ( )
1 15 ( ) 1 15 ( ) 0.0713
L
F Z Z
g z
Z Z Z Z
P f d f z dz f z dz
F z f z dz F z f z dz
 
 
 
 
      
  
 
Z
Z
z z
  (2.41) 
Since two eigenvalues of the Hessian H of Equation (2.39) are identical to 1, Equation (2.40) can be 
changed using Equation (2.37) to 
1 2 3
ˆ ( ) 15 15Lg Z Z Z    Z  where 
2
3 2~ (5)Z   
as explained below 
Equation (2.37). Hence, the probability of failure can be obtained as 
 
3 33 315
( ) 1 15 0.0713F Z ZP f z dz F

    , which is identical with the result in Equation (2.41). In 
conclusion, non-central chi-square variables with a duplicated eigenvalue do not change the probability of 
failure which is theoretically correct. 
 Since the PDF and CDF of non-central chi-square variables are analytically given as in Equations (2.28) 
and (2.31), respectively, computational cost for the numerical integration in Equation (2.41) is negligible 
compared to the MPP search which requires computer simulations. In this example, since a quadratic 
performance function is used and random variables are normally distributed, there is no approximation used 
in calculation of the probability of failure and thus there is no error in using the proposed approach. 
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2.3.3 General Chi-Squared Distribution 
 As explained in the previous section, the probability of failure in Equation (2.1) can be obtained using 
a quadratic approximation and non-central chi-square variables. This section will explain that not only the 
probability of failure but the distribution of Q in Equation (2.34) can be obtained using a general chi-squared 
distribution. Let 0k   for 1, ,k  , 0k   for 1, ,k      , and 0k   for 
1, ,k N    . Then, the linear combination Q can be expressed as 
 
1
N
k k
k
Q Z U V

     (2.42) 
where 
k  are distinct eigenvalues, 
2 2~ ( )
kk k
Z   , and 
  
1 1
,k k k k
k k
U Z V Z
  

 

  
      (2.43) 
 Ruben (1962) obtained the PDF of U as (Provost and Rudiuk 1996) 
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where 
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  (2.45) 
where 
2
1
k
k

 

 , / 2  , 1 /j jc   
 
and   is such that 
 1 / 1, 1, ,j jc j        (2.46) 
The parameter   is chosen so as to accelerate the convergence of the series in Equation (2.44). 
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 The linear combination Q in Equation (2.42) is distributed as the difference of two linear combinations 
of independent chi-square variables whose PDFs are obtained using Equation (2.44) and is called a general 
chi-square variable. Since it is not a non-central chi-square variable any more, Q does not have a general 
non-centrality parameter in terms of 2
k . Provost and Rudiuk (1996) obtained the exact PDF and CDF of 
the general chi-square variable using Whittaker’s function (Whittaker 1904), which is available in 
MATLAB or Mathematica. Since they are very complicated, the PDF and CDF of Q are not shown in this 
paper. Once the CDF of Q denoted as ( )QF q  is available, the probability of failure in Equation (2.33) can 
be easily obtained as 
    1 1 ( )F QP P Q a P Q a F a         (2.47) 
 Let’s consider the 2-D example again which is used in Section 2.3.2 to see how this approach is used 
for the probability of failure calculation. From Equation (2.40), 
1 2( )Q Z Z Z  and 
2
2~ (5)Q   since 
2
1 1~ (4)Z   and 
2
2 1~ (1)Z   and coefficients of two non-central chi-square variables are identical. Thus, 
the CDF of Q is expressed as  | 2,5F x  using Equation (2.28) and the probability of failure of the 
performance function in Equation (2.40) is obtained as 
    15 1 15 1 (15 | 2,5) 0.0713FP P Q P Q F          (2.48) 
which is exactly the same as the probability of failure obtained in Equation (2.40). The PDF and CDF of 
the linear combination Q are shown in Figure 2.2. 
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                      (a) PDF                                (b) CDF                               
Figure 2.2 PDF and CDF of Linear Combination Q for Equation (2.40) 
Figure 2.3 compares conventional and proposed SORM using a flowchart. As shown in the figure, 
 Figure 3 compares conventional and proposed SORM using a flowchart. As shown in the figure, 
conventional SORM contains three types of error marked as grey boxes, whereas the proposed SORM 
contains Type 1 error only. Consequently, the proposed SORM is always more accurate than existing 
SORM. 
 
Figure 2.3 Comparison of Conventional and Proposed SORM 
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2.4 Numerical Examples 
 This section compares conventional with proposed SORM using numerical examples in terms of 
accuracy. For the comparison test, two mathematical examples including two dimensional and four-
dimensional performance functions and one high dimensional engineering example are used. Since both 
the conventional and proposed SORM methods contain the same Type 1 error, two mathematical examples 
in this section do not focus on this error type. This is the reason that two mathematical examples use all 
quadratic performance functions for the test to focus on how Type 2 and Type 3 error affect the accuracy 
of reliability analysis. One high dimensional engineering example is used to demonstrate the applicability 
of the proposed method to real engineering disciplines. Reliability analysis results using conventional and 
proposed SORM are compared with ones obtained from MCS and FORM in terms of accuracy. 
2.4.1 Two-Dimensional Example 
 To compare the proposed SORM with conventional SORM, consider a 2-D quadratic performance 
function given by 
 
2 2
1 1 2 2 1 2( ) 2 2 0.5 13G X X X X X X     X   (2.49) 
where 
1 ~ (0,1)X N  and 2 ~ (0,1)X N , and they are statistically independent. Since 1X  and 2X  are 
independent standard normal random variables, X-space and U-space are identical. Thus, Equation (2.49) 
can be rewritten as 
  2 2 T1 1 2 2 1 2
1
( ) 2 2 0.5 13 2 1 1 13
2
g U U U U U U        U U HU U   (2.50) 
 To use FORM and SORM for reliability analysis of Equation (2.50), MPP search is first carried out. 
The search shows that the MPP is (1.8985, 1.8985) and the reliability index is 2.6849. Thus, the reliability 
analysis using FORM shows that the probability of failure is ( 2.6849) 0.3628%    as shown in Table 
2.1. To apply conventional SORM to the reliability analysis of Equation (2.50), the performance function 
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in U-space in Equation (2.50) should be transformed to the rotated standard normal V-space using a 
rotational transformation u Rv
 
where the rotational matrix R is obtained as 
 
1 11
1 12
 
  
 
R   (2.51) 
using the Gram-Schmidt orthogonalization. Hence, using the rotational transformation, Equation (2.50) is 
transformed to V-space as 
 
T
5 01
( ) 0 2 2 13
0 34
g
 
      
 
V V V V   (2.52) 
and is approximated as a hyperbolic surface given by 
 
2
2 1
( )
2.6849 0.1823
 
g
V V
g
  

V
  (2.53) 
Using the hyperbolic surface and Equation (2.17), conventional SORM approximates the probability of 
failure as 1.2024% which overestimates the true probability of failure obtained using MCS as shown in 
Table 2.1. The MCS result in Table 2.1 is obtained using the original distribution which is the standard 
normal distribution in this example and using 10 million MCS-samples. Table 2.1 also shows that FORM 
underestimates the probability of failure. Error in conventional SORM is about 13% and this is mainly 
because the approximated hyperbolic surface overestimates the failure region as shown in Figure 2.4(a) 
which is “Type 2 error” explained in Section 2.2.2.3. 
 
Table 2.1 Comparison of Probability of Failure Calculation 
 FORM 
SORM MCS 
(10M) Conventional Proposed 
FP , % 0.3628 1.2024 1.0650 1.0642 
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                    (a) V-space                             (b) χ2-space 
Figure 2.4 Performance Function in Transformed Space 
 On the other hand, to apply the proposed SORM to Equation (2.50), Equation (2.50) is transformed 
using an orthogonal transformation given by 
 
1 11
1 12
 
   
 
u Ty y   (2.54) 
where T is the matrix of the eigenvectors of H and can be expressed in the transformed space as 
 
 2 2 2 21 1 2 2 1 1 2 1
2
2
1 2
1 3 5
ˆ ( ) 2 2 13 2 2 13
2 4 4
3 4 5 47
2
4 3 4 3
g Y Y Y Y Y Y
Y Y
        
 
    
 
Y
  (2.55) 
where 
1  and 2  are the eigenvalues of H. Equation (2.55) is further transformed to χ
2-space as 
 1 2
3 5 47
ˆ ( )
4 4 3
Lg Z Z  Z   (2.56) 
where 
2
1 1
32
~ ( )
9
Z   and 2
2 1~ (0)Z  , and it is shown in Figure 2.4(b). Using Equation (2.36), the 
probability of failure of the performance function in χ2-space is obtained as 
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  (2.57) 
Since the original performance function is quadratic in U-space which means that there is no Type 1 error, 
the probability of failure in Equation (2.57) obtained from the proposed SORM is exact, which can be seen 
in Table 2.1.  
 The same probability of failure with the one in Equation (2.57) can be obtained using a general chi-
square distribution. Since both eigenvalues of H are positive, the PDF of 1 2
3 5
4 4
Q Z Z   is obtained using 
Equation (2.44) and the CDF can be obtained by numerically integrating the PDF. The PDF and CDF of Q 
are shown in Figure 2.5 and are compared with PDF and CDF obtained using MCS. From the figures, it 
can be seen that two distribution functions agree very well which should be true theoretically. 
 
                   (a) PDF                                   (b) CDF 
Figure 2.5 Comparison of Distribution Function of Q 
2.4.2 Four-Dimensional Example 
 To test the proposed SORM for higher dimensional problems, consider a 4-D quadratic performance 
function given by 
 2 2 2 2
1 2 3 4 1 2 3 4( ) 10 12 12 12 43G X X X X X X X X         X   (2.58) 
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where ~ (0,1) for 1~ 4iX N i   and statistically independent of each other. Equation (2.58) is expressed 
in U-space as 
        
2 2 2 2
1 2 3 4( ) 5 6 6 6 90g U U U U         U   (2.59) 
and is expressed in χ2-space as 
 
1 2 3 4
ˆ ( ) 90Lg Z Z Z Z     Z   (2.60) 
where 2
1 1~ (25)Z  , 
2
2 1~ (36)Z  , 
2
3 1~ (36)Z  , and 
2
4 1~ (36)Z  . Or using a characteristic of chi-
square variables, Equation (2.60) can be further simplified as 
 ˆ ( ) 90Lg Z  Z   (2.61) 
where 2
4~ (133)Z  . Thus, the probability of failure of Equation (2.61) is exactly obtained using the CDF 
of Z as  90 | 4,133 1.4293%F  . Whereas, the probability of failure using conventional SORM in Equation 
(2.19) is 1.5281% which contains 6.85% error compared with the MCS result. Even if the conventional 
SORM result is more accurate than the FORM result as shown in Table 2.2, the proposed SORM shows 
much more accurate results than conventional SORM and FORM results without sacrificing efficiency. It 
should be noted that FORM overestimates the probability of failure in this example unlike the example used 
in Section 2.4.1. Figure 2.6 compares distribution functions of Equation (2.58) obtained from the proposed 
method and MCS.  
 
Table 2.2 Comparison of Probability of Failure Calculation 
 FORM 
SORM MCS 
(10M) Conventional Proposed 
FP , % 2.0477 1.5281 1.4293 1.4301 
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                    (a) PDF                                 (b) CDF 
Figure 2.6 Comparison of Distribution Function of G(X) in Equation (2.58) 
2.4.3 High-Dimensional Engineering Example − Cantilever Tube  
 Since previous two numerical examples are low dimensional and mathematical ones, a high dimensional 
engineering example which was first used in the reference (Guo and Du 2009) and modified for the purpose 
of the paper is used in this section to verify the accuracy of the proposed second-order reliability method. 
As shown in Figure 2.7, the cantilever tube is subject to forces F1, F2 on xy-plane, x-directional axial force 
P, and torsion T on yz-plane. The maximum von Mises stress σmax which will occur at the point A in Figure 
2.7 is treated as a performance function. Consequently, since the performance function fails if ( ) 0G X , 
the limit state function is defined as 
 max( ) yG S X   (2.62) 
where yS  is the yield strength of the tube material.  
 
Figure 2.7 Cantilever Tube 
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 From Figure 2.7, the maximum von Mises stress at A is given by 
 2 2
max 3x xz      (2.63) 
where the normal stress 
x  is obtained as 
 
 
 
 
1 1 1 2 2 21 1 2 2
2 42 4
cos cossin sin
2 2 2
4 64
x
F L F L dP F F
d d t d d t
  

 
 
 
       
   
  (2.64) 
and the shear stress 
xz  is obtained as 
 
 
444 2
64
xz
Td
d d t



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 
,  (2.65) 
respectively. Properties of 9 random variables used in Equations (2.62) ~ (2.65) are listed in Table 2.3. In 
this example, two angles are assumed to be fixed at 
1 5   and 2 10  .  
Table 2.3 Properties of Random Variables 
Random 
Variables 
Mean 
Standard 
Deviation 
Distribution 
Type 
X1 (t) 4 mm 0.04 mm Normal 
X2 (d) 40 mm 0.4 mm Normal 
X3 (L1) 120 mm 6 mm Normal 
X4 (L2) 60 mm 3 mm Normal 
X5 (F1) 3.0 kN 0.3 kN Normal 
X6 (F2) 3.0 kN 0.3 kN Normal 
X7 (P) 12.0 kN 1.2 kN Normal 
X8 (T) 90.0 Nm 9.0 Nm Normal 
X9 (Sy) 220.0 MPa 22.0 MPa Normal 
 
 Table 2.4 compares probability of failure calculations obtained from FORM, two conventional SORMs 
and proposed SORM, and MCS. For two conventional SORMs, Equation (2.17) proposed by Hohenbichler 
and Rackwitz and Equation (2.19) proposed by Breitung are used. As shown in Table 2.4, the probability 
of failure by FORM is 3.2812, which means the reliability index β is 1.841. Table 2.4 also shows that the 
performance function in Equation (2.62) is almost linear which means Type 1 error is very small since there 
is not much difference between probabilities of failure by FORM and SORM, which are all very close to 
the MCS result obtained using 100 million MCS-samples. The probability of failure using the proposed 
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methods explained in Sections 2.3.2 & 2.3.3 is also very close to the MCS result and conventional SORM 
results in this example. Again, this is because the curvature of the performance function at MPP is almost 
zero and thus Type 1,2, and 3 errors are almost zero in this example. 
Table 2.4 Comparison of Probability of Failure Calculation 
 FORM 
SORM MCS 
(100M) Breitung Hohenbichler Proposed 
, % 3.2812 3.2865 3.2884 3.2898 3.2907 
 
2.5 Conclusions 
 To improve the accuracy of reliability analysis using SORM, two approaches to use numerical 
integration of the linear combination of non-central chi-square variables and to use the CDF of the linear 
combination which is called a general chi-square variable for the probability of failure calculation are 
proposed. Since it only includes an error due to approximating a general nonlinear limit state function by a 
quadratic function at MPP in U-space called Type 1 error, the proposed method always shows more accurate 
reliability analysis than conventional SORM. Furthermore, computational cost of the proposed method for 
the reliability analysis is negligible compared with the MPP search once a quadratic approximation is 
available since the PDF of non-central chi-square variables and the CDF of general chi-square variables are 
analytically available. Numerical examples verify that the proposed method is more accurate than FORM 
and conventional SORM when compared with MCS results. 
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Chapter 3. Probabilistic Sensitivity Analysis for Novel Second-Order Reliability Method (SORM) 
Using Non-Central or Generalized Chi-Squared Distributions 
 
3.1 Introduction 
 To carry out RBDO utilizing reliability analysis method, sensitivities of probabilistic constraints with 
respect to design variables, which are the mean of input random variables, are required. Many works have 
been devoted to derive the sensitivity of the probabilistic constraint (Ditlevsen and Madsen 1996; Lee et al. 
2009; Lee et al. 2011; Lee et al. 2011; Hohenbichler and Rackwitz 1986; Rahman and Wei 2008; Madsen 
et al. 1986). Thus, the study in this chapter presents the sensitivity analysis of the novel SORM for more 
accurate RBDO. Since the novel SORM performs reliability analysis at MPP, sensitivities of probabilistic 
constraints at MPP with respect to the mean of random variables are derived during the sensitivity analysis. 
To calculate the sensitivity, it is necessary to evaluate probability density function (PDF) of a linear 
combination of non-central chi-square variables, which is obtained utilizing the general chi-squared 
distribution. 
 
3.2 Sensitivity Analysis Using Novel SORM 
 In Section 2.3,  
2
1
N
k k k
k
Q Y 

   in Equation (2.25) is a general chi-square variables whose PDF 
and CDF are given in Section 2.3.2 and Section 2.3.3, respectively. The Probability of failure in Equation 
(2.25) can be rewritten as 
 2 2
0 0
1 1
2 1 2
N N
F k k Q k k
k k
P P Q g a F g a   
 
   
         
   
    (3.1) 
where  QF •
 
is the CDF of Q . The sensitivity of the probability of failure with respect to a distribution 
parameter θ can be obtained by taking derivative of Equation (3.1) as 
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  
 
1
,
,
N
Q iF
Q
i i
dF q ddP dq
f q
d d d d

   
  

   (3.2) 
denoting 
2
0
1
2
N
k k
k
g a 

   in Equation (3.1) as q. In Equation (3.2),  Qf •  is the PDF of Q , which 
is obtained using a general chi-squared distribution explained in Section 2.3.3. Here, it should be noted that 
 QF •  in Equation (3.2) is not only a function of q but also a function of  , which is the vector of the 
non-centrality parameter defined in Equation (2.26).  
To calculate Equation (3.2), 
kd
d


 needs to be obtained based on the definition of q, which requires 
third-order derivative of ( )g U or derivative of H. Consider a generalized eigenvalue problem of the 
Hessian matrix H such that HT = λ  where λ  and T  are the diagonal matrix of the eigenvalues 
and the matrix of the eigenvectors of H, respectively, and A represents the matrix that is symmetric and 
positive definite. Then, according to the eigenvalue perturbation theory, 
kd
d


 is obtained using the 
property of the matrix A as (Trefethen 1997) 
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  (3.3) 
where ijH  is the element of H at the i
th row and the jth column; 
0k  is the eigenvalue of H  at the 
current design; 
kT  is the k
th eigenvector corresponding to 
k ; ikT  is the i
th component of 
kT ; all of the 
  terms are perturbed quantities which is much smaller than the corresponding quantities; and ij  is the 
Kronecker delta. Since the third-order derivative of the Hessian matrix H  is not available in SORM, it is 
assumed in the study in this chapter that 
ijH



 in Equation (3.3) is 0, which leads to 0k
d
d


 . 
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 Using the assumption above, the sensitivity of the probability of failure in Equation (3.1) can be 
approximated as 
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 
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  (3.4) 
Equation (3.4) can be then rewritten based on the definition of   stated in Equation (2.26) as 
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  (3.5) 
As shown in Equation (3.5), 
d
d
1a , 
d g
d

, and 
0da
d
 need to be derived for the sensitivity analysis of 
the probability of failure. From Equation (2.22) and the assumption made in the previous paragraph, 
d
d
1a  
in Equation (3.5) becomes 
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  (3.6) 
where 
d
d
α
 can be derived based on the definition of α  stated in Equation (2.8) as 
 
2
1 1d g d gd d g d g g d g
d d g g d d g d g dg     
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  (3.7) 
Utilizing the chain rule, 
d g
d

 in Equation (3.7) can be written as 
 
d g g d
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H   (3.8) 
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where 
d
d
*
u
 can be obtained by taking derivative of *u  in Equation (2.8) with respect to θ as 
 
d d d
d d d
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
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 
*
u α
α   (3.9) 
d g
d

 in Equation (3.7) can be obtained as (Lee et al. 2009) 
 
T
d g d g
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 α   (3.10) 
Then, using Equations (3.8), (3.9) and (3.10), Equation (3.7) can be rewritten as 
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Thus, it is obtained 
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I αα H I ααα
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The limit-state function in the original X-space is expressed as (Ditlevsen and Madsen 1996) 
    ;G g x u   (3.13) 
Due to the fact that distribution parameter θ has no influence on the limit state function expressed in 
Equation (3.13), derivative of the left hand side of Equation (3.13) with respect to θ is zero, which implies 
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0T
dg g d
g
d d

  

  

u u
  (3.14) 
Thus, 
g



 is derived using Equation (3.14) as 
 
Tg g dg
d  
   
    
   
u
  (3.15) 
By inserting Equation (3.15) into Equation (3.12), we can obtain 
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The reliability index β can be expressed based on Equation (2.8) as 
 T  *α u   (3.17) 
Then, by taking derivative of Equation (3.17) with respect to θ yields 
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owing to the fact that 
Td
d
α
 and α  are mutually orthogonal and *u α . The orthogonality can be 
verified by differentiation of 1T α α  or by 
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  (3.19) 
The limit-state function at MPP in U-space is given by  *; 0g  u , and the differentiation of it gives 
 0
Tdg g dg
d d  

  

*
u
  (3.20) 
Then, dividing both sides of Equation (3.20) by g  gives 
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α   (3.21) 
Using Equations (3.14) and (3.21), Equation (3.18) can be rewritten as 
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1 Td g d
d g d
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   
  
       u u
u
α   (3.22) 
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Finally, 
0da
d
 in Equation (3.5) can be obtained using Equation (2.21) as 
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Then, using Equations (3.7) and (3.10), Equation (3.23) can be expressed as 
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The sensitivity of the probability of failure with respect to θ is therefore given by 
 
 
 
   
 
0
0
1 1
1
0
0
1 1
1
2 ,
,
2
,
i i
i i
T TF
Q
N
Q
i i i i
T T T
Q
N
Q
i i i i
d g d g dadP d
f q g a g
d d d d d
da adF q g d g
d d d
dad d g
f q g a g
d d d
da adF q g d g
d d d
    
    
  
    


  
       
 
  
  
 
 
       
 
  
  
 


1
1
1
1
a
δ δ a
a
δ α δ a



  (3.25) 
where 
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and 
d g
d

, 
d
d


, 
d
d
α
, and 
0da
d
 are obtained from Equations (3.10), (3.22), (3.16) and (3.24), 
respectively. 
d
d
u
 in Equations (3.22) and (3.27) is obtained from the Rosenblatt transformation and its ith 
component is expressed as 
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d F xdu
d d

 
       (3.28) 
For normally distributed independent random variables and when the distribution parameter is the mean of 
the jth random variable, 
idu
d
 in Equation (3.28) becomes 
 
1i
ij
j j
du
d

 
    (3.29) 
where ij  is the Kronecker delta.  
To calculate Equation (3.25), 
 ,Q
i
dF q
d

 is also required, which is obtained using FDM as 
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
  (3.30) 
where '
i  is obtained perturbing i  by very small amount. To calculate 
 ,Q
i
dF q
d

 in Equation (3.30), 
 ,Q iF q   should be obtained first using general chi-squared distribution explained in Section 2.3.3. Then, 
 ',Q iF q   is calculated after setting the appropriate value for 'i . During the calculation of  ',Q iF q  , 
another MPP search, which is an iterative algorithm and thus can significantly affect efficiency of the 
calculation, is not involved. Thus, the efficiency is not much reduced due to the sensitivity analysis using 
FDM. Additionally, 
 ,Q
i
dF q
d

 in Equation (3.30) can be accurately calculated setting very small 
perturbation size for '
i  since  ,Q iF q   can be very accurately calculated using the exact CDF 
proposed in the reference (Provost and Rudiuk 1996).  For example, if the accuracy of 10 decimal digits 
for 
 ,Q
i
dF q
d

 is required, it can be obtained by setting the perturbation size as the order of 1010 .  
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 All terms used for the sensitivity evaluation summarized in Equation (3.25) are available from the 
probability of failure evaluation using the novel SORM except 
 ,Q
i
dF q
d

 which requires FDM. As the 
dimension of a problem increases, computation time for the evaluation of Equation (3.30) could be 
increased. However, since the CDF of Q can be analytically available as indicated in the reference (Provost 
and Rudiuk 1996), the computation time for Equation (3.30) is negligible. This means that the sensitivity 
analysis proposed in the paper does not require additional computationally intensive computer simulations. 
Hence, it can be concluded that the proposed sensitivity analysis is computationally efficient since it does 
not require additional function evaluations. 
 
3.3 Numerical Examples 
 The first three numerical studies are carried out in this section to verify the sensitivity analysis proposed 
in Section 3.2 for low-, medium-, and high-dimensional performance functions. The last numerical study 
is carried out to test the sensitivity of a higher-order performance function in terms of how the proposed 
assumption that the Hessian is constant affects the accuracy of the sensitivity calculation. 
3.3.1 Sensitivity Using Novel SORM for Two-dimensional Performance Function 
 In this numerical example, the sensitivity of the probability of failure with respect to the design point is 
obtained using the analytic derivation in Section 3.2 for the two-dimensional performance function. The 
means of the random variables are used as design variables.  
 Consider the following 2D performance function shown in Figure 3.1 and given in X-space as 
 2 2
1 1 2 2 1 2( ) 2 2 0.5 13,G X X X X X X      X   (3.31) 
where the properties of 
1X  and 2X  are listed in Table 3.1. 
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Table 3.1 Property of Random Variables 
Variables Distribution Type     
1X  Normal 3  1 
2X  Lognormal 4 1 
 
 
Figure 3.1 Performance Function Given in Equation (3.31) 
 
The performance function in Equation (3.31) can be transformed to U-space using Rosenblatt 
transformation as 
            
2 2 22 2 22 2 22 22
1 1 1 1 1 1 1 1 1( ) 2 2 0.5 13
U U U
G U U e e U e
     
     
  
        U  (3.32) 
where 
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2
2
2
ln 1



  
    
   
 and  
2
22 2ln 0.5    . Equation (3.32) is further transformed to χ
2-space 
as (Lee et al. 2012) 
   1 1 2 2ˆLg Z Z q   Z   (3.33) 
where 
1 , 2 , and q are 2.0688 , 0.6658 , and 31.3333 , respectively, and  
2
1 1~ 11.7073Z     
and  22 1~ 56.8452Z  . The probability of failure then can be calculated using Equation (3.33) and 
numerical integration as (Lee et al. 2012) 
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 The sensitivity of the probability of failure in Equation (3.34) with respect to the means of the random 
variables is then calculated using Equation (3.2), the general chi-squared distribution in Section 2.3.3, and 
the analytic derivation in Section 3.2. The parameters necessary to calculate 
1
FdP
d
 are obtained based on 
the derivation in Section 3.2, which are shown in Table 3.2. Using the result, 
1
FdP
d
 is calculated as 0.0152. 
Likewise, 
2
FdP
d
 is calculated as 0.0383 . 
Table 3.2 Numerical Values of Parameters 
Term/Parameter Numerical Value 
 ,Qf q   0.003942 
1/dq d  0 
i   3.4216, 7.5396  
 , /Q idF q d   0.0205, 0.0216  
1/id d    1.8028, 5.9686   
 In terms of accuracy, the calculated sensitivity is then compared with the sensitivity obtained by FDM 
using MCS, which is shown in Table 3.3. According to Table 3.3, the sensitivity calculated based on the 
sensitivity analysis in Section 3.2 is almost identical with the sensitivity obtained by FDM using MCS, 
which is because the performance function in this example is perfectly quadratic.  
Table 3.3 Comparison of Sensitivity Calculation 
 Proposed Sensitivity FDM using MCS (10 M) 
1/FdP d  0.0152 0.0152 
2/FdP d  0.0383  0.0382  
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3.3.2 Sensitivity Using Novel SORM for Medium-Dimensional Performance Function 
 
Figure 3.2 Schematic Diagram of Cantilever Tube 
 In this numerical example, the sensitivity of the probability of failure with respect to the design point is 
obtained using the analytic derivation in Section 3.2 for the medium-dimensional performance function. 
Consider the cantilever tube shown in Figure 3.2 subjected to external forces F1, F2, and P, and torsion T 
(Du 2007). The 8D performance function is defined as the difference between the yield strength of 
190MPa  and the maximum stress 
max , which is given as 
   max 190MPaG  X  (3.35) 
where 
max  is the maximum von Mises stress on the top surface of the tube at the root, which is given by 
 2 2
max 3x zx      (3.36) 
where the normal stress 
x  can be obtained as 
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  (3.37) 
and the shear stress 
xz  can be obtained as 
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444 2
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d d t
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
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 
  (3.38) 
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respectively. The properties of the 8 random variables used in Equations (3.35)~(3.38) are given in Table 
3.4 and they are all statistically independent to each other. Two angles are assumed to be fixed at 
1 5   
and 
2 10
 . 
Table 3.4 Properties of Random Variables  
Variables Mean Standard Deviation Distribution Type 
1( )X t  4 mm 0.04 mm Normal 
2 ( )X d  40 mm 0.4 mm Normal 
3 1( )X L  120 mm 3  mm Normal 
4 2( )X L  60 mm 3 / 2  mm Normal 
5 1( )X F  3.0 kN 0.3 kN Normal 
6 2( )X F  3.0 kN 0.3 kN Normal 
7 ( )X P  12.0 kN 1.2 kN Normal 
8 ( )X T  90.0 N m  9.0 N m  Normal 
 
 Using the information in Table 3.4 and the analytic derivation in Section 3.2, the sensitivity is calculated. 
The obtained sensitivity is then compared with the sensitivity obtained by FDM using MCS. Based on the 
mostly small percent errors shown in Table 3.5, it can be concluded that the proposed sensitivity analysis 
accurately calculates sensitivity. For some random variables, relatively large errors compared to the 
previous example are generated. Considering 
 ,Q
i
dF q
d

 can be calculated with negligible amount of an 
error using the FDM in Equation (3.30) with small perturbation size, it is considered that the errors are 
mostly generated due to the nonlinearity of the performance function. 
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Table 3.5 Comparison of Sensitivity Calculation 
 
Proposed 
Sensitivity 
FDM 
using MCS (10 M) Error (%) 
1/FdP d  
24.84 10   24.64 10   4.31 
2/FdP d  21.39 10   21.37 10   1.90 
3/FdP d  11.22 10  11.21 10  19.99 10  
4/FdP d  11.14 10  11.14 10  26.11 10  
5/FdP d  44.39 10  44.40 10  13.43 10  
6/FdP d  42.21 10  42.21 10  24.21 10  
7/FdP d  52.98 10  52.98 10  11.76 10  
8/FdP d  43.40 10  43.51 10  3.06 
 
3.3.3 Sensitivity Using Novel SORM for High-Dimensional Performance Function 
 In this numerical example, the sensitivities of the probability of failures with respect to the design point 
are obtained using the analytic derivation in Section 3 for the high-dimensional performance function. The 
means of the random variables are used as design variables. 
 Consider the following 20D performance function, which is obtained by flipping the Dixon & Price 
function (Dixon and Price 1989) and setting its constant as 7.6610 , given in X-space as 
      
20
22 2 7.66
1 1
2
1 2 10i i
i
G X i X X 

     X    (3.39) 
where  ~ 16,3iX N . 
 Using the analytic derivation in Section 3, the sensitivity is calculated. The obtained sensitivity is then 
compared with the sensitivity obtained by FDM using MCS. As shown in Table 3.6, the percent errors are 
generally small, thus it can be concluded that the proposed sensitivity analysis can accurately calculate the 
sensitivity for the high-dimensional performance function. 
1/FdP d  does not appear in Table 3.6 since 
its value is of the order of 610 , which is almost 0. 
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Table 3.6 Comparison of Sensitivity Calculation 
 Proposed Sensitivity 
FDM 
using MCS (10 M) 
Error (%) 
2/FdP d  
31.21 10   31.24 10   3.19 
3/FdP d  
32.52 10   32.57 10   2.47 
4/FdP d  
32.95 10   33.02 10   2.28 
5/FdP d  
34.05 10   34.19 10   3.33 
6/FdP d  
34.50 10   34.60 10   2.27 
7/FdP d  
35.43 10   35.35 10   1.52 
8/FdP d  
35.81 10   35.98 10   2.84 
9/FdP d  
36.57 10   36.98 10   5.84 
10/FdP d  
37.30 10   37.49 10   2.53 
11/FdP d  
38.05 10   38.43 10   4.46 
12/FdP d  
38.56 10   38.57 10   0.14 
13/FdP d  
38.74 10   38.93 10   2.19 
14/FdP d  
39.05 10   39.49 10   4.67 
15/FdP d  
31.01 10   21.02 10   0.81 
16/FdP d  
21.08 10   21.05 10   2.85 
17/FdP d  
21.11 10   21.13 10   1.80 
18/FdP d  
21.15 10   21.13 10   2.14 
19/FdP d  
21.17 10   21.22 10   4.64 
20/FdP d  
21.23 10   21.28 10   3.87 
 
3.3.4 Sensitivity Using Novel SORM for Higher-Order Performance Function 
 In this numerical example, the sensitivities of the probability of failures with respect to the three design 
points are obtained using the analytic derivation in Section 3.2 for the higher-order performance function. 
The higher-order performance function in X-space is given as 
      
2 3
15 8 8G Y Y YZ     X   (3.40) 
where 
1
2
0.9063 0.4226
0.4226 0.9036
XY
XZ
    
         
. The properties of the random variables at three design points are 
also shown in Table 3.7. 
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Table 3.7 Properties of Random Variables at Three Design Points 
 
1X  2X  
 Distribution 
Type 1
  1  
Distribution 
Type 2
  2  
Design Point 1 Normal 3 0.8 Normal 2 0.8 
Design Point 2 Normal 4 0.8 Normal 5 0.8 
Design Point 3 Normal 7 0.8 Normal 10 0.8 
 
In Table 3.7, standard deviation for both random variables are intentionally set to be large to cause 
noticeable amount of error in this example. They are also all statistically independent to each other. As 
previously stated, the higher-order performance function given in Equation (3.40) is not quadratic, and 
quadratic approximations performed at three design points in U-space are shown in Figure 3.3. 
 
             (a)                         (b)                          (c)       
Figure 3.3 Quadratic Approximations in U-space at (a) Design Point 1, (b) Design Point 2, and 
(c) Design Point 3 
 Using the information in Table 3.7 and the analytic derivation in Section 3.2, the sensitivity is calculated 
at each design point, and it is then compared with the sensitivity obtained by FDM using MCS, which is 
shown in Table 3.7. As shown in Table 3.7, the errors are within range from 1 to 10%. Based on Figure 3.3, 
it can be seen that larger error in Table 3.8 occurs when small design change causes large change in the 
shape of the quadratic approximation. For example, if the design in Figure 3.3(a) moves along the y-
direction by small amount, the quadratically approximated function will have very different curvature at 
the MPP. This violates the fundamental assumption in the proposed sensitivity analysis, that is, the Hessian 
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matrix remains constant when there is small design movement. However, even in the worst-case of the 
example, the maximum error is still less than 10% which may not affect the efficiency of RBDO. 
 
Table 3.8 Comparison of Sensitivity Calculation at Three Design Points 
  Proposed 
Sensitivity 
FDM using MCS (10 M) Error (%) 
Design Point 1 
1/FdP d  
25.05 10  25.03 10  1.40 
2/FdP d  
36.44 10  37.11 10  9.42 
Design Point 2 
1/FdP d  
11.32 10  11.38 10  4.66 
2/FdP d  
11.06 10   29.96 10   6.72 
Design Point 3 
1/FdP d  
12.65 10  12.71 10  2.50 
2/FdP d  
23.31 10  23.40 10  2.74 
 
3.4 CONCLUSIONS 
 In the study in this chapter, sensitivities of probability of failure with respect to distribution parameters 
using the novel SORM have been derived through the proposed sensitivity analysis. During the derivation 
of the sensitivity, since it is inherent in SORM that the third-order derivative of a performance function is 
not available, it is assumed that sensitivities of eigenvalues with respect to distribution parameters are zero. 
With the assumption, the sensitivities of the probability of failure with respect to distribution parameters 
are derived. The calculation of the derived sensitivity includes calculation of the sensitivity of CDF of a 
linear combination of non-central chi-square variables with respect to each non-centrality parameter by 
FDM, which, however, does not require any iterative algorithm and repeating calculation of the parameters. 
Therefore, it is generally very efficient to calculate the sensitivity using the proposed method. The proposed 
sensitivity analysis is very accurate as well since CDF of a linear combination of non-central chi-square 
variables before and after perturbation are exactly calculated in the novel SORM. The calculation of the 
derived sensitivity also requires probability density function (PDF) of a linear combination of non-central 
chi-square variables, which is obtained by utilizing general chi-squared distribution. In numerical examples, 
the derived sensitivity is applied to calculate sensitivity in low-, medium-, and high-dimensional examples. 
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For the low-dimensional example that is perfectly quadratic, and the medium- and high-dimensional 
examples that are not quadratic, the obtained sensitivities based on the proposed sensitivity analysis are 
very close to those obtained by FDM using MCS. To further test the assumption that the Hessian matrix 
does not change due to the small change of the design variables, the last numerical example is carried out 
with higher-order performance function. The generated errors are not large and they are within acceptable 
ranges with the largest one below 10%. In conclusion, the proposed sensitivity analysis is efficient and 
accurate, and the error, which is generated due to the assumption, is within acceptable range even for higher-
order performance function. 
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Chapter 4. Sampling-based Approach for Design Optimization in the Presence of Interval 
Variables 
 
4.1 Introduction 
 The uncertainty is generally categorized into aleatory and epistemic uncertainties, where aleatory 
uncertainty is considered as irreducible whereas epistemic uncertainty is reducible by collecting more data. 
In case when sufficient amount of data for statistical information is unavailable, possibility-based (or fuzzy 
set) methods have utilized membership function to model insufficiently collected data (Du et al. 2006) and 
adjusted standard deviation and correlation coefficient involving confidence intervals have been utilized to 
offset an inaccurate modeling of data (Noh et al. 2011). When degree of insufficiency of data is even greater 
as only lower and upper bounds of data are available, the methods listed above are not applicable anymore, 
thus the different approach is required. 
 To deal with data of which only lower and upper bounds are available, a method of multi-point 
approximation that evaluates the weighting function and local approximations separately has been first 
developed for interval analysis (Penmetsa and Grandhi 2002). Then, the most probable point (MPP) based 
first-order reliability method (FORM) has been utilized for design optimization with mixture of random 
and interval variables (Du et al. 2005). As bounds of probability of failure or reliability exist in the presence 
of interval variables, design optimization for the worst and best cases has been also developed (Du et al. 
2007), and sensitivity analysis considering bounds of interval variables and probability of failure has been 
developed accordingly (Duo and Du 2009).  
  As explained in Chapters 1-3, a design optimum is very efficiently searched by using the MPP-based 
FORM; however it is generally less accurate for highly nonlinear performance functions and high-
dimensional input variables (Halder and Mahadevan 2000; Hasofer and Lind 1974; Tu and Choi 1999; Tu 
et al. 2001). To improve the accuracy on this occasion, the second order reliability method (SORM) can be 
applied after the MPP search; however, its efficiency is sacrificed due to the fact that computation of the 
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Hessian matrix is required by the SORM (Breitung 1984; Hohenbichler and Rackwitz 1988; Adhikari 2004; 
Zhang and Du 2010). The MPP-based dimension reduction method (DRM) can be also used for 
approximately assessing the reliability of a system, which is used as a probabilistic constraint in RBDO 
(Rahman and Wei 2006; Lee et al. 2008; Xiong et al. 2010).  
 In absence of accurate sensitivities of performance functions, the MPP-based reliability analysis or 
RBDO, which utilizes sensitivities of performance functions to find the MPP, cannot be directly used, 
instead the sampling-based reliability analysis or RBDO can be used (Lee et al. 2011; Lee et al. 2010; Gu 
et al. 2001). Assuming an accurate surrogate model is given (Youn et al. 2008; Wei et al. 2008; Chowdhury 
et al. 2009; Hu and Youn 2011), Monte Carlo simulation (MCS) (Rubinstein 1981) can be applied to find 
a design optimum with affordable computational burden.  
 The study in this chapter introduces interval analysis and design optimization utilizing the sampling-
based method in the presence of only interval variables and in the presence of both random and interval 
variables. Due to the presence of interval variables, obtaining the worst combination of interval variables 
for both constraints and probabilistic constraints is involved (Du et al. 2005). When both random and 
interval variables are present, the worst combination of interval variables for probability of failure is directly 
searched using the probability of failure and its sensitivity since the design point where the worst-case 
probability of failure occurs does not always coincide with that for the worst-case performance function; it 
is highly likely as many studies have assumed, however not always. To evaluate sensitivities of probability 
of failure with respect to interval variables, the Dirac delta function is utilized to define behavior of the 
interval variables at the worst-case (Khuri 2004; Hoskins 1979; Kanwal 1998; Saichev and Woyczynski 
1997). 
 Assuming an accurate surrogate model is given, one merit of the proposed method exists not only during 
the worst-case probability of failure search but also during reliability analysis after the worst-case 
probability of failure search. The worst-case probability of failure search, which will be explained in Section 
4.2, utilizes a vector of interval variables instead of individual components of the vector, and it thus 
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promises efficiency when function evaluation of surrogate model is inexpensive. Also, it resolves the 
problem that the worst-case probability of failure does not always occur where the worst-case performance 
occurs. During the reliability analysis after the worst-case probability of failure search, another merit of the 
proposed method is that it does not make further approximations since it does not require gradients of the 
performance function and transformation of design variables from X-space to U-space, thus there is no 
approximation or restriction in calculating the sensitivities of constraints or probabilistic constraints (Lee 
et al. 2010). 
 
4.2 Review of Sampling-Based RBDO 
4.2.1 Formulation of RBDO 
 The mathematical formulation of RBDO is expressed as 
   tar
L U ndv
minimize cost( )
subject to 0 , 1,..., NC
, , and R
jj F
NR
P G P j   
 
   
R
d
X
d d d d R X
  (4.1) 
where ( )d X  is the design vector, which is the mean value of the NR-dimensional random vector
 
T
R R R
1 2, ,... NRX X X
R
X ; tar
jF
P  is the target probability of failure for the jth constraint; and NC, ndv, and 
NR are the number of probabilistic constraints, design variables, and random variables, respectively (Lee 
et al. 2010).  
 To carry out RBDO using Equation (4.1), the probabilistic constraints and their sensitivities are 
evaluated. Reviews on the reliability and its sensitivity analyses are explained in Sections 4.2.2 and 4.2.3, 
respectively. 
4.2.2 Probability of Failure 
 The probability of failure with random variables, denoted by 
FP , is defined using a multi-dimensional 
integral 
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      
R
( ) ;
F F
NR
F F I f dP P E I          R
R R R R R
X
x x xX X    (4.2) 
where   is a matrix of distribution parameters, which includes mean ( ) and/or standard deviation ( ) 
of RX ; P[• ] represents a probability measure; Ω F  is defined as a failure set;  ;f R RX x   is a joint 
probability density function (PDF) of RX ; and [ ]E •  represents the expectation operator (Lee et al. 2010; 
McDonald and Mahadevan 2008).  
F
I
R
x  in Equation (4.2) is called an indicator function and defined 
as 
  
1,
.
0, otherwiseF
FI
 
 

R
R x
x   (4.3) 
4.2.3 Sensitivity of Probability of Failure 
 With the four regularity conditions satisfied, which are also explained in detail in the reference (Lee et 
al. 2010), taking the partial derivative of Equation (4.2) with respect to 
i  yields 
 
 
   
R
;
F
NR
F
i i
P
I f d
 

 

   R
R R R
X
x x x

   (4.4) 
and the differential and integral operators can be interchanged due to the 4th regularity condition in the 
reference (Lee et al. 2010) and the Lebesgue dominated convergence theorem (Rahman 2009; Rubinstein 
and Shapiro 1993) giving 
 
 
 
 ln ;
F
F
i i
fP
E I
 

 
 
   
R
R
XR
x
x

  (4.5) 
The partial derivative of the log function of the joint PDF in Equation (4.5) with respect to 
i  is known as 
the first-order score function (Lee et al. 2010) for 
i  and is denoted as 
  
 
(1)
ln ;
;
i
i
f
s




R
R
XR
x
x

   (4.6) 
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To derive the sensitivity of the probability of failure in Equation (4.2), it is required to know the first-order 
score function in Equation (4.6), which is obtained using the following equation for independent random 
variables 
  
   R R
(1)
ln ;ln ;
; i
i
i iX
i i
f xf
s

 

 
 
R
R
XR
x
x

   (4.7) 
where  R R ;
i
i iX
f x   is the marginal PDF corresponding to the ith random variable 
R
iX , and obtained using 
the following equation for correlated random variables 
  
     R R(1) ln ;ln ; ln , ;; i
i
i iX
i i i
f xf c u v
s

  
 
  
  
R
R
XR
x
x

   (4.8) 
where c is a copula density function,  R R ;
i
i iX
u F x   and  R R ;
j
j jX
v F x   are marginal CDFs for R
iX  
and 
R
jX , respectively, and   is the correlation coefficient between 
R
iX  and 
R
jX (Lee et al. 2010). 
The information of marginal PDFs, CDFs, and commonly used copula density functions is listed in detail 
in the reference (Lee et al. 2010). 
4.2.4 Calculation of Probabilistic Constraints and Sensitivities 
 The MCS can be applied to calculate the probabilistic constraints in Equation (4.1) and their sensitivities. 
Denoting a surrogate model for the jth constraint function with random variables as  ˆ jG RX , the 
probabilistic constraints in Equation (4.1) can be calculated as 
   ( ) tarˆ
1
1
0
j jFj
K
k
F j F
k
P P G I P
K 
         
R R
X x   (4.9) 
where K is the MCS sample size, ( )kRx  is the kth realization of RX , and the failure set ˆ
jF
  for the 
surrogate model is defined as  ˆˆ : 0
jF j
G   
 
R R
xx  (Lee et al. 2010). Sensitivities of the probabilistic 
constraints in Equation (4.1) are calculated using the score function as 
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 ( ) (1) ( )ˆ
1
1
;
j
iFj
K
F k k
ki
P
I s
K

 

       
 R Rx x    (4.10) 
where (1) ( ) ;
i
ks   
Rx   is obtained using Equations (4.7) and (4.8) for independent and correlated random 
variables, respectively. 
4.3 Design Optimization with Interval Variables 
4.3.1 Formulation of Design Optimization with Interval Variables 
 The mathematical formulation of design optimization with interval variables only is expressed as 
  
L U ndv
minimize cost( )
subject to 0, 1,..., NC
, R , and R
j
NI
G j 
   
I,worst
I
d
X
d d d d X
j   (4.11) 
where 
I
d X is the design vector, which is the mid-point of the NI-dimensional interval vector 
 
T
I I I
1 2, ,..., NIX X X
I
X  where NI is the number of interval variables. 
I,worst
X j  
in Equation (4.11) is the 
worst-case interval variables for the jth constraint, which is obtained by solving the optimization problem 
to 
 
 
I
I I
maximize
subject to 1,...,
2
j
i
i i
G
X X for i NI

  
I
X
  (4.12) 
where I
i  is the interval length of 
I
iX . It should be noted that as any statistical information of an interval 
variable IX  is not available, I,worstX  must be considered for the design optimization. 
 To carry out the design optimization with interval variables using Equation (4.11), the proposed method 
first evaluates constraints with the worst-case interval variables, namely the worst-case constraints or the 
worst-case performance, and their sensitivities. Then, it utilizes “fmincon” using sequential quadratic 
programming (SQP) method from MATLAB Optimization Toolbox to further solve Equation (4.11), and 
there exist many alternative methods. Each of the worst-case constraint is obtained by the worst-case 
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performance search that solves Equation (4.12) and will be explained in Section 4.3.2, and sensitivity 
analysis of each of the worst-case constraint and its calculation are explained in Section 4.3.3. It is assumed 
that gradients of performance functions are not available; however it can be directly used if available. 
4.3.2 Worst-Case Performance Search 
 
The algorithm explained in this section searches the worst-case performance, and the algorithm was 
originally developed by Liu et al. in the reference (Du et al. 2006) for the maximal possibility search (MPS) 
for possibility-based design optimization. An important merit of the proposed algorithm is that it utilizes a 
vector of interval variables and a vector of sensitivities of a performance function with respect to all interval 
variables, thus its efficiency is not affected by the dimension of the interval variables. The algorithm for 
the worst-case performance search is summarized as following, which is also shown in the flowchart in 
Figure 4.1. 
Step 1. Normalize interval variables I
iX  using 
 
I I
I I I I I
I
ori ii i i i i
i
X X
Z X X Z


      (4.13) 
such that I 0.5iZ  . 
Step 2. Set the iteration counter k = 0 with the convergence parameter  = 10-3. Set j = 1. Let (0) .IZ 0  
Calculate the performance  (0)G IZ and the sensitivity  (0)G IZ . It is explained in Section 
4.3.3 how to obtain  (0)G IZ . Let the direction vector be
 
 (0) (0)G Id Z . 
Step 3. Search the next point as  ( 1) ( )0.5 sgnk k  IZ d  where 0.5 is obtained from Step 1. Let k = k + 
1.  
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Step 4. Calculate the performance  ( )kG IZ and its sensitivity  ( ) .kG IZ  Let a conjugate direction 
vector  ( ) ( ) ( 1)k k kG   Id Z d  where     
2
( ) ( 1)/ .k kG G   I IZ Z If 
    ( ) ( )sgn sgn ,k kG I IZ Z  it is the worst-case and go to Step 11.  
Step 5. If    ( ) ( )k jG GI IZ Z , let  j = k and go to Step 3. Otherwise, go to Step 6 with ( )jIZ ,  ( )jG IZ  
and   ( )jG IZ . 
 If behavior of the performance function is not monotonic within an interval domain, in other words, if 
any component of the worst-case interval vector does not occur at the vertex of its interval domain, 
interpolation algorithm must be additionally applied to obtain more accurate worst-case performance (Du 
et al. 2006). 
Step 6. Let l = 0 and a direction vector be  ( ) ( )l jG Id Z .  
Step 7. Calculate the new point ( 1)kIZ  on the boundary of the domain from the start point ( )jIZ  along 
the search direction ( ) .ld  Let k = k + 1. 
Step 8. Calculate the performance  ( )kG IZ and its sensitivity  ( )kG IZ . If 
      
   
( ) I I I
( ) I I
sgn / sgn , for 0.5
/ , for 0.5
k
i i i
k
i i
G Z Z Z
G Z Z
    


   

I
I
Z
Z
 
then it is the worst-case and go to Step 11. Otherwise, go to Step 9. 
Step 9. Use  ( )jG IZ ,  ( )kG IZ ,  ( )jG IZ , and  ( )kG IZ  to construct the third order polynomial  
( )f t  on the straight line between ( )jIZ  and ( )kIZ  where t is the parameter for the line. 
Calculate the maximum point t* for this polynomial. Let ( 1)kIZ  be the point on the line 
corresponding to t*. Let k = k + 1.  
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Step 10. Calculate the performance  ( )kG IZ  and its sensitivity  ( )kG IZ . Check the convergence 
criteria using the equation in Step 8. If converged, it is the worst-case and go to Step 11. Otherwise, 
let the new conjugate direction vector be  ( 1) ( ) ( )l k lG   Id Z d  where β is given by
    
2
( ) ( 2)/ .k kG G   I IZ Z  Let j = k, l = l + 1, and go to Step 7. 
Step 11. De-normalize I,worstZ  by Equation (4.13) in Step 1 to obtain I,worstX . 
 The proposed algorithm requires evaluation of sensitivities of a performance function with respect to 
interval variables. When gradients of the performance function are not available, sensitivities of each 
performance function with respect to interval variables can be calculated by the sampling-based method, 
and derivation of the sensitivities of the performance function with respect to interval variables and its 
calculation are explained in Section 4.3.3. 
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Figure 4.1 Flowchart for Worst-case Performance Search 
 
4.3.3 Sensitivity Analysis on Worst-Case Performance Function 
 The behavior of any point within the interval of an interval variable Ix  can be expressed using the 
Dirac delta function I ( )X •  (Browder 1996) as 
  I
I
I
I
, 0
,
0, 0
i
X
i
x
x
x

 
 

  (4.14) 
and shifting Equation (4.14) by the worst-case of I
ix  denoted as 
I,worst
iX  yields 
  I
I I,worst
I I,worst
I I,worst
,
0,X
x X
x X
x X

 
  

  (4.15) 
which is constrained to satisfy the identity 
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  I I I,worst I 1X x X dx     (4.16) 
Also, the property of the Dirac delta function (Browder 1996) yields 
      II I I,worst I I,worstXG x x X dx G X     (4.17) 
 Using Equations (4.14)~(4.17) and assuming  G •  is a continuously differentiable function of any 
real number, sensitivity of the worst-case performance function with respect to the ith worst-case interval 
variable in general dimension becomes 
 
 
     
 
I,worst I,worst I,worst
R RNI NIi i i
G
G d G d
X X X


  
  
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I
I
I,worst I I,worst
XI I I,worst I I I
X
X x X
x x X x x x
j
 (4.18) 
where    I I I,worst
1
NI
i iX
i
x X 

  I I I,worstX x X . 
 Based on the definition of the Dirac delta function, behavior of a single interval variable Ix  at its 
worst-case I,worstX  can be treated as a Gaussian normal distribution with   of I,worstX  and 2  
approaching to 0, which implies 
      
2
I I,worst
I I
0.5 /I I,worst I
0 0
1
=lim lim .
2
x X
X X
x X e f x

 


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 
 
    (4.19) 
Equation (4.19) is verified in this section first. Consider sensitivity of an one-dimensional performance 
function  G •  with respect to the worst-case of interval variable I,worstX , which by using Equation (4.18) 
becomes 
 
 
 
 
 
I
I,worst I I,worst
I I
I,worst I,worst
X
G X x X
G x dx
X X
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
 
   (4.20) 
 IG x  in Equation (4.20) using the Taylor series expansion at I,worstX  can be expressed as 
  
 
   
( ) I,worst
I I I,worst I I,worst
0 0!
m
m m
m
m m
G X
G x x X a x X
m
 
 
       (4.21) 
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where  ( ) I,worst / !mma G X m . Using Equations (4.19) and (4.21) and the score function explained in 
Section 4.2.3, the right hand side of Equation (4.20) is evaluated as 
  
 
 
 
 
I
I
I I,worst I I,worst
I I I I,worst I I
I,worst 20
0
lim
m
X
m X
m
x X x X
G x dx a x X f x dx
X 
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

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 

    (4.22) 
Using the expectation operator, the Equation (4.22) is further simplified as 
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 

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  (4.23) 
where  I I,worst 0
p
E x X  
  
 if p is odd and    I I,worst 1 !!
p
pE x X p   
  
 if p is even according to 
the property of central moments of a normal distribution. Using Equation (4.21), the left hand side of 
Equation (4.20) is evaluated as 
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


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 
 
 
 
  
  


  (4.24) 
The identical results in Equations (4.23) and (4.24) demonstrate the validity of treating behavior of Ix  at 
I,worstX  as a Gaussian normal distribution with   of I,worstX  and 2  approaching to 0.  
 Finally, using Equation (4.19), Equation (4.18) is further developed as 
 
 
 
 
 
I I,worst
I,worst I,worst 20
R
lim
NI
i i
i i
G x X
G d E G
X X 


    
   
   

I
I,worst I I,worst
XI I I
X x X
x x x   (4.25) 
and sensitivity of the worst-case constraint with respect to design point 
I
iX  in Equation (4.11) becomes 
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   
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I,worst I I,worst I,worst
I,worst 2I I I0
1 1
lim
NI NI
l l l l
l lli i i
G G X x X X
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XX X X  
     
   
   
 
I,worst I,worst
I
X X
x   (4.26) 
where 
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I,worst I I,worst I I
/ 1, / 2
/ 0, / 2
l i l i l
l i l i l
X X if X X
X X if X X


    


    

  (4.27) 
 Additionally, it is noted that the Dirac delta function can be also applicable to define behavior of 
deterministic variables when sensitivities of performance functions with respect to deterministic variables 
are not available. Thus, in the presence of deterministic variables, the proposed sampling-based method can 
be applied to evaluate sensitivities of performance functions even when gradients of the performance 
functions are not obtainable. 
The proposed method assumes surrogate models or actual functions are given, and a surrogate 
model for the constraint function with interval variables is denoted as  Gˆ IX .
 
Then, the MCS can be 
applied to calculate sensitivity of a performance function with respect to the ith worst-case interval variable 
during the worst-case performance search in Section 4.3.2 using Equation (4.25) as 
 
   
 
I,worst
I( ) I,worst
( )
I,worst I,worst 2
1
ˆ
1 ˆ
l
kK
k l l
kl l X
G G x X
G
X X K 
  
 
 

I,worst I,worst
I,worst
X X
x   (4.28) 
where I,worst
lX
  is IX  for 
I,worst
lX  
coming from   in Equation (4.26), and sensitivities of the worst-
case constraints in Equation (4.11) can be calculated using Equations (4.26) and (4.27) as 
 
   
 
I,worst
,
I( ) I,worst I,worst
, , ,( )
2I I I
1 1
,
ˆ
1 ˆ
j l
kNI K
j j j l j l j lk
j
l k Xi i j i
G G x X X
G
KX X X 
   
 
  

I,worst I,worst
I,worst
X X
x
j j
j
   (4.29) 
 The desired value of IX  used in Equations (4.28) and (4.29) for the sampling-based method is 
determined through the following simulation analysis. During the simulation analysis, ratio of IX  to 
IX  
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or 
I
I
X
X

 instead of just IX  is considered since IX  depends on 
IX , and sensitivity of a performance 
function  I I1 2G X X  with respect to IX is calculated by the MCS while 
I
I
X
X

 changes from 0.1 to 
0.001 in descending order. The result is then compared to the true sensitivity, which is analytically obtained 
as 2. From the result shown in Figure 4.2, it is demonstrated that  
I
I
0.008 0.02X
X

   for the desired 
value of IX . From the negligible amount of error less than 0.3% in Figure 4.2, validity of calculating 
sensitivities of a performance function with respect to interval variables using the sampling-based method 
with a very small standard deviation can be also shown. 
 
 
Figure 4.2 Error of Sensitivity as 
I
I
X
X

changes from 0.001 to 0.1 
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4.4 Design Optimization with Random and Interval Variables 
4.4.1 Formulation of Design Optimization with Mixture of Random and Interval Variables 
The mathematical formulation of design optimization with mixture of random and interval 
variables is expressed as 
  worst tar
L U ndv
minimize cost( )
subject to , 0 , 1,..., NC
, R , R , and R
j jF j F
NR NI
P P G P j    
 
    
R I,worst
R I
d
X  X
d d d d X X
j   (4.30) 
where  I I1 1,..., , ,...,NR NR NR NIX X   d  is the design vector; I,worstX j  in Equation (4.30) is the worst-case 
interval variables for the jth probabilistic constraint, which is obtained by solving the optimization problem 
to 
 
 
I
I I
maximize 0
subject to 1,..., .
2
j
i
i i
P G
X X for i NI

 
 
  
I
X
  (4.31) 
 To carry out the design optimization with interval variables using Equation (4.30), the proposed method 
evaluates probabilistic constraints with the worst-case interval variables, namely the worst-case 
probabilistic constraints or the worst-case probability of failure, and their sensitivities. Each of the worst-
case probabilistic constraint is obtained by the worst-case probability of failure search that solves Equation 
(4.31) and will be explained in Section 4.4.2, and sensitivity analysis of each of the worst-case probabilistic 
constraint and its calculation are explained in Section 4.4.3. It should be noted that the worst-case 
probability of failure does not always occur at the point where the worst-case performance occurs, which 
is demonstrated with an example in Section 4.4.2. Thus, by applying an algorithm for the worst-case 
performance search in Section 4.3.2 by directly utilizing probability of failure and its sensitivity in 
replacement of performance value and its sensitivity, the problem pointed out in the previous sentence can 
be resolved. 
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4.4.2 Worst-Case Probability of Failure 
 
The worst-case probability of failure with random and interval variables, denoted by worst
FP , is defined 
using Equation (4.30) and a multi-dimensional integral as 
        worst R R
R
x x
F F
NR NI
FP I f d d E I

 
   
  I
I I I,worst R I R I,worst
X X
,x x X x x X ,X   (4.32) 
The worst-case probability of failure in Equation (4.32) is obtained using the algorithm for the worst-case 
performance search explained in Section 4.3.2 by utilizing probability of failure and its sensitivity in 
replacement of the performance function and its sensitivity. Derivation of the sensitivity of the probability 
of failure with respect to the worst-case interval variables and its calculation are explained in Section 4.4.3. 
Usually, the worst-case probability of failure occurs at the worst-case performance, so conventionally the 
worst-case probability of failure is calculated by evaluating the probability of failure at the worst-case 
performance (Du et al. 2005; Du 2007; Guo and Du 2009). However, this is not always the case and the 
following example demonstrates it. 
 Consider a 2D highly nonlinear polynomial function, 
 2 3 4
2( ) 0.7361 (W 6) (W 6) 0.6 (W 6) ZG         X   (4.33) 
where 
I
1
R
2
W 0.8660 0.5000
Z 0.5000 0.8660
X
X
    
         
. As shown in Table 4.1, I
1X  
and R
2X  are interval and random 
variables, respectively. The mid-point and interval length of I
1X  are 6.5 and 3, respectively. The mean and 
standard deviation of R
2X  are 2.5 and 1, respectively. Then, 
I
1X  is divided into 100 sub-intervals, for 
each of which, the performance functions and probability of failures are evaluated. For the evaluation of 
the probability of failure, 75 10  MCS sample are used for each sub-interval.  
Table 4.1 Property of Input Variables 
Variables Types Distribution Parameters 
I
1X  Interval N/A  
I
1 6.5X            
I
1 3   
R
2X  Random Normal  2 2.5            2 1   
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 As shown in Figure 4.3, the worst-case probability of failure does not occur where the worst-case 
performance occurs. The worst-case probability of failure occurs at 
I I I
1 1 1 / 2 8X X     where 
performance and probability of failure are −4.1437 and 0.2418, respectively, while the worst-case 
performance occurs at 
I
I I 1
1 1 5
2
X X

   , where the performance and probability of failure are −1.1547 
and 0.1222, respectively. Thus, the study in this chapter suggests using the algorithm for the worst-case 
probability failure search directly instead of obtaining the worst-case probability of failure by calculating 
the probability of failure where the worst-case performance occurs. 
 
Figure 4.3 Worst-case Performance and Worst-case Probability of Failure 
 The MCS can be applied to calculate probability of failure during the worst-case probability of failure 
search. Denoting the surrogate model for constraint functions with random and interval variables as 
 Gˆ R IX ,X , the probability of failure during the worst-case probability of failure search can be calculated 
using Equation (4.32) as 
  worst ( ) tarˆ
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where the failure set ˆ F for the surrogate model is defined as  ˆˆ : 0F G    
R I,worst
x x ,X .  
4.4.3 Sensitivity Analysis on Worst-Case Probability of Failure 
 Taking partial derivative of Equation (4.32) with respect to the ith worst-case interval variable yields 
  
I,worst
I Iworst
I,worst 2
1
F
i
NI
i iF
ii X
x XP
E I
X 


 
 
   
 R I,worstx , X   (4.35) 
Then, taking partial derivative of Equation (4.32) with respect to the mid-point of the ith interval variable 
using Equation (4.35) yields 
  
I,worst
I,worst I I I,worstworst worst
I,worst 2I I I
1 1
,
F
l
NI NI
l l l lF F
l ll Xi i i
X x X XP P
E I
XX X X

 
    
  
     
  R I,worstx , X   (4.36) 
where 
I,worst
I
l
i
X
X


 is obtained from Equation (4.27). Taking partial derivative of Equation (4.32) with respect 
to the mean of the ith random variable yields 
  
 
   
Rworst
R R
R
ln x ;
x x ; .
F
NR NI
F
i i
fP
I f d d
 


 
  I
XI I I,worst R I
X X
, x x X x x

   (4.37) 
Using Equation (4.17), Equation (4.37) is further simplified as 
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x , X x x
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

  (4.38) 
 The MCS can be applied to calculate sensitivity of the probability of failure with respect to the ith worst-
case interval variable during the worst-case probability of failure search in Section 4.4.2 based on Equation 
(4.35) as 
 
I,worst
I( ) I,worstworst
( )
ˆI,worst 2
1
1
F
i
kK
k i iF
ii X
x XP
I
X K 

   
 R I,worstx , X   (4.39) 
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Sensitivities of the worst-case probabilistic constraints in Equation (4.30) with respect to the ith interval 
variable at the mid-point as 
 
I,worst
,
worst I( ) I,worst I,worst
, , ,( )
ˆ 2I I
1 1
,
1
,
j
Fj
j l
kNI K
F j l j l j lk
l k Xi j i
P x X X
I
KX X

 
  
   
 
 R I,worstx X j   (4.40) 
based on Equation (4.36). Sensitivities of the worst-case probabilistic constraints in Equation (4.30) with 
respect to the ith random variable at the mean point are calculated as 
 
worst
( ) (1) ( )
ˆ
1
1
, ;
j
iFj
K
F k k
ki
P
I s
K

 

       
 R I,worst RXx xj    (4.41) 
based on Equation (4.38). 
 
4.5 Numerical Examples 
 Numerical studies are carried out in this section to verify the algorithm that searches the worst-case 
probability of failure in Section 4 for both low-dimensional and high-dimensional cases. Also, design 
optimization with mixture of interval and random variables that utilizes the worst-case probability of failure 
search is carried out. 
4.5.1 Worst-Case Probability of Failure Search for Two-Dimensional Example 
 In this numerical example, the algorithm that searches the worst-case probability of failure is applied 
to a two-dimensional case, and one of input variables is an interval and the other is a random. Consider a 
nonlinear performance function given as 
    
2
I R I R
1 1 2 1 20.3 0.8 2.8G X X X X    X   (4.42) 
As shown in Table 4.2,
 
I
1X  is an interval variable with its mid-point at −0.5 and its interval length of 1, 
and R
2X  is a normally distributed random variable with its mean at 2.2 and its standard deviation of 1. 
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Table 4.2 Property of Input Variables 
Variables Types Distribution Parameters 
I
1X  Interval N/A  
I
1 0.5X             
I
1 1   
R
2X  Random Normal  2 2.2              2 1   
 
 With the given property of these input variables and the performance function in Equation (4.42), the 
worst-case probability of failure is obtained using the worst-case probability of failure search explained in 
Section 4.2. The results are shown both in Table 4.3 and Figure 4.4. The worst-case interval variables at 
the 4th iteration in Table 4.3 is obtained by an interpolation of two worst-case interval variables candidates 
at the 2nd and the 3rd iteration during Step 9 of the worst-case probability of failure search. The obtained 
result is compared with the result obtained by dividing the interval domain into 100 sub-intervals and 
performing the MCS with 75 10 samples for all sub-intervals, which is shown in Table 4.4. 
 
Figure 4.4 Search History of Worst-case Probability of Failure 
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Table 4.3 Search History of Worst-case Probability of Failure 
Iteration 
I
1X  1FP  1
I
1/FP X   
1 -0.5 0.3457 -0.00789 
2 -1 0.2541 0.42073 
3 0 0.2737 -0.26648 
4 -0.5146 0.3460 0.00082 
 
 In terms of efficiency, the proposed algorithm requires (4iterations) × (1MCS/iteration) = 4MCSs, and 
performing the MCS for all 100 sub-divided intervals requires (100sub-intervals) × (1MCS/sub-interval) = 
100MCSs. Thus, the proposed algorithm is 25 times more efficient than the crude MCS while maintaining 
accuracy in this example.  
Table 4.4 Comparison of Results Obtained by 2 Different Methods 
Methods 
I
1X   1
worst
FP   Number of MCS 
Proposed algorithm -0.5136 0.3460 4 
Performing MCS for 
all 100 sub-intervals 
-0.5152 0.3465 100 
 
4.5.2 Worst-Case Probability of Failure Search for High-Dimensional Engineering Example 
 
Figure 4.5 Schematic Diagram of Cantilever Tube 
 In this numerical example, the algorithm that searches the worst-case probability of failure is applied to 
a high-dimensional case where 2 of input variables are interval and 9 of them are random variables. 
Consider the cantilever tube shown in Fig. 5 subjected to external forces F1, F2, and P, and torsion T (Du 
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2007). The performance function is defined as the difference between the yield strength Sy and the 
maximum stress, namely, 
  2 max yG g S  X   (4.43) 
where 
max  is the maximum von Mises stress on the top surface of the tube at the origin, which is given 
by 
 2 2
max 3x zx      (4.44) 
where the normal stress 
x  is obtained as 
 
 
 
 
1 1 1 2 2 21 1 2 2
2 42 4
cos cossin sin
2 2 2
4 64
x
F L F L dP F F
d d t d d t
  

 
 
 
       
   
  (4.45) 
and the shear stress 
xz  is obtained as 
 
 
44
,
4 2
64
xz
Td
d d t



   
 
  (4.46) 
respectively. The property of random and interval variables are given in Tables 4.5 and 4.6, respectively. 
As shown in Tables 4.5 and 4.6, nine random variables R
1X  ~ 
R
9X  having various distributions and two 
interval variables I
10X  and 
I
11X  having the identical interval length at different mid-points are used as 
input variables. 
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Table 4.5 Property of Random Variables 
Variables Parameter 1 Parameter 2 Distribution 
R
1 ( )X t  5 mm (mean) 0.1 mm (std*) Normal 
R
2 ( )X d  42 mm (mean) 42 mm (mean) Normal 
R
3 1( )X L  119.75 mm (lb**) 120.25 mm (ub***) Uniform 
R
4 2( )X L  59.75 mm (lb) 60.25 mm (ub) Uniform 
R
5 1( )X F  3.0 kN (mean) 0.3 kN (std) Normal 
R
6 2( )X F  3.0 kN (mean) 0.3 kN (std) Normal 
R
7 ( )X P  12.0 kN (mean) 1.2 kN (std) Gumbel 
R
8 ( )X T  90.0 Nm (mean) 9.0 Nm (std) Normal 
R
9 ( )yX S  133.7 Mpa (mean) 22.0 Mpa (std) Normal 
              *: std-standard deviation 
              **: lb – lower bound of a uniform distribution 
              ***: ub – upper bound of a uniform distribution 
 
Table 4.6 Property of Interval Variables 
Variables Parameters 
 I
10 1( )X   
I
10 5X   , I
10 10    
 I
11 2( )X   
I
11 10X   , I
11 10    
 
 With the property of input variables and the performance function in Equation (4.43), the worst-case 
probability of failure is obtained using the worst-case probability of failure search. The MCS with 75 10  
samples is tried for every iteration, and the tolerance of 410  instead of 310  is set for this example since 
the sensitivity of probability of failure with respect to both interval variables is less than 210  throughout 
the interval domain. By using the proposed algorithm, the worst-case probability of failure is obtained in 8 
iterations including the one with the interpolation and the discard one. In Table 4.7, since the probability of 
failure at the 4th iteration is smaller than that at the 3rd iteration, it is discarded during the Step 5 of the worst-
case probability of failure search in Section 4.2. Search history is shown in both Table 4.7 and Figure 4.6. 
The worst-case probability of failure is obtained as 0.50849 and the worst-case interval variables are 
obtained as [3.993, 7.887]. The obtained result is then compared with the result obtained by dividing both 
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interval domains into 100 sub-intervals and performing MCS with samples for all combinations of sub-
intervals.  
 The result of the comparison is shown in Table 8. In terms of efficiency, the proposed algorithm requires 
(8iterations) × (1MCS/iteration) = 8MCSs, and performing MCS for all combinations of 100 sub-intervals 
requires (100×100combinations) × (1MCS/combination) = 10000MCSs. Thus, the proposed algorithm is 
Table 4.7 Search History of Worst-case Probability of Failure 
Iteration I
10 1( )X   
I
11 2( )X   2F
P  
2
I
10/FP X   2
I
11/FP X   
1 5.000 10.00 0.50788 -3.940E-04 4.0768E-04 
2 0.000 5.000 0.50476 1.505E-03 5.479E-04 
3 0.000 5.000 0.50478 1.486E-03 5.205E-04 
4* 10.00 15.00 0.49676 -2.301E-03 -1.345E-03 
3b 10.00 8.502 0.50160 -2.249E-03 -1.190E-04 
4 4.189 6.467 0.50828 -5.640E-05 2.800E-04 
4b 3.015 15.00 0.50343 3.712E-04 1.362E-03 
5 3.993 7.887 0.50849 -2.790E-05 2.1116E-07 
     *: Discarded during Step 5 of Worst-case Probability of Failure Search 
        bUtilized for Interpolation 
 
 
Figure 4.6 Search History of Worst-case Probability of Failure 
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1250 times more efficient while maintaining accuracy in this example. As suggested by the current and the 
previous examples, the more interval variables there are, the less efficient performing the crude MCS 
exponentially becomes. In general dimension, performing the MCS for all combinations of 100 sub-
intervals of every interval variable requires (100NI combinations) × (1MCS/combination) = (10)2NI MCSs. 
On the other hand, the proposed algorithm requires similar number of MCSs regardless of dimension of 
interval variables since it utilizes a vector of interval variables and its sensitivity vector instead of their 
individual components. 
 The efficiency of the crude MCS introduced in this paper can be itself improved using the advanced 
DOE technique. However, it is not further considered in the study in this chapter, since it is introduced 
solely for the comparison with the proposed method 
. 
Table 4.8 Comparison of Results Obtained by 2 Different Methods 
Methods 
Worst-case 
Interval Variable 
Probability of 
Failure 
Number of 
MCSs 
Proposed Algorithm [3.993 7.887] 0.50849 8 
Performing MCS for 
all combinations of 
100 sub-intervals 
[3.939 7.879] 0.5085 10000 
 
4.5.3 Design Optimization with Mixture of Random and Interval Variables 
 This numerical example shows the design optimization with mixture of random and interval variables, 
utilizing the worst-case probability of failure search. Consider a 2D mathematical design optimization 
problem, which is formulated to 
 
 
  
1 2
worst tar
L U 2
minimize
subject to 0 2.275%, 1~ 3
, R , R, and R
j jF j F
C d d
P P G P j
 
     
 
    
R I,worst
R I
d
X d , X
d d d d X X
j
  (4.47) 
where three constraints are given by 
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  (4.48) 
The properties of two input variables, one interval and one random variable, are shown in Table 4.9. As 
shown in Equation (4.47), the target probability of failure  tar
jF
P  is set to 2.275% for all constraints.  
Table 4.9 Property of Input Variables 
Input Variables Variable Types Ld  Od  Ud  Parameters 
I
1X  Interval 0 5 10 
I
1 1.2   
R
2X  Random 0 5 10 2
0.4   
 
 Figure 4.7 shows the optimum design of the sampling-based design optimization with interval and 
random variables. As can be seen in Figure 4.7, the deterministic design optimum (ddopt) was first searched 
to enhance efficiency of the design optimization procedure. In Figure 4.7, the dotted box illustrated around 
the design optimum (dopt) shows the joint range of I
1X  and 
R
2X . With 
tar
jF
P  of 2.275%, allowed total 
range of distribution of R
2X  becomes 24 1.6  , and with 
I
1 1.2   of 
I
1X , size of the dotted box 
becomes 1.2×1.6. With the dotted box around dopt it is easily identified that dopt is the desired optimum as 
vertices of the box are right on two active constraints,  1 0G X  and  2 0G X . 1
worst
FP  and 2
worst
FP  
occur on the left and the right bounds of I
1X , respectively where 1
worst
FP  and 2
worst
FP  are 0.0231 and 0.0228, 
respectively, which are very close to 
tar
jF
P . Design search history, number of iterations taken to obtain the 
worst-case probability of failure for each constraint, and total number of iterations at each design search 
iteration, which is the summation of numbers of worst-case probability of failure searches, are shown in 
Table 4.10. One MCS for each iteration is used to obtain 
worst
jF
P  and 
worst
jF
P  while applying the worst-
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case probability of failure search explained in Section 4.2. At the 2nd iteration during the design search, 
2
worst
FP  does not behave monotonic within the domain of the interval variable, thus the interpolation 
algorithm is applied to find more accurate worst-case probability of failure, which is why 5 iterations are 
taken to obtain 
2
worst
FP . Overall iterations taken to obtain 
worst
jF
P  is around 2 for each design search since 
2F
P  behaves monotonic most times within the domain of the interval variable. Thus, it is concluded that 
the computational burden to obtain 
worst
jF
P  in this example is affordable. 
Table 4.10 Design Search History and Number of Iterations for Worst-case Probability of Failure 
Iteration 
Design Point 
 1 2d ,d   
# Iterations 
for 
1
worst
FP   
# Iterations 
for 
2
worst
FP  
# Iterations 
for 
3
worst
FP  
# Total 
Iterations 
1 (3.1139, 2.0639) 2 2 2 6 
2 (4.3814, 3.6368) 2 5 2 9 
3 (3.8142, 2.9765) 2 2 2 6 
4 (2.8478, 3.0296) 2 2 2 6 
5 (3.1377, 3.0137) 2 2 2 6 
6 (3.3407, 3.0025) 2 2 2 6 
7 (3.3741, 3.1111) 2 2 2 6 
8 (3.3838, 3.1274) 2 2 2 6 
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Figure 4.7 Optimum Design of Sampling-Based Design Optimization with Random and Interval 
Variables 
 
4.6 Conclusions 
 Sampling-based design optimizations with only interval variables and with both interval and random 
variables are developed. It is assumed that the surrogate models or actual functions are given and does not 
aim to improve the efficiency of obtaining surrogate model. For the design optimization with interval 
variables only, each of the worst-case constraint is evaluated by the developed worst-case performance 
search where interval and sensitivity vector are utilized, thus efficiency is promised regardless of the 
dimension of the interval variables, when function evaluation of surrogate model is inexpensive. It is 
assumed that gradients of performance functions are not available. Therefore, sensitivities of a performance 
function with respect to interval variables are derived by defining behavior of the interval variables at the 
worst-case by the Dirac delta function to calculate it by the sampling-based method. Through the simulation 
analysis, desired value of standard deviation for the interval variables at the worst-case is determined, and 
the error of the result turns out to be negligible at the desired value. Using the obtained value, the 
sensitivities of each of the worst-case constraints both at the worst-case and design points are calculated by 
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the MCS. For the design optimization with random and interval variables, the worst-case probabilistic 
constraints are evaluated by the worst-case probability of failure search. Since probability of failure does 
not always occur where the worst-case performance occurs as demonstrated in the study in this chapter, the 
worst-case probability of failure is obtained by directly using the probability of failure and its sensitivity. 
Similarly to design optimization with interval variables only, the sensitivities of the probability of failure 
both at the worst-case and design points are derived, which are then calculated by the MCS. Numerical 
examples show the worst-case probability of failure is obtained for both low and high-dimensional inputs 
regardless of the dimension of the interval variables within a few design cycles. On the other hand, the 
proposed method is still limited to the cases where function evaluations of the surrogate models are not 
heavy. The design optimum with random and interval variables can be successfully obtain within a few 
design cycles utilizing the proposed worst-case probability of failure search. 
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Chapter 5. Reliability-Oriented Optimal Design of Intentional Mistuning for Bladed Disk with 
Random and Interval Uncertainties 
 
5.1 Introduction 
Bladed disks are widely used in turbomachinery.  While they are designed to be spatially periodic, 
bladed disks in practical systems are inevitably subject to uncertainties in geometrical and material 
properties due to manufacturing tolerance and in-service degradation which generally break the ideal 
periodicity.  Usually, the uncertainties are small, which are referred to as mistuning.  A well-known 
problem in bladed disks is that vibration localization could occur even with small mistuning (Yoo et al. 
2003; Chan and Ewins 2011).  When vibration localization occurs, the vibration modes and/or the forced 
responses under engine-order excitations become drastically different from their counterparts under ideal 
periodicity, which may cause catastrophic consequence (Bladh et al. 2003; Castanier and Pierre 2006).  A 
significant amount of research has been carried out to elucidate the vibration localization phenomenon and 
to quantify its negative effects (Choi et al. 2003; Petrov and Ewins 2003; Kenyon et al. 2005; Beirow et al. 
2014; Beirow et al. 2015).  Mathematically, vibration localization is caused by the near singularity in the 
eigensolution sensitivity of bladed disks with relatively weak inter-blade coupling (e.g., the coupling due 
to the disk) (Shapiro and Willcox 2003). 
Since the uncertain mistuning in bladed disks in general causes detrimental effects, a number of recent 
studies have attempted to tackle this issue.  One type of approaches is through integrating passive control 
devices such as piezoelectric circuitry where piezoelectric transducers are integrated onto individual blades 
to convert part of the vibration energy into electrical energy (Tang and Wang 2003).  The converted 
electrical energy can propagate freely through a well-design circuitry network with strong inter-blade-
circuit coupling (Yu et al. 2006; Kauffman et al. 2012).  A severe limitation of such type of approaches is 
that piezoelectric transducers cannot sustain high temperature which however is commonly experienced in 
turbomachinery.  Alternatively, the technique of intentional mistuning has been investigated.  In this type 
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of approaches, a pre-specified blade-to-blade design modification is introduced directly into the baseline 
design, intentionally breaking the ideal periodicity in a deterministic manner (Castanier and Pierre 2002; 
Martel et al. 2007).  Several investigations have suggested certain patterns/distributions of intentional 
mistuning that help reducing the vibration localization (Choi et al. 2003; Nikolic et al. 2008).   
The ultimate purpose of analyzing bladed disks with uncertain mistuning and then performing design 
optimization is to improve their reliability (Castanier and Pierre 2006).  To measure the reliability of a 
bladed disk in operation, failure and non-failure scenarios need to be examined first.  Failure can be chosen 
to be defined as the maximum response amplitude amongst the blades within the interested excitation 
frequency range (typically around a resonant frequency) exceeding a threshold value.  That threshold 
value is called the maximum allowed amplitude.  Since the uncertainties cause response amplification 
(e.g., vibration localization), in this context, it is natural to introduce the concept of reliability analysis 
which involves the analysis of the probability of failure.  Performing reliability analysis, meanwhile, 
requires taking a closer look at the unwanted but inevitably existing uncertain mistuning.  Generally, there 
are three types of epistemic uncertainties which can be listed in the ascending order of uncertainty degree 
as: random uncertainty, fuzzy uncertainty, and interval uncertainty (Du et al. 2005; Youn et al. 2007).  
Random uncertainty is defined as the uncertainty of which the complete probabilistic distribution is known.  
Interval uncertainty, on the other hand, is defined as the uncertainty of which only the interval (i.e., the 
lower and upper bounds) is known while the probabilistic distribution is unknown. 
It is worth mentioning that most of the studies concerning reducing vibration localization in bladed 
disks have so far focused on the underlying physics, e.g., how the vibratory energy would be more evenly 
distributed from wave/mode analysis standpoint.  In terms of quantitative analysis, some optimization 
formulations were proposed to identify specific intentional mistuning design to minimize the maximum 
response amplitude amongst the blades, aiming at improving the reliability of the bladed disk (Choi et al. 
2003; Han et al. 2014).  While these formulations may certainly benefit the aforementioned reliability, 
strictly speaking they cannot yield an optimal design under a pre-specified reliability level.  That is, in 
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these studies, the objective is to find, for example, how to mix two different types of identical blades, i.e., 
how to find the intentional mistuning pattern with given design modification level, to minimize the 
maximum blade response amplitude.  Therefore, one may either reach an overly conservative design that 
satisfies the reliability requirement but suffers from too much design modification that deteriorates 
aerodynamic performance, or, reach a design that albeit is optimal under the optimization formulation but 
still cannot satisfy the reliability requirement.  It should also be pointed out that these optimization studies 
are usually carried out under the assumption that the uncertain mistuning is random with known distribution.  
This, however, may not always be the actual case since the disk that couples the blades contains uncertainty 
as well.  For example, it is well known that for inserted blades the blade-disk connectivity is subjected to 
complex contact mechanics which may not be described as random variation (Petrov and Ewins 2006).  
Also, for new-generation of integrally bladed rotors that are machined from a solid piece of material, the 
assumption of blade mistuning being random becomes more questionable and the distribution becomes very 
hard to extract experimentally.  Clearly, in reality at least some of the uncertainties involved in bladed 
disk analysis should be treated as interval ones.            
The goal here is to formulate a new mathematical framework of reliability-oriented robust design for 
bladed disks using intentional mistuning.  Design modification is introduced as a pre-specified pattern of 
blade nominal stiffness, i.e., intentional mistuning.  In this new framework, different from all previous 
studies, the design optimization is cast into the minimization of the level (magnitude) of the design 
modification in which a pre-specified reliability level is given as a constraint.  As one pre-specifies the 
reliability level, the robust performance can be ensured.  In the case that the design modification level 
identified exceeds the allowable level, a different pattern of design modification can be then explored.  
This type of robust analysis/design naturally fits the scenario in which some of the uncertainties are interval, 
since the optimal design is reached in the context of reliability.  Without loss of generality, here it is 
assumed that the blade mistuning is random while the disk connection is subjected to interval uncertainty.  
The main technical challenge of this research is the computational cost involved: analyzing interval 
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uncertainty effect itself is computationally intensive, and further applying such analysis to find the optimal 
design in the parametric space is also costly.  Indeed, due to the presence of interval uncertainty, the 
maximum response will have bounds, which however are distributed due to the presence of random 
uncertainty.  Finding the bounds of the maximum response is not straightforward because the maximum 
response behaves non-monotonically with respect to inter-blade coupling, owing to the complicated 
nonlinear relation between them. 
To tackle the above-mentioned issues, in the research in this chapter a suite of algorithms that can 
efficiently evaluate the response bounds due to interval uncertainty that are also subjected to random 
uncertainty are developed, and the optimal design is then identified.  The behavior of reliability of the 
bladed disk with respect to its maximum response amplitude is monotonic, i.e., the greater the maximum 
response amplitude is, the larger the probability of failure becomes.  Therefore here a sequential treatment 
of interval and random uncertainties is proposed.  The response bounds due to interval uncertainty, which 
are global minimum and maximum for the maximum response amplitude amongst all blades within 
interested frequency range, are firstly searched under given intervals of uncertain parameters.  Owing to 
the fact that there will be more than one possible scenario for global minimum/maximum caused by the 
near singularity of bladed disk responses, an algorithm is developed based on the Metropolis-Hastings 
technique, and it will efficiently narrow the search down into one possible scenario and then further 
converge closely to true global minimum/maximum (Brooks et al. 2011).  The random uncertainty is then 
analyzed by using Monte Carlo simulation and subsequently the reliability of the bladed disk is obtained.  
In order to optimize the intentional mistuning efficiently, a gradient- or sensitivity-based approach is 
formulated, and it requires the computation of sensitivities of both the objective function and the constraint 
with respect to design variables. 
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5.2 Vibration of a Bladed Disk with Uncertainties 
5.2.1 System Equation of Motion without Uncertainty  
The purpose of this research in this chapter is to establish a mathematical framework for reliability-
oriented design optimization of bladed-disks.  It is not uncommon to adopt surrogate dynamic models 
during design optimizations owing to the high computational cost involved (Choi et al. 2003; Hao et al. 
2012).  Here, without loss of generality, a surrogate model of bladed disk is adopted, and it is shown in 
Figure 5.1 (Choi et al. 2003; Beirow et al. 2014).  Each blade features one DOF (degree-of-freedom), and 
the disk coupling is represented by coupling stiffness.  The blade mass 
bm , stiffness bk  and damping 
bc  and the disk coupling stiffness ck  can be acquired from order-reduced modeling from a full-scale 
finite element model or from experiment.  It starts from the modeling of ideal bladed disk without 
mistuning.  Let jy  denote the displacement of the j-th blade ( 1,2, , bj N ; bN  is the total number of 
blades).  For the j-th blade, the dynamic equation is given as   
 1 12 ( )b j b j c j b c j c j jm y c y k y k k y k y F t                          (5.1) 
where ( )jF t  is the force applied to the j-th blade due to aerodynamic load.  Collecting the displacements 
and forces into vectors 1 2( , ,..., )b
T
Ny y yy  and 1 2( ) = ( , ,..., )b
T
Nt F F FF , the matrix form equation of 
motion is available as 
   ( )t  My Cy Ky F                              (5.2) 
where M , C , and K  are the mass, damping, and stiffness matrices, respectively.  As bladed disk 
vibration is considered, the forcing function takes the form of engine-order excitation (Choi et al. 2003), 
i.e.,   
  2 0= 1, ,..., Nbjjj t j tF e e e e   F F ,       2 1 /i bd i N    (5.3a, b) 
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where d is the engine order ( 0,1, , 1bd N  ), F is the force magnitude constant, 0F  represents the force 
distribution throughout the bladed disk, and   is the excitation frequency.  Under an engine order 
excitation, all the blades experience the same force magnitude but with a certain phase difference.  In 
general, a bladed disk is lightly damped, and in this research proportional damping is assumed.   
The following eigenvalue problem is solved, 
 2
,n i i   K M φ 0  (5.4) 
where 
2
,n i  and iφ  are the i-th natural frequency and the corresponding mode shape.  Let the mass-
normalized modal matrix of the system be denoted by Φ .  The modal transform is then introduced as 
 y Φη  (5.5) 
where η  is the vector of modal responses.  Substituting Equation (5.5) into Equation (5.1) and left-
multiplying Equation (5.1) by TΦ , owing to the orthogonal condition the de-coupled equations is obtained 
in the modal space as 
 2
, , 0diag 2 diag
j t T
i i n i i n i i ie
             F       ( 1,2, , bi N )           (5.6) 
where 
i  is damping ratio for the i
th mode.  Let the modal response be represented as 
j t
i ih e
  .  The 
modal response amplitude can be solved as 
 0
2 2
, ,2
T
i
i
f i n i f n i
F
h
j

    

  
      ( 1,2, , bi N )                 (5.7) 
The response of the bladed disk can then be obtained as 
 
j t j te e  y Y Φh . (5.8) 
where  1 2( , ,..., )b
T
Nh h hh . 
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                       (a)                                        (b)   
Figure 5.1 Surrogate bladed disk model (Choi et al. 2003; Beirow et al. 2014). (a) Local detail; (b) 
Bladed disk overview. 
 
5.2.2 Mathematical Expressions of Uncertain Mistuning  
Recall Equation (5.1).  The stiffness matrix of the bladed disk can be written as 
 
b c K K K  (5.9) 
where 
  diag
b b
b b N N
k

K  (5.10) 
and 
 
2 0
2 0
0
0
0 2
0 2
b b
c c c
c c c
c
c c c
c c c N N
k k k
k k k
k k k
k k k

  
  
 
   
  
   
  
 
   
K . (5.11) 
Indeed, the stiffness matrix includes the contribution from the blades, 
bK , and that from the disk coupling, 
cK .  In the research in this chapter, without loss of generality, it is assumed that uncertainties of bladed 
disk are characterized by stiffness variations, and the mass matrix remains unaffected.  It is further 
assumed that there exist two types of uncertainties, i.e., random uncertainty of blades and interval 
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uncertainty of disk coupling.  Blades are usually made through batch process and, in the case of inserted 
blades, the distribution of blade mistuning can be measured directly.  The uncertainty of disk coupling, on 
the other hand, may depend on local contact conditions etc., and its distribution may not be easily measured.  
As such, the uncertainty of disk coupling is quantified with a higher uncertain degree, i.e., using interval 
uncertainty.  It is worth noting that the proposed method presented in this research can be extended to 
cases where blades also have interval uncertainty.   
The stiffness matrix of the bladed disk with uncertainties is then written as  
 U R I
b c K K K                               (5.12) 
where the superscripts indicate ‘uncertain’, ‘random’, and ‘interval’, respectively.  The random stiffness 
matrix of the blades is  
 
,1 ,2 ,diag , ,...,
b b
R R R R
b b b b N N N
k k k

   K
 (5.13) 
The interval stiffness matrix of the disk coupling is  
 
   
 
,1 ,2 ,
,1 ,2 ,3
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,1 ,, 1
2 0
2 0
0
0
0 2
0 2
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bb b
bb
b b
I I I
c c c N
I I I
c c c
I
c
I I I
c Nc N c N
I I I
c c Nc N
N N
k k k
k k k
k k k
k k k
 


  
 
  
   
 
   
  
 
    
K  (5.14) 
In the above two expressions, ,
R
b jk  ( 1,2 , bj N ) is the random stiffness of the j-th blade which follows 
a pre-specified distribution, and ,
I
c jk  ( 1,2 , bj N ) is the interval stiffness of the j-th coupling spring 
with lower and upper bounds.  The uncertainty in each element is independent to each other. 
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5.3. Reliability Analysis of a Bladed Disk with Interval and Random Uncertainties 
For the analysis of the reliability, the performance function is firstly considered, and it can be defined 
as the difference between the maximum response among all blades in the excitation frequency range of 
interest (i.e., around a resonant frequency) and the maximum allowed response, which can be written as 
 
max allow
Xg X                               (5.15) 
Note the response of the bladed disk calculated using Equation (5.8) is denoted as y  which also depends 
on the excitation frequency.  Here 
max
X  denotes the maximum blade response over the interested 
frequency range, and 
allow
X  denotes the maximum allowed response amplitude.  Italic font is used in 
max
X  to indicate that the maximum blade response is uncertain in nature.  Following this definition, the 
system is considered safe if 0g   and is considered as failure if 0g  .  With random uncertainty being 
involved, this evaluation of reliability becomes probabilistic, and reliability needs to be determined by 
analyzing the probability of failure.  The uncertainty analysis in this chapter involves the mixture of 
interval and random uncertainties.  As a result, the performance function is not only distributed but also 
bounded.  To ensure reliability, the upper bound of performance function, i.e., the worst-case performance 
function value, should be solved (Du et al. 2005).  The concepts of reliability and probability of failure 
with mixture of random and interval uncertainties are illustrated in Figure 5.2, where glower and gupper 
represent the lower and upper bounds of performance function, respectively. 
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Figure 5.2 Concepts of reliability and probability of failure with mixture of random and interval 
uncertainties. 
 
 The computational cost for reliability analysis with mixture of interval and random uncertainty increases 
dramatically as compared with that with random uncertainty only.  The nominal worst-case must be first 
identified under the interval uncertainty of disk connection, followed by the standard reliability analysis 
under blade random uncertainty.  Thus, it requires a “double-loop” computational process.  Based on the 
definitions of the performance function and failure (Figure 5.2), it can be observed that in general the greater 
the performance function value is, the less reliable the design becomes.  Reliability can therefore be 
measured via a sequential approach, i.e., one dealing with the interval uncertainty which searches for the 
upper or the maximum performance function, and the other dealing with the random uncertainty which 
calculates distribution of the maximum performance function (Du et al. 2005). 
5.3.1. Interval Analysis under Disk Connection Uncertainty 
It starts from analyzing response under interval disk connection uncertainty only.  Since the upper 
bound of performance function occurs at the maximum response, the worst-case combination of interval 
uncertainties that maximizes the vibration response needs to be found.  Traditionally, this has been 
achieved by considering all possible combinations of interval uncertainties (Mourelatos et al. 2005; Yoo 
and Lee 2014).  The steps of executing this method involve dividing all interval uncertainties into a 
discrete number of sub-intervals and calculating vibration responses for all possible combinations of these 
sub-intervals.  The worst-case combination can then be determined by finding the actual maximum 
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responses.  While intuitive, for this particular problem of bladed disk analysis, the computational cost 
would be impractical.  For instance, let there be 12 numbers of blade in the assembly, and let each interval 
disk connection between the adjacent blades be divided into 10 sub-intervals.  There would be a total of 
1012 response calculations. 
Here it is proposed to resort to an efficient, sampling-based technique, known as the Metropolis-
Hastings (M-H) algorithm (Cai et al. 2008), to solve the above-mentioned challenge.  The M-H algorithm 
is a Markov chain Monte Carlo method, and its primary application is to identify multi-dimensional output 
distribution by generating input random samples (Roberts and Rosenthal 2001).  In the research in this 
chapter the M-H algorithm is modified such that the stopping criterion is deterministic instead of 
probabilistic, since the distribution information is unknown inside the uncertainty interval.  The proposed 
method with appropriate choice of convergence parameters will efficiently narrow the search down into 
one possible scenario and then further converge to true global minimum/maximum.  Other sampling-based 
methods such as Latin Hypercube sampling or Genetic Algorithm will be relatively inefficient choices for 
this problem, since they essentially will search through all possible scenarios (Helton and Davis 2003; 
Sivanandam and Deepa 2007). 
The flowchart of the proposed method that searches for the worst-case interval coupling stiffness 
combination, denoted by worst
ck , with wsN  number of iterations, is shown in Figure 5.3.  The procedure 
can be summarized as: 
Step 1.  Decide the number of samples 
wsN . (Based on case studies in this research, the recommended 
value of 
wsN  is between 500 and 1000.  However it can be further adjusted if convergence is not 
achieved.)  Set the iteration counter j = 0.  Initialize 
 0
ck  by drawing 
 0
ck  from uniform distribution 
between L
ck  and 
U
ck  where the superscripts L and U indicate, respectively, the lower and upper bounds. 
Step 2.  Propose a value for 
 j
ck , which is denoted by 
*
ck , by drawing 
*
ck  from 
 
  , jjN
c
c k
k   where 
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     j
jU L   
c
c ck
k k  (5.16) 
where   and   are adjustable parameters to expedite the convergence (Roberts and Rosenthal 2001).  
Repeat Step 2, until *L U c c ck k k .  Please note that value of   is usually close to 1. 
Step 3. Check the stopping criterion that is given as 
 
 *
max max
min / ,1 1
j
x x  
 
 (5.17) 
where 
*
max
x  and 
 
max
j
x  are the maximum blade responses solved over the interested frequency range 
under coupling stiffness combinations *
ck  and 
 j
ck , respectively.  If the stopping criterion in Equation 
(5.17) is satisfied, 
  *j c ck k .  The next iteration counter is set as  j = j + 1. 
Step 4. If 
wsj N , go to Step 2.  If wsj N , 
 worst j
c ck = k . 
 
Figure 5.3 Flowchart of proposed M-H based method for worst-case interval coupling stiffness search. 
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 To demonstrate the accuracy as well as the efficiency of the proposed M-H based method for the 
potential usage in bladed disk analysis, relatively simple examples are carried out first on two weakly-
coupled bladed disks with 4 (even) and 5 (odd) blades, respectively.  All other parameters are the same as 
those used in Section 5.5 on more complex structures and will be explained in detail later.  For these two 
bladed disks with smaller number of blades and with interval uncertainty only, comprehensive worst-case 
analysis can be indeed carried out by using the traditional approach, i.e., discretizing each interval coupling 
into multiple sub-intervals and evaluating the responses under all possible combinations.  Figure 5.4 show 
the responses for all possible combinations, based on which the worst-case response can be determined.  
Meanwhile, the results obtained by the traditional approach and the proposed M-H based method are 
compared in Figure 5.5 where responses are normalized with respect to the nominal response that is 
extracted without considering interval uncertainty.  In Figure 5.5, the worst-case responses obtained by 
the proposed method for bladed disks with 4 and 5 blades are 109.06% and 133.32% of the nominal 
response, respectively, while those obtained by the traditional method are 108.90% and 132.63%.  It can 
be observed that the M-H based method converges quickly to the worst-case response obtained by the 
traditional approach within just a few hundred iterations, which clearly demonstrates its efficiency.  In 
terms of accuracy, the worst-case responses obtained by the proposed method are slightly higher than the 
ones obtained by the traditional approach (0.16% and 0.69%).  This is due to the fact that the proposed 
method can search for the worst-case combination continuously within the intervals, while the traditional 
approach considers only the discrete combinations of sub-intervals.  Since the proposed method can find 
slightly higher responses, it may be concluded that it gives better result in the context of searching for the 
worst-case responses.  The worst-case combinations of interval couplings obtained by the proposed 
method are shown in Figure 5.6. 
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                           (a)                              (b) 
Figure 5.4 Responses for all possible combinations of interval couplings for bladed disks.  
(a) 4 blades; (b) 5 blades. 
 
 
                       (a)                                     (b) 
Figure 5.5 Worst-case amplitude searches by the proposed M-H based method for bladed disks. (a) 4 
blades; (b) 5 blades. 
 
 
                           (a)                              (b) 
Figure 5.6 Worst-case combinations of interval couplings obtained by the proposed M-H based method 
for bladed disks.  (a) 4 blades; (b) 5 blades. 
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5.3.2. Reliability Analysis of a Bladed Disk 
 As the nominal worst-case performance function can be obtained by the method outlined in Section 
5.3.1, the random effect of blades is then analyzed in this section.  In this analysis, two effects should be 
considered, i.e., the amplification and the distribution of vibration response under uncertainties.  As 
indicated by a number of previous studies, the random uncertainty in blades, namely random mistunings, 
causes significant amplification in vibration response (Bladh et al. 2003; Castanier and Pierre 2006).  One 
instance of this phenomenon is illustrated in Figure 5.7, where the maximum vibration response of blades 
under random uncertainty of 1% is 1.356 times of the one without any uncertainty.  Meanwhile, the 
amplified response is also distributed due to the nature of random uncertainty. 
 
 
Figure 5.7 Response amplification of bladed disk with 1% of random uncertainty. 
 
 Owing to the complexity of the problem, the reliability analysis can only be performed numerically 
using sampling-based method.  While sampling-based method generally requires high computational cost, 
with the surrogate model of bladed disk presented in Section 5.2, it is indeed practical.  To proceed, safe 
and failure instances need to be defined first.  Recall Equation (5.15).  One instance of safe case and one 
of failure case are illustrated in Figure 5.8.  Reliability analysis involves the calculation of the probability 
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of failure.  As explained in the beginning of Section 5.3, the probability of failure should be considered 
under the worst-case condition, which is namely the worst-case probability of failure (Du et al. 2005; Yoo 
and Lee 2014),  
             
max
worst worst worst worstworst
upper max max max max
0 worst
F FF X
P P g I x f x d x E I X 
       
         (5.18) 
where 
worst
max
X  is the worst-case maximum response that is to be evaluated at the worst-case combinations 
of interval couplings, which is obtained using the M-H algorithm outlined in Section 5.3.1,
worst
max
x  is the 
realization of 
worst
max
X  under Monte Carlo sampling of the random mistuning, 
F  is the failure set defined 
as  worst worstmax max allow| XF x x   , [ ]P   is a probability measure,  worst
max
worst
maxX
f x  is the probability density 
function (PDF) of 
worst
max
X , and [ ]E   represents the expectation operator.  worstmaxFI x  in Equation (5.18) 
is an indicator function (Lee et al. 2011),  
  
worst
worst
max
max
1,
0,  otherwise
F
FxI x
 
 

        (5.19) 
Through Monte Carlo simulation, the worst-case probability of failure can be calculated as 
    worst worst,worst max max
1
1
F F
K
k
F
k
P E I X I x
K
 

    
    . (5.20) 
In Equation (5.20), K indicates the number of samples and 10,000 samples are used in this research.  
Finally, the reliability, denoted as R, can be obtained as 
 worst1 FR P  .    (5.21) 
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                      (a)                                       (b) 
Figure 5.8 Bladed disk response with 1% of random uncertainty; (a) A safe instance; (b) A failure 
instance. 
 
5.4. Formulation of Design Optimization of a Bladed Disk Using Intentional Mistuning and 
Sensitivity Analysis 
5.4.1. Intentional Mistuning  
The fundamental idea of intentional mistuning is to alter the nominal bladed disk with pre-specified 
design modification to break up the spatial periodicity that is the root cause of high sensitivity of vibratory 
with respect to uncertainties.  Previous studies have suggested introducing particular patterns of blade 
stiffness modifications for intentional mistuning (Yu et al. 2011).  Examples of these patterns include 
those that follow linear, harmonic, and pseudo harmonic trends.  In this research, without loss of generality, 
the spatially harmonic pattern is chosen for illustration.  That is, the nominal blade stiffness becomes 
 1
sin
i ib b b b b
b
i
k k k k k
N


  
      
 
                     (5.22) 
where bk  is the original nominal blade stiffness, and   and   are the intentional mistuning parameters.  
Indeed,   defines the percentage modification of the equivalent blade stiffness with respect to the original 
value, and   defines the specific spatially harmonic pattern.  Here we allow   to be non-multiples of 
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 , because intentional mistuning is small in stiffness modification, and does not have to follow a periodic 
pattern (Zhou et al. 2017). This will allow flexibility in stiffness pattern realization. It is also worth noting 
that in practice, the stiffness of individual blade can be changed by various means such as geometry 
modification of the blade.  The actual relation of the maximum amplitude versus the intentional mistuning 
parameters is plotted in Figure 5.9.  As shown in the figure, the average of response amplitude can be 
significantly reduced, depending on values of   and  . 
 
Figure 5.9 Bladed disk response reductions with respect to intentional mistuning parameters. 
 
5.4.2. Formulation of Design Optimization of Bladed Disk with Intentional Mistuning 
 The goal here is to find the optimal intentional mistuning parameters,   and  , to minimize the total 
change of blade normal stiffness while achieving the reliability of bladed disk on vibration response.  The 
design optimization can then be defined as 
Find   and   to minimize   2 2 2,1 ,2 ,, ... bb b b Nf k k k                  (5.23) 
which is subject to  
worstworst target
max allow
XF FP P X P
   
 
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In Equation (5.23),   ,f    quantifies the total design modification; worst
FP  is the worst-case probability 
of failure; target
FP  is the target or desired probability of failure.  Therefore, the design optimization is now 
cast into a formulation of finding the minimum stiffness change to yield a desired reliability.     
5.4.3. Sensitivity Analysis for Design Optimization Computation 
The objective function in Equation (5.23) can be re-written in terms of   and   as 
  
 2 2
1
1
, sin
bN
i b
i
f
N

  

  
  
 
 . (5.24) 
As the objective function and probabilistic constraints in Equation (5.23) are continuous functions of   
and  , gradient-based design optimization can be carried-out.  The greatest advantage of using the 
gradient-based method is efficient rate of convergence can be guaranteed.  In order to proceed, calculation 
of sensitivities of objective function and probabilistic constraints with respect to intentional mistuning 
parameters that are design variables is needed (Yoo et al. 2014).  The sensitivity of the objective function 
in Equation (5.24) with respect to   and   can be derived, based on that they are independent variables, 
as 
 2
1
1
sin
bN
i b
if
N

 
 
  
  
  
 
 
1
2
1
2 11
sin
1
2 sin
b
b
N
i b b
N
i b
ii
N Nf
i
N


 


  
  
   
  
 
 


                      (5.25a, b) 
The sensitivity of the worst-case probability of failure in Equation (5.23) with respect to   and   can 
be calculated using the finite difference method as 
worst worst worst ' worst
'
F F F FP P P P
   
  
 
  
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worst worst worst ' worst
'
F F F FP P P P
   
  
 
  
                      (5.26a, b) 
To expedite the calculation and take advantage of the explicit relations between the structural modal 
properties (i.e., the natural frequencies of vibration modes) and the vibratory responses, the sensitivity can 
be actually derived as 
worst worst worst
F F FP P P
 
      
  
      
K
K K
 
 
 
worst worst worst
F F FP P P
 
      
  
      
K
K K
 
 
                   (5.27a, b) 
where 2
,diag n i     is the diagonal matrix of the squares of natural frequencies and Φ  is the modal 
matrix solved from Equation (5.4).  Here 



K
 and 



K
 can be easily calculated as 
 1
sinii
b
b
b
k i
k
N


  
  
  
,      
 1( 1)
cosii
b
b
b b
k ii
k
N N



  
  
  
,      0jk jk
b bk k
 
 
 
 
  (5.28a-c)  
As suggested by Equation (5.26), calculating sensitivity of the worst-case probability of failure with respect 
to   and   requires solving eigenvalue problem of the bladed disk system multiple times.  In this study, 
single-degree-of-freedom per blade model is used in the surrogate model, thus solving the eigenvalue 
problem is not computationally demanding.  In future when the approach is extended for more 
complicated bladed disk model with many DOFs, the computational cost for a single run will be high.  
Here eigenvalue perturbation is introduced into the analysis to realize efficient analysis based on Equation 
(5.27).  In particular, a perturbation algorithm that is suitable for repeated or closely spaced eigenvalues 
is adopted (Tang and Wang 2003).  The essential idea is to calculate the perturbation of the eigenvalues 
and eigenvectors by separately calculating the eigenvalue problem of the reduced system that corresponds 
to each set of repeated eigenvalues. 
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Additionally, the distribution of the worst-case response amplitude is usually Gaussian, which is based 
on Central Limit Theorem (Rice 2007).  The sensitivity of the worst-case probability of failure with 
respect to eigenvalues and eigenvectors in Equation (5.27) can thus be further derived for the case when 
the worst-case response amplitude is normally distributed, which is presented in Appendix. 
 
5.5. Case Studies 
In this section, the proposed method is applied to two distinct sets of weakly-coupled bladed disks in 
the presence of uncertainties. The nominal structure for both bladed disks is identical, which is illustrated 
in Figure 5.1(b) (Choi et al. 2003; Beirow et al. 2014), where bk  and ck  are the nominal blade stiffness 
and coupling stiffness, respectively.  The detailed properties are listed in Table 5.1.  The first set of 
bladed disks contains random uncertainty in its blades only, while the second set of bladed disk contains 
not only random uncertainty in its blades but also interval uncertainty in its couplings. The nominal structure 
is certainly weakly-coupled as suggested by low value of nominal coupling ratio  /c bk k  in Table 5.1. 
Table 5.1 Properties of the nominal bladed disk 
Number of blades (
bN ) 12 
Engine order (d) 2 
Excitation frequency ( )  5900:1:6900  Hz 
Damping Ratio  i  0.001 
Blade mass (
bm ) 0.0114 kg 
Nominal blade stiffness (
bk ) 430300 N/m 
Maximum response of nominal structure 0.001107 m 
Allowed response (
allow
X ) 0.001250 m 
Random uncertainty (COV) 1 % 
Nominal Coupling Ratio ( /c bk k ) 5 % 
  
5.5.1 Reliability Analysis of the Original Bladed Disk without Intentional Mistuning 
Without loss of generality, both bladed disks are assumed to be subjected to the 2nd engine order 
excitation, i.e., 2d   in Equation (5.3b).  The maximum response amplitude of the nominal structure 
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over all excitation frequencies is obtained to be 0.001107 based on Section 5.2, which is less than the 
allowed amplitude by a wide margin.  Thus, it can be decided that performance of the nominal is 
satisfactory without uncertainties.  
Responses become dramatically different when uncertainties are present.  For the first bladed disk, 
the random mistuning of its blades is normally distributed, and the coefficient of variation (COV) is 1% for 
all of their distributions.  The reliability can be calculated using the Monte Carlo simulation based on 
Equations (5.20) and (5.21), and is found to be 37.7%.  
For the second bladed disk, interval analysis is required first due to the presence of interval uncertainty, 
and the bounds of the interval coupling stiffness between 12 blades are all 10% .  During the interval 
analysis, the worst-case amplitude is obtained based on the method presented in Section 5.3.2. The result 
of the worst-case amplitude search is shown in Figure 5.10, and the worst-case combination of interval 
coupling stiffness is shown in Figure 5.11.  In Figure 5.10, the proposed M-H based method converges to 
the worst-case amplitude within three hundred iterations, and the response amplitude at the worst-case is 
about 50.0% greater than the nominal response.  The worst-case reliability is then calculated to be 14.6% 
using Monte Carlo simulation.  In both bladed disks, severe amplifications on their maximum responses 
are present, due to the presence of uncertainties. 
 
Figure 5.10 Worst-case amplitude search for bladed disk with 12 blades with random and interval 
uncertainties. 
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Figure 5.11 Worst-case combination of interval coupling stiffness for bladed disk with 12 blades with 
random and interval uncertainties. 
 
5.5.2 Optimal Design of Intentional Mistuning to Satisfy Target Reliability 
 Obviously, reliabilities of the original bladed disks with uncertainties (37.7% and 14.6%) are not 
satisfactory.  The reliability can be enhanced by applying the intentional mistuning technique.  The two 
sets of bladed disks with uncertainties analyzed in Section 5.1 are considered again, and the target reliability 
is set to be 97.725%, i.e., to achieve a 2-sigma design.  The goal is to identify the optimal design of 
intentional mistuning for the target reliability with the minimized amount of design modification.   
As indicated in Section 5.4.2, for the first set of bladed disk with random blade mistuning only, the 
following problem is solved, 
Find   and   to minimize   2 2 2,1 ,2 ,, ... bb b b Nf k k k                  (5.29) 
which is subject to  
max
0.001250 2.275%,FP P X
   
 
 0 0.10  , 0 360    
Here the probability of failure only involves the random uncertainty.  The maximum percentage change 
of the nominal blade stiffness is selected as 10%.  Similarly, the design optimization problem for the 
second bladed disk can be formulated as 
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Find   and   to minimize   2 2 2,1 ,2 ,, ... bb b b Nf k k k                   (5.30) 
which is subject to  
worstworst
max
0.001250 2.275%,FP P X
   
 
 0 0.10  , 0 360    
The constraint on probability of failure shown in Equation (5.30) is different from that in Equation (5.29) 
as it requires calculating the worst-case probability of failure. 
 Equations (5.29) and (5.30) can be efficiently solved by employing the gradient-based design 
optimization outlined in Section 5.4.3.  The design search history for the first and the second bladed disks 
are listed in Tables 5.2 and 5.3, respectively.  It should be noted that worst-case amplitude search is 
required at every search iteration step.  As shown in Tables 5.2 and 5.3, the optimal designs of intentional 
mistuning can be efficiently obtained for the first and second bladed disks within 7 and 5 iterations, 
respectively. Despite dramatic improvements on the reliabilities of bladed disks, the total amounts of 
required design modification (11 to 13%) are affordable.  It is worth noting that interval uncertainty in 
coupling stiffness indeed affects considerably the reliability of a bladed disk, which is well indicated by the 
difference in reliabilities of the bladed disks at their initial designs and the difference in required amounts 
of design modification for their optimal designs (Tables 5.2 and 5.3).  The spatial distributions of nominal 
blade stiffness values before and after the introduction of intentional mistunings are compared in Figure 
5.12. 
 
Table 5.2 Design search history for bladed disk with random uncertainty only 
      Design Modification (%) Reliability (%) 
0 0.0000 0.0000 0.00 37.7 
1 0.0500 3.1416 12.25 72.8 
2 0.0762 3.1630 18.60 94.4 
3 0.0835 3.3309 19.86 97.9 
4 0.0746 3.5715 17.17 97.9 
5 0.0569 4.4404 12.98 99.0 
6 0.0435 4.8614 10.37 95.9 
7 0.0464 4.9011 11.11 97.7 
100 
 
 
Table 5.3 Design search history for bladed disk with both random and interval uncertainties 
      Design Modification (%) Reliability (%) 
0 0.0000 0.0000 0.00 14.6 
1 0.0500 3.1416 12.25 43.4 
2 0.0899 3.1928 21.85 92.3 
3 0.0932 3.4582 21.76 97.5 
4 0.0494 4.9824 11.92 96.5 
5 0.0511 5.0205 12.38 97.7 
 
 
               (a)                       (b)                        (c) 
Figure 5.12 Nominal blade stiffness. (a) Before intentional mistuning is introduced; (b) With intentional 
mistuning design under random uncertainty only; (c) With intentional mistuning design under both 
random and interval uncertainties.  
 
One advantage of the proposed method is that further modification of intentional mistuning parameters 
can be facilitated in case when the amount of design modification exceeds the tolerable amount.  For 
instance, consider the tolerable total amount of design modification for the second bladed disk with both 
random and interval uncertainties is set as 10.50%.  In that case, the initial optimal design of intentional 
mistuning which yields the amount of design modification as 12.38% is considered unacceptable because 
it exceeds the tolerable total amount.  It can be either changed to a different pattern of intentional 
mistuning and the optimization is re-performed, or, the formulation of the optimization problem can be 
changed into the following 
Find   and   to minimize 
worstworst
max
0.001250FP P X
  
 
              (5.31) 
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which is subject to    2 2 2,1 ,2 ,, ... 10.50%bb b b Nf k k k        , 0 0.10  , 0 360    
This formulation yields an alternative design objective.  That is, recognizing the fact that under the pre-
specified intentionally mistuning pattern and the desired reliability, an optimal design will exceed the 
tolerable total amount of design modification, the optimization problem is revised into one that finds the 
best reliability that can be achieved under the constraint of tolerable total amount of design modification.  
In such analysis, the gradient-based design optimization can be carried-out again to solve Equation (5.31) 
by directly using sensitivities derived in Section 5.4.2.  The search history and the result of this alternative 
design optimization are listed in Table 5.4, where it is shown that intentional mistuning parameters 
satisfying the design modification constraint can be efficiently obtained and the best reliability that can be 
achieved is 91.5%. 
 
Table 5.4 Design search history for alternative design optimization with adjusted tolerable amount of 
design modification 
      Design Modification (%) Reliability (%) 
0 0.0511 5.0205 12.38 97.7 
1 0.0433 5.0307 10.50 91.5 
 
5.6. Conclusions 
 A new computational framework is developed to achieve reliability-oriented robust design for bladed 
disks with the mixture of random and interval uncertainties.  The interval and random uncertainties are 
analyzed sequentially through identifying the worst-case response and its distribution, respectively.  A 
Metropolis-Hastings based algorithm is adopted that can find the worst-case response with high efficiency 
and accuracy.  Reliability can then be accurately calculated under the worst-case condition using Monte 
Carlo simulation. In order to enhance the reliability, spatially harmonic intentional mistuning is introduced 
to the nominal design of bladed disks, and gradient-based method is formulated to efficiently identify the 
optimal design.  Case studies demonstrate that interval uncertainty indeed affects considerably the 
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reliability of bladed disk.  Meanwhile, a moderate level of design modification can enhance remarkably 
the reliabilities of bladed disks.  In case the required design modification exceeds the tolerable total 
amount, further adjustment can be facilitated to maximize the reliability for the given tolerable design 
modification. 
 
Appendix 
 Assuming the maximum response amplitude is normally distributed, worst
FP  can be written as 
     n,worst
max
n,worst n,worstworst
max allow max allow allow
X 0 1 X 0 1 XF X
P P X P X F         
   
       (5.A1) 
where 
n,worst
max
X  denotes normally distributed 
worst
max
X , and  n,worst
max
allow
X
X
F  is cumulative distribution 
function (CDF) of 
n,worst
max
X  evaluated at 
allow
X .  n,worst
max
allow
X
X
F  in Equation (AII.1) can be 
transformed to standard normal space based on Rosenblatt transformation (Halder and Mahadevan, 2000) 
as 
   n,worst
max
allow allow
U X
X
F                             (5.A2) 
where 
allow
U  is 
  n,worst
max
1
allow allow
U X
X
F                             (5.A3) 
Based on that 
n,worst
max
X  is normally distributed, 
allow
U  can be derived as 
  
worst n,worst
max max
n,worst
max
worst n,worst
max max
allow allow1 1
allow allow
X X
U X
X X
X
X X
F
 
 
 
   
      
  
  
        (5.A4) 
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where n,worst
max
X
  and n,worst
max
X
  are mean and standard deviation of 
n,worst
max
X . 
worst
FP

 and 
worst
FP

 can be 
further derived as 
     
 
n,worst n,worst
max max
n,worst n,worst
max max
n,worst n,worst
max max
n,worst n,worst
max max
worst
allow allow allowallow allow
allow allow
allow
U U UU U
U U
U 1
X XF
X X
X X
X X
P  
 
 
 
    
    
       
  
  
  
 
   
 
    (5.A5) 
and similarly 
  n,worst n,worst
max max
n,worst n,worst
max max
worst
allow
U 1X XF
X X
P  
 
     
   
 
  
                  (5.A6) 
n,worst
max
X


, 
n,worst
max
X


, 
n,worst
max
X


, and 
n,worst
max
X


 can be calculated using finite difference method. 
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Chapter 6. Multi-Objective Optimization of Piezoelectric Circuitry Network for Vibration 
Suppression of Mistuned Bladed Disks 
 
6.1 Introduction 
As explained in Chapter 5, one approach thus is to apply pre-specified, deterministic blade-to-blade 
difference, referred to as intentional mistuning, to a bladed disk to reduce such near-singularity (Martel et 
al. 2008; Han et al. 2011; Yu et al. 2011; Beirow et al. 2015).  This intentional mistuning should be large 
enough to overcome the aforementioned near-singularity in the eigensolution sensitivity, but insignificant 
to cause change in the dynamic characteristics of the bladed disk involved.  Yoo et al. (2016) formulated 
a reliability-based algorithm to identify the optimal design of intentional mistuning.  While the reliability 
of a bladed disk can be improved with intentional mistuning, it was found unsurprisingly that, under a given 
level of uncertainties (i.e., random mistuning), higher reliability generally required more significant level 
of intentional mistuning.  Obviously, a bladed disk with significant aperiodicity may not function well.  
A different approach to reducing vibration localization is through integrating spatially periodic piezoelectric 
circuitry network without altering the bladed disk itself, which preserves the nominal periodicity.  Shunted 
piezoelectric transducers, e.g., piezoelectric transducers connected with inductances, are embedded onto 
individual blades to realization mode delocalization.  The inductance and the inherent piezoelectric 
capacitance forms an LC shunt, which converts part of the vibratory energy into electrical energy (Tang 
and Wang, 2003).  Properly selected electrical coupling between individual LC shunts can help propagate 
the energy throughout the entire system circumferentially, thereby reducing the vibration mode localization 
as well as the forced vibration localization (Yu et al. 2006; Wang and Tang 2009). 
Ultimately the reliability and durability of a bladed disk is determined by its forced vibration level to 
which damping plays a very important role.  Qualitatively, large damping reduces both the (nominal) 
vibration amplitudes in a bladed disk as well as the response variance (i.e., the level of vibration localization) 
in the presence of mistuning.  Bladed disks are generally made of materials with low damping and there 
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have been on-going efforts on damping augmentation via various mechanisms, one of which is through 
piezoelectric shunting.  It has long been recognized that an embedded piezoelectric transducer shunted 
with inductance and resistance elements, which forms an RLC circuit and is analogous to a tuned mass 
absorber.  Although piezoelectric transducers are subjected to temperature restriction which limits its 
usage to cold sections of turbomachinery, a number of studies have demonstrated attractive potential of 
piezoelectric RLC shunts in augmenting damping for fan blades (Duffy et al. 2013; Min et al. 2013; Zhou 
et al. 2014).      
 Both the mode delocalization schemes and the vibration damping schemes utilizing piezoelectric 
transducers are based upon the two-way energy conversion capability of the transducers.  In both types of 
schemes, the inductances are employed to create local resonances to enhance the energy conversion around 
the targeted frequency range (e.g., around the bladed disk natural frequencies).  Several recent studies 
have attempted to integrating these two mechanisms into one configuration (Zhang and Wang 2002; Yu 
and Wang 2007; Yu and Wang 2009), i.e., establishing a circuitry network with both coupling capacitances 
for delocalization and resistances for damping augmentation, and developed encouraging results.  
Fundamentally, however, certain circuitry elements play very different roles in these two mechanisms.  
The mode delocalization scheme does not employ resistance elements, mainly because its design objective 
is to facilitate energy propagation throughout the entire system for all modes.  One may even argue that 
the resistances would even hinder indirectly such energy propagation.  Some damping augmenting 
schemes focus only on individual blades and do not employ coupling capacitances, while others use 
coupling capacitances to deal with multi-modal vibration suppression in bladed disks so the coupling 
capacitance selection criterion is entirely different from that in delocalization schemes.               
 The goal of this research is to provide both design method and insights to facilitate the simultaneous 
mode delocalization and vibration damping in bladed disks with random mistuning by using piezoelectric 
network.  We adopt the network topology that consists of identical local LC shunts, identical local 
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resistances, and identical coupling capacitances.  We identify quantitatively the influence of a fundamental 
parameter, the system-level electro-mechanical coupling of a piezoelectric transducer.  In practice, the 
value of the coupling parameter is determined by the transducer size and by the location of embedment 
(Gupta et al. 2010; Durcane et al. 2012).  This electro-mechanical coupling parameter reflects the 
transducer’s capability of energy conversion between the mechanical and electrical domains (Triplett and 
Quinn 2009; Wickenheiser et al. 2010), and therefore decides how much energy would be dissipated 
through resistance elements in terms of vibration damping and how much energy would be propagated 
throughout the system to reduce vibration localization.  The interaction and trade-off between vibration 
damping and mode delocalization, which are two design objectives, are investigated systematically through 
a multi-objective optimization analysis. This research yields a tool that can lead to the robust design of 
piezoelectric network for mistuned bladed disks. 
 
6.2 System Model and Mode Localization Characterization 
Configuration of the piezoelectric circuitry network to achieve both mode delocalization and vibration 
suppression of a bladed disk is shown in Figure 6.1 (Zhang and Wang 2002; Yu and Wang 2009), where 
each piezoelectric shunt circuit, which consists of piezoelectric transducer (PZT), inductor, and resistor, is 
integrated onto individual blades. Once vibration energy is converted to electrical energy through PZT, the 
energy is stored in inductor. Resistor in piezoelectric shunt circuit then dissipates the energy, acting as 
damper to the system while performing vibration suppressions of blades. By coupling the circuits through 
capacitive elements to form network, vibration delocalization is achieved by evenly distributing the stored 
energy to the blades. 
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Figure 6.1 Coupled system of bladed disk with piezoelectric circuitry network 
 
The first step to optimize circuit parameters is to derive the equation of motion for the coupled system. 
The transversal displacement of the j-th blade is approximated as (Wang and Tang 2008) 
     ,j jw x t x q t                                (6.1) 
where   is the first local blade mode without the piezoelectric circuit. The discretized equations of motion 
for the coupled system can be derived using Hamilton’s principle and the assumed mode method, which 
are  
   1 1 2j j j c j j c j j j jmq cq kq k q q k q q k Q f                         (6.2a) 
  2 1j j ajk Q k q V                                   (6.2b) 
where m, c, k, kc, fj, k1, and k2 are mass, damper, stiffness of blade, coupling stiffness, external force, inverse 
of the capacitance of piezoelectric patch, and electro-mechanical coupling coefficient, which are given by 
2 2
0 0
b bl l
b b p pm A dx A Hdx       , 
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0
bl
bg c dx    
"2 "2
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b b p pk E I dx E I Hdx      ,  
2
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where qj is the generalized mechanical displacement of the j-th blade, and Vaj and Qj are the voltage across 
and charge flowing to the piezoelectric patch attached to the j-th blade. Here    l rH H x x H x x      
where H  is the Heaviside step function, and 
lx  and rx  are location of left and right ends of 
piezoelectric patch. Based on the circuit configuration in Figure 6.1 and Kirchhoff’s current law, we have 
1a j jQ Q Q    
1b j jQ Q Q   
which, in virtue of the voltage law, lead to 
   1 1aj j j a j j a j jV LQ RQ k Q Q k Q Q                           (6.3) 
where 
ak  is the inverse of the coupling capacitance. Substituting Equation (6.3) into Equation (6.2b) 
yields the discretized equations of motion of the electro-mechanically coupled system in Figure 6.1 as 
   1 1 2j j j c j j c j j j jmq cq kq k q q k q q k Q f                        (6.4a) 
    1 1 1 2 0j j a j j a j j j jLQ RQ k Q Q k Q Q k Q k q                      (6.4b) 
For the original bladed disk without piezoelectric circuitry, the equation of motion is given as 
   1 1j j j c j j c j j jmq cq kq k q q k q q f                          (6.5) 
In the above derivations, it is assumed that the bladed disk is ideally periodic. On the other hand, uncertainty 
inevitably exist in blades of the system in its realistic application. As it is the common practice in the 
localization study, it is assumed in this study that uncertainties of the bladed disk are characterized by the 
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stiffness variations, and the mass remains unaffected. The stiffness of the j-th blade with uncertainty can be 
then written as 
jk k k                                    (6.6) 
The external load is a time harmonic excitation that consists of a summation of all spatial harmonics with 
equal weightings. For each spatial harmonic excitation, there is a fixed phase shift between adjacent 
substructures, but the amplitude of force on all substructures is the same (Duan et al. 2016). 
 
 
 1 2 1
1
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1 2
1
1
/ 2 1
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T jj j jj t
N
C
f f f e e e e e
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  




          (6.7) 
 2 1
i
D i
N



  , 0,1,..., / 2 1C N    
where 
i   is the phase shift for a given D, which is engine order. Localization level of the bladed disk is 
defined as following (Tang and Wang 2008). 
/
k
L
c
S
k k

                                   (6.8) 
where 
k  is the random variation of blade stiffness. Generalized electro-mechanical coupling coefficient 
of the coupled system is defined as the following (Tang and Wang 2008). 
2
1
k
kk
                                     (6.9) 
Depending on level of localization, bladed disks are subject to various degrees of vibration localization. 
One of its detrimental effects is localization of vibration modes. Let there be the bladed disk, whose 
condition is listed in Table 6.1, in the presence of 2.5% of random uncertainty in bladed stiffness, and the 
corresponding localization level is 0.025 / 0.025 1 . The 1st, 3rd, and 20th vibration modes of the localized 
system are shown in Figure 6.1, where they are compared with vibration modes of the ideal system. For the 
perfectly periodic system, all the modes are extended ones that essentially exhibit spatial harmonic patterns, 
110 
 
while vibration occurs only in small number of blades in the localized system. We can quantify localization 
of each vibration mode based on the definition of modal assurance criterion localization factor (MACLF) 
(Chandrashaker et al. 2016), i.e. 
 
  
2
T
T T1 2
MACLF max
b
j k
j
k N
j j k k
 
 
 
 
 
v b
v v b b
                        (6.10) 
where, in this study, 
jv  is the j-th vibration mode of the localized system, and kb  is the k-th vibration 
mode of the perfectly periodic system. Localized modes of rotationally periodic structure often undergo 
mode swapping that numbering of the modes does not always correspond to the mode numbers of the 
system with non-localized modes. Thus the maximum MACLF value is chosen in Equation (6.10) to pair 
the correct modes. Owing to its definition, MACLF is near 1 for the non-localized system, and it is more 
close to 0 for the more localized system. MACLF for the 1st, 3rd, and 20th modes for the localized system in 
Figure 6.2 are 0.1603, 0.1700, and 0.2702, respectively. Another detrimental effect of vibration localization 
is the serious amplification of the forced vibration response under engine-order excitation. The maximum 
blade tip displacements for the perfectly periodic and the mistuned system are shown in Figure 6.3. 
Mode localization and the maximum vibration response can be both alleviated and reduced, 
respectively, by integrating piezoelectric circuitry network into host structure of the bladed disk. To 
maximize their effects, vibration suppression and mode delocalization each requires unique tuning of 
piezoelectric circuit parameters. In this study, methods are individually developed to optimize piezoelectric 
circuit parameters for each vibration suppression and mode delocalization. The multi-objective 
optimization is then developed by integrating both methods together. 
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                (a)                       (b)                         (c) 
Figure 6.2 Vibration modes of ideally periodic and localized systems. (a) 1st mode; (b) 3rd mode; and (c) 
20th mode 
 
  
(a)                                  (b) 
Figure 6.3 Maximum blade tip displacement under 10th engine order excitation. (a) Perfectly periodic 
system; (b) Localized system  
Table 6.1 Parameters used in computer simulation 
20bN   0.2253bl   m 
0.08pl   m 0.1001bw   m 
0.075pw   m 0.005lx   m 
0.085rx   m 0.0302bh   m 
0.008ph   m 
3 37.8335 10 kg/mb    
3 31.250 10 kg/mp    
11 21.9818 10 N/mbE    
10 27.1246 10 N/mpE    
9
31 6.3076 10 N/Ch    
6
33 9.4240 10 V    0.025cR   
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6.3. Optimizations of Piezoelectric Network for Mode Delocalization and Vibration Suppression 
6.3.1 Optimization of Piezoelectric Circuit Parameters for Vibration Suppression 
Using spatial Fourier transformation, frequency response function of the coupled system under the j-
th spatial harmonic excitation, which denoted by jp , can be derived as (Wang and Tang 2008) 
 
   
       
2
1
2 2 2
1 2
2 1 cos 1
2 1 cos 1 2 1 cos 1
a
j
c a
k k j L j R
p
k k j m k k j i R L k
  
    
      

               
   (6.11)          
Based on the reference (Zhang and Wang 2002; Yu and Wang 2007; Wang and Tang 2008), vibration 
suppression of the coupled system with the optimal piezoelectric network will remain as proportionally 
effective as the one of the deterministic system even in the presence of uncertainty, hence uncertainty of 
the system is not considered while analyzing vibration suppression. The optimization problem of 
piezoelectric circuit parameters for vibration suppression can be formulated as 
Find 
aC , L , and R  to minimize *
j j
j
p
 
                   (6.12) 
which is subject to L U
a a aC C C  , 
L UL L L  , L UR R R   
where 
20logj jp p  and  
L U
*
arg maxj jp
  

 
  
In Equation (6.12), 
j
p  represents 
j
p  in decibel unit; 
j
p  is the amplitude for vibration response 
under the j-th spatial excitation, as defined in Equation (6.11); 
*
j  is the frequency that maximizes jp ; 
L  and U  are lower and upper bounds of the frequency range around the resonant frequency, within 
which 
*
j  is searched for. The sensitivity-based method is developed to solve Equation (6.12) in this study, 
and it is integrated into multi-objective optimization for both vibration suppression and mode delocalization, 
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which is explained in Section 6.4. At every search iteration step, the maximum amplitude within given 
frequency range is firstly searched, and then it is reduced using the sensitivity information. 
Sensitivity of 
*
j j
j
p
 
 with respect to 
aC , L, and R can be expanded as 
* * ** * *
20 20 20
, ,
20 20 20
j j jj j j
a aj j j
p p pp p p
C C L L R Rp ln p ln p ln
              
         
       
          
     
 
(6.13) 
In Equation (6.13), / ajp C  , /jp L  , and /jp R   need to be derived. For convenience, some 
terms for jp  in Equation (6.11) can be replaced into simplified terms as 
  1 1 cos 1S j      ,  
2
2 1 12 aS k k S L   , and  23 12 cS k k S m         (6.14) 
Using the replacing terms defined in Equation (6.14), jp  in Equation (6.11) can be rewritten as 
   
2 2
2 2
3 2 2 3 2 2 3
j
S Ri S Ri
p
S S Ri k S S k RS i
 
 
 
 
   
                   (6.15) 
Again, with replacements, Equation (6.15) can be further simplified as 
   
2 2j
ac bd ad bc ja bj
p
c dj c d
  
 
 
                      (6.16) 
where 
2a S , b R , 
2
3 2 2c S S k  , 3d RS                   (6.17) 
Response amplitude 
j
p  can be then obtained as 
   
   
   
2 2
2 2
2 2 22 2
1
j
ac bd ad bc
p ac bd ad bc
c dc d
  
    

          (6.18) 
Sensitivity of response amplitude in Equation (6.18) with respect to 
aC  is derived as 
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     
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2 2 2 2
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a a a a
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da dc da dc
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dC dC dC dC
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dCc d


    
              
                
               
 
    
 
         (6.19) 
where 
 
1
2
2
a a
Sda
dC C
   and 
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Similarly, derivative of 
j
p  with respect to L  and R  can be derived as 
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where 
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  and 3
dd
S
dR
  
Brief numerical example is carried-out in this section to demonstrate the proposed method. The 
condition of the coupled system is listed in Table 6.1. Consider the initial state of the coupled system for 
which circuit parameters are not ideally tuned. Vibration suppression of the initial system is shown in Figure 
6.4 (a). The proposed sensitivity-based method can be applied to find the optimal circuit parameters. Note 
that sensitivity of the maximum vibration amplitude with respect to the coupling capacitance is relatively 
large due to its measurement unit. Hence search space for the coupling capacitance is transformed to the 
logarithmic space, which can be retrieved back to the original space once its optimal value is obtained. 
Design search history of optimal circuit parameters is shown in Figure 6.3, where the optimal circuit 
parameters are obtained within 13 iterations. Sensitivity information at each design search iteration is shown 
in Table 6.2, in which the one with respect to the resistance is consistently very small, while the one with 
respect to the inductance remains constantly high. While the proposed optimization method is for multi-
objective optimization purpose, optimal circuit parameters have been analytically derived in the references 
(Zhang and Wang 2002; Yu and Wang 2007), and they are given as 
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  (6.22) 
Vibration suppressions by the proposed optimization method and the traditional analytical method are 
shown in Figures 6.5 (b) and (c), respectively, and they are indeed equally in effect. In Figures 6.5 (b) and 
(c), both vibration responses are significantly reduced, and the resonant frequencies are also successfully 
removed. 
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   (a) 
   
 (b)                        (c)                           (d) 
Figure 6.4 Design search history for (a) optimal vibration response; (b) optimal coupling capacitance; (c) 
optimal inductance; (d) optimal resistance 
 
 
(a)                           (b)                         (c) 
Figure 6.5 Frequency response of coupled system. (a) with initial not tuned circuit parameters; (b) with 
tuned circuit parameters using the proposed method; (c) with tuned circuit parameters using the traditional 
method 
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Table 6.2 Sensitivity information at each design search step 
  
Iteration 
1  2  3  4  5  6  7 
 / Log ajp C   41.4098  41.4098  0.1358 0.0124  0.0705 0.0755  0.0766  
/
j
p L   11.4  11.4  13.2 13.4  24.8 22.4  21.9  
/
j
p R   0.00761  0.00761  0.00739  0.00727  0.00192 0.00014  0.00021 
  
Iteration 
8  9  10  11  12  13  
 
 / Log ajp C   0.0644 0.0765  0.0639 0.0764  0.0764  0.0764  
/
j
p L   23.3 21.8  23.2 21.8  21.8  21.8  
/
j
p R   0.00306 0.00022 0.00310 0.00022 0.00022 0.00022 
 
6.3.2 Optimization of Piezoelectric Circuit Parameters for Vibration Mode Delocalization 
Localization level of each vibration mode of the coupled system can be quantified based on the 
definition of MACLF in Equation (6.10), which is distributed in the presence of uncertainty. Using 
Mahalanobis distance (Webb 2003), we can scalarize distributed MACLF for each mode by defining root 
mean square localization factor (RMSLF) as 
  
2
1
1
1
NS
k
j j
k
RMSLF MACLF
NS 
                         (6.23) 
The more the system is delocalized, the closer RMSLF is to 0. Objective function for vibration 
delocalization can be defined by scalarizing vector of RMSLF by using Lp norm minimization method (Boyd 
and Vandenberghe 2004). The optimization problem for vibration delocalization can be formulated as 
Find 
aC  and L  to minimize    
1/
2
d
1
,
b
p
N
p
d
a h h
h
f C L w RMSLF

 
  
 
         (6.24) 
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which is subject to L U
a a aC C C  , 
L UL L L   
where d
hw  is the weight of importance assigned for h-th vibration mode of the bladed disk, and P is the 
amount of weight applied on distance from the perfect system. If 1p   is selected in Equation (6.24), the 
objective is identical to that of the standard weighted sum optimization. If 2p   is selected, the objective 
is formulated as Euclidean norm form. If p    is selected, the objective is formulated as Chebyshev 
norm, for which vibration mode with the worst RMSLF is only considered. The gradient-based method, 
which will be integrated into multi-objective optimization, is developed to solve the optimization problem 
in Equation (6.24). 
The objective function in the design search space needs to be firstly identified.  The proposed method 
evaluates objective functions in the given design search space by the sampling-based method. The objective 
function can be then approximated by the least-squares regression technique (Forrester and Keane 2009). 
To facilitate the gradient-based optimization method, bi-variate polynomial regression technique is used in 
this study. The general form of approximated bi-variate polynomial function can be written as 
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(6.25) 
where ns is number of samples and 
d
f  is denoted for surrogate objective function. The coefficients in 
Equation (6.25) is identified by solving the least-squares optimization problem given as 
find A                                    (6.26) 
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to minimize 
d d
2
f f  
Once the coefficients for surrogate objective function are determined, the optimization problem in Equation 
(6.24) can be rewritten as 
Find 
aC  and L                               (6.27) 
to minimize  
d
2 2 2 2
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n m
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a a aC C C  , 
L UL L L   
where sensitivity of surrogate objective function with respect to piezoelectric circuit parameters are derived 
as 
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The optimization problem in Equation (6.27) can be solved using the sensitivity in Equation (6.28). 
To demonstrate the proposed method, brief numerical example is carried-out in this section. The 
simulation condition for a bladed disk is shown in Table 6.1, and design search space is identical to that in 
which piezoelectric circuit parameters are optimized to maximize vibration suppression. Distribution of 
MACLF for each mode can be firstly calculated for the nominal system. The corresponding RMSLF values 
are shown in Figure 6.4, where there is noticeable variance among RMSLFs of different modes, and higher 
modes tend to be more localized. The next step is to decide objective value for vibration delocalization 
based on definition in Equation (6.24). In this example, weights are equally distributed to all the existing 
modes, and Euclidean norm  2p   is used. In the similar manner, objective values throughout the entire 
design search space are obtained, which is shown in Figure 6.7. By solving the optimization problem in 
Equation (6.26), high-fidelity surrogate model for the objective function with high correlation coefficient 
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of 0.9608 is obtained. Using the sensitivity obtained based on Equation (6.28), the optimization problem in 
Equation (6.27) can be solved. The design search history is shown in Figure 6.9, where the optimal design 
is obtained within 12 iterations. 
 
 
Figure 6.6 Root mean square localization factor (RMSLF) for vibration mode 
 
 
    (a)                                      (b) 
Figure 6.7 Objective function for vibration delocalization. (a) three-dimensional view; (b) contour 
view 
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  (a)                                      (b) 
Figure 6.8 Surrogate model for objective function for vibration delocalization. (a) three-dimensional 
view; (b) contour view 
 
 
Figure 6.9 Design search history for vibration delocalization optimization 
 
6.4 Multi-Objective Optimization for Vibration Suppression and Delocalization 
 Optimization methods for vibration suppression and delocalization are individually considered in 
Section 6.3. In this section, multi-objective optimization is developed to simultaneously consider both mode 
delocalization and vibration suppression. The most classic weighted sum method is developed in this study. 
In case when Pareto optimal front, which is set of non-dominated solutions, is non-convex, more thorough 
Pareto optimal front can be obtained by further applying such as  -constraint method (Deb 2005). In the 
proposed framework, composite objective is defined, where vibration suppression and delocalization are 
defined as sub-objectives with assigned weights, which are decided based on their relative importance 
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(Collette and Siarry 2013). The multi-objective optimization of piezoelectric circuit parameters for 
vibration suppression and delocalization is formulated as 
Find 
aC , L  , and R  to minimize  V 1 Vs dh                    (6.29) 
which is subject to L U
a a aC C C  , 
L UL L L  , and L UR R R   
where 
min
V
j
s
j
p
p
  and 
d
d,min
Vd
f
f
                           (6.30) 
In Equation (6.29),   is weight coefficient; Vs  and  Vd  are normalized sub-objectives for vibration 
suppression and delocalization, respectively; 
min
jp  and 
d,min
f  are the minimums of vibration 
suppression and delocalization for a given design search space; Superscripts L and U represent lower and 
upper bounds of design search space, respectively. In this study, sensitivity-based method is developed to 
solve the multi-objective optimization problem in Equation (6.29). Sensitivity of the composite objective 
in Equation (6.29) with respect to 
aC  can be derived as 
   
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V V 1 1
1 1
j
s d
a a a a a
j
ph f
C C C C Cfp
   
                  
               
         (6.31) 
In Equation (6.31), / ajp C   and 
d / af C   are derived in Sections 3. /h L   and /h R   can be 
derived in similar manner. Flowchart for the proposed multi-objective optimization method is shown in 
Figure 6.10, where optimizations for vibration suppression and mode delocalization are parallelly computed, 
and multi-objective optimization is carried-out after normalizing sub-objectives. 
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Figure 6.10 Flowchart for sensitivity-based multi-objective optimization of piezoelectric circuit 
parameters for vibration suppression and mode delocalization 
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Brief numerical example is carried-out in this section to demonstrate the proposed multi-objective 
optimization method. The simulation condition is shown in Table 6.1, which is identical to the ones in 
Section 6.3. The multi-objective optimizations are carried out for different weight coefficients 
 0.0, 0.25, 0.5, 0.75, 1  . The results are shown in Figure 6.11, where it is shown that the proposed 
method, in overall, can efficiently find optimal piezoelectric circuit parameters. As shown in Figure 6.11, 
there is the different trade-off between one sub-objective to another for different weight coefficient. When 
0   or 1  , either mode delocalization or vibration suppression is minimized. Meanwhile, the other 
sub-objective is completely sacrificed. When 0.25   and 0.75  , the optimization concerns more of 
either vibration suppression or mode delocalization. When 0.5  , both vibration suppression and mode 
delocalization are equally concerned. It should be noted that trends of optimization result in terms of   is 
not linear. To elucidate the trend, Pareto optimal front is obtained by applying the proposed method for 
varying  , and it is shown in Figure 6.12 (Collette and Siarry 2013). 
 
 
(a) 
 
(b) 
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(c) 
 
(d) 
 
(e) 
Figure 6.11 Multi-objective optimization for vibration suppression and delocalization with different 
weight coefficients. (a) 0  , (b) 0.25  , (c) 0.50  , (d) 0.75  , (e) 1.00   
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Figure 6.12 Pareto optimal front for vibration suppression and delocalization 
 
6.5 Case Studies 
6.5.1 Localization Level of Bladed Disk on Vibration Suppression and Delocalization 
As introduced in Section 2, localization of overall vibration modes highly depends on localization level 
of bladed disk (Wang and Tang 2008; Chandrashaker et al. 2016). In this section, the proposed multi-
objective optimization method is applied to bladed disks with different localization levels. The nominal 
bladed disk with localization level of 1 is shown in Table 6.1. Since uncertainty effect is not considered 
during the vibration suppression analysis, level of localization is expected to mostly affect vibration 
delocalization. The surrogate models for objectives of vibration delocalization for different localization 
levels of 0.2, 0.5, 1, 2, 3, and 6 are shown in Figure 6.13, where it is shown that localization level indeed 
much affects performance of vibration delocalization. As the localization level gets higher, average 
objective value for vibration delocalization considerably increases. Using the proposed method, Pareto 
optimal fronts for different localization levels are obtained as shown in Figure 6.14, where it is observed 
that pareto optimal front significantly declines with higher localization level. According to Figure 6.14, the 
effect of piezoelectric treatment is more dramatic when localization level is high, although it is more 
difficult to meet the desired state.  
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When localization level is low, corner point on Pareto optimal front should be the most reasonable 
choice, since beyond that point mode delocalization hardly improves while vibration suppression is much 
sacrificed. When localization level is high, corner point on Pareto optimal front is still the good choice, on 
the other hand, there is the option to improve mode delocalization as trade-off from vibration suppression. 
 
(a)                           (b)                          (c) 
 
              (d)                          (e)                          (f) 
Figure 6.13 Surrogate models for objective function of vibration delocalization of bladed disk with 
different localization level. Localization level of (a) 0.2, (b) 0.5, (c) 1.0, (d) 2.0, (e) 4.0, and (f) 6.0 
 
 
Figure 6.14 Pareto optimal fronts for different levels of localization  LS  
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6.5.2 Effect of Electro-Mechanical Coupling of PZT on Vibration Suppression and Delocalization of 
Bladed Disk 
 Depending on level of localization of the bladed disk, it is not always possible to meet desired state of 
bladed disk even with optimal tuning of piezoelectric circuit parameters. In such circumstance, the system 
needs more fundamental improvement, which is to increase electro-mechanical coupling, and it can be done 
by increasing the size of PZT, or by using PZT with better performance, or placing PZT at the optimal 
location. Electro-mechanical coupling of the nominal bladed disk is approximately 0.2, and condition of 
the nominal bladed disk is shown in Table 6.1. In this section, effect of electro-mechanical coupling on 
performances of vibration suppression and delocalization is further explored. For different electro-
mechanical couplings of 0.025, 0.05, 0.075, 0.1, 0.2, and 0.4, and 0.5, surrogate models of objective 
functions for mode delocalization and performances of vibration suppression are shown in Figures 6.15 and 
16, respectively. It is observed in Figures 6.15 and 6.16 that as electro-mechanical coupling increases, 
average objective values for mode delocalization decreases and vibration responses can be more suppressed. 
Using the proposed method, Pareto optimal fronts for different electro-mechanical couplings are obtained 
and are shown in Figure 6.17, where there is clear trend that performances of mode delocalization and 
vibration suppression significantly improve with higher electro-mechanical coupling. 
When electro-mechanical coupling is low  0.025,0.050,0.075  , corner point of Pareto optimal 
front should be the most sensible choice, since beyond that point vibration delocalization can be seldom 
improved while vibration suppression is much given-up. Also, when reliability and robustness of the system 
are both low, it is more crucial to recover system reliability first. When electro-mechanical coupling is high 
 0.4,0.5  , corner point of Pareto optimal front can be sill decent candidate, on the other hand, there are 
options to achieve complete vibration delocalization while sacrificing vibration suppression to some 
degrees, since the maximum vibration is well-suppressed over the entire Pareto optimal front. 
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             (a)                          (b)                           (c) 
 
             (d)                          (e)                          (f) 
 
(g) 
Figure 6.15 Surrogate models for objective function of vibration delocalization of bladed disk with 
different electro-mechanical coupling. Electro-mechanical coupling of (a) 0.025, (b) 0.050, (c) 0.075, (d) 
0.100, (e) 0.200, (f) 0.400, and (g) 0.500 
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  (a)                          (b)                        (c) 
 
  (d)                        (e)                           (f) 
 
(g) 
Figure 6.16 Vibration suppression of bladed disk with different electro-mechanical coupling. Electro-
mechanical coupling of (a) 0.025, (b) 0.050, (c) 0.075, (d) 0.100, (e) 0.200, (f) 0.400, and (g) 0.500 
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Figure 6.17 Pareto optimal fronts for different electro-mechanical couplings    
 
Nomenclature 
b , p  Density of blade and piezoelectric patch 
bE , pE  Young’s modulus of blade and piezoelectric patch 
bw , pw   Width of blade and piezoelectric patch 
bl , pl  Length of blade and piezoelectric patch 
bA , pA  Area of blade and piezoelectric patch 
pF  Moment of area of piezoelectric patch 
bI , pI  Moment of inertia of blade and piezoelectric patch 
sk  Stiffness of coupling spring 
sx  Location of coupling spring 
33  Dielectric constant of piezoelectric patch 
31h   Piezoelectric constant 
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6.6 Conclusions 
Multi-objective optimization of piezoelectric circuit parameters for mode delocalization and vibration 
suppression using the identical topology of piezoelectric circuitry network is developed in this study. High-
fidelity surrogate model for vibration delocalization can be obtained, and the optimal solution is quickly 
found by the developed gradient-based optimization. Sensitivity of vibration response under engine order 
excitation with respect to circuit parameters is analytically derived, and the optimal circuit parameters can 
be efficiently searched by the sensitivity-based optimization. Multi-objective optimization is developed by 
integrating developed optimization methods together, and the optimal circuit parameters for assigned 
weight coefficients on mode delocalization and vibration suppression can be obtained. By carrying-out the 
proposed method for varying weight coefficient, Pareto optimal front can be obtained. In case studies, it is 
observed that Pareto optimal front significantly degenerates as the localization level of bladed disk 
increases and electro-mechanical coupling of the coupled systems decreases. When localization level and 
electro-mechanical coupling of the system are low, tuning of circuit parameters should be primarily focused 
on vibration suppression. When localization level and electro-mechanical coupling of the system are high, 
mode delocalization can be further improved by giving-up vibration suppression to some extends. 
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Chapter 7. Summary & Conclusions 
 
 In this research, new reliability analysis methods are firstly proposed. The proposed novel second-order 
reliability method entails the error after quadratic approximation, which is inherent in SORM; it thus 
significantly improves accuracy of the conventional SORM. In order to carry-out more accurate RBDO 
using the developed SORM, mathematically rigorous sensitivity analysis is carried-out. The proposed 
sensitivity analysis is both efficient and accurate, and the error, which is generated due to the assumption, 
is within acceptable range even for higher-order performance function. Assuming accurate surrogate model 
is available, the sampling-based RBDO in the presence of additional interval uncertainties is developed in 
this research. The proposed method, while retaining accuracy, can search the worst-case probability of 
failure in a few iterations, utilizing which the reliable optimum can be obtained within a few design cycles. 
Therefore, the proposed method can be effectively applied to the problem where function evaluation of the 
given surrogate model is inexpensive. In this research, new computational framework is then developed to 
achieve reliability-oriented robust design for bladed disks with the mixture of random and interval 
uncertainties. Both intentional mistuning and piezoelectric circuitry network are introduced as methods to 
improve reliability and robustness of the bladed disk. A Metropolis-Hastings based algorithm is adopted, 
and it can find the worst-case response with high efficiency and accuracy. Reliability can be then accurately 
calculated under the worst-case condition using Monte Carlo simulation. Using the intentional mistuning 
technique, gradient-based method is formulated to efficiently find the optimal design. Case study 
demonstrates that highly reliable 2-sigma bladed disk design can be obtained by the proposed method within 
a few iterations. Multi-objective optimization approach for piezoelectric circuitry network is introduced as 
the alternative method to achieve both robustness and reliability of the bladed disk, in case when 
modification of the nominal design of the bladed disk is not allowed to be modified or the amount of the 
required modification is too large that aerodynamic performance of the bladed disk can be negatively 
affected. Sensitivity-based method is employed to optimize components for the piezoelectric circuit for 
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both objectives of vibration suppression and delocalization. Since objective function for vibration 
delocalization is not explicitly available, least-squares analysis is carried-out to obtain very accurate 
surrogate model. The sensitivity-based weighted-sum multi-objective optimization method is developed by 
utilizing the optimization methods for vibration suppression and delocalization. Pareto optimal front can be 
obtained with good efficiency using the proposed method. When electro-mechanical coupling is low, corner 
points of Pareto optimal fronts will be good choices for designs. When electro-mechanical coupling is high, 
vibration suppression can be sacrificed to achieve better vibration delocalization. 
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