A simple method for some class of inverse obstacle scattering problems is introduced. The observation data are given by a wave field measured on a known surface surrounding unknown obstacles over a finite time interval. The wave is generated by an initial data with compact support outside the surface. The method yields the distance from a given point outside the surface to obstacles and thus more than the convex hull. AMS: 35R30 KEY WORDS: enclosure method, inverse obstacle scattering problem, sound hard obstacle, penetrable obstacle, wave equation
Introduction and statements of the results
The aim of this paper is to introduce a simple method for some class of inverse obstacle scattering problems in which some dynamical data over a finite time interval are used as the observation data.
In order to explain the essence of the idea we consider two inverse obstacle scattering problems whose governing equations are given by the wave equations in three dimensions. In this paper given two sets A and B we denote by dist (A, B) the distance between A and B:
Sound hard obstacles
dist (A, B) = inf{|x − y| | x ∈ A, y ∈ B}.
If A or B consists of a single point, say B = {p}, we write dist (A, B) = d A (p). Set w(x; τ ) = is valid.
Since dist (D, B) + |∂B|/4π coincides with the distance from the center of B to D, (1.9) yields the information about d D (p) for a given point p in R 3 \Ω. Therefore one can extract more than the convex hull of D. Note that we do not assume the special form of f except for the conditions (I1) and (I2).
The restriction (1.8) on the observation time T is reasonable. Define the quantity l(∂B, ∂D, ∂Ω) = inf {|x − y| + |y − z| | x ∈ ∂B , y ∈ ∂D, z ∈ ∂Ω}.
This is the minimum length of the broken paths that start at x ∈ ∂B and reflect at y ∈ ∂D and return to z ∈ ∂Ω. We have Proposition 1.1.
2dist (D, B) − dist (Ω, B) ≥ l(∂B, ∂D, ∂Ω).
Proof. One can find x 0 ∈ ∂B and y 0 ∈ ∂D such that |x 0 −y 0 | = dist (D, B). Let l(x 0 , y 0 ) = {tx 0 + (1 − t)y 0 | 0 < t < 1}. We see that l(x 0 , y 0 ) ∩ ∂Ω = ∅. Let z 0 ∈ l(x 0 , y 0 ) ∩ ∂Ω. We have |x 0 − z 0 | ≥ dist (Ω, . This means that T is greater than the first arrival time of a signal with the unit propagation speed that starts at a point on ∂B at t = 0, reflects at a point on ∂D and goes to a point on ∂Ω. However, curiously enough in the proof of Theorem 1.1 we never make use of the finite propagation property of the signal governed by the wave equation.
The procedure of extracting information about the location of D is extremely simple and summarized as follows. One choice of f gives one information about D by the procedure (i) to (vi). This means that we don't need to use many f s to get d D (p) for a single p. This is the decisive character of our procedure.
Penetrable obstacles
Given f ∈ L 2 (R 3 ) with compact support let u = u(x, t) satisfy the initial value problem: 10) where
This subsection is concerned with the extraction of information about discontinuity of γ from u on ∂Ω×]0, T [ for some f for a fixed T < ∞. However, we do not consider the completely general case. Instead we assume:
• there exists a bounded open set D with a smooth boundary such that γ(x) a.e. x ∈ R 3 \ D coincides with the 3 × 3 identity matrix I 3 . Write h(x) = γ(x) − I 3 a.e. x ∈ D. Our second inverse problem is the following.
Inverse Problem II. Assume that both D and h are unknown and that one of the following two conditions is satisfied: (A1) there exists a positive constant C such that −h(x)ξ · ξ ≥ |ξ| 2 for all ξ ∈ R 3 and a.e. x ∈ D; (A2) there exists a positive constant C such that h(x)ξ · ξ ≥ |ξ| 2 for all ξ ∈ R 3 and a.e. x ∈ D. Extract information about the location and shape of D from u on ∂Ω×]0, T [ for some fixed known f satisfying supp f ∩ Ω = ∅ and T < ∞. 
is valid.
Isakov [7] considered an inverse problem for the equation ∂ It is an open problem whether or not the same conclusion holds in the case k > 1 which corresponds to (A2). See also [8] for this point.
Rakesh [12] considered an inverse problem for the equation γ∂ Isakov employs a contradiction argument and his method starts with the uniqueness of the continuation of the solution of the wave equation and derives an orthogonality relation that was deduced by denying the conclusion.
Rakesh's argument is also a contradiction argument and makes use of the uniqueness of the continuation of the solution of the wave equation. However, the main point is an analysis of the wave front set of u. See also [13] for other results.
Unlike them we do not make use of the continuation of a wave field nor propagation of singularities argument. The method can be considered as an application of the enclosure method which was originally introduced for elliptic equations in [4, 3] . Recently in [5] the author found its application to inverse initial boundary value problems in one-space dimensional case for the heat and wave equations. In [6] we extended this method to the heat equation in two and three-space dimensional cases. Therein the initial data is zero and a special heat flux depending on a large parameter is used.
Further remarks and construction of the paper
Finally we comment on some results in the context of the Lax-Phillips scattering theory. Lax-Phillips in [9] established a relation between the support function of an obstacle and the right end point of the support of the scattering kernel which is the observation data in their theory. Since the support function gives the signed distance from the origin of coordinates to the support plane of the obstacle, the result means that one can get an estimation of the convex hull from the data. Note that the scattering kernel is written by using the scattered wave over the infinite time interval that is produced by a singular plane wave at t << 0 far a way from the obstacle, and thus the data is completely different from ours.
Majda [10] considered the singularity of the scattering kernel and clarified a relation between the support function and the right end point of the singular support of the back scattering kernel. In [11] a similar result for an obstacle with a finite refractive index is given. The governing equation has the form α(x)∂ 2 t u − △u = 0 and α has a discontinuity across the boundary of the obstacle and takes 1 outside the obstacle. For other results including the Maxwell equations, hyperbolic systems, etc. we refer the reader to [10, 11] and references therein.
A brief outline of this paper is as follows. Theorems 1.1 and 1.2 are proved in Subsections 2.2 and 3.2, respectively. The key point of the proofs is to derive a lower estimate of the integral
where v is the weak solution of (1.4). To establish the estimate we require some integral identities; these identities are found in Subsections 2.1 and 3.1. Using the identities, we show that, if T satisfies (1.8), then the dominant part in the lower estimate of (1.11) in Theorem 1.1 is essentially given by the integral of the square of v over D. We show that this last integral is comparable with e −2τ dist (D,B) ignoring a multiplication of a power of τ . This is stated in Subsection 2.2 and proved in Subsection 4.1. Note that in the proof of Theorem 1.2 instead of v the integral of |∇v| 2 over D plays the same role and the corresponding estimate is stated in Subsection 3.2 and proved in Subsection 4.2. In the final section we give a conclusion of this paper and comments on further problems.
The enclosure method for sound hard obstacles
First we specify what we mean by the solution of (1.1). We follow the notion of the weak solution described on pp. 552-566 in [1] and use the notation therein.
By Theorem 1 on p.558 in
In this section we say that this u for u 0 = 0 and u 1 = f is the solution of (1.1).
A basic identity
Let u be the solution of (1.1). Define
This w belongs to
Using integration by parts formula (Proposition 2 on p.558 in [DL]), we see that, for all φ ∈ H 1 (R 3 \ D) the w satisfies the equation
This means that, in a weak sense w satisfies
, where ∇w| ∂Ω is the trace of ∇w onto ∂Ω.
Let v ∈ H 1 (R 3 ) be the weak solution of (1.4). For this v by the same reason as above we have v ∈ H 2 loc (R 3 ) and thus ∂v/∂ν| ∂Ω ≡ ∇v| ∂Ω · ν ∈ H 1/2 (∂Ω). In this subsection we derive the following identity.
be the weak solution of (1.4). It holds that
Proof. First we prove that
Let ϕ ∈ H 1 (Ω \ D) satisfy ϕ = 0 on ∂Ω in the sense of the trace. Since the zero extension of this ϕ belongs to
On the other hand, since χv vanishes in a neighbourhood of D and w ∈ H 2 loc (R 3 \ D), integration by parts yields
From this and (2.4) for ϕ = (1 − χ)v| Ω\D we obtain
Note thatw = w on ∂Ω and ∂D in the sense of the trace. Since v ∈ H 2 (Ω), we have
On the other hand we have
Therefore we obtain
A combination of (2.5) and (2.6) gives (2.3).
It follows from (1.5) and the trace theorem that, for all
Combining this with (2.1), we obtain
This means that w − v satisfies, in a weak sense
Substituting w − v for φ in (2.8), we obtain
Now from this together with (2.3), (2.7) and the identity
we obtain (2.2). 2 In particular, choose f in such a way that supp f ∩ Ω = ∅. Then (2.2) becomes
(2.11) This is the basic identity for the sound-hard obstacles.
Proof of Theorem 1.1.
Using the identity
we have from (2.11)
(2.12)
) and note that
Using these estimates, we obtain
Here we state a key lemma whose proof is given in Section 4.
Lemma 2.1. It holds that
Multiplying the both side of (2.14) by τ 4 e 2τ dist (D,B) , we have
and thus from (2.15) one gets lim inf
On the other hand, using (2.3), (2.7) and (2.10) one has (Ω,B) ).
(2.17)
From (2.13) we have, as τ −→ ∞
Concerning with the bound on the third term of the right hand side of (2.17), we have the following lemma.
Lemma 2.2. It holds that, as τ −→ ∞
Proof. Set ǫ = w − v. It follows from (2.9) that
and thus this yields
The boundedness of the trace operator
where C is a positive constant independent of τ . Now from (2.21) and (2.22) we obtain, for all δ > 0
.
(2.23)
The trace operator H 1 (D) −→ H 1/2 (∂D) has a bounded right inverse. This together with the identity above yields
where C is a positive constant independent of τ . It follows from (2. (D,B) ).
From this, (2.17), (2.18) we obtain
A combination of this and the estimate dist (D, B) > dist (Ω, B) gives lim sup
. Now the formula (1.9) is a direct consequence of (2.16) and (2.24). 2
The enclosure method for penetrable obstacles
First we specify what we mean by the solution of (1.10). By Theorem 1 on p.558 in [1] , given u 0 ∈ H 1 (R 3 ) and u 1 ∈ L 2 (R 3 ) we know that there exists a unique u satisfying
In this section we say that this u for u 0 = 0 and u 1 = f is the solution of (1.10).
A basic identity
Let u be the solution of (1.10). Define
This w belongs to H 1 (R 3 ). From integration by parts (Proposition 2 on p.558 in [1] ) it follows that, for all φ ∈ H 1 (R 3 )
This means that in a weak sense w satisfies
By a similar reason as the sound-hard obstacle case we know that w ∈ H 2 loc (R 3 \ D).
Since γ(x) ≡ 1 in R 3 \D, we define γ∇w ·ν| ∂Ω as ∇w| ∂Ω ·ν, where ∇w| ∂Ω denotes the trace of ∇w onto ∂Ω. Note also that w satisfies (△ − τ
3 . In this subsection we derive an important identity. 
4). It holds that
Proof. Using a similar argument for the proof of (2.5) and (2.6), we obtain
From these we obtain
Since v satisfies (1.5), from (3.1) we have, for all φ ∈ H 1 (R 3 )
This means that the w − v satisfies, in a weak sense
Substituting w − v for φ in (3.5), we obtain
A combination of (3.4) and (3.6) gives
Now from this and (3.3) we obtain (3.2). 2 In particular, choose f in such a way that supp
This is our first basic identity which is useful in the proof of Theorem 1.2 under the assumption (A.1). Unfortunately, for (A2) this identity does not work. However, one can rewrite this by replacing the role of v and w in the proof of Proposition 3.1. More precisely, set
Thus changing the role of v and w in the proof of Proposition 3.1, we can easily obtain another expression of (3.2). Proposition 3.2. Let v be the weak solution of (1.4). It holds that
(3.9)
Proof of Theorem 1.2.
First we consider the case when (A1) is satisfied. Using (A1) and the identity
we have from (3.7)
Since we have
and the estimate v L 2 (Ω) = O(e −τ dist (Ω,B) ), it follows from (3.10) that (Ω,B) ).
(3.11) Here we state a key lemma whose proof is given in the next section.
Multiplying the both side of (3.11) by τ µ e 2τ dist (D,B) , we have
and thus from (3.12) one gets lim inf
On the other hand, using (3.3) and (3.4), one gets
(3.14)
From (2.13) we have, as
Concerning with the bound on the second term of the right hand side of (3.12), we have the following lemma.
Lemma 3.2. It holds that, as τ −→ ∞
and thus one gets, for all δ > 0
Now a combination of this and (3.15) yields (3.16).
2
A combination of (3.15) and (3.16) gives (D,B) ).
From this, (3.14), (3.15) we obtain
This together with the estimate dist (D, B) > dist (Ω, B) yields lim sup
. Now the conclusion of Theorem 1.2 is a direct consequence of (3.13) and (3.17).
2 Finally we give a comment on the case when (A2) is satisfied. In this case we make use of (3.9) instead of (3.7). A combination of the well known inequality (see [2] )
and (A2) yields that there exists a positive constant C such that
for a.e. x ∈ D. This together with (3.9) gives the lower estimate
which corresponds to (3.10). Applying the arugument for the proof of (3.13) to this right hand side we obain lim inf
Since (3.17) is valid also for case (A2) we obtain the desired conclusion. It follows from the assumption on f that
where
We denote by p and η the center and radius of B, respectively. Using the polar coordinates centered at x, one can write
This together with r
e −τ r dr and thus we have
First we give an estimate for the second integral in the right hand side of (4.2). Since d B (x) = |x − p| − η and r − (ω) > |x − p| 2 − η 2 , we have
Here note that
Thus we obtain e
The points are: A is positive and independent of x ∈ B ′ . Next we consider the first integral of the right hand side of (4.2). The surface S(x, B) has the parameterization:
where 0 < r < η/|x − p| and 0 ≤ θ < 2π; a(x) and b(x) are unit vectors perpendicular each other and satisfy a(
Here we note that r + (ω(r, θ)) is independent of θ. In fact we have
Thus this yields
From this, (4.2), (4.3) and (4.5) we can conclude that: there exist τ 0 > 0 and C ′ > 0 independent of x ∈ B ′ such that, for all τ ≥ τ 0
This together with (4.1) yields
We have already known (Proposition 3.2 in [6] ) that lim inf
This yields lim inf Since it holds that (x − y 1 ) · (x − y 2 ) > 0 for all y 1 , y 2 ∈ B and x ∈ R 3 \ B and f (y 1 )f (y 2 ) ≥ C 2 a.e. y 1 , y 2 ∈ B, from (4.8) we obtain Since r + (ω(r, θ)) is independent of θ and From this together with (4.7) and (4.12) one can conclude that: there exist τ 0 > 0 and C ′ > 0 independent of x ∈ B ′ such that, for all τ ≥ τ 0
Thus from (4.10) we obtain where C ′′ is a positive constant. Hereafter using (4.8), we obtain (3.12). 2
Conclusion and further problems
In this paper we introduce a simple method for some class of inverse obstacle scattering problems that employs the values of the wave field over a finite time interval on a known surface surrounding unknown obstacles as the observation data. The wave field is generated by an initial data localized outside the surface and its form is not specified except for the condition on the support. The method yields information about the location and shape of the obstacles more than the convex hull.
• It would be interesting to apply the method presented in this paper to other time dependent problems in electromagnetism, linear elasticity, classical fluids etc.. Those applications belong to our future plan.
