Abstract. The aim of this paper is to obtain coefficient estimates, distortion theorem, extreme points and radii of close -to -convexity, starlikeness and convexity for functions belonging to the subclass T S λ (n, α, β) of uniformly convex functions with negative coefficients. We also derive many results for the modified Hadamard products of functions belonging to the class T S λ (n, α, β), and obtain several interesting distortion theorems for certain fractional operators of functions in this class. Finally, we consider integral operators associated with functions in this class.
Introduction
Let S denote the class of functions of the form:
which are analytic and univalent in the open unit disc U = {z : |z| < 1}, let ST and CV the subclasses of S that are, respectively, starlike and convex. Goodman ( [3] and [4] ) introduced and defined the following subclasses of CV and ST. A function f is uniformly convex (uniformly starlike) in U if f is in CV (ST) and has the property that for every circular arc γ contained in U, with center ζ also in U, the arc f (γ) is convex (starlike) with respect to f (ζ).The class of uniformly convex functions is denoted by UCV and the class of uniformly starlike functions by UST (for details see [3] ). It is well known ( [7] and [10] ) that (1.2) f ∈ U CV ⇔ Re
Later on, Ronning [11] introduced a new class S p of starlike functions related to U CV defined as
Note that
Also in [10] , Ronning generalized the classes UCV and S p by introducing a parameter α in the following way.
A function f of the form (1.1) is in S p (α) if it satisfies the analytic characterization:
(1.5) Re
and f ∈ U CV (α), the class of uniformly convex functions of order α, if and only if zf ′ ∈ S p (α).
By β − U CV , 0 ≤ β < ∞, we denote the class of all β− uniformly convex functions introduced by Kanas and Wisniowska [5] , it is known [5] that f ∈ β − U CV if and only if it satisfies the following condition:
(1.6) Re
We consider the class β − ST, 0 ≤ β < ∞,of β−starlike functions (see [6] ) which are associated with β− uniformly convex functions by the relation
Thus, the class β − ST, is the subclass of S, consisting of functions that satisfy
For a function f ∈ S, we define
This operator was introduced by Al-Oboudi [1] , and when λ = 1, we get the Sālāgean operator [13] . It can be easily seen that
For β ≥ 0, −1 ≤ α < 1, n ∈ N 0 and λ > 0, we let S λ (n, α, β) denote the subclass of S consisting of functions f of the form (1.1) and satisfying the analytic condition:
We denote by T the subclass of S consisting of functions of the from
Further, we define the class T S λ (n, α, β) by
We note that T S 1 (n, α, β) = T S(n, α, β)(Rosy and Murugusundaramoorthy [12] ), T S 0 (0, α, 1) = T S 0 (α, 1) and
Coefficient estimates
Theorem 1. A necessary and sufficient condition for the function f of the form (1.12) to be in the class T S λ (n, α, β) is that
where −1 ≤ α < 1, β 0, λ 0 and n ∈ N 0 . P r o o f. Let (2.1) holds true, then we have
Conversely, let f ∈ T S λ (n, α, β) and z be real, then
Letting z → 1 − along the real axis, we obtain the desired inequality
The result is sharp for the function
Growth and distortion theorem
Theorem 2. Let the function f defined by (1.12) be in the class T S λ (n, α, β). Then
The equalities in (3.1) and (3.2) are attained for the function f given by
Using Theorem 1, we know that
It follows from (3.4) and (3.6) that
Finally, we note that the bounds in (3.1) and (3.2) are attained for the function f defined by
This completes the proof of Theorem 2.
Corollary 2. Let the function f defined by (1.12) be in the class
The equalities in (3.10) are attained for the function f given by (3.3).
P r o o f. Taking i = 0 in Theorem 2, we immediately obtain (3.10).
Extreme points
From Theorem 1, we see that T S λ (n, α, β) is closed under convex linear combinations which enables us to determine the extreme points for this class.
Then f ∈ T S λ (n, α, β) if and only if it can be expressed in the form
where
Then it follows that
Conversely, assume that the function f defined by (1.12) belongs to the class T S λ (n, α, β). Then
and (4.8)
we see that f can be expressed in the form (4.3). This completes the proof of Theorem 3.
Corollary 3. The extreme ponits of the class T S λ (n, α, β) are the functions f 1 (z) = z and
Radii of close -to-convexity, starlikeness and convexity
A function f ∈ T is said to be close-to-convex of order ρ if it satisfies
Theorem 4. Let the function f defined by (1.12) be in the class T S λ (n, α, β). Then f is close -to-convex of order ρ (0 ≤ ρ < 1) in |z| < r 1 , where
The result is sharp, with extremal function f given by (2.3).
P r o o f. We must show that
where r 1 (n, α, β, λ, ρ) is given by (5.2). Indeed we find from (1.12) that
But, by Theorem 1, (5.3) will be true if
Theorem 4 follows easily from (5.4).
Theorem 5. Let the function f defined by (1.12) be in the class T S λ (n, α, β). Then the function f is starlike of order ρ (0 ≤ ρ < 1) in |z| < r 2 , where
The result is sharp, with the extremal function f given by (2.3).
were r 2 (n, α, β, λ, ρ) is given by (5.5). Indeed we find again from (1.12) that
But, by Theorem 1, (5.6) will be true if
Theorem 5 follows easily from (5.7).
Corollary 4. Let the function f defined by (1.12) be in the class T S λ (n, α, β). Then f is convex of order ρ (0 ≤ ρ < 1) in |z| < r 3 , where
A family of integral operators
In view of Theorem 1, we see that z −
In particular, we have also belongs to the class T S λ (n, α, β).
P r o o f. From the representation (6.1) of F (z), it follows that
On the other hand, the converse is not true. This leads to a radius of univalence result.
) be in the class
T S λ (n, α, β), and let c be a real number such that c > −1. Then the function f given by (6.1) is univalent in |z| < R * , where
The result is sharp.
P r o o f. From (6.1), we have
In order to obtain the required result, it suffices to show that
where R * is given by (6.2). Now
But Theorem 1 confirms that
Hence (6.3) will be satisfied if
Therefore, the function f given by (6.1) is univalent in |z| < R * . Sharpness of the result follows if we take
Modified Hadamard products
Let the functions f ν (ν = 1, 2) be defined by
The modified Hadamard product of f 1 and f 2 is defined by
Theorem 8. Let each of the functions f ν (z) (ν = 1, 2) defined by (7.1) be in the class T S λ (n, α, β).
, where
The result is sharp. P r o o f. Employing the technique used earlier by Schild and Silverman [14] , we need to find the largest δ = δ(n, α, β, λ) such that
by the Cauchy-Schwarz inequality, we have
Thus it is sufficient to show that
that is, that
Consequently, we need only to prove that
or, equivalently, that
is an increasing function of k(k ≥ 2), letting k = 2 in (7.13), we obtain (7.14)
which proves the main assertion of Theorem 8.
Finally, by taking the functions f ν (ν = 1, 2) given by
we can see that the result is sharp. Proceeding as in the proof of Theorem 8, we get Theorem 9. Let the function f 1 defined by (7.1) be in the class T S λ (n, α, β) and the function f 2 defined by (7.1) be in the class T S λ (n, γ, β). ξ(n, α, γ, β, λ), β) , where
The result is the best possible for the functions
Theorem 10. Let the functions f ν (ν = 1, 2) defined by (7.1) be in the class T S λ (n, α, β). Then the function
where.
The result is sharp for the functions f ν (ν = 1, 2) defined by (7.15). P r o o f. By virture of Theorem 1, we obtain
It follows from (7.21) and (7.22 ) that
Therefore, we need to find the largest τ = τ (n, α, β, λ) such that
that is,
is an increasing function of k(k ≥ 2), we readily have
and Theorem 10 follows at once.
Properties associated with generalized fractional calculus operators
In terms of the Gauss hypergeometric function:
where (and in what follows) (θ) k denotes the Pochhamner symbol defined in terms of Gamma functions, by are defined below (cf., e.g., [9] and [16] (n, α, β) . Then
and
Each of these results is sharp for the function f defined by (3.3).
P r o o f. First of all, since the function f defined by (1.12) is in the class T S λ (n, α, β), we can apply Theorem 1 to deduce that
Next, making use of the assertion (8.7) of Lemma 1, we find from (1.12) that
where, for convenience,
The function Ω(k) defined by (8.14) can easily be seen to be nonincreasing under the parameteric constraints stated already with (8.9), we thus have 
where the parametric constraints stated already with (8.10). Finally, by observing that the equalities in each of the assertions (8.9) and (8.10) are attained by the function f given by (3.3), we complete the proof of Theorem 11.
In view of the relationships (8.5) and (8.6), by setting ν = −µ and ν = µ in our assertions (8.9) and (8.10), respectively, we obtain 
The result is sharp for the function f given by (2.3).
Remark 2. We note that the result obtained by Rosy and Murugusundaramoorthy [12, Corollary 2] is not correct. The correct result is given by (8.18 ) and putting λ = 1. The result is sharp for the function f given by (3.3).
Remark 3. We note that the result obtained by Rosy and Murugusundaramoorthy [12, Corollary 3] is not correct. The correct result is given by (8.19 ) and putting λ = 1.
