Abstract. We propose a generalized finite element method for linear elasticity equations with highly varying and oscillating coefficients. The method is formulated in the framework of localized orthogonal decomposition techniques introduced by Målqvist and Peterseim (Math. Comp., 83(290): 2583Comp., 83(290): -2603Comp., 83(290): , 2014. Assuming only L∞-coefficients we prove linear convergence in the H 1 -norm, also for materials with large Lamé parameter λ. The theoretical a priori error estimate is confirmed by numerical examples.
Introduction
In this paper we study numerical solutions to linear elasticity equations with highly varying coefficients. Such equations typically occur when modeling the deformation of a heterogeneous material, for instance a composite material. Problems with this type of coefficients are commonly referred to as multiscale problems.
The convergence of classical finite element methods based on continuous piecewise polynomials depends on (at least) the spatial H 2 -norm of the solution u. However, for problems with multiscale features this norm may be very large. Indeed, if the coefficient varies at a scale of size , then u H 2 ∼ −1 . Thus, to achieve convergence the mesh size must be small (h < ). In many applications this condition leads to issues with computational cost and available memory. To overcome this difficulty several methods have been proposed, where we refer to [1, 9, 24, 29] for multiscale methods particularly addressing elasticity problems.
Generalized finite element methods (GFEM, cf. [4] ) belong to the class of Galerkin methods. Instead of constructing the finite dimensional solution space from standard shape functions, a generalized finite element approach is based on constructing a set of locally supported basis functions (not necessarily piecewise polynomials) that incorporate additional information about the structure of the original problem. This strategy can enhance the local approximation properties significantly. In this paper we propose a GFEM based on the ideas in [22] , often referred to as localized orthogonal decomposition (LOD). The methodology of the LOD arose from the framework of the Variational Multiscale Method (VMM) originally proposed by Hughes et al. [17, 18] as a tool for stabilizing finite element methods that perform bad due to an under-resolution of relevant microscopic data. The stabilization was achieved by using a Petrov-Galerkin formulation of the problem with a standard finite element space as trial space and a generalized finite element space for the test-functions. The concept was reinterpreted and specialized in [19, 20] to elliptic homogenization problems. A short time later, the first rigorous analysis was provided in [22] by introducing a H 1 -stable localized orthogonal decomposition for constructing the test function space. In subsequent works, refined construction strategies were proposed [16, 13] .
The LOD framework relies on a decomposition of a high-dimensional solution space into a coarse space (spanned by a set of standard nodal basis functions) and a fine scale detail space that is expressed through the kernel of a projection operator. The generalized finite element basis functions are constructed by adding a correction from the detail space to each coarse nodal basis function. The corrections are problem dependent and constructed by solving a partial differential equation in the fine scale part of the space. In [22] elliptic equations are considered and it is proven that the corrections decay exponentially for these problems. This motivates a truncation to patches of coarse elements, which allow for efficient computations. The resulting method is proved to be convergent of optimal order. This convergence result does not depend on any assumptions regarding periodicity or scale separation of the coefficients. Since its development, the method has been applied to several other types of equations, see, for instance, semilinear elliptic equations [14] , boundary value problems [13] , eigenvalue problems [23, 15] , linear and semilinear parabolic equations [21] , the Helmholtz problem [27, 11] and the linear wave equation [2] . A review is given in [28] .
In this work we consider linear elasticity equations with mixed inhomogeneous Dirichlet and Neumann boundary conditions. We construct corresponding correctors for standard nodal basis functions and prove that they decay exponentially. Moreover, we prove that the resulting generalized finite element method converges with optimal order in the spatial H 1 -norm. The results are confirmed by a numerical example.
Furthermore, the generalized finite element method proposed in this paper reduces the locking effect that is observed for classical finite elements based on continuous piecewise affine polynomials for nearly incompressible materials. The error bound derived for the ideal method (without localization) is uniform in the Lamé parameter λ, i.e., completely locking-free. The error estimate for the final localized method depends on λ, however not in the usual manner, but only weakly through a term that converges with an exponential rate to zero. In practice, this eliminates the locking-effect.
The paper is organized as follows. In Section 2 we formulate the problem, in Section 3 we define the generalized finite element method and in Section 4 we perform the localization of the basis functions. Finally, in Section 5 we provide some numerical examples.
Problem formulation
Let d = 2, 3, denote the spatial dimension and let S := R d×d sym denote the space of d × d symmetric matrices over R. On S, we use the double-dot product notation
The computational domain Ω ⊆ R d is assumed to be a bounded polygonal (or polyhedral) Lipschitz domain describing the reference configuration of an elastic medium. We use (·, ·) L2(Ω) to denote the inner product on
and · L2(Ω) for the corresponding norm. Furthermore, we let
, where ∇v ∈ L 2 (Ω, R d×d ), and
Let u : Ω → R d denote the displacement field of the elastic medium. Under the assumption of small displacement gradients, the (linearized) strain tensor ε(u) is given by
Furthermore, Hooke's (generalized) law states that the stress tensor σ is given by the relation
where A is a fourth order tensor describing the elastic medium. In this paper we assume that the material is strongly heterogeneous and thus A has multiscale properties. The tensor A is assumed to be symmetric in the sense that A ijkl = A jikl = A ijlk = A klij almost everywhere. Cauchy's equilibrium equation now states that
where f : Ω → R d denotes the body forces. To formulate the problem of interest we let Γ D and Γ N denote two disjoint Hausdorff measurable segments of the boundary, such that Γ D ∪ Γ N = ∂Ω, where Dirichlet and Neumann conditions are imposed respectively. The linear elasticity problem consists of finding the displacement u and the stress tensor σ such that
in Ω, (2.1)
where we assume that meas(Γ D ) > 0. Here g, b : Ω → R d denotes the Dirichlet and Neumann data respectively.
To pose a variational form of problem (2.1)-(2.4) we need to define appropriate test and trial spaces. Letting γ :
denote the trace operator onto Γ D , we define the test space
Multiplying the equation (2.1) with a test function from V and using Green's formula together with the boundary conditions (2.4) we get that
Due to the symmetry of A we have the identity (σ : ∇v) = (σ : ε(v)), and by defining the bilinear form
we arrive at the following weak formulation of (2.1)-(2.4). Find u ∈ H 1 (Ω, R d ), such that γu = g, and
Remark 2.1. In the case of an isotropic medium the elasticity coefficient satisfies A ijkl = µ(δ ik δ jl + δ il δ jk ) + λδ ij δ kl , where δ ij is the Kronecker delta, and µ and λ are the so called Lamé coefficients. The stress tensor can in this case be simplified to
where I is the identity matrix.
Assumptions. We make the following assumptions on the data
and there exist positive constants α, β ∈ R such that
Recall Korn's inequality for a domain with mixed boundary conditions, see, for instance, [7, 25] . 
Here C ko is a constant depending only on Ω.
In the case Γ D = ∂Ω we have C ko = √ 2, independently of the size of Ω. Using (2.6) we derive the following bounds,
where we have used the bound ε(v) L2(Ω) ≤ ∇v L2(Ω) . It follows that the bilinear form B(·, ·) is an inner product on V and existence and uniqueness of a solution to the problem (2.5) follows from the Lax-Milgram lemma. We denote the norm induced by the inner product B(·, ·) by v 2 B(Ω) := B(v, v) for v ∈ V . Remark 2.3. In the case of an isotropic material (see Remark 2.1) we have the bounds
where µ 1 > 0 is the lower bound of µ and µ 2 , λ 2 ≤ ∞ are the upper bounds of µ and λ respectively. We emphasize that this means that only β in (2.7) depends on λ.
3. Numerical Approximation 3.1. Classical finite element. First, we define the classical finite element space of continuous and piecewise affine elements. Let T h be a regular triangulation of Ω into closed triangles/tetrahedra with mesh size h T := diam(T ), for T ∈ T h , and denote the largest diameter in the triangulation by h := max T ∈T h h T . We assume that the family of triangulations {T h } h>0 is shape regular. Now define the spaces
Furthermore, we let N h denote the nodes generated by
h be an approximation of an extension of g, such that g h (z) = 0, ∀z ∈N h and γg h is some appropriate approximation of g. The classical finite element method now reads; find
Note that γu h = γg h , where γg h is an approximation of g. Theorem 3.1. Let u be the solution to (2.5) and u h the solution to (3.1). If the solution u is sufficiently regular we have
where C A depends on the size of A and D 2 u L2(Ω) depends on the variations in A via a regularity estimate
Since the a priori bound in Theorem 3.1 depends, through the H 2 -norm of u, on the variations (derivatives) in the data, the mesh width h must be sufficiently small for u h to be a good approximation of u. In the context of multiscale problems, this results in a significant computational complexity. In the following we assume that h is small enough and we shall refer to u h as a reference solution. However, we emphasize that our method never requires to compute this expensive reference solution and that it is purely used for comparisons.
3.1.1. Poisson locking. This subsection describes the phenomenon known as locking, sometimes referred to as Poisson locking to distinguish it from other types of locking. To simplify the discussion here we assume that we have an isotropic material with µ and λ constant parameters and g D = 0 on Γ D = ∂Ω. In this case we can exploit Galerkin orthogonality and the norm-equivalence in Remark 2.1 to see that the error bound in Theorem 3.1 becomes the estimate
where C is independent of µ and λ. Moreover, D 2 u L2(Ω) is independent of µ and λ which follows from the stability estimate (see [8] ),
where C Ω is independent of µ and λ. We emphasize that the estimate (3.3) does not hold if µ and λ vary in space. Since both C and D 2 u L2(Ω) in (3.2) are independent of λ, we conclude that the error bound blows up as λ → ∞. This is counter-intuitive to the observation that the error with respect to the H 1 -best-approximation in V h is not affected by λ.
In fact, there is a simple reason for this phenomenon. For λ → ∞ we have that the displacement must fulfill the extra condition ∇ · u = 0. However, v h = 0 is the only function in V h that fulfills ∇ · v h = 0. This forces the Galerkin-approximation u h to convergence to the bad approximation u h = 0 in order to remain stable. This issue can be avoided by using discrete solution spaces in which divergence-free functions can be well-approximated, cf. the robust methods in [7, 8, 5, 3] , where it is in fact possible to derive estimates of the type
From the discussion above we conclude that if λ is large compared to µ the mesh size must be sufficiently small, i.e. h 1/ √ λ, to achieve convergence for conventional Lagrange P 1 finite elements. A natural question is what the typical ranges of values for µ and λ are and how they are related. The Lamé parameters are determined by Young's modulus E and Poisson's ratio ν according to µ = E 2(1+ν) and λ = Eν (1+ν)(1−2ν) . Consequently, we obtain
where we see that the problem only arises if the Poisson's ratio is close to ν = 0.5, which describes a perfectly incompressible material. In most engineering applications the value of Poisson's ratio lies between 0.2 and 0.35 (e.g. ν = 0.27 − 0.30 for steel, ν = 0.2 − 0.3 for rocks such as granite or sandstone and ν = 0.17 − 0.27 for glass; cf. [12] ). Poisson's ratios larger than 0.45 are rare. Examples for such tough cases are clay (ν ≤ 0.45), gold (ν = 0.45) and lead (ν = 0.46). Natural rubber with ν = 0.4999 can be considered as the most extreme case (cf. [26] ). These values give us a clear image about the order of magnitude required for h in practical scenarios. If the extension of Ω is of order 1, tough cases (ν ≈ 0.45) require h . These values help us to understand the phenomenon of locking better. The constraints that are imposed by Poisson locking are not severe (in the sense that it does typically not make the problem prohibitively expensive), but they are highly impractical and not desirable in the sense that they make the problem significantly more expansive than it should be. For instance for ν = 0.45 the mesh needs to be three times finer than for a locking-free method, which makes an enormous difference in CPU demands due to the curse of dimension.
3.1.2.
Poisson locking for multiscale problems. This paper is devoted to multiscale problems and the locking effect has to be seen from a different perspective in this case. Multiscale elasticity problems as they typically arise in engineering or in geosciences involve material parameters (in general form represented by the tensor A(x)) that vary on an extremely fine scale (relative to the extension of the computational domain) with λ −1/2 . These variations need to be resolved by an underlying fine mesh which imposes the condition h < λ −1/2 even for lockingfree methods. In other words, the natural constraints imposed by the variations of the coefficient are much more severe than the constraints imposed by the locking effect. Since we assume that the reference solution u h given by (3.1) is a good approximation to our original multiscale problem (i.e. h < ), then the solution will not suffer from the locking effect either. For that reason we consider u h as being locking-free. Our multiscale method is constructed to approximate u h on significantly coarser scales of order H, and we call this method a locking-free multiscale method if the convergence rates in H are independent of λ and the variations of A.
Locking and multiscale are two different characteristics that typically need to be treated with different approaches, as a multiscale method is not necessarily locking-free. In the following we show that the framework of the LOD can be used for stabilizing P 1 Lagrange finite elements in such a way that both effects are reduced simultaneously. In particular we show that it is not necessary to use higher order Lagrange elements, discontinuous Galerkin approaches, mixed finite elements or Crouzeix-Raviart finite elements as they are commonly required for eliminating Poisson locking.
In this paper the error estimate for the ideal method (without localization) in Lemma 3.2 is independent of λ and thus locking-free. The localization depends on the contrast β/α, see Theorem 4.1. However, this ratio enters only through a term that converges with exponential order to zero. Consequently, the locking effect decays exponentially in the localized method. This is also tested numerically in Section 5.
3.2. Generalized finite element. In this subsection we introduce a generalized finite element method. Let V H denote the same classical finite element space as V h , but with a coarser mesh size H > h. Let T H be the triangulation associated with the space V H and assume that T h is a refinement of T H such that V H ⊆ V h . In addition to shape regular, we assume the family {T H } H>h to be quasi-uniform. We define N H andN H analogously to N h andN h . Note that the mesh width H is too coarse for the classical finite element solution (3.1) in V H to be a good approximation. The aim is now to define a new (multiscale) space with the same dimension as V H , but with better approximation properties.
To define such a multiscale space we need to introduce some notation. First, let I H : V h → V H denote an interpolation operator with the property that I H •I H = I H and
where
For a shape regular mesh, the estimates in (3.5) can be summed to a global estimate
where C ρ depends on C I and the shape regularity parameter, ρ > 0;
Here B T is the largest ball contained in T . For instance, we could choose
H is the L 2 -projection onto P 1 (T H ), the space of functions that are affine on each triangle T ∈ T H and E i H : P 1 (T H ) → V H the averaging operator defined by
where z ∈N H , see [28] for further details and other possible choices of I H .
Let V f denote the kernel to the operator I H
The space V h can now be split into the two spaces
The kernel V f is a detail space in the sense that it captures all features that are not captured by the (coarse) space V H . Let R f : V h → V f be the Ritz projection onto V f using the inner product B(·, ·) such that
and we define the multiscale space
Note that this space has the same dimension as V H , but contains fine scale features. Indeed, with λ z denoting the hat basis function in V H corresponding to node z, the set
is a basis for V ms . Moreover, we note that V ms is the orthogonal complement to V f with respect to the inner product B(·, ·). Thus the split V h = V ms ⊕ V f and the following orthogonality holds for v ms ∈ V ms and v
To define a generalized finite element method we aim to replace the space V h with V ms in (3.1). Due to the inhomogeneous boundary conditions we also need two extra corrections similar to the ones used in [13] . For the Dirichlet condition we subtract R f g h from the solution. For the Neumann condition we define a correctioñ b f ∈ V f such that
We are now ready to define the generalized finite element method; find u ms = u 0,ms +b f + g h − R f g h , such that u 0,ms ∈ V ms and
Note that bothb f = R f g h = 0 on Γ D , so γu ms = γg h , and
Lemma 3.2. Let u h be the solution to (3.1) and u ms the solution to (3.12). Then
where C depends on C ko and C ρ .
Proof. Define e := u h − u ms . Since V ms ⊆ V h , we have the Galerkin orthogonality B(e, v) = 0, ∀v ∈ V ms .
Recall that we can write e = (I − R f )e + R f e where (I − R f )e ∈ V ms and R f e ∈ V f . Using this we get
where have used the orthogonality (3.10) and the definitions (3.11) and (3.8) in the last equality. Now, since R f e ∈ V f we have that I H R f e = 0 and using (3.6) we get
and (3.13) follows.
Localization
The problem of finding R f λ z in (3.9) is posed in the entire fine scale space V f and thus computationally expensive. Moreover, the resulting basis functions may have global support. However, as we show in this section, the basis functions have exponential decay away from node z, which motivates a truncation of the basis functions. This truncation significantly reduces the computational cost and the resulting functions have local support.
We consider a localization strategy similar to the one proposed in [13] . We restrict the fine scale space V f to patches ω k (T ) of coarse elements of the following type; for T ∈ T H ω 0 (T ) := int T,
We proceed by noting that the Ritz projection R f in (3.8) can be written as the sum
where we define
We now aim to localize these computations by replacing
and set R f,k := T ∈T H R T f,k . We can now define the localized multiscale space
Using the same techniques we also define localized versions of the Neumann boundary correctors (3.11) .
and setb f,k = T ∈T Hb T f,k . We are now ready to define a localized version of (3.12); find
such that u 0,ms,k ∈ V ms,k and
As for the non-localized problem (3.12), we note thatb f,k and R f,k vanish on Γ D , so γu ms,k = γg h , and
The main result in this paper is the following theorem. Theorem 4.1. Let u h be the solution to (3.1) and u ms,k the solution to (3.12). Then there exists θ ∈ (0, 1), depending on the contrast β/α, such that
where C and θ depends on C ko , ρ, and C I , but not on k, h, H, or the variations of A.
To prove the a priori bound in Theorem 4.1 we first prove three lemmas. In the proofs we use the cut-off functions η
These functions satisfy the following Lipschitz bound
where C now depends on the quasi-uniformity. The proof technique relies on the multiplication of a function in the fine scale space V f with a cut-off function. However, this product does not generally belong to the space V f . To fix this, let I h : V → V h denote the classical linear Lagrange interpolation onto V h . Using that I H in (3.7) is a projection we get
where I denotes the identity mapping. Note that the Lagrange interpolation is needed since η
where C I,η , C I,η , and C I,η depends on C I , ρ, and the bound in (4.7), but not on k, h, H, T , or the variations of A.
Proof. We have η
since I H w = 0 and it follows that supp(w − z) ⊆ ω k (T ). Now, note that
. Using the stability of I H in (3.5) we derive the bound
. Now, using that the Lagrange interpolation I h is H 1 -stable for piecewise second order polynomials on shape regular meshes and the bound (4.7) we get
where we also have utilized the bounded support of the cut-off function and the bound of I H in (3.5). This completes the bound (4.8). The bounds in (4.9) and (4.10) follow similarly.
Lemma 4.3. For the Ritz projection (3.8) there exist θ ∈ (0, 1), such that
where θ depends on ρ and the contrast β/α, but not on k, T , h, H, or the variations of A.
Proof. Fix an element T ∈ T H and let η 
Using this and the bounds (2.7) for B(·, ·) we get
Now, due to (4.12) and (4.1), the following equality holds
since z does not have support on the element T . Using this and the fact that
Combining (4.13) and (4.14) we have
An iterative application of this result and relabeling k + 1 → k yields (4.11), with θ = ((
Lemma 4.4. For the Ritz projections (4.1) and (4.2) we have the bound
with θ as in Lemma 4.3 and C depends on C ko , C I,η , and C I,η .
Proof. Define e f :
be the cut-off function as defined in (4.6) . Since e f ∈ V f , we define z Using this and the bounds (2.7) we derive
Now, we use Cauchy-Schwarz inequality for sums and Lemma 4.2 to get
In the last inequality we have used the total number of patches overlapping an element T is bounded by C ρ k d/2 , where C ρ is a constant depending on the shape regularity of the mesh.
It remains to bound R
). Now, we use Galerkin orthogonality to derive
. Using Lemma 4.3 we thus have 
with θ as in Lemma 4.3.
We are now ready to prove Theorem 4.1.
Proof of Theorem 4.1. Recall that u h = u 0,h + g h and u ms,k = u 0,ms,k +b f,k + g h − R f,k g h . Due to (3.1) and (4.4) we have the Galerkin orthogonality
Let u ms = u 0,ms +b f + g h − R f g h be the solution to (3.12) . Since u 0,ms ∈ V ms and u 0,ms,k ∈ V ms,k there exist v H , v H,k ∈ V H , such that
Using the Galerkin orthogonality with
From (3.14) in Lemma 3.2 we have
and due to Lemma 4.4 and (4.1) we have
The proof is now complete.
Remark 4.6. To achieve linear convergence in Theorem 4.1 the size of the patches for the localization should be chosen proportional to log H −1 , i.e. k = c log(H −1 ) for some constant c.
Numerical Experiment
In this section we perform two numerical experiments to test the convergence rate obtained in Theorem 4.1. The first experiment shows that linear convergence is obtained, in the H 1 -norm, for a problem with multiscale data. The second experiment shows that the locking effect is reduced for a problem with high value of λ. We refer to [10] for a discussion on how to implement this type of generalized finite elements efficiently.
We consider an isotropic medium, see Remark 2.1, on the unit square in R 2 . Recall that the stress tensor in the isotropic case takes the form In the first experiment, we test the convergence on two different setups for the Lamé coefficients, one with multiscale features, and one with constant coefficients µ = λ = 1. For the problem with multiscale features we choose µ and λ to be discontinuous on a Cartesian grid of size 2 For the numerical approximations we discretize the domain with a uniform triangulation. The reference solution u h in (3.1) is computed using a mesh of size h = √ 2 · 2 −6 , which is small enough to resolve the multiscale coefficients in Figure In Figure 2 we see that both methods, as expected, show linear convergence for the problem with constant coefficients. For the problem with multiscale coefficients we clearly see the advantages with the generalized finite element method, which shows linear convergence also in this case, while the classical finite element shows far from optimal convergence.
For the second experiment we aim to test the locking effect. We consider a problem from [6] In this experiment we let λ = 10 3 . The discretization of the domain remain the same as in our first example, but the size of the reference mesh is set to h = √ 2·2 −7 which is sufficiently small for u h to be a relatively good approximation, since h < 1/ √ λ. Indeed, using the knowledge of the exact solution we have ∇(I h (u) − u h ) L2(Ω) / ∇I h (u) L2(Ω) ≈ 0.15, where I h is the Lagrangian nodal interpolation onto V h .
The GFEM and the classical P1-FEM solutions are computed for the values H = √ 2 · 2 −1 , ..., √ 2 · 2 −6 . The localization parameter is chosen to be k = 1, 1, 2, 2, 3, 4 which corresponds to k = 0.8 log H −1 . The numerical approximations u ms,k and u H are compared to the reference solution u h and the error is computed using the H 1 -seminorm. The relative errors are plotted in Figure 3 . Clearly, the classical finite element method suffers from locking effects for the coarser mesh sizes. However, the generalized finite element solution shows linear convergence, that is, no locking effect is noted. 
