Looking for intermediate mass black holes in globular clusters using action-based dynamical models by Giunchi, Eric
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Abstract
The aim of this project is to study the structural and kinematic properties of globular
clusters (GCs) by means of novel dynamical models based on analytic distribution functions
(DFs) depending on the action integrals. In particular, we focus on the open question of
presence or absence of intermediate mass black holes (IMBHs) at the center of these systems.
In analogy with galaxies, which host supermassive back holes of mass MBH ∼ 106− 109 M
at their center, we might expect GCs to host central IMBHs with MBH ∼ 102 − 103 M
(Greene, Strader & Ho, 2019).
As discussed in detail in van der Marel & Anderson (2010) and Greene, Strader & Ho
(2019), the existence of IMBHs is still controversial, due to: 1) observational and technical
issues in collecting kinematic tracers, as the typical extent of the region where we might
see the gravitational effects of these BHs is, at best, comparable with the spatial resolution
of current telescope capabilities; 2) mass segregation, which can drag towards the center of
the system both the most massive stars, introducing a gradient in the mass-to-light ratio
M/L, and the stellar-mass remnants to the center, whose cumulative gravitational effects
can mimic the ones of an IMBH; 3) black hole-anisotropy degeneracy, which can be broken
considering proper motions or with a high statistics in the central region; 4) uncertainties
in the determination of the center of the GC, which can bias surface brightness and line-
of-sight velocity dispersion profiles, leading to wrong inferences on the presence and mass
of the IMBH.
In this Thesis, we use a novel family of DFs to produce dynamical models of simulated
observations of GCs (mocks) by the 5-th Gaia Challenge. These mocks are equilibrium
spherical N -body systems, they are generated from DFs and can either have or not a
central IMBH. Dealing with mocks rather than real GCs allows us to test the efficiency of
our dynamical models and to explore how much statistics we need to constrain the existence
of an IMBH in an ideal GC, whose characteristics and parameters are known a priori.
For a steady-state collisionless system, a DF is a normalizable function of the phase-space
coordinates (x,v) which gives the probability of finding a star at a given point of the phase
space and encodes all the kinematic characteristics of the system itself. By means of the
Jeans (1915) theorems, every equilibrium system can be described by a DF that depends on
the phase-space coordinates (x,v) only through isolating integrals of motion. The actions
J are a special set of integrals of motion: together with their conjugated angles θ, they
form a set of canonical coordinates; furthermore, action-based DFs can easily deal with
multi-component models and can be extended to add rotation and/or flattening (Binney,
2014).
Dynamical models based on f(J) DFs have already been applied in other studies to
model the Milky Way (Sanders & Binney, 2014; Cole & Binney, 2016), dwarf spheroidals
(Pascale et al., 2018) and GCs (Jeffreson et al., 2017; Pascale et al., 2019). The analytic
f(J) DF we use is the one introduced by Pascale et al. (2018). The DF depends on
very few free parameters and, in the absence of other components, it produces anisotropic
spherical systems with a density distribution with a core of constant density in the center
and exponentially truncated in the outer parts.
CONTENTS
We selected four mock GCs, which mainly differ in the number of stars and in the
mass of the central IMBH. For each mock we compute the binned stellar projected number
density Σ?(R), we discuss the dependence of the line-of-sight velocity dispersion profile
σlos(R) on the binning, we produce a realistic profile and we assign to the profiles realistic
uncertainties. We compare them through χ2 fitting with the ones derived from the DF-
based models and test the models. The observables of the models are computed using
the software package AGAMA1 (Action-based Galaxy Models Architecture; Vasiliev 2019).
Exploring the parameter space, we infer best fit values and confidence intervals of the free
parameters, including the BH-to-stellar mass fraction µBH, to be compared to the known
input values of the mock.
Our results show that, for what concerns µBH, the true value falls within the 1σ con-
fidence level for the mocks with a total number of particles N ' 103 and within the 2σ
confidence level in the case of N ' 104. Thus, we can trust, for an hypothetical system
of unknown µBH, that the real value of µBH falls within 1σ or 2σ, dependent of the total
number of particles. In the case of the studied mocks: for N ' 104 we get µBH = 0.020+0.012−0.014
when µBH,true = 0.01 (i.e. MBH,true = 10
4 M), and µBH 6 0.020 when µBH,true = 0.001 (i.e.
MBH,true = 10
3 M); for N ' 103 we get µBH 6 0.013 when µBH,true = 0.01, and µBH 6 0.010
when µBH,true = 0.001.
The isotropic velocity distribution of the mocks is reproduced within 1σ in the case of
µBH,true = 0.001 and within 3σ when µBH,true = 0.01. The fact that the model better infers
the velocity distribution of the mock when µBH is smaller can be an indication of the fact
that the adopted DF is not flexible enough, even if this does not affect the ability of the
models to infer the correct BH-to-stellar mass fraction.
The true total mass of the system M?,true = 10
6 M falls within 1σ in case of N ' 104,
while it is at most within 2σ for the mocks with N ' 103. Thus, we can trust that, for a
system of unknown total mass, the real value of M? falls within 1σ if N ' 104 or within 2σ
if N ' 103. Therefore, the inferred total masses for the studied mocks are the following.
If N ' 104, log(M?/M) = 6.002+0.003−0.003 when µBH,true = 0.01 and log(M?/M) = 6.000+0.005−0.005
when µBH,true = 0.001. If N ' 103, log(M?/M) = 6.03+0.0083−0.008 when µBH,true = 0.01 and
log(M?/M) = 5.955
+0.050
−0.055 when µBH,true = 0.001.
Before applying the method developed in this Thesis to real GCs, in the near future
we plan to perform more detailed model-data comparison (for instance including individual
velocity measurements and/or proper motions of stars), which should significantly improve
our ability to constrain the mass of the IMBH.
1https://github.com/GalacticDynamics-Oxford/Agama
Riassunto del progetto di Tesi in lingua italiana
L’obiettivo di questo progetto è studiare le proprietà strutturali e cinematiche degli
ammassi globulari (GCs) per mezzo di nuovi modelli dinamici basati su funzioni di dis-
tribuzione (DFs) analitiche dipendenti dagli integrali azione. In particolare, ci concentri-
amo sulla questione ancora aperta della presenza o meno di buchi neri di massa intermedia
(IMBHs) al centro di questi sistemi. In analogia con le galassie, che ospitano nei loro centri
buchi neri supermassicci di massa MBH ∼ 106 − 109 M, possiamo aspettarci che nei GCs
risiedano IMBHs aventi MBH ∼ 102 − 103 M (Greene, Strader & Ho, 2019).
Come discusso in dettaglio da van der Marel & Anderson (2010) e Greene, Strader & Ho
(2019), l’esistenza degli IMBHs è ancora controversa, a causa di: 1) difficoltà strumentali
e osservative nel raccogliere i dati sui traccianti cinematici, in quanto l’estensione tipica
della regione dove ci si potrebbe aspettare di avere evidenze degli effetti gravitazionali
di un ipotetico IMBH sono, nei migliori dei casi, comparabili con la risoluzione spaziale
dei telescopi moderni; 2) segregazione di massa, un processo che tende a portare verso il
centro del sistema sia le stelle più massicce, introducendo un gradiente nel rapporto massa-
luminosità M/L, sia remnant di stelle massicce (come buchi neri stellari o stelle di neutroni),
che potrebero riprodurre gli stessi effetti gravitazionali di un IMBH; 3) degenerazione massa-
anisotropia, che può essere rotta prendendo in considerazione anche i moti propri delle stelle
o avendo a disposizione un’elevata quantità di dati nelle regioni centrali; 4) incertezze nella
determinazione del centro del GC, che possono alterare i profili di brillanza superficiale e di
dispersione di velocità lungo la linea di vista, portando a conclusioni errate circa la presenza
o meno di un IMBH.
In questa Tesi verrà utilizzata una nuova famiglia di DFs, al fine di generare modelli
dinamici da applicare a una serie di osservazioni simulate di GCs (mock) distribuite dalla
5-th Gaia Challenge. Questi mock sono sistemi sferici N -body all’equilibrio, sono generati
anch’essi da DFs e possono includere al loro centro un IMBH. Trattando i mock, di cui
conosciamo a priori tutte le caratteristiche, anziché sistemi reali, abbiamo la possibilità di
verificare l’efficienza dei nostri modelli dinamici e di studiare quanta statistica sia necessaria
per avere forti vincoli sulla presenza di un IMBH al centro di un GC ideale.
Per un sistema non collisionale e stazionario, una DF è una funzione normalizzabile
nelle coordinate (x,v) dello spazio delle fasi, che fornisce la probabilità di trovare una
stella in un determinato punto dello spazio delle fasi e che determina univocamente tutte
le proprietà cinematiche del sistema. Per mezzo dei teoremi di Jeans (Jeans, 1915), ogni
sitema all’equilibrio può essere descritto da una DF dipendente dalle coordinate (x,v) nello
spazio delle fasi solo tramite integrali primi del moto. Le azioni J sono un set particolare di
integrali del moto: insieme alle loro coordinate coniugate θ, formano un set di coordinate
canoniche; inoltre, DFs dipendenti dalle azioni possono essere ottimamente utilizzate nella
costruzione di modelli a più componenti, e possono essere estese per includere rotazione e/o
schiacciamento (Binney, 2014).
Modelli dinamici basati sulle DFs dipendenti dalle azioni f(J) sono stati già applicati
in altri studi, al fine di descrivere la Via Lattea (Sanders & Binney, 2014; Cole & Binney,
2016), le galassie nane sferoidali (Pascale et al., 2018) e i GCs (Jeffreson et al., 2017; Pascale
et al., 2019). La DF analitica f(J) qui utilizzata è quella introdotta da Pascale et al. (2018).
La DF dipende da pochi parametri liberi e, in assenza di altre componenti, produce sistemi
sferici anisotropi con una distribuzione di densià avente un core di densità costante al centro
e un troncamento esponenziale nelle regioni più esterne.
Per questa Tesi abbiamo selezionato quattro mock, che differiscono principalmente nel
numero di stelle e nella massa dell’IMBH. Per ogni mock viene costruito un profilo di
densità numerica proiettata Σ?(R) raggruppando in bin i dati simulati, viene discussa la
dipendenza dal binning del profilo di dispersione di velocità lungo la linea di vista σlos,
e vengono generati dei profili a cui vengono assegnati incertezze realistiche. Tali profili
vengono confrontati con quelli ottenuti dai modelli basati su DFs tramite la tecnica del χ2.
Le osservabili dei modelli vengono calcolate tramite il pacchetto software AGAMA (Action-
based Galaxy Models Architecture; Vasiliev 2019). Esplorando lo spazio dei parametri,
vengono individuati i valori di best fit dei parametri liberi del sistema, inclusa la frazione in
massa del BH rispetto alla massa stellare del sistema µBH, da confrontare con i reali valori
con cui sono stati costruiti i mock.
I nostri risultati mostrano che, per quanto concerne µBH, il valore reale cade entro
l’intervallo di confidenza 1σ per i mock aventi un numero totale di stelle N ' 103, ed entro
il livello di confidenza 2σ nel caso di N ' 104. Di conseguenza, possiamo inferire che, per un
sistema ipotetico con µBH sconosciuto, il valore reale di µBH cada entro 1σ o 2σ a seconda
del numero totale di particelle. Nel caso dei mock in esame: per N ' 104 otteniamo
µBH = 0.020
+0.012
−0.014 quando µBH,true = 0.01 (per cui MBH,true = 10
4 M), e µBH 6 0.020
quando µBH,true = 0.001 (corrispondente a MBH,true = 10
3 M); per N ' 103 troviamo
µBH 6 0.013 quando µBH,true = 0.01, e µBH 6 0.010 quando µBH,true = 0.001.
La distribuzione di velocità isotropa dei mock è riprodotta entro 1σ nel caso di µBH,true =
0.001 ed entro 3σ per µBH,true = 0.01. Il fatto che il modello riproduca meglio la distribuzione
di velocità del mock quando µBH è più piccolo può essere un’indicazione del fatto che la
DF utilizzata non sia abbastanza flessibile, benché ciò non infici la capacità dei modelli
di inferire correttamente il valore della frazione in massa del BH. La massa totale vera
del sistema M?,true = 10
6 M cade entro 1σ nel caso di N ' 104, mentre è al massimo
entro 2σ per i mock aventi N ' 103. Possiamo quindi asserire che, per un sistema di
massa sconosciuta, il valore reale di M? cada entro 1σ se N ' 104 o entro 2σ se N ' 103.
Conseguentemente, i risultati ottenuti per le masse totali dei mock sono i seguenti: se
N ' 104, log(M?/M) = 6.002+0.003−0.003 quando µBH,true = 0.01 e log(M?/M) = 6.000+0.005−0.005
quando µBH,true = 0.001; se N ' 103, log(M?/M) = 6.03+0.0083−0.008 quando µBH,true = 0.01 e
log(M?/M) = 5.955
+0.050
−0.055 quando µBH,true = 0.001.
Prima di procedere con l’applicazione del metodo sviluppato in questa Tesi a GCs reali,
nel prossimo futuro pianifichiamo di effettuare un confronto più dettagliato tra i modelli e
i dati (per esempio includendo le misure individuali e/o i moti propri delle stelle), il che
dovrebbe significativamente migliorare la nostra abilità di inferire la massa dell’IMBH.

Chapter 1
Globular clusters and intermediate
mass black holes
The aim of this Thesis is to test the ability of a new family of dynamical models based
on analytic distribution functions depending on the action integrals to infer the presence
of intermediate mass black holes (IMBHs) in globular clusters (GCs). In this Chapter we
give a brief introduction to GCs and IMBHs.
In Section 1.1 we focus on the general properties and dynamical processes that char-
acterize GCs (Sections 1.1.1, 1.1.2 and 1.1.3), together with the observational techniques
typically used to study them (Section 1.1.4). Section 1.2 is dedicated to IMBHs, we explain
the reasons why we may expect to find IMBHs in the center of GCs, we discuss how they
influence the main dynamical and structural properties of a GC (Section 1.2.1), we present
other phenomena mimicing the effects of an IMBH (Section 1.2.2) and some of the latest
results regarding their putative presence in GCs (Section 1.2.3).
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1.1 Globular clusters
1.1.1 Stellar populations
Globular clusters (GCs) are nearly spherical stellar systems, with masses∼ 104−106 M,
generally populated by ∼ 104−106 stars with intermediate to old ages. They do not contain
significant amounts of gas, dust or dark matter, and their typical luminosity ranges from
∼ 104 to ∼ 106 L(Binney & Merrifield, 1998). Our Galaxy hosts about 150 GCs, while
M31 about 460 (Barmby & Huchra, 2001), and the analysis of their main-sequence turn-off
shows ages typically between 10 and 13 Gyr (see Figure 1.2, Section 1.1.4 and Carroll &
Ostlie 1996). As an example of GC, in Figure 1.1 we show an image of 47 Tucanae.
Figure 1.1: Image of the GC 47 Tucanae, taken by the ESO telescope VISTA (Visible and Infrared Survey
Telescope for Astronomy). Credits: ESO/M.-R. Cioni/VISTA Magellanic Cloud survey. Acknowledgments:
Cambridge Astronomical Survey Unit.
Given that the stars of a GC have similiar metallicity as well as similar age, its stellar
population can be approximately modelled as a simple stellar population (SSP), i.e. a single
generation of stars formed simultaneously in a burst of star formation. SSP models require
three main components: a set of isochrones, a stellar library and an assumption about the
stellar initial mass function (IMF). Isochrones predict the evolution of the color-magnitude
diagram (CMD), i.e. the flux of each star in a chosen photometric filter as a function of the
color index (see Section 1.1.4), of a coeval stellar population on the basis of ages, chemical
compositions and masses of the stars, predicting their effective surface gravity, temperature
and luminosity. The isochrones are then populated with stars on the basis of the adopted
IMF, which determines the fraction of stars with a given mass. The stellar libraries quantify
the spectra of stars given their age and metallicity. However, there is today much evidence
that some GCs are more consistent with multiple stellar populations, that are combinations
of SSP with different ages (Bastian & Lardo, 2018). In Figure 1.2 we show the CMD of the
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GC M13, in which all the main evolutionary stages populated in a typical CMD are shown,
including the main-sequence turn-off.
Figure 1.2: I: colour-magnitude diagram (CMD) of the Milky Way GC M13. The main features of the
CMD are indicated: main-sequence (MS), main-sequence turn-off (MSTO), subgiant branch (SGB), red
giant branch (RGB), asymptotic giant branch (AGB), red-side horizontal branch (RHB), RR Lyrae variables
(RR), blue horizontal branch (BHB), extreme blue horizontal branch (EBHB), blue stragglers (BS) and
white dwarfs (WDs). Figure from Beasley (2020).
Typically, the GCs considered as metal-rich have abundances Z ∼ 1/3−1/10Z, where
Z is the solar metallicity, while the metal-poor clusters have abundances Z ∼ 1/300Z
(Sparke & Gallagher, 2007). The metallicity of GCs seems to correlate with their spatial
and orbital distribution in the Milky Way (hereafter MW; Zinn 1985). As shown in Figure
1.3, the system of GCs having [Fe/H] . −1 (80% of all the GCs of the MW) tends to
populate the Galactic stellar halo with a spherical distribution, has no net rotation and is
dominated by eccentric orbits. The system of metal-rich GCs with [Fe/H] & −1 consists
of a flattened, highly rotating distribution of GCs (20% of all the Galactic GCs) orbiting
near the disk and the bulge of the MW. The mean metallicities of these two populations
are 〈[Fe/H]〉 ' −1.6 and 〈[Fe/H]〉 ' −0.6, respectively (Meylan & Heggie 1997). Also local
dwarf satellites of the MW, such as the Magellanic Clouds and Fornax, are known to host
GCs.
Since the metallicity is almost the same for all the stars belonging to a GC, it is thought
that GCs experienced a fast star formation in the early phases of the cosmic history, in
which they formed the bulk of their stellar mass (Binney & Tremaine, 2008). Afterwards,
supernovae (mostly type II) feedback caused by the first stellar population quenched the star
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formation ejecting the gas out of the system, whose gravitational attraction was insufficient
to retain it, and avoiding the formation of new stars.
Figure 1.3: Top panel: the altitude above the disk plane |Z| as a function of the metallicity [Fe/H] of 112
Galactic GCs of known heliocentric distance. Notice that there are no clusters within 20 kpc< |Z| < 37
kpc and that the |Z| distribution changes suddenly at [Fe/H] ∼ 1. The bottom panel is a histogram of the
metallicity distribution considering the 112 GC of the top panel, showing the bimodal distributions in both
the Galactic altitude and the metallicity distributions. Figure from Zinn (1985).
1.1.2 Structural and dynamical properties of GCs
GCs appear almost circularly symmetric, with an average axis ratio of q = 0.93± 0.011
(White & Shawl, 1987). GCs are supported against gravity mainly by the disordered
kinetic energy of their stars, as it is inferred by measurements of their line-of-sight velocity
dispersions (Tabel 1.1). They also may have net rotation. To make an example, ω Centauri,
a cluster located approximately 5 kpc away from the Sun in the direction of the bulge, has
an axial ratio q = 0.78± 0.03 and an average rotation speed of Vrot ∼ 8 km/s (van de Ven
et al., 2006). Another example is NGC 6388, which is almost spherical (q = 0.99; Harris
1996) but rotates at a speed Vrot ' 8.5 km/s in the inner regions, and at Vrot ' 3 km/s in
the outer regions (Lanzoni et al., 2013).
As we will discuss in the next Chapter, GCs have relaxation times larger than their
ages. This means that the internal dynamics of a GC evolves on relatively short timescales.
1The axis ratio q is defined as the semi-minor to semi-major axes ratio.
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Cluster d (kpc) [Fe/H] MV (mag) rc (pc) rt (pc) σlos (km/s)
NGC 5139 ω Cen 5.2 −1.6 −10.2 4 70 20
NGC 104 47 Tuc 4.5 −0.71 −9.5 0.5 50 11
NGC 7078 M15 10.8 −2.15 −9.3 < 0.01 85 12
NGC 6341 M92 8.5 −2.15 −8.3 0.5 35 5
NGC 7099 M30 9.1 −2.13 −7.6 < 0.1 45 5
NGC 6121 M4 1.73 −1.2 −7.2 0.5 25 4
Pal 13 24.3 −1.9 −3.8 0.5 > 50 0.6− 0.9
NGC 1049 Fornax 3 140 −2 −7.8 1.6 > 50 9
Table 1.1: A list of GCs of the Milky Way, and one of the Fornax dSph (Sparke & Gallagher, 2007). From
the left-hand to the right-hand column: name of the GC (Cluster), heliocentric distance (d), iron abundance
([Fe/H]), absolute magnitude in V band (MV ), core radius (rc, see Section 1.1.2), truncation radius (rt,
see Section 1.1.2), line-of-sight velocity dispersion (σr, equation 2.2.21).
In such conditions, the interactions between the stars of a GC are very efficient and trigger
processes that will eventually modify the kinematics and structure of GCs.
At first the system develops an isotropic velocity distribution (see Section 2.2.4) that
tends to the Maxwellian distribution
f(v) dv = 4π
(
1
2πσ2
)3/2
v2e−
v2
2σ2 dv, (1.1.1)
where σ2 is the velocity dispersion. A spherical system with position-independent veloc-
ity dispersion is known as isothermal sphere (Binney & Tremaine, 2008). The density
distribution of the isothermal sphere, which does not have analytic expression, is almost
flat within the so-called core radius rc = [9K/(4πGρc)]
1/2, where ρc is the central stellar
density of the GC and K is a characteristic gravitational potential scale. Typically, rc ' 5
pc for GCs. The isothermal sphere has infinite mass. A simple analytic model often used to
approximately describe the density distribution of the isothermal sphere is the modified
Hubble profile (Binney & Tremaine, 2008)
ρ(r) =
ρ0[
1 +
(
r
r0
)2]3/2 , (1.1.2)
where r0 and ρ0 are a characteristic scale radius and a reference density, respectively. In
GCs, r0 ' rc. About the 80 − 85% of the actually discovered GCs are well described by
such profile (Djorgovski & King, 1986). However, GCs with an infinite mass are unrealistic:
they are not isolated systems, and they orbit within the gravitational field of their host
galaxy (e.g. the MW), which, over long timescales, strips the GC outermosts, less bound
stars. That is why equation 1.1.2 is often modified by the introduction of the so-called
truncation (or tidal) radius rt. For radii larger than rt, the density profile drops to zero
more steeply than in equation 1.1.2 and the mass becomes finite. The typical value of GCs
truncation radii is rt ≈ 30 pc.
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In addition to the core radius, it is useful to define the half-light radius, that is the
radius of the sphere containing half of the system total luminosity. To make a comparison,
dwarf spheroidal galaxies (dSphs) have a typical half-light radius ∼ 300 pc, while the typical
half-light radius of a GC is of the same order of magnitude of the core radius (Binney &
Tremaine, 2008). Since the luminosities of GCs and dSphs are similar, GCs have a much
higher average surface brightness. The central density of GCs is extremely high, about
104 M/pc
3 (in the solar neighbourhood it is about 0.5 M/pc
3). Indeed, in Figure 1.4
we show the central surface brightness in V band against the absolute magnitude in V
band of the most common stellar systems. Despite their low luminosity, the central surface
brightness of GCs is of the same order of magnitude of that of early-type galaxies.
Figure 1.4: Central surface brightness in V band against the absolute magnitude in V band of many stellar
systems. Figure by Cimatti, Fraternali & Nipoti (2019).
1.1.3 Dynamical evolution of GCs
In a system with a Maxwellian velocity distribution (equation 1.1.1), the energy is
equally distributed among all the particles, by means of a process called energy equipar-
tition (Meylan & Heggie, 1997). As all the stars of such a system tend to have the same
kinetic energy,
miv2i = mjv
2
j , (1.1.3)
where mi/j and v2i/j are the mass and the mean squared velocity of the i/j-th star. In the
case of a system with stars of different masses, if for instance mi > mj, the above equation
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implies
v2i < v
2
j . (1.1.4)
Therefore, as the system tends to the equilibrium, massive stars slow down and migrate
towards the center of the system, while lighter stars increase their velocities moving at
larger distances.
Due to energy equipartition, it is possible that, among the low mass stars, some of
them gain a velocity exceeding the system escape velocity vesc =
√
2Φ?(x), where Φ?(x) is
the gravitational potential. On sufficiently long timescales, these stars will eventually be
expelled from the GC. The more the GC loses stars, the more it contracts due to the loss of
kinetic energy. Assuming that the systems remains close to equilibrium, the Virial theorem
implies
K =
|W |
2
, (1.1.5)
where K is the kinetic energy of the system and W the potential energy. The total energy
of the system E = K + W = K − |W | is conserved. Let Ei, Ki and Wi be the GC initial
total, kinetic and potential energies, respectively. The loss of a fraction of kinetic energy
dK = −|dK| < 0 leads the system off equilibrium and to a decrease of the final energy
Ef = Ei + dE = Ei − |dK| < Ei. When the GC recovers equilibrium, then the virial
theorem will apply to the the final configuration as well, leading to{
Ef = Ki + dK − |Wi| = Kf − |Wf |,
Kf =
|Wf |
2
.
(1.1.6)
The first equation in 1.1.6 can be rewritten as
Wf = Wi − 2|dK| < Wi, (1.1.7)
or
Kf = Ki + |dK| > Ki. (1.1.8)
In conclusion, losing energy makes the system more bound, as its potential energy becomes
more negative by 2 |dK|. On the contrary, its final kinetic energy is higher by an amount
|dK|. This prosess is called gravothermal catastrophe: the more the GC loses energy,
the more it contracts. The more it contracts, the more it loses energy, in a runaway process
that can eventually dissolve the GC (evaporation).
As GCs are populated by stars of different masses, another process that drives their
dynamical evolution is the dynamical friction (Chandrasekhar, 1943). A massive star
with mass mt and velocity vt is decelerated by lighter stars with mass m and it sinks
towards the center of the system. The process occurs over a timescale (Alessandrini et al.,
2014)
tDF(r) =
v3t (r)
4πG2n(r)m(m+mt)φ(vt) ln Λ
, (1.1.9)
where n(r) is the number density of the lighter particles, φ(r) is the fraction of stars slower
than vt and ln Λ is the Coulomb logarithm (for details, see equation 2.1.7). Equation 1.1.9
depends on n−1, thus dynamical friction is more efficient in the core of the GC rather than
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in the outskirts. Also, the higher mt, the more efficient the dynamical friction. This is why
black holes and neutron stars are expected to be in the innermost regions of GCs, being
the remnants of stars with masses M & 8 M, which are likely to sink quickly towards the
center of the GC.
Dynamical friction drives the mass segregation (Meylan & Heggie, 1997). Massive
stars sink towards the center of the system faster than less massive stars, causing an increase
in the relative fraction of massive stars in the center. Mass segregation is an important
proxy of the dynamical state of the system: if the dynamical friction had enough time to
act, then the GC will be more mass segregated and dynamically evolved. Notice that mass
segregation is different from energy equipartition: a system formed by stars of identical
mass, for example, cannot segregate mass, but can reach the thermal equilibrium in any
case. As more massive stars lose more and more kinetic energy in favour of lighter stars,
the core becomes denser, with a steepening in the inner regions of the density profile
(ρ ∝ r−1 − r−0.8 for r → 0) (Meylan & Heggie, 1997). GCs with such profiles are called
core collapsed. The core collapse can, theoretically, cause a singularity in the density
profile. Today it is thought that this runaway process is quenched by hard binary systems
through three-body encounters. A three-body encounter occurs when a single external
star approaches close enough to a a binary system to exchange energy with it. Depending
on the orbital parameters of the encounter (Heggie, 1975):
1. the binary shrinks, losing energy in favour of the external star, which gains recoil
velocity;
2. the binary expands, taking energy from the external star, which loses kinetic energy;
3. if the external star is more massive than one of the stars of the binary system, it can
take its place, increasing the binding energy of the binary;
4. if the external star speed is high enough, the binary can be ionized (the two stars of
the binary become unbound).
For instance, simulations by Gao et al. (1991) showed that when a binary encounters
a single star, it can use its binding energy to kick the external star outward, quenching
core collapse. Moreover, simulations show also that the core of a GC can undergo several
contractions and expansions: this process is called gravothermal oscillation. Finally,
note that massive stars sink over eccentric orbits, which causes the radial velocity dispersion
σr to increase (see Section 2.2.4) and the velocity distribution of the stars to become radially
biased.
The last process we briefly examine is called Spitzer instability. According to Spitzer
(1969), in a two-component system formed with heavy and light stars of masses m1 and
m2, respectively, equipartition is possible only if the mass fraction in heavy particles is
smaller than a critical value: M2/M1 . 0.16(m1/m2)3/2, where M1 and M2 are the total
masses in stars of mass m1 and m2, respectively. If the total mass of heavy stars is high
enough with respect of that of light stars, energy equipartition is not possible, and the
high-mass stars form a sub-cluster dynamically decoupled from the low-mass stars. This
sub-cluster continues to contract until all the massive stars eject each other or collapse into
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single object. This last scenario can be a formation path for intermediate mass balck
holes (IMBHs), even though which of the two process (ejection or collapse) dominates is
still an open question. Holley-Bockelmann et al. (2008) and Fragione, Ginsburg & Kocsis
(2018) showed through simulations and semi-analytic models that the gravitational waves
emission by black-hole (BH) binaries cause the resulting IMBHs to be ejected in most cases.
On the contrary, Breen & Heggie (2013) obtained opposite results, with a high probability
for GCs to retain their IMBHs.
1.1.4 Photometric and spectroscopic observations of GCs
We can divide the observables that can be obtained from GCs in two categories: photo-
metric and spectroscopic. While photometry provides the integrated emission of the stars
of the GC in a specific band, spectroscopy provides spectra, i.e. the flux as a function of
the wavelength of the radiation emitted by the target.
From photometry it is possible to collect information (for example position and flux)
of a large number of stars at once, when the system is resolved. Also, comparing obser-
vations taken for the same target at different times, it is possible to obtain the proper
motions of stars (hereafter PMs, i.e. the target angular velocity on the plane of the sky).
Considering the average distance of GCs (≈ 10 kpc), PMs of GC stars can be obtained
with a baseline between two observations longer than 2 years (van der Marel & Anderson,
2010). Furthermore, having observations of resolved stars of the same target in at least two
different photometric filters allows one to build the CMD of the observed stars (Section
1.1.1). CMDs are essential to obtain metallicity and age of the GC stellar populations. If
the stars are too crowded to be resolved, photometry is not able to provide star fluxes and
positions, thus neither PMs and CMDs. An issue related to photometric observations is the
saturation of the pixels of a CCD, which occurs when the number of photons hitting a pixel
is too high. Saturation usually occurs when observing bright stars for long exposure times.
In conclusion, it is necessary to tune the integration time in order to be able to resolve as
many stars as possible or, alternatively, take many different images with different exposure
times.
In case of resolved stellar populations as in a local GC, the spectra can provide for each
star the spectral class, the metallicity, and the line-of-sight velocity from the shift of the lines
with respect of the expected wavelength, as a consequence of Doppler effect. In the case of
spectra of unresolved regions of the GC, the information is integrated along the line of sight,
therefore it is possible to obtain the average spectral class and metallicity of the stars of that
region, together with the rotation velocity and the line-of-sight velocity dispersion of the
system at that point (equation 2.2.25 and 2.2.27). When doing spectroscopic observations
of regions of the GC in which it is impossible to resolve stars, few bright stars can dominate
the emissin from that location (shot noise bias; Lützgendorf et al. 2011a; Lanzoni et al.
2013; Lützgendorf et al. 2015). The bright stars overcome faint stars, and the broadening
of the lines of the resulting spectrum is not a reliable measure of the line-of-sight velocity
dispersion.
An issue arising with both spectroscopy and photometry is the necessity to remove field
stars from the sample. In the case of GCs one can exploit that all the stars of a GC have
similar metallicity (Section 1.1.1). Thus, stars having line-of-sight velocities or metallicities
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way too large than those expected from the systemic velocity or the average metallicity of
that GC are usually rejected (Lanzoni et al., 2013).
1.2 Intermediate mass black holes
IMBHs are usually defined as black holes with masses in the range between 100 M
and 105 M (Greene, Strader & Ho, 2019). We have observational compelling evidence of
BHs with masses lower than 100 M, which are called stellar BHs, and with masses higher
than 105 M, the so-called supermassive black holes (SMBHs). IMBHs are the natural
link between stellar and supermassive BHs, for which, however, there is essentially no
substantial evidence. The least massive stellar BHs are remnants of supernovae explosions
caused by stars with masses higher than 8 M at the end of their life. Instead, it is believed
that the most massive stellar BHs are formed via merging of the least massive ones in
high density environments. They have been detected in our Galaxy by means of micro-
quasar emission and, in the last few years, by gravitational waves emission produced by
binary systems made of two BHs or by a BH and a neutron star. There is evidence that
SMBHs are the engines of Active Galactic Nuclei (AGN) and that they reside at the center
of the great majority of the galaxies in the Universe (in general in elliptical galaxies or
in bulges of spirals). The most direct evidence for the existence of a SMBH has been
recently provided by the Event Horizon Telescope Collaboration (Event Horizon Telescope
Collaboration et al., 2019), which was able to get the image of the radio emission of the gas
in the innermost stable orbit of the SMBH of M87 (measuring a BH mass ∼ 6.5× 109 M),
by means of a huge interferometric web of radiotelescopes. The extremely high masses of
SMBHs seem to be the result of the accretion of gas, stars and other BHs, started during
the early phases of the Universe.
The mass of the central SMBH MBH is found to correlate with the stellar mass of the
bulge of the host galaxy (Magorrian et al., 1998). Similar relations are found between MBH
and the stellar mass or stellar velocity of the host galaxy in the form
log MBH = α + β log
(
x
x0
)
, (1.2.1)
where α and β are the intercept and slope of the relation, respectively, while x can be both
the stellar mass of the host galaxy M∗ or the line-of-sight velocity dispersion of its stars σ?,
with x0 a reference value. Greene, Strader & Ho (2019) provide
log MBH = (7.87± 0.06) + (1.25± 0.23) log
(
σ?
160 km/s
)
,
log MBH = (7.45± 0.09) + (1.61± 0.12) log
(
M?
3 · 1010 M
)
,
(1.2.2)
The above relations have been calibrated using a sample of SMBHs of both early-type
and late-type galaxies from previous works (see Greene, Strader & Ho 2019 and references
therein). In particular, as shown in Figure 1.5, the relationship MBH − M? for late-type
galaxies has a comparable slope, but lower normalization, than the same relationship for
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early-type galaxies. Extrapolating the relationship to the typical velocity dispersions of
GCs (≈ 10 − 30 km/s), the expected mass for a BH in the center of a GC is in the range
102−104 M. Thus, it is reasonable to think that GCs are good candidates to host IMBHs.
Figure 1.5: Left panel: relationship between the mass of the BH MBH and the stellar mass of the host
system M∗ for early-type (red circles), late-type (blue squares), and upper limits (blue triangles). The red,
blue and grey band correspond to the fit of equation 1.2.2 considering early-type galaxies, late-type galaxies
and the full sample, respectively. Right panel: same as the left panel, but for MBH versus σ∗. Here, the
sample of AGNs from Xiao et al. 2011 (grey dots) is included, too. Figure from Greene, Strader & Ho
(2019).
1.2.1 Looking for observational evidences of IMBHs
Since GCs are systems almost free from gas, detecting X-ray activity due to the gas
accretion onto the BH should be extremely rare. Nonetheless, some GCs are characterized
by the X-ray emission of the so-called Ultra-luminous X-ray sources (ULXs), which may be
associated to the emission of gas accreting onto a BH. However, their spectra are inconsistent
with those observed for Galactic stellar-mass black holes scaled to the IMBH mass regime.
Instead, since they show features consistent with super-Eddington accretion, today it is
believed that the emission of ULXs is caused by stellar-mass BHs emitting at a super-
Eddington regime (Kaaret, Feng & Roberts, 2017).
A promising method to detect IMBHs is the study of the dynamical effects of IMBH
on the stars in the innermost region of a GC, where the gravitational field of the IMBH
is stronger than the one generated by the local stars. The observation of extremely high-
velocity stars can be associated to the kick of a binary system including an IMBH, as
described in 1.1.3. Other possible signatures of a central IMBH, in GCs, are a steep
central line-of-sight stellar velocity dispersion profile (Noyola et al., 2010; van der Marel &
Anderson, 2010; Pascale et al., 2019) and a mild cusp in the central stellar projected density
profile Σ?(R), with γ ≡ d log Σ?/d logR ∈ [−0.2,−0.3] (Lanzoni et al., 2007). Moreover,
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observing quenched mass segregation and core collapse may be a proxy of the presence of
a binary system including an IMBH (Section 1.1.3).
All these features can be detected only if the resolution of the instruments used to
observe GCs is sufficiently high to probe the regions of the GC in which the gravity of the
IMBH dominates. The extent of this region is measured by means of the so-called radius
of influence of the IMBH Rinfl (Binney & Tremaine, 2008), such that
σlos(Rinfl) =
(
GMBH
Rinfl
)1/2
, (1.2.3)
where σlos(Rinfl) is the stellar line-of-sight velocity dispersion at the radius of influence, G is
the gravitational constant and MBH is the mass of the BH. Alternatively, Greene, Strader
& Ho (2019) adopted the different formula
Rinfl(pc) ≈ 0.0043 (MBH/M)(σlos/km s−1)−2, (1.2.4)
where σlos is the typical line-of-sight velocity dispersion of the GC. Assuming as typical
GCs line-of-sight velocity dispersion σlos ≈ 15 km/s and given an expected IMBH mass
MBH ≈ 103 M, equation 1.2.4 provides an expected radius of influence Rinfl ' 0.02 pc.
Taking for instance the reference distance of 7 kpc, Rinfl corresponds to an angular size
of θinfl ≈ 0.6′′, which is at the limit of the angular resolution for the current instruments.
Moreover, the central regions of GCs are extremely crowded, which makes it very difficult
to resolve single stars in these regions. Thus, observing within the sphere of influence of
an IMBH in a GC is complicated and it requires high-quality spectroscopy and resolved
photometry. Also, even if a good sample of data is available, many phenomena can mimic
the typical effects of an IMBH, as we shall discuss in the following Section.
1.2.2 Constraining the masses of IMBHs in GCs
The dynamical fingerprints that an IMBH leaves on the stars at the center of a GC is
degenerate with a large number of effects.
At first mass-anisotropy degeneracy. A high central line-of-sight velocity disper-
sion can be due to radial anisotropy in the central velocity distribution as well as by a
central IMBH. An example is the study of the putative SMBH in the center of the galaxy
M87. Sargent et al. (1978) found out evidence of the existence of such SMBH assuming
an isotropic velocity distribution, while Binney & Mamon (1982) showed that assuming
a reasonable radially biased velocity distribution made the SMBH unnecessary. To break
the mass-anisotropy degeneracy in resolved stellar populations, including PMs in the anal-
ysis may become essential, as the three-dimensional information on the velocity becomes
available, so that the anisotropy is uniquely determined.
In Section 1.1.3 we showed how dynamical friction and energy equipartition cause high-
mass stars to sink towards the center of the GC. Since the stellar luminosity of main-
sequence stars are approximately related to the stellar mass by the non linear law L ∝M3
(Salaris & Cassisi, 2005), high-mass stars have a higher mass-to-light ratio M/L than lighter
stars. This is still true also when considering that the higher the mass of the star, the faster
its evolution and the reaching of the red giant evolutionary stage, that further increases
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the luminosity of the star. As a consequence, the mass-to-light ratio is likely not to be
constant throughout a GC and it is generally expected to be lower in its central parts.
This effect should be taken into account when converting a surface brightness profile into
a projected density profile, since a cusp in the surface brightess profile does not imply a
cusp in the projected density profile. In principle, the inner slope in the surface brightness
profiles caused by mass segregation is higher than the one expected for a IMBH (see Section
1.2.1). However, during the pre-collapse phase the surface brightness slope is flatter, and
closer to the typical values caused by IMBHs (Vesperini & Trenti, 2010). Furthermore, a
high fraction of binaries (fbin & 3%) may quench mass segregation so that the slope is kept
lower than expected in the absence of binaries.
Also, IMBHs are not the only possible sources of high-speed stars and mass segregation
quenching. Binary systems of stellar-mass BHs or neutron stars can mimic both these
effects, as explained in Section 1.1.3 (Trenti, Vesperini & Pasquato, 2010), while high-speed
stars can also be field stars in projection in the center of a GC.
The correct evaluation of the position of the center of the GC is essential to properly
build the projected density and line-of-sight velocity dispersion profile. Indeed, misidentify-
ing of the center of the system of even 0.2′′− 0.3′′ leads to wrong inferences on the presence
and mass of the IMBH (Noyola et al., 2010; Anderson & van der Marel, 2010). The center
can be calculated by means of many techniques, for example as the average center of the
isophotes (i.e. curves of constant surface brightness) of the image, or as the point at which
the denisty distribution is the most symmetric (Anderson & van der Marel, 2010).
Finally, a cluster of stellar-mass remnants (stellar-mass BHs and neutron stars) may
mimic the effect of an IMBH on the projected density an line-of-sight velocity dispersion
profiles, at the present available resolution for observations (Mann et al., 2019). Such
remnants would sink in the center of the system due to their high masses, without merging
in a single object. Such a system could form in the first evolutionary stages of GCs and
survive up until now if the relaxation time (Section 2.1) of the host GC is long enough (∼ 1
Gyr; Arca Sedda, Askar & Giersz 2018).
1.2.3 Recent results about IMBHs in GCs
Despite the fact that GCs are the perfect candidates to host IMBHs, until today there
is no clear evidence of the existence of IMBHs in the center of GCs, mostly due to the
aforementioned problems. Some of the most promising candidates are ω Centauri (ω Cen)
and NGC 6388 (Greene, Strader & Ho, 2019).
ω Cen is the most luminous and massive Galactic GC (∼ 106 M), at a distance of ' 5.2
kpc (Table 1.1), which is thought to be the remnant of a dwarf galaxy tidally disrupted by
the tidal field of the MW. Noyola, Gebhardt & Bergmann (2008) and Noyola et al. (2010)
found evidence of a central IMBH of mass MBH ∼ 3−5.2×104 M (depending on the choice
of the center of ω Cen) from line-of-sight kinematic data. Jalali et al. (2012) confirmed these
results, using N -body simulations of ω Cen to reproduce the same surface brightness and
line-of-sight velocity dispersion profiles observed by Noyola, Gebhardt & Bergmann (2008).
This seems to be possible only including an IMBH of mass MBH ≈ 104 M. Anderson & van
der Marel (2010) argued that these results were biased by a wrong evaluation of the center
of the GC. Including also proper motions of ∼ 105 stars (53382 within 2′′) and evaluating a
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new position of the center of ω Cen, in their analysis they found no statistical evidence of an
IMBH, putting an upper limit to the BH mass of ∼ 1.4×104 M. More recently, Baumgardt
(2017) obtained evidence of the presence of an IMBH of ∼ 4×104 M in the center of the GC
ω Centauri from projected density and line-of-sight velocity dispersion profiles. However, a
model with no IMBH is preferable when PMs are considered (Baumgardt et al., 2019).
Also the presence of a putative IMBH in NGC 6388 has been highly debated: Lützgen-
dorf et al. (2011b) and Lützgendorf et al. (2015) found kinematic signatures of an IMBH
of mass MBH = (2.8 ± 0.4) × 104 M by means of light-integrated spectroscopy. Lanzoni
et al. (2013) questioned these results, arguing that light-integrated spectroscopic data can
be biased by a few bright stars (i.e. shot noise bias, see Section 1.1.4). Using resolved-star
spectroscopy, they found no statistical evidence for IMBH, putting an upper limit to the
BH mass of ∼ 2000 M.
For what concerns different detection approaches, the study of emissions by ULXs in
GCs provided only upper limits to the masses of putative IMBHs (Tremou et al., 2018),
while the emission of gravitational waves by BHs merging in IMBHs has been detected
in the late few years. As an example, we cite the recent result by The LIGO Scientific
Collaboration et al. (2020), who detected a merging of 2 BHs forming an IMBH having
mass MBH = 142
+28
−16 M.
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Chapter 2
Dynamical models of GCs with
IMBHs
A GC with negligible interactions with other nearby stellar systems, for example tidal
stripping due to the MW, can be considered in an equilibrium state. Also, over timescales
comparable with the GC relaxation time, the N stars in the system can be approximated
as a smooth density distribution and gravitational field, and we will call the system colli-
sionless. In Section 2.1 we introduce the concept of relaxation time and discuss the limits
of applicability of collisionless models to GCs. In Section 2.2 we focus on the theory of
distribution functions for collisionless systems (Sections 2.2.1, 2.2.2 and 2.2.3) and expose
the properties of some of the most used distribution functions to model GCs (Sections 2.2.4
and 2.2.5). After a brief introduction on action-angle formalism (Section 2.3.1), in Section
2.3 we focus on action-based distribution functions (Section 2.3.2), exploring their pecu-
liarities and introducing the distribution function depending on action that we will adopt
to model GCs throughout this Thesis (Sections 2.3.3 and 2.3.4).
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2.1 The relaxation time
Let us consider a stellar system of N stars of mass m. We try to assess the importance of
the granularity of the system by studying the motion of a subject star, travelling through
the system, as it encounters the other field stars, assumed to be uniformly distributed
within a characteristic radius R. We say that the collisionless approximation holds as
long as the total energy of the subject star does not change significantly as a consequence
of two-body encounters. The timescale over which such energy changes, and thus the
system cannot be considered as collisionless, is called two-body relaxation time (trelax).
Following the treatment of Binney & Tremaine (2008), in this Section we provide an analytic
expression for trelax given a system of N particles.
We assume that the subject star passes through a stationary distribution of field stars
with a velocity v and we calculate the velocity variation δv due to an encounter with one
of the field star, with position vector r with respect to the subject star. In this model
δv ⊥ v, since the acceleration parallel to v averages to zero assuming that the encounter
begins when r ≡ ||r|| → −∞ and ends when r → +∞. Called δv and v the magnitudes of
the deflection δv and the velocity v, respectively, δv is evaluated assuming: δv/v  1; a
straight-line trajectory for the subject star; a perpendicular force F⊥ exerted by the field
star. The assumption of straight-line trajectory breaks down when δv ' v, which occurs
for 90◦ deflection angles and therefore for an impact parameter b . bmin ≡ 2Gm/v2 (see
Figure 2.1).
Figure 2.1: The subject star approaches the field star with a distance vector r and a velocity v. θ is the
angle between r and the direction perpendicular to the trajectory of the subject star, the distance x and
the impact parameter b are the projection of r parallel and perpendicular to the trajectory of the subject
star, respectively. Image taken from Binney & Tremaine (2008).
In the notation of Figure 2.1, we fix t = 0 when x = 0 and find
F⊥ =
Gm2
b2 + x2
cos θ =
Gm2b
(b2 + x2)3/2
=
Gm2
b2
[
1 +
(
vt
b
)2]−3/2
. (2.1.1)
By Newton’s law
mv̇ = F so δv =
1
m
∫ +∞
−∞
dt F⊥, (2.1.2)
leading to
δv =
Gm
b2
∫ +∞
−∞
dt
[1 + (vt/b)2]3/2
=
Gm
bv
∫ +∞
−∞
ds
(1 + s2)3/2
=
2Gm
bv
. (2.1.3)
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Roughly, δv can be described as the acceleration in r = b, exerted for a time duration 2b/v.
The mean projected number density of such a stellar system can be approximated as of
the order N/(πR2), so, when the subject star crosses the stellar system once, it encounters
δn =
N
πR2
2πb db =
2N
R2
b db (2.1.4)
stars with impact parameter between b and b + db. Each of these interactions causes a
deflection δv in the velocity of the subject star, but since these small perturbations are
randomly oriented, the mean deflection is zero. However, after one crossing, the mean-
square variation due to encounters with an impact parameter within the interval [b, b+ db]
is ∑
δv2 ' δv2δn =
(
2Gm
bv
)2
2N
R2
b db 6= 0. (2.1.5)
Integrating equation 2.1.5 over all the impact parameters from bmin to bmax gives the total
mean-square velocity deflection
∆v2 ≡
∫ bmax
bmin
∑
δv2 ' 8N
(
Gm
Rv
)2
ln Λ, (2.1.6)
where
ln Λ ≡ ln
(
bmax
bmin
)
(2.1.7)
is a factor called the Coulomb logarithm. In equations 2.1.6 and 2.1.7 bmax ' R in order
to keep the assumption of homogeneous field stars distribution valid. Then
ln Λ ≡ ln
(
R
bmin
)
, (2.1.8)
where R/bmin  1 in most systems.
Assuming as typical velocity of the subject star that of a particle on a circular orbit at
the edge of the galaxy
v2 ≈ GNm
R
, (2.1.9)
R is substituted in equation 2.1.6 by means of the above equation to obtain the total
deflection-to-velocity ratio after one crossing
∆v2
v2
≈ 8 ln Λ
N
. (2.1.10)
The number of crossings δnrelax needed to have ∆v
2 ≈ v2 is then
δnrelax '
N
8 ln Λ
. (2.1.11)
The relaxation time trelax is the timescale required to cross the system δnrelax times, so, called
tcross = R/v the crossing time, trelax = δnrelaxtcross. Furthermore, since bmin ≡ 2Gm/v2,
we can write Λ ≈ Rv2/(Gm) ≈ N by equation 2.1.9, which leads to
trelax '
0.1N
lnN
tcross (2.1.12)
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In all the stellar systems the dynamics over timescales shorter than trelax is that of a col-
lisionless system, in which the particles feel the gravitational field as if it were generated
by a smooth density distribution. Table 2.1 reports the relaxation time and the lifetime-to-
relaxation time ratio of many system categories, together with the parameters necessary to
compute trelax. We notice that GCs are collisional stellar systems, since the typical lifetime
of a GC is smaller than their relaxation time of at least an order of magnitude. Indeed, as
we discussed in Section 1.1.3, such systems are experiencing processes related to relaxation,
such as mass segregation and energy equipartition. Nonetheless, it is possible model the
dynamical evolution of the GC as a sequence of many stationary collisionless systems, each
over timescales shorter than trelax. In other words, the secular evolution of a GC, due to
collisional effects, can be modelled by assuming that the system evolves through a series
of steady-state solution of the collisionless Bolzmann equation (Section 2.2.1; see Hamilton
et al. 2018).
System N R v (km/s) trelax (yr) tage/trelax
Open cluster 100 2 pc 0.5 107 & 1
Globular cluster 105 4 pc 10 108 & 10
Early type galaxy 1012 10 kpc 200 1017 ∼ 10−7
Table 2.1: From the left-hand to the right-hand column: system category (System); characteristic number
of particles (N); characteristic scale radius (R); relaxation time (trelax); lifetime-to-relaxation time ratio
(tage/trelax). Values from Binney & Tremaine (2008).
2.2 Theory of distribution functions
A collisionless system consisting of N particles can be modelled following the orbits of
all the particles. However, since a typical stellar system (a GC or a galaxy) is composed by
a very large number of particles, such an approach may be impractical and not worthwhile,
and a statistical treatment may be preferred. Thus, following Binney & Tremaine (2008),
we define f(x,v, t) d3x d3v as the probability of finding a randomly chosen star in the six-
dimensional phase-space volume d3x d3v = d6w centered in (x,v) = w at a time t. f is
called distribution function (DF). As a probability density function, f must be such∫
Ω⊆R6
d3xd3vf(x,v, t) = 1, f(x,v, t) > 1 ∀(x,v) ∈ R6, (2.2.1)
The above properties imply that the DF is normalized to unity when integrated over all
the phase space and that it is everywhere a non-negative function. We notice that a DF
can also be normalized in such a way that an integration over all the phase space gives the
total mass of the system or the total number of stars. Unless otherwise specified, for the
entire Thesis we will intend a DF normalized as in equation 2.2.1.
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2.2.1 Collisionless Boltzmann Equation
As the stars move through the phase space, the DF must evolve in time in order to
conserve the “star flux” in the phase space through time. The conservation of this flux is
analogous to the conservation of mass in a fluid, where f resembles a fluid of stars moving
through the phase space at a velocity ẇ, so f must obey to the continuity equation
∂f
∂t
+
6∑
k=1
∂(fẇk)
∂wk
= 0. (2.2.2)
Splitting the derivative of a product in the second term of the l.h.s. of equation 2.2.2 leads
to
∂f
∂t
+ f
6∑
k=1
∂ẇk
∂wk
+
6∑
k=1
ẇk
∂f
∂wk
= 0, (2.2.3)
where the sum in second term can be explicitly written as
3∑
k=1
(
∂vk
∂xk
+
∂v̇k
∂vk
)
. (2.2.4)
The first term of the above equation is zero since v and x are independent coordinates of
the phase space, therefore ∂vk/∂xk = 0 ∀k = 1, 2, 3. Also the second member is zero since
v̇k = −
∂H
∂xk
= − ∂Φ
∂xk
, (2.2.5)
where
H(x,v, t) =
||v||2
2
+ Φ(x, t) (2.2.6)
is the Hamiltonian of the system, with Φ = Φ(x, t) the gravitational potential of the system,
which is independent on the velocity v.
Considering the aforementioned rearrangements, equation 2.2.3 becomes
∂f
∂t
+
6∑
k=1
ẇk
∂f
∂wk
= 0, (2.2.7)
which can be simply written as
df
dt
= 0, (2.2.8)
having defined
d
dt
≡ ∂
∂t
+
3∑
k=1
ẇk
∂
∂wk
(2.2.9)
as the convective derivate, which describes the rate of change as seen by an observer who
is travelling with the fluid.
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Equations 2.2.7 and 2.2.8 are two different ways of writing the Collisionless Boltz-
mann Equation (CBE). In Cartesian coordinates, equation 2.2.7 can be written explicitly
as
∂f
∂t
+
3∑
k=1
(
vk
∂f
∂xk
− ∂Φ
∂xk
∂f
∂vk
)
= 0. (2.2.10)
Now, defining a phase-space volume Ω, small enough to let f(w) be constant in it, the
probability of finding a star in Ω is P = f(w)
∫
Ω
d6w. Let W be a new arbitrary set of
coordinates, whose corresponding DF is F (W); the probability of finding a star in Ω is
then P = F (W)
∫
Ω
d6W. Thus
P = f(w)
∫
Ω
d6w = F (W)
∫
Ω
d6W. (2.2.11)
If w and W are sets of canonical coordinates, then
∫
Ω
d6w =
∫
Ω
d6W, therefore the above
relation becomes
f(w) = F (W). (2.2.12)
We say that a set of coordinates w = (q,p) is canonical (for details see Binney & Tremaine
2008) when their Poisson’s Brackets are such that
{pi, pj} = {qi, qj} = 0, {qi, pj} = δij, (2.2.13)
where δij is Kronecker’s delta. Equations 2.2.11 and 2.2.12 state that the properties of the
DFs are the same in any canonical coordinate system. Hence, equation 2.2.7 is valid for
any canonical coordinate system.
In spherical coordinates (r, θ, φ, pr, pθ, pφ) the Hamiltonian is
H =
1
2
(
p2r +
p2θ
r2
+
p2φ
r2 sin2 θ
)
+ Φ, (2.2.14)
while equation 2.2.7 becomes
∂f
∂t
+ pr
∂f
∂r
+
pφ
r2 sin2 θ
∂f
∂φ
−
(
∂Φ
∂r
− p
2
θ
r3
−
∂p2φ
r2 sin3 θ
)
∂f
∂pr
−
(
∂Φ
∂θ
−
p2φ cos θ
r2 sin2 θ
)
∂f
∂pφ
− ∂Φ
∂φ
∂f
∂pφ
= 0.
(2.2.15)
In cylindrical coordinates (R, φ, z, pR, pφ, pz) the Hamiltonian is H =
1
2
(p2R+p
2
φ/R
2 +p2z)+Φ
and equation 2.2.7 becomes
∂f
∂t
+ pr
∂f
∂R
+
pφ
R2
∂f
∂φ
+ pz
∂f
∂z
−
(
∂Φ
∂R
−
p2φ
R3
)
∂f
∂R
−∂Φ
∂φ
∂f
∂pφ
− ∂Φ
∂z
∂f
∂pz
= 0.
(2.2.16)
However, it is important to notice that the CBE is a partial differential equation of phase-
space coordinates and time that in general requires numerical solution.
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2.2.2 The Jeans theorems
The Jeans theorem and the strong Jeans theorem (Jeans, 1915; Binney & Tremaine,
2008) are fundamental tools in the theory of DFs. While the Jeans theorem provides an
easy way of writing DFs which always solve for the CBE, the strong Jeans theorem reduces
the number of variables which a DF depends on when the system’s orbits are regular (Bertin,
2000). A function of the phase-space coordinates I(x,v) is an integral of motion if and only
if
d
dt
I[x(t),v(t)] = 0 (2.2.17)
along any orbit. Comparing equations 2.2.8 and 2.2.17, we notice that the condition for I
to be an integral of motion is the same as requiring I to be a steady-state solution of the
CBE (i.e ∂f/∂t = 0 in equation 2.2.7). This is known as the Jeans theorem:
Any steady-state solution of the Collisionless Boltzmann equation depends on the phase-
space coordinates only through integrals of motion in the given potential, and any function
of the integrals yields a steady-state solution of the Collisionless Boltzmann Equation.
The first proposition of the theorem states that the DF can be written in terms of
integrals of motion: we can infer the number of integrals of motion a DF can depend on
studying the regularity of its stars’ orbits. For example, a time-independent gravitational
potential conserves the total energy, while a time-independent spherical potential conserves
also the components of the angular momentum L.
The strong Jeans theorem allows one to put constraints on the number of integrals of
motion necessary to describe the DF:
The distribution function of a steady-state stellar system in which almost all orbits are
regular with non-resonant frequencies may be presumed to be a function only of three inde-
pendent isolating integrals, which may be taken to be the actions.
To summarize, if I1, . . . , In are n independent integrals of motion of a given potential,
then the DF can depend on any number of these integrals. In particular, if almost all orbits
are regular, then the strong theorem states that the DF can depend on three independent
integrals of motion, so it will be in the form f(I1, I2, I3).
2.2.3 Moments of a distribution function
Measuring the DF of any stellar system typically requires the use of a large number of
stars with known position and velocity. In some approaches, studying the velocity moments
of the DF is preferred, since any DF is uniquely defined by its moments. Here we list some
of the most used moments of a DF, focusing on time-independent DFs.
Let (x,v) be a Cartesian coordinate system, the velocity moment of the 0-th order at
any fixed position x is
ν(x) ≡
∫
d3v f(x,v), (2.2.18)
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and gives the probability of finding a star in the position x, regardless of its velocity. From
ν(x), we can easily define the luminosity and mass densities of stars as
j(x) = Lν(x),
ρ(x) = M?ν(x),
(2.2.19)
where L and M? are the total luminosity and total mass of the system, respectively. The
stellar number density is n(x) = Nν(x), where N is the total number of stars.
The i-th component of the velocity moment of the 1-st order is given by
vi ≡
1
ν(x)
∫
d3v vi f(x,v), with i = x, y, z, (2.2.20)
and, at any fixed position x, it represents i-th component of the mean velocity vector v at
that location.
We also introduce the velocity dispersion tensor σ, whose ij-th component is given
by
σ2ij ≡
∫
d3v (vi − vi)(vj − vj)f(x,v)
= vivj − v̄iv̄j, with i, j = x, y, z,
(2.2.21)
where
vivj(x) =
1
ν(x)
∫
d3v vivjf(x,v) (2.2.22)
is the velocity moment of the 2-nd order of f , and ν(x) is as in equation 2.2.18. We notice
that σ is a symmetric tensor. In particular, if i 6= j, equation 2.2.22 refers to the mixed
velocity moments of 2-nd order, whereas if i = j equation 2.2.22 becomes
v2i (x) =
1
ν(x)
∫
d3v v2i f(x,v), (2.2.23)
which is usually improperly called velocity moment of the 2-nd order. At any given position
x, the velocity dispersion tensor quantifies how much the stellar velocities are spread around
their mean velocity.
In most cases, the aforementioned quantities are not directly measurable since the typical
observer only looks at systems projected on the plane of the sky. As such, we also introduce
some of the most commonly used projected velocity moments of a DF, which will be of the
most relevance for this work. Called ŝ the unit vector directed along the line of sight, we
define the line-of-sight velocity distribution (LOSVD) as
F (x⊥, v‖) =
∫
dx‖ d
2v⊥ f(x,v)∫
dx‖ d3v f(x,v)
, (2.2.24)
where x‖ = x · ŝ and v‖ = v · ŝ are the components of x and v along the line of sight, while
x⊥ = x− x‖ ŝ and v⊥ = v− v‖ ŝ are the components of x and v parallel to the plane of the
sky. The LOSVD gives the probability of finding a star with line-of-sight velocity between
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v‖ and v‖+dv‖, in the position x⊥ on the plane of the sky. The 1-st moment of the LOSVD
is the mean line-of-sight velocity v‖, defined as
v‖(x⊥) ≡
∫
dv‖ v‖ F (x⊥, v‖) =
∫
dx‖ d
3v v‖ f(x,v)∫
dx‖ d3v f(x,v)
=
N
N
∫
dx‖ ν(x) ŝ · v̄∫
dx‖ ν(x)
=
1
Σ(x⊥)
∫
dx‖ n(x) ŝ · v̄,
(2.2.25)
where v̄ is the mean velocity vector, defined as in equation 2.2.20, and
Σ(x⊥) =
∫
dx‖ n(x) (2.2.26)
is the projected number density. The 2-nd moment of the LOSVD is the line-of-sight
velocity dispersion:
σ2‖(x⊥) ≡
∫
dv‖ (v‖ − v‖)F (v‖; x⊥)
=
∫
dx‖ d
3v (ŝ · v− v‖)2 f(x,v)∫
dx‖ d3v f(x,v)
.
(2.2.27)
σ‖ is linked to σij by
σ2‖(x⊥) =
1
Σ(x⊥)
∫
dx‖ n(x) (ŝ · σ2 · ŝ + u2), (2.2.28)
where ŝ · σ2 · ŝ ≡
∑
ij siσijsj and u(x) ≡ ŝ · v(x) − v‖ the difference between the mean
velocity component parallel to the line of sight at x and the mean line-of-sight velocity.
In the case of spherical systems, σ‖ can be obtained from
σ2‖(R) =
2
Σ(R)
∫ ∞
R
dr
ν(r)√
r2 −R2
v2r
(
1− R
2
r2
β
)
, (2.2.29)
where R ≡ ||x⊥|| is the magnitude of the position vector perpendicular to the line of sight,
v2r is the mean squared velocity along the radial direction (equation 2.2.23) and β is the
so-called anisotropy parameter (see Section 2.2.4).
2.2.4 Families of DFs for steady-state, collisionless, stellar sys-
tems
In this section we explore the properties of two particular families of DFs for systems
confined by time-independent potentials, and systems confined by time-independent spher-
ical potentials.
1. In the first case of a system confined by a steady-state gravitational potential Φ(x),
the Hamiltonian (i.e. the total energy per unit mass)
H(x,v) =
||v||2
2
+ Φ(x) (2.2.30)
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is an integral of motion. Consequently, applying the first Jeans theorem, the DF
of such a system can be taken to be a function f(H) of the Hamiltonian per unit
mass in equation 2.2.30. Since the Hamiltonian is an even function of all the velocity
components, the DF is even as well. As such, applying equations 2.2.20 and 2.2.22,
v and vivj are always null for i, j = x, y, z, i 6= j, while, in equation 2.2.23, v2i 6=
0. Furthermore, since the Hamiltonian has the same dependence on the velocity
components,
v2x = v
2
y = v
2
z . (2.2.31)
Thus, the velocity dispersion tensor reduces to
σ ≡ σx = σy = σz
σij = 0 for i, j = x, y, z, i 6= j.
(2.2.32)
2. If the potential is spherical, the angular momentum magnitude L is another integral
of motion, and the system can be described in general by a DF of the form f(H,L) by
means of the strong Jeans theorem. In spherical coordinates (r, φ, θ) the Hamiltonian
becomes
H(r,v) =
1
2
(v2r + v
2
φ + v
2
θ) + Φ(r), (2.2.33)
where vr, vφ, vθ are the components of the velocity vector v along the radial, azimuthal
and latitudinal directions, respectively. The angular momentum magnitude is L =
r(v2φ + v
2
θ)
1/2. As in the previous case, these DFs are even functions of all the velocity
components, so v = 0 and vivj = 0 for i, j = r, φ, θ, i 6= j, while v2i 6= 0, as in the
previous DF family. However, since the dependence on vθ and vφ is different from the
dependence on vr, which does not appear in L, the velocity dispersion tensor is
σr 6= σφ = σθ
σij = 0 for i, j = r, φ, θ, i 6= j.
(2.2.34)
We define
β(r) = 1−
σ2θ + σ
2
ϕ
2σ2r
= 1− σ
2
θ
σ2r
, (2.2.35)
as the anisotropy parameter, which is in the range −∞ < β 6 1. Depending on
the value of β(r), the velocity distribution of the system at r can be
• radially biased (0 < β(r) 6 1): the radial velocity distribution at r is wider
than the velocity distribution along the tangential direction, meaning that, at
that radius, the system is more populated by stars performing large radial ex-
cursions rather than stars with large angular momentum;
• tangentially biased (β(r) < 0): the velocity distribution along the tangen-
tial direction is wider than the velocity distribution along the radial direction,
therefore the stars tend to avoid eccentric orbits;
• isotropic (β(r) = 0): the velocity distribution in r is independent on the direc-
tion.
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In the special case of spherical systems with known density ν and total potential Φ,
it is possible to obtain the ergodic DF of the tracer by means of the Eddington’s
inversion formula
f(E) = 1√
8π2
d
dE
∫ E
0
dΨ√
E −Ψ
dν
dΨ
, (2.2.36)
where Ψ ≡ −Φ + Φ0 is the relative potential, E ≡ −H + Φ0 = Ψ− v2/2 is the relative
energy.
Obtaining an analog of the Eddington’s inversion formula 2.2.36 for DFs in the form
f(E,L) is possible only in some particular cases, for example for Osipkov-Merritt
models (Osipkov, 1979; Merritt, 1985). Such models are described by DFs in the
form f(Q), with Q ≡ E − L2/(2r2a), where ra is the so-called anisotropy radius.
The anisotropy parameter (equation 2.2.35) of these systems is
β(r) =
r2
r2 + r2a
. (2.2.37)
The analogous of the Eddington’s inversion formula for this family of DFs is
f(Q) =
1√
8π2
[∫ Q
0
dΨ√
Q−Ψ
d2νQ
dΨ2
+
1√
Q
(
dνQ
dΨ
)
Ψ=0
]
. (2.2.38)
Any system that does not feel any external gravitational field, but only the mutual
gravitational interactions of its own N components (for example multiple stellar popula-
tions, or stars and dark matter), is called self-consistent. The density ρ and gravitational
potential Φ of each component are related by Poisson’s Equation
∇2Φ(x) = 4πGρ = 4πGM
∫
d3v f(x,v), (2.2.39)
where M and f(x,v) are the total mass and the DF of the component, respectively.
2.2.5 Examples of DFs applied to GCs
As we have shown in Sections 1.1.2 2.1, in GCs the two-body encounters can be suffi-
ciently efficient to equally diffuse the stellar velocity along all the directions over relatively
short timescales. From a theoretical point of view, the velocity distribution tends to be
Maxwellian and the system, if assumed spherical and non-core collapsed (see Section 1.1.2),
can be modelled as an isothermal sphere. A realistic DF for a GC should resemble an
isothermal sphere in the inner regions, but it should also tend to zero when approaching
the system truncation radius due, for instance, to the Galactic tidal field, as we discussed
in Section 1.1.2. Hence, the DF should tend to zero for velocities close to the system escape
velocity as well. Models that satisfy these properties are called King models (King, 1966),
whose ergodic DF (Section 2.2.4) is
f(E) =
{
C(e−E/σ
2 − 1), if E < 0,
0, if E ≥ 0,
(2.2.40)
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where E = v2/2+Ψ(r) is the energy per unit mass, Ψ(r) = Φ(r)−Φ(rt) with rt the system
truncation radius. C is a normalization factor and σ is the velocity dispersion of the model
(here we used the formalism of Miocchi 2006). Since the DF depends only on the energy, it
has all the properties described Section 2.2.4. The density profile generated by this family
of DFs, when requiring self-consistency, is characterized by a central flat core extending out
r0, the so-called King radius, with a drop in the outer regions. The structural properties of
the model depend only on one parameter, the concentration c = log(rt/r0).
Slightly different than the King models, the Wilson DFs (Wilson, 1975) are
f(E) =
{
C[e−E/σ
2 − 1 + (E/σ2)], if E < 0,
0, if E ≥ 0.
(2.2.41)
The Wilson DFs produce, in isolation, a density distribution which behaves similarly to
King models in the central parts, with a gentler decrease in the outer parts. However,
neither the King models nor the Wilson models include a central IMBH. Bahcall & Wolf
(1976) introduced a new family of DFs which are essentially King models modified by the
gravity of a central BH. In the formalism of Miocchi 2007, the DF is
f(E) =

C(−E)1/4, if E < −WBH,
(2π)−3/2(e−E − 1), if −WBH ≤ E < 0,
0, if E ≥ 0,
(2.2.42)
where WBH is the potential at the IMBH radius of influence (equation 1.2.3) and C ≡
(2π)−3/2(eWBH − 1)W−1/4BH .
The so-called Michie models1 are another extension of the King models. These models
can be anisotropic and are defined by the DF
f(E,L) =
{
Ce−L
2/(2r2aσ
2)(e−E/σ
2 − 1), if E < 0,
0, if E ≥ 0.
(2.2.43)
The DF 2.2.43 depends on the energy E and the angular momentum magnitude L, so it
has all the properties listed in Section 2.2.4. Michie models are isotropic at the center and
nearly radially biased in the outer regions, with ra as a transition radius. Moreover, this
DF reduces to King’s DF (equation 2.2.40) for ra →∞.
All the models presented above (excluding the Bahcall and Wolf models, equation 2.2.42)
can be generalized by a single, parametric DF (limepy models; Gieles & Zocchi 2015):
f(E,L2) =
{
Ae−L
2/(2r2as
2)Eγ
(
g,−E−Φ(rt)
s2
)
, if E ≤ Φ(rt),
0, if E > Φ(rt),
(2.2.44)
where rt is the truncation radius and
Eγ(g, x) ≡
{
ex, if g = 0,
exP (g, x), if g > 0,
(2.2.45)
1For further details see Michie & Bodenheimer (1963)
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where P (g, x) ≡ γ(g, x)/Γ(x) is the regularized lower incomplete gamma function. The free
parameters are: the central potential, which influences the concentration of the model; the
anisotropy radius ra and the truncation parameter g ∈ R, which determines the sharpness
of the truncation. A and s are normalization constants, which determine the mass of the
system, and the velocity scale, respectively. For example, when g = 1 we find the Michie
models, when g = 1 and ra → ∞ the King models, while when g = 2 and ra → ∞ the
Wilson models.
2.3 Dynamical models of GCs by means of action-
based DFs
2.3.1 Action-angle coordinates
Action-angle variables (J, θ) are a special set of canonical coordinates of the phase space.
The actions J are integrals of motion, and they are conjugated to the angles θ, therefore
J̇i = −
∂H
∂θi
= 0, θ̇i =
∂H
∂Ji
= Ωi(J), (2.3.1)
where H is the Hamiltonian of the system and Ωi(J) is the so-called i-th fundamental
frequency. The above relations imply
H = H(J), θi(t) = θi(0) + Ωi(J)t. (2.3.2)
Thus, the Hamiltonian is independent on the i-th angle θi, which evolves linearly with time
to a rate given by Ωi(J).
Formally, the actions are defined through the integral invariant of Poincaré∮
γ
p · dq, (2.3.3)
where (p,q) is a set of canonical coordinates (Section 2.2.1) and γ is a close path in the
phase space. It can be shown that, for any time t,∮
γ(t)
p · dq =
∮
γ(0)
p · dq, (2.3.4)
where γ(0) is γ(t) evaluated in t = 0. In addition, the integral invariants of Poincaré are
invariant under canonical transformation, therefore, called (P,Q) a new set of canonical
coordinates, ∮
γ
p · dq =
∮
γ
P · dQ. (2.3.5)
Let us assume (P,Q) = (J, θ). Since the actions J are integrals of motion, when the integral
of Poincaré is evaluated along a close path γi(t) over which the variable θi completes a full
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oscillation and the overall variations of the other angles are null, equation 2.3.5 can be
written as ∮
γi
J · dθ = 2πJi. (2.3.6)
By means of the above relation, equation 2.3.5 can be rearranged to define the i-th action
as
Ji =
1
2π
∮
γi
p · dq. (2.3.7)
Here we report the case of a spherical potential Φ(r), where we define the radial, azimuthal
and latitudinal actions (Jr, Jφ, Jθ) as the actions associated to the radial, azimuthal and
latitudinal directions r, φ, θ. In particular, it can be shown (Binney & Tremaine, 2008),
that
Jφ = Lz, Jθ = L− |Lz| = L− |Jφ|
Jr =
1
π
∫ rmax
rmin
dr
√
2E − 2Φ(r)− L
2
r2
,
(2.3.8)
where L is the angular momentum magnitude, Lz is the z-component of the angular mo-
mentum, E is the energy of the system, and rmin and rmax are the orbit pericentre and
apocentre, respectively. Notice that actions have the same physical dimension of the an-
gular momentum. To give a physical meaning to the actions, Jφ measures the degree of
circular motion, while Jr and Jθ measure, respectively, the radial and latitudinal excursion
of an orbit.
2.3.2 Action-based DFs
As stated in the previous section, the orbit of a star, if regular, is univoquely labelled
by its actions. A DF depending on the actions J quantifies the probability of finding an
orbit whose actions J are between J and J + dJ. Such a DF will be of the form (Binney,
2010, 2012)
f = f(J). (2.3.9)
The advantages of using action-based DFs are:
1. according to equation 2.3.2, the actions J make the ordinary phase-space coordinates
periodic (w = w(θ + 2πm,J));
2. the actions span the entire action space. For instance, in a spherical system Jr and
Jθ are always in [0,+∞), while Jφ is in (−∞,+∞), independently on the values of
the other actions. This is not true, for instance, for E and L: for instance, for given
E in a spherical potential, the angular momentum magnitude range is from 0 to Lc,
where Lc is the angular momentum magnitude of the circular orbit with energy E;
3. the number of orbits in a phase-space volume d3J is given by (2π)3d3J. If instead one
assumes f in units of mass per unit phase-space volume (Section 2.2) the total mass
is
Mtot = (2π)
3
∫
d3J f(J) (2.3.10)
33
Dynamical models of GCs with IMBHs
Since the integral is independent on the system potential it can be computed a priori;
4. actions are adiabatic invariants, meaning that they remain unchanged under slow
changes of the potential. This is an essential property when building a multi-component
self-consistent model: for instance the slow accretion of a baryonic component to a
dark-matter (DM) halo does changes the DM density distribution, but not the DF
f(J) of the halo (because the actions of the DM particle orbits are invariant);
5. Action-based DFs can be extended to deal with rotation and flattening in a relatively
easy way.
While the existence of the actions is always guaranteed in a spherical potential and
their evaluation is straightforward (equation 2.3.8), the numerical computation of (θ,J)
from (x,v) and vice versa in the case of a flattened potential is, in general, much more
complicated (Sanders & Binney, 2014, 2016; Vasiliev, 2019).
2.3.3 DFs for GCs
Throughout this Thesis, the dynamical and structural properties of a GC will be mod-
elled by the DF for GCs and dSphs illustrated by Pascale et al. (2019). Such DF was
introduced and applied successfully to model the Fornax dSph (Pascale et al., 2018). We
assume spherical symmetry, no dark matter and only one stellar population for the mock
GCs. The expression of the DF is
f(J) = M?f0 exp
[
−
(
k(J)
J0
)α]
, (2.3.11)
where k(J) is defined as
k(J) ≡ Jr + η(|Jφ|+ Jθ) = Jr + ηL, (2.3.12)
with Jr, Jφ and Jθ the radial, azmuthal and vertical actions, L the angular momentum
magnitude, and f0 the normalization factor
f0 =
η2α
(2πJ0)3Γ(3/α)
, (2.3.13)
where Γ is the gamma function. The DF free parameters are:
1. the total GC stellar mass M?;
2. the characteristic action J0. The natural characteristic length and velocity scales are,
respectively,
r0 ≡
J20
GM?
and
v0 ≡
GM?
J0
.
(2.3.14)
By means of the above relations, any pair among the set (J0,M?, r0, v0) determines
the physical scales of the model;
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3. the dimensionless, non-negative parameter η, which mainly determines the model
velocity distribution;
4. the dimensionless, non-negative parameter α, which mainly determines the strength
of the exponential cut-off in equation 2.3.11. Note, however, that there is a degeneracy
between η and α, and different combinations of them may produce the same density
profile (Pascale et al., 2019).
2.3.4 Adding an IMBH to the model
The stellar potential Φ?(r) and density distribution ρ?(r) are related from the Poisson’s
equation
∇2Φ? = 4πGρ?. (2.3.15)
The stellar density is given by equations 2.2.18 and 2.2.19, which become
ρ? = M?
∫
d3v f(J), (2.3.16)
where f(J) is the DF described in Section 2.3.3. When an IMBH is added at the center of
the system, since the actions depend on the total gravitational potential Φtot(r) = ΦBH(r)+
Φ?(r), where ΦBH is the potential of the BH, which, in the limit of Newtonian gravity, can
be modelled as a Keplerian potential. However, the Keplerian potential diverges for r = 0,
which can give rise to numerical problems for radial orbits, thus we modelled it as a Plummer
sphere (Plummer, 1911)
ΦBH(r) = −
GMBH√
r2 + a2
, (2.3.17)
where G is the gravitational constant, MBH is the mass of the IMBH and a is a characteristic
radius chosen to be much smaller than the radial distance of the innermost star of each
mock. Therefore, for r  a, equation 2.3.17 tends to the Keplerian potential −GMBH/r.
For what concerns the stellar density ρ? and the gravitational potential Φ?, the problem
is non linear, and equations 2.3.15 and 2.3.16 must be solved numerically and iteratively,
following the procedure by Binney (2014). Starting from an initial guess for the stellar
potential Φ?:
1. actions J(x,v; Φtot) are computed by means of equations 2.3.8;
2. the stellar density distribution ρ? is computed from equation 2.3.16;
3. using the stellar density distribution computed in the previous step, a new value for
the stellar potential is given by equation 2.3.15.
After ∼ 10 iterations, the total potential and the stellar density distribution converge to
the self-consistent solution. Such a technique is based on the fact that the DF is conserved
under slow changes of the potential, due to the adiabatic invariance of the actions (Section
2.3.2). The conservation of the DF implies that, if the gravitational potential changes, the
density distribution will change, too. On the contrary, when the DF is built by means of
Eddington’s inversion (equation 2.2.36), the density is assumed constant, thus changes of
the gravitational potential change the DF.
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Mock globular clusters
The 5th Gaia Challenge1 consists of a collection of simulated observations of systems
(mocks) resembling the properties of typical GCs and dwarf spheroidal galaxies (dSphs).
Such mocks are samples of N identical stars, with known phase-space coordinates, extracted
from a DF. Applying our models on mocks rather than real observational data allows us to
avoid many of the issues discussed in Section 1.1.4 (field stars, multiple stellar population,
mass segregation). Moreover, knowing a priori the properties of the system allows us to
to test the inference power of our method. In Section 3.1 we introduce the most relevant
properties of the mock GCs developed by E. Vasiliev, and we briefly describe the procedure
used to generate such mocks (Sections 3.1.1, 3.1.2 and 3.1.3). In Section 3.2 we discuss the
binning technique used to generate the projected number density Σ?(R) and the line-of-
sight velocity dispersion σlos(R) profiles from the chosen mocks (Sections 3.2.1, 3.2.2, 3.2.3
and 3.2.4). In Section 3.3 we describe the method used to constrain our models based on
DFs when applied to a selection of mock GCs. We analyze the properties of the parameter
space defined by the DF (Section 3.3.1) and the approach used to find the best fit model
(Section 3.3.3 and 3.3.4).
1http://astrowiki.ph.surrey.ac.uk/dokuwiki/doku.php?id=gc5_mocks
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3.1 Mock generation
The mock GCs of the 5th Gaia Challenge are non-rotating spherically symmetric sys-
tems, they have no dark matter, may differ in the velocity distribution (isotropic or radially
biased), in the mass of the IMBH in the center of their density distribution and in the num-
ber of particles. The stellar density distribution is
ρ?(r) = ρ?,0
(r
a
)−γ [
1 +
(r
a
)α](γ−β)/α
, (3.1.1)
where a is the scale radius, ρ?,0 is a reference density, γ, β and α are dimensionless pa-
rameters controlling the asymptotic central slope (ρ? → r−γ for r → 0), the outer slope
(ρ? → r−β for r → ∞) and the sharpness of the transition between the two regimes, re-
spectively. When γ = 0, β = 5 and α = 2 the density profile is that of a Plummer sphere
(Plummer, 1911). The profile used to generate these mocks has γ = 0.1, β = 5 and α = 2,
so it can be considered a modified Plummer sphere. The stellar gravitational potential
Φ?(r) satisfies the Poisson equation ∇2Φ? = 4πGρ?, with G the gravitational constant and
ρ? given by equation 3.1.1. The total stellar mass of the mock is
M? = 4π
∫ +∞
0
ρ?(r) r
 dr. (3.1.2)
When present, the IMBH at the center of a mock GC is modelled as the Keplerian potential
ΦBH(r) = −
GµBHM?
r
, (3.1.3)
where r is the distance from the BH, µBH ≡ MBH/M? is the BH-to-stellar mass fraction,
with MBH the mass of the IMBH. In this case, the total potential is Φtot(r) = Φ?(r)+ΦBH(r).
The values of the parameters used to build the mocks are listed in Table 3.1.
3.1.1 Setting the DF
Given the density profile ρ? (equation 3.1.1) and the total gravitational potential Φtot,
the DF of the system is obtained via the Eddington’s inversion 2.2.36 (see also Binney &
Tremaine 2008). The resulting DF will depend on the chosen velocity distribution, which
can be either
i) isotropic with an ergodic DF f(E), depending on the energy of the stars E (Section
2.2.4);
ii) radially biased with a DF f(E,L), with L the angular momentum magnitude, of the
form of Osipkov-Merrit (Section 2.2.4).
Once the DF is known, N phase-space coordinates wi = (xi,yi,zi,vx,i,vy,i,vz,i), with i = 1,
..., N are extracted from the DF exploiting the von Neumann’s algorithm for extracting
random samples of variables from a given probabity density function.
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Parameter Value
a (pc) 3.13
ρ?,0 (M/pc
3) 7526
γ 0.1
β 5
α 2
M? (M) 10
6
µBH 0, 0.01 or 0.001
ra/a 1 (OM), ∞ (Iso)
N 103, 104 or 105
Table 3.1: Parameters used to generate the GC mocks. a: scale radius of the GC (equation 3.1.1); ρ?,0:
reference density of the GC (equation 3.1.1); γ, β and α: dimensionless parameters regulating the inner
slope, the outer slope and the sharpness of transition between the two, respectively (equation 3.1.1); M?:
stellar mass of the GC; µBH: IMBH-to-stellar mass fraction; ra/a: anisotropy scale radius-to-Plummer
sphere characteristic radius ratio (equations 2.2.37 and 3.1.1); N : number of particles sampled from the
DF.
3.1.2 Gaia-like coordinate conversion
Assuming to observe a 47 Tucanae-like GC, with an heliocentric distance D = 5 kpc
(Harris, 1996), in order to mimic a typical GC, the N phase-space coordinates wi of each
mock are modified to deal with projection effects and observational errors.
1. The line of sight is the z-axis and, called the (X,Y )-plane the plane of the sky, the
sky positions Xi and Yi (in radiants) are computed as
Xi =−
xi
D
,
Yi =
yi
D
.
(3.1.4)
The sky positions are then converted in degrees. Also, vlos,i ≡ vz,i, where vlos,i is the
line-of-sight velocity of the i-th star.
2. The proper motion angular velocities PMX,i (along the X-axis) and PMY,i (along the
Y -axis), in mas/yr, follow from
PMX,i = −
vx,i
η
,
PMY,i =
vy,i
η
,
(3.1.5)
for i = 1, ..., N , where η = 4.74 km/s[PM/(mas/yr)](D/kpc) is the conversion factor
from km/s to mas/yr.
3. Stars with an angular separation θ > 1◦ from the center of the system are removed:
this feature causes the total number of particles per mock to be, in most cases, slightly
less than N (see Table 3.3).
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3.1.3 Velocity uncertainties
The errors over the PM velocities PMX and PMY are assigned in order to be consistent
with the ones expected from the Gaia data release 2 (Gaia DR2; Gaia Collaboration et al.
2018), or the future 5 (Gaia DR4) and 10 years data releases after the beginning of the
Gaia mission. Since the mocks studied throughout this Thesis have PMs errors chosen to
mimic Gaia DR2, we will refer to this release from now on.
The PMs errors are computed according to the analytic δPM−mag relation, obtained
fitting the PM errors δPM and V band apparent magnitudes of stars mV from the Gaia
DR2 release through the function
δPM = δPM20 10
[0.352(mV −20)+0.021(mV −20)2], (3.1.6)
where δPM20 is a normalization, defined as the uncertainty of a star with apparent magni-
tude mV = 20. In Figure 3.1 we show the best fitting relation 3.1.6 alongside the observa-
tional data from the Gaia DR2, while the values of δPM20 are reported in Table 3.2.
Figure 3.1: PM uncertainties of the stars from the Gaia DR2 release as a function of the star apparent
magnitude, in the field of Messier 4. Green line: best fit relation (equation 3.1.6); red points: RA errors;
blue points: Dec errors. Credits Gaia Challenge website.
While the data in Figure 3.1 scatter above and below the analytic relation 3.1.6, the PM
errors on the stars of the mocks are generated assuming no intrinsic scatter. To compute
the uncertainties on the PMs of the stars using equation 3.1.6 it is necessary to assign them
an apparent magnitude. The number of stars with V band apparent magnitude between
mV and mV + dmV is
dN
dmV
=
{
N14 10
[ξ(mV −14)], if mV < msat,
N14 10
[ξ(msat−14)], if mV > msat,
(3.1.7)
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Survey δPM20 (mas/yr)
Gaia-DR2 1.4
Gaia-DR4 0.32
Gaia-10 years 0.112
Table 3.2: Values of the normalization δPM20 (i.e. the uncertainty on PM of a star with V-band apparent
magnitude mV = 20, equation 3.1.6) expected for different Gaia releases (Survey). Credits Gaia Challenge
website.
where msat is the magnitude at which Gaia saturates (both for high crowding and high flux)
and N14 is the value of the distribution at mV = 14. The relation 3.1.7 is inferred fitting
the observed magnitude distribution from the Gaia DR2 data of Figure 3.2, showing the
magnitude distributions of field stars (red histogram) and GC candidate members (blue
histogram). The plateu in GC star counts at high magnitudes implies msat ' 17. This is
due to the fact that GC stars are more crowded than field stars. Indeed, the red histogram
does not show a plateu and declines only at much fainter magnitudes (mV & 20). The best
fit parameters of the GC members distribution are ξ = 0.4, and N14 = 120.
To summarize, to each star of the mock GCs an apparent magnitude is assigned by
means of equation 3.1.7; once the magnitude is known, the PM errors can be computed
using the formula 3.1.6.
The error on the line-of-sight velocities is 2 km/s for all the stars in any of the mocks,
which is optimisic since fainter stars or stars located in the central crowded regions of a GC
would have higher uncertainties. Once the uncertanties on the i-th velocity is assigned, all
the velocity components are re-extracted from a multivariate Gaussian distribution with
mean vector µi = (vlos,i,PMX,i,PMY,i) and with diagonal covariance matrix whose diagonal
elements are the errors on the velocities.
Considering all the combinations of the mock parameters (see Table 3.1), the optional
presence of field stars, the different ways in which the uncertainties on the PMs are assigned,
together with the fact that there are up to 4 different realizations for the same mock, 378
mocks are distributed by the 5-th Gaia Challenge.
3.2 Characteristics of the considered mocks and data
sets
Throughout this Thesis we have studied four isotropic mocks, with varying total number
of stars N and different IMBH-to-stellar mass fraction µBH (see Table 3.3). Also, we focused
on mocks with PM errors similar to those obtained by the Gaia DR2.
Extrapolating the Magorrian relation (see Section 1.2) at low-mass stellar systems, GCs
are likely to host IMBHs with mass fraction µBH ' 0.001. Nonetheless we try to test the
perfomances of our method and the ability to infer the presence of an IMBH also in the
more favorable scenario of a more massive IMBH, where we may expect stronger features
caused by the IMBH gravity in the GC center. Also, we take into account mocks with same
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Figure 3.2: Star counts as a function of the apparent magnitudes. The values are referred to the region
of Messier 4, the red histogram represents field stars, while the blue histogram represents GC candidate
members. Credits Gaia Challenge website.
µBH and same structural and kinematic properties, but having different numbers of stars :
the case of ∼ 103 stars represents the typical number of stars expected in a realistic data set
of a GC; the case of ∼ 104 stars represents an optimistic case mimicing future spectoscopic
surveys. The specific values of µBH and N of the mocks we analyzed are listed in Table 3.3,
together with their effective radii Reff (i.e. the projected distance on the plane of the sky
within which half of the total projected mass is contained).
Mock N µBH Reff (pc)
N1e4 mu1e-2 9986 0.01 3.063
N1e3 mu1e-2 999 0.01 2.919
N1e4 mu1e-3 9986 0.001 3.018
N1e3 mu1e-3 998 0.001 3.107
Table 3.3: Properties of the mocks analyzed in this Thesis. From the left-hand to the right-hand column;
name of the mock (Mock); number of selected stars (N); IMBH-to-stellar mass fraction (µBH); effective
radius (Reff).
3.2.1 Data set
As the study of observational data is usually performed via projected number density
and line-of-sight velocity dispersion profiles, in this Section we describe the binning tech-
nique adopted to build such profiles from the mock discussed in Section 3.1. We assume
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to have no field stars, no uncertainty on the identification of the center of the system, a
population of identical stars and that the mass-to-light ratio of the mock GCs is constant,
which implies that the surface brightness is related to the projected number density profile
by an arbitrary constant.
3.2.2 Projected number density profile
We compute the projected number density profile Σ? of a given mock as follows. The
(X, Y )-plane of the sky is divided into Nbin spherical shells. The projected distance of the
i-th star is computed as (X2i +Y
2
i )
1/2 and the radii Rj of the edges of the shells are such that
logRj+1 − logRj = ∆ ∀j = 1, .., Nbin, and ∆ chosen accordingly to the requested number
of bins Nbin. For the j-th bin we compute
Σ?,j =
nj
π(R2j+1 −R2j )
, with j = 1, ..., Nbin, (3.2.1)
as the projected number density of the j-th bin. In the above equation, nj is the total
number of stars in the j-th bin, whose edges are Rj and Rj+1. The j-th bin is labeled with
the distance from the center of the mock GC obtained avereging the distances of the stars
of that bin.
The uncertainties on the projected number density profile are computed considering two
factors: deviation from circular symmetry (1), statistics (2).
1. As shown in Figure 3.3 in the case of mock N1e4 mu1e-2, the system is divided into 4
identical quadrants, and in each quadrant we compute the projected number density
profile using the same radial bins as in the main profile. The error on the projected
number density Σ?,j of the j-th bin is
δΣasymm?,j =
1
Aj/4
[
1
4
4∑
k=1
(njk − n̄quad,j)2
]1/2
, (3.2.2)
where njk is the number of stars of the j-th bin in the k-th quadrant, n̄quad,j is the
mean number of stars of the j-th bin between the quadrants and Aj is the area of the
j-th spherical shell.
2. The number of counts nj of the j-th bin follows a Poisson distribution, so the contri-
bution to the total error is δΣP?,j = Σ?,j/n
1/2
j .
The total uncertainty δΣ?,j over the j-th bin is then given by
δΣ?,j =
√
(δΣasymm?,j )
2 + (δΣP?,j)
2, (3.2.3)
which allows us to consider both possible deviations from circular symmetry and bin statis-
tics.
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Figure 3.3: Projected spatial distribution of the stars (black points) of mock N1e4 mu1e-2. The line-of-sight
is the z-axis, so the plane of the sky is the xy plane. The blue circles represent the edges of the radial bins,
while the red lines divide the plane into the 4 quadrants. For details on how the profile is built see Section
3.2.2.
3.2.3 Line-of-sight velocity dispersion profile
We compute the line-of-sight velocity dispersion profile of the mock GCs as follows.
Differently from the case of the projected number density profile, each radial bin of the σlos
profile is built such to contain the same number of stars, apart for the central bin which
will have, in general, fewer number of stars. Indeed, we adopt the same binning as in van
der Marel & Anderson (2010), where the central bin has less stars to achieve both high
resolution in a small region and to isolate the stars affected the most by the gravity of the
IMBH.
For each bin, the line-of-sight velocity dispersion σlos,j is calculated as (Pryor & Meylan,
1993)
σ2los,j =
1
nj
nj∑
i=1
(vi − v̄j)2 − σ2e , (3.2.4)
where nj is the number of stars in the j-th bin, v̄j is the bin’s average line-of-sight velocity,
σe is the error on the line-of-sight velocity measurement, and the sum extends over the
line-of-sight velocities vi of the stars of that bin. We recall that, in our case, σe = 2
km/s for all the stars of each mock (Section 3.1.3). Equation 3.2.4 corrects σlos for the
spurious contribution given by the observational measurement uncertainty. The error on
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the line-of-sight velocity of the j-th bin is defined as (Pryor & Meylan, 1993)
δσ2los,j =
(σ2los,j + σ
2
e)
2
2njσ2los,j
. (3.2.5)
The j-th bin is labeled with the average distance of all the stars falling in that bin, as we
did in Section 3.2.2 for the projected number density profile.
3.2.4 Dependence of σlos on the binning
An IMBH in the center of a stellar system dominates the gravity at radii smaller than
the IMBH radius of influence Rinfl (see equation 1.2.3). Since we compute the value of each
bin of the line-of-sight velocity dispersion σlos,j through equation 3.2.4, if the majority of
the stars within the first bin are far from the sphere of influence of the IMBH, then the
central cusp in the σlos profile is erased.
In Figure 3.4 we show two line-of-sight velocity disperion profiles computed from the
mock N1e4 mu1e-2, which has an IMBH with µBH = 0.01 and a total number of stars
N = 9986 (Table 3.3). The profile in the left-hand panel is built with a central bin with
25 stars while the other bins with 500 stars (as listed in Table 3.4). The profile in the
right-hand panel has, instead, bins with the same number of stars (approximately 500).
Since in the first case the first bin is mainly populated by stars within the IMBH sphere
of influence, the line-of-sight velocity dispersion profile in the left-hand panel shows the
expected central cusp. On the contrary, the uniformly binned profile in the right-hand
panel is flat in the inner regions, meaning that the majority of the stars in the first bin are
far from the IMBH. Figure 3.4 also shows the position of Rinfl, computed as in equation
1.2.3, using the line-of-sight velocity dispersion of the second bin as a measure of σ(Rinfl)
and exploiting our prior knowledge of M? and µBH (see Table 3.3), which resemble the
average GC mass and the expected value of IMBH on the basis of the Magorrian relation
(see Section 1.2).
In conclusion, given the line-of-sight velocities of N GC member stars uniformly dis-
tributed in the plane of the sky, and assuming µBH = 0.01 as upper limit for the IMBH-to-
stellar mass fraction, we estimate that building the first bin with at least 2.5×10−3N stars,
assuming N sufficiently large, allows one, in principle, to disantangle the IMBH signature
in the center of the GC, if present, keeping the errorbar sufficiently small.
3.3 Model-data comparison
As described in Section 3.2.1, starting from any of the selected mocks of Section 3.2,
we compute the projected number density (Section 3.2.2) and the line-of-sight velocity
dispersion profiles (Section 3.2.3). The resulting data set consists of the two triplets of
vectors:
• (Rj,Σ?,j, δΣ?,j) with j = 1, ..., Nbin, where Rj is the radial distance of the j-th bin
from the center of the mock GC, Σ?,j is the corresponding projected number density,
δΣ?,j is the projected number density error and Nbin is total number of bins;
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Mock First bin Other bins Rinfl (pc) N?(< Rinfl)
N1e4 mu1e-2 25 500 1.97 · 10−1 50
N1e3 mu1e-2 25 120 2.20 · 10−1 6
N1e4 mu1e-3 25 500 2.01 · 10−2 2
N1e3 mu1e-3 25 120 2.58 · 10−2 0
Table 3.4: From left-hand to right-hand columns: name of the mock (Mock); number of stars within the
central bin (First bin); number of stars in each of the other bins except the first bin (Other bins); IMBH
radius of influence (Rinfl); number of stars within Rinfl (N?(< Rinfl)).
Figure 3.4: Left-hand panel: line-of-sight velocity dispersion profile of mock N1e4 mu1e-2 (Table 3.3). The
first bin has 25 stars while the other bins have approximately 500 (Table 3.4). Right-hand panel: line-of-
sight velocity dispersion profile of mock N1e4 mu1e-2. The vertical dashed line shows the position of the
radius on influence of the IMBH (equation 1.2.3). All the bins have approximately 500 stars. In both the
panels the red vertical curve shows the position of the radius of influence (Table 3.4).
• (Rk, σlos,k, δσlos,k) with k = 1, ..., Mbin, where Rk is the radial distance of the k-th bin
from the center of the mock, σlos,k is the corresponding line-of-sight velocity dispersion,
δσlos,k is the line-of-sight velocity dispersion error and Mbin is total number of bins.
We note that, in general, Nbin 6= Mbin. Moreover, even if Nbin = Mbin, due to the
very different binning technique adopted to build the projected number density and the
line-of-sight velocity dispersion profiles, the profiles will not be evaluated at the same radii
anyway.
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3.3.1 Model fitting
We compare the data sets we built from the target mocks and the DF-based models
(Section 2.3.3) by means of a χ2 fitting approach. The χ2 of a model, given the data, is
χ2 = χ2Σ? + χ
2
σlos
, (3.3.1)
where the first term in the r.h.s. is
χ2Σ?(p) =
Nbin∑
i=1
(
Σ?(Ri; p)− Σ?,i
δΣ?,i
)2
, (3.3.2)
where Σ?(Ri; p) is the model projected number density computed at Ri, depending on the
set of free parameters p = (α, η, µBH,M?, J0), as stated in Section 2.3.3.
Similarly, the second term of the r.h.s. of equation 3.3.1 is
χ2σlos(p) =
Mbin∑
k=1
(
σlos(Rk; p)− σlos,k
δσlos,k
)2
, (3.3.3)
where σlos(Rk; p) is the model line-of-sight velocity dispersion computed at Rk, depending
on p.
We model the mock GCs as described in Section 2.3.4: the stellar component of the
mock GC is described by means of the action-based DF 2.3.11, while the BH contribution
through the Plummer potential 2.3.17. The best fit model is the one corresponding to a set
of parameters that minimizes equation 3.3.1. We briefly summarize the free parameters of
the model:
1. the total GC stellar mass M?;
2. the characteristic action J0;
3. the dimensionless, non-negative parameter η, which mainly determines the model
velocity distribution;
4. the dimensionless, non-negative parameter α, which mainly determines the strength
of the exponential cut-off in equation 2.3.11;
5. the IMBH-to-stellar mass fraction µBH ≡ MBH/M?.
Once M? and J0 are fixed, the characteristic length and velocity scales r0 and v0 can be
computed as in equation 2.3.14. Models that share the dimensionless parameters (α, η, µBH)
are homologous, meaning that they can be scaled on each other only changing the physical
scales of a model (M? and J0).
As we have seen in Section 1.1.4, the issues that may arise in deriving a high-quality
binned dataset of GC are varius. Here we consider our mocks as a best case scenario since:
• both the projected number density and the line-of-sight velocity dispersion profiles
have been constructed knowing the center of the GC;
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• there is no contamination by field stars;
• the mocks have stars of the same mass, are not affected by mass segregation and we
assume a constant mass-to-total particles ratio M?/N or mass-to-light ratio M?/L
over the full GC radial extent. This choice allows us to unanbigously switch from
particle density to mass density or luminosity.
3.3.2 Physical scaling of a model
After the projected number density and line-of-sight velocity dispersion profiles of both
the mock and the model are built, we are able to compute the χ2 of the model and to find
the best fit values of the triplet (α, η, µBH) performing the gradient descent (Section 3.3.3).
We exploit the system homology to save computational time and reduce the dimensionality
of the parameter space to obtain the best fit values of J0 and M?. For any given triplet
(α, η, µBH)
1. we fix J0 and M? to the initial guess values
J0,0 = 0.01 kpc km/s; M?,0 = 10
6 M. (3.3.4)
2. Given a triplet (α, η, µBH) and the pair (J0,0,M?,0), a model in physical scales is
univoquely determined and its projected number density profile Σ?,i and line-of-sight
velocity dispersion σlos,i profiles are computed. We further compute the model and
the mock effective radii Reff and Reff,mock, respectively.
3. Exploiting the system homology we rescale the model onto the physical scale of the
mock requiring
r0,f
Reff,mock
=
r0,0
Reff
=⇒ r0,f = r0,0
(
Reff,mock
Reff
)
. (3.3.5)
This allows us to find the new model scale length r0,f (see equation 2.3.14) that makes
the model effective radius equal to the one inferred from the mock. As a consequence,
the projected number density Σ?,f is re-scaled as
Σ?,f ≡
(
r0,0
r0,mock
)2
Σ?,i, (3.3.6)
where Σ?,i is the initial projected number density.
4. After rescaling the model on the correct physical scale, we further require
v0,f =
(
σeff,mock
σlos,eff
)
v0,0, (3.3.7)
where v0,f and v0,0 are the final and initial characteristic scale velocities of the model
(equation 2.3.14), and σeff,mock ≡ σlos,mock(Reff,mock) and σlos,eff ≡ σlos,0(Reff) are the
line-of-sight velocity dispersions at the effective radii of the mock and the model,
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respectively. The line-of-sight velocity dispersion profile of the model is then rescaled
according to
σlos,f ≡
(
v0,f
v0,i
)
σlos,0, (3.3.8)
where σlos,f is the rescaled line-of-sight velocity dispersion profile. In order to better
constrain the characteristic velocity scale, we evaluate χ2σlos (χ
2
Σ?
is independent on
v0) changing v0,f up to the 10% of the value obtained from equation 3.3.7 and keeping
the value that minimizes χ2σlos .
5. The final values of the characteristic scale action J0,f and the total mass of the system
M?,f are computed from r0,f and v0,f by means of equation 2.3.14.
3.3.3 Gradient descent
The gradient descent is a set of techniques that allows one to compute iteratively the
minimum of a given function. Among the gradient descent techniques, the algorithm that
adopted in this Thesis is called Gauss-Newton method. In our case, we aim to minimize
equation 3.3.1 with respect to the m-dimensional free parameter vector p. We exploit
the system homology as described in the previous section, so we use the gradient descent
to minimize equation 3.3.1 with respect to the 3 dimensional free parameter vector p =
(α, η, µBH). We rearrange equation 3.3.1 as
χ2(p) =
n∑
i=1
r2i (p), (3.3.9)
where the first Nbin terms r
2
i are the terms of equation 3.3.2, while the latter Mbin terms
are the terms of equation 3.3.3, so n ≡ Nbin + Mbin. We further define the array r(p) ≡
(r1, ..., rn), as the n-dimensional vector with elements ri.
Now let J(p) ∈ Rn×m be the Jacobian matrix of r(p), whose ij-th component is given
by
J(p)ij =
∂ri(p)
∂pj
. (3.3.10)
Using equations 3.3.9 and 3.3.10, the j-th component of the gradient ∇χ2(p) ∈ Rm can
be written as
[∇χ2(p)]j = [2J(p)T r(p)]j =
[
2
n∑
i=1
ri(p)∇ri(p)
]
j
, j = 1, ..., m. (3.3.11)
Consequently, the jk-th component of the Hessian matrix Mχ2(p) ∈ Rm×m of χ2(p) can
be computed as
[Mχ2(p)]jk = [2J(p)
TJ(p) + 2∇J(p)T r(p)]jk,
=
{
2
n∑
i=1
∇ri(p)∇ri(p)T + 2
n∑
i=1
ri(p)Mri(p)
}
jk
,
j, k = 1, ...,m.
(3.3.12)
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The necessary condition to have a minimum is that all the components of ∇χ2(p) are null
(Fermat’s theorem), so, applying this condition to equation 3.3.11, we get
∇χ2(p) = 0 =⇒ 2J(p)T r(p) = 0. (3.3.13)
This non-linear system can be solved iteratively using, for instance, the Newton’s method.
Starting from the k-th iteration, we evaluate pk+1, i.e. the free parameters at the (k+ 1)-th
iteration, solving
Mχ2(pk) sk = −∇χ2(pk),
(JTJ +∇JT r)sk = −JT r.
(3.3.14)
where we have called sk = pk+1 − pk ∈ Rm the step vector in the parameter space at the
k-th iteration.
In the special case of ri  1 for each i = 1, ..., N , the second term in the l.h.s. of
the second equations 3.3.14, which can be quite expensive to compute since it requires the
numerical evaluation of second derivatives, can be neglected. Equation 3.3.14 then becomes
(JTJ)sk = −JT r, (3.3.15)
Solving equation 3.3.15 for sk, the method converges to the set of parameters corresponding
to the minimum of the function after few iterations.
As a criteria to check whether the algorithm has reached the minimum of χ2, at each
iteration we check
1)
[
∇χ2(pk)
]
j
< 10−d, for each j = 1, ..., m; d ∈ N,
2) [sk]j < 10
−d.
(3.3.16)
If any of the above conditions is satisfied, the algorithm stops and we define the latest
χ2(pk) as the minimum of χ
2, to a precision of 10−d for each parameter.
In this project, the gradient descent technique has been numerically implemented requir-
ing in equation 3.3.16 that d = 2 for α and η, d = 1 for log µBH. We tested the algorithm
assuming higher values of d and we did not find any appreciable change in the physical
properties of the best model. Since a higher precision for these parameters (in particular
α, η and log µBH) would increase the computational time needed to converge to the best fit
model, we standardize to the values listed above.
3.3.4 Exploration of the parameter space
Once the algorithm has converged to the best fitting model using the gradient descent
described in Section 3.3.3, we compute the uncertainties on the models’ free parameters
p as follows. Let χ2min be the lowest χ
2 among the models explored, and let pmin be the
corresponding set of free parameters (χ2min ≡ χ2(pmin)), we define the Kσ model as those
χ2(pj)− χ2min < ∆χ2m,K (3.3.17)
where χ2(pj) is the chi-squared evaluation for a model defined by a set of parameters pj and
∆χ2m,K is a threshold depending on the number of free parameters m and on the required
K-th confidence level (see Table 3.5, taken from Press et al. 1992).
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∆χ2m,K m = 1 m = 2 m = 3 m = 4 m = 5 m = 6
K = 1 1.00 2.30 3.53 4.72 5.89 7.04
K = 2 4.00 6.17 8.02 9.70 11.3 12.8
K = 3 9.00 11.8 14.2 16.3 18.2 20.1
Table 3.5: Values of ∆χ2m,K (equation 3.3.17) corresponding to Kσ confidence levels for a total number of
free parameters m (Press et al., 1992).
Since the quality of the fit (i.e. the value of χ2tot, equation 3.3.1) is highly sensitive to
variations of the characteristic scale length r0, we fix it to the value r0,f . We will discuss
and motivate this choice in Section 4.1.1 showing some specific examples.
3.3.5 Building self-consistent models and extracting models’ ob-
servables with AGAMA
Model building and DF moments computation have been performed using AGAMA2
(Action-based Galaxy Models Architecture). AGAMA is a publicly available software li-
brary for a broad range of applications in stellar dynamics, developed by E. Vasiliev and
described in Vasiliev (2019). It provides methods and routines to compute the gravita-
tional potential of arbitrary analytic density profiles or N -body snapshots; it performs
transformations between position-velocity (x,v) and action-angle (J, θ) variables both in
spherical systems, numerically solving equation 2.3.8, and non-spherical systems, adopting
a technique called Stäckel-Fudge (Sanders & Binney, 2016); it builds self-consistent multi-
component dynamical models; it stores a collection of analytic action-based DFs and of the
most commonly used analytic potential-density pairs, together with two versatile poten-
tial expansions that can be constructed from any density distribution or from an N -body
model; it provides the moments of a DF integrating along the phase-space coordinates, ac-
cording to the equations listed Section 2.2.3; it performs also orbit integration and analysis.
The library is written in C++, but provides also a Python adn Fortran interface, and can
be coupled to other stellar-dynamical software: AMUSE, GALPY and NEMO. We briefly
comment on the procedure used by AGAMA to find the self-consistent stellar density po-
tential pair (ρ?,Φ?) generated by the DF 2.3.11 when an IMBH potential is added to the
total potential. Starting from an initial guess for the stellar gravitational potential:
1. it first evaluate the actions J(x,v; Φtot) by means of equations 2.3.8;
2. it computes the stellar density distribution ρ? from equation 2.3.16;
3. it computes the stellar potential by means of equation 2.3.15;
4. it starts again from step 1 using the new value of the stellar potential.
The algorithm converges fast, after a total of approximately 10 iterations.
2https://github.com/GalacticDynamics-Oxford/Agama
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Chapter 4
Results
In this Chapter we present the results obtained fitting the projected number density and
line-of-sight velocity dispersion profiles of the selection of mock GCs presented in Section
3.2 with the dynamical models based on analytic DFs depending on the actions of Sections
2.3.3 and 2.3.4. The projected number density profiles of the mocks are built as described
in Section 3.2.2, with a total number of bin Nbin = 15, while the line-of-sight velocity
dispersione profiles are built according to Sections 3.2.3 and 3.2.4, so that they contain 50
particles in the first bin and 500 or 120 in the other bins, depending on the total number
of stars N ' 104 or N ' 103, respectively. In Sections 4.1 and 4.2 we show the results
obtained for the mocks with µBH = 10
−2 and µBH = 10
−3, respectively. Also, in Section
4.1.1 we explore the dependence of the models on the parameter J0.
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4.1 Mock GCs with µBH = 0.01
In this Section we present the results obtained fitting the mock GCs with µBH = 0.01
with the action-based models of Section 2.3.3. We check if our models are able to infer
the presence of the IMBH and the correct stellar velocity distribution, and we explore how
our results depend on the number of particles of the mocks, which can be either N ' 103
(N1e3 mu1e-2) or N ' 104 (N1e4 mu1e-2). As we pointed out in Section 1.2, we explore the
case of µBH = 0.01, which is an upper limit to the IMBH-to-stellar mass fraction expected
extrapolating the Magorrian relation at the GC masses.
The model fitting is performed using the scheme described in Section 3.3.3: given the
free parameter vector p = (α, η,M?, µBH), we start from a guess p0 and use the gradient
descent to find the best fitting model. Once we have found the best fitting model we further
explore the parameter space with a uniform grid search, as described in Section 3.3.4, to
find the models within 1σ and 3σ uncertainties (hereafter 1σ models and 3σ models).
Figures 4.1 and 4.2 show the projected number density profiles of the mocks N1e4 mu1e-
2 and N1e3 mu1e-2 superimposed to the best fitting models and the 1σ models. In both
cases, the core of constant density in the center of the projected number density profiles is
well reproduced. Also, at least up to R ' 5Reff the DF-based models provide an extremely
accurate fit to the observed profiles, apart for the outermorst regions, where the best models
have a steeper decrease than the observed profiles. This slight discrepancy is caused by the
specific choice of the DF: while the density profiles generated by the family of DFs 2.3.11
are, in isolation, characterized by a flat core in the inner regions and an exponential cut-off
in the outer regions, the mocks have intrinsic and projected density distributions that fall
off as power laws1 in the outskirts (equation 3.1.1). However, apart for the last bin, the
models nicely reproduce the overall projected number density profile, so we consider the
slight misfit with the last bin of little significance. In fact, more quantitatively, we notice
that the mass enclosed within R = 63.98 pc ' 20Reff (corresponding to the last point
of the projected density profile still in agreement with the best fit models) is 99.73% of
the total number of stars. In other words, the best models well reproduce the behavior
of the projected number density profiles of the mocks over the full radial extent of the
mock, almost over 5 orders of magnitude in projected density, apart for the very outermost
regions, where the contribution to the total number of particles (and thus the total mass or
the total luminosity) is negligble and the number density of the tracer has almost dropped
to zero. Also, one should consider that, when dealing with real observational data, at these
distances the contamination by field stars is dominant.
By construction, the density distribution of the mocks has a mild cusp ρ? → r−0.1 for
r → 0 (equation 3.1.1), which becomes almost flat in case of the corresponding projected
number density. To quantify the steepness of the cusp in the projected number density
profiles, we evaluted the logarithmic slope γΣ? ≡ d log Σ?/d logR. The log-slope of the
mock GCs is γΣ?(r → 0) ' −0.0001 ∼ 0. In case of the 1σ models of mock N1e4 mu1e-
2, γΣ?(r → 0) = −0.292+0.044−0.045, higher then the expected value for the mocks. This is a
consequence of the fact that in self-consistent multi-component models based on f(J) DF,
1The power law density profile at large radii is not typical of real GCs, which might be better represented
by our models.
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Figure 4.1: Projected number density profiles of the mock N1e4 mu1e-2 (black open dots with errorbars),
superimposed to the best fitting model (blue solid line) and the 1σ models (blue dashed line; see Table
4.1). We also show the radius of influence of the IMBH (Rinfl, vertical green dashed line; Table 3.4) and
the effective radius of the mock (Reff , vertical red dashed line; Table 3.3).
Figure 4.2: Same as Figure 4.1, but for mock N1e3 mu1e-2.
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the density distribution of each component is modified by the presence of other components,
so the central IMBH tends to steepen the central density distribution (see figure 9 in Pascale
et al. (2019)). In case of the 1σ models of mock N1e3 mu1e-2, where we measure a log-slope
γΣ?(r → 0) = −0.005+0.002−0.097, almost consistent with γ ' 0. Table 4.1 lists the values of the
parameters of the best fit models of mocks N1e4 mu1e-2 and N1e3 mu1e-2, together with
the uncertainties given at a confidence levels of 1σ and 3σ.
Figures 4.3 and 4.4 show the line-of-sight velocity dispersion profiles of the mocks
N1e4 mu1e-2 e N1e3 mu1e-2 superimposed to the best fitting models and the 1σ mod-
els. As we saw in Section 3.2.4, the adopted binning techinque allows us to isolate the
region within the BH radius of influence and to highlight in both profiles the cusps due to
the IMBH expected in their centers. Also in these cases the models well reproduce the line-
of-sight velocity dispersion profiles of the mocks. In case of mock N1e3 mu1e-2, the region
marked by the 1σ models is wider than in mock N1e4 mu1e-2. The profile of N1e3 mu1e-2
has both less bins (thus poorer statistics) and fewer particles per bin (thus larger errorbars)
with respect to N1e4 mu1e-2, which lowers inevitably the inference power of the models.
The fit with the line-of-sight velocity dispersion profiles strongly depends on the number
of particles of the mocks. When using N ' 104 stars (N1e4 mu1e-2) the models not only
reproduce the cusp at the center, but also the 1σ models are consistent with µBH 6= 0. For
mock N1e3 mu1e-2, on the contrary, we put an upper limit on µBH of 3.18× 10−2 (1σ un-
certainties), meaning that, within 1σ, it is consistent with both µBH = 0.03 and no BH (for
further details see Table 4.1). This is a first indication that in our best case scenario (no
contamination by field stars, correct evaluation of the GC center, constant M/L, a large
BH-to-stellar mass fraction) any method relying on the fit with binned projected num-
ber density and line-of-sight velocity dispersion profiles requires ∼ 104 stars with known
line-of-sight velocity.
In Figures 4.5 and 4.6 we show the anisotropy parameter β (equation 2.2.35) profiles of
the best fit models and the 1σ models for mocks N1e4 mu1e-2 and N1e3 mu1e-2. In both
cases the velocity distributions of the best models are mainly tangentially biased within
1σ, apart from the innermost regions, where the models tend to isotropy by construction.
The mocks have isotropic velocity distribution (see Section 3.2), thus β ≡ 0 independent of
radius. Our models, at least in the case of these first two mocks, are able to recover the mock
velocity distribution only within 3σ. As representative values of the anisotropy parameter
of the models, we evaluate β(Reff), i.e. the anisotropy parameter profile at Reff , finding
β(Reff) = −0.164+0.023−0.024 for N1e4 mu1e-2 and β(Reff) = −0.177+0.098−0.057 for N1e3 mu1e-2.
We stress, however, that even if the correct value of the anisotropy parameter of the
mocks are recovered only within 3σ, this does not affect the ability of the models to infer the
correct BH-to-stellar mass fraction. Also, we point out that the DF 2.3.11, by construction,
does not allow to produce models that are everywhere isotropic (for details see Pascale et al.
2019) and that the discrepancy between the mock and models velocity distribution may be,
probably, an indication that the DF 2.3.11 is not be flexible enough.
To show the effects of the IMBH on the velocity distribution of the stars, in Figures
4.7 and 4.8 we show the LOSVDs (equation 2.2.24) of the best fit models of N1e4 mu1e-
2 and N1e3 mu1e-2 (black line), evaluated at the radii of influence of the corresponding
mocks (see Table 3.4). To show the effects of the IMBH, we also show the LOSVD at Rinfl
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Figure 4.3: Line-of-sight velocity dispersion profiles of the mocks N1e4 mu1e-2 (black open dots with
errorbars), superimposed to the best fitting model (blue solid line) and the 1σ models (blue dashed line;
see Table 4.1). We also show the radius of influence of the IMBH (Rinfl, vertical green dashed line; see
Table 3.4) and the effective radius of the mock (Reff , vertical red dashed line; see Table 3.3).
Figure 4.4: Same as Figure 4.3, but for mock N1e3 mu1e-2.
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of a model with the same η, α, M? and J0 but without the BH (µBH = 0, orange line).
As a consequence of the gravitational effects of the IMBH, the stars are allowed to have
higher velocities in order not to fall onto the BH. Thus, the LOSVD of the best model is
sistematically wider than the model without BH (Figure 4.7). The spread of the LOSVD
is the line-of-sight velocity dispersion at the considered radius (equation 2.2.27), so, while
in the case of mock N1e4 mu1e-2, the model without IMBH has σlos(Rinfl) ' 13.40 km/s,
the best fit model (which includes an IMBH of µBH = 0.02) has σlos(Rinfl) ' 15.63 km/s.
Indeed, as we explained in Section 1.2.1 and as it can be noted also in Figure 4.3, a cusp
in the central parts of the line-of-sight velocity dispersion profiles of a stellar system can
be an indication of the presence a central IMBH have. In case of mock N1e3 mu1e-2, such
difference is not appreciable, and both the models have σlos(Rinfl) ' 14.56 km/s.
We also compare such LOSVDs with the true LOSVD, at Rinfl, of the mock (green
line) and the LOSVD of the best fit model with µBH = µBH,true = 0.01 (red line). From
a qualitative analysis of such velocity distributions, we can notice that the best model
with µBH = µBH,true = 0.01 better reproduces the LOSVD of the mock. This suggests that
using individual stellar velocities to fully exploit the kinematic information contained in the
DF (for instance the LOSVD) can allow one to put tighter constraints on the dynamical
properties of the system (in this case µBH). We note that here, in all cases, with Rinfl we
mean the radius of influence of the mock, thus calculated with the true value of µBH.
A different insight is given by Figures 4.9 and 4.10, where we show the two dimensional
confidence levels on the free parameters of mocks N1e4 mu1e-2 and N1e3 mu1e-2, respec-
tively. In both cases the true value of µBH = 0.01 falls within at least 3σ, even though, as
previously mentioned, in N1e3 mu1e-2 it is also consistent with no BH even at 1σ. The
total stellar mass of the mock GCs is always tigthly recovered and, as discussed in Section
2.3.3, the parameters α and η are slightly degenerate (top left panel of Figures 4.9 and
4.10): an increase of α can be compensated, in terms of quality of the fit, by an increase of
η, and vice versa. While α and η are degenerate in determining the structural properties of
a model, η controls almost completely the anisotropy distribution of a model. As η incrases
also the radial bias of a model increases. In the middle left panels of Figures 4.9 and 4.10 we
also notice that η is degenerate with µBH. This is the known mass-anisotropy degeneracy
(see Section 1.2.2): the trade off between radial bias and mass of the IMBH is such that a
model with a high value of η (radially biased) can be consistent with no BH.
4.1.1 χ2tot dependence on the characteristic action scale J0
As discussed in Section 3.3.1, models having the same triplet of free parameters (α, η, µBH)
are homologous, meaning that the models can be scaled on one another just changing their
physical scales. In our models, such scales are given by the characteristic action scale J0
and the total stellar mass M?. In Section 3.3.1 we described the method we used to explore
how the models respond to variations of M?, while we just set the models spatial scale fixing
the parameter r0 to values that make the mock and models effective radius equal. We did
not explore variation of r0 (and thus J0) and here we motivate this choice. From equation
2.3.14, J0 can be written as
J0 =
√
GM?r0. (4.1.1)
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Figure 4.5: Anisotropy parameter profile (see equation 2.2.35) of the best fitting model (blue solid line), the
1σ models (blue dashed line) and the 3σ models (green dashed line; see Table 4.1) of mock N1e4 mu1e-2.
We also show the effective radius of the mock (Reff , vertical red dashed line, see Table 3.3). The black
dashed line is the true value (β = 0) of the of the isotropic mock.
Figure 4.6: Same as Figure 4.5, but for mock N1e3 mu1e-2.
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Therefore, when M? is fixed, J0 ∝ r1/20 . To show an example, here we tested the variations of
χ2tot when changing the best fitting characteristic length of the best model of the N1e4 mu1e-
2. We changed the value of r0 of the 2 percent and we re-evaluated the χ
2
tot according to
the new values. We find that such rescaled models have ∆χ2 ≡ χ2tot − χ2best = 21.73, where
χ2best is the value of χ
2
tot of the best model (Table 4.1), greater than the threshold of the
3σ confidence levels (see Table 3.5). This is true for all the considered mocks. Therefore
,considering the large variations it generates in the χ2tot of a model, throughout our analysis
of the parameter space, we considered r0 fixed to r0,f as described in Section 3.3.1.
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Figure 4.7: LOSVD (equation 2.2.24) of the the best fit model (black line, Table 4.1) of mock N1e4 mu1e-2,
superimposed to the LOSVDs of the mock (green line), of a model having the same parameters of the best
fit one, but with no IMBH (orange line) and of the best fitting model with µBH = µBH,true = 0.01 (red
line), evaluated at the radius of influence of the IMBH (Rinfl, Table 3.4).
Figure 4.8: Same as Figure 4.7, but for N1e3 mu1e-2. Notice that the orange curve and the black curve
overlap.
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Figure 4.9: Contour plots of the free parameters for the model fitted to the mock GC N1e4 mu1e-2. Each
plot has been obtained fixing the other two parameters to their best fitting values (see Table 4.1), which
are also reported in the title of each plot. The black cross is the best fitting model. When present, the
vertical black dashed line indicates the true value of the total mass of the mock M?,true = 10
6 M, while
the horizontal black dashed line indicates the true value of the BH-to-stellar mass ratio µBH,true = 0.01
The contour levels have been determined according to Table 3.5, in the case of 4 free parameters.
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Figure 4.10: Same as Figure 4.9, but for mock N1e3 mu1e-2.
62
4.1 Mock GCs with µBH = 0.01
H
α
η
µ
B
H
M
?
J
0
χ
2 Σ
?
χ
2 σ
lo
s
χ
2 to
t
(1
05
M

)
(k
p
c
k
m
/s
)
N1e4mu1e-2
B
es
t
fi
t
0.
92
0.
51
0.
02
0
10
.0
5
1.
16
×
10
−
2
6.
05
1.
42
7.
47
1σ
0.
90
−
0.
94
0.
50
−
0.
52
0
−
0.
01
0
9.
89
-1
0.
12
-
-
-
-
3σ
0.
70
−
1.
10
0.
40
−
0.
62
0
−
0.
02
5
7.
94
−
14
.1
3
-
-
-
-
N1e3mu1e-2
B
es
t
fi
t
0.
84
0.
49
1.
58
×
10
−
4
10
.7
2
2.
05
×
10
−
2
55
.6
7
21
.3
3
77
.0
0
1σ
0.
82
−
0.
92
0.
38
−
0.
60
0
−
0.
03
2
9.
98
−
11
.7
5
-
-
-
-
3σ
0.
70
−
1.
10
0.
25
−
1.
10
0
−
0.
10
0
7.
59
−
10
.7
2
-
-
-
-
T
ab
le
4.
1:
F
ro
m
th
e
le
ft
-h
an
d
co
lu
m
n
to
th
e
ri
g
h
t-
h
a
n
d
co
lu
m
n
:
va
lu
es
o
f
th
e
p
a
ra
m
et
er
s
(α
,η
,µ
B
H
,M
?
,J
0
)
a
n
d
o
f
χ
2 Σ
?
,
χ
2 σ
lo
s
a
n
d
χ
2 to
t
o
f
th
e
b
es
t
fi
t
m
o
d
el
s
of
m
o
ck
s
N
1e
4
m
u
1e
-2
an
d
N
1e
3
m
u
1
e-
2
(B
es
t
fi
t)
.
F
o
r
ea
ch
p
a
ra
m
et
er
w
e
a
ls
o
sh
ow
th
e
1σ
a
n
d
3σ
in
te
rv
a
ls
(1
σ
a
n
d
3σ
,
re
sp
ec
ti
ve
ly
),
ex
ce
p
t
fo
r
J
0
(s
ee
S
ec
ti
on
4.
1.
1)
.
63
Results
4.2 Mock GCs with µBH = 0.001
We here show the results we obtain when fitting the mocks with µBH = 0.001 with the
our DF-based models. As in the previous Section, we explore how the results depend on the
number of particles of the mock in the case of GCs with IMBH as expected extrapolating
the Magorrian relation at the GC masses.
Figures 4.11 and 4.12 show the projected number density profiles of the mock GCs
N1e4 mu1e-3 and N1e3 mu1e-3 superimposed to the best fitting and the 1σ models. Also
in these cases, the flat core of the profiles is well reproduced, while, as for the models of
the previous section, in the outskirts the best fitting models decrease more steeply than the
ones from the mocks. However, the considerations made in the previous section are still
valid, and we consider these outer points of little significance. The inner projected density
logarithmic slopes of the best models are γΣ?(r → 0) = −0.031+0.031−0.156 for N1e4 mu1e-3 and
γΣ?(r → 0) = −0.013+0.004−0.066 for N1e3 mu1e-3, which are consistent with the theoretical value
γΣ? ' 0 for the innermost regions the mock. As in the previous section, in Table 4.2 we show
the values of the parameters of the best fit model fitted to N1e4 mu1e-3 and N1e3 mu1e-3
and the uncertainties given at a confidence levels of 1σ and 3σ.
In Figures 4.13 and 4.14 we show the line-of-sight velocity dispersion profiles of both
the mock GCs and the 1σ models. The fact that the innermost point of the line-of-sight
velocity dispersion profiles of the mocks is beyond the radius of influence of the BH (see
Table 3.4) makes it difficult to constrain the mass of the putative IMBH. Indeed, for both
mocks, models with no IMBH are in the 1σ confidence level (Table 4.2) since they well
reproduce both the projected number density and line-of-sight velocity dispersion profiles.
For what concerns the anisotropy of the system, Figures 4.15 and 4.16 show the anisotropy
profiles as a function of the distance from the center of the best fit models and the 1σ
models for mocks N1e4 mu1e-3 and N1e3 mu1e-3, respectively. The values of β(r) at
the effective radii of the respective mocks are β(Reff) = 0.032
+0.023
−0.042 for N1e4 mu1e-3 and
β(Reff) = −0.053+0.104−0.089 for N1e3 mu1e-3. In this case the models better reproduce the
isotropic velocity distribution of the mocks, and they are consistent with isotropy within
1σ. This improvement, with respect of the cases of µBH = 0.01, can be due to the fact that,
since the features of the IMBH are less relevant when it is lighter, the model is able to put
tighter constraints on the velocity distribution of the system.
Finally, in Figures 4.17 and 4.18 we show the LOSVDs (equation 2.2.24), evaluated at
the theoretical radii of influence of the IMBHs of mocks N1e4 mu1e-3 and N1e3 mu1e-3,
of their best fit models (black line) and of a model with the same parameters of the best
fitting one, but with no IMBH (orange line). In these cases the best fit µBH of both the
mocks are not high enough to cause an appreciable spread in the LOSVDs of the models,
when compared to the case without IMBH. For N1e4 mu1e-3, the model without IMBH
has σlos(Rinfl) ' 14.60 km/s, while the best fit model (having an IMBH of µBH = 0.002)
has σlos(Rinfl) ' 14.69 km/s. Such a difference is not statistically significant. In the case of
N1e3 mu1e-3, with a best fit BH-to-stellar mass fraction of µBH = 3.16 × 10−4, its effects
are not appreciable, and both the models have σlos(Rinfl) ' 13.33 km/s.
For these mocks, the LOSVDs of the mocks (green line) is, at least qualitatively, not
well reproduced neither by the models described above nor by the best fitting model with
µBH = µBH,true = 0.001 is a bit. However, it would be necessary to perform a more
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Figure 4.11: Same as Figure 4.1, but for mock N1e4 mu1e-3.
Figure 4.12: Same as Figure 4.1, but for mock N1e3 mu1e-3.
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quantitevly and sistematic analysis to understand what are the free parameters of the
model that better reproduces the LOSVD of the mock.
The contour plots in the parameter space for N1e4 mu1e-3 models and N1e3 mu1e-3
models are shown in Figures 4.19 and 4.20, respectively. As in the case µBH = 0.01, also
in this µBH = 0.001 case, the constraints on the values of the parameters are significantly
better for N ' 104 than for N ' 103 stars. In the middle left panels of Figures 4.19 and
4.20 we notice again the degeneracy between η and µBH, which reflects the mass-anisotropy
degeneracy. We also notice that µBH is degenerate with α: the lower α, the lower µBH. Due
to such degeneracies and to the smaller mass of the IMBH, both in the case of ∼ 104 and
∼ 103 stars, were not able to put any lower limit on the BH mass, which is also compatible
with 0 (no BH). Nonetheless, the true values of µBH and M? fall within 3σ.
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4.2 Mock GCs with µBH = 0.001
Figure 4.13: Same as Figure 4.3, but for mock N1e4 mu1e-3.
Figure 4.14: Same as Figure 4.3, but for mock N1e3 mu1e-3.
67
Results
Figure 4.15: Same as Figure 4.5, but for mock N1e4 mu1e-3.
Figure 4.16: Same as Figure 4.5, but for mock N1e3 mu1e-3.
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4.2 Mock GCs with µBH = 0.001
Figure 4.17: Same as Figure 4.7, but for mock N1e4 mu1e-3.
Figure 4.18: Same as Figure 4.7, but for mock N1e3 mu1e-3.
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Figure 4.19: Same as Figure 4.9, but for mock N1e4 mu1e-3.
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4.2 Mock GCs with µBH = 0.001
Figure 4.20: Same as Figure 4.9, but for mock N1e3 mu1e-3.
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Chapter 5
Summary and conclusions
In this Thesis we studied the kinematic and structural properties of GCs by means of a
new family of dynamical models based on analytic DFs depending on the action integrals,
focusing on the open question of the presence of IMBHs in the centers of such stellar system.
1. In Chapter 1 we have described GCs and IMBHs. We started with a brief descrip-
tion of the stellar populations of Galactic GCs (Section 1.1.1), which were usually
modelled as simple stellar populations, even though observations in the last few years
confirmed their nature of multiple stellar populations. We showed that Galactic GCs
can be divided into two different populations: a metal-poor, spherical population in
the Galactic halo, and a metal-rich population orbiting near the Galactic disk and
bulge. We then described the structural and kinematic properties of GCs, which can
substantially be modelled as isothermal spheres (Section 1.1.2), even if many dynam-
ical processes can alter the characteristics of such stellar systems (Section 1.1.3), such
as dynamical friction, mass segregation and energy equipartition. Afterwards, we
briefly listed some of the most important observables that can be obtain through a
photometric or spectroscopic observation of a GC (Section 1.1.4).
For what concerns IMBHs, we started explaining why we expect IMBHs to be in
center of GCs, by means of scale relations that correlate the mass of the central BH
to macroscopic properties of the host system, such as the system stellar mass or the
average velocity dispersion, and that suggests that GCs are perfect candidates to host
IMBHs (Section 1.2.1). We then described which are the observational effects that
an IMBH produces on the stars of a GC orbiting closer enough to the IMBH, and
how this affects the integrated properties of a GC, such as the surface brightness and
the line-of-sight velocity dispersion profiles (Section 1.2.1). However, many other dy-
namical processes can mimic the same effects of an IMBH, such as mass-anisotropy
degeneracy, mass segregation or dark remnant clusters, and in Section 1.2.2 we briefly
described them. In conclusion, we showed some of the most recent results about the
investigation of the presence of IMBHs in GCs, most of which gives conflicting results.
2. In Chapter 2 we introduced the concept of relaxation time trelax as the timescale over
which the dynamics of a system changes significantly. We demonstrated that GCs
typically have a short trelax enough to allow the system dynamical properties to evolve
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in time (therefore they are collisional systems). Nonetheless, the evolution in time
of a collisional system can be described as a sequence of collisionless states, allowing
us to treat GCs as collisional system under short time intervals (Section 2.1). The
description of a collisionless system can be perform by means of DFs: in Section 2.2
and 2.2.1 we exposed how a DF is defined, while Section 2.2.2 is dedicated to Jeans’s
theorems, which are fundamental tools in the theory of DFs. In Section 2.2.3 we
showed how to obtain the moments of a DF, which provide information about the
properties of the DF and they can be linked to the observables of a stellar system.
We then described two particular families of DFs (Section 2.2.4), showing their pecu-
liarities, and the DFs typically used to model GCs (Section 2.2.5).
In Section 2.3.1 the action-angle phase-space coordinates are introduced, together
with their most important properties, while in Section 2.3.2 we exposed the charac-
teristics and properties of action-based DFs. In Sections 2.3.3 and 2.3.4 we introduced
the action-based DF that has been used to model the stellar population of the mock
GCs that will be studied, together with the adopted technique to obtain the stellar
density distribution and gravitational potential when adding an IMBH in the center
if such a system.
3. In Chapter 3 we described how the mock GCs of the 5-th Gaia Challenge are gener-
ated, together with their main properties. In particular, we focused on the charac-
teristics of the 4 mock GCs that were chosen for this Thesis (Section 3.2): isotropic,
with a BH-to-stellar mass fraction µBH = 0.01 or 0.001, and with N ' 104 or ' 103
stars. We described how we built projected number density and line-of-sight velocity
dispersion profiles from the mock GCs, analyizing the dependence of the line-of-sight
velocity disperison profile on the adopted binning (Sections 3.2.2, 3.2.3 and 3.2.4). In
Section 3.3 we exposed which are the free parameters of our dynamical models, how
we obtain the corresponding profiles from our DFs, and how we perform the fit to the
mock profiles.
4. Finally, in Chapter 4 we presented our results, showing how our best fitting models
compare with the mocks discussing our inferences on the parameters of the mocks,
and in particular on the mass of the IMBH.
5.1 Conclusions
Here we discuss the results exposed in Section 4. The properties of the considered
mocks are described in Section 3.2: we chose 4 isotropic mock GCs, with a BH-to-stellar
mass fraction µBH = 0.01 or 0.001, and with N ' 104 or ' 103 stars, in order to test the
dependence of the quality of the fit on the the mass of the BH and on the amount of available
data. The model we adopted to describe the stellar populations of such mocks is based on
a DF depending on the action integrals, to which the gravity of a central IMBH is added
according to Section 2.3.4. The free parameters of such a model are (α, η, µBH,M?, J0),
where α and η are dimensionless parameters mainly regulating the structural and kinematic
properties of the system, respectively, µBH is the BH-to-stellar mass fraction, M? is the total
mass of the system and J0 is a characteristic action scale.
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For what concerns the presence of an IMBH in the center of the mock GCs, the true
value of µBH is found to be within at least 2σ in all the cases. In particular:
• for mocks with' 104 stars, the true value of µBH is within 2σ in the case of N1e4 mu1e-
2 (µBH,true = 0.01), while it falls within 1σ in the case of N1e4 mu1e-3 (µBH,true =
0.001);
• for mocks with ' 103 stars, the true value of µBH is within 1σ both in the case of
N1e3 mu1e-2 (µBH,true = 0.01) and N1e4 mu1e-3 (µBH,true = 0.001).
Such results allow us to conclude that we can trust that, for an hypothetical system of
known total number of stars N but unknown BH mass (such as a real GC), the real value
of µBH falls within 2σ in the case of N ' 104 and 1σ in the case of N ' 103. Thus, these
would be our inferences on µBH of the mocks when N ' 104:
• µBH = 0.020+0.012−0.014 when µBH,true = 0.01, corresponding to a mass MBH = 2+1.29−1.38 ×
104 M;
• µBH 6 0.020 when µBH,true = 0.001, corresponding to MBH 6 2.05× 104 M.
Instead, when N ' 103 our inferences on µBH would be:
• µBH 6 0.013 when µBH,true = 0.01, corresponding to MBH 6 1.48× 104 M;
• µBH 6 0.010 when µBH,true = 0.001, corresponding to MBH 6 9.55× 103 M.
This is mainly due to the lack of stars within the radius of influence of the BH (see
Section 3.2.4) for all the mocks except for N1e4 mu1e-2.
Focusing on the velocity distribution, all the mocks we have considered are isotropic,
therefore β ≡ 0 independent of the radius. As shown by Pascale et al. (2019), the DF
we used in this Thesis in general does not produce systems with exactly a flat anisotropy
profile, and modifying the DF 2.3.11 in order to make it able to generate such anisotropy
profiles would require the addition of more free parameters. We were able to recover isotropy
within 1σ in case of the mocks N1e4 mu1e-3 and N1e3 mu1e-3, while, for N1e4 mu1e-2 and
N1e3 mu1e-2, we recover it within 3σ. As pointed out in Sections 4.1 and 4.2, the fact that
the model better infers the anisotropy of the mock with a smaller µBH can be an indication
of the fact that the DF 2.3.11 is not flexible enough, even if this does not affect the ability
of the models to infer the correct BH-to-stellar mass fraction.
Finally, the true total mass of the system M? = 10
6 M falls within 1σ in case of
N ' 104, while it is at most within 2σ for the mocks within N ' 103. Thus, we can trust
that, for a system of unknown total mass, the real value of M? falls within 1σ if N ' 104 or
within 2σ if N ' 103. Therefore, these would be our inferences on M? of the mocks when
N ' 104:
• log(M?/M) = 6.002+0.003−0.003 when µBH,true = 0.01;
• log(M?/M) = 6.000+0.005−0.005 when µBH,true = 0.001.
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Instead, when N ' 103 our inferences on M? would be:
• log(M?/M) = 6.03+0.0083−0.008 when µBH,true = 0.01;
• log(M?/M) = 5.955+0.050−0.055 when µBH,true = 0.001.
To improve these results more data are necessary, especially coming from the innermost
regions of the GCs. While a total number of stars N ' 104 seems to be enough to allow the
model to put tight constraints on η and M?, for BH-to-stellar mass fractions of µBH = 0.001,
more stars seem to be necessary to constrain µBH. In particular, as it can be noticed in
Table 3.4, in the case of N1e4 mu1e-2 (N ' 104 and µBH = 0.01), which is the mock for
which we can exclude the absence of an IMBH, there are 50 stars within the influence radius
of the IMBH Rinfl (equation 1.2.3), while in the other mocks there are always less then 6
stars within Rinfl. Having an amount of stars closer to those available for N1e4 mu1e-2 may
bring enough statistics in order to exclude models with no BH.
5.2 Future applications
A promising alternative is the application of action-based DFs to single stars measure-
ments. As the DFs are probability density functions, they provide the probability of finding
a star in a certain volume of the phase space (Section 2.2). Thus, the probability of having
a sample of stars of known positions on the plane of the sky and line-of-sight velocities, for
instance, is the sum of the probabilities that each star is found those projected phase-space
coordinates. The best fit model will be that which maximizes such probability. Moreover,
using individual stellar velocity would allow us to exploit fully the kinematic information
contained in the DF (for instance the LOSVD) and not only the line-of-sight velocity dis-
persion.
One of the possible extensions is including also proper motions (PMs) as observables (see
Section 1.1.4). As shown by van der Marel & Anderson (2010) and Baumgardt et al. (2019),
PMs allow one to have a complete view of the velocity distribution of the system, highly
improving our capability to infer the behaviour of β(r). Once the anisotropy parameter is
well constrained, the mass-anisotropy degeneracy (Section 1.2.2) can be broken, allowing
us to better constrain µBH, too.
Alternatively, one can apply different action-based DFs, looking for the DF that better
reproduces the observational data. For instance, to better reproduce the velocity distribu-
tion of the mocks, one could use a more flexible DF, such as the action-based DF presented
by Posti et al. (2015), or the DF implemented in AGAMA Vasiliev (2019), which is a gen-
eralization of both the DFs by Posti et al. (2015) and Pascale et al. (2018). However, these
DFs have many more free parameters than one adopted in this Thesis (equation 2.3.11).
Action-based DFs can be extended to rotating and flattened systems, as pointed out
in Section 2.3.2. As described in Section 1.1.2, many GCs possess non-negligible flattening
and net rotation, thus a suitable model should take them into account. It is also possible
to apply action-based DFs to rotating mocks, as those built by S. Rozier and included in
5-th Gaia Challenge, too. Indeed, as stated in Section 2.3.2, these models can be modified
to include both flattening and rotation, becoming suitable to model axisymmetric systems.
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All these applications, however, should always aim to the application of these models
to real observational data, in order to concretely study the structure and kinematics of
GCs, and the presence of IMBHs in these systems. However, as stated in Section 1.1.4,
many issues arise when dealing with real observational data, such as contamination by field
stars or position dependent mass-to-light ratio M/L, which must be carefully accounted for,
especially when looking for IMBHs in the center of GCs, where many other dynamical effects
can mimic the presence of a central BH, such as mass segregation and energy equipartition
(Section 1.2.2).
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