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1. Background 
It is often difficult to recognize the importance of scientific progress when it happens and to 
determine the direction of scientific development in ‘real time’. It is not only a problem of 
determining what ideas are true or false, but more importantly of deciding what results are 
relevant or irrelevant seen in the broader perspective of scientific development. In some cases 
scientific insights lie dormant for years or decades before they can blossom in an environment 
which can put these old ideas in a fruitful context. It can be theories which are waiting for an 
advancement in experimental technology but it can also be old scientific cases which are 
reopened with new methods and fresh perspectives in mind. 
One way of trying to avoid the noise in the steady flow of research reports and articles is to 
look for common patterns or ideas over a broad spectrum of disciplines. This special issue 
contains a number of articles written by scientists from a variety of research fields, ranging from 
mathematics, physics, biology to social sciences, and engineering. They all represent a research 
frontier in their field of expertise and they share a common language and methodological 
approach through mathematics and the use of mathematical tools. 
What are the emerging patterns in this overall development? This special issue is intended to 
be a response to that question. It may not be possible to give any definite answers. However, 
some general observations can be made. Computational mathematics and systems analysis are 
faced with the dilemma which Morris Hirsch has characterized as “the quest for simplicity and 
discovery of complexity”. Although this is not anything new in the history of science it has taken 
on a new form with the advent of computers and scientific computing. 
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2. Synergetics between theory, experiment and computation in modern physics 
The development of large and fast computers has added vast possibilities to the art of 
modelling in physics and the other experimental sciences. The dynamics of complex systems with 
many degrees of freedom may now be modelled by a large number of interdependent mathemati- 
cal equations which can be solved by scientific computing. The realistic mathematical model 
most frequently contains equations of a nonlinear type. Therefore paradigms emerging from 
nonlinear dynamics are essential for the understanding of the solutions. 
In a series of books Haken (e.g. [14] and [15]) has discussed the concept of synergetics deals 
with systems composed of many subsystems which may be of quite different natures such as 
electrons, atoms, molecules, cells, neurons, organs, animals or even humans. The mechanisms by 
which these subsystems-irrespective of their nature-are brought to cooperate are essential. On 
the macroscopic scale in space and time functional structures may form by self-organization in 
some cases. In other cases the systems-despite a deterministic formulation of the model 
equations-exhibit disordered or chaotic behavior. Instabilities that lead from one state to 
another state or to chaos are of particular importance. 
Following Zabusky [51] we may also talk about computational synergetics. Here we think of 
the give-and-take between theoretical analysis, computation and experimental work as illustrated 
in Fig. 1. Progress in our understanding of the natural sciences has always depended upon the 
interaction between analytical theory and experiment. With large-scale computers we can now 
process experimental data and juxtapose them readily with large-scale numerical solutions of the 
systems of nonlinear ordinary or partial differential equations in terms of which the model of the 
system has been expressed. The insights gained from bringing the results into agreement lead to 
improvements of models, algorithms, analytical methods, as well as experimental procedures. In 
the same way experimental work has always been of decisive importance for physics, computer 
experiments now inspire development of new concepts and methods in mathematics. The 
graphical representation of the results through image processing is an essential feature in this 
interaction. The order and disorder paradigms from non-linear dynamics, solitons and chaos, 
respectively, thus have a clear pictorial meaning. Solitons are stable localized pulses and can be 
viewed as prototypes of collective motions in systems with many degrees of freedom. Chaos 
Theory 
Computations Experiment 
Fig. 1. Computational synergetics. 
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typically manifests itself in the phase space for a low dimensional system in which the evolution 
is represented through irregular trajectories filling out portions (attracting basins) of the phase 
space. Returning to Fig. 1 we may conclude that the rapid progress resulting from computational 
synergetics cannot be achieved without the use of large-scale computers. 
Norman Zabusky’s contribution to this special issue illustrates the strength of computational 
synergetics in vortex dynamics. Computers allow us to discover unexpected linkages and new 
concepts in nonlinear dynamical and fluid systems. 
2.1. The order paradigm: the soliton 
It is worthwhile to note that Zabusky and Kruskal [52] discovered the special class of solitary 
waves - which they named solitons - through computer experiments with the nonlinear partial 
differential equation called the Korteweg-De Vries equation. At the time of this work the 
famous Fermi-Pasta-Ulam result was still a riddle. By a computer simulation performed in Los 
Alamos, shortly after the Second World War, Fermi, Pasta and Ulam had demonstrated that the 
oscillatory energy of a system of particles on a nonlinear lattice will not eventually be shared 
equally by the all-harmonic frequencies of the system. Instead, the energy returns to the 
harmonics of the initial state after a very long simulated period. Zabusky and Kruskal showed 
that this recurrence phenomena also occurs in the Korteweg-De Vries equation which is the 
continuum version of the anharmonic lattice. They found that an arbitrary initial distribution 
will evolve into single pulses or solitary waves which may interact nonlinearly with each other 
without loosing their identity. This strong stability property is due to a balance between 
dispersion and non-linearity of the system. The special class of solitary waves was named solitons. 
Shortly after the discovery, Garner et al. [13] invented an analytical method-called the inverse 
scattering transform-by which the evolution of an initial distribution into soliton modes, and 
an additional disturbance-called radiation-is explained and can be estimated exactly by 
solving the Gelfand-Levitan integral equation. The development of this technique is a striking 
example of successful computational synergetics. The method has been extended to a class of 
boundary value problems at nonlinear partial differential equations denoted integrable problems. 
A long list of integrable systems of partial differential equations in one space dimension and 
the time dimension, as well as in higher dimensions, have been discovered. Systems with a finite 
number of degrees of freedom, described by a set coupled ordinary differential equations, may 
also possess the soliton property. An ever increasing number of such systems is described in the 
mathematical and physical literature. 
In this nonlinear theory the soliton modes play the same role as Fourier modes or harmonics 
in linear analysis. Through a transition period rather arbitrary initial distributions will develop 
into soliton modes. Some of the components of the initial distribution will be unstable under the 
nonlinear evolution and evolve into the soliton modes. Soliton theory is described in a number of 
textbooks. Here we refer to the book by Lamb [20]. The mathematical description of this type of 
evolution is relevant for a number of applications, such as laser technology and nonlinear optics. 
As we shall see below, the property of exact integrability is not important for the applications. 
For systems in which external forces (e.g. dissipation mechanisms) act as perturbations, the 
soliton paradigm is also extremely important. The essential feature is that we are not too far 
from an integrable system in some sense such that the solitonic property is not completely lost. 
In other words, pulses can still be formed and can exist through relevant life times, and 
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propagate and interact without destroying each other completely. Some of the energy in the 
colliding pulses will however be released during the interaction process and pass from soliton 
into the radiation mode. Solitons, however, are still retained as a result of the energy balance 
between external forces and loss mechanisms. 
2.2. The disorder paradigm: chaos 
Already at the turn of the century the mathematician H. Poincare had discovered that certain 
mechanical systems whose time evolution is governed by Hamilton’s equations can display 
chaotic motion. However, it took about 70 years before the meteorologist Lorenz [23] found, 
through a computer simulation, that even a simple set of three coupled, first-order nonlinear 
differential equations can lead to completely chaotic trajectories (see section 2.5). Lorenz 
considered a model of the atmosphere including Navier-Stokes equations, the heat equation and 
the continuity equation and derived three nonlinear ordinary differential equations for the three 
lowest-order terms in the Fourier expansion of the solution. The solution trajectories for the 
resulting dissipative problem are attracted to a set of points in phase space called the Lorenz 
attractor (for an exposition see section 2.5). This is the first example in the literature of a strange 
attractor and of deterministic chaos. Since then, many other dissipative and conservative systems 
have been discovered. Also in this field of nonlinear dynamics, the synergetic research activity, in 
connection with the availability of high speed computers, has lead to new theoretical results 
which have been verified through refined experimental techniques. It has become clear that 
deterministic chaos is abundant in nature and has far-reaching consequences in many branches 
of science. 
The chaotic behavior in the Lorenz system is neither due to external sources (there are none) 
nor to noise (nor represented), quantum mechanical effects (the system is classical) or feed-back 
mechanisms (leading to a difference-differential equation). The source of irregularity is the 
property of the nonlinear system of separating initially close phase-space trajectories exponen- 
tially fast in a bounded region. As a consequence, it becomes practically impossible to predict the 
long-time behavior of the system, because the initial conditions can only be fixed with finite 
accuracy and the errors increase exponentially fast. The system is sensitively dependent on initial 
conditions. 
There are different routes to chaos in dissipative systems. The route discovered most recently 
consists of an infinite sequence of period doublings through pitchfork bifurcations in a finite 
parameter range. Feigenbaum has investigated this route in a discrete mapping (realized in 
nonlinear difference equations and in the continuous mapping in systems of ordinary differential 
equations) and found universal features of the bifurcation sequences characterized by two 
universal numbers (the Feigenbaum numbers). A second approach to chaos is the so-called 
interrnittency route. In this case regular behavior in time becomes interrupted by intermittent 
bursts of irregular motion. The average number of these bursts increases with the variation of an 
external control parameter until the motion becomes completely chaotic. A third possibility is 
the suggestion by Ruelle and Takens [38] that transition to turbulence goes via Hopf-bifurca- 
tions. After these two instabilities the trajectory in a third step becomes attracted to a bounded 
region of phase space with the properties of a strange attractor. All three routes are well verified 
experimentally. A description of the routes is given in the recent book by Schuster [42]. 
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In conservative systems regular motion occurs when the systems are integrable. The trajecto- 
ries in phase space will then lie on tori surfaces. If the systems are perturbed by nonintegrable 
forces and dissipative mechanisms, chaos may occur at homoclinic points. Sequences of period 
doublings like in the dissipative systems are also found. The characteristic constants, however, 
are smaller than the Feigenbaum numbers. The evolution of tori in phase space is governed by 
the Kolmogorov-Arnold-Moser theorem. For systems with more than two degrees of freedom 
the trajectories may be irregularly wandering orbits giving rise to the so-called Arnold diffusion. 
All chaos mechanisms are not fully understood at the present time. Some procedures exist to 
predict the appearence of chaos as a result of Arnold diffusion, e.g. These methods are important 
for applications. 
In the complex systems with many degrees of freedom that we meet in nature, both 
self-organizing tendencies and chaotic features may occur. If the non-linear partial differential 
equation is nearly integrable, a spatial pattern of soliton nature may form spontaneously as a 
result of the dynamics. This self-organization results in the formation of travelling waves which 
effectively reduces the number of degrees of freedom for the system from infinitely many to a 
few degrees of freedom. (In contrast, reduction of degrees of freedom by mode truncation does 
lead to spurious results.) The resulting low-dimensional system may be subject to chaotic 
dynamics in time. Thus we observe a competition between spatial nonlinear coherence and 
temporal chaos. It has been debated whether partial differential equations or cellular automata 
are most relevant for modelling in this case. In other cases the system is so far from integrability 
that initial pulses are completely destroyed. Even blow-up of the solution in a finite time interval 
occurs such that the problem ceases to be well-posed after a finite time. Such models are 
important e.g. in plasma physics. 
2.3. The need for large-scale scientific computing 
When a nonlinear system with infinitely many degrees of freedom is modelled, it is necessary 
to start out by large-scale computer simulation. Typically, it cannot be known in advance, in 
terms of which few degrees of freedom-like, e.g., collective coordinates, soliton velocity, Fourier 
components-the system can be characterized (and its dynamics be ‘understood’). These 
variables have to be found first. The choice of such variables-if they exist at all-may also 
depend dramatically on parameter values, boundary and initial conditions. In most cases this 
projection down to a few degrees of freedom must be derived from the knowledge gained from a 
large-scale computer experiment. Truncation to a few variables without this experience may 
therefore lead to a model without any relevance for real physical system. Such low-dimensional 
models-how charming and instructive they may be from a mathematical point of view and how 
conveniently they may be dealt with on personal computers-do not provide any definitive 
information about the dynamical behaviour of complex systems, merely suggestions for possible 
mechanisms. With the advent of modem scientific supercomputing, it is possible to get beyond 
this level. 
2.4. The soliton as a natural wave phenomenon 
The soliton concept now plays an important role in many areas of research, e.g. hydrody- 
namics, optics, plasma physics, elementary particle physics, solid-state physics, and biochemistry. 
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The pulse-like elementary solutions then serve as carriers of mass, electric charge, vibrational 
energy, electromagnetic energy, magnetic flux, etc., depending on the particular context. 
The first one to observe and report on nonlinear wave phenomena of soliton character, in 
1844, was the Scottish engineer John Scott Russell [37]. In 1834, he became aware of the 
phenomenon while he was observing the motion of a boat on the Union Canal which at that time 
connected Edinburgh and Glasgow. He later performed water tank experiments with the waves 
and demonstrated that the waves could interact with each other without loosing their identity. 
Scott Russell’s soliton is modelled by the Korteweg-De Vries equation. 
The corresponding shallow water wave in two spatial dimensions can be observed at beaches. 
The interaction is described by the Kadomtsev-Petviashvili equation which is an example of a 
2 + l-dimensional equation which is integrable and has been solved recently by the inverse 
scattering transform method. 
Also, in deep water soliton excitations exist. Here they are described by another important 
nonlinear equation, the nonlinear Schrodinger equation in the one-dimensional case, and a 
system of coupled non-linear partial differential equations called the Davey-Stewartson equa- 
tions in the two-dimensional case. A different kind of deep water soliton waves has been 
observed on the Andaman sea (see Fig. 2). These solitons are made possible by a stratification in 
the temperature profile of the sea water. They carry enormous masses of water and cause 
considerable difficulty to the off-shore activity in the area. 
In optics, nonlinear pulse excitations (alias solitons) play an important role. They are 
generated in different types of lasers as we have already mentioned. It has been proposed to 
operate the glass fibres used in telecommunication systems at such high power levels that the 
nonlinear Kerr effect of the glass material become important. At this level the wave propagation 
along the fibre is described by the same nonlinear Schrodinger equation as in the deep-water 
case. The nonlinearity will balance the dispersion, such that solitons can be transmitted over 
thousands of kilometers without being destroyed. Dissipative losses can then be balanced by a 
special amplification technique. Glass fibres coupled to lasers have been used by Mollenauer and 
Stolen [27] in the soliton laser to tune the length of light pulses in the femtosecond regime. 
Adjustment of the fibre length changes the soliton resonance and thus the width of pulse 
produced by the system. These short pulses make much higher bit rates in the transmission 
system possible. 
In plasma physics, nonlinear wave phenomena like convective cells play an important role in 
the description of transport mechanisms and may be of central importance in connection with 
the design of magnetic field configurations for the confinement of thermonuclear plasma. 
Also in the fluid dynamics of the atmosphere, there are many applications of the solitons 
paradigm. Thus the atmospheric blocking phenomena have been understood as ‘modon’ solu- 
tions to the quasigeostrophic equations. The red spot of the planet Jupiter has been explained as 
a soliton. 
Solitons also play a role in nonlinear field theories, where they may represent elementary 
particles with internal degrees of freedom. (The modelling of particles by dirac’s delta-function 
in linear field theory is after all rather crude.) In 1958, Skyrme [43] thus proposed a nonlinear 
equation later named the sine-Gordon equation. Computer studies by Perring and Skyrme [34] 
revealed the existence of kink-shaped solutions to this equation. The kinks could interact without 
loosing their identity. The sine-Gordon equation was later shown to be exactly integrable and the 
solution nature of the kinks was fully understood. The equation and its solutions now play an 
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Fig. 2. Apollo-Soyuz photograph of the Andaman Sea (north is to the left). The west coast of Thailand is in the upper 
part of the picture. The light puffy regions are clouds while the long striations (about 100 kilometers long) in the low 
center are caused by the presence of large internal waves propagating toward Thailand. Such striations are visible from 
this orbit because the internal waves modify the reflectivety properties and amplitudes of ocean surfaces waves. The 
internal waves are believed to be a soliton type. From: A.R. Osborne and T.L. Burch, Science 208 (1980) 451. 
important role in many branches of physics. Here we mention only the Josephson junction from 
solid state physics. The Josephson junction is superconducting at cryogenic temperatures. The 
nonlinear term in the sine-Gordon equation models the supercurrent. The kinks or solitons carry 
a magnetic flux quantum in this case. The device can be integrated in thin film electronic circuits 
and used as an oscillator, which can be tuned by a constant magnetic field, producing 
well-defined frequencies in the gigahertz range. Other applications are information processing 
devices and voltage standards. 
Sine-Gordon solitons and other solitons are applied in ferromagnetism (Bloch walls), crystal 
dislocations, and in quantum optics (self-induced transparency). The self-dual Yang-Mills 
equations and the Ernst equations from general relativity also possess soliton solutions. 
The function of conducting polymers (‘metals of plastic’) can also be understood by means of 
the soliton concept. The solitons carrying an electric charge move easily along the molecule 
chains. Soliton motion along biological polymers like a-helix proteins has been proposed by 
Davydov [7]. When dipole-dipole interactions along the molecule chain are taken into account in 
the amide-I vibrations, a dispersive effect is produced. This is balanced by a nonlinearity in the 
stretching of hydrogen bonds of the molecule. As a result solitons can propagate along the chain. 
Davydov’s soliton concept is rather similar to the polaron introduced by Landau in the thirties. 
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Davydov-like solitons have found in crystalline acetanilide which has almost the same geometri- 
cal structure as protein. A similar dynamical behavior may therefore be expected. Infrared 
absorption spectra of polycrystalline acetanilide exhibit an unconventional temperature-depen- 
dent peak which has been explained by a computational model of the protein in which Davydov 
solitons exist. The contribution to this special issue by Alwyn Scott and his cooperators is a 
computer study of the biomolecular dynamics of this compound. Recently, the presence of some 
very narrow lines on the absorption spectra for linear and supercoiled circular DNA-molecules 
have been described by Scott [35] as the result of a nonlinear collective excitation which is a 
soliton solution to Boussinesq’s equation. Undoubtedly, the soliton paradigm will be a very 
important tool in the understanding of the computational results concerning biomolecular 
dynamics. Maybe it will be possible to predict some of the properties of the artificially produced 
polypeptides. The effect of electromagnetic radiation on the genes and the information stored in 
the genes might also be estimated. 
2.5. Diagnostics and observations of deterministic chaos in physical systems 
As mentioned earlier, different routes to chaos have been observed in computer experiments. 
In Fig. 3 we thus show an example of the Feigenbaum route. Even though all chaos mechanisms 
are fully understood, a number of tools are available for the diagnostics of the various examples 
of chaos explored by computer experiments. Here we mention the Liapunov exponents by which 
the exponential separation of phase space trajectories is measured. A positive maximal Liapunov 
exponent signifies that chaos is occurring. The Kolmogorov entropy is a measure of the rate at 
which information about the state of the dynamical system in lost in time. When a system 
behaves chaotically, the trajectories cease to be curves in phase spaces and start to fill the several 
a 
‘a m 
Fig. 3 Computer experiment demonstrating Feigenbaum’s route to chaos. From: H. Skjolding, B. Branner-Jbrgensen, 
P.L. Christiansen and H.E. Jensen, SIAM Appl. Math. 43 (1983) 520. 
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dimensions of the phase space. As a consequence, it becomes important to measure the 
nonintegral dimension of the trajectory of a strange attractor, say. Such a measure is the 
Hausdorff dimension which may be approximated by the so-called correlation exponent. 
Iterates, x,, of the nonlinear difference equation x,,+i = E;(x),) with F(x) = ax3 + (1 - a)x 
plotted on vertical lines for 1000 equidistant values of parameter and n = 301, 302,. . . ,400. For 
a -C 2 the interaction gives the value x, = 0 for all n > cc. Then a bifurcation (period doubling) 
occurs such that two values of x, occur when 2 < a -C a,. As a > am, a Feigenbaum sequence 
occurs leading to chaos. Here all values of x,, within certain intervals, are produced. Thus the 
response of the system modelled by this difference equation is deterministic for a < a, and 
typically stochastic for a > am even through narrow windows of determinism reappears in this 
region. The inset, magnifying the map in the region around the arrow, shows that the features 
just described repeats indefinitely in the fine structure. 
For the continuous mappings, represented by systems of ordinary differential equations, the 
intersections between the trajectory and a hypersurface in phase space produce the Poincare map 
(and the return map) for the system. This may be compared to discrete mappings. Their 
properties are also extremely important for the diagnostics of chaos. 
Deterministic chaos can be observed already in mechanical and electronic nonlinear oscillators 
modelled by Duffing’s equation or the Josephson equation in the simplest cases. In the case of 
two degrees of freedom the oscillator must be forced in order to produce period doublings and 
chaotic behaviour, typically in the form of Smale’s horseshoe chaos. In windows in parameter 
space the system may return to periodic behaviour. For three and more degrees of freedom the 
chaotic behaviour many be intrinsic in the autonomous system. The differential equations 
describing the classical three-body problem also have chaotic solutions. 
Chaotic behaviour in lasers and nonlinear optical resonators has been observed in many cases. 
Hysteresis and instability lead to optical bistability which is an important property of optical 
components to be used in the realization of the optical computer. Optical systems will also be in 
the forefront in forthcoming experimental research on the existence of quantum chaos. 
The role of chaos in connection with the onset of turbulence of fluids has already been 
mentioned. 
A large number of chemical reactions can be modelled as low-dimensional systems with 
oscillatory properties of the same nature as the mechanical and electronic oscillators. Such 
reactions do exhibit chaotic behaviour. As some of the most famous examples, We mention the 
inorganic Belousov-Zhabotinskii reaction, which has been studied very much in the literature, 
and the so-called Brusselator reaction. 
In models of biochemical systems and physiological systems chaotic behaviour have been 
reported. One example is the glycotic oscillator in which the feed-back activation may be 
essential to the destabilisation of the thermodynamic steady state producing the resulting 
oscillation. The intracellular calcium-cyclic AMP system is another example of more complicated 
character. 
Chaos has been found in the Hodgkin-Huxley equations and related equations describing 
neural pulse propagations. It has been demonstrated that these equations exhibit intermittent 
burst behaviour. Experiments have been performed with giant squid axons e.g. Periodically 
stimulated cells from chicken hearts give rise to a wide range of different regular and irregular 
dynamics. ECG’s have been characterized in accordance with their chaotic features. Similar 
phenomena are seen in the corresponding mathematical models. 
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Also the models for ecological and epidemological systems exhibit chaotic features. Typical 
examples are the difference-differential equations used in population dynamics. For further 
examples and details the reader is referred to the recent book on chaos edited by Holden [16]. 
3. Mathematics and the social sciences 
It is often presumed, especially among mathematicians and physicists, that the social sciences 
are in some basic sense immature and fruits of very recent theoretical thinking. This is not at all 
true. Mathematical enquiries into social issues already started in the 19th century, and a 
theoretical social science already existed in the 18th century, although it was not dressed in a 
mathematical form. 
These early theoretical investigations were, however, primarily confined to two fields-demog- 
raphy and economics-while sociology, ethnology, psychology and other social science disci- 
plines were to remain nontheoretical until the end of the 19th century and nonmathematical until 
the post-second-world-war period. Primarily for this reason, only economics and demography 
have developed into reasonably mature mathematical and computer-oriented social sciences, and, 
therefore much of this introduction as well as the social-science sections of this article are 
restricted to the application of mathematics to economic and demographical problems. 
3.1. Early economics is a deductive social science 
It is no exaggeration to claim that economists are as deductively oriented as theoretical 
physicists. This is to a great extent a reflection of a scientific problem and the lack of possibilities 
for experimentation in the social environment of economics. Much of the research effort has 
accordingly been based on some (presumed) undisputable axioms from which consequences have 
been deduced using mathematical or other logical tools. 
One example of this method is the deduction of the utility function from the axiometic 
assumption of preference axioms, where the axiom of transitivity takes on a special significance. 
This deduction was carried into a probabilistic setting by Von Neumann [30] and has thereafter 
been a basic component not only of mathematical economics, but also of mathematical 
psychology, demography and game theory. 
However, most of deductive economics remained static until the emergence of possibilities of 
computation on a large scale. For some notable exceptions, see the works by Ramsey [35] and 
Hotelling [17]. 
Classical deductive economics was in all essence static. Furthermore most of it was nonspatial. 
It was, in other words, confined to the theoretical fiction of a time-less, and space-less society. 
This is true for the first computationaly economist, F. Quesnay, as well as for the father of 
modern economics, Adam Smith, who both assumed that the distances between objects and their 
use of space would be of minor consequence for their behavior. 
The first theoretical work with a proper consideration of space was created by a German 
economist, Von Thuenen, in his famous opus The Isolated State [46]. 
In that book he addressed the problem of the allocation of space to different economic 
activities under the assumption fo optimizing behavior among the economic decision makers. He 
furthermore introduced the idea of duality into his analysis. Thus, he could show that at each 
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distance from a predetermined market place there would be one economic activity that would be 
the most profitable, and which would consequently have the highest bid for the land available in 
that location. One activity would thus dominate the price bidding in each location and lead to an 
optimal specialization of land use everywhere, if the market was left to clear itself according to 
the maximal bidding principle. From this also followed the dual gradient law of Von Thuenen: 
“The marginal increase of land price at a decreasing distance to the market place should be 
equal to the marginal reduction of transportation cost of the activity in which the location is 
specialized.” 
The Von Thuenen analysis was carried out for the case of uniform land, for which it was enough 
to represent space one-dimensionally. The generalization into two-dimensional space was carried 
out by two mathematical economists more than a century later, Beckmann [4] Beckmann and 
Puu [3]. 
3.2. The general equilibrium paradigm 
The idea of an equilibrium was early introduced into economics. Already in 1937, Adam 
Smith assumed troughout, that there would be some state at which the economic system would 
come to a rest. The same was obviously true of von Thuenen, Ricardo (in 1817 [36]) Marx (in 
1867 [24]) and other classical economists. But it would take the late 19th century economists to 
formulate the problem of a general economic equilibrium mathematically. The most important 
name in this connection in Walras (1868 [48]). His contribution elements was to determine the 
development of economics as a mathematical science for at least a century ahead. 
In Walras’ work the problem of economic interdependency was for the first time formulated in 
full generality. Two different classes of decision makers were properly distinguished-producers 
and consumers-with different and conflicting roles. Each consumer was assumed to possess 
certain factors of production (inputs) like labor which could be supplied to the producers. The 
producers were assumed to possess techniques of production of commodities with the aid of the 
factors of production. The commodities were furthermore assumed to be of value to the 
consumers, as represented by differentiable, concave utility functions. The consumers were 
assumed to maximize the value of their utility functions, of which leisure time and other factor 
holdings as well as commodity services were arguments. Each consumer was furthermore 
assumed to be constrained by a budget in his actions, with the income side of the budget 
determined by the sales of factor services and the outlay side determined by the purchase of 
commodities. Prices of commodity and factor services were assumed to be perceived parumetri- 
tally by each consumer. 
The producers were in the same fashion regulated by a profit function to be maximized. The 
revenue of the firm was defined to be the product of the commodity price and the volume of 
production, which was regulated by a differentiable, concave production function, with factor 
services as arguments. The commodity price as well as the factor prices were assumed parametri- 
cally given to the producers as well. The profit was then defined to be the difference between 
revenue and cost (as determined by the sum of individual factor service costs). 
Walras now formulated the essentially mathematical question: Does there exist a general 
equilibrium to this problem of interacting economic agents, each optimizing the behavior, while 
only observing the parametrically given prices of all commodities and factor services? 
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It took the assumption of duality to reformulate the problem in a consistent way. Prices were 
parametric to the UC~CXY, but not to the system as a whole. Thus the problem could be formulated 
as a problem of solving a system of equations: 
(1) 
where p is the vector of all prices. 
The functions f; are the aggregates of individual supplies and demands by consumers and 
producers. Each one of these functions is thus an aggregate or market excess demand function of 
the price vector, in which there is assumed to be one price for each commodity and factor 
service. A general equilibrium is then assumed to exist, if there exists a price vector such that all 
the pi simultaneously vanish. Walras observed that if all markets except one were in equilibrium, 
then this market must also be in equilibrium. Thus only relative prices could be determined by 
the system. 
His discussion about the dynamics of the system was rather spurious. The rate of change of a 
price is just assumed to be positive, if the excess demand of the corresponding market is positive, 
and vice versa, and no exchange is to take place before the point of general equilibrium is 
reached. 
Walras could of course not devise any proper method to prove the existence of a general 
equilibrium. He conjectured, on the basis of counting of the equations and variables, that there 
would exist a P = 0 solution to this problem with semi-positive prices and quantities of 
commodities exchanged in the markets. It took another half century before the problem was 
properly reformulated, in 1935, by the mathematician Wald [48]. who recast the problem as a 
proper fixed-point problem. Using the Brouwer fixed-point theorem it was possible to prove that 
a general equilibrium indeed exists to the problem as formulated by Walras. 
Later on, in 1953 Debreu [8] reformulated the problem further, making it much more general 
in the sense that the original assumptions of differentiability and concavity of postulated utility 
and production functions were substituted by the more general set-theoretic counterparts convex 
preference pre-ordering and transformation sets. For such a system it is possible to employ the 
theorem of separating hyperplanes to prove the duality properties of the system and to employ 
the Kakutani fixed-point theorem (1942) to prove the existence of a unique general equilibrium 
with nonnegative prices and quantities in all markets. Furthermore, it could be shown that any 
equilibrium would be a Pareto optimum, in the sense that the equilibrium could not be improved 
upon by any individual, except at a loss of utility or profit to some of the other actors of the 
system. Even more general approaches to the general equilibrium problem have been proposed 
(see for example Aubin [2]). 
3.3 Computing general equilibria 
The idea of employing computers to the general equilibrium problem of economics was 
formulated as soon as the computer was under construction. 
With the development of the linear programming procedures of Khantorovich [18] and 
Dantzig [6], the possibilities of reformulating the general equilibrium problem as an optimization 
problem for computers were close at hand. Because of the duality properties, it was easy to prove 
that a suitably reformulated Walras problem would have a consistent set of equilibrium prices 
associated with or reflecting the primal optimum solution. 
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The linear programming codes could of course be applied to any general equilibrium problem 
that could be linearised. A large number of such transformed LP general equilibrium models 
were formulated and solved on computers. 
Much of the early experience with the relations between computer science and general 
economic equilibrium theory was summarized in the textbook by Dorfman, Samuelson and 
Solow [9]. 
Although linear programming formulations of the static general equilibrium problem had 
clarified many of the duality properties and brought economic theory closer to computer 
applications, it could never be a successful route in the long run. There are at least three reasons 
for this: 
(1) Linearization presumes constant returns to scale. 
(2) LP-formulations do not admit complementarities and synergies except by unreasonable 
blowing up of the total size of the problems. 
(3) A single objective function is a surrogate approach to the basically multi-objective nature 
of general equilibrium theory. 
The first two arguments against programming solutions to general equilibrium problems can be 
solved by reformulations in other types of nonlinear programming models. 
Micro-economic theory and especially the experimentally oriented branch called “Engineering 
Economics” (see [49]) claims that variable returns to scale is the rule rather than the exception. 
This means that if there is a multiplication of all inputs (factor services), one should not in 
general expect output to be equally multiplied. At a low scale of production one should rather 
expect the output to increase more than proportionally to the increase of inputs, while at a large 
scale of operations the converse would be true. 
Likewise, there is no really good argument for having a separable, linear objective function to 
represent the aggregate of consumer preferences. The aggregated (social) utility function to be 
maximized should be permitted to be a nonlinear, possibly nonseparable, function. Altogether 
this implies that we are faced with a nonlinear goal or objective function to be maximized, 
subject to a set of non-linear in-equations, constraining the solutions. This type of problem is the 
core of the contributions by Murray, Saunders et al., and Rockafellar of this volume. 
The Minos code of Murray, Saunders et al., which is based on Newton approximation theory, 
has turned out to be particularly useful for solving this type of nonlinear optimization problem, 
provided that there is some degree of sparsity of the interdependencies of the problem, a 
property normally fulfilled in economic models. 
Some economists have claimed that the main reason for increasing returns to scale, causing the 
toughest problems of nonlinearity, is the indivisibilities of inputs or outputs. Treating indivisibil- 
ities within a general equilibrium model requires the formulation of a mixed nonlinear integer 
programming model. No efficient algorithm has been provided for this type of optimization 
problem. For an approach to this problem, see [12], where it is shown that a solution to this 
problem requires the dual variables to be scale-dependent hyper-functions rather than hyper- 
planes of the type required in convex programming. 
Nonlinear programming approaches can be used to compute the solutions of parable general 
equilibrium problems, coping with variable returns to scale, synergies and other economically 
warranted nonlinearities. They are, however, of no use in solving the third problem, mentioned 
above, i.e., the problem of the multi-objective nature of general equilibrium theory. The basic 
assumption in Walrasian general equilibrium theory is that each decision maker carries an equal 
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and small importance. The correct interpretation is thus to preserve the system as a set of 
behavioral equations to be solved in the same way as postulated in the fixed-point proofs of the 
existence of general equilibrium solutions. Such a computational approach to the problem was in 
fact proposed in the late sixties by Lemke [21], Kuhn [19], and Scarf [40], who proposed that one 
could use a simplicial subdivision procedure, used in most of the proofs of fixed-point theorems, 
to actually compute the equilibrium solutions. The fixed-point algorithm for solving general 
equilibrium problems were initially very promising. The basic idea is to normalize the general 
equilibrium system onto a simplex and to employ a simplicial subdivision procedure to isolate 
vicinities of fixed points. Search procedures have been proposed, which ensure the noncycling 
property of the search, so that each step moves towards an approximate fixed-point cell. The 
number of such simplicial subdivision cells is finite. The computational time can be made finite 
as well. However, computational experience with these algorithms have shown that these in 
principle promising methods have turned out to be computationally rather inefficient. The basic 
reason for this numerical inefficiency is probably the generality of the approach, which implies 
that the special structure of each applied problem cannot easily be utilized to speed the search 
procedures. 
N-person game theory is rather close to general equilibrium theory. If coalitions of agents are 
allowed, the two theories are equivalent. 
The distortion caused by the forming of coalitions between agents is generally such that the 
solution set is reduced. It has been shown that the contract set converges to a point when the 
number of participants of the game goes to infinity. Through that solution point there is always a 
separating hyperplane, defining the shadow prices of the commodities at the unique solution 
point. This solution point of the game with an infinite number of players is the general economic 
equilibrium. 
Thus, game theory can provide another rationale and perspective of the general economic 
equilibrium first formally defined by Walras. 
3.4. Space and general equilibrium theory 
In 1952, Beckmann and Samuelson suggested that space should be brought back into general 
equilibrium theory in a way similar to the one proposed by Von Thuenen in 1928 [46]. In 
Beckmanns case this was done in an exceedingly general way, building upon an analogue from 
the physics of hydrodynamical systems. Starting at the aggregate level of the market, he assumed 
that the flows of imports in space would be determined by the spatial distribution of excess 
demands (supplies, if negative) around each point of observation in the continuous two-dimen- 
sional space 
divf+ q’= 0; (2) 
with q(x, y) = excess demand at location, (x, y) and f( x, y) = commodity shipment. 
Likewise, prices were assumed to be dependent upon the primal structure in space. The 
gradient of price was assumed to depend on commodity flows in the following way: 
hY/lfl =grad P, (3) 
with p = price and h = transport cost. 
Thus the general equilibrium structure in space would be simultaneously determined by these 
partial differential equations. 
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Samuelson took a more direct route to computer applications. He assumed that each actor of 
the system would buy from another discretely indexed location, if the price difference would be 
larger than or equal to the marginal transportation cost. Trade would always be expanded in 
those directions where this price difference would exceed the marginal transportation cost. 
Consequently, trade would expand on all such locational pairs, until a point was reached, where 
price-differences were exactly equal to marginal cost of transportation (implying positive trade 
flows) or less than marginal transportation cost (implying a zero trade flow). 
In 1969, Dafermos observed that such network equilibria, also required in transportation 
systems, could be reformulated as slightly generalized requirements as variational inequalities of 
the following form: 
7j(s)(s’ -.Y)+2(,)(&X)-j?(d)(d’-d)>,O; (4) 
for all (s’, d’, x’) satisfying 
C xr=sil, C X = dj,; &t/t’ = C Xr’(itjtor* 
Ep” rep,* 
In their contribution to this special issue Nagurney and Aronson show in that there is a gain in 
numerical efficiency with this formulation of the problem by orders of magnitude, if compared 
to standard network optimization procedures. This is probably due to the fact that variational 
inequality formulations take advantage of the special structure of dynamic and spatial economic 
network problems. This again demonstrated that applied scientific work benefits from proper 
knowledge of mathematics combined with an understanding of the applied science itself. 
3.5. On stability of general equilibria-towards a dynamic economics 
Practically all algorithms used to compute general economic equilibria correspond to some 
differential equation system. The stability issue is therefore close at hand in any applied 
modelling of economic systems. Already the Walras equilibration mechanism suggested a 
solution algorithm and a corresponding dynamic stability problem. 
A number of mathematical economists have investigated the stability of general equilibrium 
systems from a fairly classical stability point of view, i.e. the local or global stability of the 
general equilibrium system. 
Until now, we have used the standard terminology defining excess demand as the difference 
between total demand and supply of a given commodity or factor of production. The negative of 
excess demand is thus excess supply, denoted s(i) indicating the difference between supply and 
demand for commodity or factor service i. Excess supply is obviously a function of all prices, i.e. 
‘i = si(P> 
Definition. Two commodities (factors) are weak gross substitutes at p if sij( p) < 0. The 
economic system has the weak gross substitutes property at p if si,( p) G 0, for all i #j, with 
Sij( p) ’ asi( P)/apj. 
Theorem 1. For an indecomposable conomic system with weak gross substitutability at all p, there is 
a unique positive equilibrium price vector p ( * ). 
Proof. See [l] and [50]. 0 
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Theorem 2. For the system dp/dt = S(p), where S(p) = { S,(p)}, and with S(p) indecomposable 
and with the property of weak gross substitutability, the system is globally stable. 
Proof. See [28]. •I 
The existence, uniqueness and stability of the Walrasian general equilibrium have thus been 
proved under admittedly restrictive conditions. 
History does not influence the solution, except as represented by the accumulated stocks of 
factors available at the outset, and no expectations are represented in the model (see however 
[lOI>- 
More important is the lack of any fundamentally dynamic process driving the system from an 
equilibrium state to new states. The first scientist to approach this problem in a consistent way 
was Von Neumann [29]. 
3.6. Equilibrium theory of growth and structure of economics 
Von Neumann introduced intermediary commodities into his dynamic economic-theory, right 
at the outset. This means that it is no longer possible to make any basic distinction between 
commodities and factors of production. Any commodity can be used as an input. Secondly, 
production techniques were represented by two rectangular matrices A and B. Each element of 
matrix A indicates the quantity of commodity i required per unit intensity of technique j. Each 
element of matrix B indicates the quantity of commodity i produced per unit intensity of 
technique j. Labor services are treated as commodities and household is thus a sector of the 
economy, like any other commodity producing sector. 
The following economic assumptions are made: 
_ there are constant returns to scale; 
_ each technique uses at least one input: 
_ each good can be produced; 
_ labor supply can be expanded in unlimited quantities; 
_ consumption of commodities takes place only through the processes of production, which 
include necessitities of life consumed by workers; 
_ all income in excess of necessities of life will be reinvested. 
The model can be formulated in matrix notation in the following way: 





Condition (9) has later on been relaxed into the condition pBx > 0, meaning that something of 
value must be produced by the economic system considered. 
Theorem 3. An equilibrium solution with positive rate of expansion g and non-negative vectors x( *) 
and p( * ) does exist. 
A.E. Andersson / An introduction 159 
Proof. See the translation of the original Von Neumann article in Review of Economic Studies, 
13 [30]. 0 
Theorem 4. The equilibrium solution is unique. 
Proof. Von Neumann [30]. 0 
Theorem 5. The rate of expansion, g, and the rate of interest, r, are equal at the unique growth 
equilibrium of the economy. 
Proof. Von Neumann [30]. 0 
It should be observed that this model is not as restricted as it may seem. Possibilities of input 
substitution are available in this economy as well as joint production, i.e., the possibility of 
having many outputs produced by the same sector of the economy. 
3.7. Applied computable equilibrium growth models 
As a basic starting point for applied growth modelling, von Neumanns growth model is 
extremely useful. The most successful applied model of intersectoral growth equilibria is the 
dynamic Leontief model [32,22]. 
The Leontief model is essentially a special case of the von Neumann model in the sense that 
each sector of the economy produces one commodity and uses one technique of production. This 
implies that the matrices involved are square and non-negative. Indecomposability of these 
matrices is also normally assumed. 
Production techniques are given by the input-output matrix C, in which an element indicates 
the use of commodity i per unit of output j. Investment demand is determined by matrix Q, in 
which an element indicates the required expansion of the stock of a commodity (e.g. machine) is 
required if output expands with one unit. The fundamental equations are then: 
x>, Cx+ Qs; (10) 
p G PC’ + rpQ’; w 
p(C+rQ)x>O. (12) 
Making the assumption that a growth equilibrium will exist, we have the possibility of 
reformulating equation (10) as: 
x=Cx+gQx; (13) 
and (11) as: 
p = PC' + rpQ’ (14 
where g is an unknown equilibrium rate of growth and r an unknown dual rate of interest. With 
some reformulations this problem is amenable to the application of Perron-Frobenius theorem 
for nonnegative, square, indecomposable matrices of linear eigenvalue problems. With the aid of 
this theorem it is possible to prove the existence of a unique, semi-positive equilibrium vector of 
relative quantities (x) and prices ( p) at an equilibrium growth rate g( *), corresponding to an 
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equilibrium rate of interest r( *). Different nonspatial and spatial variants of this model have 
been used in applications. These applications include purely equilibrium based projection 
excersises as well as optimization approaches, where systems of type (lo)-(12) have been 
employed as constraints on optimal control or dynamic programming problems. The problem of 
equilibrium and stability of decentralized decisions within this model is analyzed in the paper by 
Andersson and Zhang (this special issue). 
3.8. Structural stability analysis in the social sciences 
The stability of economic models are conventionally analyzed as in the example given in the 
section on general equilibrium theory. Such classical dynamic stability can be proved to exist for 
rather restricted models of general Walrasian economic equilibrium models. This is not possible 
to prove for the Von Neumann and Leontief type growth equilibrium models. For these models 
only relative stability can be shown to exist under restrictive conditions [32]. 
In recent years structural stability has taken on a much greater interest than the classical 
stability concepts used in traditional analysis of economic and demographic models. Not 
surprisingly structural stability approaches have turned out to be of great interest also outside 
the quantitative social sciences economics and demography. Some applications of structural 
stability analysis can be reported from such diverse fields as sociology, geography, psychology, 
and political science. 
We can of course not give any review of these studies, but merely constrain the discussion to a 
few approaches, that could complement he examples of structural stability analysis given in the 
paper of this volume. 
It is clear from the discussion in previous sections that classical stability (of various specifica- 
tions) can be defined with reference to analysis and algebra, only. For the definitions of 
structural stability a topological approach is necessary. A model is said to be structurally stable if 
a change in any of the model parameters leaves the model solutions topologically equivalent. 
Puu has provided a most revealing example of how structural stability analysis can be applied 
to economic problems. He proposes a model of allocation in two-dimensional continuous space 
in which production can take place everywhere, and where transportation of commodities (or 
trade) can be used to improve the level of overall productivity in the system. 
The two factors of production, capital and labor, are assumed to be distributed in space by 
forces, exogenous to the model. In each location the use of labor and capital is optimized by the 
producers, equating marginal productivities of labor and capital with the scarcity (or dual) prices 
of the two factors of production. Consumers optimize their consumption locally as well as their 
supply of factor services, again depending on the parametrically operating prices. Thus once a 
spatial structure of prices is given, everything is known about household behavior in all points of 
two-dimensional space. Likewise, firms are determined in their production behavior, as soon as 
the price structures in space are given. This means that there can be local excess demands (and 
supplies), which have to be equalized by trade and transportation over space. Commodity flows 
are represented as in Beckmann [4] by a vector field: 
With direction and volume of the flows indicated by f/ 1 f ( = direction and 1 f 1 = volume of 
commodity flow. Transportation costs are represented by h( x, y) indicating the cost of trans- 
portation as a function of the two space variables. The local flow equilibrium condition is now: 
divf=q-q’-gk-h(f 1; 05) 
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which states that excess demand or excess supply of commodities is withdrawn or entered in the 
flow. 
Transporters are assumed to minimize transportation costs subject to the constraints on 
commodity flows dictated by local producer and consumer behavior. 
This leads to the second spatial flow equilibrium condition: 
hf/lfl =gradln p; (16) 
which indicates that commodities are shipped in the direction of steepest rate of commodity 
price increase. 
Building on Peixoto [33], Puu shows that if the system, (15) and (16), can be assumed to 
behave as a two-dimensional gradient system F(x, y), perturbed into G(x, y), then a suitably 
precise definition of structural stability can be given in the following way: 
If we for any flow portrait that is a solution of the G-system can find a continuous one-to-one 
mapping of our two-dimensional space into itself, such that trajectories are mapped onto 
trajectories and singularities onto similar singularities in the flow portrait of the F-system, then 
the flow is structurally stable. 
Applying a theorem by Peixoto to this problem it is possible to show that: 
(1) The flow is laminar. 
(2) Singularities are isolated and hyperbolic, and can only be nodes and saddles. Nodes are 
productive or consumptive, transportation centres are saddles. 
(3) No trajectory joins saddle points. 
These results imply that one structurally stable (i.e. observable) pattern is of a rectangular grid 
nature, where each saddle is surrounded by four nodes, and each node by four saddles. This 
characterization is topological. Any pattern that can be seen as a rubber sheet deformation of the 
rectangular grid is equivalent to the rectangular grid itself. The only other structurally stable 
pattern is based on triangles as the elementary part. 
In the analysis of the spatial tesselation problem Puu concludes that only two spatial 
tesselation patterns are structurally stable- those composed of shapes topologically equivalent to 
triangles and squares. Which one of these will actually occur is dependent on the shape of the 
transportation cost function. This means that if the transportation cost function is sufficiently 
changed, there could be a change from one structurally stable, equilibrium pattern to another as 
predicted by catastrophe theory. 
4. Mathematics and systems modelling in biology 
The success story of physics and its powerful synergism with mathematical modelling has 
always been a scientific ideal for other sciences. Since the days of Newton the mathematical tools 
have been developed in parallel with the physical experimentation. Not only were the given 
scientific explanations a formal mathematical representation, but also the mathematical logic 
could be used for predictions. Theories could be verified by experiments in laboratories and by 
observations on nature. Moreover, the predictive power could be utilised for control and 
manipulation. Another synergism emerged-the one between physics and engineering. 
The biological sciences have not been susceptible to mathematical analysis in the same 
successful way. Although Darwin formulated the basic principles for biological evolution in the 
162 A.E. Andersson / An introduction 
19th century, and thereby changed the view of Life on earth from that of a collection of curiosa 
or a ‘stamp collection’ of living things to coherent pattern of evolving organisms, his theories 
have never reached the mathematical precision as Newton’s physics. There is no mathematical 
model to predict the species of the future. 
As mathematical modellers, we would admit that biology is more complex than physics. 
Taking a traditional reductionistic view on science, the conclusion would be that biology is in 
essence the same theory as physics but more difficult. Our mathematical models would become 
larger and need more parameters and data as input. Hence biological prediction is a practical 
computational problem more or less the same way as geology is difficult to derive from 
Newtonian physics. Biology has not yet reached the same maturity as physics. What remains is 
hard work. 
Many scientists today would argue that this reductionistic position is naive. Biology is 
complex in a more fundamental sense of the word. Reductionism does not work all the way. We 
need to replace our mechanistic paradigm of simple systems with a new system paradigm within 
which we can handle complexity in a more adequate way. 
Any science has its preconceptions of what needs to be explained (and hence what can be 
taken for granted). This distinction is not as obvious as it may seem. The revolutionary shift in 
physics from Aristotelian to Galileian and Newtonian science meant a shift in the questions that 
were asked. It was no longer motion that needed to be explained but the change of motion-the 
transformation from rest to motion and vice versa. Acceleration was rigorously defined and 
explained through the concept of force. We now recognize mass, force and momentum as 
primitive concepts in classical physics. 
When we turn to biology we find that these concepts do not play the same pertinent role for 
explaining biological phenomena. We are lead to a more structure- and system-oriented language 
(instead of motion and equilibrium we talk about evolution and resilience and so on). It often 
takes on a topological and geometrical form rather than an algebraic. (See Rent2 Thorn’s famous 
treatise on morphogenesis and structural stability [45].) 
What are the fundamental observations to make about biological systems which should be 
explained by biological theories and encompassed in mathematical modelling of such systems? In 
the following paragraphs a few such fundamental issues will be discussed. They all represent in 
various ways a challenge to mathematical modelling. Some of these challenges are more likely to 
be traditional in the sense that substantial progress can be made using existing mathematical 
tools and computational capacity. In other cases the mathematics needed might be of a different 
kind and the methods of physics (such as differential equations) might be inadequate even as a 
prototype. 
4.1 Observation 1: Biological systems are structured and differentiated 
It is generally true that complex systems such as a cell, an organism or an ecological system 
are highly structured systems. Different parts of a system play different roles, there is both 
functional and spatial specialisation. This fact is evident but must be regarded carefully since 
mathematical physics often works under the simplifying assumption that the system consists of 
either very few components (the earth and the sun in celestial mechanics) or a large number of 
identical and indistinguishable components (particles in a gas). In the latter case statistical theory 
provides very effective methods such as those applied in thermodynamics. Although there are 
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many successful applications of statistical methods e.g. in genetics and population dynamics and 
in spite of the fact that modern computational tools made structure analysis in not so simple 
systems possible (such as in molecular biology and its spin off in biological engineering) 
structure and differentiation puts a major challenge on mathematical modelling to cope with 
organised complexity (see Klir’s article, in this special issue). 
4.2. Observation 2: Biological systems are self-organising 
The principle of self-organisation which is found in all biological and social system is at odds 
with one of the basic postulates in physics. According to the second law of thermodynamics, the 
only natural process is the one from order to disorder and thermal equilibrium. On the other 
hand, we know that living beings do exist and that they exist in an environment which on the 
whole is less organised than the living being itself. 
The issue of self organisation has become a very active area of research in the last few years. 
New mathematical insights have been gained and underlying principles of self organising systems 
have been identified. These systems must be nonlinear. Stable self-organised structures can only 
appear in open dissipative systems, and such structures must be far from thermal equilibrium. 
The classical isolated and closed systems in physics thus have very litle relevance for the 
understanding of biological systems. 
Much has been written about the mathematics of self-organisation and its application. Several 
contributions in this volume touche upon this issue, notably the article by H. Haken who is 
actually one of the leading scientists and pioneers in this field. Therefore, it is not meaningful to 
explore these issues further here. It suffices to conclude that biology certainly has been a most 
important field for applying these new insights about self-organisation. 
4.3. Observation 3: Biological systems are evolving 
Darwin gave biology a time-dimension when he formulated the principles of selective 
advantage and “survival of the fittest”. Not surprisingly, this idea has played a prominent role in 
mathematical modelling of biological process both when dealing with individual species and 
when studying ecosystems. 
The mathematics of population dynamics goes back to Malthus who formulated the law of 
geometrical growth: 
,%=kx. (17) 
Of course this model has a rather limited application. It describes an autocatalytic process, 
possibly relevant for early stages of an evolutionary process. Later in a growth process it would 
be reasonable to assume a saturation effect, which can be modelled by the equation 
a=k(a-x). (18) 
Combining the two gives 
R=k(a-x)x (19) 
This is the well-known logistic function, one of the most popular mathematical representations of 
growth processes and a starting point for more complex analyses of growth and evolution. 
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The very simple model (19) can be extended in various ways to account for the selection and 
competition between species. The classical formulation of such a model was formulated by Lotka 
and Volterra. The purpose was to analyse the balance between two competing species-predator 
and prey-in a given environment. The nontrivial conclusion (based on the solution of two 
coupled nonlinear differential equations) is that a predator-prey ecology oscillates. The solutions 
are periodic. This model has served as a prototype for a branch of biological mathematics 
dealing with ecological modelling. The basic ingredients are simple, but the introduction of 
nonlinear relations, e.g. through competition, often leads to complicated and nonintuitive results. 
Furthermore, the structural stability of Volterra type systems has been questioned in many 
situations. The problem appears most clearly in discrete growth models of the kind 
x,+1 = fw- (20) 
It has been demonstrated by R. May and others that such a system exhibits bifurcations and very 
complicated dynamic behavior depending on critical values of parameters in the system. May has 
investigated ecological systems where it is reasonable to assume that such complications can 
realistically occur. In this sense May’s observation is a parallel to Lorenz’s results on the 
instability of atmospheric systems. As several authors in this book have stated, chaos and other 
instability phenomena are extremely intriguing and yet not well understood properties of 
dynamic systems. 
The complexity of the dynamics of ecological system becomes critical from a practical point of 
view when we enter into the field of environmental assessment and management. The role of 
adaptive planning has been stressed by C.S. Holling and coworkers who have also developed a 
systems analysis approach based on the idea of resilience, i.e. the ability of a system to remain 
within a stability region and to return towards some equilibrium after being perturbed. The 
approach has been used for decision making in pest management (e.g. spruce budworm/forest 
interaction). 
The problem of dynamic change (in non-equilibrium situations) and stability regions for such 
processes are treated from a different perspective by J.-P. Aubin and IS. Sigmund in this special 
issue using qualitative theory of differential equations and the theory of differential inclusions. 
The applications range from population ecology, population genetics to prebiotic evolution of 
self-replicating polyness. One of the most lively field of applied mathematical research at present 
in game theory. Although game theory appears to be a natural context for studying competitive 
process, it is not until recently that this theory (and also gaming as an experimental method) 
have developed beyond the idealised zero-sum models and have become widely applied. J. 
Maynard Smith has introduced modern game theory in biology and developed methods of 
analysing the evolution of phenotypes through evolutionary game theory. The theory is based on 
the assumption of frequency dependent fitness and the concept of evolutionarily stable strate- 
gies, which is a refinement of the concept of Nash equilibria. Needless to say that the theory of 
evolutionary games and even the Darwinian theory of evolution itself have been under debate 
and caused a great deal of controversy (see e.g. the contribution by Aubin and Sigmund, this 
special issue). The modelling of biological phenomena is generally more difficult and perhaps less 
convincing because the phenomena cannot be studied in isolation but only observed as a part of 
a larger system, where it is hard to keep all environmental factors under control. 
The action of natural selection appears in many different forms and on different levels (genes, 
individuals, species.. . ). Schuster and Sigmund have developed an abstract representation of 
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natural selection. The abstract units are called replicators and the selection process is formulated 
as a dynamic system of the form 
ii = (h(X) - F)xj; (21) 
a ‘normalisation’ term J;(X) represents the interaction between units and f is defined as 
F(x) i = Clxfi( x) to ensure that the system remains on the unit simplex 
s,= xi, ixi=l . l 1 
The replicator dynamics exhibits many interesting properties. Actually the structure of this 
mathematical system is rich enough to prevent a complete classification of the solutions to the 
equation above, even if fi is linear, i.e. fi = Caijxj. However, equilibrium and stability properties 
have been investigated in many special cases especially for low dimensions n = 2, 3). 
It should be noted that much of the modelling cases we have described above (such as 
Lotka-Volterra ecologies) can be seen as special variants of the abstract replicator dynamics. 
There is also a connection between the replicator equations and the game theoretical concepts 
of evolutionary stability introduced by Maynard Smith. 
The problem of designing structures which admit stable equilibria in the interior of S,, (i.e. 
optimal states where minorities do not completely disappear) leads to the concepts of hyper- 
cycles. A hypercycle is a closed feedback loop in which each component is catalyzed by its 
predecessores. The theory of hypercycles has attracted a great deal of attention and the relevance 
of such models for prebiotic evolution (such as the self-replicating of polynucleotides RNA and 
DNA) have been carefully analysed (e.g. by Eigen and Schuster). 
4.4 Observation 4: Biological systems are developing systems 
Every living organism has a trajectory from birth to death. A style cell develops into a plant or 
an animal, a complex process which is only partly understood. The theoretical biologist N. 
Stenseth has remarked that “development is, in fact, one of the greatest mysteries in biology. 
There exists no theory of development comparable with the theory of evolution.” Little is known 
of the biochemical processes which actually govern development on the molecular level. In many 
respects the understanding of the complexity of development at this basic level is the key to a 
theory of development, a theory needed also to support a deeper understanding of evolution. 
One of the most striking effects of development is morphogenesis. Although a great deal is 
known about forms and functions in nature, it is mainly a descriptive and taxonomic knowledge. 
The theoretical questions of why and how have been much more difficult to answer. From a 
mathematical point of view these have been elusive problems even to formulate properly. 
We can distinguish between basically two different styles of attack on these problems. Rene 
Thorn introduced in his book on structural stability and morphogenesis a new way of abstracting 
the properties of biological organs to geometrical objects. Regulation of organic structures rely 
on geometric properties in an abstract space of metabolic activities. To characterise these 
geometrical objects and the dynamics and attractors related to these dynamic processes (corre- 
sponding to the functions of the metabolic apparatus). Thorn developed the well-known 
mathematical machinery of catastrophe theory. It would take us too far to go into any detail of 
catastrophe theory here. Let us only note that the essence of using this mathematical approach is 
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to gain a qualitative under standing of stable generic models rather than (which is usually 
possible in physics) to work with highly accurate quantitative laws. The combination of abstract 
biology and deep mathematics makes this a very difficult area of research to explore. 
The other style of attack can be described as combinatorial and algorithmic. One circumstance 
which made this approach interesting and fruitful is the advance in computer technology. 
Computers become faster and cheaper and with the change of architecture from sequential 
machines to parallel ones this development is accentuated. The computers are tools for a form of 
mathematical engineering where patterns are generated in a stepwise simulation process using a 
generating rule and local state information to go from oe state to the next. These principles are 
applied in the so-called cellular automata theory. A particular example of a cellular automata is 
the computer game “Life”. It is not really a game since it is completely deterministic. Starting 
from an initial grid pattern in two dimensions of e.g. zeroes and ones, the pattern is updated at 
times t, t + 1,. . . according to a given rule. Depending on the status of the (in total eight) 
neighbours at time t every position in the grid is given a new value (zero or one) at time t + 1 
and so on. 
This very simple generative rule can produce remarkably complex patterns and in a fashion 
which is inherently unpredictable analytically. This family of models exhibits properties which 
are not accessible with mathematical means such as differential equations. The biological 
implications of these mathematical modelling exercises are not very clear. As a kind of rule, 
however, we can say that simple generative procedures which operate locally can generate very 
complex global patterns and forms. 
4.5. Observation 5: biological systems are anticipatory 
The scientific revolution in the 17th century swept away the ancient Aristotelian concepts of 
formal, efficient, material and final causality. The idea of causal relations was subsumed under 
the logical determinism that has dominated science from Newton’s time and onwards. Bertrand 
Russel claimed that in mature science we do not speak about causality. It is replaced by the 
mathematical implication. In particular the idea of final causes has been regarded as unscientific. 
Still, common sense tells us that finality is a most typical aspect of human behaviour. Actually, 
much of the modelling efforts in social science serve this very purpose to support decisions, 
taking into account an anticipated future. That is what planning is all about. The idea of 
expectation plays a prominent role in statistics and economics. 
Introducing anticipatory behaviour into a modelling framework does not mean that we have to 
leave the logic of science. There is no need to introduce a metaphysical concept of finality. 
However we need to transcend the simple mechanical models, captured in differential equations 
where the present change of state depends on the present and past states. 
Anticipation means prediction. Hence included in an anticipatory system is a model which 
gives outputs used by the system as a prediction of the future. A system based on such 
feed-forward principles and which contain internal models of itself and its environment are more 
complex than the simple feedback systems considered in classical science. 
A major treatise on this subject has been written by R. Rosen, one of the contributors to this 
special issue. In his book Anticipatory Systems, Rosen also discusses another key aspect of life 
which we will mention as our 6th and last observation about biological systems. 
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4.6. Observation 6: Biological systems are self-reproducing 
Self-reproduction is a basic mechanism of life. It is a phenomenon which has intrigued people 
of all times. Can this property be built into nonliving things? Can we construct a machine which 
produces copies of itself? There is a hardware and a software side of this problem. The hardware 
version is must eloquently expressed in the Frankenstein story. The software version can be 
thought of as a computer programming problem, where programs are instructed to make copies 
(or improved versions) of themselves. 
These questions were brought up by Von Neumann and others in the early days of computers, 
when the Turing machine was the abstract model and real computers were not much more than a 
brain child. The theory of computing and its practical realisation has developed tremendously 
since that time and branched off into different specialities such as artificial intelligence. The 
basic question about self-reproducing machines and automatas, however, has not been answered 
affirmatively. We can formulate the problem of self-reproduction in the context of a cellular 
automata and ask for example if the Life-game described above can be given an initial pattern 
which is reproduced over time. It is not known if such a pattern exists, but it is clear that such a 
pattern (if it exists) must be very complicated and very large. 
There are reasons to believe that the hardware and the software problem of self-reproduction 
are not equivalent. Rosen argues that formal causes (such as in a mathematical model or 
program) cannot be put in a 1 + 1 correspondence with material causes (such as neurons and 
electrical signals in the brain) on that level of complexity need to exhibit the property of 
self-reproduction. Whether this speculation is valid, remains to be seen. In any case we should 
take for granted that progress in illuminating these issues would call for systems which are much 
more complex than those encountered in our present business of biological modelling. 
5. Systems concepts and mathematical modelling in modern engineering 
5. I. The system spirit in engineering 
The lines separating the modern theoretical engineer, the applied system scientist and the 
mathematician are becoming increasingly blurred as can be seen by the prevalence of theorems 
in engineering journals, computer experiments in mathematics publications and discussions of 
complex structures, information and the like in the system science literature. This is a healthy 
trend representing a return to the more interdisciplinary organization of intellectual labor termed 
‘natural philosophy’ in an earlier, more leisurely, bygone era. The characteristic features of this 
melding of engineering with modern mathematics and system science are a blending of tech- 
niques, methods and concepts for looking at natural phenomena, together with the development 
of a shared vocabulary facilitating the free flow of ideas and results between investigators. 
Engineers prove theorems, mathematicians perform experiments and system scientists integrate 
the results from both to formulate new worldviews offering deeper insight into the properties of 
engineering structures. But what are the identifying ‘fingerprints’ of this modern intellectual 
alliance? 
If I were asked to pinpoint in two words or less the key themes running through most of the 
current work at the mathematics/ engineering/ systems interface, I would unhesitatingly choose 
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nonlinear and global. These are the concepts which lie at the heart of modern theoretical work in 
engineering and much of applied mathematics, as well. Concern with phenomena such as 
turbulence, beam buckling, power generation networks, aircraft wing flutter, control of semicon- 
ductor etching and much more all involve addressing inherently nonlinear processes; no linear 
approximations will suffice to capture the questions of essential interest and we are forced to 
face-up directly to the nonlinearity of the underlying phenomenon. At the same time, our 
concern is also with the global aspects of the problem. What’s happening in one space-time 
region is critically affected by events in far removed regions and we can no longer afford the 
luxury of localizing our analysis to a small neighborhood of the point of immediate concern. For 
example, in the study of the electric field in semiconductors of finite thickness it is necessary to 
take into account nonlocal spatial interactions in order to calculate the field strength. Much 
more common are nonlocal temporal analyses in which the influence of the system state at some 
finite time in the past directly affects the current change of state. Such time-lag phenomena enter 
into all problems of control and introduce their own characteristic mathematical complications, 
usually involving intrinsic nonlinearities, as well. Let’s take a look at some of the concepts and 
methods that are of current interest in engineering. 
Probably the most significant impact that modern mathematics has had in engineering has 
been in the area of bifurcation analysis, both static and dynamic. In the static case, we have an 
equation of state 
F(x, a) = 0; XER”, aEu@, (22) 
and we are concerned with the variation of the solution x as (Y varies in II3 k. At those values of (Y 
where the number of solutions changes, we often can associate some dramatic change in behavior 
of the system whose state is described by I? The water-steam-ice phase transition is a good 
example of such a process. Dynamically, we often have the system of interest described by the 
differential equations 
i =f(x, a); XER”, aERk, (23) 
and our interest focuses upon those values of (Y for which the topological character of the system 
trajectory changes. For example, the well-known shift from damped to unstable oscillations in 
the pendulum as the damping coefficient shifts from positive to negative values. While it must be 
confessed that such types of bifurcations have been part of the engineers tool-kit at least since 
the time of Poincare, the dramatic strides forward in singularity theory and dynamical systems in 
the past decade or so have materially extended the array of tools and ideas that the engineer can 
call upon to study such phenomena. We shall give more detailed illustrations of this claim below. 
In another direction, there has also been considerable engineering interest in chaotic processes 
for the study of panel flutter, turbulence in fluids, confinement of plasmas by toroidal magnetic 
fields, as well as many other areas. The prototypical problem of this sort is the so-called Lorenz 
attractor given by the dynamical equations 
2= -cGX+ay, $= -Xxz+~x-JJy, 
i = xy - bz, CT, r, b > 0. 
For values of (Y, b, and r satisfying the conditions 
o>b+l and r>o(cr+b+3)/(a-l-b), 
(24) 
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the trajectories of the system display chaotic behavior. That is, there are a countable number of 
periodic orbits, an uncountable number of non-periodic orbits and almost all trajectories are 
unstable. 
The phenomena of bifurcation and chaos are really global properties of the system under 
study, properties that emerge solely from the so-called free dynamics. Control engineers 
concerned with systems in which the dynamics are forced via the actions of a decisionmaker or 
controller, have recently been focusing attention on a somewhat different circle of global system 
questions. Much of this work has been centered on the description of classes of systems, rather 
than the study of a single process. The motivation underlying these 
the problem of system identification on a more solid footing. As a 
consider the linear system 
f=Fx+Gu, 
y=Hx; XER”; UERrn, yElap. 
investigations has been to put 
flavor of the type of concern, 
(25) 
This is a system involving n (n + p + m) parameters (the elements of the matrices F, G, and H). 
It is well known that identification of these parameters on the basis of knowledge of the input u 
and the output y is dependent upon the properties of these matrices (reachability and observa- 
bility). Since each such system can be thought of as a point in the space lRn(n+m+p) it is of 
interest to know how the systems which possess these ‘identifiability’ property are situated in this 
space. The answer to questions of this sort involve the global properties of the class of linear 
systems of fixed dimension. Similar considerations arise when we look at other system properties 
such as stability, optimality and so forth. In all cases, we are forced to examine an entire class of 
systems rather than just focus out interest upon a single system. These are modem engineering 
versions of the by now classical mathematical issue of structural stability, which also lies at the 
heart of the mathematical developments leading to the catastrophe theory, bifurcation and chaos 
ideas noted earlier. Now let’s look at a few concrete examples of the uses of the above conceptual 
and analytic tools in actual engineering situations. 
5.2. System problems in engineering 
As illustration of how the preceding concepts and techniques are used in engineering practice, 
here we discuss several actual problem areas which demonstrate the utility of the tools of modern 
system science for getting at ‘the scheme of things’ in engineering. 
5.2.1. Electrical power generation 
The equations describing a network of n electrical power generators are given by 
Mis + diwi = i EiEjBij x [sin S$ - sin sij], 
j=1 
j+i 
d6,/dt=wi, i=l, 2 ,..., n. 
Here 
(26) 
wi = angular speed of rotor i, 
Si = electrical torque angle of rotor i, 
Mi = angular momentum of rotor i, 
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dj = damping factor for rotor i, 
Ej = voltage of generator i, 
Bi, = short circuit admittance between generators i and .j. 
fJj = si - iYj, 
ai = the stable steady-state value of a,,, 
@ij = oi - ‘Ji. 
Our interest is in studying the behavior of the equilibrium values of wi and 6i as a function of 
the parameters Mi, Ei, B,,, and di. 
If we define aij = di - d,, bi, = EiEjBij, then it can be shown that the function 
n-l n 
V( wij, s,j) = C C [1/2M,M,Wf, - Uik8ik - bik( A4i + A!,) COS 8ik] 
i=l k=i+l 
(27) 
i=l j=l k=j+l 
/fi k#l 
is a Lyapunov function for the above dynamics. We can now use the function V to study the 
behavior of the network near an equilibrium employing techniques of modern singularity theory. 
To illustrate the basic ideas, consider the simplest case of n = 2 generators. In this situation, 
we have only the two basic variables w12 = x1, a,, = xq. The function V then becomes 
I+, 3 x2) = 1,/2M,M,x; - u12x2 - b,, ( Ml + M,) cos x2 + K 
= 1/2axf - px2 - y cos x2 + K. (28) 
The local behavior of V near an equilibrium is not affected by the constant K, so we set K = 0. 
The critical points of V are 
*_ 
Xl - 0, x: = arcsin p/y. 
Using the rules of singularity theory, it can be shown that V is 2-determinate with codimension 0 
if (Y # 0 and y # f p. The condition on a is necessary for the problem to make sense, so the only 
interesting possibility for a degeneracy in V occurs when y = f p. If y # f p, then V is 
equivalent to a Morse function in a neighborhood of its critical point and can be replaced by its 
2-jet 
1/2axf - /m, 
a simple Morse saddle. So, let’s assume that y = p. (The case y = -p is similar). 
The function V now assumes the form 
v’(x17 x2) = 1/2ax; - p(x, + cos x2). (29) 
Some additional calculations with V show that the corank and codimension are both 1, 
indicating that the canonical form for V is the so-called ‘fold’ catastrophe. Thus, a universal 
unfolding of V in this critical case is given by 
V= &X; + tx2, (30) 
where t is the unfolding parameter. 
Summarizing the above analysis, we conclude that an abrupt change in the stability of the 
power network can only be expected in the case when y = p, in which case the system potential 
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function is locally equivalent to I? The stability properties of the system will change abruptly 
when the mathematical parameter t, which is dependent upon the physical parameters (Y, /3 and 
y, passes through the value t = 0. Results of this sort are routine to obtain by standard 
arguments in singularity theory and will play an increasingly important role in engineering 
calculations in the future as the methods become more well-known and widespread. 
5.2.2. Forced response of a buckled beam 
The type of chaotic behavior discussed above for the Lorenz equations is representative of 
what can happen with self-excited oscillations of an autonomous system. But there is another 
mechanism by which such chaotic motion can also appear. This is the situation of a forced 
response of a dynamical system that is stable with respect to infinitesimal disturbances, but can 
enter into unstable, chaotic motion for finite perturbations. Here we consider a system of the 
second sort representing the dynamics of a buckled beam. 
The equation of motion describing the modal amplitude of a one-dimensional beam with 
negative linear stiffness and positive cubic stiffness is given by Duffing’s equation 
k’+yk-iA(l-A2)=F(r) (31) 
with the initial conditions 
A(r=O) =A,, k(r=O)=k,, 
where r is a non-dimensional time, y is a damping coefficient and F is the excitation force. For 
simplicity, we consider here only the case where the perturbation comes from the initial 
conditions, i.e., F(r) = 0. In this case, the values A = 0, + 1, - 1 are static equilibria, with 
A = f 1 being stable with respect to infinitesimal perturbations, while A = 0 in unstable. The 
question that arises here is whether or not the stable equilibria A = + 1 are stable relative to 
finite perturbations, as well. 
On physical grounds, it might be expected that such finite disturbances could drive the system 
from one stable equilibrium stable equilibrium to the other and, in fact, this does indeed occur. 
What is somewhat more surprising is that such a transition has a very complicated and 
essentially statistical dependence on the magnitude of the finite disturbances. This extreme 
sensitivity of the dependence of the steady-state solution as (r + 00) on the initial conditions A,, 
k, is one form of what has been termed ‘chaos’ in the the mathematical literature. Let us 
consider the case when A, = 1, k, # 0. In this situation one finds the following: 
(a) For various k,, the final modal amplitude may be either + 1 or - 1. Specifically, for 
0 -C k, < 0.521799, we find that A, = + 1, and k, < 0.521799, we find that A, = + 1, and 
A > 0 for all r. 
(b) For 0.521799 <k, -C 0.5572, A, + - 1. In this case there is a single crossing of the curve 
A(r) through the A = 0 axis. 
(c) For 0.5572 -C k, -C 0.5952, A, + + 1, and there are now two crossings of the A = 0 axis. 
(d) continuing in the above pattern, as k, increases, there are alternating intervals of width 
A&, which lead to a final modal amplitude of + 1 or - 1. One can associate an integer N with 
each interval, N representing the number of crossings of the A = 0 axis. It can be shown that the 
relative interval width, A&/k, + 0 for large N. 
We can summarize the foregoing results by saying that the ranges of initial velocities k, that 
lead to either A, = + 1 or A, = - 1 alternate, and the relative width of each of these ranges 
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progressively diminishes as A’, increases. Consequently, for sufficiently large k,, the final modal 
amplitude becomes unpredictable, given any uncertainty in the precise value of A,. Similar 
conclusions apply if we keep A, fixed and vary the initial position A,. 
5.2.3. System identification 
A central problem of theoretical science is the determination of ‘good’ models from experi- 
mental data. A key aspect of this problem is parameter identification, where we start with a 
particular model class containing unknown parameters and try to fit these parameters in the best 
possible way to given experimental data. Perhaps the most familiar example of this idea is 
elementary linear regression analysis in statistics and its many extensions and generalizations to 
multiple time-series, nonlinear structures and the like. 
An important consideration in such identification processes is to know how many intrinsic 
parameters the process under investigation contains. Often it appears on the surface that the 
problem contains, say, n parameters, but we find that by looking at the system in the right 
coordinates that the actual number of intrinsic parameters is some number m +C n. A simple 
example of this is in elementary matrix theory where we know that the matrix A E LR n Xn really is 
determined by its n characteristic values, together with the integers defining the sized of its 
Jordan blocks, rather than the n2 parameters entering as the components of A. Here we want to 
illustrate the same idea for determining the number of parameters needed to identify a linear 
dynamical system of fixed dimension. 
Consider the linear system 
i=Fx+Gu, y=H.X, (32) 
where the matrices FE RnXn, GE RRx”, HE RpXn. To illustrate the main ideas involved, we 
consider here the special case when 
In analogy with the simple case of a single matrix, we can act upon the triple (F, G, H) by 
coordinate changes in the state, input and output spaces, as well as by linear feedback of the 
input. The actions of these operations are given by 
F + TFT-‘, det T # 0, state coordinate changes, 
G -+ GV-r, det I/ # 0, input coordinate changes, 
H-+ UH, det U # 0, output coordinate changes, 
(F, G, H) --) (F- GL, G, H), L E RmXn, arbitrary state feedback 
Using the above transformations, it can be shown that the triple (F, G, H) can be reduced to the 
canonical form 
F*=F, G* = G, 
H*= 
0 0 
a13a21 - alla23 a13a22 - (y12a23 
where the (Y~, are invariants of the group action. Thus, instead of the seeming 6 parameters 
originally seen in the matrix H, we see that the number of intrinsic parameters in the problem is 
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only 4, the entries of H*. While this is a minor reduction in this simple example, it’s clear that 
the reduction in work in larger problems can be significant. 
Of even greater significance is the gain in understanding of the basic nature of the identifica- 
tion problem. We can associate each linear system of the above type with a ‘point’ in a space of 
dimension n( p + m + n) and analysis of the foregoing sorts helps us see how a given system, or 
class of systems, is situated in this space. For instance, the example problem just considered is 
such that if we were concerned with questions about how to decouple the system outputs from 
the inputs, we would see immediately that decoupling is possible only if certain algebraic 
conditions are satisfied by the elements of the original output matrix H. Vanishing of entries of 
H. implies that systems for which certain components of the input can be decoupled from the 
output form an algebraic variety in the space [w n(n+pm). This is important information which only 
analysis of the foregoing sort enables us to obtain. 
5.2.4. Manufacturing systems-biological versus economic metaphors 
Currently, one of the most active areas of theoretical engineering interest is in the field of 
manufacturing. For several decades work in this area was dominated by industrial engineering- 
oriented tools and ideas centering around time-and-motion studies, job-shop scheduling proce- 
dures, single-period inventory control methods and the like. With the arrival of cheap, widespread 
computing all this has changed, and we now see feverish activity aimed at understanding the 
manufacturing process as an integrated complex consisting of design, production and market- 
ing/distribution. One main line of investigation has been aimed at developing extensions and 
generalizations of the classical models, taking into account the new possibilities for interconnect- 
ing components of the manufacturing operations. Here the theoretical emphasis is placed upon 
utilization of the classical tools of Operations Research, Control Engineering and Computer 
Science to address traditional manufacturing problem areas like scheduling theory, inventory 
control, distribution flow, and so on, but in the context of greatly increased communication and 
decentralization brought about by the extensive computerization of the manufacturing environ- 
ment. In this short discussion, we shall focus upon a different line of investigation, the 
development of a theory of manufacturing, which aim to provide a new modelling paradigm for 
manufacturing systems. 
There seems to be more or less uniform agreement in the manufacturing world that a new 
‘paradigm’ is needed to capture the form and function of the socalled factory of the future. The 
problem is that no one really has any idea what such a paradigm would be like. Consequently, 
we adopt the view that the best way to proceed is to seek ‘metaphors’ for manufacturing 
processes. That is, to look for natural systems that we do understand and for which we can make 
reasonable identifications with manufacturing systems of interest. Roughly speaking, we try to 
use the models that we have for another system to shed light on the nature of manufacturing 
systems by creating structure-preserving maps between the natural system and the manufacturing 
system. The trick, of course, is in how to select the surrogate natural system and the associated 
structure-preserving mapping so that we gain real insight into manufacturing operations. One 
such approach is to employ a biological metaphor and think of manufacturing as an industrial 
version of the operation of a living cell. 
For simplicity, let’s consider just the production process which functionally can be thought of 
as a system in which various inputs like men, materials, money, knowledge and so forth are 
transformed (processed) into finished products such as cars, TVs, refrigerators and the like. 
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Abstractly, we could represent this input/ output relationship by the map 
where L? is the set of inputs and r is the output set. However, this input/output process doesn’t 
live forever and it is periodically necessary to either repair the process f or to change it to a new 
process whose nature is dictated by the operating environment of the manufacturing enterprise. 
Thus, we must have a repair process that utilizes some of the system output and transforms it 
into a new ‘metabolic’ component f. We can represent this repair operation abstractly by the 
map 
In cellular terms, the map @ represents the genetic component of the cell. Finally, we recognize 
that the repair process itself eventually breaks down and needs to be renewed for the operation 
of the cell to continue. Since it leads to a useless infinite regress to introduce repairers to the 
repairers, some other approach to this question is needed. Nature’s solution is to periodically 
throw away the old repair mechanism and just replace it with a new one. This is the idea of 
cellular replication which we can abstractly represent as 
(Note: in both the repair and replicaton maps we have used the notation H(A, B) to represent 
the set of all admissible maps from the set A to the set B). 
Since any decent theory of manufacturing must be able to account for day-to-day operational 
concerns such as costs, capacity utilization, inventories, and so on, the foregoing cellular 
metaphor must contain counterparts of these manufacturing concerns if it is to be taken us too 
far afield to go into a detailed account of how this can be done, but let us just indicate the basic 
idea by considering a couple of typical issues of this sort: direct labor costs and capacity 
utilization. 
Almost all cellular processes are energy-driven and a natural measure of the cost of a process 
in the number of high-energy phosphate bonds, or molecules of ATP, that are required in 
carrying out the process. Such units play the same role in the accounting of cellular processes 
that money plays in economics, and seem to be the natural analog of direct labor costs in 
manufacturing. In connection with capacity utilization, the utilization of the cellular output takes 
place outside the cellular system itself. For instance, if the cell is part of a multi-cellular organism 
and manufactures, say, a hormone, then the ‘market’ for the hormone depends upon exogenous 
circumstances. In fact, in such situations there are control mechanisms to adjust the cellular 
output capacity to the ‘market’. Thus, we see here a direct analogy with the production 
adjustment mechanism seen in industrial manufacturing enterprises. Other matters such as 
inventory control, indirect labor costs, material costs, reliability, quality control, flexibility and 
so on can also be given cellular analogs and serve to make direct contact between the metaphor 
sketched above and manufacturing processes. But what are some of the questions in manufactur- 
ing that we could hope to address using such a metaphor? 
Abstractly, we can represent the entire metabolism-repair-replication operation by the se- 
quence of maps 
L? f r 2 H(L?, r> r: H(T, H(O, r>). 
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In order to make use of this set-up, we need to give more structure to the sets L2 and r, as well as 
the map f. All else will follow from the nature of these objects, since the repair and replication 
maps Qf and pr are constructed directly out of the metabolic machinery. Once the metabolic 
specification is made, we can begin to address specific questions arising in a manufacturing 
environment. For example, one of the most important aspects of any manufacturing operation is 
the degree to which the process can continue if the environmental inputs are changed. Basically, 
we envision the situation where the manufacturing system is designed to process the input w* 
into the output y *. The metabolic map that accomplishes this ‘manufacturing’ operation if f *. 
Specifying w * , y * and f * then induces the associated repair map cP~* and replication map ,L$*. 
Now suppose the environment shifts to w. Does the metabolic machinery f * continue to 
produce the output y *? Or, if not, does the repair component Qf* act to accept the new output 
y and use it to restore the basal metabolism f *? The answer to these questions depends entirely 
upon the structure of the basal metabolism f. For instance, if ti and r are vector spaces and f is 
linear, then the above questions can be answered in terms of the kernels of the maps f * and 
Qf*. But, the kernel of cP~* depends upon f * in a complicated way, so we are immediately led to 
consider some types of novel mathematical questions. Furthermore, the actual ‘control’ of the 
process is not direct input applied by a decisionmaker, or controller, as is usually assumed in 
control engineering. Rather, the system behavior is modified by the action of the repair 
mechanism when it produces the ‘new’ metabolism Qff*(y). This is definitely not either an 
open-loop or closed-loop control in the engineering sense; thus, we also confront a type of 
control process outside the domain of the classical paradigm. Much more can be said when we 
incorporate replication into the picture, but the above remarks already suffice to indicate the 
nature of some of the issues that can be addressed in manufacturing by consideration of this 
cellular metaphor. 
5.3. Systems Research in Engineering 
The examples given above could have been multiplied several times to display even more 
forcefully the inherent systems flavor in much of modern engineering. However, even with such 
an eclectic sample it already starts to become evident that the engineer of the future will have to 
be almost as much of a system theorist as a nuts-and-bolts practitioner if he desires to get at the 
real nature of modern engineering processes. While it’s always dangerous to start dreaming in 
print, it seems safe to say that education and research in engineering will undergo major 
transformations in the coming years with an increasing emphasis on what we have termed the 
‘systems’ aspects of things, with a corresponding de-emphasis of more traditional topics. Thus, 
we can expect to see more courses, workshops and paper devoted to the use of modem 
mathematics (qualitative theory of differential equations, mathematical system theory, discrete 
structures) and the implementation of these tools via various types of computer architectures. In 
addition, the growing importance of computer graphics will find its natural way into the 
engineering curriculum of the future. Finally, we can expect a new field that we shall term 
‘computational experimental engineering’ to replace much of the traditional laboratory work of 
the past. Instead of going into a lab and testing the strength of certain materials or constructing. 
an electrical circuit, we will see these experiments carried out computationally using realistic 
models of the phenomena, models based on a deep knowledge of the global systems properties of 
the process of interest. 
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The articles that follow, also serve to underline the points we have made above by providing 
still more detailed examples of many engineering processes and the modern tools that are being 
brought to bear upon their solution. If the material presented here is any indication, it seems safe 
to say that the combination of modern computing power harnessed to modern system-thinking 
spells the arrival of a new era in theoretical and applied engineering practice. 
6. An overview of the papers of this volume 
One of the most obvious facets of the complexity of models has to do with the ‘size’ of 
problems that can be addressed-the number of variables, the number of steps in calculation, 
the precision of numerical results, and so on. An area where these issues appear in a very 
fundamental way is the area of optimization. The principle of the optimization has deep 
historical roots. Classical theories in physics and chemistry are often based on optimality 
conditions, such as minimum action or energy. Similar principles of optimality-maximal 
efficiency, minimum cost, etc.-have natural application in behavioural sciences (especially in 
economic theory) as well as in applications for decision making-what is often referred to as 
operational analysis and systems analysis. 
The development of modern optimization is discussed by R.T. Rockafellar in his contribution. 
Rockafellar stresses the point that numerical solutions with the help of powerful computers have 
not made mathematical concepts and mathematical analysis redundant. Actually the attack on 
complicated large scale optimization problems has opened up new areas of mathematical 
research and presented new challenges to the analyst. 
A special application of optimization is the so called entropy model. The concept of entropy 
and the principle of entropy maximisation originates in the theory of thermodynamics. It was 
shown by Bolzman that entropy can be given a natural interpretation as a statistical measure of 
randomness in an ensemble (of molecules in a gas etc.) and this interpretation can in an abstract 
sense be carried over to other fields as a measure of information about distributions in ensembles 
of various kinds. Typical applications of this idea can be found in communication theory and 
regional science. J.R. Eriksson has in his article treated the mathematical problem of estimating 
parameters in an entropy model generalized to a simultaneous two-step entropy model. A real 
application of the model to study of housing consumption in Stockholm is demonstrated. 
Erikssons approach is however also of importance in solutions to standard LP problems, where it 
has turned out to improve on numerical efficiency by orders of magnitude. 
N. Murray and his coworkes discuss recent developments in constrained optimization. A 
problem that faces the model builder and the user of optimization techniques is to go from linear 
to nonlinear situations. Linear models are extremely useful for many purposes. There exist 
efficient analytical and numerical methods of solving linear problems. Linearity is moreover an 
important first approximation in many nonlinear situations. However, as can be seen from the 
contributions to this volume, the exploration of nonlinear realms of mathematics is of crucial 
importance in several fields of application. 
The problems of nonlinear optimization is especially complicated by the presence of nonlinear 
constraints. There is in general no guaranteed procedures for determining whether a feasible 
point exists or not. Hence, much is gained by transferring the problem to an unconstrained case. 
Murray discusses one very successful method of handling this problem- the sequential 
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quadratic programming (SQP) method. The method is based upon the idea of replacing a 
nonlinear constraint by a linear one and adding a quadratic penalty function to the objective 
function (by adding an approximation to the Hessian of the Lagrangian function). The practical 
use of the optimization algorithm is exemplified by a case form the electrical power industry: 
how best to generate and distribute electrical power. The solutions of such complex and large 
scale problems have improved. It also changes the engineers’ conception of the solutions and 
makes more sophisticated mathematical models available for numerical applications. 
In one of the papers of this special issue global analysis in the sense of Smale and complexity 
theory are used to shed light on numerical linear algebra. Kostlan advances the idea that global 
rather than limiting behavior of numerical procedures should be in the focus of algorithm theory. 
Using random matrices it is (among other properties) proved that although the complexity of the 
power method (often used in numerical linear algebra) is infinite, it is anyhow numerically fast 
on the average (or in the typical case). 
It is not possible to grasp the idea of complexity only be referring to size and structure. The 
most intriguing aspect of complex systems has to do with evolution and dynamics. The 
mathematical study of dynamic systems was pioneered by Hem-i Poincare. The mathematics of 
this classical field has been undergoing a dramatic development in the last twenty years. New 
theoretical results have been seen to have fruitful applications in a variety of fields ranging from 
laser physics to psychology. The great attraction of this ‘new’ dynamic theory as we now know it 
through the work of S. Smale, R. Thorn, V. Arnold and many others is that it provides insights 
about dynamic processes far beyond the point where the complexity of the process prevents us 
from making exct prediction and solve differential equation analytically. 
This way of looking at dynamics stems from Poincare, who introduced the qualitative study of 
solution curves and stressed the importance of generic behaviour. However, adequate tools to 
study these aspects were not developed until much later. Moreover computers have made it 
possible to exploit these ideas in many concrete applications and computer applications have 
also contributed to a better understanding of the mathematical structures themselves. Chaos and 
strange attractors is a point in case. 
As in the case of optimization the complexity of dynamic systems is critically related to 
nonlinearity. In a systems perspective this means that global properties of a system cannot be 
seen just as a superposition of the action of its individual parts. What global properties (in time 
or space) can then be expected? This question is central to an interdisciplinary field of research 
called synergetics, invented by one of the authors in this special issue, Herman Haken. An 
interesting feature of such nonlinear systems explored by Haken and others is the ability of 
self-organisation, i.e. the ability for spontaneous coordination of micro elements to form macro 
patterns. The focus of attention is on the qualitative behaviour of the system changes on a macro 
level induced by instabilities. In one paper, Haken discusses potential application of the theory 
of synergetics and self-organisation to the design of computers and computer programs. In 
analogy to the way coherent macroscopic patterns can occur in chemical or physical systems we 
could think of a synergetic computer with many coupled individual computers producing 
coherent outputs. Another speculative idea that Haken proposes is to let computers self-organize 
the distributions of computational tasks by mechanisms allowing for competition between 
different collective modes of behaviour. This idea could even be extended to the design of 
computer hardware by letting the computer by learning establish the connections between its 
elements. A kind of self-organization which is actually found in living organisms. 
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One of Hakens colleagues W. Weidlich presents an application of synergetics in the form of a 
dynamic model of migration. The model ‘explains” the dramatic migratory processes in the 
world and the formation of huge metropolitan agglomerations as a ‘migratory phase transition’. 
The dynamics is described as a stochastic differential equation (master equation) and as a 
quasi-deterministic (mean-value) equation. The phase transition, i.e., the global change of 
macroscopic properties, is generated by the change of certain control parameters through critical 
values. Originally stable states become unstable and new dynamic modes occur. 
Another contribution by Puu along the same lines, but in an explicitly spatial context, is 
entitled “Structural stability as a modelling instrument in spatial economics”. Puu studies the 
geometry of trade flows and iso-price contours in geographical two-space. The model consists of 
two partial differential equations, one representing interregional equilibrium (a ‘divergence law’ 
and one representing the optimal direction of trade flows and a ‘gradient law’). The condition of 
structural stability gives very effective criteria for characterising two-dimensional solutions of 
this model. The resulting stable patterns can in a natural way be related to the classical theories 
of spatial organisation by Christaller and Liisch. 
The new mathematical tools for studying dynamics processes have led to a shift in interest 
form equilibrium to nonequilibrium modelling. This opens up a much richer and more complex 
field of investigation, where new concepts and new methods must be developed. One such 
approach to a qualitative theory of differential equations has been pioneered by J.-P. Aubin and 
K. Sigmund. Aubin has introduced the notion of viability and permanence. Roughly speaking 
viability is a property of a system to restrict the trajectories of the dynamic system to the interior 
of a viability domain, within which regulating controls will work. These requirements are 
translated into mathematics by means of differential inclusions: 
where u is a control depending on the state x through set valued mappings: 
2.4 E x(x). 
These concepts and ideas are further explored in the contribution of Aubin and Sigmund where 
also the relation to other subjects areas, such as evolution, punctuated equilibria etc. in biology, 
is discussed. 
J. Casti approaches the problem of complexity from a control science and computational point 
of view. Casti outlines some major trends in computing and speculates on their applications for 
theoretical control science. Parallel architecture is one of the critical steps in hardware develop- 
ment. Likely to influence information processes, algorithm and programming in a dramatic way. 
Other new possibilities will be opened up through the development of operating systems, 
memory management and efficient interfaces between humans and the machines (such as 
advanced graphics). 
The problem of solving control problems (especially in real time) on the computer poses 
interesting theoretical problems related to computational complexity. One such issue concerns to 
distinction between P-problems (problem that can be solved deterministically in polynomical 
bounded time) and NP-problems (that cannot). As is the case with many other problems that we 
have discussed here, the step from linear to non-linear theory is a major difficulty. A classifica- 
tion theory for nonlinear control systems is not even available at present. 
So far we have discussed complexity from a rather technical point of view. Nonlinear systems 
can exhibit new interesting features such as self-organization and chaotic behaviour. These 
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properties are inherent in the mathematical structure and can be ‘unfolded’ (to borrow the 
language of catastrophe theory) using the proper mathematical tools and applying the ap- 
propriate attitude (looking for nonequilibrium instead of equilibrium, singlarities instead of 
regularities etc.). 
In his article on complexity and information B. Rosen challenges this ‘Mechanistic’ attitude. 
He claims that the issue of complexity is a more fundamental one, which cannot be handled 
within the present paradigm of physical science with its roots in Newtonian mechanics. The 
dominant view of science is based on reductionism. The principles of reductionism can take us 
very far as seen e.g. in the spectacular progress of molecular biology. An excellent example is 
given in this volume by A.C. Scott and co-authors in the article on biomolecular dynamics by 
computer analysis. The authors show how detailed computation of nonequilibrium biomolecular 
dynamics becomes possible with new powerful computers and a better understanding of the 
atomic structures of important biological molecules. 
Rosen argues that this kind of reductionistic knowledge cannot provide a significant inferen- 
tial chain from physics to biology or to the human sphares. The epistemological assumptions 
underlying the physical laws are too restricted. Rosen demonstrates how it is possible to remove 
these restrictions and to formulate alternative models of complex systems. Actually this could be 
interpreted as the very definition of complexity-systems that possess a multitude of images or 
models which cannot be reduced to each other or to a common universal element. As an example 
it is shown how the mathematical language of networks of information levels (defined by 
quantities uij = a/ax/!dx~/*‘), uijk = ~/~x:JJ etc.) is more general than is the language if dynamics 
(of the form dxi = dt =fi(xi.. . x,), which implies that the differential form wi = Culjdxj are 
exact). 
Are there natural systems which are complex in the sense described above? Rosen’s answer is 
affirmative. He poses an even more provocative question: are there any natural systems which 
are not simple? If not we should be prepared for a new scientific revolution. 
It can be claimed that computers and information technology have added a new dimension to 
science. Boundaries between experimentally based sciences can be transcended by laboratory 
experiments which are concerned not with real objects but with structural properties of systems. 
G. Klir elaborates these ideas in the article on the future of information, computer, and systems 
science. As several other authors, Klir emphasizes the role of complexity and our increasing 
possibilities to deal with organized complexity (in contrast to organized Newtonian simplicity on 
one hand and disorganized statistical complexity on the other). Powerful computers are a key 
element in this development. Klir introduces the notion of simplification strategies and discusses 
various strategies for making very complex systems manageable. In a broad societal perspective 
this is a problem of organizations, their design and performance, an issue which is touched upon 
in the final part of Klir’s contribution. 
7. Conclusions 
This special issue is intended to show that a number of scientific fields are moving in a 
common direction in terms of problems formulated and mathematical theories and models 
required. If this development should be captured with a single phrase non-linear, synergetic 
dynamics is probably the best choice. Although a structurally stable equilibrium still holds an 
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important place in physics, economics, biology, and engineering, uniqueness is no longer 
assumed to be any common property of systems. As soon as nonuniqueness is an accepted 
characteristic of a system, bifurcations can occur at which the system has an option of 
equilibrium trajectories. The study of such bifurcations is in the focus of synergetics, bifurcation, 
and catastrophe theory. 
The study of nonuniqueness of equilibria and bifurcations has also lead to an increased 
interest in the behavior of systems in nonequilibrium situations. The emerging understanding of 
turbulence and chaos in dynamic systems, described by ordinary or partial differential equations 
is a sign of the importance of nonequilibrium properties of some applied dynamic models. 
Differential inclusion theory is one powerful paradigm for the study of such nonequilibrium 
systems at a more general, yet applicable level of theory of evolution. 
Complexity is a central concept in many of the contributions of this volume. To many of the 
contributors complexity is compatible with dynamics as modelled by differential equations. 
Rosen takes an exceptional view of this matter: “are there any natural systems which possess 
mathematical images which are not dynamical systems?. . . Indeed, our question can be posed 
rather differently and more provocatively: are there any natural systems which are simple? I 
would answer: perhaps not. If not, then the revolutions we have already seen in physics are as 
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