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A Special One-Sided Approximation Problem 
D. ZWICK* 
Let P hc ;L nonnegative perfccr sphnc of dcgrcc ,I on Ltr. /I j \;111sfy1ng 
P”‘(tr)= P”‘(hl=o I , 0. )I I I 
We ulsh to approximate P from below in the /.,-norm hq nonnegative spllncs 01 
degree II- I Mlth the s;lmc fixed knot5 as I' We shw that ;I unique hcst 
approximation exists (differing, In general. from the heat approximation without the 
nonnegativity restriction). and describe the Lcro btructurc of the error function In 
addition. we discuha the semi-InfinIte programming approach and deduce 
relationships with mononsphnes and quadrature formulas. 1 IYW ,2‘.iJcmlL I+!\, lnc 
In this paper we consider a special one-sided approximation problem for 
splines with fixed knots. with resect to the L,-norm. Such one-sided 
problems have been considered by several authors, notably StraulJ [IO]. 
Pinkus [8] and Micchelli and Pinkus 171. Micchelli and Pinkus prokc 
their results for more general spaces of functions, and consider, as does 
Straul3, the setting in which the function to be approximated is “generalized 
convex” with respect to the approximating subspace. 
Our problem concerns the approximation from below of a special 
generalized convex function, a nonnegative perfect splint, and, in contrast 
to the works cited, we require the approximating splines to be nonnegative 
as well. The result is that, whereas in the general case the error function 
exhibits only double zeros, in our case we are forced to deal with higher- 
order zeros in the knots. Indeed. a major part of Section I is devoted to a 
careful study of these zeros. The appearance of higher-order zeros precludes 
the possibility of applying the moment theory techniques developed in [7]: 
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no similar theory involving higher derivatives seems to be available. Thus. 
our work is closer in nature to that of Straub. 
We are unaware of papers of a similar nature devoted to problems of 
approximation theory. In the context of semi-infinite programming. the 
abstract optimization problem has been studied by Krabs [2]. ,4 related 
problem. that of approximation by linear combinations of functions with 
nonnegative coefficients. was discussed by Marsaglia [4] and by Krabs 
C-11, and is also treated in the book [2] of Krabs. In our setting, this 
situation arises only when the approximating splines are piecewise linear 
(n = 2). In this case the duality theory for such optimization problems is 
useful (but not essential) in pinpointing the zeros of the error function. 
Duality theory may be utilized for n > 2 as well. to derive equivalent 
conditions, in terms of positive linear functionals. for the optimal solution. 
This is done in Section 4. 
The connection between one-sided approximation and quadrature 
formulas has long been known (see, e.g., 17. 101 and the papers cited 
therein), as has the relation to monosplines. Such a connection exi:its in our 
case as well. as is dcscribcd in Section 5. 
The problem considered in this paper arose in the context of shape 
preserving L,-approximation [ II], the approximation of a continuous 
function in the L,-norm from the convex cone of jr-convex functions. Using 
a functional analytic approach. the problem of characterization is reduced 
to the study of the zeros of a certain perfect sphne P. A difficulty arises 
when P fails to have a full set of zeros. In this case one may approximate 
P from below by nonnegative splines having the same fixed knots, and sub- 
stitute for the zeros of P the zeros of the error function. The nonnegativity 
restriction is essential to these considerations. 
In order to solve the one-sided approximation problem it was Inecessary 
to develop and:or adapt various tools for dealing with high-order zeros of 
splines. With few exceptions, this area has been avoided or neglected in the 
literature of approximation theory--a not uncommon occurrence in 
pertinent papers is to quote imprecisely the well-known Schoenberg-- 
Whitney Theorem [9]. By ignoring the possibility that, in limiting cases. 
the relevant determinant can be positive when equality occurs in the 
interlacing conditions. one risks exchanging rigor for convenience. In 
extreme cases this may even put the validity of the assertions in doubt. In 
this paper we have addressed this, and other, fine points of spline theory 
in the context of the one-sided approximation problem, white striving for 
generaiity in the techniques developed to deal with them. Thus. despite the 
somewhat restricted nature of the problem addressed in these pages, we are 
hopeful that the results and techniques presented here will find a wider 
range of applicability than merely to the particular type of problem 
considered here 
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1. ZEROS OF SPI.INl.3 
In this section we study the zeros of splints of degree II 1, and of 
differences of a perfect spline of degree II and a spline of degree II ~ I. In 
contrast to the polynomial case. a spline of degree II ~ I may have zeros of 
order II without vanishing identically. The presence of knots and the 
appearance of zero intervals makes a special zero-counting procedure 
necessary. The main theorem in this section is a kind of Budan Fourier 
theorem, giving an upper bound on the number of zeros in an interval 
when the signs of the derivatives in the endpoints are known. We introduce 
the concept of a “discretionary zero” and list several corollaries of the main 
theorem. some, perhaps. of independent interest. 
A spline of dcgrcc II ~ I on [rr, 171 with simple knots T, < ‘.. < r V in 
(rr. h) is a function of the form 
.x(t)= >1: r,(r,--t)': ' $/I,, ,(t). (1.1  
where p,, , is a polynomial of degree at most 11~ I and the truncated 
power (7: ~ t)‘: ’ is defined as (r - /)” ’ if T > 1, and is zero otherwise. For 
fixed knots r,. . . . . r,, . the (# + /I)-dimensional linear space of such splines 
will be denoted by 
s= S(r,, . . . . T, ). 
We will be primarily interested (for reasons that will be made clear in 
Section 2) in splines that vanish identically outside of (5,) T v). In this case 
.s is most easily represented as 
\ 
,x(r)= f~,,kl(/). (I.21 
where M, is the B-spline based on the knots 5,. . . . . r, / ,,. with support in 
[T,. 5,. ,,I [9]. We define 
S,, := span I M , , . . . . M L ,, j. 
The space of polynomials of degree at most ITI - I (and “ET-spaces” of 
dimension 171 in general) have the property that no nontrivial element has 
more than tn ~ I zeros, counting multiplicities, one less than the dimension 
of the space. This property is carried over to spaces of splines, provided 
that the discontinuities in the (n - I )st derivative and the presence of zero 
intervals are taken into account. 
Adhering to the zero-counting conventions described in [9], we count 
the zeros of .s E S and .s E S,, as follows: 
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(a) Isolated zeros. If .s( <) = . = .s(“’ ’ I( <) = 0, ,c”“‘( .‘) # 0, then < is 
a Lero of .s of order (or multiplicity) HI if < is an arbitrary point of [a h] 
and HI < II - 2, or if < does not coincide with a knot and HZ Z:II - 1. If 
.v”‘(<)=O (,j=O. . . . . II- 2) then < is a zero of multiplicity II ~ 1 if s”’ ” 
changes sign at <: if .s(” ” does not change sign at < (which can on11 
happen at a knot) then the multiplicity is II. 
(b) Endpoint interval zeros. If .CE S,, vanishes on an interval that 
extends to an endpoint then each subinterval [T,, T,+ ,] G [T,. r,] on 
which .s vanishes counts as one zero and. for .Y E S, the interval /IO. 5, ] or 
[T , . h] counts as II zeros. 
(c) Interior interval Lcros. Suppose that .s vanishes ideni.ically on 
[s,, T,,!] but is nonzero in at least one point of each of the two neighboring 
subintervals. Then [T,. T,,,] counts as (n + 1 ) + 2L(n1 ~ I- I )/2j zeros if 
,(.i,i 21 changes sign in every neighborhood of [T,. T,,,]. and it counts as 
II + ~L(IH - I):‘21 zeros otherwise. 
Rr~v7trtA. If .st s,, vanishes identically on [T,, T, + ,] then, neo?ssarily. 5 
is in 
span ( M, , . . . . M, ,,, 1211, / , . . . . . M \ ) I/ , 
In order for [s,, T,, ,] to b e an interior interval we must have j-11 > 1 and 
j + 1 < N ~ 17, i.e., 
This shows that the zero-count for interior intervals is consistent. with the 
zero-count for endpoint intervals since there are at least 17 subintervals 
,+,lG[T,. 
E::: :;+ ,I. 
T,\] before [s,, T, , ,] and at least 11 such subintervals after 
(1.3) DEFINITION [9]. Y,(s) counts the zeros of a spline .s in the 
interval I according to the procedure outlined above. 
( I .4) THEOREM 191. Using tiw counting proc~rdurc~ outlird rrho~~c~, 
YiT,, ;,I (s) < N - n ~ I ,/iv dl .P E S,,, .S f 0, lrnti Y, ,,./,, (.v) < N + II -- I ,fi,r ull 
s E s. s $k 0. 
(1.5) DEFINITION. A perfect spline P of degree 17 on [u, h] with knots 
T, < ... -CT,\ is a spline of degree ?I (see (1.1) with n- 1 replaced by !I) 
such that for K = f 1. T(, := u and r z , , := h 
P”l’( t) = c( ~ 1 )‘, tE(r,,r,+,) (i=O . . . . . >A). 
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The set of such perfect sphnes will be denoted by 
.4=.f(r,, .,.. r,.). 
We now turn to zero-counting for differences of perfect splines of degree 
II and splines of degree n - I. 
Let PE .4( r,, ,,,. 5,) and .) t S(r,. ,,,. T \) bc given. Since lP’“‘I = I in 
((I, h ) ?. ; 7 , . . . . . r, I it follows that P- .s does not vanish on a subinterval. 
i.e., it has only isolated zeros. Fix <E [u. h]. If 
(p-,y)(<)= =(j>--,y)“” “(i;)Z(). (P-.\)““‘(~)#O, 
then 4 is a zero of order (or multiplicity) tn. provided < is arbitrary and 
tn<n -2, or tn<tz and < is not a knot. If (P-.c)‘/‘(<)=O (,j=O, . . . . n--2), 
and < coincides with a knot then < is assigned a multiplicity which is one 
of n - I. 12, I? + I as follows: 
(1.6) If (P-.s)‘” ‘) does not change sign at < then the multiplicity is n. 
If (P-J)‘” ” does change sign at 5. then the multiplicity is tz - I if 
( P ~ .Y ) ’ ‘I ‘1(<)(P- .s)‘{’ “(c)#O: 
otherwise, it is II + I. 
Zeros of order greater than n - 2 will be referred to as higher-ordw zcro.y. 
2, 7,. T,,, I ( P~.s)6(t?l-/)+(tI--I). 
Proof: For n = 2 the lemma is easily verified; in this case zeros of orders 
I, 2, and 3 may occur. Applying this result to (P-s)‘” “, we see that it 
has at most n-I+ I Leros on [r,, T,,,], and the lemma then follows via 
Rolle’s Theorem. 1 
In particular, P- .s can have at most N + n sign changes in (n, h). This 
shows that the space spanned by Su [P) is a WT-space. i.e., P is 
gmerulir~d c’on~r.r with respect to these splines [7, 121. This fact, however. 
will not be explicitly used in the following material. 
If a spline (in any of the forms described above) has the maximal 
number of zeros allowed in a given interval. then we will follow the usual 
convention and say that it has a ,fil/ srt of zeros in that interval. 
Suppose that P-s has a higher-order zero in a knot 7,. Then 
(P - s)“7 ‘I vanishes at 7, and has an inflection point there going from 
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strict convex to strict concave, or vice versa. This determines the behavior 
of the one-sided derivatives (P - s)‘: “(T,). Set 
/7, := (P-J)‘: ')(T,). P':"(T,). 17 := (P-S)‘” "(T,)~P""(T,). 
The following situations may occur (see Figures l(a)-(d): 
(1.8) (P-S)‘” 21 changes sign at T,. Then either 
(a) p >O and p+ ~0 (Fig. I(a)), or 
(b) p 60 and p, >,O (Fig. l(b)). 
(1.9) (P-3)“’ ” does not change sign at T,. Then either 
(a) P ~0 and p+ 20 (Fig. I(c)), or 
(b) p ,<O and p, ~0 (Fig. l(d)). 
The following definition is useful in describing these situations. 
(1.10) DEFINITION. Let P-x have a higher-order zero in a knot T,. If 
p ~0 then (P-s)“’ ” has a disrwtimur,y XYO in 7,; if p+ 30 then 
1 d. (i) = 0, d+(i) = 0 1 d-(1)=1, d+(i')=l 
(a) (b) 
(cl (d) 
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(P-s)‘:’ ” has a discretionary zero there. If (P- .v)‘” ” or (P ~ ,s)‘; ‘! 
vanishes at a discretionary zero we say that the zero is /rrkcn OH. 
The number of discretionary zeros (cithcr 0 or I ) of (Pm- ,s)‘; ” and 
( P - .s ) ’ ” ” in r, is denoted by c/+ (i) and l/ (i), respectively. 
Thus, ~1, (i) = 1 iff /J , 3 0 and (/ (i) = I iff 11 < 0. 
Figures l(a) (d) show possible configurations of (P --- .v)“’ ‘I if P ~ .> has 
a higher-order zero in T,, 1 ,< i< X. with the corresponding values of tf, (i) 
and d (i). 
A much more precise statement may be made about the zeros of P ~ .s 
on open intervals, given information about the zeros in the endpoints. In 
order to prove the main theorem of this section. a theorem of Budan 
Fourier type. we first recall the following notation. 
( I, I I ) DEFINITIOY. S ’ (.v,,. . . . . .Y,,) denotes the maximal number of sign 
changes in the sequence .Y,,. . . . . .\-,, where a zero entry is allowed to be + 1 
or ~ I. 
The next lemma follows immediately from Definitions (I. IO) and (1.1 I ) 
(see also Figures I(a) (d)). 
tl, (i)=S-((P-.s)‘:’ “(T,), f”~‘(r,)).irnti 
d (i)=S’(( - I )‘I ‘(P-J’” “(S,). (- l)“P’“‘(TJ) 
We now record several properties of S ’ (.Y,). . . . . .Y,,) that will be used in 
the proof of ( 1. I3 ). 
(i) If.\-,,= ... =.\-,=(I then 
s ’ (.Y(,. . . . .\.,,) = j + I + s ’ (.\-, , , , __./ .\.,,). 
(ii) If .x-/ #O then 
s ’ (.Y,). . . . . .\I,,) = s (.Y.(), . .. . I,) + s r (.\.,. . . . . .\-,, )
(iii) If .Y, = 0 then 
s (.Y or . ..1 .Y,I ) 3 s ’ Lx-,, . . . .Y, ) + s ’ (.Y,. . . . . .u,, )~ I 
(iv ) For all .Y(,. . . . . .v,, 
s ’ (.Y,). ___. .\.,,I + s ’ (.\-(), x,. . . . . ( - I )“I,,) 3 Il. 
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If .Y,, = 0 then 
s -+ (.Y ,), .,., s,,) -t s * (X,). ~~ .Y, . . . . . ( - 1 )” s,,) 3 I? + I. 
The following theorem provides the kind of precise zero-counting needed 
to prove the main theorem of this paper. 
( I. 13) THEOREV. FM P E :4( T, . . T, ) otrri .\ E S( 5, . . . . . T v) WC lmw 
2 ,,,, ,,(P~.s)~N+t7-,sS((P~.s) (17) ,.._. (P-.s)‘“‘(h)) 
-S+((P-.s) / (0). ~ (P-J); ((I), . . . . (- I )“(P-.S)‘I”(N)). 
(1.14) 
Ptyf: We first introduce the following convenient notation: For fixed 
T, and 0 ,< / < 177 ,< II, set 
s,+(/. /II) := s+((P-.S)"'(T,). . (f--.S)""'(T,)) 
+S+((-l)'(P-.S)':'(T,),..., (-l)"'(P-.S)'I"'(T,)) 
The proof initially follows the lines of [6, Proposition I]: We apply the 
Budan-Fourier theorem for polynomials to (P-J)/ ,rr,T ,, for each i, then 
sum over i and include the zeros at r, of multiplicity, say. 171,. We observe 
that the left-hand side of (1.14) differs from the right-hand side by a 
quantity x,“=, T,,(T,), where T,,(T)) := S,’ (0, n) - 177, ~ 17 + I. and the proof 
is completed by showing 
S,’ (0. II) 3 177, + I7 - I. (1.15) 
Suppose first that 177, satisfies 177, 6 17 - 2. Then, by property (i) above. 
29,’ (0. n) = h7, + s,+ (177,, t7). If (P - ,u)‘” ‘)(r,) is nonzero, property (ii) 
yields 
S,‘(n7,. 17) = S,‘(Ul,, I7 ~ 2) + s,+ (I7 ~ 2. r7); 
otherwise, (iii) yields 
(1.16) 
S,+(/T7,. fi) 3 s,+cn7,, n -- 2) + S#+(n -2. r7)- 2, (1.17) 
Thus, if (P - .v)“’ ')(T,) is nonzero, (I .16) and property (iv) give 
s,’ (0, n) = h7, + s,' (777,. n - 2) + S, (17 - 2, n) 
3 177, + I7 ~ 2 + S,' (I7 - 2. t7 ). 
One easily checks that P”“(s,) P’;“(T,) < 0 implies S,’ (n ~ 2, H) 2 1. hence 
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(1.15) is calid. If (P-S)“’ ‘I(?,) = 0. then from property (i) we have 
S,’ (17-2, ~)=2+ S’,+(II~ 1. 77). hencc from (1.17) we get 
S,’ (0. 77) 3 2/?7, + S,’ (/77,, I7 7) + S,’ (II ~ I. II) 
3r77,+r7- I +s,‘(77 1. r7)3/77,+!7P I 
Therefore, ( I 15) is valid here. too. 
Now suppose that z, is a higher-order zero. Then (P-.s)"'(T~) = 0 
( j = 0, . . . . 17 ~ 2). hence from property (i ) WC have 
S,’ (0. 77 ) = 2(n ~ I ) + S,’ (I7 ~ 1, I7 1. 
It thus suffices to show 
177, < I7 ~ I + S,’ (I? ~~ 1. I7 ). 
Note that (1.12) implies 
.S,i(n--- l./7)=ti,(i)+rl (i, 
(1.1X) 
(1.19) 
By our definition of higher-order zeros we always have 
nr,<n- 1 +d (i)Sd+(i), 
thus (1.19) holds, and the proof is complete. 
We now list several corolllaries of ( 1.13 ). Applying the proof of ( 1.13) on 
the interval [T,. T,,,] yields 
2, ?I. T,,; , (P-.S)<ti7-/+,I- 1 -s’((P --,S) (T,,,) . ..I (P-.Y)““(t,,,)) 
--s’((P-.S)+ (T,), (P-3)‘, (T,), ___. (~ 1 )“(P-.S)‘1”(T,)). 
An important consequence of ( 1.20) is that the maximal number of Lcros 
of P - .Y on an open interval bounded by higher-order zeros is independent 
of whether or not any discretionary Leros are taken on. 
( I .2 1 ) C~R()I.I.ARY. Lcl P md .s hc as i/7 ( 1. I3 ). ut7d us.~zu771~ thrrl P .5 
l7u.s N higlwr-order zwo in T, ftt7rl in 5,,, (0 < I < 177 < N + 1 ) Tl7ct7 
Y,i,,l,,,,(P-- .s)<t77-I-t7+ I ~-cl (117) r/+(I) 
C’ot7.sequct7fl~~. 
I77 > I + I7 ~ I + (1 (177 ) + tl / (I ). 
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( 1.23) C~ROI,I,ARY. Let P unrl .Y hr~ us in ( I. 13). If’ P - s .wfi,$ks 
(P-.v)‘:‘(rr)=(P-.s)“‘(h)=O ( j = 0, . . . 17 ~ I ) (1.23) 
n+t/ (i)<i<,V-t7+ I -d, (i). 
Corollaries ( 1.2 1 ) and ( 1.22) show that if P - s has several higher-order 
zeros then these zeros must be sufficiently separated. This should be kept 
in mind when such assumptions are made in Section 2. 
2. THE: ONE-SIDED APPROXIMATION PROBLEM 
In this section P,, will be a fixed element of ..P(T, . ,.,, I v) satisfying 
P,, >, 0 it7 [u, h]. and P1,“(L/)=Pi,“(h)=O(,;=O .___. tz-1). (2.1) 
Conditions (2.1) imply that Po(f)=(l,‘n!)(r-cr)” in [LI,~,] and P,,(t)= 
(l/n!)(h- r)” in [z$, h], from which it follows that P,, does not vanish in 
(N, s,] u [T,. h). Moreover, since P i;“= 1 in (u, s,) and (- l)“P~;i’~ I in 
(7 \, h), we conclude that f: = 1 in Definition ( I .5) and that ,V ~ n is even. 
We wish to approximate P,, from below in the L,-norm by nonnegative 
elements of S. Since O<.s< P,, implies s-0 outside of [T,, T,] (due to 
conditions (2.1 )). we may restrict our attention to .YE S,,. Thus, our 
problem may be expressed as 
Minimize [” (P,, - ,c) subject to .Y E S,, := (A E S,,: 0 6 s 6 P,, ). 
- Cl 
In this section we prove the existence and uniqueness of the best L,- 
approximation ,sg E S, to P,,. While the existence follows from elementary 
compactness considerations. the proof of uniqueness is complicated by the 
possibility of higher-order zeros of the error function P,, - .c,, in the knots. 
The standard procedure, which we follow in principle, is to show that the 
error function must have a full set of N fn zeros in [u, h] if .s~+ S, is a 
best approximation. One then shows that if s, is another best approxima- 
tion then not only does P,, - .F, have N + n zeros, but P,, -.so and P,, -s, 
share a set of N + n zeros, counting multiplicities. Therefore, .P, - ,so has 
N+ n zeros in [(I, h] (and N-n in (z,, s,)). which is only possible if 
c) = .Y(,. The problem with this argument is that if a higher-order zero 
coincides with a knot, the difference s, - .s(, riced not inherit this zero with 
as great a multiplicity. To see an example of this phenomenon, we need 
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only consider two splines, .sCI and ,Y, , of degree I that share a double 
zero in a knot T, (i.e.. they vanish at T, and do not change sign there). If 
s := s, -.yg changes sign at T, then .s has only a simple zero in T,. This 
shows that, in contrast to polynomials. two splines may share a full set of 
zeros without their difference vanishing identically. 
Hence, in order to prove uniqueness we must not only show that the 
error function for the best approximation has a full set of zeros, WC must 
also consider what happens if higher-order zeros occur in knots. The bulk 
of the work in this section is therefore devoted to this task. 
The next two lemmas are simple consequences of Taylor’s Theorem. For 
completeness we prove the second of the two. 
“g < ,f’ in [II. h]. 
Proof: For simplicity, we suppose that .s = 1. If (2.4) does not hold then 
for each li = 1. 2. there is a point t, E [u. h] such that 
(2.5) 
By going to a subsequence we may assume that th + t,,E [LI, h]. hence from 
(2.5) we get Off’, i.e.. .f’(t,,)=O. Thus. t,,=<,. Expanding (2.5) about 
<, and using the fact that <, is a zero of even multiplicity 117, yields 
with 0 < H,, t?, < 1. Thus, as k + x we get f”“” I( <, ) = 0. a contradiction to 
our assumption that <, is a Lero of .f’ of exact order W, 
(11.6) DEFINITION. For fixed 1 ,< I < ~1 < A’ 
s o,,.,,, , z St, 
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denotes the subspace of splines vanishing outside of [T). t,,,]. If nz ~ PI 2 I 
then &It.,,rl is spanned by (M,, . . . . M,,, ,, ) and thus has dimension 
177 - I - I? + 1. 
The following lemma follows directly from (1.4). 
(2.7) LEMMA. .%~~o"' hit.,fitt’ .F E &, P,, ~ s has high-or&r xros it7 r, 
utd it7 T,,, (0 < I < 171 6 N + 1 ) und hu.s u firi/ .srt (Q‘ :cro.s in (s,, T,,,). Set 
i := I + rl , (I ), tF7 := i77 - rl (tt7 ). If’ 11 ES,,,i ,;, 7w7ishr.s at t/76> xros (I/’ P,, ~ .Y 
it7 (s,, T,,,). wilh d7r .smw mulliplicitir.c, thct7 71 wnishf~s idcwticully. 
Proof: We note that if P,, ~ .s has a full set of zeros in (T,, T,,,) then 
9 ,,~,,~,,,(P,,-.s)=tt~-I-n+ l-r/, (1)-li (r~)=dim So,~,,lj. 
It thus follows from (1.4) that any element of .SOCi,,,,) that vanishes at the 
zeros of P,, - .s. with the same multiplicities, vanishes identically. 
Our next lemma shows how to construct nonnegative elements of SOi,.,,,, 
with a given number of zeros. 
ProqJ To construct II WC “smooth” M,, . . . . A4,,, ,, by convolution with 
the Gaussian kernel (see. e.g., 173) with parameter c > 0. In the trans- 
formed space span{ My, . . . . M;,, ,?j. of analytic functions we may uniquely 
define elements with tlz - n - I+ 1 function and successive derivative values 
(the smoothed space is an “ET-space”). In particular, we may define a 
nonnegative element II,, = 1;: ,” U: M) with zeros at <, of multiplicity tn,. By 
requiring C \~fl = 1 for all c>O we guarantee that a limit point exists as 
I: 10 (through a subsequence) and that the resulting function u is nontrivial. 
Moreover, since [ uj” ) converges uniformly on [s,. T,,,] to ~1”’ for 
O<j<n-2, and iui” “1 converges uniformly on compact subsets of 
(T,. T,,>)is (T,+, . . . . . Tnl , ) t0 U”’ ‘I, it follows that u has the zeros <, with 
multiplicities at least no,. 1 
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Proof: Let i:= I+ d, (I) and fir :=/rr~rl (~7). From (1.21) we have 
YCr,.,,,,, (P,, ~ .c) < III I ~~ II + I ~ (/ , ( / ) ~ tl (1~ )= dim S, ,,,., )!,. 
Suppose first that cl f (I ) = I/ (m) = 0. If (P,, ~ .s)l rTi,;,,,  fails to have a full 
set of zeros then it must lose at least two zeros in (r,. r,,,). i.e., 
4 il. ii,, 1 (P,, - .Y I < 117 -~ I ~ I? ~ I 
Lemma (2.8 ) guarantees the existence of a nonnegative. nontrivial I‘ E S,j,,.,,,i 
with at least the zeros of P,,-.r in (t,- r,,,), counting multiplicities, and. 
from (2.3), there is a c > 0 for which II := CL’ < P,, - .s holds in [7,, 7,,,]. 
Since ZI E 0 outside of [7,. r,,,], we have 0 < II < P,, ~ .s on all of [u. h]. 
The other cases will be treated in a similar way. For the sake of brevity 
we only consider the case in which d (m) = c/, (I) = I. the most difficult of 
the remaining cases. If (P,, - .x)1 Ir:, T,,,  fails to have a full set of zeros then 
either both discretionary zeros are taken on and P,, ~ .s loses at least two 
zeros in (7,. r,,,), or at least one of the discretionary zeros is not taken on. 
In the first case we have 
9, il. r,), , ( P,, -- .s ) < 111 -- I - II - 3 
and in the second case we have 
(2.10) 
~,T,.h, (P,, ~ ,s) < IFI ~ I ~ 17 - 1, (2.1 I) 
When (2.10) is valid we construct II as before, but in the (~7 - I- 17 - I )- 
dimensional space So,,,,,, ). in which nontrivial elements may have up to 
m - I- 17 - 2 zeros: when (2.1 I ) holds we construct II in either S,,,, + ,,,,,, or 
in &,/.,,, I,. depending on whether the discretionary zero in 7, or r,>> is
taken on. In either case the dimension is 117 ~ I- 17 and we may require u 
to have at most HI - I - 17 - I zeros. The proof is now advanced as before, 
with the aid of (2.3). fl 
We are now prepared to prove the main theorem of this paper. 
(2.12) THEOREM. P,, bus u unique best L,-ul)pro.\-inzutiotl s,,,fiom S,. Thr 
error,function P,, - s,, has u,full set of’zero.~ in [LI, h], mu’ $un?l higher-order 
zeros qf P,,-s,, r~oincide with knots. then ull discwtionur~~ :c~ros of’ 
(P, - s)“’ ’ ’ und (PO - .s)(F ’ ’ mI taken ~1. 
Proof: Because S,, is finite-dimensional and S,, is nonempty (s = 0 is in 
S,), an elementary compactness argument yields an element ,so E S,, that 
minimizes j(: (P,, ~ .s). 
From (2.9) it follows that P,, - Jo) must have a full set of zeros on each 
interval [r,, 7,,,] (0 < 1~ tn ,< ,Y + I ) bounded by zeros of higher order, in 
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which no other higher-order zeros coincide with knots. For, if this were not 
the case, we could find a nontrivial UE S,, satisfying 0 <II < P,,--.v,,. But 
then .sg + II would be a better approximation to P,, from S,,, in contra- 
diction to the optimality of .sg. In particular, P,, -so must have a full set of 
zeros in [LI, h] and all discretionary zeros must be taken on. 
Now suppose that .s, ES,, is also a best approximation to P,,. Then 
.s := i(.s,, + s, ) is also best since 
P,, - .Y = ; ( P,, - xc,) + 4 ( P,, ~ ,s, ). (2.13) 
The nonnegativity of the terms in (2.13) implies 
P,, - .s 3 ; ( P,, ~ .Y, ) (i=O, I ). 
hence from (2.2) and from the definition of the higher-order zeros, both of 
P,,-.s,, and P,,- s, share the zeros of P,,-.s (and have no othler zeros, 
since all three have a full set). If P,, --s has no higher-order zleros that 
coincide with knots then we easily see that s, - .sg has at least N - II zeros 
in (t,, r,), and therefore us, ES,,. Otherwise, we restrict our attention to 
intervals [T,, T,,,] (0 d I < ~TI < N + 1 ) bounded by higher-order zeros of 
P,, - .s, in which no other higher-order zeros coincide with knots. On each 
of these intervals P, - s has a full set of zeros, which are inherited by s, - s,) 
with their full multiplicities. Hence. from (1.4) .Y, -J,, must vanish 
identically. Thus, .s, -.sg on all of [tr, h] and uniqueness has been shown. 
This completes the proof of the theorem. 
Rmurk. It is an interesting consequence of (2.12) that if P,, - .sg has 
a higher-order zero in a knot T, for which d (i)=d+(i)=: 1, then 
(P,, - .Y)(” "(5,) = 0, so that s:{ ‘) is continuous in r,. Thus. if i is even and 
P,,-s, has a higher-order zero in T,, then the coefficient of (z,- f)‘; Ii in 
the expansion (1.1) must vanish (this behavior is already present in the 
case 17 = I, where a piecewise linear perfect spline is approximated by 
piecewise constant splines). 
3. DETERMINANTS AND IYTEKLACING CONDITIONS 
In this section we show that the bounds on the number of zeros derived 
in Section 1 imply that the zeros and the knots of P,, ~ sg must “interlace” 
in a certain manner. We then apply the SchoenberggWhitney Theorem to 
prove that a matrix involving these knots and zeros is nonsingular. Certain 
modifications must be made to the determinant that one usually encounters 
in such situations. in case higher-order zeros coincide with knots. 
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13.2) 
(a 1 HI, = II + 1 Lllld ;, = T,(,, = r,,, 11, I, / I- 
(b) Ill, = II, ;, = Tilii> (ItId d (I(i)) = 0. 01 
(cl 117, = Ii, 5, = 5,(, , , l, , I = Elf,, I !. cd d . (I( i ) + I ) = 0. 
Proof: All of these assertions arc consequences of ( I .7) and ( I .21 I. 
Suppose. for example. that 4, < T ,,,,. Then P - .s has at least n + C’, , tn, = 
n + l(i) zeros in [a. T,,,,]. However. by ( I .7 ), 
.Yr, ,,.;,,,,, (P~~s)61(i)+t7 1. 
hence there is a contradiction. The same contradiction results if <, = silii 
and tn, d tz - 1. If <, = T,,),, tn,=n and tl (I(i))= I. then (1.21) asserts that 
,r,:,,,,,,,i(P-.s)61(i) -t7+ I -(1+(0)-d (I(i))=/(i)--tr~- I =I(i- I)- I. 
But P - .s has at least 11~ \ tn, = /(i ~ I ) Leros in ((1. r,,,,), again a contradic- 
tion. An analogous argument shows that <! < r,,( , , , ,, , , if tn, < n ~ 1, and 
if m,=tz then <,=T,,~ ,, +ri+ ,= T,,#, , is allowed only if rl, (I(i) + I ) = 0. 
Now suppose that tn, = n + I. As before, <, < s,,~, = T,,, , , ,, + , implies 
that P-s has at least n+/(i) zeros in [rr. z,,,,]. a contradiction to (1.7). 
and <,>T,<,, implies that P-s has at least tI+~:~,tn,=S-l(i)+tr+ I 
zeros in CT,,,,. h], in contradiction to ( 1.7 ). Thus. <, = T,,,) (no contradiction 
arises here since 5, counts as at most t7 zeros on each of [u, r,,,,] and 
IIT /(il’hl). I 
(a) t7 is odd und m, = t7 + 1. it7 ~t#7icl7 cu.sc~ <, = s,,,, = s,,, I , 8 l, + I 1 0’ 
(W n i.v rwn md n7, = n, in ~t~hiclt WSP horh <, = s,,,, und <,= 
T/i, , , + ,, , , = T,(, , + , use &tltYY/. 
Proof: Since s,, is in S, and P,, satisfies (2.1 ), the assumptions of (3.1 ) 
are satisfied and therefore the inequalities (2.12) are valid. Since all tn, are 
even, tn, = n + I only if n is odd, thus (a) follows from (a) of (3.1 ). 
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Similarly, if ~1, = 11 then 17 must be even. In this case, if <, = r,,!, then, since 
I(i) is even. (l+(l(i))=l and ~1 (I(i))=O. and if <,=r:,,,I+, then. 
since I(i)+ 1 is odd, d (I(i)+ l)= I and If-(/(i)+ l)=O. These are in 
accordance with (b) and (c) of (3.1). 
(3.4) DEFINITION. Let a < 5, < ... < <, and 111, d II + 1 be given. with 
17 + xj--~, 177, = ,V, and suppose that the interlacing conditions (3.2) are met. 
The determinant 
c 
0, . . . . I7 ~ I , 4 , . . . . . ;, 
5 , . . . T \ ) / 
is defined as follows: 
(i) If 111, < 17 ~ I for all i = I. ___, I’ then the determinant is defined as 
I 
Tl 
(T, ~ r,)‘; “1, 
(T, -i’,-)‘L ’ ” 
I 
T\ 
(T\ - &)“, “” 
(r,-4,Y+ ’ 
(3.5) 
(ii) If m, = n for some 1 < i < r (SO that T/,,, < <, < T/,,, , ,) then the 
determinant is defined as above. with the conventions 
<,=t ,,,, ==+,,,,-t)‘: l,.,,:=O. 
tr=r/,,), ,*(T,,,,+ ,-/)‘:I,=,, := 1. 
(iii) If m,=n+ I for some I <i<r (so that T,,,,=<~=T,,, II+lr+I ) 
then the determinant is defined as above, but with m, set to ~1 and the 
Column with T,,,, deleted. 
(3.6) THEOREM. Let PE.+’ and .PES .rati.$). (1.23) and let a< 
<, < < 4,- < h he the zeros qf‘ P - s li’ith multiplicities m, < n + I such thut 
n + xi = , m, = N. Then the determinunt 
n := 
! 
0. . . . I7 
T 
i - I, j,. . . . . 5” 
. . . . . -c ,v i 
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Proof. If all ~1, are at most H - 1 then this is a standard consequence ol 
the Schoenberg-Whitney Theorem (see, e.g.. [‘,I). which states that D is 
nonzero (i.e., positive) iff 
-\-,E (r,. T, , ,,I (i= I. . . . . :Y~- 17). 
where .y, 6 ... <.\-, I, are the <, repeated according to their multiplicities. 
We now show that if VZ,=II or 111, =H + I for some i then D may be 
factored into a product of subdeterminants of the same type. for which all 
the corresponding ))I, are at most II ~ 1. The assertion of the theorem then 
follows from the preceding remarks. We consider the following cases: 
Cuse 1. HI, = h; then T,,~) <;,<7,,,,, I. Suppose first that ti= T,,~,. In 
this case it is not hard to see (with obvious notation) that 
D= ‘0, _... I7 ~ 1. .‘, . . .z, 
! 
, ‘0. . 17 - i. ;, I , . . 5, ’ 
(3.7) 
71. . . . . 7/i,, T ,,,I I. .... TL 
For clarity we make the following remarks. First. if t, = riii,. then the 
matrix whose determinant is D has block structure, provided the entry with 
(T/(,1 ~ <,)‘L is set to Lero (otherwise. D = 0). Secondly, the first FI rows of 
the matrix corresponding to the second determinant in the product arc 
brought into the form shown in (3.5) by elementary row operations. 
Similarly, if 7 ,,,, < 5, < T ,,,, _ , , then, by setting theentry with (T,,(, _ , ~ <,I’{ 
to one, we get (3.7). 
Cuse 2. 111, = 17 + I: then i, = sio, = 7,,) , , ,I , In this case we detetc 
the column with T,,,) and set 117, = n. Again, the relevant matrix has block 
structure and. via elementary row operations on the second block. we get 
D = ‘0. . . . . I7 ~ I, :, . . . . . <, 
! 
, ‘0, . . . . 17 -- 1, i’, , / , . . . . 
i.! 
t’,’ 
71. “‘. 7111, I i / 7liil / 1. ‘.‘. 7 \ I 
The factoring process described in Cases 1 and 2 may now be applied to 
each of the subdeterminants. as necessary. and the proof is completed as 
outlined above. 1 
The results of this section reveal something about the Leros of non- 
negative perfect sptines. The following corollary is a consequence of these 
results and (2.12). 
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4. AN APPLICATION OF SEMI-INFINITF PROGRAMMING 
The problem 
*,i 
Maximize .s subject to .r E S,> (PI 
“CT 
may be viewed as a semi-infinite linear programming problem (i.e.. a finite 
number of variables and an infinite number of linear constraints) of the 
type treated in 121. This problem has an associated “dual problem” 
Minimize J,*( P,,) subject to j,*(s) 2 [” .s, v.s E s,,. .s 3 0 
and J.*( P,,) 3 V*(X), V’.V E S,,, .s < P,,. (D) 
where J’* is a linear functional on the space spanned by S,, and P,,. Clearly. 
the infimum for (P) is no more than the supremum for (D). If 
/.” ,v^ = !*(P,, 1 
for some .;E S, and some f* satisfying the constraints, then .\: and f* arc 
optimal for (P) and (0) respectively. and yield the same optimal values. 
In this case we have 
j*( P,,) = f*(i) = I” .f. 
Let us briefly consider the cast II = 2. The perfect spline P,, is either 
positive in (N, h) or it has a finite number of double zeros that do not coin- 
cide with knots. If P,, vanishes at c and at (I, with no zeros in (c,. ci). then 
we may consider the analogous problem on the interval [c, (I] with P,, set 
to zero outside of (c, d). In this way the problem (P) splits into a finite 
number of subproblems for which P>O on the open interval. Thus, let us 
assume. without loss of generality, that P is positive on (N, h). In particular. 
WC have P > 0 on [r, ? T v] and thus the so-called Shrcr uttdition is 
satisfied on this interval 121. It follows that (P) and (D) are solvable and 
have the same optimal values. We note that, for tl= 2, the functions IV, are 
“hat functions”-piecewise linear and nonzero in (T,, T, , J with thl: peak at 
T , + ,-and therefore an element s = CT_ ,‘I c, M, E S,, is nonnegative precisely 
when all of its coefficients I’, are nonnegative. In [2] it is shown that (D) 
may be expressed as 
,>I 
For ’ 5 , , . . . . <,,,E [T,. T\] minimize C d,P,,(<,) 
,=I 
,,> r h 
subject toc/,>Oand c r/,M,(<,)>, 1 M,= I (j= 1. . N-n). (D ) 
/~- I _ ti 
xx I). zw<-K 
For every optimal solution 1 ((/,, <,) i :” , of (D’) and I c’, j >. ,” of (P) wc 
then have 
with ,s,, = 1.;‘ ,‘I c,M,. Moreover, 1 (d,, <,) 1 and j C, 1 are optimal if and only 
if 
t/,>O=>P,,(c’,)= c (.,:M,(c,)=.Y,,(iL~), (4.1 1 
and 
lli 
t,>o* c d,M,(<,)= I = (’ M,. (4.2) 
, I ” l, 
Since (4.1 ) is satisfied at most once in each interval CT?,. r?, ,]. and not 
at all in (5:) , , rzj). WC have 111 < li := (,V 7 II ),‘2. Clearly. P,, so must have 
a zero in each interval [r7!. r2,, , 1, since otherwise .so cannot be optimal, 
and hence 1~7 = k. Since M,, vanishes outside of (tz,. T?, , ?). the condition 
zf-, ri,M,(<,) 3 I can only be satisfied if <, E (T?,, szi + , ) and t.!, > 0 
(i=l,.... A). From (4.1) we then have .s,,(<,) = I,,,(<,) (and thus 
.s;,(r,)=P;,(.Z,)) for i= 1. .._. X. Moreover. s,,(<,)=P,,(c,)>O implies that at 
least one of (‘?, , and c’,) is positive. If both are positive then (4.2 I makes 
it easy to compute <, from the requirement Mz,( <,) = M,, , (5,) (the sum 
in (4.2) has only one nonzero term). 
If all the c~, are positive then the nonnegativity constraints are tnactive 
and .sg coincides with the best one-sided approximation to P,, from below 
(without the nonnegativity restriction). The condition (4.2) then yields a 
“Gaussian quadrature formula” 
h R /I 
c d,.s(.?,)= ( .s. VSES,,. 
I I a t, 
as has been thoroughly investigated in [7]. In this “unrestricted” problem 
at most one of a pair c’~, , . ( Ar can be nonpositive (under the assumption 
P,, > 0): if one of these is: negative then the coefficient with the same index 
in the solution to (P) must vanish. 
For II > 2 the situation is more complicated, in part because a non- 
negative element of S,, may have some negative coefficients, so that a 
simple description of the set ( .s E S,, : .Y > 0 1 is not available. 
According to the results in 171. the unrestricted one-sided problem has 
a solution .\: such that P,,-.? has exactly Ii double Leros. 5,. . &. The 
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spline .i is uniquely determined by the conditions .i”‘(<,) q = Pj,“(<)) 
(i = 1. _.., li; ,j= 0, 1 ) and a Gaussian quadrature formula exists for S,,. 
based on <,, . . . . &. 
In general, the solution .Y,~ to (P) will differ from .i. Indeed, if P,, has any 
zeros of multiplicity greater than two. then P,, - .so must have higher than 
double order zeros. as well, in contrast to .v^. Of course, P,, may be decom- 
posed as above, but only at zeros of even order II or tr + 1. Even if P,, is 
positive in ((1. h) we cannot expect .Y,) and i to coincide. 
We now continue our study of problems (P) and (D) for )I > 2. If P,, is 
not positive then the Slater condition may not be employed to guarantee 
a solution for (D) and the equality of the optimal values. Moreover, in 
general, P,, may not be decomposed as was the case for II = 2. However. a 
technique applied in [3] may be used to reduce the problem to one for 
which Slater’s condition holds. This is done as follows. 
If II is even and P,, has zeros of order II (which occur between knots) 
then we split the problem at these points, as with II = 2. If II is odd then we 
can do the same for zeros of order II + 1 (which occur at knot’<). Thus. 
without loss of generality, I-‘,, has only zeros of even order at most II -- I. 
say at !I, < ‘. < ~y$ with multiplicities IL,. Set 
where UE S’,> (hence ii is well-defined). The condition 0 <II < P,, is 
equivalent to 0 < ii < P,, and now Taylor’s Theorem yields P,, > 0 in (II, h) 
since we have (locally) factored out the zeros and all the ,L!, are even. We 
may therefore consider the problems 
Maximize [” II = 1” fro) subject to 0 < ii < P,,. 
“‘I “0 
CP, 
with P,, > 0 in (II, h), and 
Minimize J,*( PO) subject to j,*(G) 3 [” ilcr,. v’ii 3 0 
“ii 
Here, o is treated as a weight function. Now Slater’s condition is satisfied 
and thus (D) is solvable and both (0) and (P) have the same optimal 
values. Moreover, if J* and 11 are optimal, then 
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If we define JX* by J’*(U) := j*(G) for II = &U then the maximum of I(; 1, is 
achieved for some u,, E S,, such that 
ilj,“O7,) = 0 (i = I. . . . . .s: ;= 0. ,... ,I’, - I ) (4.3) 
and there is a linear functional A’* on the subspace 
of splines satisfying (4.3) with 
J*(u) 3 1’ II. v14 2 0. 
We thus have the following theorem. 
Q( Po) 3 C3.s). vs < P,, . 
Prooj. If Q satisfies these conditions then for all .Y E S,, we have 
1” so = Q(s,,, = Q(P,,) 3 Q(s) >, (” s, 
. ii ” c/ 
and thus .Y,~ is optimal. The converse has been proved above 
5. MONOSPLINES AND QUAIIRAHJKE FORMULAS 
In the unrestricted one-sided approximation problem alluded to in the 
previous section, the best approximation yields a linear functional based on 
the zeros of the error function, which integrates each element of the spline 
space exactly. Such a functional is called a yuaciraturr.forr~lula [7, lo]. The 
error when applying such formulas to functions in C”‘[N, h] is given by an 
integral formula whose kernel is a rwtzo.sp/itw. In this section we investigate 
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the role played by quadrature formulas and monosplines in the solution of 
our problem. 
(5.1 ) THEOREM. Suppo.sr thut, fbr .x0 E S,, P,, - .Y,, I1u.s no ~c’r0.v of’ order 
n + 1. Then .P(, i.5 N .solurion to (P) iff’ thcrr is u linrur,fitn~~tion~~I Q mcl~ tht, 
for ull s E s,,. 
Q( .s) = [” .s. vs E s,,. 
J i, (5.2) 
Q(P,,) 3 Q(s). v',s E s,. 
QCP,,) = Q(.s,,). 
ProoJ If (5.2) holds then for all s E S, we have 
1” 5. = Q(s,,) = Q( P,,) 3 Q(s) = [” s. 
- ii L <I 
and thus sO is optimal. 
Conversely, let so be the best approximation to P,, found in (2.12), and 
let {, , . . . . 5, be the zeros of P,, - .sg with multiplicities m,. The positivity of 
the determinant in (3.6) implies that the linear system 
Q(M,) := i 5 Qtif)' I'(.&)= /hM,, (I= 1. ___. N) (5.3) 
has a unique solution, provided that nl, < n (i = I, . . . . I’) and that, if m, = n 
and 5, = s,, then for ,j = n - 1 a right derivative is taken for I = I(i) and a 
left derivative is taken for / = /(i) + 1. Thus, 
The optimality of sg implies that for all s E S,, 
Q(P,,) = Q(.s,,) 3 /-” .Y = Q(s), ” 0 
and the proof is complete. 1 
Remurk. If m, =n + 1 for some i then Q may be defined for the 
subspace of S,, consisting of splines without a knot at the zeros of order 
n + 1 of P,, - sO, to which .sg belongs. 
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where I.,, are the coefficients in the quadrature formula (5.3) and U, are as 
yet undelined. The function A4 is a ~~o~o.s~~;lllinc~ [7, 63. It follows from 
results in [7] that for /‘E C”[N, h] with I”“(O) =,f”‘)(h) = 0 ( j = 0. ___. II ~ I ) 
the following “Peano representation” of the error holds 
11 Ml, , = min 
i 
i” (P-.s):.sEs,, 
” t, I 
Proof: Suppose for the moment that tn, 6 II (i = I, . . . . F). Noting that 
it follows from the standard definition of B-splines as divided differences 
that, for I= 1, . . . . ,V. 
We have seen that the jL,, are uniquely determined by 
Q( M,) = 1”’ M, (I= I, . . . . /V-t/l). (5.5) 
. i, 
thus there are unique (i,, i and 10,) for which 
,hf( T,) = 0 (I= I. .__, IV). (5.6) 
Since MC”‘= 1 in the intervals ( ’ i /, lj, + , ), M is getwruli~rd ~wwt~.x [ 12, 5, 7 ] 
with respect to .S;‘(<,, . . . . <,) (see [12]), which implies 
(-UL ‘M>O in (T,. T,+ , ) (l=O, . . . . n;,. (5.7) 
If nz, = n + 1 for some i then (5.5) holds for the B-splines based only on 
those T, that do not coincide with zeros of order II + 1 of P,, ~ .Y(,, and thus 
(5.6) is valid for these points as well. Moreover. M is generalized convex 
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on subintervals of [(I. h] with endpoints in i II, h I u j <,: 111, = II + 1 i and, 
since IPI, = 11 + 1 * <) = 5,,,,. with I(i) even, it follows that A4 changes sign at 
these points as well. Thus, (5.7) is valid here, too. 
We thus have 
Moreover, from the definition of Q and P we get 
/‘“(~~)“p”%‘=[i’P-Q(P)=Q(P,,)~/“’P,,, 
~ ii L t, ” ii 
hence (5.2) implies 
proving the theorem. 1 
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