The 2D power spectrum is a cornerstone of the modern toolkit for analysis of the low-frequency radio interferometric observations of the 21 cm signal arising from the early Universe. Its familiar form disentangles a great deal of systematic information concerning both the sky and telescope, and displays as a foreground-dominated "brick" and "wedge" on large line-of-sight scales, and a complementary "window" on smaller scales. This paper builds on many previous works in the literature which seek to elucidate the varied instrumental and foreground factors which contribute to these familiar structures in the 2D power spectrum. In particular, we consider the effects of uv-sampling on the emergence of the wedge. Our results verify the expectation that arbitrarily dense instrument layouts in principal restore the missing information that leads to mode-mixing, and can therefore mitigate the wedge feature. We derive rule-of-thumb estimates for the required baseline density for complete wedge mitigation, showing that these will be unachievable in practice. We also discuss the optimal shape of the layout, showing that logarithmic regularity in the radial separation of baselines is favourable. While complete suppression of foreground leakage into the wedge is practically unachievable, we find that designing layouts which promote radial density and regularity is able to reduce the amplitude of foreground power by 1-3 orders of magnitude.
INTRODUCTION
The 2D power spectrum (PS) has proven to be a valuable diagnostic quantity in the hunt for the signature of the Epoch of Reionisation (EoR) in the early Hi density field (Liu et al. 2014b; Trott 2014; Barry et al. 2016) . While the 21cm EoR signal is expected to be welldescribed by the 1D PS, whose interpretation assumes both homogeneity and isotropy in 3 dimensions, its processing through low-frequency radio telescopes, as well as the various foreground contaminants, do not preserve 3D isotropy. Indeed, radio interferometers are remarkably complex and exhibit different systematic effects in frequency and spatial modes, corresponding to line-of-sight (k || ) and perpendicular (k ⊥ ) modes respectively. The 2D PS maintains the separation of these modes, which is highly useful in identifying and removing/mitigating systematics.
It is well known that the dominant component of the raw data arises not from the desired 21 cm signal, but the extremely bright foregrounds (eg. Shaver et al. 1999) . Mitigation of these foregrounds has become one of the key areas of research in the field (eg. Bernardi et al. 2009; Liu & Tegmark 2011; Chapman et al. 2012 Chapman et al. , 2013 Di Matteo et al. 2004; Dillon et al. 2015; Chapman et al. 2015; Jensen et al. 2016; Sims et al. 2016; Mertens et al. 2017; Chapman et al. 2016; Ghosh et al. 2017; Murray et al. 2017) , and a standard picture has emerged which centres on the expected spectral smoothness of the foregrounds in contrast to the EoR signal. In this picture, the fore-1 ARC Centre of Excellence for All-sky Astrophysics (CAAS-TRO)
2 International Centre for Radio Astronomy Research (ICRAR), Curtin University, Bentley, WA 6102, Australia 3 ARC Centre of Excellence for All-Sky Astrophysics in 3 Dimensions (ASTRO 3D) 4 steven.murray@curtin.edu.au grounds are constrained to low-k || modes in the 2D PS, leaving high-k || modes relatively free of their contamination (for a clear schematic, see Fig. 1 of Liu et al. (2014a) ). Various methods have been developed to exploit this behaviour, either by entirely avoiding low-k || modes, subtracting spectrally-smooth foreground models (either parametrically or non-parametrically), or a combination of the two (Chapman et al. 2016) . These methods have a well-known complication, however: any radio interferometer is by nature chromatic, i.e. its view of the sky differs at different frequencies (via a number of factors including the frequency-dependent antenna response and the geometry of the baselines). This results in different perpendicular scales having different dependency on frequency, i.e. parallel scales -a "modemixing" that can result in low-k || power being "leaked" into higher k || modes for higher k ⊥ . This gives rise to the infamous foreground "wedge", and its complementary EoR "window".
The wedge causes issues for foreground mitigation techniques. For example, consider the "avoidance" technique: firstly, the existence of the wedge increases the number of modes over which the foregrounds dominate, and therefore further obscures the faint signal. Secondly, if one incorrectly specifies the boundary of the wedge, the extra leaked power inside the supposed "window" will at best bias results, if not overwhelm them.
The foreground wedge has been the subject of a great deal of research over the past decade. It was originally reported by Datta et al. (2010) , though it was alluded to in different form in previous work (eg. Bowman et al. 2009) . Following this initial report, a handful of papers appeared that included intuitive and pedagogical explanations for why the wedge arises, along with some discussion as to the primary physical factors which determine its shape and amplitude (Morales et al. 2012; Parsons et al. 2012; Trott et al. 2012; Vedantham et al. 2012) . These various explanations are complementary in the sense that they appraise the problem from different perspectives, arriving at similar conclusions. For instance, Morales et al. (2012, hereafter M12) explain the foreground wedge in the context of residual foreground emission from point-sources (eg. arising from imperfect source peeling), considering as an example a single point-source at some location on the sky. They argue that the wedge arises due to the combination of the migration of baselines in the uv-plane with frequency, and the missing information inherent to a discrete sampling of the uv-plane. Figure 2 in M12 presents their intuitive picture: the inherent voltage correlations for a given baseline length are sampled by a single baseline which moves across the corrugated correlations at an angle in frequency. After accounting for smearing from the instrumental beam, the gridded baseline, when FourierTransformed over frequency, contains oscillations that introduce power at mode k || > 0, dependent on how quickly the baseline moves through the corrugations in frequency. The value of k || at which this power is introduced is simply proportional to the "slope" of the baseline in the |u|ν-plane, which is itself proportional to the baseline length or k ⊥ . Furthermore, as sources closer to the horizon have higher oscillations in their voltage correlations as a function of baseline length, this mode-coupled k || value is also proportional to the distance of the source from phase-centre: k || ∝ lk ⊥ . Since sources are constrained to be within the horizon, we have l max = sin θ k,max = 1, and we are able to define the "horizon limit" beyond which we do not expect flat-spectrum foreground sources to contribute.
M12 also argues that the wedge is fundamental in lowfrequency interferometric observations, and cannot be avoided (at the relevant modes) merely by clever analysis, such as visibility gridding and weighting schemes. Trott et al. (2012) (T12) reformulates the description of M12 in the context of a uniform distribution of faint undetected sources, deriving an exact analytical form for the expected foreground power under a set of simplifications.
Alternatively, Parsons et al. (2012, hereafter P12) describes the emergence of the wedge in terms of the socalled "delay transform". The delay transform considers a single baseline at a time, and associates 'delay'-modes -the fourier-dual of the frequency-track of the baseline -with the line-of-sight modes k || . The delays themselves are simply time-delays between the reception of plane-wave emission at the two antennas composing the baseline (see Fig. 1 of P12 for a clear diagram). In this scheme, the arguments are entirely geometric; for a given source, not at phase centre, a longer baseline will correspond to a higher delay. Similarly, for a given baseline, a source closer to the horizon will correspond to a higher delay -with a physical maximum at the horizon. This leads to the now familiar equation relating the line-of-sight mode at which power from a single source manifests: τ ∼ k || ∝ lk ⊥ . P12 explains that the delay transform ideally maps a flat-spectrum point source to a delta-function in delay space, but that in practice the non-flat spectral properties of both source and instrument add a (hopefully narrow) kernel which can throw power into modes beyond the "horizon limit" (cf. Fig. 1 of P12). They thus suggest that designing instruments with maximal spectral and spatial smoothness, as well as reduced field-of-view, and then ignoring modes below the horizon limit, is a useful way to avoid the foreground problem. This has motivated the design of the PAPER (Ali et al. 2015) and HERA (DeBoer et al. 2016) experiments. Despite the simplicity of these intuitive descriptions of the emergence of the wedge, its precise amplitude and shape are dependent on a combination of various complex effects. Amongst these are unavoidable sky-based effects such as the (spatially varying) spectrum of sources and diffuse emission, angular distribution of sources (Bowman et al. 2009; Trott 2016; Murray et al. 2017) , effects of co-ordinate transformation from curved to flat sky (Thyagarajan et al. 2013 (Thyagarajan et al. , 2015 Ghosh et al. 2017 ) and polarization leakage (Gehlot et al. 2018) , as well as spectral characteristics of the instrument, such as the beam attenuation pattern, bandpass, chromatic baselines and chromatic calibration errors (Bowman et al. 2009; Thyagarajan et al. 2015; Pober 2015; Trott 2016) . Due to the complexity of these effects, they are often investigated either by using simulations or via analytic simplifications which elucidate the effects of some subset of the components. Several works have been devoted to developing general frameworks to model the foreground wedge in order to mitigate it effectively (eg. Liu et al. 2014b,a; Pober 2015; Ghosh et al. 2017) .
Despite the breadth of this research, one aspect which seems to have gained little attention is the layout of the antennas (or correspondingly the baselines) themselves, and how they might be used to mitigate the wedge. This is perhaps surprising as several of the seminal works on the topic suggest that one way to alleviate mode-mixing is to employ dense uv-sampling so that uvsamples overlap at various frequencies (eg. Bowman et al. 2009; Morales et al. 2012; Parsons et al. 2012) . While a perfect uv-sampling is clearly unachievable, which has perhaps led to this avenue being largely ignored, it would seem advantageous to determine the extent of wedgesuppression possible under reasonable constraints.
The purpose of this paper is to explore this question, which we attack in two parts. First we approach the question of how the wedge relates to the baseline layout, seeking intuitive semi-analytical understanding of the factors involved. Secondly, we ask the more pointed question of how far the wedge might be suppressed merely by choice of layout, limiting ourselves to layouts which might be realistically achieved. For this latter question, we necessarily turn to simple numerical simulations. We approach the questions from a pedagogical view, making simplifications where necessary in order to elucidate conceptual understanding.
The layout of the paper is as follows. §2 introduces the general equations (and assumptions) used throughout this paper to define the expected 2D PS, and the model simplifications we adopt. §3 presents the classical form of the wedge by solving the general equation for a suitably sparse layout, which is shown to be equivalent to the delay spectrum. This lays the groundwork for §4, which considers the same family of uv-sampling functions, but with increased density, and thus must account for correlations between baselines. It provides a semi-analytic framework to describe the density of baselines required to mitigate the wedge, and also the effects of deviations of the baseline layout from the assumed perfect regularity. §5 turns to discussion of the consequences of the preceding results for realistic arrays, and analyses explicit wedge reduction for a series of archetypal layouts. Finally, §6 wraps up with a summary of the key arguments and conclusions throughout the paper, and a prospectus for future work.
FRAMEWORK FOR EXPECTED FOREGROUND POWER
In this section we derive a (simplified) general equation that describes the expected 2D PS for a given sky distribution and instrument model, following similar lines as Trott et al. (2012) , Liu et al. (2014b) and Trott et al. (2016) 5 . We differ from Liu et al. (2014b) in that we express the expected power (closely related to the covariance of visibilities) in the basis of the natural coordinates, (u, η), rather than baseline vectors and delay (they express their covariance in the latter basis, and reconstitute in cosmologically aligned coordinates via another transformation). This makes sense for our analysis, as we are interested in the conceptual understanding of where foreground power arises from, rather than a numerically efficient power spectrum estimator. We also differ from Trott et al. (2016) in that we consider correlations between baselines in the expectation of the foreground power, which is necessary in order to properly evaluate the effects of uv-sampling.
We a priori remark that our framework is not fully general -it does not include all possible factors. This is in the hope of elucidating our primary goal -the effect of the antenna layout. One simplification we will enforce for this paper is that we only consider the effect of point sources, not Galactic emission, or extended sources (or the negligible EoR signal for that matter). The extension to these other sources of foreground emission is neither conceptually important for this work nor conceptually difficult (though the details of the formulation can be rather involved, eg. Trott & Wayth (2017) ; Murray et al. (2017) ). A second simplification is that we consider the simple case in which the telescope is pointing instantaneously at zenith. This alleviates complications arising from baseline foreshortening (not entirely, though enough for the conceptual understanding aimed for in this work, cf. Thyagarajan et al. (2015) ). Further, for simplicity, we will assume a perfectly co-planar array. The effect of relaxing these assumptions is expected to modulate power within the wedge, and potentially extend its reach to some degree. Nevertheless, our focus is on examining the fundamental reason for the wedge, and whether it may be suppressed via appropriate uv-sampling -thus focusing on a simple subset is appropriate. We attempt to exhaustively list the various global assumptions and simplifications we have made in Table 1 . We will outline further model simplifications and choices as we develop the equations within this section.
2.1. Single-baseline visibility 5 Readers familiar with these derivations should be able to skim this section lightly, referring to Eqs. 1, 8 and 18 and Tables 1 and  2 thereafter.
We begin with the simple visibility equation for a coplanar array, which defines the signal received by any baseline, in the presence of point sources and thermal noise:
i.e. the Fourier-transform over the sky of the emission brightness attenuated by the beam B and a frequency taper φ ν .
The vector u i is the baseline length in units of the observational wavelength:
wherein lies the chromaticity of the uv-sampling. Henceforth, we let ν 0 be a reference frequency (this will later be tied to the mid-point of the frequency band of observation without loss of generality), and define f = ν/ν 0 . We also explicitly let u i denote the value of u i at the reference frequency. This is illustrated in Fig. 1 , which also shows why the delay approximation -identifying the vertical shaded regions with the diagonal baseline tracks -is reasonable for small u.
In this paper, we will exclusively use a Gaussianshaped beam, and predominantly it will be achromatic 6 . The Gaussian beam is thus
where σ = 0.42c/ν 0 D is the beam width . The motivation for using a Gaussian beam is that it is the most realistic analytically-tractable form possible, and its use for conceptual studies has precedent (Liu et al. 2014b ). We do note that the choice of a smooth Gaussian, which does not have sidelobes, has desirable effects on the form of the wedge, in that it perfectly suppresses horizon sources. This effectively combats the complexities of baseline foreshortening at the horizon due to our appropriated flat-sky approximation. The emission brightness is written in Eq. 1 as the sum of the flux density of all point-sources in the sky, where the number counts of these sources are given by n(l, S). These differential number counts are in general a statistical quantity, as we will typically consider sources below the confusion limit of an instrument. To simplify the calculations to follow, we have followed common pedagogical practice and assumed that the the spectral shape of each source is entirely flat. This simplification is rather heavy, but it should not affect the conceptual understanding of the following calculations.
Furthermore, the observed frequency window is both physically attenuated by the instrument, and will also be tapered within the analysis in order to suppress frequency side-lobes 7 . In this paper, we assume that the bandpass is relatively broad compared to the taper, and 6 For demonstration purposes, §3 will also use a chromatic Gaussian beam, for which we have
7 Note that each sub-band also has its own structure. This may be assumed to be a part of φ, or may be introduced as a secondary convolution (cf. γ in Liu et al. 2014b) . We shall ignore it in this work so as not to complicate the key ideas. that its effect can be safely ignored 8 . We normalize the frequency-taper to φ(0) = 1 9 , and exclusively use a Gaussian taper here for tractibility:
with τ an inverse-width (or precision). More common choices for the taper are the BlackmanHarris (Trott 2016) or its self-convolution (Thyagarajan et al. 2016) . These serve to reduce leakage of power into higher modes, and are better choices than a Gaussian in practice. We utilise the Gaussian for analytic simplicity and note that most qualitative conclusions of the paper are insensitive to this choice (note also that there is precedent for choosing such a taper for theoretical studies, in Liu et al. (2014b) ). The primary point of difference is in the definition of the "brick" (cf . Table 3) , which extends to a higher value of ω when using a Gaussian. This also affects the position of the emergence of the wedge.
Taking the Fourier transform (over ν), we arrive at
Note that we will make the change of variables ω = ν 0 η for the remainder of this work, where ω is dimensionless and makes for simpler theoretical equations. The square of this particular quantity is called the delay spectrum, and we explore it briefly in §3.
2.2. Multi-baseline visibility To increase signal-to-noise, we typically grid the discrete baselines in some fashion. The delay spectrum approach only grids measurements after squaring the visibilities, whereas image-based approaches grid the complex visibilities before squaring to form the power. We follow the latter approach in this work, as it is required in order to utilise the benefits of the uv-sampling. However, the approaches can be forced to align with each other under special array layout conditions, and we explore this briefly in §3.
In essence, the gridding assigns a weight to each baseline, specifying its contribution to a given UV point (i.e. closer points receive higher weights)
10 . The total estimated visibility at point u is thus the sum of all weighted visibilities, normalised by the total weight. Letting w ν denote the weighting function, and defining the total weight as
we have
The Fourier-space visibility is theñ
which may be squared to form the grid-based PS. The combination of Eqs. 1, 8 and 9 provide the basis for all following work.
It has been shown in T16 that an unbiased gridding of visibilities is determined by inverting a matrix involving 10 We are also free to choose a baseline weighting which is a function only of the magnitude of u i . Nevertheless, previous work has shown that an optimal choice for the baseline weighting is to have each baseline weighted equally (Bowman et al. 2009; Parsons et al. 2012 ), and we follow suit here.
the fourier-transformed primary beam 11 . Indeed, they find that a good approximation to this matrix inversion, which enhances computability considerably, is to use the diagonalized inversion, which corresponds precisely to a weighted average of baselines, with a weighting function given by the fourier-transform of the beam,B(u).
Explicitly, for the Gaussian beam employed in this work, we have
2.3. Statistical properties of the visibility The visibility is in general a statistical variable, both because of the random thermal noise and the (typically) statistical nature of n(l, S).Ṽ is in general not Gaussian, nevertheless as we will be dealing with the power spectrum -a quadratic quantity -we shall only be required to know up to second-order properties ofṼ for the purposes of this paper. As long as the thermal noise is independent of the foreground signal, these are simply derived.
Our primary sky model consists of a uniform Poisson process of point sources (uniform in l, cf. T16)
12 . In this model, expectation of the frequency-space visibility is obtained simply by replacing the sky emission with the mean flux density,
and the expected Fourier-space visibility is
The variance of the visibility is composed of two partsa thermal variance and sky variance -which are assumed to be independent. The sky variance may be worked out in similar fashion to the procedure outlined in Murray et al. (2017) . The total covariance (i.e. with thermal noise term) is then
between baselines i and j, and frequencies ν, ν , where we have used the assumed flat-spectrum of all sources, and µ 2 is the second moment of the source count distribution:
11 In their work (cf. their Eq. 17) it also involves a matrix G which accounts for sky-curvature and other effects which we ignore here.
12 This is a reasonable approximation for a relatively narrow beam (with no side-lobes) at zenith, where θ ∼ l. Our adoption of the Gaussian beam means this assumption will have little consequence. In reality, the curved nature of the sky introduces excess brightness towards the horizon, which can result in the "pitchfork" structure reported in Presley et al. (2015) ; Thyagarajan et al. (2015 Thyagarajan et al. ( , 2016 ) (see also Kohn et al. (2016 Kohn et al. ( , 2018 Thus the variance of the Fourier-space gridded visibility is
The first term of this equation defines the thermal noise variance of a grid-point (ω, u). We omit the term for all following calculations
13 , but we define
which will be used to determine a grid-point's relative weight when averaged to form the 2D PS.
2.4. Expected power spectrum Armed with the statistical descriptors of the visibility, we can determine the expected 3D PS:
Note that for the statistically uniform sky that we primarily adopt (where uniformity is in l), the second term is effectively the transfer function of the instrument (i.e. the beam and bandpass), and can typically be neglected on small perpendicular scales when these characteristics are angularly smooth. The 2D PS is given by
where θ is the polar angle of u.
We provide a synopsis of the meaning of symbols used in this paper in Table 2 .
UNCORRELATED VISIBILITIES
The wedge has been shown to naturally arise in the expected PS when correlations between baselines are either ignored or absent (eg. Parsons et al. 2012; Trott et al. 2016) . For example the delay spectrum, which by definition cannot correlate visibility pairs, can be used to provide a simple illustration of the emergence of the wedge. To provide a backdrop for discussion of the effects correlating close baselines, we first turn to this uncorrelated case (within the context of our framework) to illustrate the emergence of the wedge. Table 2 Summary of symbols and models used throughout this paper. Where possible, parameters list their default value used in plots throughout this paper. Any models list all models explored throughout this paper. Any Latin-subscripted perpendicular scale (eg. u i ) refers to a particular physical baseline at reference frequency.
In order to obtain simple single-baseline measurements of the PS within our framework, we use three conditions: i) baselines sparsely arranged on a set of logarithmic spokes, ii) an artificially narrow gridding kernel, and iii) for simplicity, we evaluate the PS only at reference baseline positions (i.e. u = u i ).
As we shall see, condition (iii) is not really required, but does simplify the procedure slightly. Condition (ii) can be more precisely stated as setting the gridding kernel width to approach zero. This is artificial, because we will not enforce the beam width to follow the same limit. Alternatively, one may imagine condition (ii) as employing a nearest-baseline weighting method, such that the closest baseline to a point u at a given frequency will be the sole contributor. We shall see that even for standard gridding kernels, this condition will be met for large u if condition (i) is met.
Condition (i) is illustrated in Fig. 2 . The baselines are arranged in a regular (logarithmic) polar grid, or equivalently, a series of "spokes" along which baselines are strung in a logarithmically regular fashion. Importantly for this section, the base of the logarithm is large enough such that a single baseline remains the sole contributor to a point co-located with its reference co-ordinate for the entire bandwidth (illustrated by the inset orange bellcurve in Fig. 2 ). In addition, every spoke is equivalent, such that the baselines define a set of concentric rings. In summary then, the layout consists of N θ × N r baselines, with regularly-spaced angular coordinates θ k = 2πk/N θ and log-spaced radial co-ordinates u j = u j−1 +∆ u (u j−1 ), with ∆ u (u) = u∆ (with constant ∆) and arbitrary u 0 . We shall re-use variants of this simple layout throughout this paper. . Schematic of baseline layout with overlaid averaging/histogram grid. Each cell of the averaging grid contains a single baseline which defines the "position", uµ of the cell at f = 1. Inset is a figure transforming to frequency space, in which the bandpass/taper is shown, along with the frequencies at which a particular baseline is at the cell edges and centre. The edges correspond to 3 Gaussian widths of the bandpass.
These conditions allow for simple analytic solutions of the expected PS for a range of combinations of sky models and beam shapes. While emergence of the wedge can in principal be illustrated without specialising to any par-ticular model, we find it illustrative to do so. Furthermore, to demonstrate that the wedge arises irrespective of sky model or beam shape, we use two models for each and evaluate the expected PS for three combinations: single-source with static beam, single-source with chromatic beam, and uniform sky with static beam. Thus in addition to our fiducial choice of static Gaussian beam and uniform point-source sky, we also use a chromatic Gaussian beam (cf. §2) and a single-source sky model. The latter model places a single source of flux density S 0 at position l 0 .
The solutions are derived in App. A, and shown in tabulated form in Table 3 . For completeness we show the assumed values of various parameters in Table 2 , and these correspond to the plots in Fig. 3. 
Discussion of Uncorrelated Examples
The basic form of the three derived solutions is very similar, as can be most clearly seen in the final two columns of Table 3 , which provide a schematic view of where the power cuts off in ω. In each case the standard form of the wedge, in which the power cut-off traces ω ∝ u, is recovered. The constant of proportionality here (for this choice of coordinates) is given either by l 0 in the case of a single source (two leftmost plots, first with l = 1 and second with l = 0.5), or the beam width, σ (rightmost plot), in the case of a stochastic uniform sky. In either case, the maximum possible value for these is unity (in fact, for the beam width it must be less than this or else sky-curvature terms become important). Thus we can draw the standard "horizon line" at ω = u.
We also find that the lower-left portion of the ωu-plane forms a "brick" whose width is determined primarilyin our case -by the taper. Clearly, the "brick" is in general determined by the overall frequency envelope of the instrument and analysis -i.e. the combination of taper, bandpass, chromaticity of the beam, and spectral structure of the sources. Indeed, the effects of the chromaticity of the beam are apparent in the case of a single-source sky; the width of the brick is determined by p 2 = τ 2 + l 2 0 /2σ 2 , which has a dependence on the beam-width. In practice, the taper/bandpass dominate the spectral response, and p 2 ≈ τ 2 , nevertheless this illustrates that even with a theoretically infinite uniform bandpass, other spectral characteristics of the instrument will limit the ability to sequester power into the lowest ω modes. In general, the balancing of the various spectral terms provides the motivation for design criteria on the spectral smoothness of the instrument.
As has been previously noted, the wedge occupies a greater portion of the ωu-plane for sources close to the horizon (precisely because their delay transform for the same baseline is larger). Thus, a beam which is tighter (and doesn't have high-amplitude sidelobes) can effectively attenuate these sources and ameliorate the wedge (Parsons et al. 2012) . Of course, such a beam will also attenuate the 21 cm signal, and is therefore not an ideal solution for the problem.
As has been extensively noted in the literature, many factors affect the precise form of the power in the wedge (eg. Thyagarajan et al. 2013 Thyagarajan et al. , 2015 Thyagarajan et al. , 2016 Gehlot et al. 2018) -and most of these we have ignored in this analysis. While the broad structure remains the same -a brick with width given by the spectral envelope of the instrument, and linear wedge extending to ω ≈ u -the power within this region may be shifted around or amplified by various factors, and even leaked beyond the horizon line when small-scale spectral features are present in the analysis. An example of this changing of form can be witnessed in Fig. 3 between the single-source and stochastic skies. The smooth attenuation of sources at larger angles causes a smoother cut-off in the wedge.
Nevertheless, none of these features can lay claim to being the fundamental reason for the wedge. Altering them merely alters the shape or amplitude of the wedge, and not its basic form or existence. The fundamental reason for the wedge is rather the combination of the migration of the baselines with frequency, and the sparsity of the uv-sampling. We turn to examining this latter condition for the remainder of this paper.
DENSE LOGARITHMIC POLAR GRID
Much can be learned about the effects of including visibility correlations by re-using the logarithmic polar grid baseline layout of §3, and we address this class of problems in this section. Here we will dispense with condition (ii) -that the gridding kernel is arbitrarily narrowand use a self-consistent kernel width. More importantly, we will dispense with the condition that the layout be "sparse", allowing an arbitrary radial density of baselines (i.e. arbitrarily low values of ∆)
14 . It is precisely as we modify this density that we will identify the effects of uv-sampling. We give a schematic of this layout in Fig. 4 , noting the extent of each baseline via the Fourier beam kernel, and also the interplay of this scale with the bandpass shape.
We note that the limiting case of this derivationnamely an arbitrarily densely packed set of baselines (i.e. a smooth continuum of baselines) in the radial direction -is addressed in App. B. It is in line with the predictions of the discrete polar grid results of this section.
Throughout this section we will use a static beam, and consider the stochastic uniform sky (we have already established that such choices do not greatly impact the qualitative form of the solution). Furthermore, due to the fact that the term | V | 2 has negligible power on small scales, we consider only the variance term of Eq. 18. Due to the isotropy of the sky and the fact that we use an angularly symmetric layout, we immediately have that P (ω, u) = Var(Ṽ (ω, u)) without requiring an integral over θ. Thus for this section we require only the second term of Eq. 15, which can alternatively be written:
The solution of I here is in general intractable, due primarily to the sum over baselines in the denominator (i.e.
Table 3 Summary of analytic solutions for the simple discrete polar grid layout with histogram gridding of §3. Final two columns display a schematic representation of where the foreground power cuts off in ω. For simplicity we list the cutoff such that the power is reduced by a factor of e from the total. For a χ-order of magnitude suppression, multiply the result by χ ln 10. In the table, p 2 u = τ 2 + 2π 2 σ 2 u 2 and p 2 = τ 2 + l 2 0 /2σ 2 .
0.5 1.0 1.5 2.0 2.5 3.0 log 10 u W ν (u)). Eq. 19 may be expanded as follows (with q 2 = 2π 2 σ 2 ):
Evaluating this in general is here still intractable. Nevertheless we can appreciate the general characteristics of the solution by considering the two limits of u. At small u, the exponential cut-off of the beam kernel requires that only baselines with small u i have nonnegligible impact in the sum. Thus, for u τ /q, for which only terms with u i τ /q can contribute, all components with a dependency on u i in the numerator disappear. Furthermore, since the denominator is clearly a much broader function of frequency than the numerator (as q 2 u · u i ≈ q 2 u 2 τ 2 ), it can be removed from the frequency integral. Thus we arrive at
The frequency integral is identical to that for the sparse grid (cf. Eq. A12). In fact, the solution is a complex sum over terms, all of which are very close to the exact solution of Eq. A12, and therefore the behaviour will be almost identical -i.e. to produce a "brick" feature at u τ /q, with an ω cut-off at ω ≈ τ / √ 2π. Remember that this is irrespective of the density of baselines and the width of the gridding kernel, though its regime of applicability is determined by both the gridding kernel width and taper width.
Conversely, at sufficiently large u, the baselines are far enough apart from each other that the weighted sum of visibilities is dominated by the single closest baseline (except in rare cases where we consider scales with two or more equidistant baselines, but the rarity of these will make them negligible in the final angular average) For a given logarithmic separation ∆, this criterion can be considered to be
Note that baselines being separated enough to consider just one in the baseline sum is not equivalent to them being radially separated enough to only consider the same baseline over all frequencies. It is entirely possible that the baselines will move enough with frequency that they entirely replace one another, while only ever considering one at a time in the baseline sum (cf. Fig. 4 ). We denote the baseline closest to u at f as u f (this is meant to be an identifier, so that the baseline's value of u at f is f u f ). In this case, we can rewrite I:
We have already encountered the case in which the baselines are separated enough such that only a single baseline contributes across all frequencies (cf. §3), and this gives the classical form for the wedge. This merely shows that if ∆ is large enough, there will always be a regime of u such that this classical solution holds for a logarithmic polar grid.
Alternatively, we may consider the limit as ∆ → 0 (for which the u regime is at extremely large u). In this case, the closest baseline to u will always have f u f ≈ u (i.e. there will always be a baseline sitting on u). Then we have
so that the final power spectrum is
This separable equation clearly does not contain a wedge, rather containing only the "brick" determined by the taper, with an exponential cut-off in u. Though this was shown only for the fictional region u → ∞ in this case, it is really an example of a continuous distribution of baselines along a radial trajectory, which is shown in detail to omit a wedge in App. B. Of course, in most cases, the (radial) density of baselines will lie between these extremes, and a natural question is how dense the baselines must be in order to yield a given level of wedge reduction. We address this question semi-empirically following our conceptual interpretation of the next subsection.
Conceptual Interpretation
To gain an intuition for the results of the previous subsection, imagine a point u for which we are evaluating the power, and consider only baselines that are along a spoke passing through u (thus reducing the problem to one dimension). Figure 5 gives a schematic representation of this, similar in form to Fig. 1 . Here we have chosen a very sparse baseline sampling, akin to the layout chosen for the averaged gridding in the previous section, and show only two points of evaluation (centre of the grey regions), which are concurrent with the baselines at f = 1.
Performing a FT following the trajectory of a baseline is the delay transform, and at low u this is very close to performing the FT at constant u. Due to the sparsity of baselines, the effective baseline used in a constantu transform merely follows the closest baseline. This "effective baseline" is illustrated as a coloured shading overlaying the baseline's trajectory. An arrow from this coloured line to the constant-u FT trajectory indicates that it is this value of u that is used in the estimation of the Fourier-space visibility.
The top panel shows the immediate results of this effective baseline migration. The black curve shows the visibility of the true sky as a function of u. We note that as this is a simplified schematic, we show an effective amplitude of the visibility (which is inherently complex). This visibility accounts for the beam attenuation of the instrument, resulting in an exponential curve. The estimated visibility amplitude at any frequency is merely its value as traced vertically from the coloured curve in the lower left panel. That is, in this case, the amplitude is merely traced from left to right as frequency increases, and is indicated by a corresponding coloured line. The greater the value of u, the larger the arc-length of this line segment, and therefore the greater the ratio between its minimum and maximum.
The right-hand panel shows these effects on the frequency axis. In black is the bandpass (or taper). To obtain the frequency-space visibility, this is multiplied by the frequency-dependent sky response from the top panel, and shown as corresponding coloured curves. While the low-u curve (in blue) is almost constantamplitude, and therefore barely affects the frequencyspace visibility, the high-u curve dramatically suppresses the high-frequency amplitude, effectively causing the frequency-response to be tighter than the natural band- pass (we note that for schematic purposes, we have renormalised and re-centred the coloured curves). The frequency-space FT of these curves gives the power spectrum for a given u as a function of ω. Clearly, tighter curves will transform to wider curves, and hence the "wedge" will form when the tightening arising from the effective baseline migration dominates the bandpass (and thence will depend linearly on u). This is much the same description as contained in works such as Morales et al. (2012) , Parsons et al. (2012) and Trott et al. (2012) .
2.

Bandpass
Let us consider now a very dense array with logarithmically-spaced baselines. This we illustrate in Fig. 6 . This figure is the same in form as Fig. 5 , but clearly has a much larger number of baselines which pass through the point of evaluation, u. Due to the logarithmic spacing of the baselines, they pass through u at equal intervals of f . In this case, the "effective baseline", shown as the blue curve in the lower-left panel, periodically swaps from one baseline to another. We recall that this effective baseline is the weighted average position of all baselines, where the weighting kernel is the Fourier-space beam (in this case, a Gaussian). Since the baselines are so closely packed, the oscillations created are very small, and it is clear that an infinite number of baselines will yield a truly vertical effective baselinecorresponding to the true constant-u estimate. Consequently, the top-left panel shows that a very small range of visibility amplitudes is covered -effectively constant over all frequencies. This in turn renders its product with the bandpass to be solely determined by the latter, and therefore the wedge to be completely avoided.
What of a baseline density between the previous two figures? This is shown in Fig. 7 . Here the "effective baseline" oscillates between true baselines in a much more marked manner, creating a footprint in u which is much wider than in the previous case. Projected onto the visibility amplitude, a much wider range is covered, and that range is covered periodically, with period given by the separation of baselines. Thus it is no surprise to find that the frequency-space product of the response with the bandpass is oscillatory on small scales, with an overall shape given by the bandpass itself. The FT of such a function can be approximated as the combination of a smooth Gaussian with width inverse to the width of the bandpass, and a high-frequency term given by the period of the oscillations. In this case, in place of a pure wedge, one should obtain a "bar" in the 2D PS (along with its harmonics), where the position of the bar in ω-space is inversely proportional to the separation of the baselines, and its amplitude is proportional to this separation. That is, denser baselines will yield a lower-amplitude bar at higher ω, eventually leading to a negligible bar, and the complete disappearance of the wedge.
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Bandpass Figure 6 . The same as Fig. 5 , but for a single evaluation point at high-u, with a dense packing of logarithmically-spaced baselines. In this case, the "effective baseline" is nearly constant with frequency, and the resulting effect is to negligibly impact the frequency response shape.
In general, baselines will not be regularly logarithmically separated, and various baseline distributions will yield different versions of this oscillatory structure. For instance, linearly-separated baselines should cause the bar's position to be linearly dependent on u.
The exact results of these intuitions are complicated when accounting for baselines in the 2D plane, some of which may significantly contribute to the weight at u without being on its radial trajectory. Furthermore, radial distributions which are not regular will also complicate matters. We will continue to explore these issues in the following subsections; nevertheless, the basic intuition will remain the same.
Wedge Mitigation
We now turn to considering the properties of wedge mitigation in our simple polar grid baseline layout. We begin by considering the results of our simple schematic representations of the wedge, in Table 3 , which suggest that the wedge only emerges from the "brick" at u > τ /q ≡ǔ. This defines a region of interest, in which we may hope to mitigate the wedge. Note that for u > 1/q∆, the problem can also essentially be considered as 1D, as constructed in §4.1, regardless of the angular density. We shall assume this condition throughout this section, noting that deviations from the assumption will always be small.
Within this region, we ask how a wedge may be ensured. We have already seen that if a single, constant baseline contributes to the sum over baselines, for all frequencies in the bandpass, then we arrive at a wedge. Thus, we may ensure a wedge by considering the integrated contribution of the two baselines closest to q. If the one baseline dominates, then we are assured of a wedge. If the second baseline contributes non-negligibly then we cannot rule out a wedge, but open up the possibility of its mitigation. We denote the threshold contribution as e −t . In effect, our constraints are defined by the inequality
(26) Here we have assumed that the dominant baseline is colocated with u at f = 1. The qualitative results are insensitive to this assumption.
The solution to Eq. 26 is
If we consider only scales where a wedge is possible (i.e. u >ǔ), and maintain that at these scales, ∆ u u, then we may use the approximation ln(1 + δ) ≈ δ to solve for ∆ u :
where the last approximation assumes t 1/τ 2 . That is, a wedge is ensured if the baseline separation is larger 
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Bandpass Figure 7 . The same as Fig. 5 , but for a single evaluation point at high-u, with a semi-dense packing of logarithmically-spaced baselines. In this case, the "effective baseline" oscillates widely with frequency. Consequently the u-footprint is widened and the range of visibility amplitude is also widened. The effect is to overlay a regular oscillatory component atop the bandpass, which contributes a high-ω "bar" (and its harmonics) in addition to the basic "brick" yielded by the bandpass.
than u √ t/τ . The salient features of this equation are 1. ∆ u rises proportionally to u, so a regular logarithmic spacing for u >ǔ ensures consistency of wedge/non-wedge for all u.
2. ∆ u is inversely proportional to τ , so that larger bandwidths support larger separations before a wedge is ensured.
3. ∆ u is proportional to the root of the threshold, t. This is difficult to assess conceptually, as we are a priori uncertain as to what level the primary baseline must contribute to ensure a wedge.
To get a better sense of the kinds of separations required, we note that
where ∆ x is the difference in baseline lengths in distance units (note that this is not distances between antennae, but differences between these distances). Expressing this physical separation in units of the tile diameter, ∆ x = χD, we can express our results in terms of the parameter χ. We note first that for a (static) Gaussian beam at ν 0 ≈ 150 MHz, the tile diameter can be approximately related to the beam width by
Thus, we let ∆ u = χD/2m = χ/2σ. In this case, we have that
ensures a wedge. As a minimum, at u =ǔ, we have χ > √ t/π. Unfortunately, it is difficult to exactly specify the value of t, as it merely represents an order-of-magnitude estimate of the contribution of secondary baselines. Furthermore, even if we could specify it, we do not have a good analytic handle on what happens for baseline separations smaller than that given by χ -we cannot simply assume that the wedge will disappear, though we do expect it to disappear at some small separation. Thus we turn to a numerical/empirical approach.
In Fig. 8 we show the numerically-calculated power spectra (see App. C for details on the numerical algorithm) for our fiducial set of physical parameters, and a range of logarithmic separations. Each panel is titled by the value of t and χ which correspond to the baseline separations atǔ (which is marked by the vertical dashed line). This clearly shows that a baseline separation of about half the tile diameter is required (taking the minimum, which is atǔ) for the wedge to begin to disappear. This occurs at a threshold value of t ∼ 0.4, corresponding to the second baseline contributing ∼ 60% of the primary baseline over the range of frequencies. These values are roughly instrument-independent . Log. Discrete Polar Grid ( u = u ) Interestingly, we also see horizontal "bars" as we had predicted from our conceptual consideration of the problem (cf. §4.1). As predicted, the fundamental bar moves up in ω as the baselines become closer, and at some separation we expect the harmonics to effectively disappear.
Finally, we ask whether such a layout is physically feasible. In principle, a perfect polar grid of baselines is unachievable by laying out antennas -there will always be baselines that are off the grid. However, the logarithmic polar grid can be achieved by using logarithmic spokes of antennas, and ignoring all baselines that are off the grid (with a great deal of inefficiency). In this case, one cannot physically deploy a layout with χ < 1, as the antennas will necessarily overlap with themselves. We have found that we require χ ≈ 1/2 to mitigate the wedge atq, rendering this completely infeasible. While in principle it is possible to design layouts which would enable more closely-spaced baselines, they would come at the cost of reduced layout efficiency, and will be practically infeasible. We will soon ( §5) explore how leaving the off-grid baselines in the baseline layout affects results.
Linear Radial Grid
It is interesting to consider the case in which radial baselines are regular in linear space. Eq. 28 suggests that in this case, at some point u > u the separation will become small enough to mitigate the wedge. In fact, letting ∆ u ≡ ∆, we can explicitly solve for u :
where the last approximation assumes t = 0.4 defines the transition from wedge to no-wedge, as described above. Indeed, if u <ǔ, we expect the wedge to be completely mitigated. This is given by the same baseline difference as the logarithmic case, i.e. corresponding to χ ≈ 1/2. Furthermore, we expect that the bars we saw in the logarithmic case will also be present in the linear case, except that they will not be horizontal, but rather diagonal, as they increase in frequency as u increases. To illustrate and check these arguments, we show the linear analogue of Fig. 8 in Fig. 9 . The diagonal bars are quite clear in this case. We also see that t ≈ 0.4 again roughly delineates the disappearance of the wedge atǔ. We note that the vertical lines which appear in the upper panels are due to the fact that in this case, the actual nodes of evaluation, u i , lie at various positions between the radial baselines, rather than being forced to match at f = 1. This creates oscillatory behavior in u, but disappears as the distance between baselines increases.
This kind of layout is less physically feasible than the logarithmic polar grid, as it requires impractical baseline densities for all u.
Effects of Angular Density
Due to isotropy, the results of this section are not sensitive to the number of "spokes" in the layout. Nevertheless it is clear that a single spoke does not have the same covariance as a layout with a large number, and when performing inference on a given set of observed data, this covariance is crucial. An alternative way to think of this Weighted Gridding, Linear-Concentric ( u = ) Figure 9 . Exactly the same as Figure 8 , except that the baselines are spaced regularly in linear space.
is that while a single spoke will yield the same mean over a large random set of skies, it will not necessarily give a good account of a single sky, whose distribution is randomly deviated from perfect symmetry.
Radial Irregularities
The precise radial alignment (and regularity) of baselines in the simple polar grid lead to it being impractical layout for wedge mitigation. In this section, we consider a relaxation of the ideal assumptions of radial regularity in favour of random radial placement, which will come in two forms: (i) completely random and (ii) a random offset from logarithmic regularity.
The advantage of a random array is that it may be perfectly efficient in terms of mapping an antenna layout to the baseline layout -we need not ignore any pairs within a spoke. Thus we can achieve a much greater overall baseline density for the same cost. Conversely, however, we shall see that the lack of radial alignment increases the overall required baseline density to achieve wedge mitigation.
In our "completely random" layout, we allow the baselines to be stochastically placed along radial trajectories, with the same overall density as a logarithmic placement. We find that doing so yields a somewhat surprising result, which is illustrated in Fig. 10 . In this plot, we compare the 2D PS of a regular logarithmic layout in which the baseline separation is ∆ u ≈ 0.08 √ 0.4u/τ , (i.e. 12.5 times smaller than required to mitigate the wedge), with a layout whose baseline density (and therefore average separation as a function of u) is identical, but in which the baselines are stochastically placed. We also show the result of an over-dense random layout. Figure  11 shows the actual separations between baselines as a function of u for each case. Even for the random arrangements, all baselines have separations smaller than the wedge-mitigation threshold. While we might expect all of them to have near-perfect wedge-mitigation, we find that the random layout yields a subdued, but very present, wedge. The explanation for this behaviour arises from the "bars" that occur for the regular logarithmic polar grid (cf. Fig. 8) . A regular grid creates oscillations which sit atop the bandpass in frequency-space (cf. §4.1). If the grid is logarithmic in u-space, these oscillations are linear in frequency space, causing neatly-spaced peaks in the power spectrum. When the baselines have stochastic separations, the oscillations are irregular, and cause a ca- Figure 11 . Baseline separations, ∆u, as a function of u, for three cases: (i) random radial placement, with mean separation proportional to u and N = 10, 000 in green; (ii) the same random placement, but with N = 50, 000 in red, and (iii) regular logarithmic placement of equivalent density to case (i) in orange. The blue line shows the threshold separation below which a regular grid significantly mitigates the wedge (cf. Eq. 28).
cophony of "bars" above the main "brick". Essentially, this haphazard distribution of peaks restores a somewhat subdued wedge. The level to which it is subdued will depend on the baseline density, however it clearly requires a significant increase in density to match the regular logarithmic grid. We note that it is not primarily the fluctuating minimum separation of baselines that causes the re-emergence of the wedge. This can be clearly understood from Fig. 11 , in which for the over-dense random layout, the separation very rarely ventures above that of the regular grid. The issue is rather that the unevenness of the random distribution causes higher-order structure in the oscillations that lie atop the bandpass, which emanate as the smeared peaks within the wedge.
To determine the extent of this effect, we use the same regular set of 10,000 baselines, and randomly offset them by some fraction of their amplitude, according to a normal distribution. We show the results in Fig. 12 . Even when the fractional offset is ∼ 10 −5 , the wedge returns, albeit quite subdued (2-3 orders of magnitude). As the offsets increase in magnitude, the wedge is restored to a greater degree, as expected. It would thus seem that any hopes of mitigating the wedge via regular radial arrays are impractical both due to their high density requirements and their strong dependence on strict regularity. Nevertheless, it is possible that irregularity between spokes will alleviate some of this, and we will explore this further in the following section.
WEDGE PROPERTIES OF REAL ARRAYS
We have found that the wedge may in principle be avoided by employing a sufficiently radially dense and regular baseline layout. In our previous explorations, we have considered explicit baseline layouts, ignoring the fact that no antenna layout may exactly correspond to such a baseline layout (alternatively, choosing an antenna layout which corresponds to a superset of the desired baseline layout and ignoring the extraneous baselines). In this final exploration, we expand our consideration to several physically-feasible antenna layouts, with full correlation of all antennas. In this case, simple "spoke" antenna layouts will contain both the regular subset which we have previously considered, and a larger set of irregular baselines. Thus we will find whether the increased baseline density outweighs the increased irregularity in terms of wedge mitigation (cf. §4.2.3).
The kinds of antenna layouts we employ (with their variants) can be found in Table 4 , and an illustration of each is found in Fig. 13 . We note that for the linear "spokes" layouts, to decrease the redundancy, we use regularly-spaced antennae for half of the spoke, and a single antenna at the far end. This does not apply for the logarithmic spoke layouts, for which each spoke necessarily begins at the centre.
We use the same number of antennae, N ant , for each layout (or as close to this number as possible, given the constraints of some), and place all baselines within a set radius x max ≈ 2u max . We choose N ant = 256 and u max = 800 for the figures in this section. Each layout is first checked for overlapping antennae, with antenna diameters of 4m (corresponding roughly to the MWA tiles), so that the final layout is physically possible. With these choices, comparisons of the power spectra from each array are roughly insensitive to the overall density or "cost" of the array, and are rather indicative of the form of the layout itself. Note that we also use the tile diameter of 4m to calculate the beam width.
Despite these considerations, we must be clear that this is not a test for how well the layout would recover an underlying 21 cm signal. Specifically, two quantities are of interest for foreground mitigation: the total expected (foreground) power, and its covariance, Σ P . We have only addressed the expected power in this paper. Assuming a reliable model of this quantity can be subtracted from the observed data, the remaining Σ P is the key factor in defining which power spectral modes are usable for averaging to a final one-dimensional power spectrum. To a large extent, Σ P is proportional to P 2 , so the derivations in this paper are indicative of this quantity. Nevertheless, both sample variance and thermal noise also play an independent role in the determination of Σ P , and these are dictated largely by the density of baselines (the former explicitly by the angular density).
While the overall density of baselines should be similar in each of the layouts we have chosen -due to our restriction of setting the antennas within a prescribed radius -their angular density is decidedly not. We thus expect those with lower angular coverage (eg. the various "spokes" layouts) to yield a greater value of Σ P , which could hamper 21 cm signal extraction. We do not pursue a rigorous analysis of these considerations in this paper; our goal is to identify the general effects these layouts have on the establishment of the wedge featurenot the prospects of 21 cm signal extraction. Nevertheless, we suggest that such an analysis should be simple enough, by comparing a numerically-generated expectation of Σ P in the presence of both sample variance and thermal noise for each layout.
To determine the expected PS for each layout, we evaluate the PS using the technique outlined in App. C for the same set of 200 random skies for each layout, taking the mean and standard deviation. Figure 14 shows the resulting expected 2D power spectra for each of these layouts. All layouts show a strong wedge feature with similar shape, as expected, and each exhibits the same bandpass limits (the low-ω "brick"). Two peculiar features require some explanation. First, due to our choice of using a gridding kernel which in principle has infinite extent (though in practice, we limit it to 50-σ u ), grid points u which are in extremely sparse UV-sampled locations will tend to evaluate to the same power, as the same distant baseline will be the dominant contributor for all grid points in the region. If this is limited to a small arc of the full polar angle, its effect will be negligible, but some of these layouts are extremely sparse for all angles, especially at low-u. This effect presents as a horizontal 'smearing' of the power, and is most noticeable in the low-u modes of the spokes log 4 layout. A related effect produces the many thin vertical "spikes" witnessed at high-u in many of the spectra. In this case, however, it seems to be a combination of the irregularity of the baselines with this local sparsity that produces the effect. We emphasize that the vertical features, though they appear 'noisy', do not disappear as more realizations are averaged, and are therefore systematic.
In Figure 15 we show the ratio of each expected 2D PS against the result of a delay spectrum. This is precisely the result of §3 (i.e. the limit of sparse baselines), except that each u is assumed to be exactly obtainable. Thus comparison to this spectrum is appropriate as the sparse limit of baseline density. We reiterate that the physical layouts here can be non-local, so that the evaluated power is determined by a relatively distant baseline, whereas the reference 'delay spectrum' is always exactly local in this comparison.
With this in mind, we note that most of the layouts produce less foreground power over most modes than a simple delay spectrum. This is to be expected, as the averaging over baselines effectively lowers the amplitude of fluctuations. The single exception to this seems to be the hexagonal layout. However, on closer inspection, most of the power here is exactly the same as the delay spectrum, as expected from its inherent sparsity. At lowu, the hexagon is in a region of extreme local sparsity, as discussed above, and therefore cannot be trusted (in the same way as the low-u region of spokes log 4). The region in and around the wedge does exhibit significantly more power than the delay spectrum, but this is common to all layouts, and we will discuss this momentarily.
The most significant reduction of power occurs in the EoR window for the spokes log 6 and rlx grid log layouts, at 2-3 orders of magnitude. These layouts have strong logarithmic regularity at the most polar angles compared to other layouts in our sample. Though their radial density is not as high as the log-spoke layouts with fewer spokes, it appears that providing some regularity at more angles (and therefore decreasing overall irregularity) outweighs this deficit. However, these layouts, along with circle filled 1, also have the highest density of short baselines, so it is difficult to isolate the contribution of any single characteristic. The most visually obvious feature of the ratio plots (figure 15) is the excess power appearing as irregular vertical stripes protruding from the wedge. This power appears to arise due to sparsity of baselines at these scales, such that for a particular grid-point, baselines "move through" the grid-point with frequency and leave nulls in the effective spectrum before another baseline passes through. This creates a ringing in the Fourier-space spectrum, which throws power outside the wedge. This interpretation is supported by the fact that the two layouts which minimize this effect are those with the highest density of baselines at high u. Conversely, the hexagonal layout, with its extremely sparse and regular baselines, maximizes this effect over much of the range. This is a well-known key advantage of the delay spectrum, which in principle limits the foreground power exclusively to the theoretical "horizon line" for each baseline (notwithstanding other chromatic effects of the instrument and sky). Nevertheless, it is unclear how this advantage balances against the reduction of window power offered by the dense regular baseline layouts. Ultimately, these scales, where the density of baselines is low enough to cause this effect, should be ignored in any analysis.
Another interesting feature are the diagonal strips at high u in the spokes lin layouts, which appear to be manifestations of the same effect illustrated in Fig. 9 , i.e. dense linear radial regularity introducing scaledependent harmonics in the sky response. Nevertheless, these are muted compared to the purely regular theoretical arrays previously considered.
To verify that the results of this section are not subject to high statistical uncertainty, we show the ratio of the standard error of the mean (SEM) to the mean of each PS in Fig. 16 . This illustrates that the mean is accurate to within ∼ 10%, which means that statistical uncertainty is of minor concern, and that the conceptual results of this section can be trusted in this regard. Interestingly, the regions of excess power have a relatively high uncertainty compared to the rest of the spectrum, indicating that these regions are more sensitive to the exact positions of point-sources on the sky. This supports our interpretation that this excess power arises from a dearth of baselines, which would increase the sensitivity of the measured power at a particular u to the sky realization, and also increase the variance of measurements over polar angles.
In summary, with the number of antennae considered, the precise layout has only a minimal effect on the expected PS within the wedge and window. Nevertheless, in accord with our semi-analytic considerations of previous sections, it appears that dense logarithmically regular layouts can improve the spectral smoothness of the array, and mitigate foreground power, at the level of 2-3 Power (Arb. Units) Figure 14 . Average 2D PS (over 200 realizations) for each of the layouts we consider (see Table 4 for details of the layouts).
orders of magnitude. We expect this to improve with a higher number of antennae, so that layout considerations will become relatively more important in future high-N arrays. Conversely, gridding baselines, as opposed to delay transforming on a per-baseline basis, produces artifacts at high-u which can throw excess power out of the wedge. It is beyond the scope of this paper to quantitatively assess which method is preferable for measuring the EoR.
6. CONCLUSIONS 6.1. Summary Using a simple formalism to describe the expected 2D power spectrum of point-source foregrounds (Eqs. 1, 8, 9 and 18), we verified the standard schematic 'wedge', which has been extensively discussed in the literature. We then used this formalism, which includes the ability to utilise arbitrary uv-sampling functions, to examine the effects of such on the wedge, with the primary conclusion that dense, radially regular layouts can diminish the extent and amplitude of the wedge, but that this effect is small for physically achievable layouts.
Using a semi-analytic approach based on a discrete polar grid uv-sampling (largely focusing on logarithmicallyseparated radial baselines) we find, as suggested in previous works (eg. Bowman et al. 2009; Morales et al. 2012; Parsons et al. 2012) , that increasing the radial density of baselines tends to decrease the amplitude of 10 3 spokes_log_4 spokes_log_5 spokes_log_6 Power/Reference Figure 15 . Ratio of 2D PS of each layout in Table 4 to a delay spectrum evaluated with one baseline at each grid point (see §5 for details).
the wedge (defined as that part of the foreground signature which emerges from the low-k || "brick"). Indeed, we find that for regular log-spaced baselines, a density may (in principle) be achieved at which the wedge effectively disappears. We explain these results intuitively via radial baseline "replacement" with change of frequency (cf.
§4.1).
Using this semi-analytic model, we explored some of the ramifications of these ideas. We found that a characteristic separation can be determined which defines the threshold for wedge emergence. This characteristic separation is proportional to the baseline magnitude u and also to the bandwidth of the observation (cf. Eq. 28). We find that the physical baseline separation (in metres) is approximately u/τ , where our default value for τ is approximately 100, and in the regime of the wedge, u > τ / √ 2πσ ≈ 150. The minimum baseline separation to mitigate the entire wedge (which occurs at u = τ / √ 2πσ, or an antenna separation of ∼ 300m) is 1/3σ ≈ 1.7m. We concluded that such a baseline density is physically impossible for the most efficient antenna layout corresponding to the polar grid baseline layout. With a less compact array, the baseline density is technically achievable, but highly impractical. Further, we found that randomising the radial distribution of baselines tends to re-instate the wedge, as the series of overlaid oscillations is smeared out over ω ∝ η. Thus the optimal array for wedge mitigation is both dense and regular.
Upon examination of the expected 2D PS from some simple antenna layouts, we found that in practice both the window and wedge can be reduced by up to 3 orders of magnitude by employing antenna spokes which are regular in log-space and as dense as possible across many angles. We noted that such a layout competes with the requirement of angular baseline density to mitigate sample variance. Table 4 .
The work in this paper paints a rather bleak picture: it will be very difficult to combat the wedge via any array design. Nevertheless, we have shown that in principle, layouts with a higher degree of radial alignment and regularity will serve to reduce the magnitude of the wedge, and therefore potentially yield some increase in the fidelity of future PS estimation.
To establish this rigorously, one needs to consider not only the expected 2D PS, but also its covariance. These will compete with one another -the more aligned the layout, the lower the expected wedge, but the higher the overall covariance of the estimate. A proper analysis of these quantities, and their effect on the signal-to-noise of a fiducial 21 cm signal, is the most pressing future consideration to arise from this work. Along with this, consideration of non-Gaussian band-pass (or taper) shapes, non-co-planar arrays, non-zenith pointings, and non-flat SED's may be interesting realistic effects to add to the analysis.
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with p 2 = τ 2 + l 2 0 /2σ 2 . The behaviour of this equation is very similar to the previous static case, except that the effect of τ is balanced by the effect of the beam-width. That is, setting τ arbitrarily small (i.e. very wide bandpass) will no longer yield an arbitrarily tight "brick", as the beam-width will have the effect of broadening it.
In practice, for instruments targeted at observing the EoR, τ 2 1/2σ 2 , so that the achromatic beam is a reasonable approximation, as expected by the arguments from Liu et al. (2014b) .
A.2. Sky Model: Stochastic Uniform We merely need to solve Eqs. 11 and 13 for a Gaussian beam, and then integrate over frequency. We evaluate only for a static beam in this case, as we have already seen that a chromatic beam is too broad (in frequency) to have a significant impact on the result.
The mean term is simply
