We study multistep networks whose steady-state occupancies achieve high sensitivity via thermodynamic drive. This sensitivity allows the ratios of non-equilibrium steady states to depart far from their equilibrium limit, known as discrimination. Discrimination is crucial for high fidelity information processing at the molecular scale, where steady-state occupancies correspond to (competing) products of biochemical reactions. We define an analytically tractable measure on network discrimination schemes, termed orthogonality, which measures the extent to which discrimination is local. The central proposition of our paper is that discrimination is fundamentally constrained by orthogonality. We demonstrate that discrimination which amplifies binding energy differences requires low orthogonality, whereas discrimination which amplifies activation energy differences requires high orthogonality. Subject to orthogonality requirements, both types of discrimination are maximized by maximizing dissipation. Dissipation itself can drive orthogonality up or down. When increasing thermodynamic drive conflicts with orthogonality requirements, discrimination is nonmonotonic. We find that, due to its effect on orthogonality, modulating thermodynamic drive alone can sharply select between products which are favored by different energy types, without network fine-tuning. Biologically, this corresponds to the ability to select between products by driving a single reaction type. We consider this possibility in the context of liquid-liquid phase separated collections of RNA and protein known as granules, which appear to have precisely the structure required to tune orthogonality via adjusting the rate of ATP hydrolysis.
I. INTRODUCTION
Systems driven out of thermodynamic equilibrium are capable of demonstrating extraordinarily varied behaviors. One such behavior is enhanced discrimination: the ratio of nonequilibrium steady-state occupancies can deviate far from what is allowed by their energetic differences alone. The cost of this flexibility is parametric complexity. Nonequilibrium steady-state occupancies will generally depend on the system's full parametric details.
Enhanced discrimination is particularly important in a biological context, where biochemical reactions achieve extraordinary fidelity by discriminating between competing substrates having only marginally different equilibrium energies. For example, equilibrium energy differences between nucleotides competing in a DNA replication reaction predict replication error rates of ∼ 10 −4 ; but observed rates are ∼ 10 −9 . To resolve this discrepancy, Hopfield [13] and Ninio [20] proposed a network which uses non-equilibrium drive to enhance discrimination by amplifying equilibrium energy differences. Such networks have been * Correspondence: gauravvman@gmail.com or dj333@cam.ac.uk analyzed extensively, extended [10, 16] and generalized [17] .
The Hopfield-Ninio scheme achieves its minimum error rate in the slow, quasi-adiabatic regime. Some years later, Bennett introduced a discrimination scheme which achieves its error minimum in the fast, high-dissipation limit [4, 5] . An essential difference between these schemes was only recently noted: quasi-adiabatic discrimination amplifies binding energy differences, whereas high-dissipation discrimination amplifies activation energy differences. The two regimes were termed energetic and kinetic discrimination (respectively), and argued to be alternate in any single reaction step [26] .
We study the general requirements for nonequilibrium discrimination from a geometric perspective. To this end, we introduce a measure on non-equilibrium systems, called orthogonality. The measure tightly bounds the degree to which a network's discrimination can be accurately represented by the transition rates near (0-2 links away from) the discriminatory nodes. We find that local (high orthogonality) discrimination relies on the existence of many effective pathways directed towards the discriminatory nodes. In contrast, discrimination schemes that depend on global network parameters (low orthogonality) are characterized by having a single dominant path towards the discriminatory nodes.
We show that high orthogonality networks are necessary for kinetic discrimination, whereas low orthogonality networks are necessary for energetic discrimination. Subject to these orthogonality requirements, both kinetic and energetic discrimination increase with respect to dissipation. When the orthogonality requirement conflicts with the dissipation requirement -which can happen in either discriminatory regime -the level of discrimination is non-monotonic with respect to dissipation. This phenomena is responsible for the non-monotonicity observed in the original Hopfield-Ninio scheme.
We further show that orthogonality can be modulated by changing the drive of a single reaction type in an otherwise fixed network. Whether dissipation increases or decreases orthogonality depends on whether it is used to drive reactions which increase or decrease the number of effective pathways towards the discriminatory nodes. By shifting orthogonality, nonequilibrium drive can achieve simple, highly tunable selection between products which are favored by different energy types.
Hopfield noted that the reaction topologies necessary for energetic discrimination appear ubiquitously in biology. Our results demonstrate how these molecular discrimination mechanisms can explore alternative product spaces by spending energy to transition to the kinetic regime, without cost to their original fidelity. The degree to which a network can be repurposed in this manner is given by the degree to which its orthogonality can be modulated. We consider this repurposing proposition in the particular case of localized collections of RNA and protein known as granules [6] , whose features bear all of the hallmarks of dissipation-driven orthogonality tuning.
II. DEFINITION OF ORTHOGONALITY
We consider systems whose dynamics are described by continuous time Markov chains. System states and transitions can be represented as a fully connected directed graph (Figure 1(a) ), and have dynamics represented by a matrix differential equation known as the Master equation
where L is a Laplacian matrix encoding the transition rates k ij = (j → i) of the network in its offdiagonal elements, and having diagonal elements set such that all columns sum to zero:
and p is an n dimensional vector representing the dynamic occupancy of the network states.
We require our systems to be fully-connected [21] , which implies that they have a single unique steady state (Appendix A). Let ρ be the vector of steady states of the Master equation determined by solving Lρ = 0. The degree to which a network discriminates between state i and j is given by the ratio of corresponding steady state elements: ρ i /ρ j .
In general, for systems both in and out of equilibrium, ρ i /ρ j will be depend on transition rate parameters arbitrarily far from the discriminatory nodes i, j. We aim to determine in which cases the ratio ρ i /ρ j is more 'local'.
By considering the geometry of the steady-state solution space, we can compute that (Appendix A):
where: v i represents the ith column of L; proj L i,j (v i ) denotes the projection of vector v i onto the n − 2 dimensional subspace spanned by the columns of L remove i, j.
In general, computing the subspace projections proj L i,j (v i ) will require orthogonalizing the columns of L i,j . From the perspective of Equation 1, this (recursive) orthogonalization procedure is the origin of global parametric complexity in ρ i /ρ j .
In the special case where the vectors that span L i,j are orthogonal, L i,j orth , the Equation 1 projections can be simply computed:
Graphically, v i , v l = 0 only if the ith and lth nodes on the digraph associated with L are directly linked or direct arrows at one or more mutual nodes. Therefore, L i,j orth corresponds to the case in which ρ i /ρ j depends on only transition rates 0-2 connections away from the nodes i, j. The matrix L i,j having orthogonal columns implies local discrimination between states i and j.
In practice, L i,j having purely orthogonal columns conflicts with our requirement that L describe dynamics on a fully connected graph. Distance of an L i,j matrix from the perfectly orthogonal case is the relevant quantity to consider. To that end, we compute the difference between the true projection of a vector v onto L i,j , proj L i,j (v), and the projection assuming that L i,j is orthogonal, proj L i,j orth (v),
where the inequality is due to Cauchy-Schwartz and the final line is arrived at by simplifying the term in the first norm (Appendix B).
We define orthogonality to capture this distance.
Definition II.1 (Orthogonality). We define the orthogonality of the discrimination between states i and j of network having Laplacian L to be
where F denotes the Frobenius norm and L i,j is a (n × n − 2) matrix constructed by removing the columns corresponding to the i, j discriminatory nodes from L; and A denotes the matrix A having every column normalized to be of unit length. Note that orthogonality is defined with respect to a network and two nodes of discriminatory interest. We will use the term 'discriminatory scheme,' to refer to this (network, nodes) pair and therefore refer to the 'orthogonality of a scheme' leaving the specific discriminatory nodes i, j implicit.
Orthogonality can be understood to capture the number of effective pathways directed towards the discriminatory nodes. To illustrate this, we consider discriminating between the end nodes of a 4 node toy model (Figure 1 (a)) having bidirectional connections equal to either k or l (black, red, arrows in 1(a), respectively). As the ratio r = k/l grows, the black path becomes singly dominant over the red paths. Correspondingly, the orthogonality decreases ( Figure 1 
Alternatively, we can ask: when does deleting the black links between the middle two nodes in Figure  1 (a) affect orthogonality? We find that when these arrows do not constitute part of a dominant path (r ≈ 1), deleting them has no effect on orthogonality. But when these links do constitute part of a dominant path (r >> 1), deleting them significantly increases orthogonality (Appendix D).
Our example demonstrates that an all-to-all connected discrimination scheme (r = 1) with equal has weight k, l (respectively) we find that the orthogonality (Θ) decreases as the black arrows dominate, creating a singly dominant path. Note that the x-axis begins at r = 1, corresponding to an all-to-all connected graph with equal weights.
rates has greater orthogonality than a line topology (r >> 1) having equal rates (k), for N = 4 nodes. We can compute that this holds for all N (Appendix C). The increased orthogonality of the all-to-all relative to line topology captures a more general fact: orthogonality tends to decrease as connections are removed from a discrimination scheme, so long as these connections are of equal order magnitude to remaining connections. We demonstrate this computationally ( Figure S1 ).
III. ORTHOGONALITY IN THE HOPFIELD-NINIO SCHEME
We first demonstrate the relationship between orthogonality and discrimination using the classical Hopfield-Ninio scheme, shown graphically in Figure 2(a). Here, substrates S = {W, R} compete to form complexes with enzyme E. 'Wrong' and 'Right' products are formed from substrates R and W (respectively), at rates proportional to the steady state occupancy of the final complex ρ ES . We thus define the error fraction achieved by the discrimina-tion scheme to be
Ninio and Hopfield designed this scheme to amplify differences in the binding energies of EW and ER complex formation. It is instructive to write the rate constants in Kramer's form.
We have for the EW reactions:
where: ω, ω p set overall rates; ǫ, ǫ p represent the enthalpy differences between free enzyme and complexes ES * , ES; and γ represents the binding energy difference between right and wrong complexes.
The ER reactions are given by:
where δ sets the activation energy differences between right and wrong complexes.
There is no discrimination along the transitions between the intermediary and final product:
We begin by considering the relationship between error and orthogonality in the regime which is governed only by binding energy differences (γ > 0, δ = 0), termed the 'energetic regime.' The Hopfield-Ninio scheme was originally designed for discrimination in this regime: the intermediary complex (ES * ) and dissipative drive (m ′ ) introduce a delay which amplifies the fact that EW complex formation has a faster off-rate (by factor of γ) relative to ER formation.
Simulations reveal that low orthogonality is necessary, but not sufficient, for low error rates in the energetic regime ( Figure 2(b) ). Analytically, we recall the long appreciated fact that the (energetic) Hopfield-Ninio scheme requires the parametric limit ω p ωe ǫ → 0 in order to minimize its error, and demonstrate that orthogonality is monotonically decreasing as this limit is approached (Appendix E).
A less well-appreciated requirement for energetic discrimination concerns the nonequilibrium drive, represented by m ′ . Some amount of drive is crucial for the discrimination scheme to work at all, but too much drive destroys discrimination [28] . We can understand this nonlinearity in terms of orthogonality ( Figure 2 (c)). Energy dissipation [22] is helpful for discrimination up until the point at which it begins to drive up orthogonality.
We next turn to the regime governed by only activation energy differences (γ = 0, δ > 0), termed the 'kinetic regime.' Simulations reveal a bound opposite to that of the energetic regime: high orthogonality is necessary (but not sufficient) for low error (Supplemental Figure S2 ). Analytically, we can derive the error in this regime to be
The ξ kinetic is minimized when η ≫ 1 and c ≫ b.
That is, when there exists high drive (ω i e ǫi ≫ ω) and free enthalpy product differences (ǫ p ≫ 0).
We demonstrate that orthogonality is monotonically increasing as these limits are approached (Appendix E). Differences between the two discriminatory regimes are summarized in Figure 2 (d). Increasing the dissipative drive (ǫ i ) increases orthogonality, which allows for kinetic discrimination but precludes energetic discrimination.
The ability to modulate orthogonality via driving the single reaction m ′ suggests a simple strategy for dissipation-driven product switching. If products EW, ER are favored by different energy types, they can be selected between only by driving m ′ such that the network moves from low to high orthogonality. We achieve a four order of magnitude selection effect via this scheme ( Figure 3 ).
Because the Hopfield-Ninio scheme only has one intermediary product, it is difficult to interpret in terms of the number of effective pathways towards the discriminatory products. In order to illustrate the connection between discrimination, effective pathways, and orthogonality, we turn to a more general setting.
IV. ORTHOGONALITY IN A GENERAL SETTING
Murugan, Huse, and Leibler recently discovered that energetic discrimination in a general network requires a discriminatory fence [17] , which can be
FIG. 2: Orthogonality in the Hopfield-Ninio scheme. (a) Reaction diagram of the scheme. Note that in the energetic regime, k W and l W will differ from k R and l R by a factor e γ . In the kinetic regime, k R and k ′ R increase by a factor e δ and l W and l ′ W increase by a factor e δp [24]. (b) Orthogonality bounds minimum error rate in the energetic regime (γ = 1, δ = 0). The log of the error rate (log(ξ)) as a function of the orthogonality (Θ) is plotted for simulated data (parameter selection in Methods). Heatmap coloration represents relative dissipation ∆S i [27] (hotter is higher dissipation); note that at a given orthogonality level, the error rate decreases as dissipation goes up (more red). (c) In the energetic regime, minimum error (red line, ξ = e −2γ ) is achieved by simultaneously minimizing orthogonality (Θ, green) and maximizing dissipation (black). Excess dissipation drives orthogonality upwards, asymptoting with error equal to the binding energy difference (ξ = e −γ ). (d) Orthogonality as a function of drive. In the energetic regime (solid curves), error rate (ξ) is minimized in the limit of low orthogonality (Θ). In the kinetic regime, (dashed curves), error rate is minimized in the limit of high orthogonality.
idealized as a ladder graph having two sides, each with N loops (Figure 4(a) ). The sides of the ladder are symmetric about the 0 node; the network aims to discriminate between states represented by its upper corners (i.e., x s2 in Figure 4 (a)). Rate constants u S , d S , S = {W, R} will differ for the 'Wrong' (W ) and 'Right' (R) sides of the network.
The ladder idealization captures the fact that a general energetic discrimination network must have dominant 'forward' (f ) and 'reverse' (b) paths which are parallel to each other and effectively onedirectional. On the pathway towards the product state, there is the constant threat of 'discard' (d), after which the reaction is exposed to a one-directional pathway away from the product state (b). There is also the possibility of 'rescue' (u) from discard.
FIG. 3: A Hopfield-Ninio style network designed to tune product selectivity by modulating dissipation (black). One product ρ γ has a lower binding energy and is favored in the energetic regime, while the other ρ δ is has a lower activation energy and is favored in the kinetic regime. The log of the ratio between the products (ρ γ /ρ δ , blue), can be shifted from 2 (ρ γ favored) to -2 (ρ δ favored) by driving across a single reaction. This is due to orthogonality (green line) increasing, which shifts the network from the energetic to the kinetic regime.
The Kramer's form rate constants for this network are
And there is no discrimination (f R = f W = f ) along the forward or reverse pathways:
which we approximate to be one-directional for analytical convenience, but treat as bidirectional with small reverse rates when necessary for computing dissipation. It is clear from the Kramer's form constants that to discriminate in the energetic regime (i.e., via γ), a high discard rate (d) is required. Indeed, the error rate for an N -loop network [23] in this regime is
which achieves its minimum when discards are high relative to steps toward reaction completion:
Discrimination in this regime is fundamentally processive, and global: accuracy relies on sequential exposure to frequently realized discard pathways, and each reaction step contributes to discrimination via the potential for discard. Correspondingly, orthogonality monotonically decreases in the Equation 5 limit (Appendix F), and is minimized in the high discard regime (Figure 4 (b), solid lines).
In contrast, we find that the kinetic regime has error fraction given by (Appendix F):
where
The error ξ kinetic is minimized when η → 0 and φ → ∞, which is to say that:
These limits imply that network dynamics are being pushed quickly towards the final product nodes (ω f , ǫ u large, ω b small). This makes local discrimination possible; and indeed orthogonality is monotonically increasing in the Equation 7 limit (Appendix G). Quick movement towards final product nodes is in opposition to high discard rates; we can thus summarize the difference between the energetic and kinetic regimes by observing their difference with respect to the discard rate (d, Figure 4 (b) x-axis), which reveal the expected orthogonality-error relationships in the two regimes. Note that these limits correspond to the dynamical phase localization limits described in [18] .
We are now in a position to understand the orthogonality of this model in terms of its effective pathways towards the final product nodes. The energetic discrimination requirement that f << d means that the network effectively contains only a single pathway to the product. Intuitively, the single pathway results from the slowness of one-directional progress towards the final product; rescue pathways cannot add additional paths to the final product because they are effectively equilibrated relative to the slow forward progress. Corresponding to this intuition, we find analytically that u, b, have essentially no effect on orthogonality in the f << d regime (Appendix G). This argument is consistent with the fact that the discrimination error in the energetic regime (Equation 4) is independent of u, b, but in the kinetic regime, which requires d << f, we find In the energetic regime (δ=0, solid curves), minimum error (blue) is achieved in the low orthogonality (green) limit. In the kinetic regime (γ=0, dashed curves), minimum error is achieved in the high orthogonality limit. (c) Non-monotonicity in the energetic regime. The error rate (ξ, blue) is minimized (red line, ξ = e −4γ corresponding to e −2γ proofreading per loop) where dissipation (black) is maximized and orthogonality (Θ, green) is minimized. Red tick indicates value of rate d ≈ 15. (d) Orthogonality is not always an increasing function of dissipation. Dissipation (black), error (blue), and orthogonality (green) for a two-loop ladder network in the energetic regime for which dissipation is maximized as orthogonality is minimized. Note that the error rate is minimized (red line, ξ = e −4γ ) at lower dissipation than in the energetic-regime network at left (black line in (c) vs black line in (d)).
that u, b are important factors in the error expression (Equation 6) and orthogonality requirements (Equation 7).
In the energetic regime, we observe that as f becomes close to d (red tick, Figure 4 (c)), orthogonality rises sharply Figure 4 (c). We understand this to result from many more effective pathways now leading to the final product. Again, the rise in orthog-onality as we increase f leads to the non-monotonic behavior of the error rate.
Our understanding of orthogonality in terms of effective pathways allows us to apply thermodynamic drive in the energetic regime such that drive does not increase orthogonality. Our arguments above state that f << d, enforces the single pathway and hence orthogonal regime. Therefore, if we dissipate energy to drive d, we should find that the orthogonality decreases, and indeed we do (Figure 4(d) ). Note that Figure 4 (c) was generated with the same parameters as Figure 4 (d); all that's changed is the reaction we choose to drive. In this parametric limit, the orthogonality and dissipation requirements are not contravening.
The general ladder network can also achieve sensitive product switching. In this network, binding energies favor the product (ρ γ ) on one side of the ladder while activation energies favor the other product (ρ δ ). Dissipation is used to drive ǫ u , increasing the ratio of rescues to discards u S /d S , thereby shifting the network from low orthogonality (ρ γ favored) to high orthogonality (ρ δ favored).
Finally, we note that (as in the Hopfield-Ninio regime) highly selective -seven orders of magnitudedissipation driven product switching is possible between states which are favored by different energy types ( Figure 5 ).
V. DISCUSSION
We have introduced orthogonality, which measures the degree to which a ratio of non-equilibrium steady states can be represented by rates local to the discriminatory nodes. We found that orthogonality tends to increase with the number of effectively realizable pathways directed towards the discriminatory nodes.
This connection between orthogonality and realizable pathways underlies its role in non-equilibrium discrimination. In order to discriminate via binding energies, networks require having a single dom-inant path along which discrimination occurs via frequently discarding intermediary products. These processes are inherently processive: discrimination is a global function of discards at sequential steps throughout the graph. Final product formation is rare, thus slow. In contrast, discrimination via kinetic barriers is fast. In the kinetic regime, discrimination relies on creating final products quickly, enabled by distributive networks which have many paths towards the final products. We thus find that orthogonal networks are necessary for kinetic discrimination, whereas non-orthogonal networks are necessary for energetic discrimination.
It is interesting to consider this result in the context of protein complex assembly [19] . Sartori and Leibler [25] have recently proposed that a significant proportion of the discrimination necessary for accurate protein complex assembly can be achieved by equilibrium energy differences in protein-protein interactions. Our results predict that non-equilibrium mechanisms which amplify these energetic differences should result in complexes being assembled sequentially, and slowly. If non-equilibrium mechanisms instead amplify kinetic differences to achieve accurate assembly, we expect a complex's component subunits to assemble in many different orders, quickly.
Our results clarify the role of thermodynamic drive in nonequilibrium discrimination. We find that both kinetic and energetic discrimination are enhanced by increasing dissipation, but are subject to necessary requirements on orthogonality, which itself can be modulated upwards or downwards by free energy expenditure.
By modulating orthogonality with energy expenditure, discriminatory networks can achieve sensitive product switching. In particular, driving a single reaction type is sufficient for sharp selection between products, if the products are favored by different energy types and driving shifts the orthogonality of the network.
Biologically, this possibility may be realized in cytoplasmic ribonucleoprotein (RNP) granules [6] . These granules are composed of RNAs and proteins coloclazied in liquid-liquid phase separated droplets. Their liquid-liquid like components interact promiscuously, and are known to be enriched for multivalent components [2] . RNA contributes to promiscuous granule interactions via both RNA-RNA interactions and serving as a protein scaffold. Both RNA-RNA interactions and the number of RNA-protein contacts are dependent on RNA secondary structure [8] . It thus appears that RNA secondary structure can modulate the orthogonality of the granule interaction network.
RNA structure is appealing as a modulator of orthogonality because it can be modified by driving a single reaction type. It has been recently reported that ATP within granules is hydrolyzed by DEADbox proteins, which remodel RNA by unwinding duplexes [12] . The (ATP-driven) DEAD-box unwinding of RNA has been reported responsible for the dynamic makeup of RNA inside of granules, and for granule dissolution. It is possible that driving this reaction type can tune the orthogonality of granule interaction networks.
Whether, and in which direction, ATP-driven RNA unwinding tunes orthogonality will depend on the molecular components of the granule. These components are not fixed; granules constantly exchange material with the local environment and are capable of exchanging components with each other. This combination of dynamic components and orthogonality driven selection may allow the cell to use existing components to explore new areas of biochemical reaction space. Such an ability is consistent with the apparent importance of granules in a wide variety of cellular responses to environmental cues, including stress response [7] , transcriptional regulation [1] , and local, activity dependent translation of mRNA at neuronal synapses [3, 14] . 
Appendices
Appendix A: An expression for the discrimination ratio
In this section, we prove the following proposition.
Proposition A.1 (An expression for the ratio of kernel elements). Let L be a Laplacian matrix
representing a fully connected continuous time Markov chain. Note that the nullspace of L is one dimensional; let it have basis ρ. The ratio of any two elements of ρ is given by
Proof. The result follows from three equalities:
where L ki represents the matrix formed by removing row k and column i from matrix L, and L 0k is formed from L by removing column k only. For matrix A, vol(P (A)) represents the volume the parallelotope formed by the columns of A; vector v i represents the ith column of L; and proj L i,j (v i ) denotes the projection of vector v i onto the n − 2 dimensional subspace S spanned by the columns of L remove i, j. Please note that in our notation, A xy = A x,y . The former (no superscript commas) denotes the matrix A remove row x and column y. The latter (commas in superscript) denotes the matrix A remove column x and column y.
We proceed by proving each of the three equalities in Equation A2. To prove the first equality, it will be useful to have the definition of the adjugate matrix at hand. Definition A.2 (Adjugate matrix). The components of the adjugate of a matrix A, adj(A), are given by taking the transpose of the cofactor matrix, C, of A:
where A ji is denotes the (n − 1) × (n − 1) matrix resulting form removing row j and column i from A. For the second equality in Equation A3 , we have recalled that the elements of the cofactor matrix C ij of A are given by (up to sign):
where A ij denotes the (n − 1) × (n − 1) matrix resulting form removing row i and column j from A.
We can now prove the first equality in A2.
Proposition A.3 (Discrimination ratio in terms of determinants with column and row cuts)
. We aim to demonstrate that
Proof. The proposition was proved in [15] . We include the argument here for completeness. By the Matrix-Tree theorem, the rank of a fullyconnected N dimensional Laplacian matrix is N − 1.
The nullspace is therefore one-dimensional, and can be represented by a single basis vector ρ.
It will suffice to prove that ρ i = det(L ki ). Recall the Laplace expansion for the determinant:
where 0 n×n denotes the n by n zero matrix and the final equality follows from L not being full rank, hence det(L) = 0.
Consider that L · adj(L) = 0 implies that Lv = 0 n×1 for all v which are columns of adj(L). That is: the columns of adj(L) are equal to ρ. This gives the result.
We now prove the second equality in Equation A2.
Proposition A.4 (Discrimination ratio in terms of column cuts only). We now wish to demonstrate that the equality presented in the previous proposition does not require the removal of some row k [9] :
Proof. The first equality is a common characterization of the determinant. The second result follows from a series of equalities
where: the first equality is by definition of a polytope volume generated by a non-square matrix; the second equality results from applying the Cauchy-Binet formula; the third equality follows from noting that
We now prove the final equality in Equation A2. First, it is useful to recall the base-height formula for determinants. where a i is a vector representing the component of v i that is perpendicular to the subspace spanned by the N − i vectors {v i+1 , · · · , v n }. Crucially, this procedure can be done by selecting the v i in any order [11] .
Proof. Geometrically, the determinant of a matrix A having columns v i can be thought of as the volume of the parallelotope generated by the v i . Consider a parallelotope P (A) generated by vectors {v 1 , · · · , v n }. P (A) can also be thought of as a prism with base generated by the vectors {v 2 , · · · , v n } and height equal to the magnitude of the component of v 1 perpendicular to the span of {v 2 , · · · , v n }. It follows that vol n (P (A)) = vol n−1 (P ({v 2 , · · · , v n })) · v 1 − proj(v 1 ; v 2 , · · · , v n )
And of course we can carry out this procedure successively for vol n−1 , vol n−2 , . . .. This gives the desired result.
Proposition A.6 (Discriminatory ratio in terms of normalized projections). Finally, we demonstrate that
Proof. The result follows directly from the baseheight formula for determinants.
where proj L i,j (v j ) denotes the projection of vector v j onto the subspace spanned by the vectors of matrix L i,j , formed by deleting columns i, j from L. Notice that in the numerator, we have chosen to begin the base-height iteration with vector v j . Because L 0i already has column i removed, this procedure yieldsin the numerator -a polytope base generated by the non-i, j columns in L. In the denominator, beginning the base-height iteration v i also yields a polytope base generated by the non-i, j columns. These bases cancel to give the desired result.
Appendix B: An expression for the error of a projection approximation
In this section, we aim to prove the following proposition.
Proposition B.1 (Normed projection approximation). Let S be a matrix having full rank (note that our L i,j are indeed of full rank). We have that
And similarly (noting that S T S is invertible because S is full rank):
It follows by direct calculation (Σ is diagonal) that
This gives the result.
Appendix C: Orthogonality of the line versus all-to-all graph
In this Appendix we demonstrate that the orthogonality of an N node line graph is strictly less than an N node all-to-all connected graph, in the toy case where all rate constants are the same. The result follows from directly calculating the orthogonality for each topology, which we do in turn.
Proposition C.1 (Θ for a line graph). For a a line graph with bidrectional connections of equal weight (set to 1 without loss of generality), the orthogonality is given by:
Proof. The result follows from direct computation of i, j , ∀ i = 1, N. There are only two types of nonzero i, j . The first type is i, i + 1 ; there exist 2(N − 1) terms of this type. The second type is i, i + 2 ; there exist N − 4 entries of this type. The first type of nonzero term represents 'neighbors.'
The second represents nodes separated by one node, which point at a mutual node. The two types of inner product have (squared, normalized) values:
The result follows.
The all-to-all calculation is slightly more complicated.
Proposition C.2 (Θ for an all-to-all graph). For an all-to-all connected graph with bidrectional connections of equal weight (set to 1 without loss of generality), the orthogonality is given by:
Proof. Let S be the n by n − 2 matrix formed by removing two of the columns of the Laplacian for this graph. Because the diagonal elements (S T S) ii = 1, we need only compute the off-diagonal elements of S T S. A generic such element resulting from taking the (not normalized) inner product of columns j, k is given by
where the first line is a generic expression for the inner product of columns corresponding to connected nodes for matrix elements θ ij of S, and the resulting lines follow from bidirectional all-to-all connectivity with equal rate constants.
We now need to compute the normalization factor:
where again we have begun with generic terms for the normalization of the inner product of columns of the Laplacian matrix, with θ ij representing the elements of S.
Putting these together yields the expression for a generic element of S T S:
How many such elements exist? We know that S T S is a square n − 2 length matrix, and we know that the diagonal terms are zero. We therefore have (n − 2)(n − 3) entries each equal to 1 (N −1) 2 . The result follows.
From the two propositions we can calculate that
The former (negative) term quickly asymtotes to 1, whereas the latter (positive) term grows as O( √ N ). We conclude that the orthogonality of the all-to-all graph is greater than the line graph, and this difference is increasing for increasing N .
Appendix D: Orthogonality in the 4-Node toy model
We will show how orthogonality changes as the graph in Figure 1(a) is modified, in support of the claims made in the main text. Because we are discriminating between the end nodes, the orthogonality of the scheme in Figure 1(a) is a function of a single (normalized) inner product:
with k, l corresponding to black, red arrows in Figure  1(a) , as defined in the main text.
We will first demonstrate how orthogonality changes as r = k/l grows. We then demonstrate how orthogonality changes upon removing the black (bidirectional) connection between the middle nodes.
a. Adjusting rates to favor a single path reduces orthogonality We can rewrite Equation D1 in terms
Two such terms contribute to the orthogonality giving
which is decreasing with r as O(r −2 ), as claimed in the main text.
b. Removing a link What happens to the orthogonality when we remove the black bidirectional links between the middle nodes?
The expression for v 2 , v 3 2 removed is given by
When r ≈ 1 this expression is equal to Equation  D1 ; there is no affect on orthogonality. However, as r increases, v 2 , v 3 2 removed becomes smaller than Equation D1; deleting the connections increases orthogonality. We conclude that when r > 1, the black bidirectional links form part of the dominant path, removing them will therefore increase the orthogonality.
Appendix E: Error and Orthogonality in Ninio-Hopfield Model
We first consider the Hopfield model in the energetic regime. The Laplacian for this scheme with the columns corresponding to final products removed is given by
Orthogonality in this model will be a function of three inner products:
where we have denoted the (normalized) inner product of the ith and jth elements of A as s i,j . It will be useful to define and reason about s 2 i,j = (s 2 1,2 + s 2 1,3 + s 2 2,3 ).
The relevant inner products are
.
We now demonstrate the orthogonalitydiscrimination relations made in the main text. To do so, we first compute the orthogonality in the high and low discrimination limits, in order to demonstrate that orthogonality is lower ( s 2 i,j higher) as high discrimination improves. We will then compute the degree to which orthogonality movement between the low and high discrimination limits is monotonic.
In the energetic regime, the discrimination is maximized in the limits ω p ωe ǫ → 0
. We must therefore consider: ω → ∞,ǫ → ∞, and ω p → 0. a. Energetic Limit 1: ω → ∞ Note that we replace m ′ with µ in the below. s 2 i,j is increasing with ω To demonstrate this, we will show the following.
Analytically, we can see that the in the limit of ω → ∞, only terms of order ω 4 remain. If we expand and collect the terms together in ω s 2
Thus, in the limit ω → ∞,
in the limit ω → 0, only the constant terms (those not multiplied by ω) remain. We therefore have This gives the desired result:
The increase in s 2 i,j in monotonic To demonstrate that the increase in s 2 i,j is monotonic in ω we must show that d dω s 2 i,j > 0
We will compute the derivatives of each of the components separately. The easiest is the s 2 2,3 term. d dω s 2 2,3 = e 2γ µw 3 e γ w 3µ 2 + w 2 + 2µw + e 2γ w 2 (2µ + w) + µ 4µ 2 + 2w 2 + 3µw 4 (µ 2 + w 2 + µw) 2 (µ 2 + e 2γ w 2 + e γ µw) 2 which is greater than zero because all rate constants are positive. This is the desired result.
Now lets turn to the other two terms. It is sufficient to consider the numerator of the derivatives of s 2
This term is positive except for the case
which is only satisfied outside of the proofreading regime ωp e ǫ ω > 1.
b. Energetic Limit 2: ǫ → ∞ s 2 i,j is increasing with ǫ To demonstrate this, we will show the following.
First note that the term s 2 2,3 is not a function of ǫ. If we rearrange the other two s 2 i,j terms to collect w.r.t ǫ we get,
In the limit of ǫ → ∞ we have
In contrast, as ǫ → −∞ we have: To understand the behavior of these expressions, we introduce the ratio variable σ = w µ :
and:
12(1+e 2γ σ 2 +σµe γ ) .
In the limit of large σ, we have:
The increase in s 2 i,j is monotonic Again the s 2 2,3 term is not a function of ǫ, so considering only the terms of type s 2
As expected, these terms are monotonically increasing except when −m ′2 ω p 2 dominates all other (positive) terms in the square bracket, which requires m ′ large, and ωp e ǫ ω > 1, far from the proofread-ing limit. Putting these sums back into the equation for orthogonality we can verify that orthogonality is decreasing as ǫ increases in the proofreading limit c. Energetic Limit 3: ω p → 0 Again it is instructive to rearrange s 2 i,j to collect the ω p terms. Again the third term is not a function of ω p , This gives s 2 1,2 = 9w 4 e 2ǫ +6µw 3 e 2ǫ +ω 2 p (µ 2 +4w 2 −4µw)+µ 2 w 2 e 2ǫ +ωp(12w 3 e ǫ −2µw 2 e ǫ −2µ 2 we ǫ ) 12w 4 e 2ǫ +12µw 3 e 2ǫ +ω 2 p (12µ 2 +12w 2 +12µw)+12µ 2 w 2 e 2ǫ +ωp(16w 3 e ǫ +16µw 2 e ǫ +16µ 2 we ǫ ) s 2 1,3 = 9w 4 e 2γ+2ǫ +6µw 3 e γ+2ǫ +12w 3 e γ+ǫ ωpe γ +ωp(−6µw 2 e γ+ǫ −4µwωpe γ −2µ 2 we ǫ )+4w 2 ωpe 2γ +4µw 2 e ǫ ωpe γ +µ 2 w 2 e 2ǫ +µ 2 ω 2 p 12w 4 e 2γ+2ǫ +12w 3 e 2ǫ µe γ +ω 2 p (12µ 2 +12e 2γ w 2 +12wµe γ )+12µ 2 w 2 e 2ǫ +ωp(16w 3 e 2γ+ǫ +16w 2 e ǫ µe γ +16µ 2 we ǫ ) and we must show that the sums are decreasing in ω p , i.e. 
As previously we have the desired result directly:
The increase in s 2 i,j is monotonic We compute
These terms are monotonically decreasing except for when −m ′2 ω p 2 dominates all other (positive) terms in the square bracket, which requires m ′ large, and ωp e ǫ ω > 1.
Putting these sums back into the equation for or-thogonality we can verify that orthogonality is increasing as ω p increases in the proofreading limit Derivation of the kinetic regime error rate We first derive an expression for the error rate in the kinetic regime of the Ninio-Hopfield scheme, ξ kinetic . We then determine the appropriate proofreading limits in the kinetic regime.
We compute that: 
where we have let a = ωω i , b = ωω p , c = ω i ω p e ǫi . When the total dissipation ǫ i + ǫ p + ǫ is high, the terms e ǫ+ǫi in Equation E1 will dominate. We therefore have that ξ kinetic ≈ e 2δ a + e δ+ǫp b + e ǫp c e 2δ a + e 2δ+ǫp b + e 2δ+ǫp c from which it is clear that proofreading requires that e ǫp /a be very large. Moreover, the error fraction is minimized when c/b is very large. Note that proofreading can still occur when b/c >> 1, but the error fraction is not minimized in this regime. Translating these conditions into Kramer's form parameters gives the necessary limits for maximum discrimination e ǫp → ∞, ω i e ǫi ω → ∞.
As in the energetic regime, we take m ′ = µ = ω i e ǫi , and write the limits as:
We now investigate orthogonality in these discriminatory limits.
Orthogonality is increasing with µ Recall that increasing orthogonality requires s 2 i,j decreasing. Lets begin by rewriting the elements of = ω 4 e 2δ 4(µ 2 +µω+ω 2 )(ω 2 e 2δ +µωe δ +µ 2 ) .
Because s 2 2,3 has µ in the denominator but not in the numerator it must go to zero as µ → ∞. The expressions for the remaining s 2 1,i terms are, lim µ→0 s 2 1,2 = (2ωe δ+δp +ǫ +e δp ωp+ωe δp +ǫ +ωp) 2 4(ω 2 e 2(δ+δp +ǫ) +ω 2 e δ+2(δp +ǫ) +ωωpe δ+δp +ǫ +ωωpe δ+2δp +ǫ +e δp ω 2 p +e 2δp ω 2 p +ω 2 e 2(δp +ǫ) +ωωpe δp +ǫ +ωωpe 2δp +ǫ +ω 2 p ) lim µ→0 s 2 1,3 = (ωe δ+δp +ǫ +e δp ωp+2ωe δp +ǫ +ωp) 2 4(ω 2 e 2(δ+δp +ǫ) +ω 2 e δ+2(δp +ǫ) +ωωpe δ+δp +ǫ +ωωpe δ+2δp +ǫ +e δp ω 2 p +e 2δp ω 2 p +ω 2 e 2(δp +ǫ) +ωωpe δp +ǫ +ωωpe 2δp +ǫ +ω 2 p ) and lim µ→∞ s 2 1,2 = (ωp−ωe δ+δp +ǫ ) 2 4(ω 2 e 2(δ+δp +ǫ) +ω 2 e δ+2(δp +ǫ) +ωωpe δ+δp +ǫ +ωωpe δ+2δp +ǫ +e δp ω 2 p +e 2δp ω 2 p +ω 2 e 2(δp +ǫ) +ωωpe δp +ǫ +ωωpe 2δp +ǫ +ω 2 p ) lim µ→∞ s 2 1,3 = e 2δp (ωp−ωe ǫ ) 2 4(ω 2 e 2(δ+δp +ǫ) +ω 2 e δ+2(δp +ǫ) +ωωpe δ+δp +ǫ +ωωpe δ+2δp +ǫ +e δp ω 2 p +e 2δp ω 2 p +ω 2 e 2(δp +ǫ) +ωωpe δp +ǫ +ωωpe 2δp +ǫ +ω 2 p )
Here we will again make a ratio substitution, τ = ωe ǫ /ω p and send τ → ∞ and required in the kinetic discriminatory regime. In this limit, we have:
This gives the desired result,
Putting these sums back into the equation for orthogonality we can verify that orthogonality is increasing as µ increases in the proofreading limit (τ ≈ 10 4 ):
e. The increase in s 2 i,j is monotonic Again it is easiest to start with the s 2 2,3 term. An application of the quotient rule reveals that d dµ s 2 2,3 < 0. The remaining derivatives are given by d dµ s 2 1,2 = − ω(ω(µ+2ω)e δ+δp +ǫ +e δp ωωp+ω 2 e δp +ǫ +ωp(ω−µ))(3µωe δ+δp +ǫ +e δp ωp(2µ+ω)+ωe δp +ǫ (2µ+ω)+3ωp(µ+ω)) 4(µ 2 +µω+ω 2 ) 2 (ω 2 e 2(δ+δp +ǫ) +ω 2 e δ+2(δp +ǫ) +ωωpe δ+δp +ǫ +ωωpe δ+2δp +ǫ +e δp ω 2 p +e 2δp ω 2 p +ω 2 e 2(δp +ǫ) +ωωpe δp +ǫ +ωωpe 2δp +ǫ +ω 2 p ) d dµ s 2 1,3 = − ω(ω(2µ+ω)e δ+δp +ǫ +3e δp ωp(µ+ω)+3µωe δp +ǫ +ωp(2µ+ω))(ωe δp +ǫ ((e δ +2)ω+µ)+ωp(e δp (ω−µ)+ω)) 4(µ 2 +µω+ω 2 ) 2 (ω 2 e 2(δ+δp +ǫ) +ωe δ+δp +ǫ (e δp (ωp+ωe ǫ )+ωp)+e δp ω 2 p +e 2δp ω 2 p +ω 2 e 2(δp +ǫ) +ωωpe δp +ǫ +ωωpe 2δp +ǫ +ω 2 p )
Which are both strictly negative. We conclude that s 2 i,j is a monotonically decreasing function of µ, thus orthogonality is monotonically increasing.
clarity.
We will use the Matrix-Tree theorem (MTT), which provides an expression for steady states in terms of spanning trees [28] . Recall that a spanning tree of a graph G is is a subgraph which: includes every vertex of G and has no cycles (when edge directions ignored). A spanning tree is said to be rooted at node i if i is the only vertex of the subgraph without any outgoing edges.
The MTT provides an expression for the steady states of node i in terms of the sum of the product of the rates of each spanning tree rooted at i. That is:
where S i (G) is the set of all spanning trees of graph G rooted at i.
We will exploit the structure of our ladder network in order to simplify this expression. Our ladder consists of two subgraphs (call them G R , G W , corresponding to right, wrong products, respectively). These two subgraphs are joined at a single node, 0. Because the subgraphs share a single node, the kernel element corresponding to node i in subgraph R is given by
This gives for the error
We know that ρ S (G S ) ({S = W, R}) in Equation F1 represents the node at the top corner of the graph. Similarly, ρ 0 (G S ) represents the node 0.
We therefore need only determine analytical expressions for the sums of (products of rate constants of) spanning trees rooted at the top corner and 0 nodes.
Let's count the trees rooted at ρ 0 (G S ) first. In order for the tree to be rooted at 0, there are a number of essential arrows:
without any of which it is impossible to produce a spanning tree rooted at 0. The necessity of these arrows comes from the unidirectionality of the f, b.
What other arrows are necessary for a spanning tree? Consider the diagram
It is necessary and sufficient for a spanning tree rooted at 0 to contain all of the red arrows, and exactly one of the green arrows and one of the blue arrows. This holds in general; each loop in a ladder must contribute either a factor of f or d to a spanning tree rooted at 0.
We can thus count the number of possible spanning trees, and the product of their rate constants
where the second line follows from the Binomial theorem, and where we have set the number of square loops in the ladder portion of the graph to be α.
We can now repeat this procedure with spanning trees rooted in the upper corner, with red, blue, and green as before:
Which gives us:
Note that in comparison to the last expression, we have merely made the substitutions:
Returning to our expression for the error gives
where we have denoted variables coming from the 'right' and 'wrong' sides of the ladder with subscripts R and W, respectively. We can do some cancellation
In the energetic regime we have that u R = u W , and that d W = d R e γ :
In the kinetic regime, we have that d R = d W e δ , u R = u W e δ , giving
which take values 0, 1/4, 0, and 1/12 in the limit η → 0 and 1/4, 0, 1/4, and 1/12 in the limit η → ∞ For N loops, we will have N terms of the first and third type, and N − 1 terms of the second type. The last term is unchanged in these limits. This gives the desired result,
Finally, we consider the case when φ → ∞. Note that x si , x s(i+1) 2 terms are not functions of φ. The two remaining terms to consider are,
x si , y s(i+1) 2 = (η + φ) 2 4 (1 + φ + φ 2 ) (1 + η + η 2 )
x si , y si 2 = (η + 2ηφ + φ) 2 4 (1 + φ + φ 2 ) (1 + η + η 2 ) which in the φ → ∞ limit become,
x si , y s(i+1) 2 = 1 4η 2 + 4η + 4
x si , y si 2 = 4η 2 + 4η + 1 4η 2 + 4η + 4
Combining these term yields,
We can directly compute that s 2 i,j is monotonically increasing in both the φ → 0 and φ → ∞ limits.
a. φ does not affect orthogonality in the f ≪ d limit Before turning to the kinetic regime, we demonstrate that φ does not affect orthogonality in the energetic discrimination limit.
We examine the elements s 2 i,j that depend on φ in the η → ∞ discriminatory limit. Before taking the limit, we have x si , y s(i+1) 2 = (η + φ) 2 4 (1 + φ + φ 2 ) (1 + η + η 2 )
x si , y si 2 = (η + 2ηφ + φ) 2 4 (1 + φ + φ 2 ) (1 + η + η 2 ) y si , y s(i+1) 2 = (φ + 1) 2 4 (φ 2 + φ + 1) 2 .
In the η → ∞ limit these become
x si , y s(i+1) = 1 4φ 2 + 4φ + 4
x si , y si = 4φ 2 + 4φ + 1 4φ 2 + 4φ + 4 y si , y s(i+1) = (φ + 1) 2 (φ 2 + φ + 1) .
Now we must evaluate these in the limits of φ → 0 and φ → ∞, the first term goes from 1/2 to 0 as φ → ∞. The second term goes from 1/2 to 1 and the third term goes from 1/2 to 0. Because each loop consists of two of the second type term and one each of the first and third type term, the sum is the same in each limit. In the full expression for orthogonality, we do observe a small non-constant dependence on φ, but this is marginal and strictly decreases the orthogonality, thereby reinforcing our notion that φ cannot be used to increased realizable pathways in the low f regime.
Kinetic regime
We now need to demonstrate that
Define η = d/f, φ = u/b as before.
ξ kinetic = (φ + 1) α (1 + ηe δ ) α (φe δ + 1) α (η + 1) α .
which attains its minimum of e −αδ in the limit φ → ∞, η → 0. The previous sections demonstrated that orthogonality is increasing in these limits. Figure S1 demonstrates that orthogonality tends to increase as we add connections of equal order of magnitude to a graph. The figure was generated by first creating an all-to-all connected graph having 16 nodes. Rate constants were chosen randomly from the distribution Exp[N (0, 1
3 )]. For each of the c = 'connectivity fractions' in Figure S1 , a random set of 1 − c * (16 2 − 16)/2 connections was then chosen for deletion and removed bidirectionally. These random deletion sets were chosen 1000 times for each connectivity fraction considered. The mean and standard deviation of these 1000 samples is plotted. Graph sparsity 0 corresponds to a 16 × 16 grid graph. Connectivity, 0=Grid Θ FIG. S1: As a graph becomes more connected, orthogonality increases. Orthogonality is plotted against varying connectivities of a 16 node graph, generated as described in the main text of this section. Zero connectivity corresponds to a 16 × 16 grid graph, by convention. Figure S2 shows the relationship between orthogonality and error for the Ninio-Hopfield model in the kinetic regime (γ = 0, δ = δ p = 1). High orthogonality and high dissipation are necessary for low error. Table I gives the values of the rate constants in the irreversible style ladder graph model, and used to generate the plots in Figure 4 Table II gives the values used to derive Kramer's form rate constants for the reversible ladder graph and to generate the plots shown in Figure 4 . Table III gives the val- Orthogonality is required to achieve the minimum error rate in the kinetic regime (γ = 0, δ = 1). The log of the error rate (ln(ξ)) as a function of the orthogonality (Θ) is plotted for simulations of the triangle graph (Hopfield-Ninio) with Kramer's form rate constants for 1,000 randomly chosen values of ω i , ω p , ǫ i , and ǫ p . Other parameters were fixed (ω = 1, ǫ = 10). Color shows the dissipation ∆S i at steady state. Figure 2 .
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MATLAB code used to generate the figures can be found at https://github.com/davex0r/GeometricRequirementsDiscrimination LaTeX code for the manuscript can be found and text revisions can be tracked at https://github.com/davex0r/GeometricDiscriminationManuscript
