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Abstract
This paper is devoted to the derivation of (non-linear) drift-diffusion equations from the
semiconductor Boltzmann equation. Collisions are taken into account through the non-linear
Pauli operator, but we do not assume relation on the cross section such as the so-called
detailed balance principle. In turn, equilibrium states are implicitly deﬁned. This article
follows and completes the contribution of Mellet (Monatsh. Math. 134 (4) (2002) 305–329)
where the electric ﬁeld is given and does not depend on time. Here, we treat the self-consistent
problem, the electric potential satisfying the Poisson equation. By means of a Hilbert
expansion, we shall formally derive the asymptotic model in the general case. We shall then
rigorously prove the convergence in the one-dimensional case by using a modiﬁed Hilbert
expansion.
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1. Introduction
Our study starts from the following system of equations, in which the unknowns
are the function f eðx; k; tÞ and the potential V eðx; tÞ:
@tf
e þ 1
e
ðvðkÞ  rx f e þrxV e  rkf eÞ ¼ 1e2 Qðf
eÞ for xAO; kAB; tARþ;
DV e ¼ R
B
f eðx; k; tÞ dk  DðxÞ for xAO; tARþ;
f eðx; k; 0Þ ¼ finðx; kÞ for xAO; kAB:
8>><
>>:
ð1Þ
Such a system naturally arises when modeling the electrons transport in a
semiconductor device. Precisely, f eðx; k; tÞ is the probability to ﬁnd an electron with
wave vector kAB and position xAO; at time tX0: Here, the space variable x lies in
some bounded subset O of RN : In order to avoid difﬁculties related to boundary
conditions, we shall deal with periodic boundary conditions: we set O ¼ RN=L;
where L is a lattice of RN : The wave vector variable k lies in the ﬁrst Brillouin zone,
B; which can be essentially seen as a torus in RN : Then, the set B is considered as
endowed with the normalized Lebesgue measureZ
B
dk ¼ 1:
The velocity of the particles is deﬁned by a smooth function of the wave vector,
which derives from an energy functional, kAB/vðkÞ ¼ rkEðkÞARN : The right-
hand side in the ﬁrst equation of (1) describes interaction phenomena of the particles
within the device, in particular, collisions with impurities, phonons or other particles.
It takes the form of a non-linear operator, non-local with respect to the variable k: It
will be described more precisely in a few lines. An important feature is the mass
conservation property which means thatZ
B
Qðf Þ dk ¼ 0 ð2Þ
holds (at least formally). Accordingly, the solution satisﬁesZ
O
Z
B
f e dk dx ¼
Z
O
Z
B
fin dk dx:
On the other hand, the electrons are also submitted to an electric ﬁeld Ee ¼ rxV e;
coupled to the probability f e via the Poisson equation. The function D is a given
(non-negative) doping proﬁle. Throughout the paper, we assume that D is a regular
function, say CNðOÞ: We therefore assume, in what follows, thatZ
O
D dx ¼
Z
O
Z
B
fin dk dx;
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so that the Poisson equation with periodic boundary conditions makes sense
(note however that the case of null boundary conditions can be treated similarly).
The right-hand side in (1) is given by the following Boltzmann–Pauli operator:
Qðf Þðx; kÞ ¼
Z
k0AB
ðsðx; k; k0Þð1 f ðkÞÞf ðk0Þ  sðx; k0; kÞð1 f ðk0ÞÞf ðkÞÞ dk0; ð3Þ
where we omitted the x-dependence of f for the sake of clarity and s is a given non-
negative function. This operator models the collisions against other particles that
electrons may suffer when crossing the device whereas the ð1 f Þ terms in Q take
into account the Pauli exclusion principle. This leads us to deal with distribution
functions satisfying naturally 0pfp1: For such bounded functions, (3) clearly
makes sense when s is bounded, since B is ﬁnitely measured. Note also that the mass
conservation relation (2) is satisﬁed. The cross-section sðx; k; k0Þ represents the
probability that the scattering event produces a transition of the state of the electron
from the state k to the state k0: All the information on the scattering processes is
embodied in this function. Our aim in the present paper is to deal with the very
general cross section, sðx; k; k0Þ: We quote the papers of Poupaud [13], Mellet [12]
and the references therein for details on the physical background concerning the
equation; we also refer to the classical treatise of Markowich et al. [11], and the
recent lecture notes of Degond [3]. More details on solid state physics can be found,
for instance, in [1].
The parameter e involved in (1) is a scaled version of the mean free path between
two scattering events. In physical situation, this parameter is small and we are
interested in the behavior of the solutions of (1) as e goes to 0. Precisely, we are
interested in a physical situation where the observation length scale is large
compared to the mean free path while the observation time scale is large compared to
the characteristic time of evolution of the particles. In view of Eq. (1), one expects
that f e converges to an equilibrium state, i.e. a function F satisfying QðFÞ ¼ 0: The
characterisation of such functions is therefore an important issue in the asymptotic
study of Eq. (1).
Usually, when modeling collision effects, the so-called detailed balance principle
(or microreversibility condition) is assumed; namely, it is supposed that the collision
kernel s fulﬁlls
sðx; k; k0Þ expðEðkÞ=ðkBTÞÞ ¼ sðx; k0; kÞ expðEðk0Þ=ðkBTÞÞ; ð4Þ
where E is the energy functional, kB is the Boltzmann constant and T ; possibly
depending on x; stands for the lattice temperature. In such a situation, the
equilibrium states, solutions of QðFÞ ¼ 0; are the following Fermi–Dirac
distributions
Fðm; kÞ ¼ 1
1þ expððEðkÞ  mÞ=ðkBTÞÞ;
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where m is related to the density by r ¼ RB Fðm; kÞ dk: Note that in this situation,
QðFÞ vanishes since the integrand sðk; k0Þð1 FðkÞÞFðk0Þ  sðk0; kÞð1 Fðk0ÞÞFðkÞ
vanishes. The corresponding asymptotic problem has been extensively investigated
by Golse and Poupaud [7], assuming a constant temperature. Our main contribution
in this paper is to remove the detailed balance assumption (4). We consider the
Boltzmann equation written under general consideration as in (3) and we do not
postulate that the system is driven by Fermi–Dirac statistics. Some results in this
direction have been obtained in a linear situation by Degond et al. [4]. Ref. [12]
deals with the non-linear Boltzmann–Pauli equations (1)–(3), with a given
time-independent electric potential V : In this work, we shall investigate the self-
consistent case.
We now make precise our assumptions on the cross-section sðx; k; k0Þ:
Hypothesis 1. (i) There exist two positive constants
%
s; %s > 0 such that
%
spsðx; k; k0Þp %s
holds for almost all xAO; k; k0AB:
(ii) The cross-section sðx; k; k0Þ is smooth with respect to x; k; k0:
Note that Hypothesis 1(i) is fulﬁlled, for instance, when collisions are isotropic
(in such a case we have sðx; k; k0Þ ¼ s0). When Hypothesis 1 is satisﬁed, the existence
and uniqueness of a solution f e of (1) are given by the following Proposition, for
which we refer to Poupaud [13].
Proposition 2 (Poupaud [13]). For all fin in W
1;1ðO	 BÞ such that 0pfinp1; there
exists a unique f eAW 1;1-W 1;NðO	 B 	 ð0;TÞÞ satisfying 0pf ep1 and V e with
rxV eAW 1;NðO	 ð0;TÞÞ which solve (1) in the distributional sense.
As mentioned above, when the detailed balance principle holds, the equilibrium
states are the Fermi–Dirac distributions. In the general case, we do not have any
explicit expression for equilibria and their existence is a non-trivial point. However,
the following statement says that equilibrium functions exist for the general Pauli
operator (3), and they can be parametrized by their density.
Proposition 3. For all rðxÞ in LNðOÞ satisfying 0prðxÞp1; there exists a unique
FðrðxÞ; x; kÞ in LNðO;LNðBÞÞ which verifies
0pFðrðxÞ; x; kÞp1; R
B
FðrðxÞ; x; kÞ dk ¼ rðxÞ a:e: xAO;
QðFðrÞÞ ¼ 0:
(
ð5Þ
Proposition 3 has been announced in [8]; a detailed proof is given in the appendix.
Let us only say for the time being that the proof of Proposition 3 relies on the
properties of the ﬁrst derivative of Q with respect to f ; which is the linear integral
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operator Lf on L
NðBÞ deﬁned by
@Q
@f
 	
f
ðgÞ ¼ Lf ðgÞ ¼
Z
B
ðsf ðk; k0Þgðk0Þ  sf ðk0; kÞgðkÞÞ dk0; ð6Þ
where we set
sf ðk; k0Þ ¼ sðk; k0Þð1 f ðkÞÞ þ sðk0; kÞf ðkÞ; ð7Þ
for any function f satisfying 0pf ðkÞp1 for almost all k in B: The properties of such
a linear operator have been investigated in detail in [4]. Here, we will essentially use
the following Fredholm alternative (see Lemma A.3 in the appendix).
Lemma 4. Let f satisfy 0pfp1: Then, for any hALNðBÞ such that RB h dk ¼ 0 there
exists a unique solution gALNðBÞ of Lf ðgÞ ¼ h with
R
B g dk ¼ 0:
Moreover, differentiating (5) with respect to r (in the distributional sense), we can
check that
Lemma 5. The function Fðr; x; kÞ is smooth with respect to r: More precisely, all the
derivatives @
nF
@rn belong to L
Nðð0; 1Þ 	 O	 BÞ:
In the sequel, we shall denote by F 0ðrÞ the ﬁrst derivative of F with respect to r:
Important properties of F 0ðrÞ are detailed in Remark 19. Finally, in the discussion of
the asymptotics, one needs the following null ﬂux hypothesis on the equilibrium state
FðrÞ:
Hypothesis 6. For all rA½0; 1; we assume that
Z
B
vðkÞFðrÞðx; kÞ dk ¼ 0
for almost all xAO:
In view of Lemma 4, this hypothesis will appear later on as a solvability condition
for certain auxiliary equations (see (10) below). A formal analysis, performed in
Section 2, shows that system (1) tends to the following limit system, the macroscopic
unknowns being the density rðx; tÞ and the potential Vðx; tÞ;
@tr divx½Pðr; xÞrxrþYðr; xÞrxV þ wðr; xÞ ¼ 0 for ðx; tÞAQT ;
DVðx; tÞ ¼ rðx; tÞ  DðxÞ for ðx; tÞAQT ;
rðx; 0Þ ¼ rinðxÞ for xAO:
8><
>: ð8Þ
T. Goudon, A. Mellet / J. Differential Equations 189 (2003) 17–45 21
Here and below, we use the notation
QT ¼ O	 ð0;TÞ;
where 0oToN: For rA½0; 1; the matrices Pðr; xÞ; Yðr; xÞ; and the vector wðr; xÞ
are deﬁned by
Pðr; xÞ ¼ 
Z
B
vðkÞ#lðr; x; kÞ dk;
Yðr; xÞ ¼ 
Z
B
vðkÞ#nðr; x; kÞ dk;
wðr; xÞ ¼ 
Z
B
mðr; x; kÞvðkÞ dk; ð9Þ
where lðr; x; kÞ; nðr; x; kÞ; mðr; x; kÞ solve the auxiliary equations
LFðrÞðlðrÞÞ ¼ vðkÞF 0ðrÞ;
Z
B
lðrÞ dk ¼ 0;
LFðrÞðnðrÞÞ ¼ rkFðrÞ;
Z
B
nðrÞ dk ¼ 0;
LFðrÞðmðrÞÞ ¼ vðkÞ  ðrxFÞðrÞ;
Z
B
mðrÞ dk ¼ 0: ð10Þ
In (9), we have denoted, for a; bARN ; a#b for the N 	 N matrix with coefﬁcients
aibj: Recall that F
0ðrÞ stands for the derivative of F with respect to r and, since O is a
torus, Eq. (8) is understood with periodic boundary conditions. We shall prove the
convergence of f e;V e towards the solutions of (8) as e goes to 0.
The rigorous proof of the convergence, however, involves some L1 estimates for
the Poisson equation that are available only in a one-dimensional setting. We shall
therefore perform the proof only within this framework. More precisely, if O is a
torus in R; and P11; Y11; w1 denote the ﬁrst coefﬁcient of P; Y; w; our main result
states as follows.
Theorem 7. Let fin satisfy 0pfinp1 and QðfinÞ ¼ 0 and rin ¼
R
B fin dk is a smooth
function. Suppose that Hypotheses 1 and 6 hold. Then, the solution f eðx; k; tÞ of the 1-D
Boltzmann equation (1) converges as e-0 towards an equilibrium state Fðrðx; tÞ; x; kÞ;
where the density rðx; tÞ solves the following asymptotic equation:
@tr @x½P11ðr; xÞ@xrþY11ðr; xÞ@xV þ w1ðr; xÞ ¼ 0 for ðx; tÞAQT ;
@2xVðx; tÞ ¼ rðx; tÞ  DðxÞ for ðx; tÞAQT ;
rðx; 0Þ ¼ rinðxÞ for xAO:
8><
>: ð11Þ
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Moreover for all T > 0; there exists a constant CT such that
jf eðtÞ  FðrðtÞÞjL1ðO	BÞpCT e for all tA½0;T :
As in [12], the convergence proof relies on an asymptotic expansion of f e;
and the Chapman–Enskog method (see [2]). This method has also been used to deal
with a linearized version of (1) by Poupaud [14]. The main drawback of the
Chapman–Enskog method is that it requires some regularity for the solution of the
asymptotic equation, which is here a non-linear coupled system. It is therefore
crucial to establish the existence and regularity of the solution of the asymptotic
problem. This will be done in Section 3. In Section 2, we shall formally derive the
asymptotic model (8) by means of a Hilbert expansion, and anticipating on the
results of Section 3, we shall deduce Theorem 7.
2. Derivation of the asymptotic model
The ﬁrst part of this section will be devoted to the formal derivation of (8), relying
on the usual Hilbert expansion. Unfortunately, the expansion of the quadratic term
rxV e  rkf e gives rise to some singular term that prevents us from leading the usual
estimate of the remainder. The proof of the Theorem 7 therefore relies on a new
formal development of f e; ﬁrst introduced by Tayeb [16]. Note however that [16] uses
crucially entropy estimates which are not available here; hence our proof needs
another trick.
2.1. The formal derivation
For further purpose, let us introduce the following Taylor expansion of the
collision operator Q:
Qðf þ gÞ ¼ Qðf Þ þ Lf ðgÞ þ Rðg; gÞ;
where Lf is the differential of Q with respect to f ; introduced in (6) and (7). The
remainder R is deﬁned by the following bilinear operator:
Rðg; hÞ ¼
Z
B
1
2
ðsðk0; kÞ  sðk; k0ÞÞ½gðkÞhðk0Þ þ gðk0ÞhðkÞ dk0:
The usual way to derive the asymptotic model is to expand f e and V e as follows:
f e ¼ f 0 þ ef 1 þ e2f 2 þ?;
V e ¼ V0 þ eV 1 þ e2V 2 þ? :
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We insert these expansions in (1). Identifying terms having the same order with
respect to e; we are led to
Qðf 0Þ ¼ 0; ð12Þ
Lf 0ðf 1Þ ¼ vðkÞ  rx f 0 þrxV 0  rkf 0; ð13Þ
Lf 0ðf 2Þ ¼ @tf 0 þ vðkÞ  rx f 1
þ rxV 0  rkf 1 þrxV 1  rkf 0  Rðf 1; f 1Þ; ð14Þ
while the potentials satisfy
DV 0 ¼ r0ðx; tÞ  DðxÞ ¼
Z
B
f 0ðx; k; tÞ dk  DðxÞ;
DV i ¼ riðx; tÞ ¼
Z
B
f iðx; k; tÞ dk:
The ﬁrst equality (12) reads
f 0ðx; k; tÞ ¼ Fðrðx; tÞ; x; kÞ;
where rðx; tÞ ¼ RB f 0ðx; k; tÞ dk: Thus the right-hand side of (13) can be rewritten as
follows:
rxV0ðxÞ  ðrkFÞðrðx; tÞ; x; kÞ
þ F 0ðrðx; tÞÞðx; kÞvðkÞ  rxrþ vðkÞ  ðrxFÞðrðx; tÞ; x; kÞ:
We recall that F 0ðrÞ designates the derivative of F with respect to r: It can
be shown that F 0ðrÞ belongs to the kernel of the linear operator LFðrÞ: Precisely,
we have
KerðLFðrÞÞ ¼ SpanðF 0ðrÞÞ; F 0ðrÞ > 0;
see Remark A.5. We now deﬁne lðr; x; kÞ; nðr; x; kÞAðLNðO;LNðBÞÞÞN and
mðr; x; kÞALNðO;LNðBÞÞ by Eqs. (10). In view of Lemma 4, it is worth pointing
out that Hypothesis 6 is crucial to guarantee that these auxiliary equations admit
solutions. We then set
f 1 ¼ lðrÞ  rxrþ nðrÞ  rxV 0 þ mðrÞ: ð15Þ
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The solvability condition for f 2 is obtained by integrating (15) with respect to k:
Since
R
B
Rðg; gÞðkÞ dk ¼ 0 for all g; we obtain
@t
Z
B
f 0 dk þ divx
Z
B
vðkÞf 1 dk
 	
þrxV0 
Z
B
rkf 1 dk þrxV 1 
Z
B
rkf 0 dk ¼ 0:
ð16Þ
The last two terms in the above expression vanish thanks to the periodicity with
respect to k; while (15) givesZ
B
vðkÞf 1 dk ¼ ðPðrÞrxrþYðrÞrxV þ wðrÞÞ; ð17Þ
with PðrÞ; YðrÞ and wðrÞ deﬁned by (9), and Vðx; tÞ ¼ V 0ðx; tÞ: Note thatZ
B
f 0ðx; k; tÞ dk ¼
Z
B
Fðrðx; tÞ; x; kÞ dk ¼ rðx; tÞ:
Then, inserting (17) in (16), the solvability condition becomes
@tr divxðPðrÞrxrþYðrÞrxV þ wðrÞÞ ¼ 0;
DV ¼ r DðxÞ;
(
which is the asymptotic equation (8).
This equation is a non-linear diffusion equation, for which we are able to prove
the following existence and uniqueness result, which applies in any dimension (in the
statement O is a torus in RN).
Proposition 8. For all T > 0; there exists a unique pair of functions
rðx; tÞAL2ð0;T ; H1ðOÞÞ-H1ð0;T ; H1ðOÞÞ and Vðx; tÞAL2ð0;T ; H1ðOÞÞ solutions
of the asymptotic equation:
@tr divx½Pðr; xÞrxrþYðr; xÞrxV þ wðr; xÞ ¼ 0 for ðx; tÞAQT ;
DVðx; tÞ ¼ rðx; tÞ  DðxÞ for ðx; tÞAQT ;
rðx; 0Þ ¼ rinðxÞ for xAO:
8><
>: ð18Þ
Furthermore, this solution satisfies 0prðx; tÞp1 for almost all ðx; tÞAQT :
Moreover, we shall see that this solution is CN smooth, as stated in the following
lemma.
Lemma 9. The solutions ðrðx; tÞ;Vðx; tÞÞ given by Proposition 8 are CN with respect
to ðx; tÞ:
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These statements are the cornerstone of the rigorous derivation of the
asymptotic regime. The proofs are postponed to Section 3, we ﬁrst derive the limit
system.
2.2. Rigorous derivation: proof of Theorem 7
A first attempt towards the rigorous proof: As in [12], a ﬁrst idea would be to
estimate the remainder
re ¼ f e  FðrÞ  ef 1  e2f 2; ð19Þ
where ðrðx; tÞ; Vðx; tÞÞ are the solutions of the limit problem given by Proposition 8.
Since the solution of (13) is deﬁned up to an element of KerðLFðrÞÞ; we deﬁne the
ﬁrst-order corrector by
f 1 ¼ lðrÞ  rxrþ nðrÞ  rxV þ mðrÞ þ qF 0ðrÞ; ð20Þ
where qðx; tÞ is an arbitrary (smooth) function that will be suitably chosen later on.
Thanks to the null-ﬂux assumption, this last term in (20) does not give any
contribution in the expression of the ﬂux
R
B
vðkÞf 1 dk: Then we deﬁne the second-
order corrector by
LFðrÞðf 2Þ ¼ @tFðrÞ þ vðkÞ  rx f 1 þrxV  rkf 1  Rðf 1; f 1Þ: ð21Þ
We also introduce a new splitting of the non-linear term Qðf eÞ:
Qðf þ gÞ ¼Qðf Þ þ
Z
B
ðsðk; k0Þð1 ðf þ gÞÞg0  sðk0; kÞð1 ðf 0 þ g0ÞÞgÞ dk0
þ
Z
B
ðsðk0; kÞfg0  sðk; k0Þf 0gÞ dk0;
where f stands for f ðkÞ and f 0 for f ðk0Þ: We deﬁne the operators
Nf ðgÞ ¼
Z
B
ðsðk; k0Þfg0  sðk0; kÞf 0gÞ dk0;
N 0f ðgÞ ¼
Z
B
ðsðk0; kÞfg0  sðk; k0Þf 0gÞ dk0 ¼ Ngðf Þ:
Then, writing f e ¼ ðFðrÞ þ ef 1 þ e2f 2Þ þ re; we get
Qðf eÞ ¼ QðFðrÞ þ ef 1 þ e2f 2Þ þ N1f eðreÞ þ N 0ðFðrÞþef 1þe2f 2ÞðreÞ:
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Inserting expansion (19) of f e in (13), simpliﬁcations arise from (13) and (21), and we
see that reðx; k; tÞ solves
@tr
e þ 1
e
ðvðkÞ  rxre þrxV e  rkreÞ ¼ 1e2 N1f eðr
eÞ þ 1
e2
N 0ðFðrÞþef 1þe2f 2ÞðreÞ
þeSe  1
e
rxðV e  VÞ  rkðFðrÞ þ ef 1Þ;
reðt ¼ 0Þ ¼ rein;
8>><
>>>:
ð22Þ
where the source term Seðx; k; tÞ is given by
Se ¼Rðf 1; f 2Þ þ Rðf 2; f 1Þ þ eRðf 2; f 2Þ  @t f 1  e@t f 2
 vðkÞ  rx f 2 rxV e  rkf 2:
In [12], the potential V is given and does not depend on time. In this case, we are led
to the same formulae with V e ¼ V :Hence, the convergence to zero of the L1-norm of
re can be established from the corresponding Eq. (22). But here, the method breaks
down, due to the singular term
1
e
rxðV e  VÞ  rkðFðrÞ þ ef 1Þ:
In order to get rid of this term, we shall modify the expansion of f e:
A modified Hilbert expansion: In the spirit of Tayeb [16], we use an hybrid Hilbert
expansion for f e: We deﬁne new correctors f˜ 1;e and f˜ 2; solutions of
LFðrÞðf˜ 1;eÞ ¼ vðkÞ  rxFðrÞ þ rxV e  rkFðrÞ;
LFðrÞðf˜ 2Þ ¼ @tFðrÞ þ vðkÞ  rx f 1 þrxV  rkf 1  Rðf 1; f 1Þ;
leading to a new expansion of f e
f e ¼ FðrÞ þ ef˜ 1;e þ e2f˜ 2 þ r˜ e: ð23Þ
With the notations of the previous sections, we have
f˜ 1;e ¼ lðrÞ  rxrþ nðrÞ  rxV e þ mðrÞ þ qF 0ðrÞ; ð24Þ
which has to be compared with (20). The e-dependence of the ﬁrst corrector will help
us to get rid of the singular term of the previous expansion. On the other hand, we
point out that f˜ 2 does not depend on e; and its deﬁnition involves the previous ﬁrst
order corrector f 1 deﬁned in (20).
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Then, a careful computation yields the following equation for the remainder:
@tr˜
e þ 1
e
ðvðkÞ  rxr˜ e þrxV e  rkr˜ eÞ
¼ 1
e2
N1f eðr˜ eÞ þ 1e2 N
0
ðFðrÞþef˜ 1;eþe2 f˜ 2Þðr˜ eÞ þ eU e þ W e;
r˜ eðt ¼ 0Þ ¼ r˜ein:
8>>><
>>:
ð25Þ
The source term U eðx; k; tÞ is now given by
U e ¼ Rðf˜ 1;e; f˜ 2Þ þ Rðf˜ 2; f˜ 1;eÞ þ eRðf˜ 2; f˜ 2Þ  e@tf˜ 2  vðkÞ  rxf˜ 2 rxV e  rkf˜ 2;
while W e reads
W e ¼ v  rxðf 1  f˜ 1;eÞ þ rxðV  V eÞ  rkf 1 þrxV e  rkðf 1  f˜ 1;eÞ
þ Rðf˜ 1;e; f˜ 1;eÞ  Rðf 1; f 1Þ  e@tf˜ 1;e: ð26Þ
As a ﬁrst remark, we stress the fact that the source term eU e þ W e in (25) does not
contain (formally) singular terms. Next, in U e the only differentiated terms involve
f˜ 2: Then, we can combine the regularity of the solutions of the auxiliary equations
with respect to r; x; k as studied in [12], see Proposition 11, to the smoothness of
rðx; tÞ; see Lemma 9. It leads to LN estimates on @af 1 and @af˜ 2: Combining this
information with the natural estimates on V e and f˜ 1;e; we can check that
sup
0ptpT
jU eðtÞjL1ðO	BÞpC:
The ﬁnal remark is devoted to W e: The treatment of W e is not so easy, since the
smoothness of f˜ 1;e is far from obvious and it is not clear at all that W e goes to 0 as
e-0: However, since R is bilinear and symmetric, we have
Rðf˜ 1;e; f˜ 1;eÞ  Rðf 1; f 1Þ ¼ Rðf˜ 1;e þ f 1; f˜ 1;e  f 1Þ:
Hence, we realize that W e involves differences between f˜ 1;e and f 1; and between V
and V e and e times the time derivative of f˜ 1;e: Restricting ourselves to the one-
dimensional framework, we will establish that
sup
0ptpT
jW eðtÞjL1ðO	BÞpCðjr˜ eðtÞjL1ðO	BÞ þ eÞ
holds. Here and below, C stands for a quantity which may vary from a line to
another but remains independent of e: We will see that this estimate sufﬁces to
conclude by using the Gronwall lemma.
T. Goudon, A. Mellet / J. Differential Equations 189 (2003) 17–4528
2.3. Proof of Theorem 7
From now on, we assume that the problem reduces to the one-dimensional
Boltzmann equation (this occurs, for instance, when the cross-section and the initial
data are invariant in the two other directions). Thus, O is a torus in RðO ¼ R=ZÞ and
kx; vxðkÞ denotes the ﬁrst coordinates of the wave vector k and velocity vðkÞ: Eq. (1)
reads in this context
@t f
e þ 1
e
ðvxðkÞ@x f e þ @xV e@kx f eÞ ¼
1
e2
Qðf eÞ for xAO; kAB; tARþ;
@2xV
e ¼ R
B
f eðx; k; tÞ dk  DðxÞ for xAO; tARþ;
f eðx; k; 0Þ ¼ finðx; kÞ for xAO; kAB:
8><
>:
Then, with the notation of the previous part, we have the following lemma.
Lemma 10. There exists a constant C > 0 such that
sup0ptpT jU eðtÞjL1ðO	BÞpC;
sup0ptpT jW eðtÞjL1ðO	BÞpCðjr˜ eðtÞjL1ðO	BÞ þ eÞ:
(
Note that we do not get the convergence to zero of the source term. However,
Lemma 10 will be enough to conclude the proof by evoking the Gronwall lemma.
Proof. The key points in the proof rely on uniform estimates satisﬁed by V e and
V  V e: First, the Poisson equation directly tells us that @2xV e ¼ re  D lies in a
bounded set in LNðQT Þ and we have
j@xV ejLNðQT ÞpC:
(We note that the same estimate holds in any dimension by using Sobolev
embedding.) As a consequence, one obtains
jf˜ 1;ejLNðQT	BÞpC:
Moreover, f 1; f˜ 2 and their derivatives belong to LN: The estimate on U e follows
easily.
Next, we use the following consequence of the Poisson equation:
@2xðV  V eÞ ¼ r
Z
B
f e dk ¼
Z
B
ðFðrÞ  f eÞ dk
¼ 
Z
B
r˜ e dk  e
Z
B
ðf˜ 1;e þ ef˜ 2Þ dk: ð27Þ
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It yields, on the one hand,
j@2xðV  V eÞjL1ðOÞpCðjr˜ eðtÞjL1ðO	BÞ þ eÞ;
and, on the other hand,
j@xðV  V eÞjL1ðOÞpCðjr˜ eðtÞjL1ðO	BÞ þ eÞ:
By (20) and (24), we have
f 1  f˜ 1;e ¼ n1ðrÞ@xðV  V eÞ;
so that, we get
jf 1  f˜ 1;ejL1ðO	BÞpCj@xðV  V eÞjL1ðOÞpCðjr˜ eðtÞjL1ðO	BÞ þ eÞ:
Note that, by using the symmetry of the bilinear map R;
jRðf˜ 1;e; f˜ 1;eÞ  Rðf 1; f 1ÞjL1ðO	BÞpCjf˜ 1;e  f 1jL1ðO	BÞpCðjr˜ eðtÞjL1ðO	BÞ þ eÞ:
Furthermore, we can also estimate
j@kxðf 1  f˜ 1;eÞjL1ðO	BÞp j@xðV  V eÞ @kxn1ðrÞjL1ðO	BÞ
pCj@xðV  V eÞjL1ðOÞpCðjr˜ eðtÞjL1ðO	BÞ þ eÞ
and
j@xðf 1  f˜ 1;eÞjL1ðO	BÞp j@xðV  V eÞ @xn1ðrÞjL1ðO	BÞ
þ j@2xðV  V eÞ n1ðrÞjL1ðO	BÞ
pCðj@xðV  V eÞjL1ðOÞ þ j@2xðV  V eÞjL1ðOÞÞ
pCðjr˜ eðtÞjL1ðO	BÞ þ eÞ:
It follows that the ﬁrst four terms of (26) are bounded by Cðjr˜ eðtÞjL1ðO	BÞ þ eÞ:
It remains to deal with @tf˜
1;e: By differentiating (24), we obtain
j@tf˜ 1;ejL1ðO	BÞp j@tðl1@xrþ mþ qF 0rÞjL1ðO	BÞ þ j@tðn1@xV eÞjL1ðO	BÞ
pCð1þ j@t@xV ejL1ðOÞÞ:
We can estimate the last term by using the Poisson equation again. Integration of (1)
with respect to kAB gives the conservation relation
@tre þ @xje ¼ 0;
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where the current je is given by
je ¼ 1
e
Z
B
vðkÞf e dk ¼
Z
B
vðkÞ ðf˜ 1;e þ ef˜ 2Þ dk þ 1
e
Z
B
vðkÞ r˜ e dk;
by using the null-ﬂux assumption. Therefore, the Poisson equation yields
@t@
2
xV
e ¼ @xð@t@xV eÞ ¼ @tre ¼ @xje:
It follows that
j@t@xV ejL1ðOÞpjjejL1ðOÞpC 1þ
1
e
jr˜ ejL1ðO	BÞ
 	
:
Hence, we conclude that
je@tf˜ 1;ejL1ðO	BÞpCðeþ jr˜ ejL1ðO	BÞÞ:
This ends the proof of Lemma 10. &
The remainder of the proof follows now straightforwardly from [12] and the
Gronwall lemma. We recall that @xV
e and f˜ 1;e belong to bounded sets in LNðQTÞ
and LNðO	 B 	 ½0;T Þ; respectively. According to [12], we have F 0ðrÞX%s%s and we
can choose the function qðx; tÞ in (20) so that f 1 and f˜ 1;e remain non-negative.
Repeating the reasoning for f˜ 2; we can choose f˜ 2X0 on ½0;T ; by the addition of a
constant time F 0ðrÞ: Hence, FðrÞ þ ef˜ 1;e þ e2f˜ 2X0: Moreover, as stated in
Proposition 2, 0pf ep1: In turn, the kernels sðk; k0Þð1 f eðkÞÞ and
sðk0; kÞðFðrÞðkÞ þ ef˜ 1;eðkÞ þ e2 f˜ 2ðkÞÞ of the operators N1f e and N 0ðFðrÞþef˜ 1;eþe2 f˜ 2Þ;
respectively, are non-negative. Therefore, the classical L1 estimate for the transport
equation (25), together with Lemma 10 gives
jr˜ eðtÞjL1ðO	BÞp jr˜einjL1ðO	BÞ
þ
Z t
0
ðejU eðsÞjL1ðO	BÞ þ jW eðsÞjL1ðO	BÞÞ ds
p jr˜einjL1ðO	BÞ þ Ceþ C
Z t
0
jr˜ eðsÞjL1ðO	BÞ ds: ð28Þ
The assumption on the preparation of the data means that the initial value
r˜ ein ¼ fin  FðrinÞ  eðf˜ 1;ejt¼0 þ ef˜ 2jt¼0Þ ¼ eðf˜ 1;ejt¼0 þ ef˜ 2jt¼0Þ
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has L1 norm of order e: By using the Gronwall lemma we conclude that
sup
0ptpT
jr˜ eðtÞjL1ðO	BÞpC e:
This completes the proof of Theorem 7. &
3. Existence and regularity of the solution of (8)
This section is devoted to the proofs of Proposition 8 and Lemma 9, namely, we
justify the existence and regularity of the solution of Eq. (8). Let T > 0 be ﬁxed; we
recall the notation
QT ¼ O	 ð0;TÞ:
We ﬁrst note that the coefﬁcients Pi;jðr; xÞ; Yi;jðr; xÞ and wjðr; xÞ; deﬁned by (9) are
only deﬁned on ½0; 1 	 O; and satisfy
Yðr ¼ 0; xÞ ¼ Yðr ¼ 1; xÞ  0 and wðr ¼ 0;xÞ ¼ wðr ¼ 1; xÞ  0: ð29Þ
In order to deal within the general framework of the functional space L2ðQTÞ; we set
PðrÞ ¼ Pð0Þ; if rp0;PðrÞ ¼ Pð1Þ; if rX1; and we extend Y and w in the same way.
We point out that this implies YðrÞ ¼ 0 and wðrÞ ¼ 0; for all re½0; 1: The following
Proposition (the proof can be found in [12]) summarizes the properties of the
coefﬁcients.
Proposition 11. (i) Pðr; xÞ; Yðr; xÞ and wðr; xÞ are Lipschitz continuous functions with
respect to rAR and measurable with respect to xAO: Moreover, sðx; k; k0Þ being
smooth with respect to x; we have the same regularity for the coefficients. Finally, these
coefficients are smooth with respect to r in ð0; 1Þ:
(ii) The coefficients Pi;jðr; xÞ; Yi;jðr; xÞ; and wjðr; xÞ belong to LNð½0; 1 	 OÞ:
(iii) Pðr; xÞ is a positive matrix, and there exists a positive constant b such that for
all xARN we have
Pðr; xÞx  xXbjxj2; 8xAO; 8rA½0; 1: ð30Þ
Proof of Proposition 8. The existence part will be obtained by a two-step ﬁxed-point
procedure:
(1) First, we solve a non-linear parabolic equation where both the potential V and
the matrix P are given; hence the non-linearities appear only through Y and w: This
step follows from a simple application of the Banach ﬁxed point theorem, by using
the fact that Y and w are Lipschitz functions with respect to r:
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(2) Second, we deﬁne, thanks to the ﬁrst step, a mapping r1/Pðr1Þ;Vðr1Þ/r
and we show the existence of a ﬁxed point by a Schauder argument. The regularity of
this solution is the object of Lemma 9.
The following claim corresponds to the ﬁrst step.
Lemma 12. Let r1 be a function in L
2ðQTÞ satisfying 0pr1ðx; tÞp1 andR
O r1ðx; tÞ dx ¼
R
O rinðxÞ dx ¼
R
O DðxÞ dx: Let VALNð0;T ; H2ðOÞÞ solves
DxVðx; tÞ ¼ r1ðx; tÞ  DðxÞ: ð31Þ
Then there exists a unique solution rðx; tÞAL2ð0;T ; H1ðOÞÞ-H1ð0;T ; H1ðOÞÞ; of
@tr divx½Pðr1ÞrxrþYðrÞrxV þ wðrÞ ¼ 0 for ðx; tÞAQT ;
rðx; 0Þ ¼ rinðxÞ for xAO:
(
ð32Þ
We point out that in Eq. (32), the matrix Pðr1Þ is ﬁxed, so that the terms of order
2 are linear.
Proof. The proof of Lemma 12 relies on the Banach ﬁxed point theorem. Let *rðx; tÞ
in L2ðQT Þ; then there exists a unique rðx; tÞALNð0;T ; H1ðOÞÞ; solving the following
parabolic linear equation:
@tr divxðPðr1ÞrxrÞ ¼ divx½Yð *rÞrxV þ wð *rÞ for ðx; tÞAQT ;
rðx; 0Þ ¼ rinðxÞ for xAO:
(
We deﬁne the application L :L2ðQTÞ/L2ðQT Þ by Lð *rÞ ¼ r; and we assert that L is
a contraction on LNð0;T ; L2ðOÞÞ endowed with a suitable norm.
First of all, we remark that since r1 lies in L
NðQTÞ; it also belongs to
LNð0;T ; LpðOÞÞ for all pA½1;N: Therefore, Vðx; tÞ belongs to LNð0;T ; W 2;pðOÞÞ
for all pA½1;N½ (since V solves (31)). In particular, rxVALNð0;T ; W 1;pðOÞÞ for
some p > N; and Sobolev’s imbedding leads to rxVALNðQT Þ:
Let now *r and *r0 be two functions in L2ðQT Þ; we deﬁne r ¼ Lð *rÞ and r0 ¼ Lð *r0Þ:
Then r r0 solves
@tðr r0Þ  divxðPðr1Þrxðr r0ÞÞ
¼ divx½ðYð *rÞ Yð *r0ÞÞrxV þ wð *rÞ  wð *r0Þ for ðx; tÞAQT ;
rðt ¼ 0Þ  r0ðt ¼ 0Þ ¼ 0 for xAO:
8><
>:
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Multiplying by r r0 and integrating with respect to xAO we get
1
2
d
dt
jrðtÞ  r0ðtÞj2L2ðOÞ þ bjrxðr r0Þj2L2ðOÞ
pjðYð *rÞ Yð *r0ÞÞrxV þ wð *rÞ  wð *r0ÞjL2ðOÞjrxðr r0ÞjL2ðOÞ
pCbjðYð *rÞ Yð *r0ÞÞrxV þ wð *rÞ  wð *r0Þj2L2ðOÞ þ
b
2
jrxðr r0Þj2L2ðOÞ
by using (30), Cauchy–Schwarz and Young inequalities. Since Y and w are Lipshitz
functions with respect to r; we deduce that
1
2
d
dt
jrðtÞ  r0ðtÞj2L2ðOÞpCj *rðtÞ  *r0ðtÞj2L2ðOÞ
holds where C is a constant depending on b; jrxV j2LNðQT Þ and the Lipschitz constants
LY; Lw of the functions YðrÞ and wðrÞ; respectively. Integrating with respect to t; we
get
1
2
jrðtÞ  r0ðtÞj2L2ðOÞpC
Z t
0
j *rðsÞ  *r0ðsÞj2L2ðOÞ ds:
Let us introduce the following norm on LNð0;T ; L2ðOÞÞ:
jf j2b ¼ sup
tAð0;TÞ
febtjf ðtÞj2L2ðOÞg:
The above computation yields
jrðtÞ  r0ðtÞj2L2ðOÞp 2C
Z t
0
ebsebsj *rðsÞ  *r0ðsÞj2L2ðOÞ ds
p 2C
Z t
0
ebs dsj *r *r0j2bpC
ebt  1
b
j *r *r0j2b
and therefore, we get
jLð *rÞ  Lð *r0Þj2bp2C sup
tAð0;TÞ
1 ebt
b
 	
j *r *r0j2bp
2C
b
j *r *r0j2b:
We now readily check that as soon as we have b > 2C; the application L is a
contraction on LNð0;T ; L2ðOÞÞ for the norm j  jb: Therefore, there exists a
unique ﬁxed point in LNð0;T ; L2ðOÞÞ; which obviously is the unique sol-
ution rðx; tÞ of Eq. (32). One also veriﬁes easily that r belongs to
L2ð0;T ; H1ðOÞÞ-H1ð0;T ; H1ðOÞÞ: &
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Remark 13. In view of (29), we check that r  0 and 1 are, respectively, sub- and
upper-solutions of Eq. (32). Therefore, the solution r given by Lemma 12 satisﬁes
0prðx; tÞp1 for almost all ðx; tÞAQT : We also have
R
O rðx; tÞ dx ¼
R
O rinðxÞ dx:
We can now deduce the existence part of Proposition 8. Let us introduce the
following closed bounded convex subset of L2ðQT Þ :
F ¼ gAL2ðQT Þ; 0pgðx; tÞp1 a:e: xAO; tA½0;T ;
Z
O
gðx; tÞ dx ¼
Z
O
DðxÞ dx

 
:
We deﬁne an application F : F-F by Fðr1Þ ¼ r; where, for r1 in F and
Vðx; tÞ solving (31), r is the solution of (32) given by Lemma 12 (this solution
still belongs to F ; see Remark 13). Then we have the following lemma, which,
together with the Schauder ﬁxed point theorem easily yields the existence part of
Proposition 8.
Lemma 14. The application F is continuous and compact on F :
Proof. Let r1 be in F ; and r ¼Fðr1Þ: We can estimate rðx; tÞ by multiplying
Eq. (32) by r; and integrating over QT : Precisely, one has
1
2
jrðtÞj2L2ðOÞ þ
b
2
jrxrj2L2ðQT ÞpCbjYðrÞrxV þ wðrÞj
2
L2ðQT Þ þ
1
2
jrinj2L2ðOÞ
pCbjYj2LN jrxV j2L2ðQT Þ þmeasðQTÞ
2jwj2LN þ
1
2
jrinj2L2ðOÞ
pCbjYj2LNðjr1j2L2ðQT Þ þ jDj
2
L2ðQT ÞÞ
þ measðQTÞ2jwj2LN þ
1
2
jrinj2L2ðOÞ: ð33Þ
Therefore, as r1 lies in a bounded subspace of L
2ðQT Þ; r belongs to a bounded
subspace in L2ð0;T ; H1ðOÞÞ-H1ð0;T ; H1ðOÞÞ; and Aubin’s lemma provides the
compactness of the application F:
Let us now check that F is continuous for the L2ðQTÞ norm. Let r1;n be a
(strongly) convergent sequence in L2ðQTÞ and set rn ¼Fðr1;nÞ: Estimate (33) yields
the boundedness of rn in L
2ð0;T ; H1ðOÞÞ-H1ð0;T ; H1ðOÞÞ: Therefore, by using
Aubin’s lemma again, this sequence lies in a compact set of L2ðQTÞ and, possibly at
the cost of extracting subsequence, we can assume that
r1;n -
n-N
r1 L
2ðQTÞ strongly and almost everywhere;
rn -
n-N
rL2ðQTÞ strongly and almost everywhere:
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The continuity of P and the almost-everywhere convergence of r1;n gives
Pðr1;nðx; tÞ; xÞ -
n-N
Pðr1ðx; tÞ; xÞ almost everywhere:
Since P is bounded in LN; by applying the Lebesgue theorem we deduce that
Pðr1;nÞj -
n-N
Pðr1Þj L2ðQTÞ strong
holds for all jðx; tÞAL2ðQT Þ: Furthermore, since rn is bounded in L2ð0;T ; H1ðOÞÞ;
we also have
rxrn -
n-N
rxr L2ðQT Þ weak;
which yields
Pðr1;nÞrxrn -
n-N
Pðr1Þrxr L2ðQTÞ weak:
The same argument gives YðrnÞrxVn,YðrÞrxV and wðrnÞ,wðrÞ in L2ðQTÞ: We
deduce that r is the (unique) solution of (32), and therefore that r ¼Fðr1Þ: By
unicity of the solution of (32), a standard argument proves that the convergence
applies to the whole sequence rn; thus F is continuous. &
Before we prove the uniqueness of the so-obtained solution of Eq. (18), we have to
investigate its regularity, as stated in Lemma 9. The proof of this lemma essentially
relies on the results proved in the classical book of Ladyzenskaya et al. [9]. Before
beginning the proof, let us recall the deﬁnition of some Ho¨lder spaces used in [9]. Let
Hl;
l
2 be the space of functions f ðx; tÞ such that for all rAN and sANN satisfying
2r þ jsjpl; we have DrtDsxfALNðQT Þ; and for all rAN and sANN satisfying 2r þ
jsj ¼ l; the function DrtDsxf is ðl  ½lÞ-Ho¨lder with respect to x; and l½l2 -Ho¨lder
function with respect to t: We are now ready to prove Lemma 9.
Proof of Lemma 9. Throughout the proof r and V will denote the solutions of
Eq. (8), obtained in Proposition 8. First of all, r can be viewed as the solution of the
following linear equation:
@tr divx½ *Pðx; tÞrxr ¼ divx½ *Yðx; tÞrxV þ *wðx; tÞ; ð34Þ
where the coefﬁcients are actually deﬁned by *Pðx; tÞ ¼ Pðrðx; tÞ; xÞ; *Yðx; tÞ ¼
Yðrðx; tÞ; xÞ and *wðx; tÞ ¼ wðrðx; tÞ; xÞ: Note that the regularity of the coefﬁcients
appearing in Eq. (34) depends on that of rðx; tÞ and Vðx; tÞ:
Certainly, the coefﬁcients belong to LNðQTÞ: Then, [9, Theorem 4.2, Chapter 3]
yields that the generalized solution rðx; tÞ given by Proposition 8 belongs to
C0ð0;T ; L2ðOÞÞ: We can therefore apply Theorem 12.1 of [9, Chapter 3] which says
that rðx; tÞ; together with rxr belong to Hl;
l
2 for some l > 0: Finally, Theorem 5.2
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of [9, Chapter 4] states that, as soon as the coefﬁcients, together with their
derivatives, belong to Hl;
l
2 with lX0; then the solution rðx; tÞ belongs to Hlþ2; l2þ1:
In turn, we readily check (see [10]) that, if rAHl;
l
2; then the solution Vðx; tÞ; of
(31) satisﬁes DsxVAH
l;
l
2 for all sANN such that jsjp2: Therefore, as long as the
derivative of P; Y and w with respect to x are bounded in ½0; 1 	 O; and that of rin;
are bounded in O; we can increase the regularity of the solution rðx; tÞ of
Eq. (8). &
We can now obtain the proof of Proposition 8 by proving the uniqueness of the
solution. For that purpose we remark that, as a consequence of the above Lemma 9,
for all solutions r of (18), rxr and rxV belong to LNðQT Þ:
Let r and r0 be two solutions of Eq. (18). Then, we have
@tðr r0Þ  divx ðPðr0Þrxðr r0ÞÞ
¼ divx½ðPðrÞ Pðr0ÞÞrxrþYðr0ÞrxðV  V 0Þ
þðYðrÞ Yðr0ÞÞrxV þ wðrÞ  wðr0Þ for xAO; tA½0;þN½
rðt ¼ 0Þ  r0ðt ¼ 0Þ ¼ 0 for xAO:
8>><
>>:
By standard manipulation, one obtains the following estimate:
d
dt
jrðtÞ  r0ðtÞj2L2ðOÞ þ bjrxðr r0Þj2L2ðOÞ
pCb½jðPðrÞ Pðr0ÞÞj2L2ðOÞjrxrj2LNðQT Þ þ jðYðrÞ Yðr0ÞÞrxV j
2
L2ðOÞ
þ jYðr0ÞrxðV  V 0Þj2L2ðOÞ þ jwðrÞ  wðr0Þj2L2ðOÞ þ
b
2
jrxðr r0Þj2L2ðOÞ:
Since P; Y and w are Lipshitz functions, one deduces that
d
dt
jrðtÞ  r0ðtÞj2L2ðOÞpCjrðtÞ  r0ðtÞj2L2ðOÞ½jrxV j2LNðQT Þ þ jrxrj2LNðQT Þ þ C
holds. However, the initial condition rðt ¼ 0Þ  r0ðt ¼ 0Þ ¼ 0 vanishes so that
Gronwall’s lemma leads to jrðtÞ  r0ðtÞj2L2ðOÞ ¼ 0 for all tA½0;T : This completes the
proof of Proposition 8, and ends this section. &
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Appendix A. Existence of equilibrium states
This section is devoted to the proof of Proposition 3. For the sake of simplicity,
throughout this section we shall drop the space dependence. We aim at justifying the
existence of a family of equilibrium states parametrized by the mass, namely
fFr : B-R; rA½0; 1g such that
QðFrÞ ¼ 0;
Z
B
Fr dk ¼ r:
In this section, the kernel s is supposed to satisfy the following properties:
(A1) s is a measurable function deﬁned on B 	 B with value in R such that
0osðk; k0Þ for almost all k; k0:
(A2) There exists a constant %s > 0 such that
sup
kAB
Z
B
sðk; k0Þ dk0p %s sup
kAB
Z
B
sðk0; kÞ dk0p %s:
(A3) For any measurable set ACB such that measðAÞ > 0; one deﬁnes
%
SðAÞ ¼ infkAB
R
A sðk; k0Þ dk0; %SðAÞ ¼ supkAB
R
A sðk; k0Þ dk0;
%
S
*
ðAÞ ¼ infkAB
R
A sðk0; kÞ dk0; %S* ðAÞ ¼ supkAB
R
A sðk0; kÞ dk0:
(
Then, there exists a constant
%
s > 0 satisfying for any such set A;
%
S
*
ðAÞ= %SðAÞX
%
s;
%
SðAÞ= %S
*
ðAÞX
%
s:
(A4) There exists a measurable negligible set NCB such that the families
fsðk; Þ; kAB\Ng and fsð; kÞ; kAB\Ng are relatively compact in L1ðBÞ:
In this general framework, we are able to show the existence of equilibrium states
parametrized by the mass.
Theorem A.1. Suppose (A1)–(A4). Then, for any rA½0; 1; there exists a unique
0pFrp1 verifying
R
B
Fr dk ¼ r and QðFrÞ ¼ 0:
Remark A.2. The assumptions introduced above need some comments:
* Since measðBÞoN; the embeddings LpðBÞCL1ðBÞ holds for any 1pppN:
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* Assumption (A2) implies that, for any fALNðBÞ; Qðf Þ is well deﬁned in LNðBÞ
(with jjQðf ÞjjNp2 %sjjf jjNð1þ jjf jjNÞ).
* Assumption (A3) is a non-degeneracy condition of the collision kernels. In
particular, it is fulﬁlled when 0os1psðk; k0Þps2 (with
%
s ¼ s1=s2), as assumed in
Hypothesis 1.
* According to the classical Weil criterion (see [5, Theorem 4.20.1]), assumption
(A4) reads:
For any e > 0; there exists Ze > 0 such that; for any hAR
N and a:a: kAB;
if jhjpZe; thenR
RN
jsðk; k0 þ hÞ  sðk; k0Þj dk0oe; R
RN
j sðk0 þ h; kÞ  sðk0; kÞj dk0oe
8><
>: ðA:1Þ
(where s has been extended by 0 out of B 	 B and dk stands for the Lebesgue
measure divided by measðBÞ).
* Assumption (A4) is fulﬁlled if one assumes
sðk; k0ÞAC0ðBk; L1ðBk0 ÞÞ-C0ðBk0 ; L1ðBkÞÞ:
In particular all assumptions (A1)–(A4) are satisﬁed when sAC0ðB 	 BÞ: In
this case, the equilibrium states Fr are continuous on B:
Let us introduce the following mapping:
F :R	 LNðBÞ-R	 LNðBÞ;
r
f
 !
/
R
B f dk  r
Qðf Þ
 !
deﬁned on ½0; 1 	 ffALNðBÞ; 0pfp1g with values in ½1; 1 	 LN0 : Here, LN0
stands for the subspace
LN0 ¼ fALNðBÞ;
Z
B
f dk ¼ 0

 
:
Determination of equilibrium state F having mass r reduces to searching for the
zeros of F: First, note that Fð0; 0Þ ¼ ð0; 0Þ ¼ Fð1; 1Þ: We shall use the implicit
function theorem to construct a family fðr;FrÞ; rA½0; 1g such that
F0 ¼ 0; F1 ¼ 1;
Fðr;FrÞ ¼ ð0; 0Þ:
(
Furthermore, we will obtain that 0pFrp1 (precisely 0oFro1 for rAð0; 1Þ).
The derivative of F with respect to f reads
@F
@f
ðr; f ÞðhÞ ¼
R
B h dk
Lf ðhÞ
 !
;
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where Lf is the operator from L
NðBÞ to LN0 deﬁned by
Lf ðhÞ ¼ Kf ðhÞ  nf ðkÞh;
Kf ðhÞ ¼
R
B sf ðk; k0Þhðk0Þ dk0;
nf ðkÞ ¼
R
B sf ðk0; kÞ dk0:
8><
>: ðA:2Þ
The kernel sf depends on the function f as follows:
sf ðk; k0Þ ¼ sðk; k0Þð1 f ðkÞÞ þ sðk0; kÞf ðkÞ:
For 0pfp1; notice that sf is nothing but the barycenter of sðk; k0Þ and sðk0; kÞ: Our
aim is to prove that @F@f is inversible from L
NðBÞ to R	 LN0 : Let ða; qÞAR	 LN0 ðBÞ:
We should prove existence–uniqueness of hALNðBÞ verifying
R
B h dk
Lf ðhÞ
 !
¼ a
q
 !
:
By linearity, and using
R
B dk ¼ 1; the problem reduces to the invertibility of Lf on LN0 :
Lemma A.3. For any f verifying 0pfp1; the operator Lf : LN0 -LN0 is invertible.
The proof uses the following claim.
Lemma A.4. Let f satisfy 0pfp1: Then
(i) There exist constants %nX
%
n > 0 such that for a.a. kAB;
0o
%
npnf ðkÞp%noN
(and %n does not depend on f ).
(ii) The integral operator
Tf gðkÞ ¼
Z
B
tf ðk; k0Þgðk0Þ dk0; tf ðk; k0Þ ¼ sf ðk; k0Þ=nf ðk0Þ
is compact on LNðBÞ:
Proof of Lemma A.3. Let gðkÞ ¼ nf ðkÞhðkÞ: The equation Lf ðhÞ ¼ Kf ðhÞ  nf h ¼ q
recasts ðTf  IÞg ¼ q; where Tf is the integral operator involved in Lemma 18. One
deduces from Lemma A.4(ii) that RanðTf  IÞ ¼ ½KerðTnf  IÞ> where
Tnf fðkÞ ¼
Z
B
tf ðk0; kÞfðk0Þ dk0 ¼
Z
B
sf ðk0; kÞðnf ðkÞÞ1 fðk0Þ dk0:
Moreover, by (A1) and Lemma A.4(ii), the Krein–Rutman Theorem (see [15,
Theorem 6.6] applies to Tnf : The spectral radius r is a positive eigenvalue, associated
to a eigenfunction > 0: The associated eigenspace has dimension 1 and the other
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eigenvalues has a modulus or: Next, (A.2) gives Tnf ð1Þ ¼ 1: Therefore, one obtains
KerðTnf  IÞ ¼ R; RanðTf  IÞ ¼ LN0 :
This proves, for qALN0 ; the existence of a solution gAL
NðBÞ of ðTf  IÞg ¼ q
(respectively, with Lemma 2(i), hALNðBÞ solution of Lf h ¼ q).
The Krein–Rutman Theorem also guarantees that Tf  I has a mono-dimensional
kernel, spanned by a normalized eigenfunction Gf > 0: Hence, solutions gALNðBÞ
of ðTf  IÞg ¼ q can be written g ¼ g0 þ aGf ; aAR; and the condition h ¼ g=nfALN0
yields uniqueness since
R
B Gf =nf dka0: Therefore,the operator Lf is invertible on
LN0 : &
Proof of Lemma A.4. For f ¼ 0; by using (A1)–(A3), one gets
0o
%
s %SðBÞp
%
S
*
ðBÞpn0ðkÞp %s:
A similar reasoning applies to f ¼ 1:
Let 0pfp1; with fa0; fa1: Then, there exist d > 0 and a measurable setAdCB
such that f ðk0ÞXd on Ad and measðAdÞ > 0: It follows that
2 %sXnf ðkÞXd
%
SðAdÞ > 0;
holds, still by using (A1)–(A3). This justiﬁes part (i) of the statement.
Let jALNðBÞ (which is destined to represent f or 1 f ). We shall show that the
integral operator with kernel sðk; k0ÞjðkÞðnf ðk0ÞÞ1 is compact on LNðBÞ: According
to the characterization given by Eveson [6], we have to establish that the set
sðk; k0ÞjðkÞ
nf ðk0Þ ; kAB\N

 
;
where NCB; a negligible set, is relatively compact in L1ðBÞ: Of course, the same
reasoning applies to the operator with kernel sðk0; kÞjðkÞðnf ðk0ÞÞ1: Let hARN :
Extending the functions by 0 outside of B; we have
Z
RN
sðk; k0 þ hÞjðkÞ
nf ðk0 þ hÞ 
sðk; k0ÞjðkÞ
nf ðk0Þ

 dk0
pjjjjjN
Z
RN
sðk; k0 þ hÞnf ðk0Þ  sðk; k0Þnf ðk0 þ hÞ
nf ðk0 þ hÞ nf ðk0Þ

 dk0
pjjjjjN
%
n2
ðIðk; hÞ þ Jðk; hÞÞ;
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where
%
n is the bound from below on nf ðkÞ obtained in part (i) and we have set
Iðk; hÞ ¼
Z
RN
jsðk; k0 þ hÞ  sðk; k0Þjnf ðk0Þ dk0;
Jðk; hÞ ¼
Z
RN
sðk; k0Þjnf ðk0 þ hÞ  nf ðk0Þj dk0:
Let e > 0: We shall exhibit Ze > 0 such that, if jhjpZe; then for a.a. kAB; Iðk; hÞpe
and Jðk; hÞpe: Estimation of I is a direct consequence of (A.1) since
sup
kAB
Iðk; hÞp%n sup
kAB
Z
RN
jsðk; k0 þ hÞ  sðk; k0Þj dk0 -
jhj-0
0:
To treat J; let us introduce the set EMðkÞ ¼ fk0ARN ; sðk; k0ÞXMg where MX0: We
denote FMðkÞ ¼ *ðEMðkÞÞ and we split
Jðk; hÞ ¼
Z
EM ðkÞ
y dk0 þ
Z
FM ðkÞ
?dk0 ¼ Kðk; h;MÞ þ Lðk; h;MÞ:
The integral on EMðkÞ is estimated by
Kðk; h;MÞp2%n
Z
EM ðkÞ
sðk; k0Þ dk0:
Then, the compactness assumption (A4) guarantees in particular that the equi-
integrability criterion
sup
kAB
Z
EM ðkÞ
sðk; k0Þ dk0 -
M-N
0
is fulﬁlled. Thus, we can choose M ¼ Me large enough to obtain
supk;h Kðk; h;MÞoe=2: It remains to deal with the integral on FMðkÞ: By deﬁnition
of nf ; with 0pfp1; we get
jnf ðk0 þ hÞ  nf ðk0Þj
¼
Z
B
sðk00; k0 þ hÞ  sðk00; k0Þð Þð1 f ðk00ÞÞ þ ðsðk0 þ h; k00Þ  sðk0; k00ÞÞf ðk00Þf g dk00


p
Z
B
jsðk00; k0 þ hÞ  sðk00; k0Þj dk00 þ
Z
B
jsðk0 þ h; k00Þ  sðk0; k00Þj dk00:
Hence, we are led to
Lðk; h;MÞp
Z
FM ðkÞ
Z
B
sðk; k0Þjsðk00; k0 þ hÞ  sðk00; k0Þj dk00 dk0
þ
Z
FM ðkÞ
Z
B
sðk; k0Þjsðk0 þ h; k00Þ  sðk0; k00Þj dk00 dk0
pM
Z
B
dk00 sup
k00AB
Z
RN
jsðk00; k0 þ hÞ  sðk00; k0Þj dk0

þ sup
k00AB
Z
RN
jsðk0 þ h; k00Þ  sðk0; k00Þj dk0
	
:
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By (A.1), we can ﬁnd Z ¼ Ze such that, for jhjpZe; this quantity is oe=2; uniformly
with respect to kAB: This ends the proof of (ii). &
In particular, Lemma A.3, applies to f ðkÞ ¼ 0 (and of course also to f ðkÞ ¼ 1).
Then, the implicit function theorem justiﬁes the existence of an application r/Fr;
belonging to class C1 on a certain interval   r0; r0½; with values in LNðBÞ; and such
that Fr satisﬁes Z
B
Fr dk ¼ r; QðFrÞ ¼ 0: ðA:3Þ
It remains to show that the function Fr veriﬁes 0pFrp1; at least for ‘‘small enough’’
rX0; and then to extend the function on the whole interval rA½0; 1: To this purpose,
we will use the following remarks.
Remark A.5. By derivating (A.3) with respect to r; one is led to the following
remarkable identities Z
B
F 0r dk ¼ 1 and LFrðF 0rÞ ¼ 0;
where F 0r ¼ @Fr@r : Thus, F 0rðkÞ is a normalized eigenfunction of the operator LFr :
Arguments used in the proof of Lemma A.3, allow us to deduce that F 0rðkÞ > 0 for
a.a. kAB; as soon as 0pFrp1:
Remark A.6. The chemical potential associated to a function F is given by
PðFÞ ¼ 1 F
F
:
Then, the relation QðFÞ ¼ 0 leads to
PðFÞðkÞ ¼
R
B
sðk0; kÞð1 Fðk0ÞÞ dk0R
B sðk; k0ÞFðk0Þ dk0
: ðA:4Þ
Now, we can complete the proof of Theorem A.1. Since r/Fr is continuous, with
values in LNðBÞ; and F0 ¼ 0; we have jFrðkÞjo1 for r small enough. Moreover,
r/Fr being C1; we have FrðkÞ ¼ rðF 00ðkÞ þ eðr; kÞÞ; with limr-0 jjeðr; ÞjjN ¼ 0: If
we can ﬁnd some d0 > 0 such that F 00ðkÞXd0 almost everywhere on B; then, we can
deduce that FrðkÞXrd0=2 > 0 for r > 0 small enough.
However, by deﬁnition, F 00 > 0 satisﬁes (see the proof of Lemma A.3)
K0ðF 00ÞðkÞ ¼ n0ðkÞF 00ðkÞ ¼
Z
B
sðk; k0ÞF 00ðk0Þ dk0 ¼
Z
B
sðk0; kÞ dk0 F 00ðkÞ:
Suppose that for any d > 0; there exists a measurable set AdCB such that
meas ðAdÞ > 0 and 0oF 00ðkÞpd on Ad: Then, for kAAd; one hasZ
B
sðk; k0ÞF 00ðk0Þ dk0pd
Z
B
sðk0; kÞ dk0:
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Integrate this relation over Ad: Since
R
B F
0
0 dk ¼ 1; one obtains
%
S
*
ðAdÞp
Z
B
Z
Ad
sðk; k0Þ dk
 	
F 00ðk0Þ dk0pd
Z
B
Z
Ad
sðk0; kÞ dk
 	
dk0pd %SðAdÞ:
This contradicts (A3).
In this way, we construct for rX0 in a neighborhood of 0, FrALNðBÞ solving
(A.3) and verifying 0pFrp1: Note also that r/FrðkÞ is non-decreasing (and
bounded from below by a positive constant when r > 0). Furthermore, as soon as
0pFrp1; we can apply the implicit function theorem and extend the application
r/Fr: Let r0Að0; 1 such that ½0; r0 is the maximal interval on which Fr remains
between 0 and 1: To complete the proof, we shall use the following argument.
Lemma A.7. If 0pFrp1 and ra1; then, there exists d > 0 such that Frp1 d
almost everywhere on B:
Before the proof of this claim, let us end the proof of Theorem A.1. Since
0pFr0p1; the operator DFr0 is invertible. Hence, we can extend the application
r/Fr on the interval ½0; r1Þ for a certain r1 > r0: Suppose r0a1: The function
r/PðFrÞ lies in C0ðð0; r1; LNðBÞÞ (and is non-increasing). By using Lemma A.7,
we check that PðFr0ÞX d1d > 0: Then, by continuity with respect to r; the chemical
potential PðFrÞ remains non-negative on an interval rA½r0;r01; r0or01pr1: Since
FrX0; we have Frp1 for rA½0; r01Þ; where r01 > r0; which contradicts the deﬁnition
of r0: We conclude that r0 ¼ 1 and the proof of Theorem A.1 is now ﬁnished. &
Proof of Lemma A.7. Suppose that for any d > 0; there exists a measurable set
AðdÞCB such that measðAðdÞÞ > 0 and FrðkÞX1 d for all kAAðdÞ: Then, the
left-hand side in (A.4) leads to 0pPðFrÞðkÞp d1d for kAAðdÞ: On the other hand, by
using the right-hand side in (A.4), one obtains
0p
Z
B
sðk0; kÞð1 Frðk0ÞÞ dk0p d
1 d
Z
B
sðk; k0ÞFrðk0Þ dk0;
still for kAAðdÞ: Integration over AðdÞ yields
0p
%
S
*
ðAðdÞÞð1 rÞp
Z
B
Z
A ðdÞ
sðk0; kÞ dk
 !
ð1 FrÞðk0ÞÞ dk0
p d
1 d
Z
B
Z
AðdÞ
sðk; k0Þ dk
 !
Frðk0Þ dk0
p d
1 d %SðAðdÞÞr:
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However, we have supposed measðAðdÞÞ > 0; thus (A2) leads to
0p
%
sð1 rÞp dr
1 d:
Letting d go to 0, one is led to r ¼ 1 which concludes the proof. &
Regularity of F with respect to r; [see Lemma 5] is obtained by inductive
reasoning on the formulae satisﬁed by @nrFðrÞ: We have
R
B @
n
rFðrÞ dk ¼ 0 while
LFðrÞð@nrFðrÞÞ equals a term depending on the derivatives of order on: &
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