With the fast scaling-down and evolution of integrated circuit (IC) manufacturing technology, the fabrication process becomes highly complex, and the experimental cost of the processes is significantly elevated. Therefore, in many cases, it is very costly to obtain a sufficient amount of experimental data. To develop an efficient method to predict the results of semiconductor experiments with a small amount of known data, we use a novel method based on Bayesian framework with the prior distribution constructed by technology computer-aided-design (TCAD) physical models. This method combines the advantages of statistical models and physical models in the aspect that TCAD can provide visionary guidance on an experiment when a limited amount of experimental data is available, and a machine learning model can account for subtle anomalous effects. Specifically, we use aspect ratio dependent etching (ARDE) phenomenon as an example and use variational inference with Kullback-Leibler divergence minimization to achieve the approximation to the posterior distribution. The relation between etching process input parameters and etching depth is learned using the Bayesian neural network with TCAD priors. Using this method with 35 neurons per hidden layer, mean square error (MSE) in the test set is reduced from 0.2896 to 0.0175, 0.058 to 0.0183, 0.0563 to 0.0188, 0.058 to 0.019 for partition =10, 20, 30, 40, respectively, reference to the baseline BNN where a regular normal distribution prior with zero mean and unity standard deviation N(0,1) is used.
I. INTRODUCTION
The Bayesian model was proposed by Thomas Bayes in 1763 [1] . At the very first beginning, Bayesian framework is not widely used, but nowadays, it has been used and proved effective in many fields including statistic modeling in machine learning [2] - [11] , robotics [12] - [14] , medical image [15] - [18] , sports [19] - [21] .
Unlike frequentist inference, where the statistical prediction is solely based on collected data points or experimental sampling, Bayesian inference uses both prior perception and experiment data sampling. Thus, the output of the Bayesian neural network is a posterior probability density distribution, and this posterior distribution will be updated by a variational or Monte Carlo method to reflect The associate editor coordinating the review of this manuscript and approving it for publication was Anandakumar Haldorai.
what has been learned from data. The key component in Bayesian inference is the prior distribution, and the prior distribution helps in the prediction with fewer data sampling especially when informative prior can be exercised. In semiconductor manufacturing, there have been some researches that implement the machine learning model and prediction [22] - [39] . Specifically for Bayesian inference in semiconductor, Yun et al. use a Bayesian neural network to model the high-temperature behavior of oxidation [40] . Yuan et al. investigate the spatial defect-recognition during the integrated circuit fabrication process by Bayesian inference and support vector machine [41] . Bouaziz et al. try to predict the equipment health factor of semiconductor systems [42] . Khakifirooz et al. use Bayesian inference for yield enhancement and industry 4.0 [43] , and Chopra et al. use Bayesian statistics to calibrate the physical model parameters of plasmon dry etching models [44] , [45] .
Recently, there have been increased interests to combine machine learning (ML) models, such as neural network, longshort-term memory (LSTM), generative-adversarial network (GAN), with analytical models in physics, chemistry, or biology [46] , [47] . As semiconductor processing becomes more complex and requires many steps to fulfill the integrated circuits, there is increased concern for the very high cost associated with collecting enough experimental data points to construct machine learning models. Even in earlier 90nm standard CMOS process flow, over 100 process steps together with thousands of input features are required. Here, we use a Bayesian neural network, based on the technology computeraided design (TCAD) physical model as prior distributions, to predict the etching depth in the Bosch DRIE process. The TCAD prior is critical in the aspects that it can provide a better prediction result using fewer sampled data points or help in the convergence to the optimal solution in semiconductor processing input parameter tuning. While semiconductor physics and TCAD modeling have been the main methodology in the past 30 years in process and device modeling, the physical models should be able to provide some guidance on the statistical model. This can be most pronounced in the initial machine learning. In contrast to frequentist inference, the prior distribution plays an important role in Bayesian inference and can help in prediction if it is informative. The figure on the top illustrates the non-informative normal distribution with zero mean and unity standard deviation as the prior distribution. This prior does not help in prediction since it contains no information regarding true model parameters. In worse cases, it can degrade the prediction since the posterior depends on the prior. On the other hand, the informative physics prior, in the bottom figure, guides the posterior distribution especially when likelihood is not accurate due to few samples are collected.
FIGURE 1
demonstrates the concept of the model used in this work. In this model, the TCAD data will be used as the prior, and the experiment data will be used as the likelihood.
In the beginning, we will simulate the etching process by technology computer-aided design (TCAD).
The input features used in the simulation are pattern width (W), the etching time (t), Pressure (mTorr), SF 6 (sccm), ICP RF power and the output result is the etching depth (d). These patterns are composed of different pattern width and spacing. After the simulation, the corresponding experiments for the etching process are also conducted to collect the experiment data. The process steps for the Bosch DRIE have included wafer cleaning (SPM and HF), photoresist coating, exposure, development, and dry-etching. The scanning electron microscope (SEM) is used to measure the actual etching depth after the whole experiment process. In TCAD-prior Bayesian neural network (BNN), both of the experiment data and the TCAD data will be used, which is the most promising part in this effort. Physical models based on semiconductor physics and statistical models based on machine learning will collaborate to provide faster-convergence and more accurate prediction in this example problem and also in other semiconductor processing mining problems. Compared with the commonly-used normal distribution N (0, 1) prior, the prior from TCAD simulated data can reduce the trial-and-error time and improve the accuracy of the prediction, especially at the initial stage of the experiment.
II. METHODS
We use Tensor flow [48] , Edward library [49] , and Scikit-Learn [50] , [51] in this work.
A. REGULAR FREQUENTIST NEURAL NETWORKS FOR TCAD DATA
Frequentist neural networks (FNN) [52] based on MLE is shown in FIGURE 2, and we use Sckit-learn package [50] , [51] to realize FNN. Process parameters are fed into the Bayesian neural network as input features. To realize nonlinear transformation, in hidden layers, the result of the tensor operation and the summation is fed to an activation function such as hyperbolic tangent, sigmoidal, or rectifier linear unit. With two hidden layers in our work, the TCAD-prior neural network output can be written as [53] Y TCAD (X ) = f 2 (f 1 (XW
TCAD (1) whereŶ TCAD (X ) is the prediction from the TCAD prior neural network and X is the input vector. f 1 and f 2 are activation functions, W 
TCAD are biases. To train and optimize the model parameters in the neural network, the backpropagation algorithm is necessary to calculate the dependence of the loss function on the model parameters, including neural network weights and biases. Afterward, optimization algorithm, such as adaptive moment estimation method (ADAM) [54] , is also needed in order to minimize the loss function. 
B. BAYESIAN NEURAL NETWORKS
Neal [3] proposed a concept to combine Bayesian inference with neural network (NN) as shown in FIGURE 3. Bayesian inference is based on Bayes' theorem. Consider a probabilistic model by Bayes' theorem, the posterior distribution of the latent variables (θ ) in a model is the product of the prior and the likelihood function
where the dataset is denoted by D exp , θ bnn is the latent variables in a neural network model, including weighting and biases. P(θ bnn |D ) is the posterior distribution of θ bnn given data D exp , P(D exp |θ bnn ) is likelihood function of data, P(θ bnn ) is the prior for model parameters, and P(D exp ) is a normalizing factor also represents evidence. Using Bayesian inference, the performance of prediction can be enhanced with less experimental data if an informative prior can be known. The incorporation of the TCAD dataset leads to informative prior in this work. By applying Bayesian inference to a neural network, the prediction now is a distribution instead of a fixed value, leading to probabilistic modeling. This means the prediction includes the uncertainty of the inference, and the predicted values can be expressed as [3] 
whereŶ bnn is the predicted outcome given a new input vector X .
It is difficult to directly know the form of the likelihood distribution P(Ŷ bnn X , θ bnn ), and thus it is difficult to calculate the distribution of P(Ŷ bnn X , D exp ). To solve this problem, the variational inference is used to approximate the posterior. We use Edward package in this work [49] . Using the variational method, finding the posterior distribution, P θ | D exp , becomes an optimization problem. Consider a distribution q(θ ; µ, σ ) of latent variables, we can use it to approximate the posterior distribution by tuning its parameters µ and σ [49] :
where µ and σ are the mean and the standard deviation of the distribution q, and D is the data set. In variational inference, Kullback-Leibler divergence (KL divergence) is introduced to measure the closeness between the approximating distribution q and the posterior distribution P( θ | D). The KL divergence is defined as [49] :
where E q (θ ; µ, σ ) is the expectation of the difference between the logarithm of the distribution q(θ ; µ, σ ) and logarithm of the posterior P( θ | D) with respect to distribution q.
With the product rule in probability, (5) can be simplified to [49] 
where log P(θ bnn , D exp ) is the joint distribution of θ bnn and D exp , and P(D exp ) is the evidence of observing data set D exp .
In order to approximate the posterior, KL divergence must be made as small as possible, which is equivalent to maximize evidence lower bound (ELBO). Therefore, the objection function can be written as [49] 
To maximize the ELBO and to obtain the µ * and the σ * reparameterization gradient [55] and ADAM optimization method are used to find the gradient and to update these parameters.
C. TCAD-BAYESIAN NEURAL NETWORK METHODOLOGY
In this research, we use technology computer-aided design (TCAD) models to construct the prior distribution for the latent variables of neural networks. The latent variables in our case are the neural network weights and biases in Bayesian inference. In order to achieve this purpose, we construct a prior neural network trained by a TCAD data set where the output is based on TCAD models instead of semiconductor fabrication. The structure of the prior neural network needs to be exactly the same as the Bayesian neural network that is to be used later for Bayesian inference so that there is the same number of weights and biases.
The first step is to construct a TCAD prior neural network. The frequentist statistics is used in this regard, which is the common practice in most of the machine learning algorithms. During training, the maximum likelihood (MLE) estimation is used:
where Y TCAD is the calculated value from the TCAD physical models. X is the input vector and θ TCAD is the model parameters, namely, weights and biases, of the TCAD prior neural network (NN). The output from the TCAD neural network follows MLE:
whereŶ TCAD is the predicted value from the TCAD-prior neural network (NN). The loss function during regression for this TCAD NN is defined as
where n is the number of data points in the entire dataset.
There is no training and test set separation in this prior NN training stage. This is the mean square error between the TCAD physical model calculation values and the TCAD prior neural network prediction values. In the case of prior NN, there is no need to separate the TCAD dataset into the training and the test set because the goal here is neither to predict the VOLUME 7, 2019 etching depth by using TCAD model nor by using TCAD NN. The purpose is to construct a prior NN and more importantly, to extract the model parameters prior distribution mean. As a result, there is no need to predict the etching depth value using TCAD prior NN. After the construction of TCAD prior neural network, we have to go forward to construct a Bayesian neural network (BNN) based on Bayesian statistics. The values of weights and biases from the TCAD prior NN after training is used as the prior distribution mean for Bayesian inference. We assume a normal distribution with mean µ = θ TCAD :
The selection of the standard deviation σ prior can have a range of effectiveness. Since the normalization is mapping the input features value to [−1, 1] and the TCAD prior NN weights and biases values are on the order of 10 −1 , the standard deviation of the prior distribution should reasonably fall around 10 −2 . In this calculation, we select σ prior = 0.75 × 10 −2 . To show the effectiveness of the TCAD-prior model, the baseline is the regular normal distribution prior N (µ = 0, σ = 1), which is common in many Bayesian inference problems if no informative prior can be attained before inferring. The formulation of BNN starts from Bayes' theorem:
where θ bnn is the weights and biases in the Bayesian neural network, D exp is the experimentally collected dataset, which is different from TCAD to some extent. The goal of constructing BNN under Bayesian inference is to maximize P(θ bnn D exp ). Based on this so-called maximized posterior (MAP) criterion, the model parameters θ bnn are obtained through model training. There have been several potential methods to train the BNN and arrive at the model parameters θ bnn , and here we employ the most common variational methods as described in section 2.C. An approximated distribution q(θ bnn ; µ, σ ) by multiplying multiple normal distributions under the independence assumption is used to approximate the true posterior distribution P( θ bnn | D exp ).
The posterior distribution P( θ bnn | D exp ) can be expanded, as described in (12) . Using Kullback-Leibler divergence to evaluate the closeness of the approximated distribution and the true distribution:
We arrive at the optimal parameters µ, σ for the approximated distribution q(θ bnn ; µ, σ ). Notice that originally we want to solve θ bnn and P( θ bnn | D exp ), but under the variational method, this problem has been transformed to evaluate µ, σ for q(θ bnn ; µ, σ ). The posterior predictive (PP) is used to evaluate the final predicted etching depth under TCAD-prior Bayesian neural network (BNN): P(Ŷ bnn X , D exp ) = P(Ŷ bnn X , θ bnn )P( θ bnn | D exp )dθ bnn (15) whereŶ bnn is the predicted outcome given a new input vector X . Since Bayesian is a generative probabilistic model, the evaluation of the predicted output needs summation over the entire posterior distribution and the likelihood function. The arg max type of evaluation is conducted to find the maximum in the probability distribution ofŶ bnn .
This can be done by Monte Carlo method. The final merit is to compare the mean square errors between the TCAD-prior BNN model and the baseline model with a regular N (0, 1) prior:
where i is the index running through the entire dataset, n is the number of data points in the training set or the test set. FIGURE 4 illustrates the entire procedure. Using stochastic gradient descent and ADAM optimization implemented in Scikit Learn, we calculate the weights and the bias in this prior neural network. After training by TCAD dataset, the values of the weights and biases in the prior neural network are used as the mean values of the normal distribution. This provides a better prior distribution for Bayesian inference, which is implemented in Tensor Flow [48] and Edward library [49] . In this work, both of TCAD prior network and Bayesian neural network are composed of four layers with two hidden layers, five input nodes, and one output node. The neuron number in the two hidden layers is kept the same and will be varied to see its effect on the prediction using Bayesian inference. The activation functions are hyperbolic tangent in the two hidden layers and linear in the output layer. While the TCAD-prior Bayesian neural network (BNN) uses TCAD models to construct its prior distribution, the baseline BNN model uses a normal distribution with zero mean and unity standard deviation, N(0,1), as its prior. N(0,1) is the default prior distribution in the Edward toolbox example file. The standard deviation for TCAD prior can be varied, and it is set as 0.0075 in our calculation.
D. PHYSICAL TCAD MODEL AND FABRICATION
The physical model of reactive ion etching [56] has been developed [57] , [58] previously. The model is more accurate than earlier isotropic or anisotropic time-independent etching rate models, which only describe the rounded corners in the etched profiles but do not take into account the effect of aspect ratios. More sophisticated etching models describing temperature gradient, etching rate and etchant flux distribution, and two-dimensional etch profiles may be used, but the cost is the elevated computational time associated with these complex models. In the view of conductance, the phenomenon of aspect ratio dependent etching (ARDE) can be regarded as the lack of etching species reaching the bottom surface in the trench with an increased trench depth. Hence, the flux of species at the bottom of deep trenches is significantly different from the top. The detailed equations can be referred to [57] , [58] . The etching rate on a flat, bare Si wafer is the only parameter that this physical model needs. This rate can be easily measured experimentally. Alternatively, it can be known from the equipment vendor, from literature, or from cleanroom databases.
The 6-inch, (100) orientated, p-type boron-doped Si test-grade wafer was used in experiments. The e-beam lithography (EBL) was executed on Leica Weprint 200 E-beam stepper. The exposure beam energy was 40 keV, and the exposure dose, 5µC/cm 2 , was selected to form the patterns different trench widths with 10µm spacing. The Bosch process [56] for deep Si etching was carried out with ICP-RIE (Oxford TM Estrelas 100). In our cases of one-dimensional trench etching experiments as illustrated in FIGURE 5 , the etching depth can be affected by aspect ratio-dependent etching and micro-loading effect. Aspect ratio dependent etch (ARDE) effect is mainly attributed to the etchant retarded by a deep, narrow trench in a Si substrate. On the other hand, micro loading is more related to the etching environment especially when the etchant species are depleted by closely spaced trenches. In our experiment, the trenches are 10µm apart, and thus the main effect will be ARDE. In the case of twodimensional (2D) trenches, the 2D mask pattern needs to be the input to the neural network, and the etching depth will be a function of the mask pattern and its surroundings. More experimental details can be referred to our earlier works [59] - [61] .
E. DATASET DESCRIPTION
The experimental data for aspect-ratio dependent effect example are measured from experiments combined with VOLUME 7, 2019 various process parameters under different line widths. There are 140 experimental data points [60] and will be used to verify our TCAD prior Bayesian neural network (BNN) model verification. In detail, the parameter of etching time is tuned without changing other parameters of the process for the first forty experimental data. Furthermore, the size of TCAD dataset is 140, created by utilizing a physical model, and the input features in TCAD are exactly the same as the experimental data. After that, both experimental and TCAD data are normalized by min-max normalization respectively. The experimental dataset minimum and the maximum are inferred after the first experimental data point is collected. The ratio between the experimental first data point and the simulation first data point is calculated, and the simulation data set minimum and maximum is scaled by this ratio to serve as the experimental dataset minimum and maximum in min-max scaling. FIGURE 5 shows the SEM images of the etched trenches.
III. RESULT AND DISCUSSION
At the initial stage of fabrication in semiconductor processing, the experimental data is difficult to acquire owing to high cost in manufacturing. In order to emulate the real procedure in process development in foundries and see the effectiveness of the TCAD-prior BNN model, the dataset is sequentially separated into partition = 10, 20, 30 and 40 as the training set, and the remaining data points are set as the test set. In each case of partition, the data set indices for the training set, and the test set are listed in TABLE 1. In our regression problem of aspect-ratio dependent etching (ARDE), the mean square error (MSE) is used as a metric to determine the performance of the BNN with TCAD prior. To predict ARDE phenomenon especially the etching depth, the training data are used to train the BNN with TCAD-calculated prior and the baseline BNN with regular the normal distribution prior, N (0,1), which has zero mean and unity standard deviation. The neuron numbers in both hidden layers for the BNN and the baseline BNN range from 10 to 50 with five-neuron increment. The maximum iteration is 3000 in the variational inference to minimize the Kullback-Leibler divergence. For these four cases of partition, the MSE values for the training set and the test set are listed in Table 2 and shown in FIGURE 6. According to FIGURE 6(a) at partition = 10, the baseline BNNs have MSE values around ten to twenty times larger than the BNN with TCAD priors in the test dataset hen the neuron number in the hidden layers ranges from 10-50. Therefore, in the case of partition = 10, i.e. at the very first beginning of the semiconductor experiment, the performance of BNN with TCAD prior is much better than the baseline BNN for the test set prediction. This is the pronounced initial trial-and-error period where the TCAD Bayesian is the most useful. In FIGURE 6(b)-(d), where partition value is gradually increased, it can be observed that the prediction capability of TCAD-prior BNN is still much better than the baseline BNN. The degree of the enhancement can gradually decrease with an increased partition value. This is because when more training data points are sampled or collected, the likelihood becomes more dominant as compared to the prior distribution. In TABLE 3, the comparison between four different sizes of training data, for both of the baseline BNN and the TCAD-prior BNN, are displayed. The ranges of MSE values are shown in TABLE 3, and there exists a range due to different neuron numbers in the hidden layers, as illustrated in FIGURE 6. It can be seen at partition=10 that the advantage of Bayesian inference with TCAD priors is the most obvious. By combining TCAD priors to supplement insufficient experiment information, the trained neural network can be more accurate than using the limited experiment dataset alone. Moreover, it should be emphasized that although the accuracy of baseline BNN gradually enhances from partition = 10 to partition = 40, the accuracy of the BNN is still better than baseline BNN especially on the test data set in terms of MSE values. From the mathematical point of view, the reason that the performance of the BNN with TCAD prior is better than the regular baseline BNN with normal distribution prior is that the TCAD suggested priors, in our case, are acquired from the TCAD data, which is based on semiconductor physics models and thus provide an improved informative prior.
Although subtle anomalous effects, process variations, aging machines, and chamber-specific effects in real-world cannot be accurately taken into account by using idealized semiconductor physics models, the prior based on professional TCAD knowledge still help BNN to acquire more accurate prior information for the model latent variables such as weights and biases. This is especially important at the initial training stage when very few experimental data points are available or in the case that experiment is highly costly. The small experimental data set is thus enhanced by reasonably accurate TCAD physical model, which somehow mimics real semiconductor experiments. As long as the TCAD model has reasonable accuracy, the TCAD prior distribution for the Bayesian neural network weights W (i) j×k can be closer to the true weight distribution than the baseline normal N (0,1) prior is.
In order to get more insight into the enhancement by TCAD prior BNN, we show the scatter plots for the case of 35 neurons per hidden layer at partition = 10-40 in FIGURE 7. We have selected 35 neurons per hidden layers to show the scatter plots though the similar phenomenon is observed in all neuron numbers in the hidden layers. In FIGURE 7 , the TCAD-prior BNN shows obvious enhancement in the prediction accuracy for the test set. The predicted results for partition = 10, 20, 30, 40 are plotted versus the experimentally measured values of etching depth, and the perfect prediction is a straight line where Y exp,i =Ŷ bnn,i . It can be seen from FIGURE 7(a)-(d) that in the test set prediction, the TCAD-prior dots distribute closer to the ideal line while the baseline BNN and TCAD prior BNN both perform well on the training set. The MSE values in the test set for the baseline BNN and the TCAD-prior BNN are 0.2896 and 0.0175, which are significantly different. This reflects the effectiveness of TCAD-prior method in semiconductor intelligent manufacturing.
In FIGURE 7(a) , by observing the baseline prediction accuracy in terms of MSE values in the test set, it is clear to see that without the help of a physical prior, it is difficult to predict the test set results whose input values are outside the training set input feature ranges. The extrapolation is the cause of this problem, and extrapolated values lack prior training and thus lead to large errors. On the other hand, the extrapolation can be less problematic with the help of TCAD priors. This is the reason why in the test set, the agreement to the experimentally measured data is improved using the TCAD-prior BNN, reference to baseline BNN. In FIGURE 7(b) , (c), (d), as the training set size, i.e., partition, is increased, we can see that the performance of the TCAD-prior BNN is still better than the baseline BNN although the accuracy of baseline begins to climb due to less extrapolation needed.
Finally, it worths to mention that the methodology of TCAD-prior BNN is fully scalable to large-scale problems. Using semiconductor manufacturing as an example, to date nearly every process step including photolithography, etching, deposition, metallization, chemical vapor deposition (CVD), and annealing has its own TCAD physical models. Therefore, we have abundant models to select from in order to form informative TCAD priors. Cascaded, series CMOS processing flow can lead to a large number of input features, but given the simplicity of variational inference and the stochastic gradient descent (SGD) training algorithms, an ordinary computing cluster can serve the purpose of training BNNs with hundreds to thousands of input features. In fact, TCAD priors will be more dominantly better than baseline BNN in the case of large-scale problems for the reasons of (1) experiment trial-and-error becomes even more expensive for large-scale cascaded processes.
(2) A large sample space leads to a large portion of unsampled sample space, and extrapolation is inevitable in this case, which leads to inaccuracy if there is not informative prior is provided.
IV. CONCLUSION
In this paper, we use a novel scheme based on a Bayesian neural network with TCAD prior, which can be used at the early-stage of fabrication experiments in semiconductor processing and industry 4.0. This work links the gap between past physical-model-based approaches and recently emerging machine learning models in device fabrication. TCAD-prior Bayesian neural network brings together the advantages from both disciplines and shows significantly more efficient prediction in ARDE depth, in our demonstration example. In order to fetch the advantage of Bayesian inference, the prior distributions of the neural network weights and biases are constructed with TCAD data from long-developed semiconductor physics, which is based on professional knowledge instead of using a standard normal distribution with zero mean and unity standard deviation. The resulted posterior distribution using TCAD prior has significantly improved prediction in terms of mean square errors. Our result demonstrates that the TCAD-prior model, which is trained with different size of experimental data, performs better on the test set where its MSE values are 0.0175, 0.0183, 0.0188, 0.019 reference to the baseline model MSE values of 0.2896, 0.058, 0.0563, 0.058, for partition =10, 20, 30, 40. This confirms the feasibility of using a TCAD prior to predict semiconductor processing results when only a limited number of data points are available due to cost or due to the fact that the semiconductor process tuning is still at its initial stage.
