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Abstract
In this paper, an improved predictor-corrector methods (IPC) to solve fuzzy diﬀerential
equation under generalized diﬀerentiability are discussed. The methods proposed here are
based on generalized characterization theorem. Using the Generalized Characterization we
can translate a fuzzy diﬀerential equation into two ODE systems. Also, the convergence
and stability of the proposed methods are given and their application are illustrated with
numerical example.
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1 Introduction
Fuzzy diﬀerential equations (FDEs) are used in modeling problems in science and engi-
neering. Most of the science and engineering applications of FDEs require the solution of
an FDE subject to some fuzzy initial conditions; therefore, a fuzzy initial value problem
arises. It is too complicated to obtain the exact solutions of an FDE that models problems
of the complexity that arises in real applications.
Since the fuzzy derivative is used in FDE, there are several approaches to the study of
fuzzy diﬀerential equations, [16, 18]. The ﬁrst and the most popular approach is using the
Hukuhara diﬀerentiability for fuzzy number value functions. Under this setting, mainly
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1the existence and uniqueness of the solution of a fuzzy diﬀerential equation are studied
(see e.g.[13, 29, 43]).
This approach has a drawback: the solution becomes fuzzier as time goes by. Hence, the
fuzzy solution behaves quite diﬀerently from the crisp solution. To alleviate the situation,
H¨ ullermeier [26] interpreted FDEs as a family of diﬀerential inclusions. The main short-
coming of using diﬀerential inclusions is that we do not have a derivative of a fuzzynumber-
valued function.
The strongly generalized diﬀerentiability was introduced in [12] and studied in [9, 18,
37]. This concept allows us to resolve the above-mentioned shortcoming. Indeed, the
strongly generalized derivative is deﬁned for a larger class of fuzzynumber- valued func-
tions than the Hukuhara derivative. Hence, we use this diﬀerentiability concept in the
present paper. Under appropriate conditions, the fuzzy initial value problem (FIVP) con-
sidered under this interpretation has locally two solutions [9].
Numerical solution of an FDE is obtained now in a natural way, by extending the ex-
isting classical methods to the fuzzy case [27]. Some numerical methods for FDEs under
the Hukuhara diﬀerentiability concept such as the fuzzy Euler method, predictor-corrector
method, Taylor method are presented in [1, 4]. Allahviranloo et al [5] introduced the im-
proved predictor-corrector method for solving the FDEs. Which is more accurate than
the one [4].
In the local existence of two solutions of an FDE under generalized diﬀerentiability
implies that we present new numerical methods. And using strongly generalized diﬀeren-
tiability, we generalize some numerical methods presented for solving FDEs. The original
initial value problem is replaced by two parametric ordinary diﬀerential systems which are
then solved numerically using classical algorithms.
In [11], Bede proved a Characterization Theorem which states that under certain con-
ditions a fuzzy diﬀerential equation under Hukuhara diﬀerentiability is equivalent to a
system of ordinary diﬀerential equations (ODEs). Bede also remarked that this Charac-
terization Theorem can help to solve FDEs numerically by converting them to a system
of ODEs, which can then be solved by any numerical method suitable for ODEs.
In contrast, the contribution of this paper is to extend Bede’s Characterization Theo-
rem to generalized derivatives and then use this result to solve FDEs numerically by any
method suitable for ODEs. The importance of converting a fuzzy diﬀerential equation to
a system of ODEs is that any numerical method suitable for ODEs may be implemented.
This paper is organized as follows. In section 2, some basic deﬁnitions and results and
generalized hukuhara diﬀerentiability are presented. Generalized characterization theorem
for FDEs under generalized diﬀerentiability is introduced in section 3. In section 4, an
explicit three-step method and an implicit two-step method for solving FDEs by general-
ized characterization theorem is proposed. The IPC three-step algorithm is discussed in
section 5. The convergence and stability of the mentioned methods are given in section 6.
Also, we present a numerical example to illustrate improved predictor-corrector method
2under generalized hukuhara diﬀerentiability in section 7, and section 8 is the conclusion.
2 Preliminaries
Now, we recall some deﬁnitions needed through the paper. The basic deﬁnition of fuzzy
numbers is given in [44, 43].
By R, we denote the set of all real numbers. A fuzzy number is a mapping u : R → [0;1]
with the following properties:
(a) u is upper semi-continuous,
(b) u is fuzzy convex, i.e., u(x + (1 − )y) ≥ min{u(x);u(y)} for all x;y ∈ R; ∈ [0;1],
(c) u is normal, i.e., ∃x0 ∈ R for which u(x0) = 1,
(d) supp u = {x ∈ R | u(x) > 0} is the support of the u, and its closure cl(supp u) is
compact.
Let E is the set of all fuzzy number on R. The r-level set of a fuzzy number u ∈ E,
0 ≤ r ≤ 1, denoted by [u]r , is deﬁned as
[u]r =
{
{x ∈ R | u(x) ≥ r} if 0 ≤ r ≤ 1
cl(supp u) if r = 0
It is clear that the r-level set of a fuzzy number is a closed and bounded interval [u(r);u(r)],
where u(r) denotes the left-hand endpoint of [u]r and u(r) denotes the right-hand endpoint
of [u]r. Each y ∈ R can be regarded as a fuzzy number   y deﬁned by
  y(t) =
{
1 if t = y
0 if t ̸= y
R can be embedded in E.
Denition 2.1. A fuzzy number u in parametric form is a pair (u;u) of functions u(r),
u(r); 0 ≤ r ≤ 1, which satisfy the following requirements:
1. u(r) is a bounded non-decreasing left continuous function in (0;1], and right contin-
uous at 0,
2. u(r) is a bounded non-increasing left continuous function in (0;1], and right contin-
uous at 0,
3. u(r) ≤ u(r); 0 ≤ r ≤ 1.
A crisp number  is simply represented by u(r) = u(r) = ; 0 ≤ r ≤ 1: We recall that
for a < b < c which a;b;c ∈ R, the triangular fuzzy number u = (a;b;c) determined by
a;b;c is given such that u(r) = a + (b − c)r and u(r) = c − (c − b)r are the endpoints of
the r-level sets, for all r ∈ [0;1].
For arbitrary u = (u(r);u(r)), v = (v(r);v(r)) and k > 0 we deﬁne addition u ⊕ v , sub-
traction u ⊖ v and scalar multiplication by k as (See [24, 35])
(a) Addition:
u ⊕ v = (u(r) + v(r);u(r) + v(r))
3(b) Subtraction:
u ⊖ v = (u(r) − v(r);u(r) − v(r))
(c) Scalar multiplication:
k ⊙ u =
{
(ku;ku); k ≥ 0;
(ku;ku); k < 0:
If k = −1 then k ⊙ u = −u.
The Hausdorﬀ distance between fuzzy numbers given by D : E × E −→ R+
∪
0,
D(u;v) = sup
r∈[0;1]
max{|u(r) − v(r)|;|u(r) − v(r)|};
where u = (u(r);u(r)), v = (v(r);v(r)) ⊂ R is utilized in [9]. Then, it is easy to see that
D is a metric in E and has the following properties (See [38])
(i)D(u ⊕ w;v ⊕ w) = D(u;v), ∀u;v;w ∈ E,
(ii)D(k ⊙ u;k ⊙ v) = |k|D(u;v), ∀k ∈ R;u;v ∈ E,
(iii)D(u ⊕ v;w ⊕ e) ≤ D(u;w) + D(v;e), ∀u;v;w;e ∈ E,
(iV )(D;E) is a complete metric space.
Denition 2.2. ([4]) An m-step method for solving the initial-value problem is one whose
diﬀerence equation for ﬁnding the approximation y(ti+1) at the mesh point ti+1 can be
represented by the following equation:
y(ti+1) = am−1y(ti) + am−2y(ti−1) + :::
+ a0y(ti+1−m) + hbmf(ti+1;yi+1) + bm−1f(ti;yi) + ::: + b0f(ti+1−m;yi+1−m)
for i = m−1;m;:::;N −1, such that a = t0 ≤ t1 ≤ t2 ≤ ::: ≤ tN = b;h = b−a
N = ti+1 −ti
and a0;a1;:::;am−1;b0;b1;:::;bm
are constant with the starting values, y0 = 0;y1 = 1;:::;ym−1 = m−1.
When bm = 0, the method is known as explicit, since yi+1 explicit in terms of previously
determined values. When bm ̸= 0, the method is known as implicit, since yi+1 occurs on
both sides of Eq. And is speciﬁed only implicitly.
Denition 2.3. ([4]) Associated with the diﬀerence equation
y(ti+1) = am−1y(ti) + am−2y(ti−1) + ::: + a0y(ti+1−m) + hF(ti;h;yi+1;yi;:::;yi+1−m);
y0 = 0; y1 = 1;:::;ym−1 = m−1,
the following, called the characteristic polynomial of the method is
p() = m − am−1m−1 − am−2m−2 − ::: − a1 − a0:
If |i| ≤ 1 for each i = 1;2;:::;m; and all roots with absolute value 1 are simple roots,
then the diﬀerence method is said to satisfy the root condition.
Denition 2.4. Let x;y ∈ E. If there exists z ∈ E such that x = y + z, then z is called
the H-diﬀerence of x,y and it is denoted x ⊖ y. In this paper the sign ” ⊖ ” always stands
for the H-diﬀerence, and let remark that x⊖y ̸= x + (−1)y. Usually we denote x + (−1)y
by x ⊖ y stands for the H-diﬀerence. In what follows, we ﬁxed I = (a;b), for a;b ∈ R.
4Denition 2.5. ([9]) Let F : I → E . Fix t0 ∈ I. We say F is diﬀerentiable at t0, if
there exists an element F′(t0) such that (1) for all h > 0 suﬃciently close to 0, there exist
F(t0 + h) ⊖ F(t0);F(t0) ⊖ F(t0 − h) and the limits (in the metric D)
limh↘0+
F(x0+h)⊖F(x0)
h = limh↘0+
F(x0)⊖F(x0−h)
h = F
′
(x0)
or
(2) for all h > 0 suﬃciently close to 0, there existF(t0 +h)⊖F(t0);F(t0)⊖F(t0 − h)
and the limits (in the metric D)
limh↘0−
F(x0+h)⊖F(x0)
h = limh↘0−
F(x0)⊖F(x0−h)
h = F
′
(x0).
Remark 2.1. In the previous deﬁnition, case (1) corresponds to the H-derivative intro-
duced in [38], so this diﬀerentiability concept is a generalization of the H-derivative.
Remark 2.2. In [9], the authors consider four cases for derivatives. Here we only consider
the two ﬁrst cases of Deﬁnition 5 in [9]. In the other cases, the derivative is trivial because
it is reduced to a crisp element (more precisely, F′ ∈ R; for details see Theorem 7 in [9]).
Theorem 2.1. Let F:I → E be fuzzy function, where [F(t)]r = [f(t;r);g(t;r)] for each
r ∈ [0;1],
(i) If F is (1)-diﬀerentiable then f(t;r)and g(t;r) are diﬀerentiable functions and
[F′(t)]r = [f′(t;r);g′(t;r)]
(ii) If F is (2)-diﬀerentiable then f(t;r)and g(t;r) are diﬀerentiable functions and
[F′(t)]r = [g′(t;r);f′(t;r)]
Proof. See [18].
3 Generalized characterization theorem
Consider the FIVP of fuzzy diﬀerential equations given by
{
y′(t) = f(t;y(t)); t ∈ [t0;T]
y(t0) = y0;
(3.1)
where f : I×E → E is a continuous fuzzy mapping and y0 is a fuzzy number. The interval
I may be [0;T] for some T > 0 or I = [0;∞).
Theorem 3.1. f : I × E −→ E be a continuous fuzzy function such that there exists
k > 0such that D(f(t;x);f(t;z)) ≤ kD(x;z) ∀t ∈ I;x;z ∈ E. Then problem (3:1) has two
solutions (one(1)-diﬀerentiable and the other one (2)-diﬀerentiable)on I.
Proof. See [18].
Theorem (2:1) shows us a way to translate the FIVP (3.1) into a system of ODEs
let [y(t)]
r = [y(t;r);y(t;r)]: If (1)-diﬀerential then y′(t)
r = [y′(t;r);y′(t;r)]: and (3.1)
translates into the following system of ODEs:



y′(t;r) = f(t;y(t);r) = F(t;y(t;r);y(t;r));
y′(t;r) = f(t;y(t);r) = G(t;y(t;r);y(t;r));
y(t0;r) = y0(r);y(t0;r) = y0(r);
(3.2)
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r = [y′(t;r);y′(t;r)] and (3:1) translates into
the following system of ODEs:



y′(t;r) = f(t;y(t);r) = G(t;y(t;r);y(t;r));
y′(t;r) = f(t;y(t);r) = F(t;y(t;r);y(t;r));
y(t0;r) = y0(r);y(t0;r) = y0(r);
(3.3)
where [f(t;y)]
r = [f(t;y;y);f(t;y;y)]. Then, the authors in [18] stated that if we ensure
that the solution [y(t;r);y(t;r)] of the system (3.2) are level sets of a fuzzy number val-
ued function and if [y′(t;r);y′(t;r)] are level sets of a fuzzy valued function, then by the
stacking theorem [29], it is possible to construct the (1)-solution of FIVP (3:1). Also, for
the (2)-solution, we can proceed in a similar way.
The characterization theorem [11] states that a fuzzy diﬀerential equation is equivalent
to a system of ordinary diﬀerential equations under certain conditions. The next result
extend Bede’s characterization theorem to fuzzy diﬀerential equations under generalized
diﬀerentiability.
Theorem 3.2. ([37]) Let us consider the FIVP (3:1) where f : I × E −→ E is such that
(i) [f(t;y)]
r = [f(t;y;y;r);f(t;y;y;r)]
(ii)f(t;r) and f(t;r) are uniformly continuous and uniformly bounded on any bounded set;
(iii) there exists L > 0 such that
|f(t;u1;v1) − f(t;u2;v2)| ≤ Lmax|u1 − u2|;|v1 − v2| ∀r ∈ [0;1];
|f(t;u1;v1) − f(t;u2;v2)| ≤ Lmax|u1 − u2|;|v1 − v2| ∀r ∈ [0;1]:
Then, for (1)-diﬀerentiability, the FIVP (3:1) and the system of ODEs (3:2) are equvalent
and in (2)-diﬀerentiability, the FIVP (3:1) and the system of ODEs (3:3) are equivalent.
Proof. In the paper [9], the authors proved for (1)-diﬀerentiability. The result for
(2)-diﬀerentiability is obtained analogously by using theorem (2:1).
4 Numerical solutions of FDEs
In this section we present numerical methods for solving (3.1) by the generalized char-
acterization theorem. Here we assume the existence of two solutions for (3.1) based on
Theorem (3.1).
Lemma 4.1. ([9]) The fuzzy diﬀerential equation (3:1), where f : I×E −→ E is supposed
to be continuous, is equivalent to one of the integral equations:
y(t) = y0 ⊕
∫ t
0
f(s;y(s))ds; ∀t ∈ I (4.4)
or
y0 = y(t) + (−1) ⊙
∫ t
0
f(s;y(s))ds; ∀t ∈ I (4.5)
depending on the strongly diﬀerentiability considered, (1)-diﬀerentiability or (2)-diﬀerentiability,
respectively. Here the equivalence between two equations means that any solution of an
equation is a solution too the other one.
6Remark 4.1. ([9]) Under appropriate conditions, the fuzzy initial value problem (3:1)
considered under generalized diﬀerentiability has locally two solutions, and the successive
iterations:
yn+1(t) = y0 ⊕
∫ t
0
f(t;yn(t))dt; (4.6)
and y0(t) = y0,
yn+1(t) = y0 ⊖ (−1) ⊙
∫ t
0
f(t;yn(t))dt; (4.7)
converge to the (1)-solution and the (2)-solution, respectively.
Some numerical methods for solving FDEs under hukuhara diﬀerentiability such as
the Euler method, Taylor method, Adams-Bashforth method and Adams-Moulton method
were presented in[1, 4]. To approximate the unique solution, they replace the fuzzy diﬀer-
ential equation, under the Hukuhara diﬀerentiability concept, by its parametric form and
then solve the new system, which consists of two classical ordinary diﬀerential equations
with initial conditions.
In some cases, it is possible to solve the system analytically. In most cases, however,
analytical solutions may not be found and a numerical approach must be considered.
Here, based on the generalized characterization theorem, we replace the fuzzy diﬀer-
ential equations with its equivalent systems and then, for approximating the two fuzzy
solutions, we solve numerically two ODE systems which consist of four classic ordinary
diﬀerential equations with initial conditions.
We can extend some numerical methods for ﬁnding two fuzzy solutions of FDEs under
generalized diﬀerentiability. Eqs. (3.2) and (3.3) represent two ordinary Cauchy problems
for which any converging classical numerical procedure can be applied. In the following,
we generalize the improved predictor-corrector method. Any other suitable known numer-
ical methods can be generalized similarly [37].
In the interval I = [0;T] we consider a set of discrete equally spaced gird points
0 = t0 < t1 < t2 < ::: < tN = T at witch two exact solutions [Y1]
r = [Y1(t;r);Y1(t;r)]
and [Y2]
r = [Y2(t;r);Y2(t;r)] are approximated by some [y1]
r = [y1(t;r);y1(t;r)] and
[y2]
r = [y2(t;r);y2(t;r)], respectively. The grid points at which the solutions are calcu-
lated are
tn = t0 + nh; h =
T
N
Recall that the FIVP of fuzzy ordinary diﬀerential equation given by
{
y′ = f(t;y(t)); t ∈ [t0;T]
y(t0) = y0;
can be solved, numerically, by linear explicit three-step method and an implicit two-step
7method as the following,
if y(t) is (1)-diﬀerentiable then:
Explicit three-step method:



y(ti+2;r) = y(ti−1;r) + h
2[f(ti−1;y(ti−1;r)) + f(ti;y(ti;r)) + 4f(ti+1;y(ti+1;r))];
y(ti+2;r) = y(ti−1;r) + h
2[f(ti−1;y(ti−1;r)) + f(ti;y(ti;r)) + 4f(ti+1;y(ti+1;r))];
y(ti−1;r) = 0;y(ti;r) = 1;y(ti+1;r) = 2;y(ti−1;r) = 3;y(ti;r) = 4;y(ti+1;r) = 5
(4.8)
Implicit two-step method:



y(ti+2;r) = y(ti−1;r) + h
2[f(ti−1;y(ti−1;r)) + 2f(ti;y(ti;r)) + f(ti+1;y(ti+1;r))];
y(ti+2;r) = y(ti−1;r) + h
2[f(ti−1;y(ti−1;r)) + 2f(ti;y(ti;r)) + f(ti+1;y(ti+1;r))];
y(ti−1;r) = 0;y(ti;r) = 1;y(ti−1;r) = 2;y(ti;r) = 3;
(4.9)
if y(t) is (2)-diﬀerentiable then:
Explicit three-step method:



y(ti+2;r) = y(ti−1;r) + h
2[f(ti−1;y(ti−1;r)) + f(ti;y(ti;r)) + 4f(ti+1;y(ti+1;r))];
y(ti+2;r) = y(ti−1;r) + h
2[f(ti−1;y(ti−1;r)) + f(ti;y(ti;r)) + 4f(ti+1;y(ti+1;r))];
y(ti−1;r) = 0;y(ti;r) = 1;y(ti+1;r) = 2;y(ti−1;r) = 3;y(ti;r) = 4;y(ti+1;r) = 5
(4.10)
Implicit two-step method:



y(ti+2;r) = y(ti−1;r) + h
2[f(ti−1;y(ti−1;r)) + 2f(ti;y(ti;r)) + f(ti+1;y(ti+1;r))];
y(ti+2;r) = y(ti−1;r) + h
2[f(ti−1;y(ti−1;r)) + 2f(ti;y(ti;r)) + f(ti+1;y(ti+1;r))];
y(ti−1;r) = 0;y(ti;r) = 1;y(ti−1;r) = 2;y(ti;r) = 3;
(4.11)
5 Improved Predictor-corrector three-step method
Algorithm 1. IPC three-step method under (1)-diﬀerentiability
We used the following algorithm to obtain numerical solutions using IPC three-step method
under (1)-diﬀerentiability.
To approximate the solution of the IVP given by {
y′ = f(t;y(t)); t ∈ [t0;T]
y(t0) = y0;
an arbitrary positive integer N is chosen.
Step 1.Let h = T−t0
N
w(t0;r) = 0;w(t1;r) = 1;w(t2;r) = 2,
w(t0;r) = 3;w(t1;r) = 4;w(t2;r) = 5:
Step 2. Let i = 1.
Step 3. Let {
w(0)(ti+2;r) = w(ti−1;r) + h
2[f(ti−1;w(ti−1;r)) + f(ti;w(ti;r)) + 4f(ti+1;w(ti+1;r))];
w(0)(ti+2;r) = w(ti−1;r) + h
2[f(ti−1;w(ti−1;r)) + f(ti;w(ti;r)) + 4f(ti+1;w(ti+1;r))];
Step 4. Let ti+2 = t0 + (i + 2)h:
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w(ti+2;r) = w(ti;r) + h
2[f(ti;w(ti;r)) + 2f(ti+1;w(ti+1;r)) + f(ti+2;w(0)(ti+2;r))];
w(ti+2;r) = w(ti;r) + h
2[f(ti;w(ti;r)) + 2f(ti+1;w(ti+1;r)) + f(ti+2;w(0)(ti+2;r))];
Step 6. i = i + 1.
Step 7. If i ≤ N − 2,go to step 3.
Step 8. The algorithm ends,and (w(T;r);w(T;r)) approximates the value of (Y (T;r);Y (T;r)).
Algorithm 2. IPC three-step method under (2)-diﬀerentiability
We used the following algorithm to obtain numerical solutions using IPC three-step method
under (2)-diﬀerentiability.
an arbitrary positive integer N is chosen.
Step 1.Let h = T−t0
N
w(t0;r) = 0;w(t1;r) = 1;w(t2;r) = 2,
w(t0;r) = 3;w(t1;r) = 4;w(t2;r) = 5:
Step 2. Let i = 1.
Step 3. Let {
w(0)(ti+2;r) = w(ti−1;r) + h
2[f(ti−1;w(ti−1;r)) + f(ti;w(ti;r)) + 4f(ti+1;w(ti+1;r))];
w(0)(ti+2;r) = w(ti−1;r) + h
2[f(ti−1;w(ti−1;r)) + f(ti;w(ti;r)) + 4f(ti+1;w(ti+1;r))];
Step 4. Let ti+2 = t0 + (i + 2)h:
Step 5. Let {
w(ti+2;r) = w(ti;r) + h
2[f(ti;w(ti;r)) + 2f(ti+1;w(ti+1;r)) + f(ti+2;w(0)(ti+2;r))];
w(ti+2;r) = w(ti;r) + h
2[f(ti;w(ti;r)) + 2f(ti+1;w(ti+1;r)) + f(ti+2;w(0)(ti+2;r))];
Step 6. i = i + 1.
Step 7. If i ≤ N − 2,go to step 3.
Step 8. The algorithm ends,and (w(T;r);w(T;r)) approximates the value of (Y (T;r);Y (T;r)).
6 Convergence and stability
In the interval [t0;T] we consider a set of discrete equally spaced grid points t0 < t1 <
t2 < ::: < tN = T, and the exact solution Y1(t;r);Y2(t;r) is approximated by some
y1(t;r);y2(t;r). The exact and approximate solutions at tn, 0 ≤ n ≤ N are denoted by
(Y 1(t;r);Y 1(t;r)), and (y
1(t;r);y1(t;r)), and (Y 2(t;r);Y 2(t;r)), and (y
2(t;r);y2(t;r)),
respectively.
The grid points which the solution is calculated are tn = t0+nh;h = (T−t0)=N, 1 ≤ n ≤ N
From Eq. (4.9),(4.11) the polygon curves
y(t;h;r) = {[t0;y
0(r)];[t1;y
1(r)];:::;[tN;y
N(r)]},
y(t;h;r) = {[t0;y0(r)];[t1;y1(r)];:::;[tN;yN(r)]},
the following lemmas will be applied to show convergence of these approximates, i.e.
lim
h↘0
y
1(t;h;r) = Y 1(t;r); lim
h↘0
y1(t;h;r) = Y 1(t;r);
9and
lim
h↘0
y
2(t;h;r) = Y 2(t;r); lim
h↘0
y2(t;h;r) = Y 2(t;r);
Lemma 6.1. ([4]) Let a sequence of numbers {wn}N
n=0 satisfy:
wn+1 ≤ Awn + Bwn−1 + C 0 ≤ n ≤ N − 1
for some given positive constants A and B, C. Then
|wn| ≤ (An−1+1An−3B+2An−5B2+:::+sB[n=2])|w1|+(An−2+1An−4B2+:::+tAB[n=2])|w0|
+(An−2 +An−3 +:::+1)C +(1An−4 +2An−5 +:::+mA+1)BC +(1An−6 +2An−7 +
::: + lA + 1)B2C + (1An−8 + 2An−9 + ::: + pA + 1)B3C + :::; n odd
and
|wn| ≤ (An−1+1An−3B+2An−5B2+:::+sB[n=2]−1)|w1|+(An−2+1An−4B2+:::+tAB[n=2])|w0|
+(An−2 +An−3 +:::+1)C +(1An−4 +2An−5 +:::+mA+1)BC +(1An−6 +2An−7 +
::: + lA + 1)B2C + (1An−8 + 2An−9 + ::: + pA + 1)B3C + :::; n even
where s;t;m;l;p are constants for all s, t, m, l and p.
Proof. Using the mathematical induction is straightforward. 
Theorem 6.1. For arbitrary ﬁxed 0 ≤ r ≤ 1, the implicit two-step approximates of
Eqs. (4:9),(4:11) converge to the exact solutions Y 1(t;r);Y 1(t;r) and Y 2(t;r);Y 2(t;r) for
Y 1;Y 1;Y 2;Y 2 ∈ C3[t0;T].
Proof. If we consider (1)-diﬀerentiability,. then convergence of Eq. (4:9) is obtained
from Theorem (6.1) in [5]. In the same way, if we consider (2)-diﬀerentiability then
analogously to the demonstration of Theorem (6.1)in [5], we can prove the convergence of
Eq. (4:11).
Theorem 6.2. For arbitrary ﬁxed 0 ≤ r ≤ 1, the explicit three-step approximates of
Eqs. (4:8),(4:10) converge to the exact solutions Y 1(t;r);Y 1(t;r) and Y 2(t;r);Y 2(t;r) for
Y 1;Y 1;Y 2;Y 2 ∈ C3[t0;T]
Theorem 6.3. The explicit three-step method is stable.
Proof. For the explicit three-step method, .there exists only one characteristic poly-
nomial p() = 3−, so it satisﬁes the root condition, and therefore, it is a stable method.
Theorem 6.4. The implicit two-step method is stable.
10Remark 6.1. ([37]) By Theorem (3.1), we observe that the solution of the fuzzy diﬀer-
ential equations is not unique. This may seem a deﬁciency of the method. However, this
disadvantage can be converted into an advantage since we may sometimes choose between
two solutions, so for example we can study the real system and choose the solution which
better reﬂects the behavior of the system and then consider that solution in all similar
cases.
7 Numerical Example
Consider the FIVP given by 


y
′
(t) = − ⊙ y(t)
y(0;r) = (r − 1);
y(0;r) = (1 − r);
(7.12)
where 0 ≤ r ≤ 1. Let  = 1, I = [0;0:1]. The exact solution at t = 0:1 of the above FIVP
by using the form (3.2) we get the exact solution
y(t;r) = [(r − 1)et;(1 − r)et],
that is (1)-diﬀerentiable solution of the problem(3.1).
Using the formulation (3.3),
y(t;r) = [(r − 1)e−t;(1 − r)e−t],
is(2)-diﬀerentiable solution of problem (3.1). Where t ∈ [0;1], 0 ≤ r ≤ 1.
By using the improved predictor-corrector methods
for two cases (1)- or (2)-diﬀerentiability the following plots are drawn (See Figs 1-4).
It is easy to verify that the diameter of solution tend to inﬁnity for the case of (1)-
diﬀerentiability and the diameter of solution tend to zero (reduces to asymptotically cer-
tain) for the case of (2)-diﬀerentiability, as we expected.
8 Conclusion
We have presented a Generalized Characterization Theorem for the solutions of FDEs
under generalized diﬀerentiability which allows us to translate an FDE into two systems
of ODEs. The Generalized Characterization Theorem points out the following research
direction for FDEs. Translate the FDE into two systems of ODEs, and then solve the sys-
tems of ODEs analytically or numerically, since we can now return to the original FDE.
Numerical solutions of ODEs are extremely well studied in the literature, so this methods
based on [5] were discussed.
Also, that our proposed IPC three-step method is more accurate and gives a better approx-
imation than the method presented in [4]. It is worth mentioning that the IPC three-step
11Table 1: A comparison between the exact and the approximate (1)-solution and (2)-
solution (IPC) three-step method with N = 10 is shown in the following tables and Figs.1
and 2.
r y1 Y1 Error y1 Y1 Error
0 -1.105202 -1.105170 0.319865e-4 1.105202 1.105170 0.319865e-4
0.1 -0.994682 -0.994653 0.287879e-4 0.994682 0.994653 0.287879e-4
0.2 -0.884162 -0.884136 0.255892e-4 0.884162 0.884136 0.255892e-4
0.3 –0.773642 -0.773619 0.223906e-4 0.773642 0.773619 0.223906e-4
0.4 -0.663121 -0.663102 0.191919e-4 0.663121 0.663102 0.191919e-4
0.5 -0.552601 -0.552585 0.159932e-4 0.552601 0.552585 0.159932e-4
0.6 -0.442081 - 0.442068 0.127946e-4 0.442081 0.442068 0.127946e-4
0.7 –0.331560 -0.331551 0.095959e-4 0.331560 0.331551 0.095959e-4
0.8 -0.221040 -0.221034 0.063973e-4 0.221040 0.221034 0.063973e-4
0.9 -0.110520 -0.110517 0.031986e-4 0.110520 0.110517 0.031986e-4
1 0 0 0 0 0 0
r y2 Y2 Error y2 Y2 Error
0 -0.904893 -0.904837 0.562770e-4 0.904893 0.904837 0.562770e-4
0:1 -0.814404 -0.814353 0.506493e-4 0.814404 0.814353 0.506493e-4
0.2 -0.723914 -0.723869 0.450216e-4 0.72364 0.723869 0.450216e-4
0.3 -0.633425 -0.633386 0.393939e-4 0.633425 0.633386 0.393939e-4
0.4 -0.542936 -0.542902 0.337662e-4 0.542936 0.542902 0.337662e-4
0.5 -0.452446 -0.452418 0.281385e-4 0.452446 0.452418 0.281385e-4
0.6 -0.361957 -0.361934 0.225108e-4 0.361957 0.361934 0.225108e-4
0.7 -0.271468 -0.271451 0.168831e-4 0.271468 0.271451 0.168831e-4
0.8 -0.180978 -0.180967 0.112554e-4 0.180978 0.180967 0.112554e-4
0.9 -0.090489 -0.090483 0.056277e-4 0.090489 0.090483 0.056277e-4
1 0 0 0 0 0 0
12method can naturally be generalized to IPC m-step methods of convergence order o(hm).
While the Euler method from [37] converges with order o(h) only. Comparison of so-
lutions of Example shows that our proposed method gives a better approximation than
Euler method. For further discussion, we will use the mentioned method for solving fuzzy
fractional diﬀerential equations [3, 8, 40].
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