Abstract-In this paper, we consider the problem of optimally coordinating the response of a group of distributed energy resources (DERs) in distribution systems by solving the socalled optimal power flow (OPF) problem. The OPF problem is concerned with determining an optimal operating point, at which total generation cost or power loss is minimized and operational constraints are satisfied. To solve the OPF problem, we propose distributed algorithms that are able to operate over time-varying communication networks and have geometric convergence rate. First, we solve the second-order cone program (SOCP) relaxation of the OPF problem for radial distribution systems, which is formulated using the so-called DistFlow model. Then, we focus on solving the convex relaxation of the OPF problem for mesh distribution systems. We showcase the algorithms using the standard IEEE 33-and 69-bus radial test systems and the IEEE 118-bus mesh test system.
I. INTRODUCTION
It is envisioned that present-day power grids mainly dependent on centralized power generation stations will transition towards more decentralized power generation based on DERs. One of the obstacles in making this shift happen is to find effective control strategies for coordinating a large population of DERs in distribution systems. To coordinate a large number of DERs, it will be required to process a large amount of data in real-time. Traditional centralized approach, which requires this data to be collected in the central processing unit, may not be feasible because of the communication overhead and constraints. Also, due to high renewable intermittency in future power grids, DERs will need to more frequently adjust their set-points, which will require the real-time feedback control to run and process data more often.
Although it is significantly faster to solve the OPF problem in a centralized way, collecting real-time data in the central unit will require more carefully designed and costly communication network because of the large distances between the central node and DERs and large volume of data. Such challenges will also require building a denser communication network with higher bandwidth and more secure communication channels to prevent cyber attackers from stealing sensitive private information. In the distributed approach, local data at each node is locally processed, and there is no need to collect the data in a single node. However, it is more difficult to solve the OPF problem in a distributed way since communication delays and random data packet losses might prevent the distributed algorithm from converging to an optimal solution.
In this work, we consider the standard OPF problem for balanced distribution systems with high penetration of DERs, where each DER is assumed to have a generation cost and can be operated within its capacity constraints. The objective of the OPF problem is to determine an optimal operating point at which total generation cost is minimized and operational constraints are satisfied. We also assume that a computing device is attached to each bus in the distribution system, and it is able to communicate with the computing devices at neighboring buses.
We also consider the problem of making the distributed algorithm resilient to communication delays and random data packet losses in communication channels. To this end, we propose distributed algorithms that are capable of operating over time-varying communication networks, where any given communication link can become inactive at any time instant. The proposed algorithms also have geometric convergence rate, which is a desirable feature for ensuring fast performance.
A vast body of work has focused on solving the OPF problem for distribution systems. Earlier works (see, e.g., [1] - [3] ) focused on dealing with the non-convexity of the OPF problem, and proposed semidefinite program (SDP) and SOCP relaxations, which were shown to be exact for radial networks under some conditions. A few works proposed distributed approaches for solving the OPF problem over time-invariant communication networks (see, e.g., [4] - [7] ). In [7] , the authors proposed a distributed algorithm for solving the SOCP relaxation of the OPF problem for balanced radial networks, which is based on the alternating direction method of multiplier (ADMM). There exists another body of works (see, e.g., [8] - [18] ) that focused on time-varying communication networks, albeit, in a much simpler problem setting, in which most operational constraints were neglected. One line of works (see, e.g., [8] - [15] ) focused on the DER coordination problem with only total active power balance constraint and generation capacity constraints. In addition to these constraints, another line of works (see, e.g., [16] - [18] ) also considered line flow constraints.
Our starting point in the design of the algorithms is a primal-dual algorithm for solving the system of optimality conditions also known as the Lagrangian system. We then develop distributed versions of this primal-dual algorithm by having bus agents closely emulate the iterations of the primaldual algorithm, where each agent maintains and updates only local variables. The resulting distributed primal-dual algorithms converge geometrically fast. For convergence analysis, each algorithm is viewed as a feedback interconnection of the (centralized) primal-dual algorithm representing the nominal system and the error dynamics due to the nature of the distributed implementation. We show that the nominal system trajectories converge geometrically fast to the optimal solution if the error decays geometrically. Then, by using a small-gain based analysis inspired by [19] , we establish the geometric convergence rate of the proposed algorithms. We note that the authors of [19] propose distributed algorithms with geometric convergence rate for solving an unconstrained optimization problem over time-varying graphs. However, since the OPF problem is a constrained optimization problem, these algorithms cannot be directly applied to solve it.
II. PRELIMINARIES
In this section, we formulate the OPF problem and introduce the communication network model adopted in this work.
A. OPF Problem Formulation
We consider a balanced distribution system, the topology of which can be described by a directed graph,
where V p := {1, 2, . . . , n} denotes the set of buses, and E p = { e 1 , e 2 , . . . , e |Ep| } denotes the set of distribution lines, with e k = (i, l) ∈ E p if node i is located upstream from node l, i.e., i is closer to the distribution substation. Let D i = {l : (i, l) ∈ E p } and U i = {l : (l, i) ∈ E p } denote the sets of nodes located downstream and upstream from node i. Based on this orientation, we can define a node-to-edge incidence matrix, M ∈ R n× , with M ik = 1 and M jk = −1, if e k = (i, j) ∈ E p , and M ik = 0 and M jk = 0, otherwise. Also, let M 0 ∈ R n×|Ep| contain the entries of M , each corresponding to a sending end, with M 0ik = 1 if e k = (i, l) ∈ E p , for some l ∈ V, and M 0ik = 0, otherwise. Similarly, N 0 ∈ R n×|Ep| contains the entries of M , each corresponding to a receiving end, with
Let z il = r il + jx il denote the series impedance of the line (i, l). Let V i denote the voltage magnitude at bus i, and I il denote the current magnitude through line (i, l). Define
If G p is radial, the AC power flow equations can be exactly represented via the following DistFlow model (see, e.g., [7] , [20] ):
where d denote the reactive power demand and supply at node i, p ji and q ji denote the active and reactive power flow into node i through line (j, i), respectively.
We impose the operational limits on the power outputs of the DERs that need to satisfy the capacity constraints:
where g
] , w ∈ {p, q}. We also impose the following operational constraints on the voltage magnitude at each bus and line currents:
where
, . . . , max n ] . Then, the OPF problem can be formulated as follows:
subject to (1), (2), (3), (4), where f i (·) denotes the cost associated with the electric power generated by the DER at bus i, and our main objective is to minimize the total generation cost, f (g (p) ). We assume that f i (·) is twice differentiable, and
B. SOCP Relaxation Of The OPF Problem
Because of the nonlinear equality constraint (1d), the OPF problem (5) is non-convex. For radial networks, it has been shown in [2] , [3] that under certain assumptions when (1d) is relaxed to the second-order cone constraint,
the OPF problem (5) admits an exact second-order cone program (SOCP) relaxation given below:
subject to (1a) -(1c), (2), (3), (4), (6) .
For our further analysis, we introduce additional variable ε ji , ∀(j, i) ∈ E p , and break the constraint (1c) into two constraints:
Clearly, the constraint (1c) is equivalent to (8) . The proposed distributed algorithm relies on the use of the regularization term that plays an important role in establishing the convergence results. Although including this term in the objective function adds a certain approximation to the OPF problem (7), there is practically no difference between the solutions of (7) and its regularized approximation, given below, if the regularization weight (ρ > 0) is kept small: (2), (3), (4), (6), (8), where ρ 2 2 is the regularization term that also allows to penalize the line currents, and · 2 is the Euclidean norm. To this end, we develop a distributed algorithm that solves (9) for radial distribution systems.
C. The OPF Problem For Mesh Distribution Systems
In this work, we also develop another distributed algorithm that solves an optimal power flow problem formulated for mesh distribution systems. We formulate this problem using a few graph-theoretic notions provided below.
Let T denote an undirected spanning tree in G p . An undirected edge in E p , which does not belong to T , and the path in T between the vertices of this edge form the so-called fundamental cycle [21, . G p contains |E p |−n+1 =: c fundamental cycles, as many as the number of edges, which do not belong to T . Let C (i) = (V i , E i ) denote a directed fundamental cycle with d i vertices, where the vertex set V i := {i 1 , i 2 , . . . , i di } ⊆ V, and the directed edge set
in which the orientation of the edges is chosen by traversing the cycle in one (e.g., clockwise) direction. We define the fundamental cycle matrix, denoted by N ∈ R c×|Ep| , as follows:
In the remainder, we make use of the following result (see, e.g., [21, ):
For mesh networks, we adopt the so-called LinDistFlow model (see, e.g., [20] , [22] ) obtained from (1) by neglecting the branch loss terms ic r ic and ic x ic :
which is accurate enough under normal operating conditions. Because of the mesh topology, using the LinDistFlow model (12) in the OPF problem may not yield accurate values for the power flows. In fact, there exist infinitely many solutions that satisfy the LinDistFlow model (12) due to the circulating power flows along the cyclic paths. To obtain a more accurate solution, additional constraints need to be taken into account that are imposed by the voltage phase angles on the flows along each cycle. In the following discussion, we elaborate on this further, and write
where θ i is the voltage phase angle at bus i, g ij and −b ij denote the conductance and susceptance of the line (i, j). Let h (p) ij and h (q) ij denote monotonically non-decreasing functions such that
For each cycle C (i) , the following relations hold, which follow from (11):
Thus, the flows, p and q, need to satisfy the following constraints for each cycle C (i) :
Similar to the problem formulation for radial networks, we introduce additional variable ε = [{ε ij } (i,j)∈Ep ], and break the constraint (12c) into the following constraints:
where the constraint (14) is equivalent to (12c). For mesh distribution systems, we then consider the following optimal power flow problem:
subject to (12a) -(12b), (2), (3), (13) , (14) .
Note that LOPF is non-convex and difficult to solve because the constraint (13) is non-convex. Later, we present a convex approximation of LOPF that allows the resulting flows to satisfy the constraints (13) accurately.
D. Cyber Layer
Next, we introduce the cyber layer model for representing the communication network interconnecting the nodes of the distribution system. Here, we assume that the topology of the nominal communication network coincides with the topology of the power network. More formally, let G 0 = (V, E 0 ) denote the nominal undirected communication graph, where E 0 = {e 1 , e 2 , . . . , e |Ep| } is the set of bidirectional communication links, and e k := {i, j} ∈ E 0 if (i, j) or (j, i) ∈ E p . During a time period (t k , t k+1 ), successful data transmissions among the nodes can be captured by graph
, where E c [k] ⊆ E 0 is the set of active communication links, in which {i, j} ∈ E c [k] if nodes i and j exchange information with each other during time period (t k , t k+1 ). Regarding the communication model, we also make the following standard assumption (see, e.g., [19] , [23] ). Assumption 1. There exists some positive integer B such that the graph
Note that Assumption 1 only requires a communication graph to be connected over a long time interval rather than at every time instant.
III. DISTRIBUTED ALGORITHM FOR RADIAL DISTRIBUTION SYSTEMS
In this section, we present a distributed algorithm for solving the OPF problem (9) over time-varying communication graphs.
A. Distributed Primal-Dual Algorithm
, and let γ := [λ, µ, ν, η] denote the dual variables associated with the DistFlow model constraints (1a) -(1b), (6) , and (8) in the OPF problem (9) . Let L(x, γ, τ ) denote the augmented Lagrangian for (9) given by
where • denotes an element-wise multiplication,
(q) are defined as follows:
2 penalize the violation of the constraints and allow to significantly improve the convergence speed.
Our starting point to solve (9) is the following primal-dual algorithm:
where ∂τ ; this subtle change (to be clarified later when we present the convergence analysis) is due to the nonlinearity of the constraint (6) .
In the proposed distributed version of (16), every node i estimates the optimal values of only local primal and dual variables, denoted by x
In the distributed algorithm, each node i performs updates based on the following local augmented Lagrangian:
which was obtained from the Lagrangian L(x, γ, τ ) by collecting all terms that are local to node i,
] is an estimate of x (i) * , and
To illustrate the main idea behind the distributed algorithm, we explain how neighboring nodes i and j estimate the local quantities that they share, and focus our attention on one such quantity, p * ij . Assuming (i, j) ∈ E p , note thatp ij [k] and p ij [k] are the estimates of p * ij maintained by nodes i and j, respectively. To make sure that the estimatesp ij [k] andp ij [k] converge to the same value, nodes i and j need to exchange the estimates with one another and compute their average as shown below: ∂pij , the sensitivity of the Lagrangian to p ij , used in the p-update of (16a). One way to estimate the gradient can be purely based on the local Lagrangian (local information):
However, leveraging only local information, as in (17) , typically results in slow (asymptotic) convergence. A better approach is to let each node track the gradient by using local information and the information received from a neighbor:
has exactly the same form as the sensitivity of the Lagrangian to p ij ,
, used in the p-update of (16a). This idea of tracking the gradient, which appeared in [19] for solving an unconstrained multi-agent optimization problem, allows to more closely emulate the updates in the primal-dual algorithm (16) , and achieve faster (geometric) convergence rate.
We use exactly the same ideas to update other variables, which leads us to the following distributed algorithm:
, w ∈ { , p, q, ε, ν, η}, are updated as follows: Fig. 1 : Control-theoretic interpretation of the distributed primal-dual algorithm (19) .
For initialization, we set
From the numerical simulations, we noticed that if the initial voltage magnitudes are set to 1.0 per unit, it is important to initialize y (η) [0] differently. If we use (21), we have that
If v i [0] = 1, i ∈ V, then, the second term on the right-hand side of (22) does not have any effect on the average estimate,
In light of this observation, and the fact that the second term in (22) can be significantly larger than the first term, it is better to neglect it during the initialization.
In the following, we more closely examine the primaldual algorithm (19) , and give a control-theoretic interpretation to the dynamics induced by the algorithm. Let
, p , q , v , ε , ] and γ := [λ , µ , ν , η ] . By using (19) , we compactly write the iterations for x, γ, and τ as shown below:
, [e x , e γ , e τ ] can be viewed as the disturbance to the nominal system, which is represented by the nominal centralized algorithm (16) , as depicted in Figure 1 . 
B. Convergence Analysis
Let (x * , γ * , τ * ) denote the equilibrium of the nominal system, where x * is the solution of (9). To prove convergence of (19), we first investigate (23) in the following proposition, where we show that it converges geometrically fast if the error e := [e x , e γ , e τ ] decays geometrically.
, then, for sufficiently small s, under (23), we have that
for some a and b such that 0 < b < a < 1, where z a,K := max
, and · is some vector norm.
It can be shown that
] . It follows from the mean value theorem [24, Theorem 5.1] applied to each row that
and D[k] is a block diagonal matrix given by
is a positive-semidefinite matrix, and I |Ep| ∈ R |Ep|×|Ep| is the identity matrix. Note that
is skew-symmetric that results from multiplying
by a factor of 2 in the τ -update in the algorithm (19) . Define H is an eigenvector corresponding to µ, where ζ := [ζ (1) , ζ (2) , ζ (3) ] has the same number of rows as
∈ C |Ep| , and ζ H denotes the Hermitian transpose of ζ. Then,
where · 2 is the Euclidean norm. We also have that
If Re(µ) = 0, then, it follows that ζ (1) = 0, ζ (3) = 0, and
where 0 n denotes the all-zeros vector of length n. It can be shown that (27) holds only if ζ (2) = 0 and w = 0, which contradicts the fact that [ζ H , w H ] H = 0. Therefore, all eigenvalues of B[k] have a strictly positive real part, and, for sufficiently small s, the spectral radius of
) is strictly less than 1.
In the following, we show that there exists an induced matrix norm · such that
By the Schur triangularization theorem (see, e.g., [25, Theorem 2.3.1]), there is a unitary matrix U and an upper triangular
In the following, we use the fact that if |||H||| is a matrix norm, then, S −1 HS is also a matrix norm, for any real H and non-singular S (see, e.g., [25, Theorem 5.6.7] ). We choose the following matrix norm:
where (26) and applying the triangle inequality gives
which is used in (25) to obtain that
We multiply both sides of (28) by a −(k+1) to obtain
Finally, we take max 0≤k≤K−1 (·) on both sides of (29) to obtain
,
, which leads to (24) .
The result (24) in Proposition 1 is one of the two main ingredients in showing that (19) converges geometrically fast. Another ingredient is provided by the small-gain theorem applied to the feedback connection of the nominal system and the error, which is the key idea behind the proof of convergence of the distributed algorithms in [19] . In that reference, it is shown that when s is smaller than a certain upper bound, the gain of the feedback connection of the nominal system and the error becomes smaller than one.
The robustified algorithm is based on the idea of letting the neighboring nodes perform averaging exactly once over possibly longer time periods. One of the simplest ways to ensure that is to let nodes perform averaging in alternating fashion. In other words, once node i performs averaging at time instant t k , before it performs averaging again, it waits for its neighbor to perform averaging. While in this waiting mode, node i still performs a local update every iteration. For this strategy to work, neighboring nodes need to maintain and communicate acknowledgement flags as discussed below. Suppose (i, j) ∈ E p , and node i receivesp ij [k] and the flag from j during (t k , t k+1 ). If the status of the received flag is different from the previously received one, then, node i performs averaging, storesp ij [k] andp ij [k] , and changes the status of its own flag. Over the next iterations, it keeps sendinĝ
and its flag to node j, until node i receives a different flag from node j. On the opposite side of the link, if node j receives a different flag (from the previously received one) from node i (which means that node i has performed averaging) at some time instant t τ > t k , node j performs averaging but slightly differently, as follows:
Note that, in the averaging step, node j uses the same values that node i used at time instant t k . In (37), we also have
, which is the sum of all gradient terms, sy
ij , that have been accumulated since time instant t k . In (37), our goal is to closely emulate the corresponding iteration in the algorithm (19) . Also, note that if nodes i and j happen to perform averaging within the same time period (t k , t k+1 ), then, τ = k, and (37) exactly matches the corresponding iteration in the algorithm (19) . This strategy based on the alternating averaging was proposed in [26] but to solve a different problem. Below, we present the following robustified distributed algorithm, where we only show the updates for , p, q, ε, omitting very similar updates for other variables:
with (i, j) ∈ E p , and w ∈ { , p, q, ε}, where
are updated using the alternating averaging protocol (see, e.g., [26] , [27] ):
if node i received information from node j during time period (t k , t k+1 ), ¬ denotes the logical negation, i.e., ¬ξ = 1 if ξ = 0, and ¬ξ = 0, otherwise; t k ≤ k denotes the latest time, when node i performed averaging. In the protocol (39), φ ij and φ ji are the acknowledgement flags maintained by nodes i and j, respectively. By sending a flag, a node intends to let its neighbor know whether or not it has performed averaging; then, based on this information, the neighbor decides whether or not it should perform averaging. Here, inφ ij andφ ij , nodes j and i store the received statuses of the flags φ ij and φ ji , respectively. Initially,
The reason for setting the node j's flag, φ ji [0], to 1 is to initiate the protocol execution. [If both flags, φ ij and φ ji , are set to zero, the protocol will never execute.] Below, we state the convergence result for the robustified primal-dual algorithm (38), omitting the proof since it is analogous to that of Proposition 2.
Proposition 3. Let Assumption 1 hold. Then, for sufficiently small s, under the robustified primal-dual algorithm (38), we have that
for some a ∈ (0, 1), β > 0, and b ∈ (0, 1). In particular,x[k] andx [k] converge to x * at a geometric rate O(a k ).
IV. DISTRIBUTED ALGORITHM FOR MESH DISTRIBUTION SYSTEMS
In this section, we introduce a convex approximation of the OPF problem (15) and present a distributed algorithm for solving it over time-varying communication graphs.
A. Penalty function approach
We present a convex approximation of the OPF problem (15) . Solving this approximation allows to obtain the flows that accurately satisfy the constraint (13) for each cycle.
In [27] , the authors construct a penalty function that, if added to the cost function of the OPF problem, allows to obtain flows in mesh power networks with inductive lines. We show that this approach can be utilized here by constructing a penalty function that is added to the cost function of the OPF the remaining variables, except for the gradientsŷ (w) [0] and y (w) [0], w ∈ { , p, q, ε, ν, η}, are set to zero. The initial values of the gradients are computed using (21) , where following the discussion after (22) [0] . In the distributed implementation, communicating data takes much longer than one iteration executed by a computing device. Rather than the total number of iterations, the number of communication attempts can serve as a more appropriate performance metric to evaluate the practical usefulness of the algorithm. We believe that it is reasonable to assume that a computing device is able to perform a number of iterations (less than 100) between consecutive communication attempts. Let m denote the number of iterations between consecutive communication attempts. In the numerical example, we used different values of m. We note that making m large or even finding a minimum of the local Lagrangians, L (i) (x (i) ), i ∈ V, does not necessarily make the performance better. On the contrary, keeping m relatively small (m < 20) often achieves a much better performance.
From Figure 2 , which compares the cost of the estimated solution with the optimal cost, it can be seen that the algorithm (19) has a geometric convergence speed. In Figure 2 , the number of iterations is meant to be the number of communication attempts. For the IEEE 33-bus test system, the largest constraint violation is about 1.6 × 10 −4 pu and 5 × 10 −5 pu, which are small enough for practical use, after about 200 and 400 iterations (communication attempts), when m = 5. For the IEEE 69-bus test system, the largest constraint violation is about 3 × 10 −4 pu after about 800 iterations, when m = 10.
B. Mesh Distribution Systems
We show the performance of the distributed primal-dual algorithm (19) with (44) using the IEEE 118-bus mesh test system [28] . 
VI. CONCLUSION
We presented distributed algorithms for solving the OPF problem for radial and mesh distribution systems over timevarying communication networks. The algorithms have geometric convergence rate, and robust to communication delays and random data packet losses. One interesting future direction is to extend the proposed algorithms to solve multi-period OPF problems with battery energy storage systems. 
