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REALIZING SEMIGROUP C*-ALGEBRAS AS GROUPOID
C*-ALGEBRAS
HUI LI
Abstract. We show that semigroup C*-algebras are groupoid C*-algebras.
1. Introduction
Xin Li in [2] introduced the semigroup C*-algebra which have connections to the number
theory. Its definition is as follows.
Throughout the paper, fix a countable unital left cancellative semigroup P .
Definition 1.1. For p ∈ P , we also denote by p the left multiplication map q 7→ pq.
Denote the constructible right ideals by
J (P ) := {p−11 q1 · · ·p
−1
n qnP : n ≥ 1, p1, q1, . . . , pn, qn ∈ P} ∪ {∅}.
Then the (full) semigroup C*-algebra C∗(P ) of P is the universal unital C*-algebra gen-
erated by a family of isometries {vp}p∈P and a family of projections {eX}X∈J (P ) satisfying
the following relations.
(1) vpvq = vpq for all p, q ∈ P ;
(2) vpeXv
∗
p = epX for all p ∈ P,X ∈ J (P );
(3) e∅ = 0C∗(P ) and eP = 1C∗(P );
(4) eXeY = eX∩Y for all X, Y ∈ J (P ).
Furthermore, define C∗(∨)(P ) to be the universal unital C*-algebra generated by a family
of isometries {wp}p∈P and a family of projections {fX}X∈J (P ) satisfying the above four
conditions and a further condition.
(5) For any X, Y ∈ J (P ), if X ∪ Y ∈ J (P ), then fX∪Y = fX + fY − fX∩Y .
One should distinguish the definition of C∗(∨)(P ) and Xin Li’s construction of C∗(∪)(P )
in [2, Definition 2.4]. The point is that in C∗(∨)(P ) in order to perform Condition (5) of
Definition 1.1 we require that not only X, Y ∈ J (P ) but also X ∪ Y ∈ J (P ). On the
other hand, in C∗(∪)(P ), the ideals taken into consideration are not only constructible
right ideals J (P ) but the finite union of elements of J (P ). It is clear that C∗(∨)(P ) is an
intermediate C*-algebra between C∗(P ) and C∗(∪)(P ).
In this short article, we aim to show that semigroup C*-algebras are (possibly non-
Hausdorff) groupoid C*-algebras. In order to achieve these we are going to apply the
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groupoid of germs techniques and we inherit notation from [1] (one can also refer to [3]
for the background of groupoids of germs).
2. Main Results
It is well-known that S := {v∗p1vq1 · · · v
∗
pn
vqn : n ≥ 1, p1, q1, . . . , pn, qn ∈ P} ∪ {0C∗(P )}
is a unital inverse semigroup with the zero element. Denote by E := {eX : X ∈ J (P )}
the set of all idempotents of S; denote by Ê the spectrum of E (notice that Ê is actually
compact because E is unital); denote by I(Ê) the set of all bijections between subsets
of Ê; denote by θ : S → I(Ê) the action given in [1, Proposition 10.3]; denote by G the
groupoid of germs of (θ, S, Ê); for e ∈ E, denote by 1e ∈ C(Ê) the characteristic function
on dom(θe); for s ∈ S, denote by Θs := {[s, φ] : φ ∈ dom(θs∗s)} which is an open subset
of G, by δs1s∗s := 1s∗s ◦ s on Θs and vanishes outside Θs, by 1ss∗δs := 1ss∗ ◦ r on Θs and
vanishes outside Θs (notice that δs1s∗s, 1ss∗δs may not be continuous on G).
[1, Proposition 7.5] illustrates the operations of C∗(G). Here are some additional useful
facts about C∗(G) : 11C∗(P )δ1C∗(P ) = 1C∗(G); 10C∗(P )δ0C∗(P ) = 0C∗(G); for any s, t ∈ S, δs1s∗s =
1ss∗δs; (1ss∗δs)(1tt∗δt) = 1(st)(st)∗δst; and {1ss∗δs : s ∈ S} generates C
∗(G).
Theorem 2.1. C∗(P ) ∼= C∗(G).
Proof. For p ∈ P , define Vp := 1vpv∗pδvp . For X ∈ J (P ), define ǫX := 1eXδeX . With the
help of [1, Proposition 7.5], we get that {Vp}p∈P is a family of isometries and {ǫX}X∈J (P )
is a family of projections of C∗(G) satisfying Conditions (1)–(4) of Definition 1.1. We
verify Condition (2) of Definition 1.1 as an example.
For p ∈ P,X ∈ J (P ), we calculate that
VpǫXV
∗
p = (1vpv∗pδvp)(1eXδeX )(1vpv∗pδvp)
∗
= (1vpv∗pδvp)(1eXδeX )(1v∗pvpδv∗p)
= (1(vpeX)(vpeX)∗δvpeX )(1v∗pvpδv∗p)
= 1(vpeXv∗p)(vpeXv∗p)∗δvpeXv∗p
= 1epXδepX
= ǫpX .
So there exists a homomorphism π : C∗(P ) → C∗(G) such that π(vp) = Vp, π(eX) = ǫX
for all p ∈ P,X ∈ J (P ).
Conversely, we observe that by the definition of S, S is contained in C∗(P ). Denote by ι :
S → C∗(P ) the embedding. Take a faithful representation ρ : C∗(P )→ B(H). Denote by
σ : S → C∗(G) the ∗-homomorphism given in [1, Proposition 10.13] such that σ(s) = 1ss∗δs
for all s ∈ S. By [1, Theorem 10.14], there exists a homomorphism h : C∗(G) → B(H)
such that h ◦ σ = ρ ◦ ι. For any s ∈ S, we have h(1ss∗δs) = h(σ(s)) = ρ(ι(s)) ∈ ρ(C
∗(P )).
So h(C∗(G)) ⊂ ρ(C∗(P )). Hence we obtain a homomorphism ρ−1 ◦ h : C∗(G)→ C∗(P ).
For p ∈ P , we have
ρ−1 ◦ h ◦ π(vp) = ρ
−1 ◦ h(1vpv∗pδvp) = ρ
−1 ◦ h ◦ σ(vp) = ρ
−1 ◦ ρ ◦ ι(vp) = vp.
For X ∈ J (P ), we have
ρ−1 ◦ h ◦ π(eX) = ρ
−1 ◦ h(1eXδeX ) = ρ
−1 ◦ h ◦ σ(eX) = ρ
−1 ◦ ρ ◦ ι(eX) = eX .
So ρ−1 ◦ h ◦ π = idC∗(P ).
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On the other hand, for any s ∈ S, we have
π ◦ ρ−1 ◦ h(1ss∗δs) = π ◦ ρ
−1 ◦ h ◦ σ(s) = π ◦ ρ−1 ◦ ρ ◦ ι(s) = π(s).
Write s = v∗p1vq1 · · · v
∗
pn
vqn for some n ≥ 1, and p1, q1, . . . , pn, qn ∈ P . We compute that
π(s) = (1vp1v∗p1 δvp1 )
∗(1vq1v∗q1δvq1 ) · · · (1vpnv∗pn δvpn )
∗(1vqnv∗qnδvqn )
= (1v∗p1vp1 δv
∗
p1
)(1vq1v∗q1 δvq1 ) · · · (1v
∗
pn
vpn
δv∗pn )(1vqnv∗qnδvqn )
= (1(v∗p1vq1 )(v
∗
p1
vq1 )
∗δv∗p1vq1 ) · · · (1(v∗pnvqn )(v∗pnvqn )∗δv∗pnvqn )
= (1(v∗p1vq1 ···v
∗
pn
vqn )(v
∗
p1
vq1 ···v
∗
pn
vqn )
∗δv∗p1vq1 ···v
∗
pn
vqn
)
= 1ss∗δs.
So π ◦ ρ−1 ◦ h = idC∗(G). Hence C
∗(P ) ∼= C∗(G). 
In order to prove our second main theorem, we need a couple of lemmas and more
notation.
Lemma 2.2. Let s ∈ S and let φ ∈ Ê such that for X, Y ∈ J (P ), if X ∪ Y ∈ J (P )
then φ(eX∪Y ) = φ(eX) + φ(eY ) − φ(eX∩Y ). Then for X, Y ∈ J (P ), we have X ∪ Y ∈
J (P ) =⇒ φ(s∗eX∪Y s) = φ(s
∗eXs) + φ(s
∗eY s)− φ(s
∗eX∩Y s).
Proof. Write s = v∗p1vq1 · · · v
∗
pn
vqn for some n ≥ 1, p1, q1, . . . , pn, qn ∈ P . Fix X, Y ∈ J (P )
with X ∪ Y ∈ J (P ). Then we compute that
φ(s∗eX∪Y s) = φ(v
∗
qn
vpn · · · v
∗
q1
vp1eX∪Y v
∗
p1
vq1 · · · v
∗
pn
vqn)
= φ(eq−1n pn···q−11 p1(X∪Y ))
= φ(eq−1n pn···q−11 p1X∪q
−1
n pn···q
−1
1 p1Y
)
= φ(eq−1n pn···q−11 p1X) + φ(eq
−1
n pn···q
−1
1 p1Y
)− φ(eq−1n pn···q−11 p1X∩q
−1
n pn···q
−1
1 p1Y
)
(by the hypothesis)
= φ(eq−1n pn···q−11 p1X) + φ(eq
−1
n pn···q
−1
1 p1Y
)− φ(eq−1n pn···q−11 p1(X∩Y ))
(by the left cancellative of P )
= φ(s∗eXs) + φ(s
∗eY s)− φ(s
∗eX∩Y s).
So we are done. 
Denote by Ê∨ := {φ ∈ Ê : ∀X, Y ∈ J (P ), X ∪ Y ∈ J (P ) =⇒ φ(eX∪Y ) = φ(eX) +
φ(eY )− φ(eX∩Y )}. Then Ê∨ is a closed invariant subset of Ê by Lemma 2.2. Denote by
I(Ê∨) the set of all bijections between subsets of Ê∨ and we obtain an action θ
∨ : S →
I(Ê∨) such that θ
∨
s = θs|dom(θs)∩Ê∨ . Denote by G∨ the groupoid of germs of (θ
∨, S, Ê∨).
For e ∈ E, denote by 1∨e ∈ C(Ê∨) the characteristic function on dom(θ
∨
e ); for s ∈ S,
denote by Θ∨s := {[s, φ] : φ ∈ dom(θ
∨
s∗s)} which is an open subset of G∨, by δs1
∨
s∗s :=
1∨s∗s ◦ s on Θ
∨
s and vanishes outside Θ
∨
s , by 1
∨
ss∗δs := 1
∨
ss∗ ◦ r on Θ
∨
s and vanishes outside
Θ∨s . We have 1
∨
1C∗(P )
δ1C∗(P ) = 1C∗(G∨); 1
∨
0C∗(P )
δ0C∗(P ) = 0C∗(G∨); for any s, t ∈ S, δs1
∨
s∗s =
1∨ss∗δs; (1
∨
ss∗δs)(1
∨
tt∗δt) = 1
∨
(st)(st)∗δst; and {1
∨
ss∗δs : s ∈ S} generates C
∗(G∨).
Lemma 2.3. Let σ be a representation of S on a Hilbert space H. Then σ is supported in
Ê∨ in the sense of [1, Definition 10.11] if and only if σ(eX∪Y ) = σ(eX)+σ(eY )−σ(eX∩Y )
for all X, Y ∈ J (P ) with X ∪ Y ∈ J (P ).
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Proof. Denote by πσ the representation of C(Ê) induced from σ from [1, Proposition 10.6].
Suppose that σ is supported in Ê∨. Fix X, Y ∈ J (P ) with X ∪ Y ∈ J (P ). By the
definition of Ê∨, we have 1eX∪Y +1eX∩Y −1eX −1eY ∈ C0(Ê \ Ê∨). Since σ is supported in
Ê∨, we obtain πσ(1eX∪Y +1eX∩Y −1eX −1eY ) = 0. So σ(eX∪Y ) = σ(eX)+σ(eY )−σ(eX∩Y ).
Conversely, suppose that σ(eX∪Y ) = σ(eX)+σ(eY )−σ(eX∩Y ) for all X, Y ∈ J (P ) with
X ∪ Y ∈ J (P ). Then 1eX∪Y + 1eX∩Y − 1eX − 1eY ∈ ker(πσ) for all X, Y ∈ J (P ) with
X ∪ Y ∈ J (P ). Notice that 1eX∪Y + 1eX∩Y − 1eX − 1eY ∈ C0(Ê \ Ê∨) for all X, Y ∈ J (P )
with X ∪Y ∈ J (P ). So in order to show that σ is supported in Ê∨, we invoke the Stone-
Weierstrass theorem to prove that A := C∗(1eX∪Y + 1eX∩Y − 1eX − 1eY : X, Y,X ∪ Y ∈
J (P )) = C0(Ê \ Ê∨). Fix φ ∈ Ê \ Ê∨. Then there exist X, Y ∈ J (P ) with X ∪Y ∈ J (P )
such that φ(eX∪Y )+φ(eX∩Y ) 6= φ(eX)+φ(eY ). So (1eX∪Y +1eX∩Y −1eX −1eY )(φ) 6= 0. Fix
φ1 6= φ2 ∈ Ê \ Ê∨. Then there exists Z ∈ J (P ) such that φ1(eZ) 6= φ2(eZ). Without loss
of generality, we may assume that φ1(eZ) = 1 and φ2(eZ) = 0. Since φ1 /∈ Ê∨, there exist
X, Y ∈ J (P ) with X ∪ Y ∈ J (P ) such that φ1(eX∪Y ) + φ1(eX∩Y ) 6= φ1(eX) + φ1(eY ).
Observe that Z ∩X,Z ∩ Y, (Z ∩X) ∪ (Z ∩ Y ) ∈ J (P ). So (1e(Z∩X)∪(Z∩Y ) + 1e(Z∩X)∩(Z∩Y ) −
1eZ∩X−1eZ∩Y )(φ1) = 1 and (1e(Z∩X)∪(Z∩Y )+1e(Z∩X)∩(Z∩Y )−1eZ∩X−1eZ∩Y )(φ2) = 0. Therefore
we are done. 
Theorem 2.4. C∗(∨)(P ) ∼= C∗(G∨).
Proof. For p ∈ P , define Wp := 1
∨
vpv∗p
δvp . For X ∈ J (P ), define FX := 1
∨
eX
δeX . With
almost the same proof as Theorem 2.1, {Wp}p∈P is a family of isometries and {FX}X∈J (P )
is a family of projections of C∗(G∨) satisfying Conditions (1)–(4) of Definition 1.1. We
verify Condition (5) of Definition 1.1. Fix X, Y ∈ J (P ) with X ∪ Y ∈ J (P ) and fix
[s, φ] ∈ G∨. If [s, φ] /∈ Θ
∨
eX∪Y
, then by [1, Proposition 7.6], [s, φ] /∈ Θ∨eX ,Θ
∨
eY
,Θ∨eX∩Y .
It follows that FX∪Y ([s, φ]) = (FX + FY − FX∩Y )([s, φ]) = 0. So we may assume that
[s, φ] ∈ Θ∨eX∪Y . Then φ(eX∪Y ) = 1 and there exists Z ∈ J (P ) such that φ(eZ) = 1 and
eX∪Y eZ = seZ . Since φ ∈ Ê∨, φ(eX) + φ(eY )− φ(eX∩Y ) = 1. So φ(eX) and φ(eY ) can not
be zero at the same time.
Case 1. φ(eX) = φ(eY ) = 1. Then φ(eX∩Y ) = 1. Notice that eW (eZeW ) = s(eZeW ) for
all J (P ) ∋ W ⊂ X ∪ Y . So [s, φ] ∈ Θ∨eX ,Θ
∨
eY
,Θ∨eX∩Y . Hence FX∪Y ([s, φ]) = (FX + FY −
FX∩Y )([s, φ]) = 1.
Case 2. φ(eX) = 1, φ(eY ) = 0. Then φ(eX∩Y ) = 0. So [s, φ] ∈ Θ
∨
eX
, [s, φ] /∈ Θ∨eY ,Θ
∨
eX∩Y
.
Hence FX∪Y ([s, φ]) = (FX + FY − FX∩Y )([s, φ]) = 1.
Case 3. φ(eX) = 0, φ(eY ) = 1. Then φ(eX∩Y ) = 0. So [s, φ] ∈ Θ
∨
eY
, [s, φ] /∈ Θ∨eX ,Θ
∨
eX∩Y
.
Hence FX∪Y ([s, φ]) = (FX + FY − FX∩Y )([s, φ]) = 1.
We conclude that FX∪Y = FX + FY − FX∩Y . So there exists a homomorphism π :
C∗(∨)(P )→ C∗(G∨) such that π(wp) = Wp, π(fX) = FX for all p ∈ P,X ∈ J (P ).
Conversely, denote by ι : S → C∗(P ) the embedding, denote by q : C∗(P )→ C∗(∨)(P )
the quotient map, and take a faithful representation ρ : C∗(∨)(P ) → B(H). Then σ :=
ρ ◦ q ◦ ι is a representation of S on H . By Condition (5) of Definition 1.1, σ(eX∪Y ) =
σ(eX) + σ(eY ) − σ(eX∩Y ) for all X, Y ∈ J (P ) with X ∪ Y ∈ J (P ). By Lemma 2.3,
σ is supported in Ê∨. Denote by σ
∨ : S → C∗(G∨) the ∗-homomorphism given in [1,
Proposition 10.13] such that σ∨(s) = 1∨ss∗δs for all s ∈ S. By [1, Theorem 10.14], there
exists a homomorphism h : C∗(G∨)→ B(H) such that h ◦ σ
∨ = σ.
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Similarly to Theorem 2.1, we can prove that π ◦ ρ−1 ◦ h = idC∗(G∨) and ρ
−1 ◦ h ◦ π =
C∗(∨)(P ). Hence C∗(∨)(P ) ∼= C∗(G∨). 
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