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ON MINIMAX OPTIMALITY OF SPARSE BAYES
PREDICTIVE DENSITY ESTIMATES
By Gourab Mukherjee and Iain M. Johnstone
University of Southern California and Stanford University
We study predictive density estimation under Kullback-Leibler
loss in `0-sparse Gaussian sequence models. We propose proper Bayes
predictive density estimates and establish asymptotic minimaxity in
sparse models.
A surprise is the existence of a phase transition in the future-to-
past variance ratio r. For r < r0 = (
√
5 − 1)/4, the natural discrete
prior ceases to be asymptotically optimal. Instead, for subcritical r,
a ‘bi-grid’ prior with a central region of reduced grid spacing recovers
asymptotic minimaxity. This phenomenon seems to have no analog
in the otherwise parallel theory of point estimation of a multivariate
normal mean under quadratic loss.
For spike-and-slab priors to have any prospect of minimaxity, we
show that the sparse parameter space needs also to be magnitude
constrained. Within a substantial range of magnitudes, spike-and-
slab priors can attain asymptotic minimaxity.
1. Introduction and Main results. Predictive density estimation is
a fundamental problem in statistical prediction analysis [1, 7]. Here, it is
studied in a high dimensional Gaussian setting under sparsity assumptions
on the unknown location parameters. Fuller references and background for
the problem are given after a formulation of our main results.
We consider a simple Gaussian model for high dimensional prediction:
(1) X ∼ Nn(θ, vxI), Y ∼ Nn(θ, vyI), X ⊥⊥ Y |θ.
Our goal is to predict the distribution of a future observation Y on the basis
of the ‘past’ observation vector X. In this model, the past and future ob-
servations are independent, but are linked by the common mean parameter
θ which is assumed to be unknown. The variances vx and vy may differ and
are assumed to be known.
The true probability densities of X and Y are denoted by p(x|θ, vx) and
p(y|θ, vy) respectively. We seek estimators pˆ(y|x) of the future observation
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2density p(y|θ, vy), and study their risk properties under sparsity assumptions
on θ as dimension n increases to ∞.
To evaluate the performance of a predictive density estimator pˆ(y|x), we
use Kullback-Leibler ‘distance’ as loss function:
L(θ, pˆ(·|x)) =
∫
p(y|θ, vy) log p(y|θ, vy)
pˆ(y|x) dy.
The corresponding KL risk function follows by averaging over the distribu-
tion of the past observation:
ρ(θ, pˆ) =
∫
L(θ, pˆ(·|x)p(x|θ, vx))dx.
Now, given a prior measure pi(dθ), the average or integrated risk is
(2) B(pi, pˆ) =
∫
ρ(θ, pˆ)pi(dθ).
For any prior measure pi(dθ), proper or improper, such that the posterior
pi(dθ|x) is well defined, the Bayes predictive density is given by
(3) pˆpi(y|x) =
∫
p(y|θ, vy)pi(dθ|x).
The Bayes predictive density in (3) minimizes both the posterior expected
loss
∫
L(θ, pˆ(·|x))pi(dθ|x) and the integrated risk B(pi, pˆ) in the class of all
density estimates, e.g. Sec. 2.4 of [31]. The minimum is the Bayes KL risk:
B(pi) := inf
pˆ
B(pi, pˆ) .(4)
We study the predictive risk ρ(θ, pˆ) in a high dimensional setting under an
`0-sparsity condition on the parameter space. This ‘exact’ sparsity condition
has been widely used in statistical estimation problems, e.g. [17, Ch. 8]. With
‖θ‖0 = #{i : θi 6= 0}, consider the parameter set:
Θn[s] = {θ ∈ Rn : ‖θ‖0 ≤ s}.
The minimax KL risk for estimation over Θ is given by
(5) RN (Θ) = inf
pˆ
sup
θ∈Θ
ρ(θ, pˆ),
the infimum being taken over all predictive density estimators pˆ(y|x). We
often write pde for predictive density estimate. The notation an ∼ bn denotes
an/bn → 1 as n → ∞ and an = O(bn) denotes |an/bn| is bounded for all
large n.
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1.1. Main Results.. Henceforth, we assume vx = 1. As the problem is
scale equivariant, results for general vx will easily follow. A key parameter
is the future-to-past variance ratio
(6) r = vy/vx = vy, v = (1 + r
−1)−1.
Here v is the ‘oracle variance’ which would be the variance of the UMVUE
for θ, if both X and Y were observed. The variance ratio r determines
not only the magnitude of the minimax risk but also the construction of
minimax optimal pdes. In our asymptotic model, the dimension n→∞ and
the sparsity s = sn may depend on n, but the variance ratio r remains fixed.
In the sparse limit ηn = sn/n → 0, for any fixed r ∈ (0,∞), Mukherjee
and Johnstone [32] evaluated the minimax risk to be:
(7) RN (Θn[sn]) ∼ 1
1 + r
sn log(n/sn) =
1
1 + r
nηn log η
−1
n ,
and a thresholding based pde was shown to attain the minimax risk.
By their nature, thresholding rules are not smooth functions of the data.
This paper develops proper Bayes pdes – necessarily smooth functions –
that are asymptotically minimax in sparse regimes. Throughout we consider
sparse symmetric priors
(8) pi[η] = (1− η)δ0 + 12η(ν+ + ν−),
where δ0 is unit mass at 0, and η ∈ [0, 1] is the sparsity parameter, while
ν+ is a probability measure on (0,∞) and ν− is its reflection on (−∞, 0).
Priors on θ are built from i.i.d. draws:
pin(dθ) =
n∏
i=1
pi[ηn](dθi),
where ηn = sn/n. The Bayes pde based on prior pin is the product density
estimate:
pˆ(y|x) =
n∏
i=1
pˆ(yi|xi) .
We begin with a discrete ‘grid prior’ ν+G in which the support points have
equal spacing
(9) λ = λ(η) =
√
2 log η−v,
and geometric mass decay at rate ηv = e−λ2/2. More precisely,
ν+G = (1− ηv)
∞∑
j=1
η(j−1)vδλj .
4The corresponding sparse grid prior piG[η] built via (8) has a schematic
illustration in Figure 1. Such discrete priors are a natural starting point for
our predictive setting given their optimality properties in point estimation,
recalled in the next subsection.
Our first result gives a precise description of the first order asymptotic
maximum risk of the Bayes pde pˆG based on the multivariate product prior
piG,n. Define
hr = (1 + 2r)(1 + r)
−2(1− 2r − 4r2)/4 ≤ 1/4
h+r = max(hr, 0).
(10)
Let r0 = (
√
5 − 1)/4 be the positive root of the equation 4r2 + 2r − 1 = 0,
and note that h+r > 0 iff r < r0.
Theorem 1.1. As ηn = sn/n→ 0, for any fixed r ∈ (0,∞) we have
max
Θn[sn]
ρ(θ, pˆG) = RN (Θn[sn])
(
1 + h+r + o(1)
)
as n→∞ .
Thus for all r ≥ r0, pˆG is exactly minimax optimal, while for all r < r0, it
is minimax suboptimal but still attains the minimax rate, and has maximum
risk at most 1.25 times the minimax value, whatever be the value of r.
As the future-to-past variance ratio r decreases, the difficulty of the pre-
dictive density estimation problem increases, as we have to estimate the
future observation density based on increasingly noisy past observations.
Theorem 1.1 shows that rules which are minimax optimal for higher values
of r can be sub-optimal for lower values of r. This phenomenon was seen
with threshold density estimates in [32, Sec. S.2, Lemma S.2.1] as well as in
the recent work of [28] on non-sparse prediction.
Fig 1. Schematic for the grid prior. The uniform spacing λ between the support
points is shown on the x-axis and the logarithm of the probabilities of the support
points on the y-axis, the latter having linear decay.
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To obtain asymptotic minimaxity for all r, we need to modify the prior.
The Bi-grid piB prior is obtained from piG by selecting an ‘inner zone’ on
which the spacing of the prior atoms is reduced from λ to bλ, where
b = min{4r(1 + r)(1 + 2r)−1, 1}.
Note that b < 1 iff r < r0. The decay ratio in the inner zone is increased
from ηv = e−λ2/2 to ηvb2 = e−b2λ2/2. See Figure 2 for a schematic depiction.
More precisely, piB is a sparse symmetric prior of form (8) with
ν+B = c
[ K∑
k=1
η(k−1)vb
2
δνk + η
(K−1)vb2
∞∑
j=1
ηjvδµj
]
.
The normalization c = c(η) is at (28). The support points fall in two zones:
(i) Inner zone: νk = λ+ (k − 1)bλ for k = 1, . . . ,K
(ii) Outer zone: µj = νK + jλ for j = 1, 2, . . .
The cardinality of the inner zone is
(11) K = 1 + d2b−3/2e.
A main result of the paper is that the Bayes predictive density estimate
pˆB based on the product prior piB,n is asymptotically minimax optimal.
Theorem 1.2. For each fixed r ∈ (0,∞), as ηn = sn/n→ 0, we have
max
Θn[sn]
ρ(θ, pˆB) = RN (Θn[sn])(1 + o(1)) as n→∞.
Fig 2. Schematic for the bi-grid prior. The x-axis now shows the two spacings, and
the y-axis the two different rates of log-linear decay of the prior probabilities.
6The following theorem shows that the bi-grid prior piB is also asymptoti-
cally least favorable.
Theorem 1.3. If sn →∞ and sn/n→ 0, then
B(piB,n) = RN (Θn[sn]) · (1 + o(1)).
Unlike Theorem 1.2 we need the assumption that sn → ∞. It ensures
that piB,n actually concentrates on Θn[sn], namely that piB,n(Θn[sn]) → 1
as n → ∞. For the case where sn does not diverge to ∞ an asymptoti-
cally least favorable prior can be constructed from a sparse prior built from
‘independent blocks’. The construction is discussed in Section 2.3.
1.2. Discussion. A fully Bayesian approach is a natural route to pdes
with good properties [2, 13], with advantages over ‘plug-in’ or thresholding
based density estimates. Indeed, a coordinatewise threshold rule pˆT(y|x) =∏n
i=1 pˆT(yi|xi) is typically built from univariate pdes which combine two
Bayes pdes – for example based on uniform pˆU and cluster priors pˆCL, as in
[32, Eq. (14)]:
pˆT(yi|xi) =
{
pˆU(yi|xi) if |xi| > v−1/2λ
pˆCL(yi|xi) if |xi| ≤ v−1/2λ.
This is manifestly discontinuous as a function of the data x.
The bi-grid Bayes rule achieves the same purposes as the hybrid pˆT. In-
deed, the close spacing bλ in the inner section of piB yields the same risk
control as the (unevenly spaced) cluster prior for small and moderate θ,
while the uniform λ spacing in the outer section of piB controls risk for large
θ in the same way as the uniform prior.
Decision theoretic parallels between predictive density estimation and the
point estimation of a Gaussian mean under quadratic loss have been estab-
lished by [4, 9–12, 20, 22, 39] for unconstrained θ, and by [38], [6], [24] and
[32] for various constraint sets Θ.
The phase transition seen in Theorems 1.1 and 1.2 seems however to have
no parallel in point estimation. Indeed, it follows from [16] that a first order
minimax rule for quadratic loss in the sparse setting is derived from the
Mallows prior [27], with ν+Q = (1−η)
∑∞
j=1 η
j−1δλej . Here λe =
√
2 log η−1 =
v−1/2λ so that the predictive setting involves a reduced spacing in the prior.
More significantly, there is no analog in point estimation of the inner section
with its further reduced spacing for r < r0.
Our main technical contribution lies in sharp methods for bounding the
global KL risk for general bi-grid priors, see Lemmas 2.2 and 2.3, and for
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spike-and-slab priors, Section 3. The sharp predictive risk bounds estab-
lished here provide new asymptotic perspectives in the information geomet-
ric framework of [21, 23, 40] and augment new sparse prediction techniques
for general multivariate predictive density estimation theory developed in
[4, 10, 22, 25, 26, 29].
1.3. Minimax risk of Spike and Slab priors. Some of the most popular
Bayesian variable selection techniques are built on the “spike and slab”
priors [8, 15, 30]. Such priors and their computationally tractable extensions
have found success in variable selection in high-dimensional sparse regression
models, e.g. [3, 14, 34–37] and the references therein. While this is a well
established methodological research area [33], optimality of their respective
predictive density estimates has so far not been studied.
Here, we consider simple “spike and slab” prior distributions in the flavor
of the foundational paper [30]. Thus, let
(12) piS[η, l] = (1− η)δ0 + η/(2l)I{µ ∈ [−l, l]} dµ .
Now consider the multivariate Bayes predictive density pˆS [l] based on the n
dimensional prior containing i.i.d. copies of piS [sn/n, l] as before. Such Bayes
pdes are necessarily asymptotically sub-optimal.
Lemma 1.1. For any fixed l ∈ [0,∞), we have
lim
n→∞
{
max
Θn[sn]
ρ(θ, pˆS [l])
}/
RN (Θn[sn]) =∞
The result is hardly surprising, as the support of piS is restricted to [−l, l]
for l fixed, and the corresponding pde has large risk away from the support.
Consider therefore bounded subsets of the sparse parameter sets Θn[sn]:
Θn[s, t] = {θ ∈ Rn : ‖θ‖0 ≤ s and |θi| ≤ t for all i = 1, . . . , n}.
We allow t = tn to increase with n, and note next that the increase must
be at least as fast as λn to have minimax risk equivalent to Θn[sn].
Lemma 1.2. For all tn there is a simple bound
RN (Θn[sn, tn]) ≤ snt2n/(2r).
If tn > λn =
√
2 log η−vn , then
(13) RN (Θn[sn, tn]) ∼ snλ2n/(2r) ∼ RN (Θn[sn]).
8The next result says that there is a substantial range of sparsities ηn =
sn/n for which pˆS[tn] is asymptotically minimax over the bounded sets
Θn[sn, tn], and hence also over Θn[sn]:
Theorem 1.4. As ηn = sn/n → 0, suppose that tn/(log η−1n )1/2 → ∞
but log tn/(log η
−1
n )→ 0. Then
lim
n→∞
{
max
Θn[sn,tn]
ρ(θ, pˆS[tn])
}/
RN (Θn[sn, tn]) = 1 .
Note that if tn →∞ at a rate slower than (log η−1n )1/2 then, by Lemma 1.2,
RN (Θn[sn, tn]) is no longer equivalent to RN (Θn[sn]) as n→∞. At the other
extreme, we show next that if tn grows at rate η
−β
n or higher for any β > 0,
then no spike and uniform slab procedure can be minimax optimal.
Theorem 1.5. If ηn = sn/n→ 0 and log tn = β log η−1n for some β > 0,
then as n→∞,
min
l>1
max
Θ[sn,tn]
ρ(θ, pˆS [l]) ≥ (1 + β)RN (Θn[sn, tn])(1 + o(1)) .
1.4. Organization of the Paper. Section 2 presents the risk properties of
the Grid and Bi-grid prior based pdes and proofs of the main results. Sec-
tion 3 proves the spike-and-slab results. Section 4 compares the performance
of the pdes through simulation experiments. Proofs of all lemmas are in the
Appendix.
2. Proof of the main results. We focus on priors with i.i.d. compo-
nents pi(dθ) =
∏n
i=1 pi1(dθi). The predictive density then has product form
pˆpi(y|x) =
∏n
i=1 pˆpi1(yi|xi) and the predictive risk is additive
(14) ρ(θ, pˆpi) =
n∑
i=1
ρ(θi, pˆpi1).
When the context is clear, we drop the subscript and write pˆpi for the uni-
variate Bayes predictive density also.
For our sparse parameter sets Θn[s] and Θn[s, t], there is an easy reduction
of the maximum multivariate risk of a product rule to a univariate risk
maximum. Indeed, (14) yields
(15) sn sup
|θn|≤tn
ρ(θ, pˆ1) ≤ sup
Θn[sn,tn]
ρ(θ, pˆ) ≤ n(1−ηn)ρ(0, pˆ1)+sn sup
θ∈R
ρ(θ, pˆ1).
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Sparse priors. We turn now to the predictive risk properties of univariate
priors of the form
pi(dµ) = (1− η)δ0 + ην(dµ).
The following risk decomposition is fundamental; it is proved in the ap-
pendix.
Lemma 2.1. Let Z ∼ N (0, 1). For a sparse prior,
(16) ρ(θ, pˆpi) =
θ2
2r
− E logNθ,v(Z) + E logDθ(Z),
where Dθ(Z) = Nθ,1(Z) and
(17) Nθ,v(Z) = 1 +
η
1− η
∫
exp
{
µZ√
v
+
µθ
v
− µ
2
2v
}
ν(dµ) .
Clearly Nθ,v(Z), Dθ(Z) > 1, and so we have the simple but useful “basic
lower” and “basic upper” risk bounds
(18)
θ2
2r
− E logNθ,v(Z) ≤ ρ(θ, pˆpi) ≤ θ
2
2r
+ E logDθ(Z).
From Jensen’s inequality,
(19) E logNθ,v(Z) ≤ log
(
ENθ,v(Z)
)
,
and since E exp(ζZ) = exp(ζ2/2),
(20) ENθ,v(Z) = 1 +
η
1− η
∫
exp
(µθ
v
)
ν(dµ),
and, in particular,
ED0(Z) = EN0,v(Z) = (1− η)−1.
Consequently, from the right side of (18), then (19) (for v = 1) and the
previous display,
(21) ρ(0, pˆpi) ≤ log(1− η)−1 = η(1 + o(1)) as η → 0.
Return now to the univariate reduction (15). From (21) it is clear that
nρ(0, pˆ1) ≤ nηn(1 + o(1)) = sn(1 + o(1)). So for the minimaxity results of
Theorems 1.1, 1.2 and 1.4, it suffices to show the univariate bound
(22) sup
θ∈R
ρ(θ, pˆ1) ≤ λ2n/(2r) + o(λ2n),
for then
sup
Θn
ρ(θ, pˆpi) ≤ sn[λ2n/(2r) + o(λ2n)].
10
2.1. Risk Properties of the Grid and the Bi-grid Priors based estimates.
To allow a unified analysis, we introduce a class of discrete sparse priors
that includes both grid and bi-grid priors. For 0 < b ≤ 1 and r > 0, let
(23) piD[η; b, r] =
∑
j∈Z
pijδµj
where µ−j = −µj , pi−j = pij . The support points satisfy µ0 = 0 and µj = λαj
for j > 0, where the piecewise linear spacing function
(24) αj =
{
1 + b(j − 1) 1 ≤ j ≤ K
αK + j −K j > K
has increments α˙j = αj+1 − αj = b or 1 according as j ≤ K or j > K. Set
ζ = ηv. The prior masses are given by
pi0 = 1− η, pij = c(η)ηζβj−1,
for j ≥ 1. The decay function in the prior probabilities
(25) βj =
{
1 + b2(j − 1) 1 ≤ j ≤ K
βK + j −K j > K
has the same form as αj with b replaced by b
2. This choice is crucial for
Lemma 2.2 below and its consequent risk bounds. In particular, note that
βj ≤ αj and that the increments β˙j = βj+1 − βj satisfy
(26) β˙j = α˙
2
j all j ≥ 1.
In addition, l→ α2l − βl is increasing for l ≥ 1, as
(27) (d/dl)(α2l − βl) = α˙l(2αl − α˙l) ≥ 0.
The normalizing constant c(η) is determined by
(28)
1
2c(η)
=
1− ηb2vK
1− ηb2v +
ηb
2v(K−1)+v
1− ηv .
Since piD is a sparse prior, we may apply the decomposition of predictive
risk given in Lemma 2.1. Inserting the discrete measure (23), we obtain
Nθ,v(Z) = 1 +
∑
j 6=0
Nj ,(29)
Nj = pi
−1
0 pij exp{v−1/2µjZ + v−1(µjθ − 12µ2j )}(30)
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In the special case v = 1, it will be helpful to write Dθ(Z) = Nθ,1(Z) as
Dθ(Z) = 1 +
∑
j 6=0
Dj ,(31)
Dj = pi
−1
0 pij exp{µjZ + µjθ − 12µ2j}.(32)
The probability ratio pij/pi0 can also be written in exponential form. To
this end, introduce c1(η) = c(η)(1 − η)−1. Recall that v−1 = 1 + r−1 and
ζ = ηv = exp(−λ2/2) and then rewrite η = ζv−1 = exp{−12λ2(1 + r−1)}. We
arrive at
(33) pi−10 pij = c1(η) exp{−12λ2(βj + r−1)}.
We can therefore, for example, rewrite
Dj = exp{µjZ −G(µj ; θ)}
G(µj ; θ) =
1
2µ
2
j − µjθ + 12λ2(βj + r−1).
(34)
To obtain an upper bound for ρ(θ, pˆD) we use (17). We focus on two
consecutive terms Nj , Nj+1 in (29); ignoring all other terms trivially yields
a lower bound for Nθ,v. For the upper bound for Dθ, a single (suitably
chosen) term Dj in (31) suffices, but more care is needed to show that the
neglected terms are negligible.
Bring in a co-ordinate system (l, ω) for θ: each θ ≥ 0 can be uniquely
written in the form θ = λ(αl + ω) for a uniquely determined l ∈ N and
ω ∈ [0, α˙l). We can therefore write l = l(θ) and ω = ω(θ).
We argue heuristically that l(θ) is an appropriate choice of index for our
bounds. Indeed, from (30) and (33),
(35) E logNj = c− 12{(µj − θ)2/v − λ2βj}
after collecting terms not involving j into c. Hence, for θ ∈ [µl, µl+1), the
choice j = l or l + 1 will minimize or nearly minimize the quadratic, and
these suffice for the lower bound. For Dθ, we have from (34) that E logDj =
−G(µj ; θ). We show in the Appendix (in the proof of Lemma 2.2) that
j → G(µj ; θ) is indeed minimized at j = l for each θ ∈ [µl, µl+1).
Focus therefore on the terms Nl(θ) and Dl(θ). When θ = λ(αl + ω),
µjθ − 12µ2j = 12λ2(2αj(αl + ω)− α2j ).
Combining this with (33), for j = l, l + 1, we can write
Nl = c1(η) exp{12λ2n(l, ω) + αlλZ/
√
v}
Nl+1 = c1(η) exp{12λ2nˇ(l, ω) + αl+1λZ/
√
v}
Dl = c1(η) exp{12λ2d(l, ω) + αlλZ}
(36)
12
in terms of three linear functions of ω:
n(l, ω) = v−1(α2l + 2αlω)− βl − r−1
d(l, ω) = α2l + 2αlω − βl − r−1.
(37)
and, corresponding to Nl+1,
(38) nˇ(l, ω) = n(l, ω) + 2v−1α˙lω − (1 + v−1)α˙2l .
We now state our key uniform bounds on the risk components of (23).
Lemma 2.2. For any fixed r ∈ (0,∞) and b ∈ [0, 1], with λ defined in
(9), uniformly in θ = λ(αl + ω) ≥ λ, we have the following bounds:
E logNθ,v(Z) ≥ 12λ2(n ∨ nˇ)(l, ω) +O(1),
E logDθ(Z) ≤ 12λ2d+(l, ω) +O(λ),
For 0 ≤ θ < λ we just have E logNθ,v(Z) ≥ 0, and E logDθ(Z) ≤ O(λ).
The rather intricate proof is given in the appendix. The appearance of
the positive part of d(l, ω) in the upper bound may be understood this way:
if d(l, ω) < 0, we cannot expect the term Dl to dominate D0 = 1 in (31).
In the reverse direction, we need only a bound for θ ∈ [µ1, µ2] in our
proofs of theorems 1.1 and 1.2.
Lemma 2.3. For any fixed r ∈ (0,∞) and b ∈ [0, 1], with λ defined in
(9), uniformly in θ ∈ λ[α1, α2], we have
E logNθ,v(Z) ≤ 12λ2n(1, ω) +O(λ).
2.2. Proof of Theorems 1.1 and 1.2. Inserting the bounds of Lemma 2.2
in risk decomposition (16), we get
ρ(θ, pˆD) = (2r)
−1λ2σ(l, ω) +O(λ)
σ(l, ω) = (αl + ω)
2 − r(n ∨ nˇ)(l, ω) + rd+(l, ω).(39)
Our task is to investigate when σ(l, ω) ≤ 1. First assume d(l, ω) ≥ 0. In
this easier case, from (37), r(n− d) = α2l + 2αlω, and so
σ(l, ω) ≤ (αl + ω)2 − r(n− d) = ω2 ≤ 1,
Now, suppose that d(l, ω) < 0. For l = 0, control on the risk is immediate
from (18), and so, from now on l ≥ 1. We compare n(l, ω) and nˇ(l, ω) for
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ω ∈ [0, α˙l] by using (38). Both are linear functions of ω, intersecting at
ω∗ = α˙l(1 + v)/2 < α˙l. Now n(l, 0) > nˇ(l, 0) while nˇ has a larger positive
slope. Hence n∨ nˇ equals n on [0, ω∗] and nˇ on [ω∗, α˙l]. Observe that on the
right interval [ω∗, α˙l],
∂σ/∂ω(l, ω) = 2[αl + ω − rv−1(α˙l + αl)] ≤ 2(1− rv−1)αl+1 < 0.
Hence, in seeking the maximum of σ(l, ω) on [0, α˙l], we may confine attention
to 0 ≤ ω ≤ ω∗. On this range
σ(l, ω) = (αl + ω)
2 − rn(l, ω)
= ω2 + (α2l + 2αlω)(1− rv−1) + rβr + 1
= 1 + ω2 + r(βl − α2l )− 2rαlω
≤ 1 + ω2 − 2rω = σ¯(ω),
(40)
say, where we used αl ≥ 1 and α2l − βl ≥ α21 − β1 = 0, from (27).
In particular σ¯(0) = 1 and σ¯(ω∗) = 1 + ω∗(ω∗ − 2r).
For the grid prior, b = 1 and one evaluates
σ¯(ω∗) = 1 + (1 + 2r)(1 + r)−2(1− 2r − 4r2)/4 = 1 + hr .
Consequently, ρ(θ, pˆG) ≤ (2r)−1λ2{1 + h+r } + O(λ) , which establishes the
upper bound in Theorem 1.1. For the lower bound, we look at the risk at
θ∗ = λ(1 +ω∗). Apply Lemma 2.3 using n(1, ω∗) = 2v−1ω∗, to get from (18)
ρ(θ∗, pˆG) ≥ (2r)−1λ2{(1+ω∗)2−2rv−1ω∗}+O(λ) = (2r)−1λ2(1+h+r )+O(λ),
since the quantity in braces equals 1 + ω2∗ − 2rω∗ = σ¯(ω∗) = 1 + h+r . This
completes the proof of Theorem 1.1.
We now turn our attention to proving Theorem 1.2. We first verify that
if b ≤ min{1, 4r}, then l ≥ K necessarily implies d(l, ω) ≥ 0. Set K∗ =
1 + 2 b−3/2. From the monotonicity (27), along with ω ≥ 0, we have
d(l, ω) ≥ α2l − βl − r−1 ≥ α2K∗ − βK∗ − r−1
= 4b−1/2 − 2b1/2 + 4b−1 − r−1 ≥ 0,
using b ≤ 1 for the first two terms and b ≤ 4r for the second pair.
Now return to (40) – we have
σ(l, ω) ≤ 1 + ω∗(ω∗ − 2r)+.
Since d(l, ω) ≤ 0, we must have l < K and hence α˙l = b. Clearly σ(l, ω) ≤ 1
so long as ω∗ = b(1 + v)/2 ≤ 2r, or equivalently, b ≤ 4r/(1 + v). So in this
case, for all θ we have ρ(θ, pˆD) ≤ (2r)−1λ2 + O(λ), which establishes (22)
and hence Theorem 1.2.
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2.3. Proof of Theorem 1.3. As piB,n is i.i.d. and due to the product struc-
ture of the problem, its Bayes risk simplifies
B(piB,n, pˆB) = nB(piB, pˆB).
For the univariate problem the Bayes risk of the prior piB is
B(piB, pˆB) ≥ c0ηn {ρ(λn, pˆB) + ρ(−λn, pˆB)}
= 2c0ηn ρ(λn, pˆB) ≥ 2c0ηn [λ2n/(2r)− E logNλn,v(Z)],
where the equality above follows by symmetry and the inequality by (16).
From (28) we have 2c0 ≥ 1−O(ηb2vn ). Lemma 2.3 shows that E logNλ,v(Z) =
O(λ) because n(1, 0) = 0. Hence B(piB, pˆB) ≥ ηnλ2n/(2r) · (1 + o(1)) and the
proof is done.
Remark. When sn does not diverge to ∞, an ‘independent blocks’ sparse
prior using piB is asymptotically least favorable, along the lines of [17, Ch.
8.6]. Let piS(τ ;m) denote a single spike prior of scale τ on Rm. This chooses
an index I ∈ {1, . . . ,m} at random and sets θ = τeI , where ei is a unit
length vector in the ith co-ordinate direction. We randomly draw τ from
(ν+B + ν
−
B )/2. However, instead of (9), we choose λ = v
1/2(tm − log tm)
where tm =
√
2 logm. The independent blocks prior piIB,n on Θ[sn] is built
by dividing {1, . . . , n} into sn contiguous blocks Bj , each of length m =
mn = [n/sn]. Independently for each block Bj , draw components according
to piS(·;m) and set θi = 0 for the remaining n − mnsn coordinates. This
prior is supported on Θ[sn] as any draw from piIB,n has exactly sn non-zero
components. The proof that it is least favorable is then analogous to that of
Theorem 6 in [32].
3. Risk properties of Spike and Slab procedures. We again use
the risk decomposition provided by Lemma 2.1, now with the univariate
spike and slab prior piS [η, l]. We use N
S
θ,v(Z) and D
S
θ (Z) to denote the as-
sociated risk components of Lemma 2.1 for the spike and slab predictive
density estimates pˆS [l] based on the prior piS [η, l] for some l > 0 (the depen-
dence on l is kept implicit in the notations).
Proof of Lemma 1.2. For the first upper bound, simply take ν = δ0 in
Lemma 2.1; the corresponding pi0 = δ0 has ρ(θ, pˆpi0) = θ
2/(2r). The bound
now follows from (15). For the second statement, we claim that whenever
tn > λn, then as n→∞,
(41) RN (Θn[sn, tn]) ∼ RN (Θn[sn]) ∼ snλ2n/(2r).
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Indeed, the independent blocks prior piIBn constructed in [32, Theorem 6]
to show that RN (Θn[sn]) ∼ snλ2n/(2r) is actually, by its very definition,
supported on Θn[sn, νn], where νn <
√
v
√
2 log[n/sn] ≤ λn < tn. Since
obviously Θn[sn, νn] ⊂ Θn[sn, tn] ⊂ Θn[sn], the conclusion (41) follows. .
For lower bounds on risk of its predictive density estimate, the following
convexity inequality is helpful. It is proved in the appendix.
Lemma 3.1. If η ≤ 12 and θl/v ≥ 1, then
E logNSθ,v(Z) ≤ θl/v.
The proof of Lemma 1.1 follows easily from the above lemma. From the
left side of (18) and Lemma 3.1,
ρ(θ, pˆS [l]) ≥ θ
2
2r
− θl
v
, for θ ≥ v
l
.
Hence,
sup
Θn[sn]
ρ(θ, pˆS [l]) = sn sup
θ∈R
ρ(θ, pˆS [l]) =∞.
3.1. Proof of Theorem 1.4. An alternative representation for NSθ,v will
be useful. Completing the square in (17), we get
(42) NSθ,v(Z) = 1 + c(η)
√
v exp(12Z
2
θ,v)Φl,v,
where we have set Zθ,v = Z + θ/
√
v and
Φl,v = Φ(v
−1/2(l − θ)− Z)− Φ(v−1/2(−l − θ)− Z).
In the appendix, we show that, uniformly in v ∈ (0, 1), l ≥ 1 and |θ| ≤ l,
(43) E log Φl,v ≥ a0 := log φ(0) + 2/3.
The constant c(η) = η(1− η)−1{2lφ(0)}−1 satisfies
(44) − log l − λ2/(2v) ≤ log{(1− η)−1c(η)} ≤ 12 log pi2 − log l − λ2/(2v)
From the preceding three displays and EZ2θ,v = 1 + θ2/v we obtain
−E logNSθ,v(Z) ≤ − log c(η)− 12 log v − 12EZ2θ,v − E log Φl,v
≤ log l + λ2/(2v)− θ2/(2v) +O(1).(45)
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For DSθ , we show in the appendix that for each r > 0, and with λ =√
2v log η−1 and λ˜ = λ/
√
v +
√
2 log λ,
(46) E logDSθ (Z) ≤
{
O(λ log λ) 0 < θ < λ˜
θ2/2− λ2/(2v) +O(λ) θ ≥ λ˜.
We assemble these pieces to bound ρ(θ, pˆS [l]) and claim that
ρ(θ, pˆS [l]) ≤

θ2/(2r) +O(λ log λ) 0 < θ < λ
λ2/(2r) + log l +O(λ log λ) λ ≤ θ < λ˜
log l +O(λ) λ˜ ≤ θ.
For 0 < θ < λ, simply use the basic upper bound (18) along with (46). For
the remaining two cases, we use the full decomposition (16) of Lemma 2.1.
To this end, note from (45) and v−1 = r−1 + 1 that
θ2/(2r)− E logNSθ,v(Z) ≤ λ2/(2r)− (θ2 − λ2)/2 + log l +O(1).
Combining this with the bounds in (46) yields the remaining two bounds.
For any l ≥ 1 such that log l = o(λ2), we conclude that as λ→∞,
sup
θ
ρ(θ, pˆS [l]) ≤ λ
2
2r
(1 + o(1)).
This completes the proof of (22) and, as remarked there, the proof of The-
orem 1.4.
3.2. Proof of Theorem 1.5. We use the basic lower risk bound (18), and
show that for suitable θ that E logNSθ,vZ cannot be large enough to offset
the leading term θ2/(2r). To obtain a result uniform over all slab widths l,
we need two different types of upper bound on NSθ,v.
Define tλ and t˜λ = o(tλ) by setting log tλ = βλ
2/(2v) and log t˜λ = log tλ−
λ. We look first at large values of l, using representation (42). Observe first
that for l > t˜λ, the right side of (44) yields
√
vc(η) ≤ C exp{− log t˜λ − λ2/(2v)} = C exp{−θ˜2/(2v)}
for a constant C = C(v) if we set θ˜2 = λ2 + 2v log t˜λ. Using now (42) and
Φl,v < 1, we have
logNS
θ˜,v
(Z) ≤ log{1 + C exp[−θ˜2/(2v) + (Z + θ˜/√v)2/2]}
≤ log 2 + log(1 + C) + Z2/2 + |Z|θ˜/√v.
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Consequently E logNS
θ˜,v
(Z) ≤ k1 + k2θ˜ where ki = ki(v). Hence, from the
left side of risk bound (18),
ρ(θ˜, pˆS [l]) ≥ θ˜
2
2r
− k1θ˜ − k2.
Now observe from the definition of t˜λ that θ˜
2 = (1 + β)λ2 − 2vλ and that
θ˜ < tλ for large λ. We conclude that for large λ,
(47) inf
l>t˜λ
sup
θ∈[0,tλ]
ρ(θ, pˆS [l])
λ2/(2r)
≥ 1 + β +O(λ−1).
For l ≤ t˜λ, we set θ = tλ and use the left side of (18), then Lemma 3.1:
sup
θ≤tλ
ρ(tλ, pS [l]) ≥ t
2
λ
2r
− tλl
v
≥ t
2
λ
2r
− tλt˜λ
v
≥ t
2
λ
2r
(1 + o(1)),
where in the last inequality we used t˜λ = o(tλ). Consequently,
(48) inf
l≤t˜λ
sup
θ∈[0,tλ]
ρ(θ, pˆS [l])
λ2/(2r)
≥ rt
2
λ
λ2
(1 + o(1)).
Combining (47) with (48) and then using (15) to go over to the multivariate
problem, we obtain
min
l>1
max
Θn[sn,tn]
ρ(θ, pˆS [l]) ≥ (1 + β)snλ2n/(2r)(1 + o(1)).
Theorem 1.5 now follows from (13) of Lemma 1.2.
4. Numerical Experiments. We looked at the numerical effectiveness
of our asymptotic results under different levels of sparsity ηn, with special
focus on moderate values. The product structure and the good bounds (15)
relating maximal multivariate and univariate risks allow us to concentrate
on the maximal risk of the univariate pdes. We use a constrained prior space
ml(η) = {pi ∈ P(R) : pi(θ = 0) ≥ 1− η, pi(|θ| > l) = 0},
and set l = 5λ = 5
√
2 log η−v. We consider three sparsity levels: (a) Moder-
ate: η = 0.1, (b) High: η = 0.001, (c) Very High: η = 10−10.
Figure 3 shows univariate risk plots in the three sparsity regimes for the
following pdes:
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• Hard threshold Plug-in pde (H-Plugin):
pˆH(y|x) = p(y|θˆH , vy) where θˆH(x) = x I{|x| > (vx/v)1/2λ} .
• Cluster prior and Thresholding (C-Thresh) based asymptotically min-
imax pde pˆT proposed in [32, Eqn. (12)-(14)]
• Bayes pde based on the bi-grid prior (Bi-Grid): pˆB
• Spike and Slab predictive density estimator (SS): pˆS [l] .
The basic features of the risk plots are unchanged even under moderate
sparsity. The hard threshold plug-in density estimator pˆH does poorly for
small values of r. For each r, the maximal risks of pˆT and pˆB lie near or below
the asymptotic level of log η−1/(1 + r) under high and very high sparsity,
and at worst moderately above the asymptotic level for moderate sparsity.
Table 1 reports the maximum value of the risk plots for these predictive
estimators. [Table 2 in the Supplement shows the locations of their respective
maxima.] The tables and plots show that the Bi-grid prior Bayes pde and
the C-Thresh pde pˆT have similar worst case performance. The maximal risk
of the spike and slab procedure is higher than that of pˆT or pˆB but does not
exceed the asymptotic minimax level by much.
Sparsity r Asymp-Theory H-Plugin C-Thresh Bi-Grid SS
1 1.1513 120.4% 83.3% 86.6% 104.9%
0.5 1.5351 173.6% 109.2% 105.5% 117.4%
0.1 0.25 1.8421 278.5% 129.9% 125.5% 131.6%
0.1 2.0933 588.1% 144.2% 156.0% 145.2%
1 3.4539 109.1% 70.5% 70.8% 87.2%
0.5 4.6052 162.1% 86.4% 84.6% 96.9%
0.001 0.25 5.5262 267.6% 89.4% 95.9% 107.0%
0.1 6.2798 582.8% 106.9% 114.0% 117.6%
1 11.5129 123.9% 79.6% 78.9% 86.7%
1E-10 0.5 15.3506 185.4% 88.0% 87.3% 94.2%
0.25 18.4207 308.4% 94.6% 96.0% 100.3%
0.1 20.9326 677.0% 101.8% 101.9% 106.0%
Table 1
Numerical evaluation of the maximum risk for the different univariate predictive
densities over [−l, l] as the degree of sparsity (η) and predictive difficulty r varies.
Here, we have chosen l = 5λ, where λ is defined in (9). In ‘Asymp-Theory’ column
we report the asymptotic minimax risk λ2/(2r). In the other columns, we report
the maximum risk of the estimators as quotients of the ‘Asymp-Theory’ risk.
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Fig 3. Risk plots ρ(θ, ·) for univariate predictive density estimators pˆH (black), pˆT
(dark green), pˆB (blue) and pˆS (red) versus θ ∈ [0, l], for l = 5λ. Columns vary
with moderate, high and very high sparsity, η = 0.1, 0.001, 10−10, left to right.
Rows vary r = 1, 0.5, 0.25 and 0.1 from top to bottom. The horizontal line shows
the asymptotic univariate minimax risk of log η−1/(1 + r) = λ2/(2r), with λ =√
2 log η−v and l shown in the insets.
20
5. Future work. In this paper our results are based on known sparsity
levels. Recently, computationally tractable Bayesian methods which adapts
to unknown sparsity levels and possibly dense signals have been developed
for point estimation [3, 5, 37]. Using the approach of Johnstone and Silver-
man [18, 19] for point estimation, an interesting future direction will be to
construct adaptive predictive density estimates.
6. Appendix: Proof Details.
6.1. Proof of the “risk decomposition” Lemma 2.1. Using (16), write the
Bayes predictive density as
(49) pD(y|x) =
∫
φ(y|µ, r)φ(x− µ)pi(dµ)∫
φ(x− µ)pi(dµ) = φ(y|0, r)
N(x, y)
D(x)
,
after rewriting numerator and denominator in the first ratio respectively as
pi0φ(y|0, r)φ(x)N(x, y), and pi0φ(x)D(x).
After simple algebra, we find
(50) N(x, y) =
∫
exp
{
µ
(
x+
y
r
)
− µ
2
2
(
1 +
1
r
)}
pi(dµ)
pi0
and D(x) is analogous, but without terms in y and r. Note also that
Eθ log
(
φ(Y |θ, r)
φ(Y |0, r)
)
= Eθ
[
θY
r
− θ
2
2r
]
=
θ2
2r
.
Hence, from (49) and the definition of predictive loss
L(θ, pD(·|x)) = Eθ log
(
φ(Y |θ, r)
pD(Y |x)
)
=
θ2
2r
− Eθ logN(x, Y ) + logD(x).
To obtain ρ(θ, pˆpi), take expectation also over X ∼ N(θ, 1). Since Y ∼
N(θ, r) independently of X, the random variable X + Y/r ∼ N (θ/v, 1/v)
may be expressed in the form θ/v + Z/
√
v. Recalling the sparse prior form
pi(dµ) = (1− η)δ0 + ην, we get
N(X,Y )
D
= 1 +
η
1− η
∫
exp
{
µZ√
v
+
µθ
v
− µ
2
2v
}
ν(dµ) = Nθ,v(Z),
and the Lemma follows from the previous two displays.
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6.2. Proofs of the lemmas used in Section 2.1.
Proof of Lemma 2.2. We do the easy lower bounds involving Nθ,v(Z)
first. Indeed, the bound for θ < λ follows just from Nθ,v(Z) ≥ 1. For θ =
λ(αl + ω) ≥ λ, by (36) we know:
E logNl = log c1(η) + 12λ
2n(l, ω), and,
E logNl+1 = log c1(η) + 12λ
2{n(l + 1, ω)− 2α˙l αl+1/v} .
But log c1(η) = log c(η)− log(1− η)−1 = O(1) as λ→∞. Hence, the proof
of the lower bound is completed by using
E logNθ,v(Z) ≥ max{E logNl, E logNl+1}.
The proof of the upper bound on E logDθ(Z) is more involved, and we
first outline the approach. From (31) and 1 + x+ y < (1 + x)(1 + y/x), we
have
(51) logDθ(Z) ≤ log(1 +Dl) + log(1 + Dˇl),
where we set Dˇl =
∑
i/∈{0,l}Di/Dl. Henceforth in the proof, we make the
choice l = l(θ) except that when 0 ≤ θ < µ1 we set l = 1.
For the first term (henceforth we call it the main term) in (51) we will
show
(52) E log(1 +Dl) ≤
{
1
2λ
2d+(l, ω) +O(λ) for l ≥ 1
O(1) if 0 ≤ θ < λ
with O(λ) being uniform in l. For the other term in (51) we will show that
it is O(λ) for all l (and so, henceforth we call it the remainder term). For
that purpose, we write Di,l = Di/Dl and decompose
Dˇl =
∞∑
k=1
Dl+k,l +
l−1∑
k=1
Dl−k,l +
∞∑
j=1
D−j,l.
We have D−j
D
= Dj exp{−2µjθ} ≤ Dj since µj = −µj , pi−j = pij and L(Z)
is symmetric. Hence
∞∑
j=1
D−j,l
D≤
∞∑
j=1
Dj,l =
l−1∑
k=1
Dl−k,l + 1 +
∞∑
k=1
Dl+k,l.
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Now use the elementary inequality log(1+
∑
γm) ≤
∑
log(1+γm) to obtain
(53) E log(1+Dˇl) ≤ 2E log
(
1+
∞∑
k=1
Dl+k,l
)
+log 2+2E log
(
1+
l−1∑
k=1
Dl−k,l
)
.
We will later show that the two main right side terms are each O(λ). This
concludes the outline; we now turn to detailed analysis.
The Main term in (51). We first dispose of the case 0 ≤ θ < λ. From (32)
and (33),
D1 = c1(η) exp{λZ + λθ − 12λ2(2 + r−1)}.
Since θ < λ and c1(η) < (1− η)−1, and using log(1 + x) ≤ log 2 + (log x)+,
log(1 +D1) ≤ log 2 + log(1− η)−1 + λZ
and hence E log(1 +D1) ≤ O(1).
Now suppose that θ = λ(αl + ω) ≥ λ and use representation (36) for Dl.
Abbreviating 12λ
2d(l, ω) as dlω, we obtain
E log(1 +Dl) = E logDl + E log(1 +D−1l )
= log c(η) + log(1− η)−1 + dlω + log 2 + E(logD−1l )+.
Symmetry of L(Z) about 0 implies that logD−1l
D
= − log c(η) + log(1− η) +
µlZ − dlω. By inspection the normalization constant c(η) < 1, so
E(logD−1l )+ ≤ − log c(η) + E(µlZ − dlω)+.
From the previous two displays and log(1− η)−1 = O(η), we have
(54) E log(1 +Dl) = dlω + E(µlZ − dlω)+ +O(1).
We now bound the expectation on the right side. Consider first those l for
which αl ≤ 2 + r−1 and thus µl ≤ (2 + r−1)λ. Noting that
E(µlZ − dlω)+ ≤ −dlωI{dlω ≤ 0}+ µl EZ+,
we then conclude that
dlω + E(µlZ − dlω)+ ≤ (dlω)+ + (2 + r−1)φ(0)λ.
Now consider the remaining l, with αl ≥ 2 + r−1, for which we claim that
(55) α2l − βl − r−1 ≥ 12α2l .
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We verify this via the equivalent form α2l − 2βl ≥ 2r−1. We have
d
dl
(α2l − 2βl) = 2(αlα˙l − β˙l) > 0
for both 1 ≤ l ≤ K and l > K. So if l0 ∈ R+ satisfies αl0 = 2 + r−1, we have
α2l − 2βl ≥ α2l0 − 2βl0 ≥ α2l0 − 2αl0 = (2 + r−1)r−1 ≥ 2r−1.
Since ω ≥ 0, we have from (37) and (55),
dlω ≥ 12λ2[α2l − βl − r−1] ≥ 14(λαl)2 = 14µ2l .
From the bound E(Z − x)+ ≤ φ(x)/x2 we calculate
E(µlZ − dlω)+ ≤ µlE(Z − µl/4)+ ≤ 16φ(µl/4)
µl
≤Mb,
uniformly in λ ≥ 1 and l such that αl ≥ 2 + r−1. Combining the two cases
with (54), we have proven the bound (52) on the first term of (51).
We turn now to bounding the remainder (53). This depends on the decay
between successive terms Dj , so we start by using (34) to derive a useful
representation for Dj+1/Dj . Indeed, using µj = λαj and θ = λ(αl + ω), we
define
∆j = ∆(j; l, ω) = (2/λ
2)[G(µj+1; θ)−G(µj ; θ)]
= α˙j [αj+1 + αj − 2αl − 2ω] + β˙j
and arrive at, for j ≥ 1,
(56)
Dj+1
Dj
= exp{λα˙jZ − 12λ2∆j}.
We now show that l → ∆l achieves a maximum at l = 0. This will also
verify the claim in Section 2 that j → G(µj ; θ) is minimized at j = l(θ) for
each θ ∈ [µl, µl+1). The argument splits into two largely parallel cases.
Suppose first that j ≥ l, so that j = l+ k for k ≥ 0. Using αl +ω ≤ αl+1,
then β˙l+k = α˙
2
l+k and finally α˙l+k + αl+k = αl+k+1, we have
∆l+k ≥ α˙l+k[αl+k+1 + αl+k − 2αl+1] + α˙2l+k
= 2α˙l+k(αl+k+1 − αl+1) ≥ 0,
(57)
with strict inequality when k ≥ 1.
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Suppose now that j < l, so that j = l−k−1 for k ≥ 0. Using αl+ω ≥ αl,
then β˙l−k−1 = α˙2l−k−1 and finally α˙l−k−1 + αl−k−1 = αl−k, we have
∆l−k−1 ≤ α˙l−k−1[αl−k + αl−k−1 − 2αl] + α˙2l−k−1
= 2α˙l−k−1(αl−k − αl) ≤ 0,
with strict inequality when k ≥ 1.
As final preparation, we record a useful bound whose proof is provided at
the end this proof.
Lemma 6.1. If a1, a2, . . . are positive, then for each n ≥ 1,
(58) log
(
1 +
n+1∑
k=1
ak
)
< log(1 + a1) +
n∑
k=1
ak+1
ak
.
We next concentrate on bounding the first term of (53). Use (58) with
ak = Dl+k/Dl and log(1 + a1) ≤ log 2 + (log a1)+ to write
(59) E log
(
1 +
∞∑
k=1
Dl+k,l
)
≤ log 2 + E
(
log
Dl+1
Dl
)
+
+ E
{ ∞∑
k=1
Dl+k+1
Dl+k
}
.
In (56) with j = l, we have seen that ∆l ≥ 0 and so
E
(
log
Dl+1
Dl
)
+
≤ λα˙l EZ+ ≤ λφ(0).
When j = l+ k, observe from (57) that ∆l+k ≥ 2α˙2l+k + 2α˙l+k(αl+k−αl+1).
From (56), now with j = l + k for k ≥ 1,
E
{
Dl+k+1
Dl+k
}
= exp{12λ2[α˙2l+k −∆l+k]}
≤ exp{−12λ2[α˙2l+k + 2α˙l+k(αl+k − αl+1)]}
≤ exp{−12λ2b2 − λ2b2(k − 1)},
so that the right side of (59) is O(λ) +O(e−λ2b2/2) = O(λ).
Second term of (53). Now use (58) with ak = Dl−k/Dl:
(60) E log
(
1 +
l−1∑
k=1
Dl−k,l
)
≤ log 2 + E
(
log
Dl−1
Dl
)
+
+ E
{ l−2∑
k=1
Dl−k−1
Dl−k
}
.
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In (56) with j = l − 1, we have seen that ∆l−1 ≤ 0 and so
E
(
log
Dl−1
Dl
)
+
≤ λα˙l−1EZ+ ≤ λφ(0).
From (56), now with j = l − k − 1,
E
{
Dl−k−1
Dl−k
}
= E{exp{−λα˙l−k−1Z + 12λ2∆l−k−1}}
≤ exp{12λ2α˙l−k−1[α˙l−k−1 + 2(αl−k − αl)]},
as ∆l−k−1 ≤ 2α˙l−k−1(αl−k − αl). Since j → α˙j is increasing and α˙j ≥ b,
α˙l−k−1 + 2(αl−k − αl) ≤ α˙l−k − 2(αl − αl−k+1)− 2α˙l−k
≤ −b− 2(k − 1)b.
Using α˙l−k−1 ≥ b again, we conclude that
E
{ l−2∑
k=1
Dl−k−1
Dl−k
}
≤
∞∑
k=1
exp{−12λ2b2 − λ2b2(k − 1)} = O(e−λ
2b2/2).
Thus, we have proved the desired bound on the second term. This completes
the proof of the lemma.
Proof of Lemma 6.1. We use induction. The bounds 1 + x + y < (1 +
x)(1 + y/x) and log(1 + x) < x, valid for positive x, y, establish the case
n = 1. For general n, let a′k = ak+1/(1 + a1) for k = 1, . . . , n. Then
log
(
1 +
n+1∑
k=1
ak
)
= log(1 + a1) + log
(
1 +
n∑
k=1
a′k
)
< log(1 + a1) + log(1 + a
′
1) +
n−1∑
k=1
a′k+1
a′k
< log(1 + a1) +
a2
a1
+
n∑
k=2
ak+1
ak
,
where the inequalities use the cases n− 1 and n = 1 in turn.
Proof of Lemma 2.3. We modify some of the methods used in Lemma 2.2
to incorporate now v = r(1 + r)−1 ∈ (0, 1). With Nj defined as in (29) and
(30), and arguing as around (51), we bound
logNθ,v(Z) ≤ log(1 +N1) + log(1 + Nˇ1),
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with Nˇ1 =
∑
j /∈{0,1}Nj,1 and Nj,1 = Nj/N1. The desired control of the main
term is easier here than in Lemma 2.2: for l = 1,
E log(1 +N1) ≤ log 2 + E(logN1)+
≤ log 2 + log(1− η)−1 + v−1/2λE|Z|+ 2−1λ2n(1, ω)
≤ 2−1λ2n(1, ω) +O(λ).
Turn now to the remainder term. Since N−j
D
= Nj exp(−2v−1/2µjθ), we
may argue as before to obtain the analog of (53):
E{log(1 + Nˇ1)} ≤ log 2 + 2 Rem(λ),
where, using Lemma 6.1 with ak = Nk+1,1 and setting Rˇk = Nk+1/Nk,
Rem(λ) = E log
(
1 +
∞∑
k=1
Nk+1,1
)
≤ log 2 + E(log Rˇ1)+ +
∞∑
k=1
E Rˇk+1.
Using definition (30) and then (33) and (24), we obtain
Rˇk = (pik+1/pik) exp{v−1/2(µk+1 − µk)(Z + θ)− 12v−1(µ2k+1 − µ2k)}
= exp{λv−1/2α˙k(Z + θ)− 12λ2[v−1α˙k(αk+1 + αk)− β˙k]}
= exp{λv−1/2α˙kZ − 12λ2v−1γk(ω, v)},
where we put θ = λ(1 + ω) and used β˙k = α˙
2
k and αk+1 = α˙k + αk to write
γk(ω, v) = −2v1/2α˙k(1 + ω) + α˙2k + 2α˙kαk + vα˙2k
= α˙k[(1 + v)α˙k + 2(αk −
√
v(1 + ω))].
Since b ≤ 1, we necessarily have K − 1 = d2b−3/2e ≥ 2, and therefore
α1 = 1, α2 = 1 + b and α˙1 = b. Consequently, at k = 1 we have
γ1(ω, v) = b[b+ bv + 2− 2
√
v(1 + ω)] ≥ b(bu2 + 2u),
since ω ≤ b and we have set u = 1−√v ≥ 0. We arrive at
log Rˇ1 ≤ λv−1/2bZ − 12λ2v−1bu(bu+ 2),
and therefore E(log Rˇ1)+ ≤ λv−1/2bEZ+ = O(λ).
For k ≥ 2, we write logERˇk = −12λ2v−1(γk − α˙2k), and from α˙k ≥ b,
γk − α˙2k = α˙k[vα˙k + 2(αk −
√
v(1 + ω))] ≥ b2(v + 2(k − 2)).
since αk −
√
v(1 + ω) ≥ αk − α2 ≥ (k − 2)b. This entails
∞∑
k=2
ERˇk ≤ e−b2λ2/2
∞∑
k=0
exp(−v−1λ2b2k) = O(λ).
The last two paragraphs show that Rem(λ) = O(λ) and complete the proof.
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6.3. Detailed proof of the lemmas and the inequalities used Section 3.
Proof of Lemma 3.1. From (20), we find
ENSθ,v(Z) ≤ 1 +
η
1− η
1
2l
∫ l
−∞
exp
(µθ
v
)
ν(dµ) ≤ 1 + η
(1− η)
ew
2w
,
for w = θl/v ≥ 1. From this and Jensen’s inequality (19), we obtain
E logNSθ,v(Z) ≤ w + log
{
e−w +
η
(1− η)
1
2w
}
≤ w,
since the term in braces is bounded by 1/e+ 1/2 ≤ 1.
Proof of (43). Use v ≤ 1, then 0 ≤ θ ≤ l and finally l ≥ 1 to conclude
Φl,v ≥ Φl,1 ≥ Φ(−Z)− Φ(−l − Z) ≥ Φ(−Z)− Φ(−1− Z).
Now use symmetry of Z and then Jensen’s inequality to get
E log Φl,v ≥ E log
∫ Z+1
Z
φ(s) ds ≥ E
∫ Z+1
Z
log φ(s) ds
= log φ(0)− 2/3.
Proof of (46). From the definition (42) with v = 1 and using Φl,1 ≤ 1,
logDSθ (Z) ≤ log 2 + [log c(η) + (θ + Z)2/2]+.
From the upper bound in (44), we have
E logDSθ (Z) ≤ 2−1E[(θ + Z)2 − v−1λ2]+ +O(1).
Now if θ < λ˜, then
E[(θ + Z)2 − v−1λ2]+ ≤ [θ2 − v−1λ2]+ + 2|θ|EZ+ + EZ2
≤ [λ˜2 − v−1λ2]+ + 2 λ˜ φ(0) + 1
which suffices for the first bound.
If θ ≥ λ˜, we put W = (θ + Z)2 and c = λ2/v and apply the inequality
E(W − c)+ ≤ E(W − c) + cP (W < c), valid for W ≥ 0. For all θ ≥ λ˜, we
have {|θ + Z| ≤ λ/√v} ⊂ {Z < −√2 log λ} and so
E[(θ + Z)2 − v−1λ2]+ ≤ E(θ + Z)2 − v−1λ2 + v−1λ2P (Z >
√
2 log λ)
≤ θ2 − v−1λ2 +O(λ) as λ→∞ .
where the last inequality uses the Mills ratio bound P (Z > x) ≤ x−1φ(x).
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7. Supplementary Risk plots.
Here, through numerical evaluations we provide further insights on the risk
properties for the pdes considered in the previous sections. Figure 4 below
shows the risk of the grid prior is well controlled below the desired limit when
r = 1. Also, the plot reveals that the risk function exhibits periodicity for
sufficiently large parametric values (in this case as |θ| ≥ 2λ) with a period of
λ. In Figure 5 we have the risk plots of the grid and bi-grid priors for different
values of r. The bi-grid comes in play for r < r0 ≈ 0.309. From the plots
we see that for |θ| ∈ [λ, 2λ], the risk function for the grid prior is roughly
decreasing in |θ| for large value of r but is bi-modal as r decreases towards
r0. At r0 its two peaks are equal in height and as r decreases further the gap
between the maximal risk of the grid prior and the bi-grid prior widens. In
Figure 6, we exhibit a scenario where the pde based on the grid prior is no
longer optimal and its risk is far dominated by the bi-grid prior based pde.
Fig 4. Plot of the risk of pˆG as the parameter θ varies over R+. Here, λ = 5,
r = 1 and η = exp(−λ2). The risk is well controlled below the asymptotic theory
benchmark minimax value of λ2/(2r) = 12.5. The vertical line denotes multiples of
λ along the x-axis.
To understand the differences in the risk properties between the grid
and bi-grid prior as r varies, we now concentrate on the behavior of the
risk components theoretically analyzed in Section 2. Following the proofs
of theorems 1.1 and 1.2, we concentrate on the dominant component of the
risk σ(l, ω) as defined in (39) where, θ = λ(αl + ω). Figure 7 plots σ(l, ω)
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Fig 5. Plot of the risk of pˆG (in black) and pˆB (in red for r < r0 = (
√
5−1)/4 ≈ 0.309)
as the parameter θ varies over R+. Here, λ = 5 and η = exp(−λ2/(2v)). The vertical
line denotes multiples of λ along the x-axis.
for pˆG and pˆB as l, ω vary. Note, that for the representation of θ is different
for piG and piB as the αl and βl are different. As such, for pˆG, ω always varies
over [0, 1] where as for the bi-grid prior ω only varies over [0, b] for some
initial l denominations. In figure 7, we have 3 plots. The top plot shows the
dominant risk for pˆG when r = 1. The dominant risk here is always contained
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Fig 6. In black dotted line we have the plot of pˆB and in gray we have plot of pˆG.
The vertical lines mark λ and 2λ while the horizontal line represents the bench
mark λ2/(2r). Here, λ = 5, r = 0.1 and η = exp(−λ2/2). The maximal risk of pˆG
is 1.18 times the bench mark value. The risk of pˆB is controlled below the bench
mark value.
below the minimax value (shown in dotted horizontal line). Here, d+(l, ω)
starts being positive roughly at l = 1 and ω = 0.5 onwards; and so, the plot
of σ(l, ω) for pˆG has 3 piecewise quadratics for θ ∈ [λ, 2λ] but 2 piecewise
quadratics for the following intervals. The next plot shows the dominant risk
for pˆG when r = 0.25. In this case, d
+(l, ω) starts being positive roughly at
l = 2 and ω = 0.5 onwards; and so, the plot of σ(l, ω) for pˆG has 3 piecewise
quadratics for θ in the interval [2λ, 3λ]. Here, the dominant risk is not always
contained below the minimax value. The bottom plot shows the dominant
risk for pˆB when r = 0.25 and it is always contained below the minimax
value. Note, that we have used different colors to display the dominant risk
for different values of l and have used vertical lines to partition the θ values
belonging to different values of l. These partitions are same for the top two
plots as they both involve pˆG but is different for pˆB in the bottom plot.
SPARSE BAYES PREDICTIVE DENSITY ESTIMATES 33
0 5 10 15 20 25 30
0
5
10
15
20
25
0 5 10 15 20 25 30
0
5
10
15
20
25
0 5 10 15 20 25 30
0
5
10
15
20
25
Fig 7. For r = 1, the top plot displays the dominant risk σ(l, ω) of pˆG in the y-axis
as |θ| = λ(αl + ω) varies in the x-axis. The next two plots show the dominant
risk of pˆG and pˆB respectively for r = 0.25. For each plot, the benchmark minimax
value (adjusted) of λ2 is represented by the dotted horizontal line. The vertical lines
partition |θ| into intervals corresponding to the different values l (based on the co-
ordinate system for θ used in Section 2; the purple lines denotes the boundaries for
differential spacings) and different colors are used to display the dominant risk in
these partitions. Here, λ = 5 for all the 3 plots.
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Fig 8. From top to bottom we have the plots of the risk of pˆS [l] as |θ| varies over
the interval [0, t] for l = λ, 0.75t, t respectively. Here, r = 1, λ = 3 and t = 5λ. The
shaded rectangle in each plot has base on the support of the prior [0, l] and has
height equaling the minimax benchmark value of λ2/(2r) = 4.5.
Figure 7 displays the risk plots for Spike and Slab prior based pdes pˆS [l].
For three different choices of l the risk plots were tracked the interval [0, t]. It
was seen that the risk is controlled below the benchmark value of λ2/(2r) =
4.5 when l = t. In that case, the risk function initially increases at a quadratic
rate and peaks near λ and thereafter decreases at a rapid rate.
Table 2 shows the locations of the maxima of the pdes discussed in Sec-
tion 4.
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Sparsity r Theory H-Plugin C-Thresh Bi-Grid SS
1 1.52 2.46 2.52 2.47 2.38
0.5 1.24 2.41 2.49 2.17 2.10
0.1 0.25 0.96 2.37 2.46 1.80 1.78
0.1 0.65 2.33 2.74 1.36 1.31
1 2.63 3.39 3.06 3.12 3.13
0.5 2.15 3.39 2.84 2.84 2.73
0.001 0.25 1.66 3.39 2.26 2.28 2.30
0.1 1.12 3.39 1.68 1.69 1.70
1 4.80 5.93 4.94 4.91 5.05
1E-10 0.5 3.92 5.93 4.39 4.37 4.37
0.25 3.03 5.93 3.43 3.89 3.58
0.1 2.05 5.92 2.52 2.54 2.56
Table 2
Numerical evaluation of the location of maxima of the risk plots over [−l, l] for
the different univariate predictive densities as the degree of sparsity (η) and
predictive difficulty r varies. Here, we have chosen l = 5λ, where λ is defined in
(9). In ‘Asymp-Theory’ column we report the theoretically obtained first order
asymptotic maxima.
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