Abstract. In a paper by Burke, Lewis and Overton, a first order expansion has been given for the minimum singular value of A−zI, z ∈ C, about a nonderogatory eigenvalue λ of A ∈ C n×n . This note investigates the relationship of the expansion with the Jordan canonical form of A. Furthermore, formulas for the condition number of eigenvalues are derived from the expansion.
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Michael Karow Theorem 1.1 yields an estimate for the size of pseudospectra for small : Roughly speaking if is small enough then the connected component of Λ (A) that contains the eigenvalue λ is approximately a disk of radius ( q(A, λ) ) 1/m about λ. It follows that q(A, λ) 1/m is the Hölder condition number of λ. We discuss this in detail in Section 4.
However, the main concern of this note is to establish the relationship of q(A, λ) with the Jordan decomposition of A. For a simple eigenvalue the relationship is as follows. Let x, y ∈ C n \ {0} be a right and a left eigenvector of A to the eigenvalue λ respectively, i.e. Ax = λ x, y * A = λ y * , where y * denotes the conjugate transpose of y. Then
is a projection onto the one dimensional eigenspace C x. The kernel of P is the direct sum of all generalized eigenspaces belonging to the eigenvalues different from λ. As is well known [5, p.490] , [3, p.202] , [9, p.186] , the condition number of λ equals the norm of P . Combined with the considerations above this yields that q(A, λ) = P .
(1.1)
In Section 3 we give an elementary proof of the identity (1.1) without using Theorem 1.1. Furthermore, we show that for a nondegoratory eigenvalue of algebraic multiplicity m ≥ 2, 2) where N is the nilpotent operator associated with λ in the Jordan decomposition of A. The formulas (1.1) and (1.2) are the main results of this note. The proofs also show that the assumption that λ is nonderogatory is necessary. The next section contains some preliminaries about the computation of the two products π Σ (A) and π Λ (A) and about the relationship of the Schur form of A with the Jordan decomposition.
Throughout this note, · stands for the spectral norm.
Preliminaries.
Below we list some easily verified properties of π Λ (A), the product of the nonzero eigenvalues of A, and of π Σ (A), the product of the nonzero singular values of A. In the sequel A T and A * denote the transpose and the conjugate transpose of A respectively.
( 
In the next section we need the lemmas below.
Lemma 2.1. Let M ∈ C n×n be nonsingular, X ∈ C m×n and Y = XM −1 . Then
Proof. We have 
We proceed with remarks on the Jordan decomposition. Let λ 1 , . . . , λ κ be the pairwise different eigenvalues of A ∈ C n×n . Let X j = ker(A − λ j I n ) n be the generalized eigenspaces. By the Jordan decomposition theorem we have
where = 0. We now recall how to obtain the operators P j and N j from a Schur form of A. We only consider the nontrivial case that A has at least two different eigenvalues. By the Schur decomposition theorem there exists a unitary matrix U ∈ C n×n such that
where
is strictly upper triangular,
If m = 1 (i.e. λ j is simple) then T is the 1 × 1 zero matrix. Since the spectra of T and A 22 − λ j I n−m are disjoint the Sylvester equation
has a unique solution R ∈ C m×(n−m) .
Proposition 2.3. With the notation above the projector onto the generalized eigenspace and the nilpotent operator associated with λ j are given by
For any integer ≥ 1 we have
The spectral norms of P j and of N j satisfy
and 
Hence, range(X 1 ) and range(X 2 ) are complementary invariant subspaces of A. The relations (2.6) and (2.7) imply that for any λ ∈ C and any integer ≥ 1,
Using this and the fact that λ j ∈ Λ(A 22 ) it is easily verified that range(
satisfies P 2 j = P j , P j X 1 = X 1 and P j X 2 = 0. Hence, P j is the Jordan projector onto the generalized eigenspace ker (A − λ j I n ) n . For the associated nilpotent matrix N j one obtains
The formulas (2.3), (2.4) and (2.5) are immediate from (2.9) and (2.10).
We give an expression for N m−1 j which is a bit more explicit than formula (2.5). 
Main result.
We are now in a position to state and prove our main result on the ratio 
Furthermore we have P j P * j = I m + RR * 0 0 0 and hence 
Lemma 2.1 yields
From (3.5) it follows that y = 0 . . . 0 r and hence, y = r . In summary,
by Proposition 2.4. Hence, (c) holds.
Finally, we treat the case that λ 1 is the only eigenvalue of A. Let U * AU = λ 1 I n +T be a Schur decomposition. The eigenprojection is P 1 = I n and the nilpotent operator is 
Condition numbers.
In this section we show that q(A, λ) 1/m equals the Hölder condition number of the nonderogatory eigenvalue λ of algebraic multiplicity m. To this end we introduce some additional notation. By D λ (r) we denote the closed disk of radius r > 0 about λ ∈ C. If λ ∈ Λ(A), A ∈ C n×n , then C λ ( ) denotes the connected component of the -pseudospectrum, Λ (A), that contains λ. We define 
The proof uses Theorem 1.1 and the lemma below.
is an isolated zero of g, and
Then there exists an 0 > 0 and functions
We postpone the proof of the lemma to the end of this section.
Proof of Theorem 4.1: Let in Lemma 4.2, z 0 = λ and
g(z) = 1. Hence, by the lemma there are functions h ± with lim →0 h ± ( ) = 1 and
This shows (4.1). Now, we give the definition for the Hölder condition number of an eigenvalue of arbitrary multiplicity (see [2] ). For λ ∈ C, m ∈ N and A ∈ C n×n we set If λ is an eigenvalue of A ∈ C n×n of algebraic multiplicity m then the Hölder condition number of λ to the order α > 0 is defined by
It is easily seen that 0 = cond α (A, λ) = ∞ for at most one order α > 0. Theorem 4.3. Let λ ∈ Λ(A) be a nonderogatory eigenvalue of multiplicity m. Then 
