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a b s t r a c t
The size of the transformation semigroup of a reversible deterministic finite automaton
with n states, or equivalently, of a semigroup given by generators of injective partial
functions on n objects, had remained unexplored in the case where the set of generators is
a pair. We show that in this case, the maximal size is attained by a semigroup generated
by a permutation that satisfies a property depending on n and a partial injective mapping
whose domain and image both have size n−1.Moreover, we give precise formulas in terms
of n for this maximal size.
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1. Introduction
It is well known that the transformation semigroup of a deterministic finite automaton (DFA) with n states can attain
size nn, i.e., the number of all possible functions from a set of size n to itself (see for example [3]). However, it was not
until recently that a closer look was given to the special case where the number of generators (or letters) is restricted to a
constant [4,6]. A lower bound of nn(1 − 2√n ) was found for the size of the syntactic monoid of a language accepted by an
n-state deterministic finite automaton with a binary input alphabet. Moreover, for prime n ≥ 7, a precise characterization
was given for the generators that maximize the size of the semigroup w.r.t. its size among all (transformation) semigroups
that can be generated with two functions—one generator is a permutation with two cycles (of appropriate lengths) and the
other a non-bijective mapping merging elements from these two cycles. These results were applied to the conversion of
two-way finite automata to one-way finite automata [6].
In this paper we consider the same problem on reversible deterministic finite automata, which are roughly speaking
defined by a set of states and transitions which are injective partial functions. This restricted type of automaton was used
by Angluin [2] in the context of learning theory and by Ambainis and Freivalds [1] for the study of quantum finite automata;
Pin [11] has examined its algebraic/combinatorial properties. These authors have competing definitions for the notion of
‘‘reversible deterministic finite automata’’, however. The difference lies in the number of allowed initial and accepting states;
they agree on the constraint that all generators (letters) are injective on the non-sink states, i.e., for all states x, y, z and
generator a, if xa = ya = z then z is the (unique) sink. In algebraic terms, the properties of the three variants are the
same. Pin has shown [11] that these automata give another characterization for a variety of monoids that has been studied
elsewhere from a purely algebraic viewpoint. A variety is the closure of a set of monoids under division and finite direct
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product. Indeed, the transformationmonoids of reversible deterministic finite automata generate the variety ECom defined
by the unique condition
• all idempotent elements commute with each other,
where a monoid element e is idempotent if ee = e. This variety has several other characterizations; see for example [12].
Reversible deterministic finite automata do not characterize a variety of regular languages. Indeed, if a language is
recognized by a reversible DFA, then its minimal DFA is not necessarily reversible. In contrast to this, DFAs where all
transition functions are permutations recognize exactly the languages whose syntactic monoid is a finite group. However,
Pin [11] characterized them in a verymeaningful way: they are exactly those whose syntactic monoid belongs to ECom, and
which are closed for the profinite group topology, i.e., such that xy+z ⊆ L implies xy∗z ⊆ L for all words x, y, z.
In the one-generator case, it is a classical exercise to verify that the size of the transformation monoid is bounded above
by n if the automaton is connected, and otherwise by max{ k+ g(n− k) : 0 ≤ k ≤ n }; here g denotes the Landau function
[7–9], defined as the largest possible order of a permutation of n objects, that is, g(n) = max{ g(σ ) : σ ∈ Sn }. Meanwhile,
the three-generator case has been dealt with early in the history of semigroup theory, in the sense that there always exists a
set of three letters which generates thewhole symmetric inverse semigroup; see Theorem 5. Our research consists therefore
in solving the two-letter case. We do so by brute force for n ≤ 5, and for larger n by analyzing the combinations of cases
defined by setting various constraints on the generators. Quite surprisingly, we find that the maximal size is attained in
ways that vary depending on n. Let Ω(n, p) = ∑ni=1(n − i)! ni− pi2, and let g denote the Landau function; the main
theorem of this paper reads as follows.
Theorem 1. Among all semigroups which can be generated with two injective partial functions on n objects, the semigroup of
maximal size is generated by a permutation α and by a partial injective function β with domain and image size n− 1, such that
the sole element not in its domain belongs to the largest cycle in α. Furthermore, α and β have the following properties.
(1) If n ∈ {3, 4, 6, 7, 8, 9}, then α is an n-cycle, and the maximal semigroup has size n+ n2g(n− 1)+∑n−2i=0 nii!.
(2) If n ∉ {3, 4, 6, 7, 8, 9} and n is odd, then α consists of a 2-cycle and an (n − 2)-cycle, and the maximal semigroup has size
g(2n− 4)+Ω(n, 2).
(3) If n ≥ 10 and n is a multiple of 6, then α consists of a 2-cycle and an (n − 3)-cycle, and the maximal semigroup has size
g(n− 3)+Ω(n, 3).
(4) If n ≥ 10 and n is even but not a multiple of 6, then α consists of a 3-cycle and an (n− 3)-cycle, and the size of the maximal
semigroup is g(3n− 9)+Ω(n, 3).
In the next section, we introduce our notation and we state a number of facts that we use in our work. In Section 3, we
show how to attain the maximal semigroup size by a case analysis. We conclude with a few short comments.
2. Background and notation
For an integer k ≥ 1, let [k] denote the set {1, 2, . . . , k}. A deterministic finite automaton of size n is a pair (X, A), where
X = [n] is the set of states, numbered 1 to n, and A ⊂ XX is the set of generators, also called letters.
Given a function ϕ ∈ XX , we denote by dom(ϕ) the set of those states where ϕ is defined, by img(ϕ) the codomain (set
of images) of ϕ, and we use the notations dom(ϕ) = X \dom(ϕ) and img(ϕ) = X \ img(ϕ). We speak of a ‘‘partial function’’
to insist on the fact that dom(ϕ) does not necessarily coincide with X . A partial function is injective iff its inverse is a partial
function. Equivalently, whenever ϕ is partial injective, the sets dom(ϕ) and img(ϕ) have the same cardinality. The reader
will understand that in our definition of a reversible automaton, all n states are ‘‘non-sink’’ states and the transitions can
be partial functions. Let x ∈ dom(ϕ); we use xα or (x)α to denote the image of x by ϕ. Therefore, a composition of several
functions is read from left to right: for example, (x)ϕβ = (xϕ)β . We define the following sets of functions over [n].
• Sn, the set of all permutations of [n], is called the symmetric group on n states; its size is n!.
• In, the set of all injective partial functions on [n], is called the symmetric inverse semigroup on n states; we denote its size
by In.
• Kn,r , for r ≤ n, is the set of all injective partial functions on [n]with domain size at most r; we denote its size by Kn,r .
• Jn,r , for r ≤ n, is the set of all injective partial functions on [n]with domain size exactly r; we denote its size by Jn,r .
Obviously,Kn,n = In, Jn,n = Sn, and Jn,r = Kn,r \Kn,r−1. Let i ≥ 1; observe that the subset of Jn,n−i of those functions
which act as permutations on [n− i] and are undefined on {n− i+1, n− i+2, . . . , n} is isomorphic to the symmetric group
over [n− i]; we denote this set by Sn,n−i. Observe that we write the forthcoming analysis in terms of semigroups, instead of
monoids, which means that we count the identity only if it can be generated with α and β . On the other hand, as the reader
can see in Theorem 2, we do count the ‘‘void’’ function whose domain is empty (see item (3) with r = 0).
Theorem 2. The following holds whenever n ≥ 1 and r ≤ n:
i. In = ∑nk=0 nk2k!;
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ii. Jn,r =
n
r
2r!;
iii. Kn,r = ∑rk=0 Jn,k.
We sometimes use the term ‘‘hole’’ to describe a position in [n]where a function is undefined; for example, Jn,n−1 is the
set of all functions with exactly one hole and Sn,n−1 is the set of those functions with a unique hole located at position n.
Similarly, we use the word ‘‘co-hole of γ ’’ to describe an element of img(γ ). We sometimes write that a function γ ∈ Jn,n−1
with dom(γ ) = {x} and img(γ ) = {y}maps its hole x to the co-hole y.
For a given set of functions A ⊆ XX , let ⟨A⟩ denote the semigroup generated by the elements of A; if A = {α1, α2, . . . , αs}
is a small set given by extension, we also use the notation ⟨α1, α2, . . . , αs⟩. We assume that the reader is familiar with the
cyclic representation of a permutation. Let ι denote the identity function. The order of a permutation σ , which we denote by
g(σ ), is the size of the cyclic group ⟨σ ⟩, that is, g(σ ) = min{ k ≥ 1 : σ k = ι }. For n ≥ 1, the Landau function g(n) is defined
as the largest possible order of a permutation of n objects, that is, g(n) = max{ g(σ ) : σ ∈ Sn }. The following properties of
the Landau function can be found in [8].
Theorem 3. The Landau function satisfies the following conditions:
(1) for all n ∉ {1, 3, 8, 15}, g(n) is even;
(2) for all n, g(n) ≤ 2g(n− 1).
For n ≥ 1 and 1 ≤ q ≤ n, we define the function
g(n, q) = max{g(σ ) : σ ∈ Sn and σ contains at least one cycle of length q };
we observe that g(n, q) = lcm(g(n− q), q).
For each i ∈ [n], we define a function κi ∈ Jn,n−1 by dom(κi) = img(κi) = {i} and jκi = j for every j ≠ i. In other words,
κi behaves like ι on its domain [n] \ {i}. Let γ be a function and let x ∈ [n] belong to a nontrivial cycle of γ (in other words,
there exists p > 0 such that xγ p = x); we associate to x the set Cγ (x) = { xγ i : i ≥ 0 } of those states that belong to the
same cycle of γ as x.
Finally, we state some facts on the generators for Sn and In. It is well known that for any two distinct elements a, b ∈ [n],
the transposition (a b) together with any permutation consisting of a unique n-cycle, generates all of Sn. The problem of
identifying pairs of permutations that generate the symmetric group has been studied in depth by Piccard; we use the
following fact from her work [10, Proposition 42, page 80].
Theorem 4. Let σ ≠ ι be a permutation of [n]. There exists a permutation τ such that Sn = ⟨σ , τ ⟩, provided that it is not the
case that n = 4 and σ is one of the three two-cycle permutations (1 2)(3 4), (1 3)(2 4), and (1 4)(2 3).
For the inverse semigroup on n elements the following classical statement explains why this paper restricts itself to
semigroups given by two generators (see [5]; compare with a similar statement on the semigroup of all functions on n
elements [13]):
Theorem 5. Three elements of In generate all of In if and only if two of them generate the symmetric group Sn and the third is
an element of Jn,n−1. Moreover, no less than three elements generate all functions from In.
Another useful property is (see, e.g., [5]): given β ∈ Jn,n−1, then for all γ ∈ Jn,n−1, there exist permutations σ , τ ∈ Sn
such that γ = σβτ .
3. Finding the maximal size
Let α and β be the two generators we are working with, and assume w.l.o.g. that |dom(α)| ≥ |dom(β)|. We distinguish
five main cases:
(1) α, β ∈ Sn;
(2) α ∈ Sn and β ∈ Jn,n−1; the hole and co-hole of β belong to the same cycle in α;
(3) α ∈ Sn and β ∈ Jn,n−1; the hole and co-hole of β belong to different cycles in α;
(4) α, β ∈ Jn,n−1;
(5) at least one of α or β belongs toKn,n−2.
In what follows, we denote by Ni(n) the maximal size reached by ⟨α, β⟩ in case (i). For example, we have N1(n) = n!when
both generators are permutations.
To start with, we calculated by brute force on a computer the maximal sizes reached for n ∈ {3, 4, 5}; the results are
listed in Fig. 1. Interestingly, for each value of n the possibilities for αmust all be of the same form, that is, exactly one of the
above cases dominates, and which case depends on n. We will see that the same holds for the larger values of n.
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n U2,0(n) U2,1(n) N2,2(n) N2,3(n)
3 31
4 141
5 934
6 8 509 8 442 7 195
7 90 903 90 824 103 692
8 1 079 625 1 079 444 1 077 064
9 13 941 946 13 941 690 13 750 007
Fig. 1. Numerical values for n between 3 and 9.
3.1. Case (2): hole and co-hole in the same cycle
By an appropriate renumbering of the states of the automaton, we can always assume that dom(β) = [n − 1] and that
(p+1 p+2 · · · n−1 n) is the cycle inαwhich contains both n and the unique co-hole ofβ; therefore, Cα(n) = {p+1, . . . , n}
and 0 ≤ p ≤ n− 1. We can immediately observe that unless α is an n-cycle, i.e., p = 0 and Cα(n) = [n], there is no way to
generate all of Jn−1 with α and β . Also, since ⟨α, β⟩ ∩ Sn = ⟨α⟩, we have |⟨α, β⟩ ∩ Sn| ≤ g(n, n− p).
Wewill discuss case (2) by considering the different values of p. Themaximal semigroup size obtained in case (2) for a given
value of pwill be denoted by N2,p(n). We will also use the following facts.
Proposition 6. Let α ∈ Sn and β ∈ Jn,n−1; let n and m be the hole and co-hole of β , respectively. Then for every function
γ ∈ ⟨α, β⟩ ∩Kn,n−1 the sets dom(γ ) ∩ Cα(n) and img(γ ) ∩ Cα(n) are nonempty.
Proof. Let q be the size of Cα(n); note also that m ∈ Cα(n). Any γ ∈ ⟨α, β⟩ with at least one hole can be written as
γ = αrβωαs, where 0 ≤ r, s ≤ q− 1 and ω is either ι orψβ , for some expressionψ . The prefix αr maps the element n− r
to n ∈ dom(β), hence n− r ∈ Cα(n) is a hole of γ , while the suffix αs maps the co-holem of β to some element of Cα(n). 
Proposition 7. Let α ∈ Sn and β ∈ Jn,n−1 be as above. Then κi ∈ ⟨α, β⟩ for each i ∈ Cα(n).
Proof. Let {x} = img(β) ⊆ Cα(n). The reader can verify that img(βαn−x) = {n}, and therefore that βαn−x ∈ Sn,n−1; this
implies κn ∈ ⟨α, β⟩. Next, for each i ∈ {p+ 1, . . . , n− 1}we have κi = αn−iκnαi−n. 
3.2. Case (2) with p ≤ 1
When p = 0, the permutation α is an n-cycle and we can assume without loss of generality that α = (1 2 · · · n). We can
also assume that dom(β) = img(β) = {n}; indeed, if img(β) = {y} then ⟨α, βαn−y⟩ = ⟨α, β⟩. Note also that κi ∈ ⟨α, β⟩,
for all i ∈ [n].
To begin with, we have ⟨α, β⟩ ∩ Sn = ⟨α⟩ and therefore |⟨α, β⟩ ∩ Sn| = n. Next, we observe that if an expression for an
element γ of ⟨α, β⟩ contains a factor βαrβ , where r is not a multiple of n, then γ creates at least two holes. Therefore,
|⟨α, β⟩ ∩ Jn,n−1| ≤ n2g(n− 1). We obtain an overall upper bound
U2,0(n) = n+ n2g(n− 1)+ Kn,n−2
on the size of ⟨α, β⟩ in the case p = 0. At this point, we move to the case p = 1; we will come back later to the case p = 0
and show that for certain values of n, the maximal semigroup size actually is U2,0.
When p = 1, the permutation α consists in the unique cycle (2 3 · · · n) of length n− 1, and we have |⟨α, β⟩ ∩ Sn| = n− 1.
By the same reasoning as for the p = 0 case, an expression for an element of ⟨α, β⟩ ∩ Jn,n−1 must have the form αℓβhαj;
this yields an upper bound of (n− 1)2g(n− 1) on the size of ⟨α, β⟩ ∩ Jn,n−1 and an overall upper bound
U2,1(n) = (n− 1)+ (n− 1)2g(n− 1)+ Kn,n−2.
We observe immediately that U2,1(n) ≤ U2,0(n): the size of the semigroup cannot be maximal when p = 1. We will later
deal with other cases in the same way, by showing that an upper bound on their size is dominated by U2,0(n).
3.3. Case (2) with p ≥ 2
A combinatorialmethod to build a function γ with i holes goes as follows. First, we select the i elements of dom(γ ) among
n candidates, using Proposition 6 to reject those combinations where all candidates were taken outside of Cα(n); then we
select the i elements of img(γ ) in the same manner; finally we pick one of (n − i)! bijections from dom(γ ) to img(γ ). An
upper boundΩ(n, p) on the size of ⟨α, β⟩ ∩Kn,n−1 is therefore
Ω(n, p) =
n−
i=1
(n− i)!

n
i

−

p
i
2
. (1)
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With p ≥ 2, this gives us an upper bound
U2,p(n) = g(n, n− p)+Ω(n, p)
on the size of ⟨α, β⟩. We note immediately that in the special case where p = n − 1, i.e., when nα = n and β ∈ Sn,n−1,
this yields an upper bound g(n − 1) + (n − 1)! on |⟨α, β⟩|. We observe that this upper bound is dominated by U2,0(n) =
n+ n2g(n− 1)+ Kn,n−2.
When p ≤ n − 2, the upper bound defined above can be attained, i.e., N2,p(n) = U2,p(n). This occurs when α and β satisfy
the condition stated in the next proposition. With the same conventions as above on numbering we define the following
subset of Sn,n−1:
H(α, β) = { κnαi : i ≥ 0 ∧ nαi = n } ∪ { βαi : i ≥ 0 ∧ img(βαi) = [n− 1] }.
Proposition 8. Let 2 ≤ p ≤ n− 2. Then |⟨α, β⟩ ∩Kn,n−1| = Ω(n, p) if and only if ⟨H(α, β)⟩ = Sn,n−1.
Proof. First, consider a function γ ∈ Jn,n−1 and recall that dom(β) = {n}. Consider the function δ = αx−nγαn−y: by
Proposition 6, dom(γ ) = {x} ⊆ Cα(n) and img(γ ) = {y} ⊆ Cα(n), so that γ ∈ ⟨α, β⟩ iff δ ∈ ⟨α, β⟩ ∩ Sn,n−1.
To complete the proof, we have to show that if ⟨H(α, β)⟩ = Sn,n−1, then α and β can generate all those functions ofKn,n−2
that are counted in Ω(n, p). Given a function γ ∈ Kn,n−2, and elements x, y ∈ [n] such that x ∈ dom(γ ) ∩ Cα(n) and
y ∈ img(γ )∩ Cα(n), we build δ = αx−nγαn−y. The latter function belongs toKn,n−2; its domain and codomain are included
in [n − 1] and therefore it can be seen as an element of In−1. Now, using Proposition 7, and remembering that p ≤ n − 2,
we verify that κn−1 ∈ ⟨α, β⟩. Then, by Theorem 5, we have In−1 = ⟨{κn−1} ∪ H(α, β)⟩. 
3.4. Case (2) with p ≥ 4
We show in this section that U2,3(n) > U2,p(n) whenever p ≥ 4; similar reasoning yields U2,2(n) > U2,p(n). In what
follows, we will prove that for every n, at least one of U2,2(n) and U2,3(n) is attained.
Fix i, let r ≤ n, and verify that the difference
(n− i)!

n
i

−

r
i
2
− (n− i)!

n
i

−

r + 1
i
2
= (n− i)!

2

n
i

−

r + 1
i

−

r
i

r + 1
i

−

r
i

is nonnegative for any i, so thatΩ(n, r) − Ω(n, r + 1) ≥ 0 whenever bothΩ(n, r) andΩ(n, r + 1) are defined. Next, let
p ≥ 4: we have to show that the inequality |g(n, n − 3) − g(n, n − p)| > Ω(n, 3) −Ω(n, p) can never hold. It suffices to
find a term inΩ(n, 3)−Ω(n, p)which dominates g(n, n− 3)− g(n, n− p):
U2,3(n)− U2,p(n) = g(n, n− 3)+Ω(n, 3)− g(n, n− p)−Ω(n, p)
≥ g(n, n− 3)− g(n, n− p)+ (n− 3)!

n
3

−

3
3
2
− (n− 3)!

n
3

−

p
3
2
= g(n, n− 3)− g(n, n− p)+ (n− 3)!

2

n
3

−

p
3

− 1

p
3

− 1

> −g(n, n− p)+ 4(n− 3)!,
where we have restricted ourselves to the i = 3 term in Ω(n, 3) − Ω(n, p), ignored the contribution of g(n, n − 3), and
considered that
n
3
 ≥ p3 ≥ 3 whenever p ≥ 4. Next, for n ≥ 4, we have g(n, n − p) ≤ g(n) < 4(n − 3)! by item (ii) of
Theorem 3, so that we can conclude U2,3(n) > U2,p(n).
3.5. Case (2) with p = 2 or p = 3
We show that N2,2(n) dominates when n is odd, and N2,3(n) when n is even. First, let n be odd and let p = 2. By
Proposition 8 the upper bound U2,2(n) can be attained if we can find α ∈ Sn and β ∈ Jn,n−1 such that (3 4 · · · n) is a
cycle in α, dom(β) = {n}, img(β) ⊆ Cα(n), and such that H(α, β) generates Sn,n−1.
Then let α = (1 2)(3 4 · · · n), and let β ∈ Sn,n−1 act on its domain as the cycle (1 · · · n − 1). Since n is odd, αn−2 is the
transposition (1 2) and, together with β , generates Sn,n−1. The upper bound U2,2(n) is attained; by the previous subsection
this yields N2,2(n) = U2,2(n).
Now let n be even and consider the difference U2,3(n)− U2,2(n), where we observe
U2,3(n) = g(n, n− 3)+Ω(n, 3) ≥ 2(n− 3)+Ω(n, 3)
770 M. Beaudry, M. Holzer / Theoretical Computer Science 412 (2011) 765–772
and
U2,2(n) ≤ (n− 2)+ (n− 1)! +
n−
i=2
(n− i)!

n
i

−

2
i
2
.
Combining the two, we obtain
U2,3(n)− U2,2(n) ≥ 2(n− 3)+Ω(n, 3)− (n− 2)− (n− 1)!
−
n−
i=2
(n− i)!

n
i

−

3
i
2
−

n
i

−

2
i
2
.
In the above sum, there are actually two nonzero terms, namely i = 2 and i = 3. Translating them into polynomials in n,
we obtain
U2,3(n)− U2,2(n) ≥ (n− 4) + (n− 1)! (n2 − 6n+ 8)+ (n− 2)! (−2)(n2 − n− 4)
+ (n− 3)!

−1
3

(n3 − 3n2 + 2n)
≥ (n− 4) + (n− 2)!
n
3

(3n2 − 28n+ 49).
The polynomial within brackets has roots 7√
3
and 7; therefore, U2,3(n) > U2,2(n)whenever n ≥ 8.
There remains to show how to attain the upper bound U2,3(n). Two possibilities appear, depending on whether n is also a
multiple of 3.
(1) If 3 divides n, then we build the permutation α = (1 2)(4 5 · · · n); we have ⟨α⟩ ∩ H(α, β) = {ι, (1 2)}. Then if we
choose β to act on [n− 1] as the cycle (1 · · · n− 1), we obtain |⟨α, β⟩| = 2(n− 3)+Ω(n, 3); this coincides with the
upper bound g(n, n− 3)+Ω(n, 3).
(2) If n is not a multiple of 3, then we build the two-cycle permutation α = (1 2 3)(4 · · · n); we observe that αn−3 is
either (1 2 3) or (1 3 2); therefore ⟨α⟩ ∩ H(α, β) = {ι, αn−3}. By Theorem 4, there exists a permutation β ∈ Sn,n−1
such that ⟨β, αn−3⟩ = Sn,n−1. We obtain |⟨β, αn−3⟩| = 3(n − 3) + Ω(n, 3), which coincides with the upper bound
g(n, n− 3)+Ω(n, 3).
3.6. Case (2) with p = 0: α is an n-cycle
Nowwe complete the discussion of the p = 0 case. Recall that, without loss of generality, we can assume α = (1 2 · · · n)
and dom(β) = img(β) = {n}; the upper bound in this case is U2,0(n) = n+ n2g(n− 1)+ Kn,n−2.
We prove for all n ≥ 10 that U2,0(n) is dominated by the maximal size obtained when p = 2 or p = 3. By the above
discussion it suffices to show that U2,0(n) ≤ N2,3(n). Given that N2,3(n) = g(n, 3) + Ω(n, 3) and g(n, 3) ≥ 2(n − 3), and
using manipulations analogous to those of the p ≥ 4 case, we have
N2,3(n)− U2,0(n) ≥ (n− 6)
+

(n− 1)! (n− 3)2 + (n− 2)!

n
2

− 3
2
+ (n− 3)!

n
3

− 1
2
+ Kn−4

−

n2g(n− 1)+ (n− 2)!

n
2
2
+ (n− 3)!

n
3
2
+ Kn−4

≥ (n− 1)2

(n− 2)!(n− 9)− n
2
(n− 1)2 g(n− 1)

,
which is positive for n ≥ 10.
For each n between 6 and 9, we compute the values of U2,0(n); the results are listed on Fig. 1. We show that this upper
bound is actually reached, i.e., that N2,0(n) = U2,0(n). Since any function γ ∈ Kn,n−3 can be described as γ = ζ δ with
ζ ∈ ⟨κ1, κ2, . . . , κn⟩ and δ ∈ Jn,n−2, if we prove Jn,n−2 ⊂ ⟨α, β⟩, then we obtain
Kn,n−2 = Jn,n−2 ∪Kn,n−3 ⊆ ⟨α, β⟩.
For each value of n, we will exhibit a function β ∈ Jn,n−1 such that
(1) Sn,n−2 ⊂ ⟨α, β⟩ and
(2) for every φ ∈ Jn,n−2, there exist a function ψ ∈ Sn,n−2 and integers f , g, h, k such that φ = αf βgψβhαk.
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To satisfy the second condition, it is sufficient that for each pair {x, y} ⊂ [n]where x > y, at least one of x− y and n− x+ y
belongs to Cβ(n − 1). Indeed, if this holds for x − y, then yαn−y = n and xαn−y = (x − y), and there exists ℓ such that
yαn−yβℓ = n and xαn−yβℓ = (n − 1). Similarly, if this holds for n − x + y, then xαn−x = n and yαn−x = (n − x + y), and
there exists ℓ such that xαn−xβℓ = n and yαn−xβℓ = (n− 1). A dual argument asserts the existence of a function βhαk that
maps {n− 1, n} to {x′, y′}.
We discuss the four values of n in succession. For each of them, we give an appropriate generator β , presented as a
composition of an element of Sn with κn, followed with the expressions and cyclic representations for generators of the
group Sn,n−2. We leave it to the reader to verify our claim that these functions satisfy the above two conditions.
n = 6. Let β = γ κ6, where γ = (1 2)(3 4 5). The generators for S6,4 are β3κ5, which acts on [4] as the transposition (1 2),
and αβα−2β , which acts on [4] as (1 3 4 2).
n = 7. Here β = γ κ7 with γ = (2 3)(4 5 6). The generators for S7,5 are β3κ6, which acts on [5] as the transposition (2 3),
and αβα−1β3, which acts on [5] as (1 3 4 5 2).
n = 8. Let β = γ κ8, where γ = (1 3 6)(2 4 5 7). The generators for S8,6 are a = β4αβ3α−1 which acts on [6] as (3 4),
b = β4ακ8α−1 which acts on [6] as (1 3 6), and c = αβ4α−3β9 which acts on [6] as (1 2 3)(5 6). Then cabca and
c3 act as (1 4 5 6 2 3) and (5 6), respectively.
n = 9. Let β = γ κ9, where γ = (2 3 4)(5 6 7 8). Let η = αβα−1κ9, an element of S9,7 which acts as (1 2 3)(4 5 6 7); then
the functions (β4η)5 and (β4η)5β4η3 act as (1 2) and (1 3 5 6 7 4 2), respectively.
3.7. Case (3): hole and co-hole in different cycles
Here, α ∈ Sn, β ∈ Jn,n−1, dom(β) = {x}, img(β) = {y}, and Cα(x) ∩ Cα(y) = ∅. We show that the semigroup sizes
obtained in this case are dominated by what can be attained in case (2).
Let r = |Cα(x)| and s = |Cα(y)|. By the same argument used to establish Eq. (1), we have an upper boundΩ(n, r, s) on
the size of ⟨α, β⟩ ∩Kn,n−1, given by the expression
Ω(n, r, s) =
n−
i=1
(n− i)!

n
i

−

n− r
i

n
i

−

n− s
i

.
Let p = min{n− r, n− s}; we obtain
Ω(n, r, s) ≤
n−
i=1
(n− i)!

n
i

−

p
i
2
= Ω(n, p).
Next, g(α) ≤ g(n, n − p) because α contains at least one cycle of length n − p. In the case where p ≥ 2 we can therefore
write
|⟨α, β⟩| ≤ g(α)+Ω(n, r, s) ≤ g(n, n− p)+Ω(n, p) ≤ min{U2,2(n),U2,3(n)},
and we know that at least one of the bounds U2,2(n) and U2,3(n) is attained. In the special case where p = 1, we assume
that p = n− r (the case p = n− s is similar) and that Cα(x) = {2, 3, . . . , n− 1}; this imposes y = 1. Then g(α) = n− 1;
moreover, since every function of the formϕβαjβψ creates at least two holes, each element of ⟨α, β⟩∩Jn,n−1 can bewritten
as αjβαk for some values j and k. This gives
|⟨α, β⟩| ≤ (n− 1)+ (n− 1)2 + Kn,n−2 < U2,0(n).
3.8. Case (4): when both α and β have domain size n− 1
Here, α, β ∈ Jn,n−1, and |⟨α, β⟩ ∩ Sn| = 0; we assume that dom(α) = {n}. We split the analysis into five subcases.
(1) If both α and β belong to Sn,n−1, that is, both are permutations of the set [n− 1], then |⟨α, β⟩| ≤ (n− 1)!. This clearly
is dominated by other cases.
(2) If α ∈ Sn,n−1, then let dom(β) = {n} and img(β) ≠ {n}. In this case each element of ⟨α, β⟩ ∩ Jn,n−1 can be written as
αi or αiβ; therefore |⟨α, β⟩ ∩ Jn,n−1| ≤ 2g(n− 1). The corresponding upper bound 2g(n− 1)+ Kn,n−2 is dominated by
U2,0(n) = n+ n2g(n− 1)+ Kn,n−2.
(3) The case where α ∈ Sn,n−1, dom(β) ≠ {n} and img(β) = {n} is dual to the previous one.
(4) If α ∈ Sn,n−1, we can also have dom(β) ≠ {n} and img(β) ≠ {n}; in this case |⟨α, β⟩ ∩ Jn,n−1| ≤ g(n− 1)+ 1.
(5) Finally, let α ∉ Sn,n−1 and β ∉ Sn,n−1. Then img(α) ≠ {n}. Suppose that dom(α) = img(β) and dom(β) = img(α);
then the functions αβ and βα are permutations of different domains, both of size n − 1, while αα and ββ belong to
Kn,n−2; this means |⟨α, β⟩ ∩ Jn,n−1| ≤ 2g(n− 1)+ 2. Otherwise, either dom(α) ≠ img(β) or dom(β) ≠ img(α); then
at least one of αβ and βα belongs toKn,n−2, in which case |⟨α, β⟩ ∩ Jn,n−1| is less than 2g(n− 1)+ 2.
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3.9. Case (5): when at least one generator has domain size at most n− 2
Here, β ∈ Kn,n−2, and either α ∈ Kn,n−2, or α ∈ Sn ∪ Jn,n−1. In the former case we have |⟨α, β⟩| ≤ Kn,n−2 < U2,0(n). In
the latter case, since ⟨α, β⟩ \Kn,n−2 ⊆ ⟨α⟩, we have
N5(n) < n+ g(n)+ Kn,n−2 < n+ n2g(n− 1)+ Kn,n−2 = U2,0(n).
This completes our analysis and proves Theorem 1. 
4. Conclusion
The study of the – apparently unassuming – question of figuring outwhich combination of functions generates the largest
possible inverse semigroup, turns out to be rather intricate in the restriction where exactly two generators are allowed.
Various cases emerge, which demand a detailed analysis; semigroup sizes sometimes end up being remarkably close (see
Fig. 1); and as n grows, there emerge not one but three dominating cases, which alternate depending on the value of n.
The largest inverse semigroup generated by two functions never coincides with the set of all injective partial functions on
n objects. To conclude this work, we verify that the maximal cardinality of ⟨α, β⟩ nevertheless comes asymptotically close
to In as n increases to infinity. Taking N2,3, the least of the possible upper bounds on the size of ⟨α, β⟩, we verify through
successive approximations that the right-hand side of
In − N2,3 =
n−
i=0
(n− i)!

n
i
2
− [g(n, n− 3)+Ω(n, 3)] ,
which is equal to
n! − g(n, n− 3)+ (n− 1)! n2 − (n− 3)2
+ (n− 2)!
n
2
2
−

n
2
2
− 3
2+ (n− 3)!
n
3
2
−

n
3
2
− 1
2 ,
is bounded above by 313 n!. Thus, the fraction
In − N2,3

/In <
31
3

n−
i=0
1
i!

n
i
2−1
decreases asymptotically to 0 as n tends to infinity.
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