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The southwest of Western Australia (SWWA) is prone to bushfires, and
these have significant social, environmental and economic impacts. One of the
major influences on fire weather is climate, and it is therefore important to un-
derstand current and future changes in fire weather in relation to climate change.
Global climate models (GCMs) can be used to investigate current and future
changes in fire weather, however, their coarse resolution (100 to 250 km) limits
their applicability at the regional scale. Regional climate models (RCMs) are
used to dynamically downscale GCMs to a regional scale (1 to 10 km). This
study evaluates a RCM, the Weather Research and Forecast Model (WRF), in its
ability to simulate fire weather over the period 1981 to 2010 in the SWWA . Fire
weather was quantified using the McArthur Forest Fire Danger Index (FFDI),
which is the current operational index used for fire danger warnings in Australia.
FFDI was computed from both WRF and observational data, and results show
that WRF captured the observed FFDI trend, albeit with a slight overestimation.
Errors in WRF derived FFDI were mainly caused by WRF’s underestimation of
relative humidity, which caused the FFDI to be overestimated, particularly along
coastal regions. Fire Danger Ratings (FDRs), which are fire risk categories de-
rived from the FFDI, were also examined, and it was shown that WRF was able
to simulate low-risk FDRs with greater skill in comparison to high-risk FDRs.
Although WRF performed poorly in simulating high-risk FDRs, these categories
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are a rare and unusual occurrence of the upper-distribution, and the majority
of the FFDI distribution was well-represented by WRF. This study shows that
overall, WRF was a useful tool for simulating fire weather over the SWWA.
iii
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Bushfires are a naturally occurring phenomena in Australia, and have been
occurring for millions of years. Although bushfires are part of a natural process,
they can have significant social, economic and environmental impacts (Pitman
et al., 2007). For example, in January 2014, bushfires burnt and destroyed 550
hectares of land in the Perth Hills, causing an estimated AU $15 million in fi-
nancial costs (Steffen et al., 2015). In early 2015, bushfires in the southwest of
Western Australia (SWWA) impacted 91,000 hectares of land, causing the event
to be declared a national disaster (Steffen et al., 2015). Outside of Western Aus-
tralia, the devastating 2009 Black Saturday Bushfires in Victoria led to the deaths
of 173 people, destroyed over 2,100 homes and resulted in infrastructure damages
of more than AU $4 billion (State of Victoria, 2010).
Weather is considered to be a significant influence on bushfires (Williams
et al., 2001; Pitman et al., 2007; Clarke et al., 2011). The four main key climatic
drivers which influence bushfires are: temperature, precipitation, wind speed
(WS) and relative humidity (RH). These key climatic factors have shaped Aus-
tralia fire regimes into distinct seasonal patterns specific to the different climatic
regions of Australia (Williams et al., 2012). For example, southern Australia, in-
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Figure 1.1: Map of peak fire seasons across Australia (Hennessy et al., 2005)
cluding the SWWA, typically experiences the most severe fire weather in summer
and autumn (Figure 1.1), when rainfall is minimum, temperatures are maximum
and flammable fuel load is still in abundance from the previous winter (McCaw
et al., 2003).
1.1.1 Fire climatology of southwest Western Australia (SWWA)
The SWWA typically experiences a Mediterranean climate of hot, dry sum-
mers and cool, wet winters (Gentilli, 1971). This makes the SWWA one of the
most fire prone regions in the world, due to the combination of Mediterranean-
type climate and large areas of flammable native vegetation as a fuel load (Russell-
Smith et al., 2007). In this region, the majority of the rainfall occurs during the
winter months (June, July, August), suppressing fire. This results in summer and
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autumn becoming the dominant fire seasons (Figure 1.1), after the wet winters
have encouraged vegetation growth, leaving a high amount of fuel load (Williams
et al., 2012). The dryness of the fuel load then determines the likelihood of ig-
nition and combustion rate, which influences fire behaviour. The extent of fuel
dryness also influences the rate of bushfire spread, as dry fuel will burn quickly,
however damp fuel may not burn at all (Williams et al., 2012). Therefore, since
SWWA is expected to experience a reduction in winter rainfall (Bates et al.,
2008), this would cause the fuel load to become drier, which would potentially
increase bushfire risk (Williams et al., 2009).
Four key climatic factors which drive fire weather and the severity of the fire
season are precipitation, temperature, WS and RH (McCaw et al., 2003) . Dur-
ing summer in the SWWA, high maximum temperatures increase bushfire risk by
enhancing evapotranspiration (Lin et al., 2013). Hot and dry conditions enhance
evapotranspiration, making the SWWA more susceptible to bushfires if ignition
occurs. Another local climatic feature of the SWWA is the summer seabreeze,
which brings cool, moist air over the region, but can increase fire weather risk
due to the higher wind speeds (McCaw et al., 2003).
Important synoptic features in the SWWA which influence bushfire weather
include the subtropical ridge, mid-latitude fronts (Lin et al., 2013) and occasion-
ally the incursion of ex-tropical cyclones south of 30˝S (McCaw et al., 2003).
These cyclones have the ability to shift to the mid-latitudes and undergo struc-
tural changes, displacing rainfall (and moisture) to the east. In combination
with strong winds and dry air associated with the cyclone, the risk of bushfire
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is increased (McCaw et al., 2003). Another influence of peak fire patterns is the
position of the subtropical ridge, which varies with the seasons, and allows for
cold fronts to pass over the SWWA in the winter, but pushes cold fronts south of
the SWWA in the summer (Lin et al., 2013). This seasonal change leads to high
temperatures and low rainfall during summer, as atmospheric conditions within
the subtropical ridge are typically stable and dry because of descending air within
high-pressure systems. This seasonal pattern in temperature and rainfall leads to
an increased risk in fire danger for summer and continues into autumn (McCaw
et al., 2003).
1.1.2 Climate change and fire weather
The influence of climate on bushfires has raised the question of how future
changes in climate will affect fire weather. Climate change is likely to increase
fire frequency and severity (Hennessy et al., 2005). The most recent studies have
indicated that fire danger in Australia has been increasing and intensifying over
the late 20th and early 21st centuries (Hennessy et al., 2005; Williams et al., 2009;
Clarke et al., 2011). This poses the question as to how the SWWA will be affected
as the region is subjected to the impacts of climate change (Williams et al., 2001).
Since 1970, most of the southwest has become drier (Bates et al., 2008), with
a decline in average winter rainfall across the region (Figure 1.2). This is con-
cerning as declining rainfall increases the dryness of the fuel load. Furthermore, a
decrease in precipitation causes an increase in flammability of ground fuels due to
a lack of soil moisture (Bradstock et al., 2012). Additionally, over the same time
4
Figure 1.2: Trend in total rainfall (mm decade´1) for Western Australia (1970 to
2015) (Bureau of Meteorology, 2016).
Figure 1.3: Trend in maximum temperature (˝C decade´1) for Western Australia
(1970 to 2015) (Bureau of Meteorology, 2016).
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period, the SWWA has also experienced significant warming (Figure 1.3) with
a surplus of hot and dry days during summer (Alexander and Arblaster, 2009).
These trends are expected to intensify over the SWWA in the future (Alexander
and Arblaster, 2009). Considering the threat of increasing bushfires with cli-
mate change, it is therefore essential to understand the potential changes to fire
weather across SWWA. One way to develop this understanding is to utilise data
from global climate models (GCMs), to better understand current and future
changes in fire weather, which is discussed in the next Section.
1.2 Climate models
1.2.1 Global climate models (GCMs)
GCMs are mathematical representations of the climate system, and allow
for an understanding of current and future changes in climate (Williams et al.,
2001). These models include the dynamics of the atmosphere, oceans, and land
surface and have been demonstrated to reproduce observed large-scale features
of the climate (Soares et al., 2012). In order for GCMs to simulate the cur-
rent climate, these models are forced with current greenhouse gas and aerosol
emissions, and various projections of future greenhouse gas emissions for future
climate projections. The models are then used to simulate climate over extended
time periods (centuries), and predict how the climate is likely to change. This
makes GCMs a fundamental research tool for understanding climate change.
GCMs are useful tools to investigate future climate change, however there
are many reasons to treat the model with caution. One of these reasons is a
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GCM’s coarse resolution (100 to 250 km), which cannot accurately represent the
regional topography and landcover (Ekström et al., 2005; Fowler et al., 2005).
Due to this limited spatial resolution of 100 to 250 km, GCMs can only effec-
tively simulate large-scale climatic features such as the general circulation of the
atmosphere and ocean (Rummukainen, 2010). This is problematic when attempt-
ing to model fire weather, as regional factors, such as sea breezes, have a strong
influence on fire weather. This is where regional climate models (RCMs) are used
to dynamically downscale a GCM from its coarse resolution to a finer resolution.
1.2.2 Regional climate models (RCMs)
Regional climate models (RCMs) can be used as a tool to dynamically
downscale the coarse resolution outputs produced by GCMs to a higher reso-
lution (between 1 to 10 kms) (Rummukainen, 2010). Dynamical downscaling
resolves the physics of the land and the atmosphere, and is the most common
and preferable approach used in downscaling GCMs (Christensen et al., 2007).
The other option used in downscaling GCMs is statistical downscaling, which uses
empirical relationships between large-scale climate predictors, for example mean
sea level pressure, to predict variables such as temperature and precipitation at
the local scale. This method however does not resolve climate physics (von Storch
et al., 1993), and is therefore limited in it’s applicability in fire weather studies.
Dynamically downscaling to a finer resolution using RCMs allows for a bet-
ter representation of the local variability and extremes in climate (Rummukainen,
2010). The added value of using RCMs to downscale GCMs has shown by several
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studies in Europe (Christensen et al., 2007), North America (Mearns et al., 2009),
Asia (Chotamonsak et al., 2011), the southeast of Australia (Evans and McCabe,
2010) and the southwest of Western Australia (Andrys et al., 2015, 2016a,b) to
account for regional climates. RCMs can be driven with either reanalysis prod-
ucts or GCM simulations of current and future climate, depending on the desired
outcome.
Reanalysis datasets are produced by assimilating observations within global
weather forecasting models (von Storch et al., 1993). Observational datasets in-
corporated into the model include radiosonde, satellite, buoy, aircraft and ship
reports (Dee et al., 2014). This allows for the closest possible approximation
to the real observed climate. As reanalysis datasets incorporate observations,
running an RCM with a reanalysis allows the RCM’s outputs to be compared
against surface observations (not used in data assimilation to produce the re-
analysis product) to assess model performance. RCMs are routinely driven with
reanalysis datasets when the aim is to reproduce the climate of the past, for ex-
ample, to reproduce a particular weather event (e.g., Kala et al., 2015b), or to
examine inter-annual climate variability (e.g., Andrys et al., 2015).
Reanalysis data is useful when considering model verification, as the com-
parison with observational data allows for evaluation of strengths and weaknesses
of the climate model (Rummukainen, 2010). However, there are limitations to
using reanalysis data. Due to reanalysis being based upon observations, reanal-
ysis data can only provide information of the past climate, and cannot be used
to simulate future changes in climate. For future climate simulations, relative
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the past climate, RCMs are driven with GCMs operated under particular as-
sumptions about future greenhouse gas emission scenarios (e.g., Andrys et al.,
2016a,b).
1.2.3 Regional climate modelling for southwest Western Australia
(SWWA)
Andrys et al. (2015) conducted the first regional climate model simulation
for SWWA over a 30-year time scale, at a 5 km resolution, by using the Weather
Research and Forecasting Model (WRF) to dynamically downscale ERA-Interim
reanalysis (Dee et al., 2014). They showed that WRF was able to accurately
simulate the climate of SWWA with respect to maximum and minimum tem-
peratures, precipitation, as well as various climate indices relevant to cereal crop
production in the region. Andrys et al. (2016a) then investigated WRF’s ability
to downscale an ensemble of four GCMs, rather than a reanalysis, between 1979
to 1999, and showed that WRF added value to the GCMs for three out of the
four ensemble members. These simulations were then compared to these same
three ensembles between 2029 to 2059 to provide high resolution (5 km) regional
climate projections for SWWA (Andrys et al., 2016b).
With these recent developments of WRF being proven to successfully re-
produce the climate of the SWWA at the regional scale (Andrys et al., 2015,
2016a,b), there is an opportunity to examine current and future changes in fire
weather at a regional scale for SWWA as this has not been carried out. Addi-
tionally, several studies have sucessfully evaluated fire weather at the regional
scale using RCMs for the south and southeast of Australia, using fire weather
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metrics (Lucas, 2007; Clarke et al., 2013a; Fox-Hughes et al., 2014). The most
commonly used fire weather metric is the McArthur Forest Fire Danger Index
(FFDI) (McArthur, 1967).
1.3 McArthur’s Forest Fire Danger Index (FFDI)
McArthur’s FFDI is a function of temperature, precipitation, RH and WS
(McArthur, 1967) and is the index currently used in Australia for Fire Danger
Ratings (FDRs). The FFDI is calculated daily as an indication of potential fire
weather danger for the next 24 hours. The FFDI is also used to define six FDRs
categories: Low to Moderate (0 to 11), High (12 to 24), Very High (25 to 49),
Severe (50 to 74), Extreme (75 to 99), and following the black Saturday bushfires,
Catastrophic (100+) (State of Victoria, 2010). Forecasts to provide input to the
FFDI for the upcoming day are provided from the Australian Community and
Climate and Earth System Simulator. This is the forecast model used by the
Bureau of Meteorology (BOM) to project short and medium-range weather.
Both FDRs and FFDI are disseminated daily by the Bureau of Meteorology
(BOM), either online or via signage (Figure 1.4). These two information sources
are particularly useful for informing the community about local fire bans, pre-
scribed burning, or when conditions are dangerous enough to activate a bushfire
survival plan. The FFDI can also assist with support planning and deployment
of fire crews in times of extreme bushfires.
The FFDI is also a useful metric for evaluating changes to fire weather as
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Figure 1.4: An example of typical sign used to alert the local community of the
daily Fire Danger Rating.
it can be computed from climate model simulations. An increase in FFDI is re-
flective of the impacts from climate change (Williams et al., 2001). For example,
elevated temperatures not only increase the FFDI, but also contribute to both
increased evaporation and drought periods (Hasson et al., 2009). Earlier studies
focussing on changes in fire weather using GCM climate simulations have shown
an increase in FFDI throughout the entire southern hemisphere as a result of
climate change (Beer and Williams, 1995; Williams et al., 2001). The projected
increased changes to FFDI were shown to shift from late autumn to early winter,
prolonging the forest fire season into May or even early June. However, these
changes in FFDI were computed using GCM data, and are therefore not able
to take into account regional features such as sea breezes, local topography and
landcover (Ekström et al., 2005; Fowler et al., 2005), all of which affects fire risk
in SWWA (McCaw et al., 2003).
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RCMs (such as WRF) can also be coupled to fire simulation models to
understand fire-atmosphere feedbacks (Clark et al., 1996). This helps to better
understand and predict the behaviour of fire weather as the fire itself influences
the atmospheric conditions (Clark et al., 1996). For example, Peace et al. (2011)
found that when coupled with a fire spread model, WRF was able to simulate
the observed increase in fire intensity, showing that the coupled fire atmosphere
feedbacks are key to simulating the intensity of bushfires. This included elements
like faster propagation of the local sea breeze, and simulations showed that a
long-lived vortex develops, which can potentially increase the risk of fire (Peace
et al., 2011).
Although there is limited information available on FFDI trends in the
SWWA, the current literature indicates FFDI is increasing over time in some
regions. Clarke et al. (2011) showed annual cumulative FFDI at Perth Airport
and Albany have experienced a significant positive trend at the 90% level be-
tween 1971 to 2010. Bannister and Hanstrum (1995) examined the frequency of
extreme fire weather over 22 bushfire seasons (1970 to 1992). The study found
the average number of Severe FDR days (i.e., FFDI = 50 to 74, note that the
Severe FDR was formerly the Extreme FDR) was one across the SWWA area.
By comparison, the number of Severe FDR days during the 2014 to 2015 bush-
fire season in SWWA had increased to four (Bureau of Meteorology, 2016). This
illustrates the considerable variability in extreme fire weather.
Clarke et al. (2013a) evaluated WRF’s ability in simulating fire weather
when driven with reanalysis for southeast Australia at a 10 km resolution and
12
showed that WRF is a useful tool in simulating fire weather at the regional scale.
Recently, Andrys et al. (2015) has shown that WRF is a useful tool in simulating
the climate of SWWA, over a 30-year time scale at a 5 km resolution, when driven
with reanalysis. Andrys et al. (2015) however, only focussed on climate indices
relevant to cereal crop production and did not focus on fire weather. Given the
observed increasing trends in FFDI in SWWA at several locations, this presents a
valuable opportunity to investigate and explore WRF’s ability in simulating fire
weather via the FFDI for the region, under the current climate.
1.4 Aims of thesis
The aim of this thesis is to use the simulations of Andrys et al. (2015) to
evaluate WRF’s ability in simulating fire weather, as represented by the FFDI
across the SWWA. This study differs from other fire weather studies conducted
over the SWWA, as it is the first to use RCM simulations, not GCM simulations,
to compute the FFDI. The findings will determine if WRF is a suitable model




Chapter 2 outlines the model, data and statistical methods used to compute
and verify the FFDI and its components. All data processing, calculations and
statistical analysis were performed using NCAR Command Language model (
https://www.ncl.ucar.edu) and the Climate Data Operators utility (https:
//code.zmaw.de/projects/cdo).
2.1 Study area
The SWWA spans from a latitude of 28˝S and 35˝S, and a longitude of
114˝E and 122˝E (Figure 2.1). The landscape is predominantly undulating, with
limited peaks and mountains, and ranges between 200 and 600 metres (m) above
seal level. Areas of steep terrain include the Gairdner Range, the Stirling Ranges
and the Darling Scarp, however the terrain height rarely exceeds 200 m (McCaw
et al., 2003). In the SWWA, the Darling Scarp is considered the main topograph-
ical influence on weather (McCaw et al., 2003).
The SWWA typically experiences a Mediterranean climate with hot and
dry summers and cool and wet winters (Gentilli, 1971). Weather patterns are
strongly influenced by the subtropical belt of high pressure which shifts south in
the summer, causing dry, continental, easterly winds, high temperatures and low
14
Figure 2.1: The southwest region of WA. Perth, the capital city has been shown
(Google Earth, 2016).
.
rainfall. During winter, the subtropical high shifts north, and as a result, cold
fronts associated with the polar front regularly traverse SWWA, which result in
moist, westerly winds and encourage precipitation. This pattern results in a pro-
longed period of low rainfall during summer to early autumn, and high amounts
of rainfall during winter, which is a defining feature of the fire environment (Mc-
Caw et al., 2003).
2.2 McArthur’s Forest Fire Danger Index (FFDI)
McArthur’s FFDI (McArthur, 1967) is used as a daily representation for
forest fire danger in the SWWA and across Australia. The algorithm was derived
in the late 1960’s by a range of small scale experiments to measure the degree
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of fire danger in Australian forests. These experiments were used to derive the
FFDI’s empirical relationships between four climate variables: temperature, pre-
cipitation, RH and WS, to quantify the potential scale of fire danger for the next
day. A schematic of the FFDI is shown in Figure 2.2.
The FFDI takes as input maximum temperature, total daily precipitation
to account for the influence of moisture on flammable fuel load, 1500 RH (when
RH is closest to the minimum i.e., the driest), and 1500 WS. In SWWA 1500 local
time is the approximate time of the incoming summer sea breeze, and temporarily
results in an increase in fire danger due to elevated wind speeds (McCaw et al.,
2003).
The FFDI is defined as:
FFDI “ t2ˆ expp´0.987ˆ logpDF q ´ 0.0345
ˆRH ` 0.0338ˆ T ` 0.0234ˆWS ´ 0.45qu
(2.1)
Where DF is the drought factor, RH is relative humidity at 1500 (%), T is
maximum temperature (˝C) and WS is wind speed in the open at a height of 10
m at 1500 (km hr´1).
16
Figure 2.2: Schematic of McArthur’s Forest Fire Danger Index.
2.3 Drought Factor (DF)
The DF represents rainfall availability and the flammable load component
of the FFDI (Figure 2.2). The flammable load is affected by both long-term
and short-term soil moisture. The DF is an estimate of short-term drying by
considering the amount of rainfall over the preceding 20 days. In contrast to
the relatively simple formulation of the FFDI, the DF is more complex (Finkele
et al., 2006). It is an empirical estimate of the state of the fuel, incorporating
the soil moisture deficit and recent daily rainfall. The DF is dimensionless and
ranges from 0 (wettest) to 10 (dryest), and calculated following the methodology





40X2 ` X2 ` 1
(2.2)
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Where SMD is the Soil Moisture Dryness, and the variable X represents
the influence of the rainfall amount over the previous 20 days (P) and number of




















N1.3 ` P ´ 2
N ě 1 and P ą 2mm
0.81.3
0.81.3 ` P ´ 2
N “ 0 and P ą 2mm
1 P ą 2mm
(2.3)
In operational use, an issue with the DF is that it increases too quickly
during prolonged dry periods following a significant rainfall event (Finkele et al.,
2006). Therefore, a limiting function correction factor for X, may need to be
applied. The limiting function, Xlim, is used by BOM to stop the DF from in-




















2.3.1 Soil Dryness Index (SDI)
The Soil Dryness Index (SDI) (Mount, 1972) is a measure of the soil mois-
ture dryness (denoted as SMD in Eq. 2.2 and Eq. 2.4) to represent availability
of long-term drying (Finkele et al., 2006). The SDI (Eq. 2.5) is indicative of the
amount of rainfall required to saturate the soil by considering precipitation, sur-
face runoff, canopy cover and evapotranspiration. The SDI ranges from 0, when
soils are saturated, to 2000 when soils are dry to a depth of 200 mm (Finkele
et al., 2006). This deficit range varies as evapotranspiration causes the SDI to
increase, and rainfall causes the SDI to decrease. The SDI is commonly used as
the SMD in Eq. 2.2 in the calculation of DF for regions in the lower latitudes with
Mediterranean climates, such Tasmania and the SWWA (Finkele et al., 2006).
SDI is expressed as:
SDIn “ SDIn´1 ´ P ` ET (2.5)
Where SDIn and SDIn´1 are the current day and previous day’s SDI re-
spectively, P is the effective precipitation and ET is the evapotranspiration.
The SDI (Eq. 2.5) relies on the previous day’s SDI (SDIn´1) which poses a
challenge, as SDIn´1 is not available for the first timestep. To account for this, a
"spin-up period" was used. The first timestep for SDI simulations used SDIn´1
= SDIn as the initial conditions for SDI. The SDI was then executed repeatedly
19
over a 10 year spin-up period to generate SDIn´1. This was then used to initialise
SDIn´1.
2.4 Regional climate model data
The regional climate model data used in this thesis are the WRFv3.3 sim-
ulations of Andrys et al. (2015), which were driven with ERA-Interim reanalysis
over the period 1981-2010. Andrys et al. (2015) employed a 3 domain configura-
tion as shown in Figure 2.3 at 50, 10, and 5 km resolution respectively. Only the
5 km domain output is used here as it was shown to be a significant improvement
on the 10 km domain (Andrys et al., 2015). The landuse categories employed for
domain 3 of the simulations is shown in Figure 2.4.
Landuse categories are important as they strongly influence the exchange
of heat and momentum between land and the atmosphere (Pitman et al., 2007).
Andrys et al. (2015) used landuse types based on the United States Geological
Survey (USGS) landuse dataset provided with the standard WRF distribution.
The choice of ERA-Interim as input dataset for WRF, and the choice of WRF
model parameterisation options used by Andrys et al. (2015) was based on an
extensive sensitivity analysis of WRF to different input datasets and model pa-
rameterisations for SWWA (Kala et al., 2015a).
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Figure 2.3: Contour plot showing regional climate model terrain and the outer
model domain and downscaled nested grids in Andrys et al. (2015, 2016a,b).
Figure 2.4: USGS landuse categories employed by WRF in Andrys et al. (2015).
21
Figure 2.5: Topographical map of SWWA showing the 5km x 5 km RCM domain
from Andrys et al. (2015), and the location of observational weather stations used
in this study. See Table 2.1 for key to station names. Note: stations labels for
Perth Airport, Gooseberry Hill, Swanbourne and Perth Metropolitan have been
omitted for clarity, however are still marked on the map.
2.5 Observational data
2.5.1 Station data
Hourly data from 67 automatic weather stations were obtained from BOM.
The date of the first meteorological record varied between stations, and only 27
of these 67 stations met the minimum prerequisite of at least 10 years and 75%
of measurements. WRF outputs at the closest grid points to the station were
removed on the days for which station measurements were missing, to ensure
consistency of results. The locations of these 27 stations is shown in Figure 2.5,
and co-ordinates of the stations, date of first measurement and distance to near-











































































































































































































































































































































































































































































































































































































































































































































2.5.2 Gridded temperature and precipitation data
This thesis make use of gridded temperature and precipitation data from
BOM. This dataset is an interpolation from a network of weather stations across
Australia (Jones et al., 2009), and has been previously used to evaluate regional
climate simulations in Australia (Evans and McCabe, 2010; Andrys et al., 2015).
WRF simulated maximum temperatures and precipitation were compared against
gridded observations from BOM, as these variables are used to compute the
FFDI. The BOM temperatures and precipitation datasets were available on a
5 km x 5 km rectilinear grid, and were interpolated onto the WRF domain (ro-
tated latitude-longitude grid) to enable direct comparison between BOM data
and WRF simulations (Jones et al., 2009).
2.5.3 Gridded Global Land-surface Evaporation: the AmsterdamMethod-
ology Data (GLEAM)
The Global Land-surface Evaporation: the Amsterdam Methodology Data
(GLEAM) uses temperature, net radiation and precipitation and various sources
including satellite observations to drive several hydrological models to estimate
evapotranspiration at the global scale (Miralles et al., 2011). Evapotranspiration
is used for computing the SDI (Eq. 2.5), which is a component in the DF. GLEAM
is the only gridded dataset available for evapotranspiration for the SWWA, and
available on a global 0.25˝ x 0.25˝ („ 25 km x 25 km) spatial grid (Miralles et al.,
2011). Hence WRF evapotranspiration was interpolated to match the coarser
GLEAM domain.
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2.5.4 Gridded Soil Dryness Index (SDI)
BOM also provided daily SDI data at a 5 km x 5 km resolution (Kumar
and Dharssi, 2015). This allowed WRF simulated SDI (Eq. 2.5) to be compared
against observational estimates. As the data is on a 5 km x 5 km rectilinear
grid, BOM SDI data was interpolated onto the WRF domain (rotated latitude-
longitude grid), to enable direct comparison between BOM and WRF SDI (Jones
et al., 2009).
2.5.5 Gridded Drought Factor (DF)
There were no gridded DF datasets at the time of this project. However,
the input data necessary for DF (daily rainfall and SDI) is available from BOM
as described in Section 2.5.4 and 2.5.2. The observational DF was generated from
the BOM precipitation (Section 2.5.2) data and SDI data (Section 2.5.4) using
the methodology described in Section 2.3.
2.5.6 Forest Fire Danger Index (FFDI)
Since there is no gridded observational RH or WS dataset, it is not pos-
sible to derive a gridded observational FFDI product. However, FFDI can be
computed at each BOM station from the observations (Section 2.5.1). The FFDI
data at the BOM stations was then compared to FFDI computed at the closest
WRF grid point (Table 2.1) and Figure 2.5.
25
2.6 Time series analysis
The temporal variation of FFDI is best represented as an annual cumulative
time series. This is because examining the entire year of FFDI is a more effec-
tive estimate for comparison, as opposed to the average (Mölders, 2008; Clarke
et al., 2013a) as the annual total amount reflects seasonal variation, instead of
potentially masking the average with extreme minimums and maximums. How-
ever, while annual cumulative FFDI (herein referred to as
ř
FFDI) provides a
good insight of WRF’s ability in simulating fire weather, it masks distribution
and timing (Clarke et al., 2011). Therefore, to explore the entire distribution, a
probability distribution skill score metric was used, and a categorical assessment
was employed to examine the timing. This is discussed in the next paragraph.
While the annual
ř
FFDI is a useful metric, it is equally important to con-
sider the entire distribution of FFDI. This is because simple statistical values,
like the average and
ř
FFDI have the ability to mask specific days with extreme
FFDI. It is important to be able to model extreme or rare FFDI values accu-
rately, because typically in Australia, FFDI days >50 are the days which result
in the most damage (Hasson et al., 2009), but are also the most rare (Clarke
et al., 2013a). Therefore it is essential to verify the upper WRF FFDI distribu-
tion, in order to examine if these rare, but severe, FFDI days can be accurately
reproduced. To evaluate if WRF can reproduce the entire distribution of FFDI,
including rare and extreme values, this project uses the Perkins skill score (PSS)
(Section 2.7), and various categorical skill scores (Section 2.8) for statistical anal-
ysis.
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2.7 Perkins skill score (PSS)
The Perkins Skill Score (PSS) (Perkins et al., 2007) can be used to evaluate
the performance of WRF simulated FFDI by comparing WRF’s entire probabil-
ity distribution against the probability distribution of the observational FFDI.
Perkins et al. (2007) devised this method to objectively assess a model’s ability
to reproduce the entire distribution as compared to the observational distribu-
tion. This is done by measuring the common area under the distribution of the






Where n is the number of bins, Zm is the frequency of values in a given bin
from the model and Zo is the frequency of the values in a given bin of observed
data.
Throughout the rest of this study the PSS will be multiplied by 100 (%) to
simplify visual interpretation. A PSS of 100% as shown in Figure 2.6a indicates
identical probability distributions. A PSS = 17%, as shown in Figure 2.6b indi-
cates only 17% of overlap between the WRF distribution and BOM distribution.
Although the PSS score is a useful measure of overlap between two distributions,
it does not indicate model bias unless the actual distributions are shown. This
is where it is effective to consider if the model can reproduce FDR categories
(Mölders, 2008), to evaluate how WRF reproduces extreme and rare FFDI val-
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Figure 2.6: Probability distributions of (a) an identical distribution simulated
by WRF (Perkins Skill Score = 100%), and (b) an underestimation of values by
WRF (Perkins Skill Score = 17%).
ues. This is discussed in the Section 2.8, below.
2.8 Categorical skill score
A different set of skill scores can be used to evaluate the skill of WRF ac-
curately simulating a FDR event (Low to Moderate, High, Extreme, etc). This
includes Accuracy (AC), the Bias Score (BS), Threat Score (TS) and the Heidke
Skill Score (HSS). The BS, TS, and HSS are based on a contingency table (Ta-
ble 2.2) using the FFDI categories to classify: correct-positive (N1), false-positive
(N2), false-negative (N3) and correct-negative (N4).
Where:
• N1 is the number of correctly projected WRF FDR events that occurred.
• N2 is the number of observed FDR events that WRF missed.
• N3 is the number of FDR events WRF predicted but were not observed.
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• N4 is the number of FFDI events which were not observed and WRF cor-
rectly observed.
Table 2.2: Contingency table used to evaluate the categorical skill of an event in
a FFDI given category threshold.
Event Simulated Not Simulated
Observed N1 N3
Not observed N2 N4
2.8.1 Accuracy (AC)
Accuracy (AC) is the fraction of correct WRF FDR occurrences in compar-
ison to the observational FDRs. Although it gives a good, general overview of
how well the various FDRs have been simulated, it can be misleading because it
is heavily influenced by the most common category (Low - Moderate) in compar-




N1 `N2 `N3 `N4
(2.7)
2.8.2 Bias score (BS)
The bias score (BS) indicates how well WRF simulates the frequency of
FDR events over the entire analysis period. A perfect simulation will yield a
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BS = 1. When the BS is averaged over a period of time it can show systematic
underprediction of FDRs by the model producing a BS<1. Conversely, BS>1





2.8.3 Threat score (TS)
The threat score (TS) measures the success in correctly projecting an FDR
event at a particular point in time. The TS takes into account both false alarms
(N2) and missed events (N3), and is therefore a more balanced score (Mölders,
2008). Typically the TS provides poorer scores for rarer events as it is not influ-





2.8.4 Heidke skill score (HSS)
The Heidke skill score (HSS) measures WRF’s simulation skill in comparing
the correct proportion of FDR events that would be expected from random pre-
dictions, and are statistically independent from the observation (Mölders, 2008).
A perfect score using the HSS (Table 2.2) means the number of simulated WRF
FDR events that did not occur (N2), and the number of events that occurred but
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were not simulated (N3) are both 0. It is expressed as:
HSS “
2pN1N4q ´N2N3q
pN1 `N3qpN3 `N4q ` pN1 `N2qpN1 `N2q
(2.10)
2.9 Improvement metric
In order to determine which variables contribute to errors in the FFDI, it is
useful to substitute WRF variables with observed values. This method of substi-
tution is known as the Improvement Metric (Eq. 2.11). A negative improvement
metric implies that WRF FFDI accuracy has deteriorated with substitution from
the observations, whereas a positive value indicates the metric has improved with
substitution, hence pointing towards the source of error. The improvement met-
ric is defined as:
Improvement Metric “
pWRF ´Observedq ´ pWRFsub ´Observedq
pWRF ´Observedq
(2.11)
Where WRFsub is WRF with one variable substituted with either observed
DF, WS or RH and maximum temperature.
This study follows the same threshold scores as Clarke et al. (2013a) in that
an improvement metric <-0.3 shows an increase in error, improvement metrics
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between -0.3 and 0.3 defines no improvement, values between 0.3 and 0.7 shows
minor improvement, and any metric >0.7 indicates significant improvement with
substitution. One limitation of this approach is that the climate variables are not
independent of each other, particularly in the case of RH and temperature, so
changing one without changing the other(s) may lead to physical inconsistencies.
For this reason the observed RH and maximum temperature were substituted




Chapter 3 evaluates the variables used to compute the FFDI. The WRF out-
puts are compared against gridded datasets and BOM station data as described
in Section 2.5.1. The results then show a comparison of WRF simulated and
observational annual
ř
FFDI and selected skill scores to quantify how well WRF
FFDI is simulated in terms of distribution and timing of FDR events. Finally
trends in WRF simulated FDRs across the SWWA are shown.
3.1 Gridded Analysis
3.1.1 Seasonal Precipitation
Precipitation is used as an input for the SDI and DF (Eq. 2.2 and Eq. 2.5)
which both contribute to the flammable fuel load of the FFDI. Figure 3.1 shows
the 30 year (1981 to 2010) mean seasonal precipitation for (a) WRF, (b) BOM
gridded precipitation and (c) the bias (i.e. difference) between WRF and BOM
precipitation. WRF underpredicts precipitation during winter around coastal
regions by a maximum of -30 mm month´1. Conversely, WRF overestimates pre-
cipitation over inland areas during winter by up to 15 mm month´1.
During summer, biases are lower between WRF and BOM due to less pre-
cipitation occurring during this season. Although WRF mostly underestimates
33
Figure 3.1: Mean seasonal precipitation (averaged between 1981 to 2010) for (a)
WRF (b) BOM and (c) bias between WRF and BOM.
seasonal precipitation, it does demonstrate the typical Mediterranean rainfall
trend pattern of dry summers and wet winters, showing that WRF simulates the
east-west gradient in winter precipitation well. An underestimation in rainfall
alone would result in both the SDI and DF to be higher (i.e., drier), leading to
an overestimation of FFDI.
3.1.2 Seasonal Maximum Temperature
Maximum temperature is used as an input to the FFDI (Eq. 2.1). Fig-
ure 3.2 shows the 30 year (1981 to 2010) mean seasonal maximum temperature
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Figure 3.2: Mean seasonal maximum temperature (averaged between 1981 to
2010) for (a) WRF (b) BOM and (c) bias between WRF and BOM.
for (a) WRF, (b) BOM, and (c) the bias between WRF and BOM. WRF simu-
lates maximum temperatures particularly well during summer and autumn, with
a slight positive bias in the southwest corner of the SWWA of up to 1˝C. Max-
imum temperatures are underpredicted by WRF in winter and spring with a
negative bias of ´1˝C. Despite this underprediction, maximum temperatures
still show the pattern of a generally warmer interior and cooler SWWA coastline.
An overprediction in maximum temperatures will have the effect of causing an
overprediction in WRF FFDI.
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3.1.3 Seasonal Evapotranspiration
Evapotranspiration is the sum of evaporation from the soil and plant tran-
spiration from the land surface to the atmosphere, and is used as an input to the
SDI (Eq. 2.5) (Finkele et al., 2006). Figure 3.3 shows the 30 year (1981 to 2010)
mean seasonal evapotranspiration for (a) WRF, (b) GLEAM gridded data and
(c) the bias between WRF and GLEAM. Generally WRF is in agreement with
GLEAM data, with negative evapotranspiration biases during all seasons, similar
to maximum temperatures biases (Figure 3.2), although there is a stronger bias
during summer and autumn as compared to winter and spring.
WRF consistently underestimates evapotranspiration in the summer and
autumn by approximately -0.01 to -0.05 mm day´1 along coastal areas. There
is also a distinct negative bias in the Perth metropolitan region of approximately
-0.07 mm day´1 during summer, autumn and winter. The bias then expands in
size, but still remains within the Perth metropolitan region, and increases to a
maximum of -0.1 mm day´1 during winter. This bias occurs over grid cells clas-
sified as Urban as per the USGS landuse category used during the simulations
(Figure 2.4). An underestimation of evapotranspiration alone would cause the
SDI to be underestimated, and hence lead an overestimation of the FFDI.
3.1.4 Seasonal Soil Dryness Index (SDI)
The SDI is used in DF calculations as a measure of the soil moisture deficit
(Eq. 2.5) (Finkele et al., 2006). In the operational calculation of the DF (Eq. 2.2),
the soil moisture deficit is calculated first, therefore if the SDI is overpredicted
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Figure 3.3: Mean seasonal evapotranspiration (averaged between 1981 to 2010)
for (a) WRF (b) GLEAM and (c) bias between WRF and BOM.
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by WRF there will be an overestimated DF (because there is less moisture, and a
higher SDI). Figure 3.4 shows the 30 year (1981 to 2010) mean seasonal SDI for
(a) WRF, (b) archived BOM, and (c) the bias between WRF and BOM. Summer
and spring SDI have a positive bias of up to 60 mm over the entire region in
comparison to the observational SDI. WRF overpredicts SDI during autumn as
well, but only along the SWWA corner and Great Southern region. However,
WRF then develops a negative bias extending over the Wheatbelt area during
autumn. A negative bias is evident across the entire SWWA during the winter of
approximately -30 mm, in comparison to observational SDI.
Throughout all the seasons there is a significant negative bias of approxi-
mately -50 mm in the Perth metropolitan region. This is underlain by the "Ur-
ban" and "Dryland Cropland and Pasture" USGS landuse categories (Figure 2.4).
This is only evident in the Perth metropolitan region, and is clearly distinct from
any other patterns of bias displayed in Figure 3.4. The biases shown in WRF
SDI are similar to the spatial bias patterns shown for precipitation (Figure 3.1),
where there is a heavier bias around coastline areas in comparison to inland areas.
3.1.5 Seasonal Drought Factor (DF)
The DF provides an estimate of the fuel moisture content, which is largely
dependent on daily rainfall and time since last rainfall event (see Section 2.3 for
process of calculation). Figure 3.5 shows the 30 year (1981 to 2010) mean sea-
sonal DF for (a) WRF, (b) BOM, and (c) the bias between WRF and BOM. WRF
generally overpredicts the average seasonal DF in the SWWA, except throughout
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Figure 3.4: Mean seasonal SDI (averaged between 1981 to 2010) for (a) WRF (b)
BOM and (c) bias between WRF and BOM.
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winter. Summer average WRF DF shows an overprediction in areas closer to the
south coastline of 0.6. WRF simulated DF well throughout autumn, with some
overpredictions evident along the west and south coastline. Winter is not as well
represented as compared to the other seasons, with a maximum negative bias of
-1.5 over inland areas, and a maximum positive bias of 2 down the west coast.
WRF improves DF predictions throughout spring, however there is still a positive
bias of approximately 1.2 along the coastline.
Throughout all seasons there again is a noticeable negative bias around the
Perth metropolitan region for the Urban landuse layer for WRF simulated DF
(Figure 2.4). For summer, spring and autumn, there is a large positive bias for
most of the SWWA (apart from the negative bias in the metropolitan areas). This
is due to precipitation being underpredicted (Figure 3.1), which then causes the
DF to be overpredicted. For example, there is a negative bias along the coastline
for spring and autumn for precipitation (Figure 3.1), which causes DF to be too
dry (or too high).
3.2 Station Bias and Root Mean Squared Error (RMSE)
Having evaluated WRF against the available gridded datasets, Section 3.2
now focuses on the comparison of WRF climate variables against the BOM station
observations (Figure 2.5) as gridded observational RH, WS, or FFDI data is not
available. The observational data was compared to the nearest grid cell (refer to
Section 2.5.1 for station to nearest grid cell comparison). Although a comparison
of gridded maximum temperature has already been shown, a comparison of WRF
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Figure 3.5: Seasonal average drought factor (1981 - 2010) for (a) WRF (b) BOM
and (c) the bias between WRF and BOM.
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maximum temperature against the BOM station is shown here, as it is used in
the FFDI calculations at the station.
3.2.1 Maximum temperature
The mean maximum temperature bias and RMSE for each station in com-
parison to the nearest grid cell is shown in Figure 3.6a (bias) and Figure 3.7a
(RMSE) respectively. The southwest corner of the domain had a higher bias of
2˝C, whereas the Wheatbelt region had negative bias of approximately ´2˝C.
The RMSE displayed in Figure 3.7a had a low range in comparison to RH and
WS RMSE (next section), with the lowest maximum temperature RMSE of 2.5˝C
and highest of 3.5˝C. An overprediction in maximum temperatures will lead to
an overprediction of WRF FFDI.
3.2.2 Relative Humidity (RH)
FFDI uses RH calculated at 1500 local time, when the RH is closest to
the minimum (McArthur, 1967). Figure 3.6b and Figure 3.7b show the 1500 RH
mean bias and the RMSE respectively. There is generally a negative bias for most
of WRF simulated RH. There is a particularly strong negative bias around the
Perth metropolitan region between -6 to -8%. Three inland stations (Cunderdin,
Wandering and Katanning) show a positive bias up to 2%, and two coastal sta-
tions (Albany and Hopetoun) have a positive bias between 2 to 4%.
RH and temperature are inversely related as warm air can hold more mois-
ture before saturation, and hence relatively humidity decreases with increasing
temperatures. This can be seen at some stations located west of the Darling
Scarp, where temperatures on average were 2˝C higher, causing RH bias to have
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a negative bias of up to -8.8% (Gooseberry Hill). RH has considerable variation in
accuracy amongst the stations, with Lake Grace producing a RMSE of 22%, and
the smallest RMSE of 12.8% at Witchcliffe. The mostly negative biases along the
coast and in the Perth metropolitan area would likely result in an overestimation
of FFDI.
3.2.3 Wind Speed (WS)
The FFDI is based on WS measured at 1500 (local time), and is based on
the assumption the strongest winds will occur at 1500 (McArthur, 1967). WS
mean bias and RMSE are shown in Figure 3.6c (bias) and Figure 3.7c (RMSE)
respectively. There is a large bias for WS along the southwest corner of the
region, ranging between 4 to 8 km hr´1. Conversely, most of the Wheatbelt and
urban weather stations have a negative bias of approximately -2 km hr´1. WS
had a RMSE between 5.5 to 9.5 km hr´1, the minimum RMSE occurring at Perth
metropolitan Station and the maximum at Bridgetown station. WRF FFDI will
be overpredicted if WS is overpredicted, as the stronger WS would lead to more
rapid fire spread.
3.3 FFDI Time Series
Having analysed the components of the FFDI, figure 3.8 shows a time se-
ries of the two best and two worst performing station annual
ř
FFDI simulations





FFDI indicates that WRF captured the tempo-
ral trend of FFDI well in comparison to the overall record. WRF reproduced the
annual
ř
FFDI particularly well at Dalwallinu and Southern Cross by capturing
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Figure 3.6: Bias (WRF to BOM) at each station for (a) maximum temperature
(˝C), (b) 1500 RH (%), and (c) 1500 WS (km hr´1).
Figure 3.7: Root Mean Squared Error (between WRF and BOM) at each station
for (a) maximum temperature (˝C), (b) 1500 Relative Humidity (%), and (c)
1500 Wind Speed (km hr´1).
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the temporal increasing evolution in BOM’s
ř
FFDI since the date of first record
(1997 at both stations).
There was one instance of a decreasing trend in observational annual
ř
FFDI,
and that was not captured by WRF at Cunderdin station. The other poor perfor-
mance in WRF FFDI shown in Figure 3.8 was at the Perth metropolitan Station,
where the annual WRF
ř
FFDI showed a positive trend, but the actual observa-
tional record for
ř
FFDI showed a negative trend.
The stations located in the Wheatbelt region recorded a much higher annual
ř
FFDI in comparison to coastal areas. This would be due to a positive bias in
temperatures (Figure 3.6a) and a negative bias in RH (Figure 3.6b). These inland
stations which recorded the higher annual
ř
FFDI also generally had the most
significant overpredictions by WRF. Conversely, the lower scoring annual
ř
FFDI
stations generally had less of an overprediction. Overall however, on the basis of
time series analysis, WRF showed a good temporal representation of the FFDI
at each station in comparison to BOM FFDI.
3.4 Perkins Skill Score (PSS)
The PSS quantifies WRF’s ability to reproduce the entire distribution of
FFDI (Eq. 2.6). This is helpful in providing insight of how WRF simulates rarer
occurring values, such as FFDI>50. It is important to understand how WRF
predicts the less frequent FFDI, as higher scoring FFDI days are the times when




Forest Fire Danger Index at Dalwallinu (DAL), Southern
Cross (SOU), Perth Airport (PER-A) and Cunderdin (CUN). Dashed lines rep-
resent the trend. Refer to Figure 2.5 for station location and Table 2.1 station
information.
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Figure 3.9 shows the PSS for WRF simulated FFDI, DF, RH, WS and
maximum temperature. The PSS for DF was significantly lower at Swanbourne,
Perth metropolitan and Perth Airport, with a PSS ranging between 14 to 16%.
These were the only stations to be classified under the Urban USGS landuse layer
(Figure 2.4). Maximum temperatures, RH and WS had PSS values between 80
to 96%.
Overall, FFDI from WRF had a relatively high scoring PSS, ranging be-
tween 84 to 98%. PSS scores <90% were generally within a 20 km boundary to
the coast. The FFDI scores above the median (i.e., >95%) were mostly located
inland, away from the southwest region of the study (between the latitudes of
32˝S to 34˝S and 116˝E to 118˝E). This is where WRF precipitation bias was
not as strong in comparison to coastal areas (Figure 3.1).
3.5 Categorical Skill Scores
Having examined the bias, RMSE and PSS at all stations, it is now useful
to evaluate WRF’s ability to simulate FDRs, which are based on FFDI ranges.
WRF FDRs were compared with BOM FDRs by using categorical skill scores,
which are based on a contingency table (Table 2.2). As each statistic has a
different strength, the categorical skill score tests are used collaboratively and are:
accuracy, BS, TS and HSS. The strength of each categorical skill test is explained
within Sections 3.5.1 to 3.5.4 and the counts for correct-positives, false-negatives,
false-alarms and correct-misses is shown in Appendix B.
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Figure 3.9: Perkins Skill Score for maximum temperature (tmax), Relative Hu-
midity, Wind Speed, Drought Factor and Forest Fire Danger Index.
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3.5.1 Accuracy
The accuracy score (%) gives an indication of the overall fraction of cor-
rect WRF predictions (Eq. 2.7). The accuracy of WRF simulating each FDR is
shown in Figure 3.10. The contingency score counts for each station’s accuracy
are shown in Appendix B. WRF predicted all FDR categories relatively well.
The most observed category, Low to Moderate FDR (FFDI = 0 to 11) had the
highest accuracy of 80 to 95%. The next category, High (FFDI = 12 to 24),
did not perform as well as Low to Moderate FDR, with a minimum accuracy of
72%. Both minimum accuracies for Low to Moderate and High FDR occurred at
Lake Grace. The accuracy for Very High FDR (FFDI = 25 to 49) improved in
comparison to High FDR, and Severe FDR (FFDI = 50 to 74) had a minimum
score between 94 to 99% respectively. The accuracy of Extreme (FFDI = 75 to
99) FDR events ranged between 99 to 100 %. Catastrophic FDR (FFDI >100)
was predicted 100% accurately by WRF.
A general pattern for accuracy identified in Figure 3.10 is the tendency
for lower accuracy in the northeast study region in comparison to the southwest
corner. For example, High FDR in the southwest corner of the study region had
an accuracy of approximately 88 to 97%, whereas the northeast corner had lower
accuracy scores, ranging between 74 to 85%.
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Figure 3.10: Accuracy (%) at each station for Fire Danger Rating events.
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3.5.2 Bias Score (BS)
The BS measures the ratio for frequency of predicted FDR to the frequency
of observed FDR. It differs from the accuracy test (Section 3.5.1) as the BS gives
an indication if WRF has the tendency to underpredict, or overpredict FFDI,
whereas the accuracy test measures the correct fraction. Figure 3.11 shows the
BS for each FDR. A purple dot (BS<1) indicates an underprediction by the
model. Any BS>1 indicates an overprediction of FDR events. The contingency
BS counts for each station are shown in Appendix B.
A general pattern evident in Figure 3.11 is that the Low to Moderate FDR
is underpredicted, whereas the BS is overpredicted in the Wheatbelt region. The
pattern then switches for any FDR categories High and above to show a general
trend in overpredicting FDR in the southwest study corner whereas FDR events
are underpredicited in the Wheatbelt region.
3.5.3 Threat Score (TS)
The TS measures the fraction of observed and/or predicted events that
were correctly predicted. It differs to accuracy in that correct "misses" are not
considered. Figure 3.12 shows TS for the study region, and the counts for each
station’s TS are shown in Appendix B. Low to Moderate showed the highest TS
out of all the FDRs, with three very high scoring TS overall for this category,
ranging from 90 to 94%, at Albany, Witchcliffe and Hopetoun station, which
are all coastal (Figure 3.12). Around the Wheatbelt region, the TS for Low
to Moderate FDRs was not as high, ranging between 62 to 76%. The TS for
High and Very High FDRs both ranged between the 10 to 50% thresholds, but
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Figure 3.11: Bias Score at each station for Fire Danger Rating events.
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improved at stations which were located inland. Severe and Extreme FDR TS
had lower score values and the same pattern, except for a higher TS at Hopetoun
and Rocky Gully in the severe FDR category. All Catastrophic TS were = 0,
indicating misses at all points, these are however, rare events.
3.5.4 Heidke Skill Score (HSS)
Figure 3.13 is the accuracy of correct WRF FDR simulations as compared
to a correct simulation by random chance, which is otherwise defined as the HSS
(Section 2.8.4). HSS differs to accuracy in that WRF FDR is constrained, as the
accuracy of marginal totals (N1 + N3) and (N1 + N2) are considered. The HSS
contingency score count for all stations is shown in Appendix B. Low to Moderate
was the highest scoring category for the HSS. Coastal regions, like Albany and
Witchcliffe, had a lower HSS in comparison to other stations further inland for the
Low to Moderate category. There was a decrease in HSS with an intensification of
each FDR, but were mostly between 0 to 1, which indicates that the simulations
ranged from random chance (0) to perfect forecasts (1). The HSS decreased in
score for High, Very High (0.25 to 0.55) and also for Severe and Extreme FDR
(-0.01 to 0.40). A negative value indicates that a prediction of FDR is worse than
random chance.
3.6 Improvement metric
Having quantified the errors in FFDI it is now useful to quantify which
input variables contribute to errors in WRF derived FFDI (Eq.2.11). This is
demonstrated with the Improvement Metric, shown in Table 3.1 and Table 3.2
for the annual
ř
FFDI and number of FFDI days above 50 respectively. A score
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Figure 3.12: Threat Score at each station for Fire Danger Rating events.
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Figure 3.13: Heidke Skill Score at each station for Fire Danger Rating events.
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<-0.3 indicates an increase in error, improvement metrics between -0.3 to 0.3
indicates no improvement, 0.3 to 0.7 indicates minor improvement and any score
>0.7 indicates significant improvement with substitution.
Table 3.1 indicates that substituting DF or WS did not lead to significant
improvements in WRF simulated FFDI. There was however one significantly low
improvement metric for WS of -23.20 at Gingin Aero. The main improvement
is seen when RH and maximum temperatures are replaced with observational
measurements to strongly affect the WRF simulated FFDI at 12 stations (>0.7),
but also four stations which actually show a degraded metric (<-0.3).
Table 3.2 shows the improvement metric for total annual FFDI days above
50. The results are similar to Table 3.1 with the substitution of RH and maximum
temperature having the most significant impact, with an improvement metric
>0.7 at 16 stations. Substituting WS did improve FFDI at four stations but also
resulted in a degraded improvement metric <-0.3 at four stations. There was no
significant increase or decrease by substituting observational DF.
56









DALWALLINU 0.01 0.74 0.09
PERTH AIRPORT 1.89 -0.74 0.28
BADGINGARRA 0.27 2.17 -1.49
PEARCE RAAF 0.01 0.82 0.08
JANDAKOT AERO 0.24 0.91 -0.07
GINGIN AERO 0.89 30.58 -23.2
GOOSEBERRY HILL -0.3 3.31 -3.07
SWANBOURNE 1.55 -0.44 0.18
PERTH METROPOLITAN 2.22 -0.76 0.04
BICKLEY 0.09 0.77 0.23
DWELLINGUP 0.10 0.84 0.25
MANJIMUP 0.16 0.57 0.39
BUSSELTON AERO 0.31 0.67 -0.02
BRIDGETOWN 0.27 -0.08 1.00
ALBANY 0.35 0.48 0.13
WITCHCLIFFE 0.57 0.19 0.55
HOPETOUN 0.54 0.3 -0.08
ROCKY GULLY 0.10 0.26 0.6
SHANNON 0.08 0.63 0.39
MANDURAH -0.06 0.69 0.38
CUNDERDIN AIRFIELD 0.16 1.16 -0.33
NEWDEGATE 0.35 1.95 -1.5
JACUP 0.1 0.84 0.06
LAKE GRACE 0.94 -0.66 1.06
KATANNING -0.14 0.20 0.78
WANDERING 0.08 -0.10 1.16
SOUTHERN CROSS AIRFIELD 0.24 0.70 0.59
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Table 3.2: Improvement Metric for substituting the observed climatic variables






DALWALLINU 0.36 1.44 -1.08
PERTH AIRPORT – – –
BADGINGARRA 0.12 1.7 -1.1
PEARCE RAAF 0.27 0.43 -0.12
JANDAKOT AERO -0.01 0.95 0.04
GINGIN AERO 0.35 0.78 0.02
GOOSEBERRY HILL 0.63 1.21 -0.74
SWANBOURNE – – –
PERTH METROPOLITAN – – –
BICKLEY 0.25 0.97 0.35
DWELLINGUP – 0.99 0.64
MANJIMUP 0.5 0.85 0.47
BUSSELTON AERO – 1.00 -1.47
BRIDGETOWN – 1.19 0.95
ALBANY 1.00 1.00 0.00
WITCHCLIFFE – – –
HOPETOUN 0.75 0.67 0.75
ROCKY GULLY 0.5 1.15 0.88
SHANNON 1 0.95 0.53
MANDURAH – – –
CUNDERDIN AIRFIELD -0.07 1.16 -0.15
NEWDEGATE 0.04 0.87 0.03
JACUP 0.6 0.63 0.11
LAKE GRACE 0.4 0.19 0.07
KATANNING – -0.44 0.15
WANDERING 0.12 0.49 1.21
SOUTHERN CROSS AIRFIELD 0.03 1.59 0.55
3.7 WRF Simulated FFDI trends
Having thoroughly quantified WRF’s ability in simulating FFDI, this Sec-
tion investigates trends in WRF simulated FDRs over the simulation period
(1981-2010) across the domain. WRF output was used to determine the rate
of change to the number of severe, extreme and catastrophic FDR days per year.
Typically it is FFDI>50 when most impacts are caused by bushfire events, and as
such only Severe, Extreme and Catastrophic FDR are shown, and the remaining
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FDRs are shown in Appendix C.
The top panel of Figure 3.14 shows a contour of the regression coefficient
for the total number of severe FDR days per year. The total number of severe
days appears to be increasing in autumn, and there is also a slight increase in
summer of approximately 0.06 to the northeast and northwest corners of the re-
gion. Most of the study area however has actually experienced a decrease in the
total number of severe FDR days in summer, and around the Wheatbelt area in
spring of approximately -0.05.
The middle panel of Figure 3.14 shows a contour of the regression coefficient
for the total number of extreme FDR days per year. During 1981 to 2010 the
total number of extreme FDR appears to be increasing by up to 0.05 in spring
across the southwest region of the study area. There is a slight increase in summer
and autumn extreme FDR of approximately 0.05 in the northeast, south coast
and west coast region area of the study location. There were no extreme FDR
events during winter, hence no data is presented in the winter (JJA) panel for
this category in Figure 3.14.
The bottom panel of Figure 3.14 shows a contour of the regression coefficient
for the total number of catastrophic FDR events per year. During 1981 to 2010
the total number of catastrophic FDR days appear to be increasing in autumn
and spring by up to 0.02. In summer there is a steady increase in number of
catastrophic FDR days per year by up to 0.02 down the west coast and parts
of the south coast. There were no catastrophic FDR events for winter hence no
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Figure 3.14: Trend in total number of (a) Severe, (b) Extreme and (c) Catas-
trophic FDR days per year (1981 to 2010)




This section discusses the results presented in Section 3 and focuses on how
biases in the components, which are used to compute the FFDI, result in errors
in the WRF derived FFDI. The discussion then quantifies the ability of WRF in
simulating FDRs using categorical skill scores as a statistical measure. Finally,
trends in extreme, severe and catastrophic WRF derived FDRs from 1981 to 2010
are discussed, and the thesis limitations are outlined.
4.1 Analysis of fire weather variables
4.1.1 Precipitation
Precipitation is used as an input for the DF and SDI calculation (Eq. 2.2
and Eq. 2.5 respectively). On average, precipitation was underestimated during
autumn and spring, particularly along the west and south coast (Figure 3.1). The
precipitation biases are in the same order of magnitude as reported by Andrys
et al. (2015), who showed that the WRF simulations used in this study had mostly
a negative bias in the SWWA, particularly along coastal areas for the autumn
and spring.
WRF showed negative biases during winter along the west and south coast,
61
and some positive biases over a small part of the southern Wheatbelt (Figure 3.1).
This is consistent with Andrys et al. (2015), as well as other studies which have
used WRF to simulate precipitation at a regional scale in southeast Australia
(Evans and McCabe, 2010). While it is important to note that excessive winter
biases in the Wheatbelt would result in an underprediction of WRF SDI or DF,
it is not a significant concern, due to high-risk fire danger being unlikely to occur
during this season. This is also consistent with studies elsewhere. For example
Mölders (2008) used WRF to simulate fire weather in Alaska, and showed that
even though WRF underestimated precipitation during winter, the model was
still suitable for predicting fire weather during the Alaskan summer.
During summer, precipitation biases were lower in comparison to other sea-
sons (Figure 3.1). This is due to minimal rainfall occurring during this season,
therefore a lower bias is expected, hence it is unlikely that a summer precipita-
tion bias would lead to large errors in SDI or DF. In comparison, the remaining
seasons (winter, spring and autumn) have a larger, and more consistent negative
precipitation bias along the coast. This will result in an overestimation of WRF
SDI or DF, due to the drier conditions (note: for SDI and DF, a higher score
indicates a higher dryness). It is important to effectively represent precipitation
for all seasons, but particularly well during summer and autumn, as this is when
peak fire season occurs (Bradstock et al., 2012).
While summer precipitation showed small biases (Figure 3.1), there were
still biases evident for autumn precipitation. This is consistent with numerous
studies using WRF which have also shown that the model has difficulties in simu-
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lating precipitation during both summer and autumn (Evans and McCabe, 2010;
Soares et al., 2012; Kala et al., 2015a). This is because rainfall during these
seasons is dominated by convective precipitation, which is more sporadic and
difficult to simulate. In this study, this was only evident for autumn, and not
summer.
Winter and spring presented mostly negative biases, which may be at-
tributed to WRF being unable to accurately represent the Darling Scarp, which
is known to influence rainfall in the region (Pitts and Lyons, 1990). Similar re-
sults have been found elsewhere in regions of complex topography (Evans and
McCabe, 2010; Soares et al., 2012). For example, in the southeast of Australia,
Evans and McCabe (2010) showed that WRF had difficulties in simulating pre-
cipitation along the Great Diving Range (which spans part of the southeast’s
coastline) as shown by a negative precipitation bias, due to the model being un-
able to represent the complex topography.
4.1.2 Maximum temperature
Maximum temperature is used to compute the FFDI (Eq. 2.1), to account
for influences on fire behaviour. The higher the temperature, the easier it is
for the flammable load to be ignited (Bradstock et al., 2012). Temperature can
also influence fire behaviour by affecting the moisture content and thermal wind
generation. For example, in the SWWA land surface temperatures drive the sea
breeze which influences fire behaviour (McCaw et al., 2003).
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Maximum temperatures were evaluated against both gridded products (Fig-
ure 3.2) and station observations (Figure 3.6a) as temperature output from the
nearest grid cell to station location was used as the input for WRF FFDI (Eq. 2.1).
WRF simulated maximum temperature very well, as shown in Figure 3.2. Over-
all, the temperature maxima showed a mild cold bias (maximum ´2˝C) during
winter and spring. During summer and autumn WRF maximum temperature
had a negative bias of -1˝C, apart from coastal areas and parts of the Darling
Scarp (maximum 1˝C). Figure 3.6a also showed similar results, with a cooler in-
terior (´2˝C to 0˝C), and warmer coastal regions (0˝C to 2˝C).
Overall, the PSS (Figure 3.9) was also high, with stations in the Wheat-
belt having the highest skill scores (>95%), and stations alongs the coast having
lower skill scores ranging between 77 to 90%. Stations along the Darling Scarp
had relatively lower PSS scores, for example 82% at Dwellingup station (located
close to the Darling Scarp). The RMSE (Figure 3.7a) spanned 2.1 to 3.9, and this
relatively small range indicates consistency of temperature simulations across the
domain.
Substituting maximum temperature and RH with the observations resulted
in a significant improvement (>0.7) for up to 16 stations for FFDI, indicating that
WRF temperatures and RH are an important contributor to errors in the FFDI.
Both were replaced at the same time, rather than individually, due to the their
strong dependance (Table 3.1, 3.2). Clarke et al. (2013b) investigated WRF’s
ability in simulating FFDI over southeast Australia and found that substituting
temperature alone only improved the FFDI by a negligible amount, as compared
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to substituting RH alone. Hence, it is likely that it is RH which contributes to
the improvement reported here, rather than maximum temperature.
Previous studies have shown that WRF can skilfully simulate maximum
temperatures at a regional scale. The general cold bias in Figure 3.2 is consistent
with Andrys et al. (2015), who showed that WRF had a slight cold bias in maxi-
mum temperature in the SWWA. Similar results have been found with WRF sim-
ulations in southeast Australia (Evans and McCabe, 2010). One strength Andrys
et al. (2015) has shown with WRF temperature simulations is the model’s ability
to represent temperature extremes. This is advantageous, as WRF’s skill in sim-
ulating temperature extremes is crucial to accurately simulating when extreme
FFDI values will occur (Hasson et al., 2009).
Capturing the maximum temperature seasonal cycle is critical, particularly
with increasing temperatures as a result of climate change (Bates et al., 2008), as
increasing temperatures are likely to increase fire weather (Williams et al., 2001;
Clarke et al., 2011; Fox-Hughes et al., 2014). WRF has represented maximum
temperature well, with a relatively small negative bias. The cooler bias presented
throughout all seasons shown in Figure 3.2 and Figure 3.6a is mostly likely to
cause an underestimation in WRF FFDI. However, there was a slight warmer
bias over the Darling Scarp and southwest coastline, and this will contribute to
an overestimation in WRF FFDI for stations within these regions.
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4.1.3 Relative humidity (RH)
FFDI uses RH calculated at 1500 local time, when RH is close to the mini-
mum (McArthur, 1967). It is important WRF simulates the diurnal variation, to
ensure capturing 1500 RH accurately.
The average bias in Figure 3.6b was underestimated for RH at most sta-
tions in the SWWA ( -2%) . An inconsistent bias presented in Figure 3.6b was
WRF overestimated RH by 2 to 4% at two stations along the southeast coast of
the domain (Hopetoun and Albany) and three stations inland (Cunderdin, Wan-
dering and Katanning). When substituting observational RH (and maximum
temperature) in the calculation of FFDI, stations which had a positive bias did
not significantly improve (<0.7) when replaced with the observations; whereas
stations which had a negative bias did significantly improve (Table 3.1, 3.2).
This indicates overestimation in WRF RH does not lead to as much error as an
underestimation.
16 stations showed significant improvements in annual
ř
FFDI (Improve-
ment metric >0.7) when WRF maximum temperature and WRF RH were re-
placed with the observational record (Table 3.1). By comparison to other climate
variables, only three stations significantly improved when DF was replaced, and
four when WS was replaced with the observations. Table 3.2 showed a similar
result for substituting RH and maximum temperatures for FFDI>50, with 15
stations significantly improving. Clarke et al. (2013b) found a similar result in
that substitution of RH was the only variable which resulted in a significant im-
provement in WRF simulated FFDI. It should be noted however that Clarke et al.
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(2013b) used a different set of reanalysis data, NNRP, to perform data assimila-
tion using past data from 1948 to the present as an input to WRF. Reanalysis
used for this study by Andrys et al. (2015) was ERA-Interim to drive WRF, hence
different datasets will give different climatic variables.
WRF RH performed exceptionally well in the PSS, as indicated with a very
high PSS of approximately 95% in Figure 3.6b. However, the RMSE shown in
Figure 3.7b for RH was far larger in comparison to maximum temperature (2.1˝C
to 3.9˝C), with RH RMSE ranging 12.1% to 20.1%, thus indicating a larger error
in WRF RH in comparison to WRF maximum temperature. Therefore, with
consideration to the relationship between temperature and RH, WRF RH bias is
more pronounced than maximum temperature biases, and more likely to be the
source of error. The magnitude of how much WRF RH influenced WRF FFDI
error is evident through the bias and the improvement in WRF FFDI when RH
and maximum temperature were replaced with the observations as shown by the
high scores with the Improvement metric (Table 3.1, 3.2).
Grid cells with an Urban landuse type (Figure 2.4) had a significant nega-
tive bias for WRF RH. Instinctively, this would be related to a warm temperature
bias (Figure 3.6a), due to the relationship between temperature and RH. While
this study found no temperature bias patterns (Figure 3.6a) relatable to RH bi-
ases (Figure 3.6b), in this region, Andrys et al. (2015) found a warm bias over
the Urban landuse category. If WRF temperatures are too high, WRF RH is
likely to be underpredicted, due to higher temperatures influencing a lower RH.
It should also be noted that all stations located on the Urban landuse type sig-
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nificantly improve (Improvement metric >0.7) in annual
ř
FFDI and FFDI>50
when replaced with the observational record. This would cause the FFDI to be
overestimated in Urban landuse areas.
Overall, WRF showed a negative bias for RH, apart from some stations
located on the eastern side of the SWWA. The general underestimation would
result in WRF FFDI to be overestimated, and the opposite effect would occur
at stations located east. The negative bias over the Urban landuse layer would
cause larger errors by overestimating WRF FFDI.
4.1.4 Wind speeds (WS)
Wind is a major controlling factor that determines the spread and direction
of bushfires (Bradstock et al., 2012). Therefore, it is particularly important to
capture strong wind speeds accurately, as this is when the most severe bushfire
weather is likely to occur. Specific to the SWWA, it is important to capture
coastal summer seabreezes, strong summer easterly winds, and the abrupt winds
associated with prefrontal troughs, which can exert a significant influence on
bushfire weather (Lin et al., 2013).
WRF simulated WS at 1500 reasonably well when compared to 1500 ob-
served WS (Figure 3.6c). For stations located in the Wheatbelt, which is flat,
there was a negative bias (-2 to -4 km hr´1), and a higher PSS (>90%, Figure 3.9).
However for stations along or near the Darling Scarp, there was a higher bias of
6 to 8 km hr´1, and lower PSS (<85%). There was also a smaller WS bias (˘2
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km hr´1) for stations located just east of the scarp, and an improvement in the
PSS (>90%), where the Darling Scarp is likely to have less of an influence on the
winds. This indicates that WRF WS is better represented in flatter regions as
opposed to areas of more complex terrain, such as the Darling Scarp.
As well as positive biases for stations located on the Darling Scarp, sta-
tions located on the coast such as Mandurah, Busselton, Witchcliffe, Albany and
Hopetoun also showed that WRF overestimated WS by 2 to 6 km hr´1. The skill
score of WS was lower at these coastal stations, with a PSS spanning 72 to 85%,
whereas inland areas (e.g. the Wheatbelt) had a higher PSS>90% (Figure 3.9).
However, when replaced with observational WS, only Hopetoun significantly im-
proved in WRF derived FFDI (0.75). This reinforced that RH is most likely to
be the largest source of error to WRF FFDI, with an improvement at 16 sta-
tions when substituted with observational RH (and maximum temperature) for
either
ř
FFDI (Table 3.1), or FFDI>50 (Table 3.2). By comparison, only four
stations improved when WS was substituted. In part, these results do not agree
with Clarke et al. (2013b), who found the substitution of WS contributed to the
largest improvement in WRF FFDI>50, however RH contributed to the most
error for
ř
FFDI in the southeast. Clarke et al. (2013b) attributed the WRF
errors in extreme wind speeds, as well as inhomogeneities which cause errors in
WRF FFDI>50. It is unknown if wind inhomogeneities are problematic to me-
teorological weather station data in the SWWA.
Previous studies have shown that WRF has a tendency to overestimate WS
at the regional scale (Mölders, 2008; Jakob, 2010; Shimada et al., 2011), which
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was not consistent with the underestimations in WRF WS for particular stations
in Figure 3.6c. It should be noted WRF WS simulations by Mölders (2008) and
Shimada et al. (2011) were conducted in Alaska and Japan, which are areas of
hilly and mountainous terrain, which is very different to the SWWA landscape.
Where there was a conflicting underestimation in WRF WS (Figure 3.6c), the
terrain was flat, and only varied by 50 m (Figure 2.5), whereas the results of an
overestimation in WS along the Darling Scarp and coastline from Figure 3.6c do
agree with previous studies (Mölders, 2008; Shimada et al., 2011).
The Darling Scarp is the main topographical influence to the relatively flat
SWWA for WS (McCaw et al., 2003). It is well known that simulating WS over
areas of complex terrain is difficult (Randall et al., 2007; Evans and McCabe,
2010; Rummukainen, 2010; Jakob, 2010; Shimada et al., 2011). The low PSS
(Figure 3.9) and negative biases (Figure 3.6c) along the Darling Scarp indicate
that there are still ongoing issues with WRF simulating WS over complex topo-
graphical features. Previously studies have shown that the accurate simulation
of wind speed over the Darling Scarp requires a resolution of 0.5 km (Pitts and
Lyons, 1990).
WRF simulated 1500 WS well in the flat regional areas of the SWWA. WRF
WS was slightly underestimated inland, however, the small bias and lack of im-
provement upon substitution of the observed WS is not likely to contribute errors
in WRF’s FFDI. Conversely, WRF WS over the Darling Scarp was overpredicted,
which is mostly likely due to the model being unable to capture the topography
of the feature. The high WRF WS bias in this region would contribute to an
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overprediction in WRF derived FFDI.
4.1.5 Evapotranspiration
Evapotranspiration is the total flux of moisture from the land surface, ei-
ther through transpiration from vegetation, or through evaporation from the soil.
Evapotranspiration is an input to the SDI (Eq. 2.5), as it influences the rate of
the soil moisture deficit (Finkele et al., 2006).
Evapotranspiration was simulated well by WRF (Figure 3.3). WRF evapo-
transpiration simulated during winter and spring had a smaller bias in comparison
to summer and autumn. The warmer seasons had a larger negative bias, partic-
ularly along the southwest coast (-0.1 mm day´1). Evapotranspiration modelled
on the Urban landuse layer (Figure 2.4) was difficult to simulate, with a higher
negative bias throughout all seasons over the Perth metropolitan area in Fig-
ure 3.3. This caused negative biases across urban areas when simulating SDI and
DF with WRF output (Figure 3.4 and 3.5 respectively), with both measures of
the flammable fuel load inaccurately predicted by WRF at stations located on
the Urban landuse category.
It is difficult to make an intercomparison of WRF’s ability to simulate evap-
otranspiration against the literature, as there is a lack of knowledge available for
simulating evapotranspiration (GCM or RCM) in Australia. On a global scale,
models show significant skill in simulating evapotranspiration (Randall et al.,
2007), however no detailed evaluation exists for Australia, due to sparse availabil-
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ity of observational data. Hence the inter-comparison of WRF evapotranspiration
to GLEAM data is only comparing a best-guesstimate of remotely sensed observa-
tions and hydrological models to derive evapotranspiration (Miralles et al., 2011).
WRF evapotranspiration has shown to be well simulated in the SWWA.
During summer and autumn, the bias along coastal areas will cause the SDI to
be lower, and this will impact the DF and FFDI to be lower. WRF evapotranspi-
ration simulated on the Urban landuse categories showed a distinct negative bias
throughout all seasons, and will cause the SDI to again, be lower. However, the
larger magnitude of error in precipitation in comparison to evapotranspiration is
more likely to cause bias error in WRF SDI.
4.1.6 Flammable Fuel
This Section discusses the evaluation of WRF derived flammable fuel load,
as represented by the DF or the SDI (Eq. 2.2 and Eq. 2.5 respectively). The
SDI reflects soil dryness and is used as the long-term moisture component of the
DF (Finkele et al., 2006), which is a representation of the flammable fuel loads’
condition (Finkele et al., 2006). The SDI is comprised of the previous day’s SDI,
precipitation and evapotranspiration, whereas the DF incorporates precipitation
and the SDI.
WRF simulated SDI showed significant biases throughout all seasons. WRF
derived SDI was significantly overestimated during summer, and underestimated
during winter (Figure 3.4). During summer, the spatial pattern of evapotranspi-
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ration bias (Figure 3.3) was more prevalent in comparison to precipitation bias
during summer (Figure 3.1), and therefore can be attributed as the source of
error to WRF SDI (summer only). However, the evapotranspiration bias did not
affected the DF (Figure 3.5), as WRF DF was best predicted during summer.
This is attributed to when it is dryer, and the bias is precipitation is minimal
(Figure 3.1).
Section 4.1.5 concluded that the smaller magnitude of bias for WRF evap-
otranspiration in comparison to WRF precipitation would result in WRF pre-
cipitation affecting WRF SDI more in comparison to WRF evapotranspiration.
This was evident, with the strong coastal underestimations in precipitation (Fig-
ure 3.1) during autumn to spring causing SDI (Figure 3.4) to have a higher bias
(as it is dryer) in the same regions of precipitation bias. The underestimation in
precipitation along the coastline also impacted autumn to spring DF (Figure 3.5),
causing a high bias along the south and west coast during autumn and spring.
The overestimations in precipitation in the lower southwest area affected winter
WRF SDI as well as WRF DF. Winter WRF derived DF was affected by the
largest bias; too low (too wet) in Wheatbelt areas, and too high (too dry) along
coastal areas, which is consistent with WRF derived SDI (Figure 3.4).
Section 4.1.5 discussed difficulties in simulating evapotranspiration over the
Urban landuse category. This has caused negative biases for all seasons in the
Perth metropolitan area for WRF SDI (Figure 3.4). This has also impacted WRF
derived DF, which had very poor skill scores (Figure 3.9), and significantly im-
proved when substituted with the observational DF (Table 3.1). Swanbourne,
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Perth Airport and Perth Metropolitan had an Improvement metric of 1.55, 1.89
and 2.22 to WRF
ř
FFDI respectively when replaced with observational DF.
These three stations also had an extremely poor PSS (14 to 18%, Figure 3.9). In
comparison, WRF DF simulated on different landuse categories had an Improve-
ment metric <1 and PSS >75%, further indicating model error and issues of the
Urban landuse layer.
For each WRF grid cell, WRF assumes the dominant land type across the
entire grid cell (Andrys et al., 2015). Louis (2014) demonstrated issues with WRF
simulations relating to the land use classification, and that misclassification of the
landuse contributes to model errors. These errors in the WRF climate simula-
tions were then found to significantly influence WRF FFDI in the southeast of
Australia (Louis, 2014).
An extremely low PSS for DF did not necessarily result in a very low FFDI
PSS. For example, FFDI estimated at Swanbourne station had a PSS of 88%, yet
the DF had an extremely low PSS of 14%. Therefore accurate simulation of the
DF does not appear to be the most concerning issue in computing FFDI from
WRF simulations.
Previous studies have fixed the DF to a value of 10, under the assumption
that the DF cannot deteriorate to anything drier (the DF ranges from 0 to 10)
(Pitman et al., 2007; Grose et al., 2014). This study differs, as it has computed
DF with precipitation and SDI (which includes evapotranspiration). The neg-
ative bias presented in Urban areas for evapotranspiration (Figure 3.3), which
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affected WRF SDI (Figure 3.4) has also affected the DF (Figure 3.5). The DF
had a distinct negative bias of -2 over the Urban landuse category (Figure 2.4), a
large bias considering the DF’s small range. This caused underestimations in DF
for stations located in the Perth urban area, which has been discussed above.
An input of the DF is the SDI to represent soil moisture dryness, therefore
the same systematic biases presented in WRF derived SDI (Figure 3.4) are found
in WRF predicted DF (Figure 3.5). These biases, although reflective of SDI bi-
ases, are not to the same magnitude. SDI proved difficult to simulate, however,
the DF was still generally well-represented during all seasons.
4.1.7 Fire weather variable summary
FFDI is calculated with the weather inputs of maximum temperature, RH
and WS, as well as the DF, which incorporates precipitation as measure of mois-
ture (Eq. 2.1). Section 4.1 has provided a comparison of these three variables
against their respective observations. WRF simulated maximum temperature
well at each station and spatially, with any minor biases unlikely to influence the
WRF FFDI. There was a general underestimation in WRF RH, and there was
significant improvements when RH was replaced with the observed variable, indi-
cating RH is the largest source of error to WRF FFDI. WRF WS was found to be
undersimulated in flat regions, but oversimulated in more complex terrain (i.e.,
the Darling Scarp), indicating difficulties in simulating WS over complex terrain.
This may influence WRF FFDI to be higher around the Scarp, and lower around
flat, inland located stations.
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WRF flammable fuel load varied in performance. Evapotranspiration, a
factor of the SDI, was generally well represented, apart from a negative bias in
the Perth metropolitan area, which caused an underestimation in SDI. WRF SDI
was distinctly underpredicted in the Perth urban area, causing the DF to be
underestimated and contribute to a large amount of FFDI error. DF experienced
the same negative bias as SDI in winter, which will contribute to underestimations
in WRF FFDI, however biases in spring and autumn DF will cause increases
to WRF FFDI. Having considered errors in the meteorological inputs to the
FFDI, the next section now focuses on the evaluation of WRF FFDI against
observations.




FFDI had significantly lower FFDI values in comparison to in-
land
ř
FFDI values. Closer to the coast, climate is moderated by oceans and
generally has a higher amount of precipitation, higher RH and lower temperature
(McCaw et al., 2003). This results in lower FFDI values at coastal stations (e.g.
Albany and Hopetoun, Figure A.2), and higher
ř
FFDI at inland stations (e.g.,
Southern Cross and Lake Grace, Figure A.3). This pattern of higher FFDI inland
and lower FFDI around coastal areas has been reflected by WRF annual
ř
FFDI.
Possible explanations for the overestimation of WRF
ř
FFDI near coastal areas
and the Darling Scarp are discussed in the next paragraph.
Overall, WRF
ř
FFDI was reproduced reasonably well at each station (Fig-
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ure 3.3, and Appendix A). Trends in
ř
FFDI were well-represented, however there
was a consistent overestimation in WRF derived
ř
FFDI at most stations, which
varied depending on the location of the station. Stations where FFDI was over-
estimated to a large extent were located on or near the Darling Scarp (e.g.,
Dwellingup, Bridgetown and Bickley, Figure A.2). These stations had an over-
estimated WS, which lead to an over estimation in
ř
FFDI, and resulted in a
lower PSS (85 to 92%). Furthermore, precipitation and RH was underpredicted
in this region, contributing to an overestimation to
ř
FFDI by approximately
1000 at these coastal SWWA-based stations. For flatter, inland regions, such as
the Wheatbelt, the FFDI had an improved performance.
Performance of WRF FFDI was location dependent, as some regions experi-
enced varying climatic biases depending on if stations were located near the coast,
the Scarp or the Wheatbelt. The annual
ř
FFDI was typically overestimated by
1000 at inland stations (i.e., Southern Cross, Lake Grace and Katanning, Fig-
ure A.3), and approximately overestimated by 500 units at coastal and urban
stations (i.e., Badgingarra, Gingin and Jandakot, Figure A.1 and A.2). In ar-
eas where there is reduced rainfall, like the Wheatbelt (i.e, Lake Grace, Jacup,
Newdegate, Southern Cross and Katanning) the PSS for WRF derived FFDI was
above average (between 95 to 98%). These stations also had a smaller precipita-
tion bias (Figure 3.1). In areas where there was less of a visible bias over time
ř
FFDI (e.g., Albany and Hopetoun, Figure A.2), stations appeared accurate by
trending close to the observed
ř
FFDI, however, had a below average PSS (Fig-
ure 3.9).
77
WRF reproduced the variability of increases and decreases in annual
ř
FFDI
at most stations. This included representing an increase in
ř
FFDI at Albany
Airport (Figure A.2), where Clarke et al. (2011) also noted an increase in his-
torical annual
ř
FFDI from 1973 to 2010. Although WRF
ř
FFDI was close to
observational
ř
FFDI at Albany Airport in Figure A.2, it did not perform as well
as Wheatbelt areas relative to the PSS. Albany had a below average FFDI PSS
of 87%, whereas Wheatbelt based stations had FFDI PSS between 95 to 98%.
Clarke et al. (2013b) found a similar pattern in the southeast of Australia, where
there was a reduced FFDI PSS along the coast, but an improvement further
inland due to improvements in WRF RH and WS simulations. The low PSS’s
closer to the coast can be attributed to the increased precipitation bias closer to
the coast (Figure 3.1), as well underestimated RH and overestimated WS (Fig-
ure 3.6b and Figure 3.6c respectively).
Clarke et al. (2011) observed a significant positive trend in historical annual
ř
FFDI at Perth Airport during 1973 to 2010. The observed annual
ř
FFDI
time series captured this increase (Figure 3.8), however, WRF did not reproduce
this increasing trend, instead producing a decrease in annual
ř
FFDI. The Perth
Airport station is located at an Urban grid cell, which has been shown to have
large biases in RH (Figure 3.3) and DF (Figure 3.3), which explains the poor
FFDI simulations at this location.
4.2.2 Errors in the Forest Fire Danger Index (FFDI)
To explore the causes of weaknesses in WRF derived FFDI, this study sub-
stituted observational climatic variables into WRF FFDI, referred to as the im-
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provement metric. As mentioned previously in this study, although substituting
DF and WS resulted in some improvements to FFDI, it was when RH and max-
imum temperature were replaced that marked improvements were evident. One
explanation which may account for a higher improvement when substituting max-
imum temperature and RH in comparison to WS and DF is that two observational
variables were replaced, instead of just one. Therefore, evaluating the extent of
how much maximum temperature or RH influence the improvement metric inde-
pendently of each other would be of value to validating WRF derived FFDI.
At some stations, however, a marked decreased "improvement" metric was
observed (improvement metric <0.7). This arises when relatively large positive
and negative biases in multiple variables balance each other out for the FFDI.
An example of this is Gingin Aero (Table 3.1). WRF FFDI simulates an average
annual
ř
FFDI of 4,389, which is close to the observed average annual
ř
FFDI of
4,314. Substituting observed WS to the FFDI increases the total average FFDI
days up to 4,609, however substituting RH and maximum temperatures actually
decreases the average annual
ř
FFDI down to 4,209. This approximate range
of ˘300 indicates climate variables are "cancelling" each other out, to effectively
reproduce the FFDI at Gingin Aero. A similar result occurred at Gooseberry Hill
station. Clarke et al. (2013b) found similar results in the southeast, with some
stations encountering a negative bias in, for example RH, and a positive bias in
WS, which led to the biases cancelling each other out.
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4.2.3 WRF FFDI summary
Section 4.2 has presented an analysis of annual WRF
ř
FFDI against obser-
vations. Overall, WRF captured annual
ř
FFDI well over a 30-year time scale.
Trends in annual
ř
FFDI have been well-represented, however show an overes-
timation. This is most likely to be attributable to underestimated precipitation
and RH, and overestimated WS, particularly along coastal regions and the Dar-
ling Scarp. For Wheatbelt based stations, precipitation was well represented in
comparison to coastal areas, which had negative biases, and was shown to im-
prove Wheatbelt located stations, with an increased PSS.
4.3 Categorical skill scores
While annual
ř
FFDI provides a valuable estimate of changes to fire weather,
it does mask specific days within the year. This is concerning, as even though
WRF captures the FFDI trend relatively well, it skips values noting the particular
days of significant risk (Mölders, 2008). Furthermore, while the PSS is useful for
measuring the reproduction of the distribution, it is a score of the entire distribu-
tion, does not indicate the sign of bias, and are increasingly insensitive to errors
as values become rarer (Perkins et al., 2007). Categorical skill scores however,
do score a particular threshold of an index range. This section discusses results
found through evaluating the ratings used to categorise fire danger (or FDRs).
The four categorical skill scores used in this evaluation were: accuracy, BS, TS
and HSS.
A general pattern amongst the categorical skill scores is the lower-risk (Low
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to Moderate, High and Very High) categories performed significantly better than
the higher-risk (Severe, Extreme and Catastrophic, all rarer) categories, except
for accuracy (Figure 3.10). The accuracy was different to any other categorical
skill scores, in that accuracy increased with the intensity of each FDR. For exam-
ple, the catastrophic category had an accuracy of 100% at all stations. Yet not
one the stations recorded in this range was flagged as a "correct-positive" (N1).
Instead, accuracy was influenced by the rare and less abundant record of FDR.
For example at Hopetoun station, no catastrophic days were correctly predicted
by WRF (N1), however WRF did predict three false-alarms (N2) and one false-
negative (N3), and 5,139 correct-misses (N4). Like the other stations accuracies
however, Hopetoun was heavily influenced by the correct-misses, and had a 100%
accuracy score.
The WRF BS shows patterns of underestimating Low to Moderate FDR for
coastal regions, and overestimating Low to Moderate FDR in Wheatbelt areas
(BS>1) (Figure 3.11). This pattern then switches, with High FDR overpredicted
along coastal areas and Wheatbelt areas underpredicted. The BS then consis-
tently decreased as the FDR intensifies with Severe, Extreme and Catastrophic
FDR, indicating a decrease in the quality of WRF predicted FFDI for the upper
range. This is further proven with the TS (Figure 3.12) and HSS (Figure 3.13)
decreasing with each intensification of the FDR. A lower success rate for the rarer
(Severe, Extreme and Catastrophic) FDRs in comparisons to the more frequent
(Low to Moderate, High and Very High) FDRs is consistent with the findings
of Mölders (2008), who found that WRF was unable to simulate extreme fire
categories.
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Overall, the findings from this analysis show WRF estimated low-risk FDRs
(Low to Moderate, High and Very High) well using the BS, TS and HSS. Con-
versely, WRF showed issues simulating high-risk FDRs (Severe, Extreme and
Catastrophic), due to errors in the timing of the events. This is consistent with
Mölders (2008), who found WRF captured the categorical skill scores better for
low-risk categories, as opposed to high-risk categories in Alaska. Severe and any-
thing more intense will have to be improved, as determining when the extreme
categories will occur is the key reducing the effects of severe bushfires.
4.4 Trend in Fire Danger Ratings (FDRs)
The advantages of using high resolution climate models instead of station-
based meteorological datasets is the comprehensive spatial coverage of these mod-
els. WRF can be used to generate an estimate of the FFDI across the entire
SWWA, rather than just at station locations. This is advantageous for the
SWWA, as it is a small area which has a high degree of variation in fire risk
(Williams et al., 2009). However, trend interpretations should be considered in
light of WRF’s limitations discussed in the previous sections.
The trends in the seasonal distribution of FDRs is shown in Figure 3.14 by
plotting the regression coefficient of the number of FDR per year, over the 30
year time frame (1981-2010), for Severe, Extreme and Catastrophic FDRs. The
regression coefficient is useful for considering trends over the domain, particularly
for trends of FFDI>50, or rather, high-risk fire danger days. A decrease in some
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areas was shown by WRF during summer in Figure 3.14, with only Severe FDR
and a very small part of the northeast Extreme FDR increasing in the north of
SWWA.
Significant trends were most prevalent during autumn, one of which was a
distinct increasing trend for Severe FDR. This is comparable to the findings of
Clarke et al. (2011), who found that the fewest significant trends are observed
during the summer. Clarke et al. (2011) found just 5 stations located north un-
dergoing an increase in FFDI>50 during summer, however autumn showed the
most significant positive trends in FFDI>50. The concerning thing to note, and
not a question for this study, is whether the increase in Severe autumn fire days
is due to climate change, and consequently extending fire seasons?
This section has described WRF gridded spatial data relative to shifts in
trends from 1981 to 2010. One distinct trend observed in Figure 3.14 was an
increase in the number of Severe FDR days during autumn. During summer the
northeast and northwest corner experienced an increase in Severe and Extreme
FDR days too. As the northeast and northwest are increasing in the number of
fire days, more investigative analysis should be undertaken to prepare for any rise
in intensity and increase to fire risk to the area.
4.5 Limitations
There were limitations in the observational datasets used to evaluate WRF
based indexes and climate variables. Ideally, a 30 year dataset is practicable
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when comparing climate simulations to the observed climate. This assists in dis-
tinguishing natural climatic variation, and also provides a wider range of data to
compare WRF against. The longest period of observational measurements was
at Perth Airport (25 years), however the majority of stations had only 10 to 15
years to compare WRF against. This may have led to misrepresentation in the
statistical analysis.
It should also be noted that only one reanalysis product was used in this
investigation. Therefore to provide a more balanced evaluation, a range of re-
analysis products should be evaluated. Hence, as ERA-Interim data was used for
FFDI simulations, all these WRF outputs are all based on one dataset.
4.6 Achievement of aims
This thesis provides strong evidence for the first time of a RCM’s ability to
simulate fire weather in the SWWA using reanalysis data between 1981 to 2010.
At the 5 x 5 km grid spacings WRF was found to be able to skilfully represent
the FFDI. Overall, the results show that WRF FFDI has captured the aspects
of observed FFDI in the SWWA. This indicates the model has captured some of
the fine scale aspects of the local meteorology at a regional scale. The annual
ř
FFDI is consistently higher than BOM’s, however still shows the same trends
over time (whether increasing or decreasing) at most stations.
WRF was found to be more skilful at reproducing the FFDI distribution in
Wheatbelt areas in comparison to coastal areas. Coastal stations and stations lo-
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cated on the Darling Scarp showed a higher magnitude of overestimation in WRF
derived FFDI, due to difficulties simulating RH, WS and precipitation. Based
on categorical skill scores, higher-risk FDRs (Severe, Extreme and Catastrophic,
or FFDI>50) are more difficult predict with WRF in comparison to lower-risk
FDRs (Low to Moderate, High, Very High). These results suggest WRF is very
useful tool for modelling fire weather in the SWWA. The intent of this study
would be to provide a useful reference for any future simulations of FFDI derived






This thesis aimed to evaluate WRF’s ability to simulate the FFDI at a re-
gional scale. Using ERA-Interim reanalysis data between 1981 to 2010, which
had been previously dynamically downscaled from Andrys et al. (2015), WRF
outputs were used to simulate FFDI in the SWWA at the regional scale. WRF
derived FFDI was then compared to observational FFDI. While there were biases
leading uncertainties, overall WRF simulates the FFDI reasonably well.
5.1.1 Main Findings
WRF simulated FFDI well over multidecadal periods at various locations
in the SWWA. WRF captured the long-term time series of annual
ř
FFDI well at
most station locations. WRF FFDI however was generally overpredicted due to
positive biases in WS, and negative biases in precipitation and RH. While WRF
captured the time trends in FFDI, skill scores were used to statistically verify
WRF performance.
WRF was found to be more skilful at reproducing the distribution of the
FFDI in Wheatbelt areas in comparison to coastal areas. This may be at-
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tributable to issues with WRF predicting precipitation along coastal areas. Fur-
thermore, this may be aligned to issues in WRF predicting RH or precipitation in
urban areas due to the incorrect representation of urban canopy it was simulated
on. Contributing to this may be WRF issues simulating WS along the Darling
Scarp. Although PSS is useful for numerically assessing WRF FFDI distribution,
the skill score amount does not give any indication where the distribution lies.
This is where assessing WRF FFDI with categorical skill scores is useful.
While WRF captures the FFDI well over time, as well as the and general
distribution of FFDI well at each station, it was shown that WRF predicts partic-
ular ranges of FFDI values better than others. Categorical skill scores indicated
that WRF reproduces the lower scoring FFDI values better in comparison to the
higher scoring, and rarer FFDI values. This was shown by strong categorical skill
scores for low-risk fire danger (Low to Moderate, High and Very High) in compar-
ison the high-risk values of fire danger (Severe, Extreme and Catastrophic). Con-
sidering the higher FFDI values are when the most destructive bushfire weather
occurs, improvement should be undertaken for WRFs performance in simulating
extreme WS, RH, maximum temperatures and precipitation. Overall, however,
the results show that WRF FFDI has captured the aspects of observed FFDI
over the SWWA.
This project has shown WRF can simulate FFDI at the regional scale with
reanalysis products. There is now potential to expand this project into other
WRF derived fire weather projects. This could entail simulating fire indexes
other than the FFDI to quantify if WRF is suitable for simulating fire weather.
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There is potential to determine if WRF is more successful at predicting different
types of fire weather indices, as opposed to the FFDI. One fire weather indices
used in North America, the Haines Index (Haines, 1988), is based on atmospheric
stability and moisture content (Flannigan and Van Wagner, 1991), instead of
precipitation, RH, WS and maximum temperature. Furthermore, Bally (1995)
proposed the Haines Index could be used as a complementary set of information
to the FFDI when considering bushfires activity in Tasmania. Section 4.1.6 also
suggested the DF does not contribute to FFDI sensitivity, leaving potential to
examine for a better method of representing flammable fuel load.
This thesis evaluated at a very high-level how well WRF can simulate high
and rare FFDI values. Various categorical skill scores in Section 4.3 showed WRF
had difficulties simulating the specific days when Severe or higher FFDI (>50)
would occur. While a severe FFDI does not mean a bushfire event necessarily has,
or will occur; it is an indication of a heightened fire risk period. Exploring meth-
ods to improve the four simulated climate variables used in McArthur’s FFDI
during periods of extreme weather, particularly RH and WS, and over complex
terrain would resolve this issue. Having the best knowledge of approximately
when extreme fire weather may occur is the key for preparing, thus reducing the
impact of severe fire events.
The SWWA has suffered significant bushfires throughout the last decade,
which have caused environmental, economic and social impacts (Steffen et al.,
2015). Therefore, perhaps it is time to reconsider fire weather management by
using climate models to simulate potential changes in fire weather patterns, to
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avoid these potential destructive impacts. However, firstly, it is important to con-
sider the success of climate model’s ability to accurately simulate fire weather,
as different rates of changes at differing locations underpin varied fire weather
management schemes.
The intent of this project was to evaluate WRF’s ability to simulate FFDI
at a regional scale. The results have been encouraging, and further investigation
using future climate models to simulate future FFDI should be considered. Using
available WRF output from Andrys et al. (2016a) simulated for the 21st century,
efforts should be undertaken to assess potential changes in seasonal fire regimes.
By using 21st century climate simulations from WRF such as Andrys et al.
(2016a,b), changes to future FFDI can be investigated. Any identifiable changes
in future FFDI can be used in planning for fire risk management and adaption.
One feature WRF future simulations could potentially provide is future FFDI
knowledge to plan for future management of parks, reserves and forest resources.
Understanding the DF in conjunction with FFDI is essential, as the DF is used
to plan prescribed burning in the SWWA.
In summary, this study has suggested that WRF is a useful tool for predict-
ing the FFDI in the SWWA. This evaluation of WRF against station-based ob-
servations provides a useful reference for any future projections using WRF based
FFDI. The findings are broadly consistent with the current research available on
modelling fire weather using WRF output. While there are some limitations in
this study, including weaknesses in WRF’s ability to simulate extreme climate,
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and simulate climate in coastal areas or on the Darling Scarp, WRF can be im-
proved to resolve these issues. Further study evaluating FFDI with WRF outputs
simulated from actual climate models, both past and present, will provide further
opportunities to judge WRF’s accuracy at producing the FFDI.




TIME SERIES: ALL STATIONS
Figure A.1: Annual
ř
FFDI at Dalwallinu (DAL), Perth Airport (PER), Badgin-
garra Research Station (BAD), Pearce Raff (PEA), Jandakot Aero (JAN), Gingin





FFDI at Perth Metro (PER), Bickley (BIC), Dwellingup
(DWE), Manjimup (MAN), Busselton Aero (BUS), Bridgetown (BRI), Albany





FFDI at Rocky Gully (ROC), Shannon (SHA), Mandurah
(MAN), Cunderdin Airfeild (CUN), Newdegate Research Station (NEW), Jacup
(JAC), Lake Grace (LAK), Katanning (KAT), Wandering (WAN) and Southern
Cross Airfeild (SOU). Dashed line represents the trend.
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TREND IN FIRE DANGER RATING DAYS
Figure C.1: Trend in total number of Low – Moderate Fire Danger Rating days
per year (1981 – 2010)
Figure C.2: Trend in total number of High Fire Danger Rating days per year
(1981 – 2010)
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Figure C.3: Trend in total number of Very High Fire Danger Rating days per
year (1981 – 2010)
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