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Abstract
In end-to-end dialogue modeling and agent learning, it is
important to (1) effectively learn knowledge from data, and
(2) fully utilize heterogeneous information, e.g., dialogue act
flow and utterances. However, the majority of existing meth-
ods cannot simultaneously satisfy the two conditions. For ex-
ample, rule definition and data labeling during system de-
sign take too much manual work, and sequence-to-sequence
methods only model one-side utterance information. In this
paper, we propose a novel joint end-to-end model by multi-
task representation learning, which can capture the knowl-
edge from heterogeneous information through automatically
learning knowledgeable low-dimensional embeddings from
data, named with DialogAct2Vec. The model requires little
manual work for intervention in system design and we find
that the multi-task learning can greatly improve the effective-
ness of representation learning. Extensive experiments on a
public dataset for restaurant reservation show that the pro-
posed method leads to significant improvements against the
state-of-the-art baselines on both the act prediction task and
utterance prediction task.
Introduction
Task-completion dialogue systems attract extensive atten-
tions from both academic and industrial communities re-
cently, since various domains can benefit from this line of
research, such as restaurant reservation (Henderson, Thom-
son, and Williams 2014b), movie ticket booking (Dhingra
et al. 2017), client service (Williams and Zweig 2016) and
travel planning (Peng et al. 2017). Although most existing
commercial dialogue platforms can support to build such an
agent, e.g. IBM Watson Assistant1, Google Dialogflow2 and
Amazon Alexa3, lots of manual efforts and domain knowl-
edge are required in the process of system design. For exam-
ple for building an agent, platform users have to define in-
tents, entities, dialogue flows, utterances, etc. It is one of the
challenges for NLP and AI communities to learn a dialogue
agent from data with as little as possible human intervention.
Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
1https://www.ibm.com/cloud/watson-assistant/
2https://dialogflow.com/
3https://alexa.amazon.com/
Welcome
Offer
Inform
Request(phone)
Offer
Request(addr)
Offer
Thankyou
Bye
System: Hello , welcome to the Cambridge restaurant system. How may I help you?
User: uh i want a cheap restaurant and it should be in the north part of town
System: royal spice is a nice restaurant in the north of town in the cheap price range
User: can i have the phone number please
System: The phone number of royal spice is 01733 553355
User: whats the address
System: Sure , royal spice is on Victoria Avenue Chesterton
User: thank you
System: good bye
Dialog Session Dialog Act Flow
Figure 1: An example of a dialogue session with a dialogue
act flow.
Conceptually, a dialogue system consists of a pipeline
with several modules, such as natural language understand-
ing (NLU), dialogue state tracking (DST), dialogue con-
trol (DC, i.e. dialogue policy selection) and natural lan-
guage generation (NLG). To reduce human efforts, various
learning based methods are proposed for training each mod-
ule. For example, Convolutional Neural Network (CNN)
and Long Short-Term Memory (LSTM) are used for intent
identification of NLU (Cai et al. 2017), Bidirectional Long
Short-Term Memory (BiLSTM) and Conditional Random
Field (CRF) are used for slot filling of DST (Ren et al. 2018;
Ma and Hovy 2016), reinforcement learning methods are
suitable for dialogue control (Liu et al. 2018), and sequence-
to-sequence framework fits for language generation (Bordes,
Boureau, and Weston 2017). Nevertheless, separately learn-
ing each module requires a lot of human efforts on label-
ing data and coordination. Recently, an end-to-end trainable
method is proposed (Wen et al. 2017) to assemble all learned
modules in one system, which may suffer from the potential
error propagation issue (Liu and Lane 2017).
In addition to pipeline based methods, sequence-to-
sequence (Seq2Seq) based methods become more and more
popular recently, because they train agents by mapping from
an utterance to another one and require less human ef-
forts and little labeled data (Joshi, Mi, and Faltings 2017;
Luo et al. 2019). However, the abundant heterogeneous in-
formation may not be fully utilized in Seq2Seq models.
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For example, the dialogue act flow information, as illus-
trated in Figure 1, is very important and should be mod-
eled, because this information can reflect the knowledge of
act patterns in real human-to-human conversation data and
is usually handcrafted in most existing commercial plat-
forms. Intuitively, incorporating heterogeneous information
into Seq2Seq based methods could not only reduce the de-
pendence on manual work, but also help to learn better end-
to-end dialogue agents.
To this end, this paper investigates the problem of how to
model end-to-end dialogue in a data-driven way and lever-
age heterogeneous dialogue information. To automatically
and effectively learn knowledge from data, we resort to rep-
resentation learning framework (Bengio, Courville, and Vin-
cent 2013) and propose a joint end-to-end model by multi-
task representation learning method to embed multiple in-
formation into low-dimensional vectors.
More specifically, the proposed method contains three
main components: (1) Heterogeneous data encoding; (2)
Space transformation; and (3) Multi-task prediction. In the
first component, the proposed method encodes heteroge-
neous dialogue information into low-dimensional semantic
embeddings. Then, the embeddings are transformed from
semantic space to a new space, namely dialogue act flow
space, via an autoencoder in the second component. The
learned embeddings in the new space are called Dialo-
gAct2Vec, which are expected to capture both the knowl-
edge of semantics and dialogue act flow pattern. In the last
component, the DialogAct2Vec are used to simultaneously
predict the next act and the next utterance.
The proposed method does not depend on much manual
work during system design, and meanwhile it can overcome
the limitation of Seq2Seq based methods that cannot fully
leverage heterogeneous dialogue information. The model
can effectively capture knowledge from multi-task represen-
tation learning, which is demonstrated by the experiments on
a public dataset for restaurant reservation.
The main contributions of this paper are:
• We formulate the problem of dialogue modeling and
agent building from the perspective of multi-task represen-
tation learning.
• We solve the problem by proposing a multi-task repre-
sentation learning method. The method has several advan-
tages: (1) It can learn knowledge from heterogeneous data;
(2) Multi-task learning can greatly improve the effectiveness
of learned representations; (3) The method is for end-to-end
dialogue modeling and does not require too much human
intervention in system design.
• Experiments are conducted on a public dataset, and the
proposed method outperforms the state-of-the-art baselines
on several metrics for both the predicting tasks of act and
utterance.
Related Work
There are a lot of research works with end-to-end models
for chit-chat conversation (Ritter, Cherry, and Dolan 2011;
Zhang et al. 2018). However, for task-completion dialogues,
it is still challenging to develop models without human in-
tervention (Chen et al. 2017). Many existing works treat
and learn each module of the pipeline separately, and then
concatenate them as one system. For example, a network-
based end-to-end trainable system for task-oriented dia-
logues is proposed (Wen et al. 2017), where the each mod-
ule (i.e. NLU, DST, DC and NLG) is trainable from data.
Therefore, the whole system is data-driven without too
much handcrafted effort. The trainable end-to-end system
can be improved by enhancing the dialogue control mod-
ule by a recent method (Li et al. 2017). However, sepa-
rately training each module requires a lot of labeled data,
and would lead to potential error accumulation along the
pipeline (Rastogi, Gupta, and Hakkani-Tur 2018). End-to-
end models are studied to learn a mapping from histori-
cal utterances to system responses for solving the labeling
and error propagation issues (Joshi, Mi, and Faltings 2017;
Luo et al. 2019), but it may suffer from lack of good policy
control without learning enough knowledge from heteroge-
neous training data.
Recently, multi-task learning methods are proposed to
improve the system’s stability because the multiple mod-
ules are trained together and the error propagation issue can
be alleviated. Moreover, the training efficiency can be im-
proved since multi-task learning would share network pa-
rameters and results in less workload for computing. How-
ever, integrating all the modules into one multi-task model is
still a challenge due to the difficulty of coordinating knowl-
edge representations for different tasks. Only parts of the
modules are connected in existing works, such as language
understanding and dialogue state tracking (Rastogi, Gupta,
and Hakkani-Tur 2018) and slot filling in E-commerce do-
main (Gong et al. 2019). On the other hand, some works
propose to model dialogue with knowledgeable representa-
tions, but do not involve multiple tasks (Wen et al. 2018).
In this paper, we explore to learn the joint representations of
dialogue control and natural language, and expect that the
combination of multi-task learning and representation learn-
ing could bring about better performance improvement.
Many works based on end-to-end neural networks have
been studied for each module of dialogue system, for exam-
ple, including the slot filling issue in natural language un-
derstanding (Bapna et al. 2017; Su, Yuan, and Chen 2018),
the dialogue state tracking task (Mrksˇic´ et al. 2017; Zhong,
Xiong, and Socher 2018; Xu and Hu 2018), the dialogue
control task with reinforcement learning (Lipton et al. 2018;
Williams, Asadi, and Zweig 2017), and the natural language
generation task (Li et al. 2016; Eric et al. 2017). Our work is
inspired by those existing neural network methods. A recent
work proposes a state tracking framework for multiple do-
mains to collect high-quality training data (Goel et al. 2018),
which shares the similar idea with us but for different moti-
vation, and we both consider to leverage the act sequence
information. Another work proposes to combine dialogue
self-play and crowd-sourcing to generate fully-annotated
dialogues with diverse and natural utterances (Shah et al.
2018), which shows that end-to-end neural models have
great promise towards building conversational agents which
can be trained from data.
Model Architecture
This paper proposes an end-to-end joint model by multi-task
representation learning method, which contains three main
components as shown in Figure 2: (1) Heterogeneous data
encoding; (2) Space transformation; and (3) Multi-task pre-
diction for the next system action and the next system utter-
ance.
Firstly, we leverage CNN (Kalchbrenner, Grefenstette,
and Blunsom 2014) and BiLSTM (Palangi et al. 2016)
with attention mechanism to encode heterogeneous dialogue
information, including the act sequence, historical utter-
ances and the current utterance, into embeddings in seman-
tic space. Generally, the assumption of semantic space is
that the embeddings should be close if they have some se-
mantic relationship, e.g. the positional relationship in nat-
ural language sequence, and otherwise they should be dis-
tant (Mikolov et al. 2013). Similarly, we propose a new dia-
log act flow space which embeds both the semantic knowl-
edge and dialogue flow knowledge, and the embeddings in
the space have an assumption that they should be close if
they are adjacent (or close) in the dialogue flows and oth-
erwise they are distant. Then, the new embeddings are ex-
pected to be superior to predict both the next system act and
the next system utterance at the same time. To this end, we
propose an autoencoder (Socher et al. 2011) based method
in the second component to achieve space transformation
from the semantic space to the dialogue act flow space. Fi-
nally, the third component performs multi-task prediction,
in which the new embeddings are used to predict both tasks
simultaneously. We name the learned representations, which
can capture the both-side knowledge, with DialogAct2Vec.
Problem Description
Assume a dialogue session has T dialogue turns, and we
do not distinguish whether it is user’s turn or system’s
turn. For each turn t ∈ {1, ..., T}, our model takes histor-
ical act sequence {a1, ..., at−1} ∈ A, historical utterances
{u1, ..., ut−1} ∈ U and the current user utterance ut−1 ∈ U
as inputs, and simultaneously outputs the predicted next act
at and the next utterance ut which the system agent will say
out. As shown in Figure 2, our model separately encodes the
current user utterance to highlight the user’s current states.
Our model includes an act sequence encoder, a historical ut-
terance encoder, a user utterance encoder, a DialogAct2Vec
autoencoder, a system act classifier and a system utterance
generator. In general, the model is designed for better learn-
ing the representations in the dialog act flow space from het-
erogeneous data through multi-task learning, to improve the
performance of act prediction and utterance prediction tasks.
Next, we will introduce the each component in details.
Act Sequence Encoder
Act information ai corresponds to each historical utterance
ui, where i ∈ {1, ..., t−1}, and all the acts within a dialogue
session are regarded as a sequence in order to utilize the
sequential information. We leverage a BiLSTM (Sutskever,
Vinyals, and Le 2014) to encode the act sequence informa-
tion with an attention mechanism which gives the acts differ-
ent weights for highlighting notable ones. The formal defi-
nition is:
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where h
−→
(a)
i and h
←−
(a)
i are the hidden states of forward LSTM
and backward LSTM, respectively. E(x) ∈ Rk means a
k-dimensional embedding of x. Equation 1-3 represent the
BiLSTM encoder and Equation 4-6 are for the attention
mechanism. r(a) is the final encoded representation of an
act sequence.
Historical Utterance Encoder
For a dialogue turn t, the data form of historical utterances
is a sequence of sentences {u1, ..., ut−1}, and each sen-
tence ui, i ∈ {1, ..., t − 1}, consists of a sequence of to-
kens {x1, ..., xn} where n is the length of the utterance.
To capture both the dialogue-level information within sen-
tence sequences and the semantic-level information of token
sequences, we preserve the hierarchical structure for mod-
elling and leverage a CNN model followed by an attention-
based BiLSTM to encode the historical utterances.
To get the embedding of an utterance, we concatenate all
its token embeddings (padded where necessary) as follows:
E(ui) = E(x1)⊕ E(x2)⊕ ...⊕ E(xn). (7)
Then, a feature cij of xj ∈ ui for CNN is generated from a
window by
cij = tanh(W · E(xj:j+h−1) + b), (8)
whereW ∈ Rh×k is a filter, h is the window size, k is the to-
ken embedding size, b ∈ R is a bias term, and E(xj:j+h−1)
refers to the concatenation of word embeddings from xj to
xj+h−1 in ui.
After moving the window from the beginning of an utter-
ance to its end, we can get a feature map:
ci = [ci1, ..., c
i
n−h+1] ∈ Rn−h+1. (9)
Then, a max-over-time pooling operation over the feature
map is performed and the maximum value cˆi = max{ci} is
taken as the feature corresponding to the filter W .
Since multiple filers with different window sizes can be
utilized, we can get the representation for each utterance ui
by
r
(u)
i = {cˆi1, cˆi2, ..., cˆim}, (10)
where m is the number of combinations of different filters
and window sizes. The CNN model captures the hierarchical
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Figure 2: The architecture of our multi-task representation learning model.
structure information and can also handle variable utterance
lengths.
After obtaining the utterance representations r(u)i , i ∈{1, ..., t − 1}, similar to the previous act sequence encoder,
a BiLSTM with attention mechanism is adopted to capture
the semantic information from the sequences, which can be
formally described as follows:
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r(u) is the final representation for the historical utterances.
User Utterance Encoder
We build a specific encoder for the current user utterance,
separately from the previous historical utterances, because
the current user’s state is expected to be highlighted and
learned by this encoder. To encode the utterance ut−1 with
a token sequence {x1, x2, ..., xn}, we leverage a BiLSTM
with attention mechanism. The final representation can be
formally described as follows:
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where E(x) is the embedding of token x and r(c) is the final
output of user utterance encoder.
DialogAct2Vec Autoencoder
To better capture and coordinate the heterogeneous knowl-
edge learned from various sequences of act and utterances,
we transform the three learned representations into a com-
mon space, namely Dialog Act Flow Space. The proposed
space is expected to embed both the knowledge of semantics
and that of dialogue flows, and we call the embeddings in
the new space as DialogAct2Vec. Then, DialogAct2Vec are
used to simultaneously predict the next act and the next ut-
terance. The process of space transformation is implemented
by an autoencoder, and multi-task learning algorithm is used
for the representations to capture the both knowledge.
Specifically, the DialogAct2Vec autoencoder includes
three layers: an encoding layer for semantic space, a hid-
den layer for transformation and a decoding layer for dialog
act flow space. The formal definitions are:
r(input) = [r(a), r(u), r(c)], (23)
h =W (e) · r(input)T , (24)
r(output) =W (d) · fT (h), (25)
where r(input) ∈ R3k is the concatenated result of previ-
ous three representations, h ∈ Rd is the hidden states, d and
s are the sizes of hidden layer and decoding layer, f(·) is
an activation function such as sigmoid, W (e) ∈ Rd×3k and
W (d) ∈ Rs×d are the parameters for encoding and decoding
respectively. Note that r(output) ∈ Rs is namely the trans-
formed representation, DialogAct2Vec, which is then used
for the subsequent multi-task prediction.
System Act Classifier
The first task in this work is act prediction. An act classifier
is set to connect with the previous DialogAct2Vec autoen-
coder. The classifier predicts the next act which the system
should execute in the next turn t, which is a multi-class clas-
sification problem.
To leverage multi-task learning, we use a softmax func-
tion to calculate each class’s probability and choose the class
with maximum value as the predicted act. Assume that we
have C(a) different classes of acts, the predicted act yˆ(a) can
be obtained as follows:
yˆ(a) = argmax
i
gi(W
(act)r(output)), (26)
where g(·) is a softmax function and W (act) ∈ RC(a)×s are
the parameters.
System Utterance Generator
The second task in this work is utterance prediction, in
which we leverage a retrieval-based generator to produce a
system utterance for the next dialogue turn t. Intuitively, the
KNN-based methods can do well for the retrieval task, but
we use the same form with the act classifier in order to make
the utterance prediction task be learnable and consistent in
our multi-task learning algorithm. This way shares the same
goal with the nearest neighbor task, but we change the prob-
lem from unsupervised learning to supervised learning.
Assume that there are C(u) classes and each utterance is
a class, the predicted target can be obtained as follows:
yˆ(u) = argmax
i
gi(W
(utt)r(output)), (27)
where W (utt) ∈ RC(u)×s are the parameters to learn.
Loss Function for Model Learning
We leverage a vanilla multi-task learning architecture (Arora
et al. 2018) and use a cross-entropy loss function for training
the model. The two-fold loss function is defined as follows:
L =− α
N∑
i=1
C(a)∑
j=1
y
(a)
j log[g(W
(a)r
(output)
i )]
− (1− α)
N∑
i=1
C(u)∑
j=1
y
(u)
j log[g(W
(u)r
(output)
i )],
(28)
where N is the number of samples, y(a)j and y
(u)
j are the
ground truths (1 or 0) for C(a)j and C
(u)
j . The first term is
for act prediction and the second is for utterance prediction
respectively, and α is a hyperparameter to balance the two
tasks.
Experiment
We report our model’s performance over baselines on the
two tasks: act prediction and utterance prediction.
Evaluation Metrics
For the act prediction task, since we treat it as a multi-class
classification problem with 9 classes, the metrics we em-
ployed for evaluation are Micro-F1 and Macro-F1.
For the utterance prediction task, we regard it as retrieval-
based utterance generation, which is actually a very sparse
multi-class classification problem in our experiment. All
the candidate utterances are ranked based on the predicted
scores and the top@k (k = 1, 3, 5, 10) are retrieved for
evaluation. We calculate the BLEU@k (k = 1, 2, 3, 4) and
the cumulative BLEU@4 (BLEU@4(cumu)) for evaluating
the similarity between the retrieved ones and the ground
truths (Papineni et al. 2002).
Considering that it is an imbalanced multi-class classifi-
cation problem for act prediction and the utterance predic-
tion task is for generating the right utterance, we focus on
Micro-F1 and BLEU@4(cumu) the two metrics for respec-
tive tasks.
Baselines
We select recently-proposed methods as our baselines for
comparison. Since our tasks are act prediction and utterance
prediction, we do not choose those baselines for natural lan-
guage generation. Also, newer methods for single part, i.e.
DC (Lipton et al. 2018) or NLG (Luo et al. 2019), rather
than the complete system are not considered in our experi-
ments. The baselines may apply to only one or both of the
two tasks. Our model is named with MTRL.
Some variants of our model are also built by removing one
or more components from it to see how each component can
perform and contribute to the final performance. The com-
pared baselines include:
• Seq2Seq with Attention. This is a naive sequence-to-
sequence model with attention mechanism that maps an ut-
terance to another one. This model only applies to the utter-
ance prediction task.
• BiLSTM-CRF (Kumar et al. 2018). This is a specific
model for the act prediction task and it is implemented by
using BiLSTM and conditional random field (CRF).
• HCNs (Williams, Asadi, and Zweig 2017). This is a re-
cent end-to-end pipeline method learned also from DSTC2
by proposing the Hybrid Code Networks4. We compare with
this model for the utterance prediction task.
• HisSeq2Seq (Act or Utt). This model is a Seq2Seq with
Attention model with an additional encoder for historical ut-
terances to predict the next act or utterance respectively. This
model is for single task.
• HisSeq2Seq with Act (Act or Utt). This is HisSeq2Seq
model with encoding act sequence information for the act
prediction or utterance prediction respectively. This model
is also for single task.
• SingleMTRL (Act or Utt). This model is a single-task
version of our model which utilizes all the heterogeneous
data and includes the Autoencoder.
• MTRL without Act. This is a multi-task learning model
based on the HisSeq2Seq model, i.e. a model by removing
the act sequence information from MTRL.
• MTRL without Autoencoder. This is a multi-task learn-
ing model based on the HisSeq2Seq with Act model, i.e. a
model by removing the DialogAct2Vec Autoencoder com-
ponent from MTRL.
• MTRL. This is our proposed end-to-end model by multi-
task representation learning method. It models heteroge-
4http://docs.deeppavlov.ai/en/latest/features/skills/go bot.html
Table 1: Statistics of DSTC2 dataset.
Number of Dialogues 3,227
Average Turns per Dialogue 15.76
Average Words per Turn 8.47
Number of Words 1,205
Number of Samples 25,437
Number of Tokens 2,909,852
Table 2: Performance of act prediction task.
Model Micro-F1 Macro-F1
BiLSTM-CRF 0.7381 0.3259
HisSeq2Seq(Act) 0.6901 0.3828
HisSeq2Seq w/ Act(Act) 0.7032 0.3955
SingleMTRL(Act) 0.7159 0.4058
MTRL(our model) 0.7412 0.4654
neous dialogue information and embeds them into low-
dimensional vectors by the Autoencoder.
Dataset
We use the public dataset DSTC2 (Henderson, Thomson,
and Williams 2014a) that belongs to restaurant reservation
scenario to evaluate our method and baselines. For each dia-
logue with T turns, we re-organize the utterance and act data
into T samples. For each turn t = {1, 2, ..., T}, a sample is
created with a historical act sequence and a historical utter-
ance sequence, and the labels are the current act and current
utterance. In total, we have 25,437 samples including train-
ing set and test set. The statistics of the dataset is listed in
Table 1. We have nine different classes of acts, which is an
unbalanced distribution.
Training Setting
We use the stochastic gradient descent (SGD) method to op-
timize our model and set the minibatch size as 32. During
training all the baseline models, a subset of 10% samples
are randomly separated from the whole training dataset and
they are used for validation. All the experimental results are
from 5-fold cross validation.
We adopt the well-trained GloVe embeddings with a di-
mension size of 300 (Pennington, Socher, and Manning
2014) as the input token embeddings. If there is a token not
existing in the dictionary of GloVe embeddings, zero is used
for padding. Although the proportion of unknown tokens is
small, only 0.24% among all the tokens by our statistic, we
still tried to use the ‘unk’ token from GloVe dictionary for
padding, and find the results are comparable. To reduce the
computing workload, we adopt zeros for padding. For the
input representations of acts, we build one-hot vectors with
a dimension size of the number of different acts.
For the CNN model built in the historical utterance en-
coder, we set 3 layers with 32 filers in total and the sizes of
filters are 3, 4, 5. The size of hidden state in BiLSTM is set
as 80. The size of hidden state in autoencoder is set as 128,
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Figure 3: Training curve of our model.
and its input size and output size are both 160. The balancing
factor α is set as 0.5 in our experiments.
Results on Act Prediction
Table 2 shows the performance of multi-class classification
for the act prediction task. We can find that both the act
sequence information and the DialogAct2Vec Autoencoder
are greatly helpful to improve the performance, compared
between MTRL and other baselines. Seeing from BiLSTM-
CRF’s performance, it seems only encoding historical infor-
mation or act sequence information does not guarantee the
best results on Micro-F1. However, combining all the pos-
itive components with multi-task learning, like our model,
can achieve the state-of-the-art performance, which means
the other task of utterance prediction also contributes posi-
tively to this task of act prediction.
Results on Utterance Prediction
Table 3 shows the performance of utterance prediction task
by evaluating the top 3 retrieved candidates. Similar to the
performance from act prediction (Table 2), our model can
achieve the best performance against all the other base-
lines in terms of every metric. This also illustrates that the
act sequence information, the DialogAct2Vec Autoencoder
and multi-task learning can jointly contribute to the per-
formance. Seq2Seq with Attention model uses a genera-
tive model for language generation, so the utterance qual-
ity is significantly lower than other retrieval based meth-
ods. Although the pipeline based HCNs has comparable
performance with the SingleMTRL(Utt) model in terms of
BLEU@4(cumu), the later model requires much less hand-
crafted work during system design. This experiment indi-
rectly suggests that the task of predicting the next act can
also help to better predict the next utterance.
We also evaluate the performance with different numbers
of retrieved candidates in terms of BLEU@4(cumu) metric.
Figure 4 shows the results by setting the number k as 1, 3,
5 and 10 respectively. We find that the curves are changing
consistently, which illustrates that our model is stable.
Ablation
To further analyze the reason why our model can achieve
better performance, we conduct several ablation experiments
in Table 4 to evaluate the different components in our model.
Table 3: Top@3 performance of utterance prediction task.
Model BLEU@1 BLEU@2 BLEU@3 BLEU@4 BLEU@4(cumu)
Seq2Seq w/ Attention 0.2812 0.1230 0.1631 0.2045 0.2112
HCNs 0.5352 0.4915 0.4658 0.4429 0.4488
HisSeq2Seq(Utt) 0.5787 0.4097 0.3444 0.3119 0.3446
HisSeq2Seq w/ Act(Utt) 0.6255 0.4771 0.4187 0.3912 0.4178
SingleMTRL(Utt) 0.6454 0.5049 0.4476 0.4199 0.4468
MTRL(our model) 0.6609 0.5237 0.4672 0.4388 0.4672
Table 4: Ablation experiment by removing one component from MTRL.
Model Act Prediction Utterance PredictionMicro-F1 Macro-F1 BLEU@1 BLEU@2 BLEU@3 BLEU@4 BLEU@4(cumu)
MTRL(our model) 0.7412 0.4654 0.6609 0.5237 0.4672 0.4388 0.4672
MTRL w/o Act 0.6922 0.3665 0.5973 0.4341 0.3703 0.3400 0.3710
MTRL w/o Autoencoder 0.7188 0.4123 0.6354 0.4949 0.4376 0.4099 0.4368
1 3 5 10
Top@K
0.4
0.6
BL
EU
@
4(
cu
m
u)
MTRL w/o Act
MTRL w/o Autoencoder
MTRL
HisSeq2Seq(Utt)
HisSeq2Seq w/ Act(Utt)
SingleMTRL
Figure 4: Top@k performance for utter-
ance prediction task.
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Figure 5: Performance comparison with different hidden layer sizes in Dialo-
gAct2Vec Autoencoder.
By removing the act sequence information for encoding,
both the tasks are affected greatly. It means that (1) the
act information is important and (2) our model captures the
knowledge well. The similar finding is reflected by MTRL
w/o Autoencoder. The phenomenon that the MTRL w/o Act
model is worse than the MTRL w/o Autoencoder model is
consistent, which suggests that the act information modeling
is more significant than the space transformation. However,
despite that, the transformation is still necessary.
Hyperparameters Sensitivity
Here, we explore various hyperparameter settings to eval-
uate our method. Figure 3 shows the training curve of our
model on Micro-F1 and BLEU@4(cumu) for the act predic-
tion task (left y axis) and the utterance prediction task (right
y axis) respectively. We can see that, with increasing num-
ber of epochs, our model can obtain better performance, and
after about 40 epochs of training, the model becomes stable.
To evaluate the capability of the proposed DialogAct2Vec
Autoencoder component, we compare the models with dif-
ferent hidden layer sizes, ranging from 64, 128, 256 to 512.
Figure 5(a) shows the results of act prediction task and Fig-
ure 5(b) is for the utterance prediction task. We can find that
setting the size as 128 can achieve optimal performance.
Conclusion and Future Work
To avoid too much manual intervention and fully utilize vari-
ous information in end-to-end dialogue agent modeling, this
paper proposes a novel end-to-end model by multi-task rep-
resentation learning. The proposed method is scalable and
effective to capture heterogeneous information, and features
translating semantic embeddings to a new dialog act flow
space through a DialogAct2Vec Autoencoder. Experiments
demonstrate that (1) the newly-learned representations can
well capture both the semantic knowledge and dialogue act
flow knowledge, and (2) multi-task learning is helpful to
learn better representations for both the tasks of act predic-
tion and utterance prediction. In the future, we will explore
how to integrate generative models in end-to-end dialogue
agent learning, which can generate more diverse utterances.
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