Abstract-The complexity index ( ) quantifies the intrinsic dimensionality of the global complexity of a point set, and was shown to be able to characterize electroencephalogram spatial-temporal features. The complexity index is conceptually comprehensible and easily implemented, yet, it is time consuming. In this paper, we present an efficient computational method based on the projection of the high-dimensional state-space points onto a one-dimensional axis. The computational time decreases by at least 50%, without affecting the measure accuracy.
I. INTRODUCTION
The electroencephalogram (EEG) is an important clinical tool for diagnosing and monitoring the nervous system regarding normal or pathological conditions. The temporal and spatial EEG features provide a basis for the detection of focal pathologies [1] . To deal with an enormous amount of recorded EEG, data quantification has been the primary step of EEG analysis. In addition to the popular time-domain and frequency-domain approaches, other techniques have been introduced and proved useful in EEG analysis [2] . Among them, methods based on the nonlinear dynamical theory have been used for over a decade to quantify the underlying brain dynamics and evaluate the EEG waveform complexity [3] - [6] . Nonetheless, tools from nonlinear dynamical theory used for EEG analysis, such as the dimensional computation and Lyapunov exponent estimation, mostly suffer from computational inefficiency and bias from implementing parameters [4] , [7] . Thus, they are not yet feasible for long-term monitoring in small computers. On the other hand, the spatial EEG features over the scalp surface are of great importance. Destexhe et al. [8] and Dvorak [9] proposed to estimate the correlation dimension of multichannel EEG by using the number of recording sites as embedding dimension of the state space [10] . Then the n-channel EEG data were viewed as a trajectory in n-dimensional state space. In this way they were able to evaluate the "global" correlation dimension quantifying the spatial-temporal feature of EEG. Since evaluating the correlation dimension involves slope computation using linear regression, an appropriate linear scaling region needs to be determined first. This kind of indirect estimation procedure is a crucial drawback in practical situations.
The topological or intrinsic dimensionality of a point set was introduced to characterize data sets in the field of pattern recognition [11] - [14] . To improve the computational efficiency, methods for determining the intrinsic dimension were mostly based on local approaches, that is, quantifying the local features in small regions [13] , [15] - [17] . Among them, the K's nearest neighborhood (KNN) analysis provides an approach for directly estimating intrinsic dimensionality [12] , [15] , [18] . The method is conceptually simple, yet, has a drawback of spending an enormous amount of time on exhaustive searches for the KNN distance. Thus, we develop a new algorithm for searching the KNN distance, which saves a lot of computer time. When adapted to multichannel EEG analysis to explore the spatial-temporal characteristics, the intrinsic dimensionality reflects variations in the degree of waveform complexity in a data set. Hence the estimated result is to be called "complexity index ()."
II. AN IMPROVED KNN ALGORITHM FOR EVALUATING Let X = fX i g N i=1 be the set of points on the EEG trajectory, where X i is an n-dimensional point constructed from the n-channel EEG signals. 
where the operator k1k evaluates the Euclidean distance. Fukunaga and Flick [15] analyzed the pattern classification error and obtained
where Efd KNN g is the first-order moment of d KNN . The d KNN denotes the Kth NN distance of any hypersphere in X. Equation (2) points out the effect of K on classification error for a given number of space dimension n. Fukunaga and Flick aimed at quantifying the pattern classification error in the KNN model. They hypothesized an n-dimensional space for the pattern vectors, where n is an integer. In order to quantify the global waveform complexity of multichannel EEG, we apply the concept of fractional dimensionality of a strange attractor. Following their work, we derived the equation for evaluating the complexity index as follows [19] :
Equation (3) is actually implemented in the algorithm as Fig. 2 , two points s r and s t define the left and right boundary of the searching region on the principal axis. Note that, given a seed point s p , the number of points being searched before satisfying (8) cannot be estimated by some a priori knowledge of the EEG space trajectory. Thus, computational complexity cannot be explicitly determined by parameters like N , K, and n. An empirical approach for evaluating the computational efficiency is applied (Section III).
To validate the accuracy of the developed method, Table I lists the average (denoted by
) evaluated for the model-generated trajectory. The correlation dimension reported in [20] is shown for comparison.
The was computed by averaging the s over a moderate range of values of K (30 K 60) to obtain a reliable estimate. The resulting approximates well the correlation dimension except for the Zaslavskii map. Next, we apply the proposed method to the multichannel EEG signals and compare its computational efficiency with that of the straightforward algorithm [see, (4) ]. Both algorithms were programmed in Turbo C. The following results were obtained by executing the algorithms on a Pentium-133 notebook computer.
III. RESULTS OF EFFICIENCY COMPARISON
Our previous work has demonstrated the capability of in characterizing the spatial-temporal feature of the multichannel EEG signals [19] . In the paper, the EEG data analyzed were recorded from a patient who had an epilepsy syndrome called "Benign Partial Epilepsy of Childhood," yet had never had obvious epileptic seizures (provided by Dr. F. Matsuo, Department of Neurology, University of Utah Medical School). Prominent focal-sharp-wave transients appeared several times. The patient was sleeping during the recording. A 25-channel electrode array, including 19 channels in the 10-20 system and six south-hemispherical channels [21] , with a common linked-ear reference was applied. The sampling rate was 200 Hz. In [19] , we showed that the running curve (window length: 1000 samples, moving size: curred. The analysis demonstrated that the running curve might be used to detect the occurrence of particular events in the EEG monitoring. On the other hand, an array composed of channels with quite different waveform patterns (spatially uncorrelated) tended to have a larger
. Thus, the analysis may be a tool to study the spatial correlation in the multichannel EEG signals.
In this paper, we aim to validate the efficiency of the proposed algorithm. The two algorithms presented in Section II will be referred to as algorithm-A (the straightforward implementation) and algorithm-B (the efficient method). The EEG signal is the same one that was analyzed in [19] . First, a five-channel protocol, involving electrode sites F3, F4, Cz, P3, and P4, is used to compare the efficiency of two algorithms for different values of N , K, and n (Figs. 3-5) . For increasing N , this reduction becomes more evident. The efficient algorithm (B) reduces the computational time to less than half the time required by algorithm-A at 1500 samples, and it has a much slower slope. The algorithm-A undoubtedly needs to evaluate N 2 (N 0 1) interpoint distances for an N -point state-space EEG trajectory. The algorithm-B spends less than 10% of the total computational time to find the principal axis and to project the n-dimensional state-space points onto the principal axis. Most of the computational time is consumed by the computation of interpoint distances. However, unlike the algorithm-A, the number of interpoint distances being computed by the algorithm-B cannot be equated. An empirical approach is applied to show how the algorithm-B achieves its computational efficiency. Let Ni denote the number of interpoint distances being computed by algorithm-B in order to obtain d i; KNN for all i if applying algorithm-A. The result for algorithm-B is plotted in Fig. 6 . As addressed in Section III, there exists no explicit relation between the number of points being searched and the parameters of the EEG trajectory, which is corroborated in this figure. As shown in Fig. 6 , most N i are smaller than 1000 (N=2). The average of N i , N i , is 740. Consequently, the overall computational time can be reduced by at least one half. Finally, according to our experience and the manner KNN distance is computed, the computational time required is approximately the same for any given K, N, and n, independent of the EEG spatial-temporal complexity.
IV. CONCLUSION
This paper demonstrated an efficient methodology for computing the intrinsic dimensionality used to quantify the spatial-temporal feature of the multichannel EEG signals. The n-dimensional points on the EEG trajectory (the set [X]) were first projected onto the principal axis derived from the largest eigenvector of the covariance matrix of [X] . The order and the distances of the projected 1-D points provide a guideline for the algorithm to confine its searching scope to a smaller region.
The algorithm need not perform the exhausting search for all KNN distances. The computational time, thus, decreases substantially.
