INTRODUCTION
Box Jenkins and to a limited extent the exponential smoothing techniques are commonly used in the analysis of time series in agriculture. Main drawbacks in these models are that, they are suitable only for the stationary series (Box et al., 1994) , empirical in nature and fail to explain the underlying mechanism. It is not always possible to create a time-series stationary by differencing or by some other means. Hence, this approach could be limited to few data sets. Also, correlogram and partial auto correlation function specifying the models are not always very informative, especially in small samples. This could lead to inappropriate models and predictions.
Unobserved component model (UCM) is a promising alternative approach to overcome these problems (Harvey, 1996) . It is also known as structural time series models and it is a flexible class of models which are useful for forecasting. It decomposes the response series into latent components such as trend, cycle and seasonal effect and linear and nonlinear regression effects. The saline feature of the UCM is latent components, which follow suitable stochastic models and it provides suitable set of patterns to capture the outstanding actions of the response series. UCM can also consist of explanatory variables. Apart from the forecast, structural modeling gives estimates of these unobserved components and it is of very useful in practical usage. UCM can handle intensive data irregularities too. It is very similar to dynamic models and also popular in the Bayesian time series (West & Harrison, 1999) .
Perennial crop production is influenced by environmental and management factors. It is quite hard to assume that the underlying parameters are consistent and difficult to capture the latent components by univariate ARIMA models. Harvey & Todd (1983) reported in detail the advantages of UCM over seasonal ARIMA. Ravichandran & Prajneshu (2001) compared the efficiencies of ARIMA and State Space Modeling utilizing all-India Marine products export data and Kapombe & Colyer (1998) studied that structural time series model to estimate the supply response function for broiler production in the United States using quarterly data. Ravichandran & Muthurama, (2006) utilized UCM model to model and forecast the rice production of India. Even though the UCM has been used in actual scenario, there is hardly any use of UCM in forecasting perennial crop production. The aim of this study was to investigate the possibility of using UCM for modeling and forecasting annual national coconut production of Sri Lanka.
METHODOLOGY

Data used in the study
Annual coconut production from 1950 to 2012 collected from Coconut Research Institute (CRI) in Sri Lanka was used for the study.
UCM
A UCM consists of trend, cycle, seasonal and irregular components, and specified of the form (Harvey and Stock, 1993) .
where t t ϕ µ , and t ω denotes the stochastic trend, stochastic cycle and seasonal component respectively. Here t ε is the overall error (irregular component), which is assumed to be a Gaussian white noise with variance 2 ε σ . Since the data used is annual, seasonal effect cannot be identified and thus the UCM for the data can be formulated of the form
Estimating trend effect
There are two different ways to modeling the trend component in UCM. The first method is by mean of random walk (RW) model, (3). The RW model can be formulated of the form (Harvey & Koopman, 2009) .
The second method involves modeling the trend as a Locally Linear Time trend (LLT), which consist of both level and slope (Harvey, 2001 ). The trend, t µ is modeled as a stochastic component with varying level and slope and it can be formulated of the form,
Where t β is the slope of the local linear time trend. The disturbances t δ and t τ are assumed to be mutually independent. Special cases of this trend model is obtained by setting one or both of the disturbance variances, Thus the reduced form of a LLM is the ARIMA (0, 2, 2) model.
Estimating cyclic effect
Cyclical function of time t ϕ with frequency λ is usually measured in radians. The period of the cycle, which is the time taken to go through its complete sequence of values, is 2 π / λ . A cycle can be expressed as a mixture of sine and cosine waves, depending on two parameters, α and β (Harvey & Stock, 1993) . The model is stationary if ρ is strictly less than one, and if λ is equal to 0 or π it reduces to a first-order autoregressive process.
Residual analysis and forecasting
A useful diagnostic tool for investigating the randomness of a set of observations is the correlogram. Residual diagnostic plots are useful for checking the normality and the randomness in the residuals. For the fitted models, distribution of auto correlation function residuals were examined graphically as well as tested. After verification of the assumptions of residuals of the selected model, model was used to forecast the values from 2013 to 2017. The PROC UCM of SAS was used for model fitting.
RESULTS AND DISCUSSION
The time series plot of annual coconut production showed the positive trend (Fig. 1) . With this positive trend in the data, all possible components such as cycle and irregular component was tested by using a UCM of the form. Observed, fitted and forecasted values for fixed slope structural time series model is shown in Table 3 . According to Table 3 , forecasted error percentages for past five years were below 4% except in 2010. In fact, large error percentage for the year 2010 could be due to the unusual value for 2010 compared to other years. Forecasted value for 2013 is 2739.1 million nuts. 
