The local entropy of a nonequilibrium system of independent fermions is investigated, and analyzed in the context of the laws of thermodynamics. It is shown that the local temperature and chemical potential can only be expressed in terms of derivatives of the local entropy for linear deviations from local equilibrium. The first law of thermodynamics is shown to lead to an inequality, not an equality, for the change in the local entropy as the nonequilibrium state of the system is changed. The maximum entropy principle (second law of thermodynamics) is proven: a nonequilibrium distribution has a local entropy less than or equal to a local equilibrium distribution satisfying the same constraints. It is shown that the local entropy of the system tends to zero when the local temperature tends to zero, consistent with the third law of thermodynamics.
I. INTRODUCTION
The local entropy of an interacting quantum system is a problem of fundamental interest in many-body physics, 1-5 quantum field theory, 6-9 and cosmology.
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In this context, the entanglement entropy 15 is of central importance. However, for quantum systems out of equilibrium, even an understanding of the local entropy for independent particles is lacking. 16, 17 The quest to understand local entropy of interacting quantum systems without first establishing the results for independent particles may be akin to seeking a theory of superconductivity without first understanding the noninterating Fermi gas.
In previous work, 18, 19 we showed that local thermodynamic observables such as the temperature and chemical potential can be placed within the framework of the laws of thermodynamics, even for quantum systems far from equilibrium. As for the entropy itself, this has so far been shown only for the third law of thermodynamics, that the local entropy tends to zero as the local temperature tends to zero. 20 On the other hand, Esposito, Ochoa, and Galperin have constructed a definition of the local entropy 17 of a time-dependent resonant level model that explicitly obeys all laws of thermodynamics even far from equilibrium. However, their result 17 does not reduce to the known result for the entropy in equilibrium. Moreover, the quantities in their theory cannot be expressed as expectation values of quantum mechanical operators, calling into question the theoretical basis of their formalism.
In the present article, we propose a definition of the local entropy of a nonequilibrium steady-state system of independent fermions based entirely on local quantum observables. We analyze how this nonequilibrium entropy fits within the framework of the laws of thermodynamics. We find, contrary to the claims of Ref. 17 , that the laws of thermodynamics cannot in general be expressed in differential form in terms of the nonequilibrium entropy. Rather, such expressions are shown to hold only to linear order in the deviation from equilibrium, and result in inequalities for systems far from equilibrium, consistent with the maximum entropy principle. Our detailed analysis of the laws of thermodynamics in terms of the local nonequilibrium entropy reveals important insights into the statistical mechanics of quantum systems far from equilibrium.
II. ENTROPY DEFINITIONS
The starting point for our analysis is the known result for the global entropy of a nonequilibrium system of independent fermions
where f n is the probability that the nth single-particle energy eigenstate (orbital) is occupied. This result may be derived straightforwardly from the standard definition
whereρ is the density matrix of the system. The density matrix describing a steady state (in or out of equilibrium) is diagonal in the energy basis, and for independent fermions may be written asρ = ⊗nρ n , where the density matrix of a single orbital iŝ
Then lnρ = n lnρ n , which leads directly to Eq. (1).
Since we are interested in open quantum systems with (generically) continuous spectra, the sum over states in Eq. (1) may be replaced by an energy integral
where g(ω) ≡ Tr {A(ω)} is the density of states of the system and
is the spectral function. G < (ω) and G > (ω) are Fourier transforms of the nonequilibrium Green's functions
whereψ † (x, t) andψ(x, t) are fermion creation and annihilation operators. 23 The distribution function f (ω) may be defined in terms of the Green's functions of the quantum system as
See Ref. 24 for a discussion of nonequilibrium distribution functions.
A. Local entropy
In order to define a local entropy for a nonequilibrium quantum system, we consider the projection operator
satisfying the completeness relation
The local density of states is then
and the local distribution function is
. (12) Note that these quantities agree with the definitions 19 of the local spectrum and local distribution function sampled by a probe for the case of a broad-band probe coupled locally to the system by a tunneling-width matrix Γ p (x) = γ p |x x|. Our ansatz 20 for the local entropy of a nonequilibrium system of independent fermions is based on the global nonequilibrium entropy formula (4), but formulated in terms of the local observables g(ω; x) and f (ω; x):
S(x) so defined is the local entropy per unit volume.
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The particle density N (x) and energy density E(x) of the nonequilibrium system are
Fig. 1 shows the nonequilibrium particle, energy, and entropy densities of a single-molecule junction consisting of an anthracene molecule covalently bonded to source and drain electrodes at the sites marked by the red and blue squares, respectively. Source and drain are held at temperatures of 300K and 100K, respectively, with an electrical bias of 1.5V. N (x) and E(x) have contributions from all of the occupied states of the molecule, while S(x) mainly has contributions from electrons in the LUMO and holes in the HOMO of the molecule.
Particle density N (x) (top panel), energy density E(x) (middle panel), and entropy density S(x) (bottom panel) of an anthracene molecular junction, evaluated at a height of 2.0Å above the plane of the C nuclei. Source and drain electrodes held at temperatures of 300K and 100K, respectively, with an electrical bias of 1.5V between them, are covalently bonded to the molecule at the sites marked by the red and blue squares, respectively.
B. Subspace Entropy
Similarly, the local entropy of a subspace α of a quantum system can be defined with the help of the projection
The density of states of subspace α is
and the distribution function of subspace α is
(18) The local entropy of subspace α is
and is an extensive quantity (not normalized to unit volume). S α is not the same as the local entropy defined by the reduced density matrix of the subspace spanned by the projection operatorP α . Tracing over the rest of the system discards all but the coarsest features of the spectrum ifP α is highly local, leading to a local entropy formula with little thermodynamic meaning. Moreover, local properties such as g(ω; x) and f (ω; x) are clearly measurable by scanning probe techniques and/or near-field photoemission, so it behooves us to seek a local thermodynamic description of the system in terms of these local observables.
C. Convexity
In equilibrium, the distribution function is homogeneous throughout the system, f (ω) = f α (ω) = f (ω; x). This implies that the local entropies are additive in equilibrium:
However, out of equilibrium, the distribution function is in general inhomogeneous. At each energy, the global distribution function is a weighted average of the local distributions:
and
The convexity of the function −f ln f − (1 − f ) ln(1 − f ) (see Fig. 2 ) then implies
The excess entropy with increasing subsystem size is akin to the entropy of mixing, since the global distribution function is an energy-dependent mixture of the inhomogeneous local distributions. This effect is to be contrasted with entanglement entropy, which has the opposite sign, 26 and is absent from the present discussion since we consider independent fermions in steady state. 
In the following, we focus on an analysis of the local entropy S(x); analogous results for the entropy of an arbitrary subsystem are given in Appendix A.
III. ZEROTH LAW
Let us consider the conditions under which the local temperature and chemical potential can be uniquely defined in terms of derivatives of the local entropy. The first variation of Eq. (13) gives
Since 0 ≤ f (ω; x) ≤ 1, 19 we can write f (ω; x) = 1 e h(ω;x) + 1 (25) without loss of generality, where h(ω; x) ∈ R, so that ln
we have
where β(x) = [k B T (x)] −1 and N (x), E(x) are defined in Eqs. (14) , (15) . Note that Eq. (27) holds irrespective of the functional form of δf (ω; x), provided f = f 0 .
We thus have the following definitions of local temperature and chemical potential, valid to linear order in deviations from local equilibrium:
. (28) The ability to express T and µ in this way for equilibrium systems underlies the universality of equilibrium states codified in the zeroth law of thermodynamics.
Far from equilibrium, on the other hand,
and ∂S(x)/∂N (x)| E(x) are not well defined because δS(x) [Eq. (24)] depends in detail on the whole function δf (ω; x). T (x) and µ(x) can still be uniquely defined 27 far from equilibrium by an appropriate measurement protocol, 18,19,28 but they do not have any a priori relation to variations of the local nonequilibrium entropy.
IV. FIRST LAW
Eq. (27) implies that the first law of thermodynamics governs the change in local entropy for linear deviations from local equilibrium. Let us next consider arbitrarily large deviations from local equilibrium
In order to analyze the change in entropy of the system when it is driven far from a local equilibrium distribution f 0 , it is useful to define an auxiliary distribution f p (ω), a Fermi-Dirac distribution with temperature T p and chemical potential µ p (see Fig. 3 ), that satisfies the two constraints
where N (x) and E(x) are the local particle and energy densities of the nonequilibrium system defined in Eqs. (14) and (15), respectively. That is to say, the local particle density and energy density of the nonequilibrium system with distribution f (ω; x) are the same as if the local spectrum were populated by the equilibrium distribution f p (ω). f p is the distribution of a floating broad-band thermoelectric probe coupled locally to the system.
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Similarly, we can define 20 an auxiliary local entropy S p (x) by replacing f (ω; x) by f p (ω) in Eq. (13) . Since 
S p is the entropy of an auxiliary equilibrium system, it is a state function obeying the usual thermodynamic relations. In particular,
In contrast, the change in S(x) for small deviations about a nonequilibrium distribution cannot be described by Eq. (27) . A Taylor expansion of the integrand in Eq. (13) yields
where the inequality is proven below in Sec. V. Thus the total change in entropy of the system ∆S(x) = S(x) − S 0 (x) cannot be inferred from the first law of thermodynamics if the final distribution f (ω; x) is not an equilibrium distribution. Instead, the first law gives a bound on ∆S(x),
This behavior is illustrated in Fig. 4 , which shows the change in local entropy as a function of electrical bias in a model two-level quantum system. 29 S coincides with S p in the linear-response regime (regime of unit slope on the log-log plot) but falls below S p for large bias (far from equilibrium). ∆S ≃ ∆Sp in the linear-response regime, while ∆S ≤ ∆Sp in general, where Sp is the entropy of an auxiliary equilibrium system with the same particle density and energy density as the nonequilibrium system.
V. MAXIMUM ENTROPY PRINCIPLE
In this section, we prove the inequality S(x) ≤ S p (x). That is to say, the Fermi-Dirac distribution f p (ω) is the state of maximum entropy subject to the constraints (14) and (15) . The extremal distribution satisfies
where δS(x) is given by Eq. (24) and α and β are Lagrange multipliers. Eq. (35) may be evaluated straightforwardly, giving
This leads to the maximum entropy distribution
with the usual identification of the Lagrange multipliers
To verify that this extremum is indeed a maximum, we note that the second variation is negative, as shown in the first line of Eq. (33). The maximum-entropy principle is illustrated for a model two-level quantum system 29 far from equilibrium in Fig. 5 .
The maximum-entropy principle is a manifestation of the second law of thermodynamics in a nonequilibrium quantum system: it indicates that the system would relax to a local equilibrium distribution of maximum entropy if the forces driving it out of equilibrium were turned off.
VI. THIRD LAW
The local temperature of a quantum system far from equilibrium is thermodynamically meaningful only when both the local energy and occupation densities are fixed. 27 In particular, a floating broad-band thermoelectric probe coupled weakly to the system at the point x yields the value T p defined above in Secs. IV-V (see Refs. 19 and 27 for discussion). Then, one can ask what happens to the local nonequilibrium entropy as the measured value T p → 0?
For sufficiently low values of T p , one can evaluate Eq. (13) to leading order in the Sommerfeld expansion, obtaining
Eq. (39) is a local statement of the third law of thermodynamics for nonequilibrium fermion systems. A similar derivation of the third law using a slightly different definition of local entropy was given in Ref. 20 .
VII. CONCLUSIONS
A definition of the local entropy of a nonequilibrium system of independent fermions was proposed, based entirely on local quantum observables. The laws of thermodynamics were analyzed in terms of differentials of the local nonequilibrium entropy. In general, this procedure only leads to equalities for linear deviations from local equilibrium. In certain cases, inequalities were derived for systems far from equilibrium, consistent with the maximum entropy principle. Our conclusions also hold for the entropy of an arbitrary subsystem of a nonequilibrium quantum system.
