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Nanowires with a GaSb core and an InAs shell (and the inverted structure) are interesting for
studies of electron-hole hybridization and interaction effects due to the bulk broken band-gap align-
ment at the material interface. We have used eight-band k · p theory together with the envelope
function approximation to calculate the band structure of such nanowires. For a fixed core radius,
as a function of shell thickness the band structure changes from metallic (for a thick shell) to semi-
conducting (for a thin shell) with a gap induced by quantum confinement. For intermediate shell
thickness, a different gapped band structure can appear, where the gap is induced by hybridization
between the valence band in GaSb and the conduction band in InAs. To establish a relationship
between the nanowire band structures and signatures in thermoelectrical measurements, we use the
calculated energy dispersions as input to the Boltzmann equation and to ballistic transport equa-
tions to study the diffusive limit and the ballistic limit, respectively. Our theoretical results provide
a guide for experiments, showing how thermoelectric measurements in a gated setup can be used to
distinguish between different types of band gaps, or tune the system into a regime with few electrons
and few holes, which can be of interest for studies of exciton physics.
I. INTRODUCTION
The material system GaSb/InAs is of great interest
because it is nearly lattice matched and has a bulk bro-
ken band gap alignment; see Fig. 1(a). The bulk broken
band-gap alignment leads to a system with hybridizing
electron and hole states close to the interface. When con-
fined in a two-dimensional quantum-well geometry, the
hybridization effect can be large enough that the band
structure becomes inverted and gapped at the same time;
we call such a band gap a hybridization gap. In this case,
it has been proven that the GaSb/InAs material system
is a topological insulator; it is then the hybridization
gap that is responsible for the quantum spin Hall effect.1
In two dimensions, the GaSb/InAs material system may
also host excitonic ground states2 and interesting spin-
orbit effects3; and in zero dimensions coupled electron
and hole quantum dots have been studied.4,5
Recently, it has become possible to grow GaSb/InAs
heterostructures in the form of core-shell nanowires.6–8
A core-shell nanowire9 is a heterostructure in the ra-
dial direction, see Fig. 1(b), with applications within,
e.g., infrared radiation10 and energy harvesting.11 The
broken band-gap alignment makes GaSb/InAs core-shell
nanowires particularly interesting, and recent experi-
ments have shown that the carrier transport can be tuned
between hole dominated and electron dominated by using
a gate electrode.12,13 Previous theoretical studies have
investigated the effect of strain in core-shell nanowires
of various material combinations14 and studied the elec-
tronic structure of GaSb/InAs core-shell nanowires with
strong confinement,15,16 mainly focusing on tuning the
wire dimensions to optimize the hybridization gap.
In this paper we present calculations of the band struc-
ture and its effect on the carrier transport in GaSb/InAs
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FIG. 1. a) The GaSb/InAs bulk band alignment with
conduction-band edges in blue, valence-band edges in green,
and split-off band edges in pink. b) A cylindrical core-shell
nanowire with a GaSb core radius RC and an InAs shell thick-
ness tS . c) A setup for transport measurement of a nanowire.
Electrodes are depicted in blue and red, with applied source
voltage V . The nanowire is subject to a gate voltage VG and
a heat gradient ∆T .
and InAs/GaSb core-shell nanowires. We focus on con-
ditions that are tractable for epitaxial nanowire growth,
meaning a rather thick core radius RC and growth in
the crystallographic [111] direction. We calculate the
electronic structure for both GaSb/InAs and InAs/GaSb
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2zinc-blende core-shell nanowires of cylindrical cross sec-
tions, using eight-band k · p theory and the envelope
function approximation (EFA), to account for confine-
ment, together with a Bessel function basis expansion.
The choice to approximate the nanowires as cylindrical
is motivated by the small changes in energy dispersion
that this leads to, in comparison with simulations for
hexagonal nanowires.17 In our calculations we focus on
nanowires with a fixed core radius RC = 20 nm and show
that hybridization between the valence bands (VBs) and
the conduction bands (CBs) occurs, and that by choosing
suitable dimensions of the shell thicknesses, a hybridiza-
tion gap opens up for the nanowires with a GaSb core and
an InAs shell. However, for core-shell nanowires with an
InAs core and a GaSb shell, there is no shell thickness
that gives a hybridization gap for such a large core ra-
dius. The transport properties of the core-shell nanowires
are studied in two limits: the diffusive limit, employing
the semiclassical Boltzmann transport equation, and the
ballistic limit. In both of these limits, our calculated en-
ergy dispersion is used as input, in a similar fashion to
Refs. 18–21.
Our results indicate that the presence of a hybridiza-
tion gap can be deduced from transport properties. Al-
though the conductance looks similar for a nanowire with
a hybridization gap and a nanowire with a confinement-
induced gap, the two can be distinguished based on the
Seebeck coefficient. Similarly, when there is a larger over-
lap of the GaSb VB and the InAs CB, such that no
hybridization gap appears, the thermoelectric transport
signatures can reveal the size of this overlap. Therefore,
comparing measurements of the Seebeck coefficient with
calculated band structures helps to separately determine
the electron and hole densities.
The remainder of the paper is organized as follows:
Section II describes the methods for calculating the band
structure and transport properties. Sec. III presents the
results. Finally, Section IV summarizes our findings and
concludes.
II. METHOD
A. Electronic structure
In this work, we employ the eight-band k · p method,22
commonly referred to as the Kane model, to obtain the
electronic dispersion of the nanowires. The k · p method
is a semiempirical method to solve the Schro¨dinger equa-
tion to obtain the band structure. Together with the
EFA, it provides a powerful tool for approximative calcu-
lations of the electron energies in low-dimensional struc-
tures such as quantum wells, nanowires, and quantum
dots. For the InAs/GaSb material system it is crucial to
use a method such as the eight-band k · p method, where
the interaction between the CB and the VBs is taken into
account.
From the Hamiltonian
H =
p2
2m0
+ V0(r) +
~
4m20c
2
p · σ × (∇V0), (1)
we can obtain the Kane Hamiltonian H8, following
Refs. 22 and 23. Here, p is the momentum operator,
m0 is the electron rest mass, V0 is the periodic crystal
potential, c is the speed of light, and σ is the spin oper-
ator. We take one s-like CB and three p-like VBs into
account explicitly, using the Bloch function basis
{ |S ↑〉, |Px ↑〉, |Py ↑〉, |Pz ↑〉,
|S ↓〉, |Px ↓〉, |Py ↓〉, |Pz ↓〉}, (2)
where S and P refer to the symmetry of the CB and
the VBs, respectively,22 and treat coupling to all other
bands perturbatively. The 8 × 8 Kane Hamiltonian can
be written as24,25 H8 = H0 +HSO, with
H0 =

Hcc Hcv
Hvc Hvv
0
0
Hcc Hcv
Hvc Hvv
 (3)
and
HSO =
1
3
∆SO

0 0 0 0 0 0 0 0
0 0 −i 0 0 0 0 1
0 i 0 0 0 0 0 −i
0 0 0 0 0 −1 i 0
0 0 0 0 0 0 0 0
0 0 0 −1 0 0 i 0
0 0 0 −i 0 −i 0 0
0 1 i 0 0 0 0 0

. (4)
Following the Burt-Foreman formalism,24 the submatri-
ces of H0 can be expressed as
Hcc = Ec + kxAkx + kyAky + kzAkz, (5)
Hcv =
(
kyBkz + iPkx kzBkx + iPky kxBky + iPkz
)
,
(6)
Hvc = H
†
cv (7)
and
3Hvv =
(
E′v +
~2
2m0
k2
)1 0 00 1 0
0 0 1
 (8)
+
kxLkx + kyMky + kzMkz kxN+ky + kyN−kx kxN+kz + kzN−kx† kxMkx + kyLky + kzMkz kyN+kz + kzN−ky
† † kxMkx + kyMky + kzLkz
 (9)
where E′v = Ev −∆SO/3. All parameter definitions can
be found in Appendix A, and their values are taken from
Ref. 26, except P that is calculated according to the for-
mula given by Ref. 24 to avoid spurious solutions. All
parameters are assumed to vary step-like at the mate-
rial interface. We use N+ = N− = N/2; for a mo-
tivation, see Appendix A. However, it is worth noting
that the ordering of the k operators and the parameter
P matters, and that the correct version is indeed given
by Eqs. (6) and (7), as suggested by Ref. 24. We assume,
like Refs. 16, 24, 27, and 28, that the parameter B in
the Kane model can be set to zero when considering a
zinc-blende structure without any external fields.
Choosing z as the nanowire growth direction, we will
have
kri → −i
∂
∂ri
, ri = x, y (10)
while kz is the crystal momentum in the growth direction.
We solve the Schro¨dinger equationH8ψ = Eψ using basis
function expansion of the envelope functions ψ(r, θ, z), in
a similar fashion to Ref. 29, taking advantage of the rota-
tional symmetry of the cylindrical wire. The expansion
we use is given by
ψ(r, θ, z) =
N→∞∑
n=−N
L→∞∑
l=1
N(n, l)Jn(αnl
r
R
)einθeikzz (11)
with Jn the first kind Bessel function of order n, αnl its
zero of order l, and N(n, l) a normalization factor. The
Bessel functions are scaled by the total nanowire radius
R.
To be able to make predictions for nanowires grown in
the [111] crystallographic direction we must rotate our
system. The rotation process is described in detail in
Appendix B and follows Refs. 17, 27, 30, and 31. In ad-
dition to the rotation, we follow Refs. 17 and 27 and make
a change of basis after the rotation of the Hamiltonian is
performed. The new basis |j, jz 〉, with the total angular
momentum j and the angular momentum in the growth
axis jz, diagonalizes the spin-orbit interaction and is also
used to label the conduction, heavy hole, light hole and
split-off bands (see Fig. 1(a)).
B. Transport calculations
We now want to calculate electrical transport through
the nanowire as a response to the electrical bias V , with
gradient ∇V , and the temperature difference ∆T , with
gradient ∇T , see Fig. 1(c). We restrict ourselves to the
linear response regime, meaning small V (∇V ) and small
∆T (∇T ), in which case the current density J becomes
J = −σ∇V − σS∇T, (12)
where σ is the electrical conductivity and S is the Seebeck
coefficient. The corresponding expression for the current
is I = GV + GS∆T , where G is the conductance. The
transport calculations are carried out with the energy
dispersions obtained from the k · p calculations as input.
We investigate both the limits of diffusive and ballistic
transport (we note that ballistic transport has indeed
been observed in short nanowire segments32–34).
1. Diffusive transport – the Boltzmann equation
In the diffusive transport limit, we can find the cur-
rent density from the distribution function35 by solving
the Boltzmann equation in the linear response regime.
Furthermore, we apply the relaxation time approxima-
tion and assume that the relaxation time τ is the same
for all bands and subbands, and that it is independent
of kz. We then obtain the following expressions for the
conductivity and the Seebeck coefficient:
σ = 2e2τ
∑
m
∫ ∞
−∞
dkzv
2
m(kz)
(
−∂f(Em, EF )
∂E
)
, (13)
σS = 2eTτ
∑
m
∫ ∞
−∞
dkzv
2
m(kz)(Em − EF )
×
(
−∂f(Em, EF )
∂E
)
. (14)
Here, −e is the electron charge, f(Em, EF ) is the Fermi-
Dirac distribution with Fermi level EF , T is the temper-
ature, τ is the relaxation time, and Em and vm(kz) =
1
~∂kzEm(kz) are the energy and the velocity in band m
(by band we mean all one-dimensional subbands seen in
Figs. 2 and 3). In general, it is not possible to write these
4expression as integrals over the energy Em, unless there
exists a function kz(Em). The integrals over kz are eval-
uated numerically with our calculated energy dispersion
as input.
2. Ballistic transport
In the ballistic limit36 electrons do not thermalize
along the nanowire and therefore one cannot define lo-
cal values or gradients of V and T . Instead, the total
current is independent of the nanowire length, and de-
pends only on ∆V and ∆T . The conductance and the
Seebeck coefficient are then given by
G =
e2
2pi
∑
m
∫ ∞
−∞
(
−∂f(Em, EF )
∂E
)
× (v→m (kz)− v←m (kz))T (kz)dkz (15)
GS =
e
2pi
∑
m
∫ ∞
−∞
Em − EF
T
(
−∂f(Em, EF )
∂E
)
× (v→m (kz)− v←m (kz))T (kz)dkz. (16)
We will assume that the potential is even along the en-
tire nanowire such that there is no scattering and the
transmission coefficient is T (kz) = 1. The velocities
v→(kz) and v←(kz) are defined as the carrier velocity for
right- and left-moving particles, respectively. Here we
have used the Kramers degeneracy, E+(−kz) = E−(kz),
so that the first-order term vanishes under the kz inte-
gral when expanding the integrand in a Taylor series.
Again, the integration variable kz cannot be substituted
for Em(kz), and the integrations must be carried out over
kz.
III. RESULTS
To find the energy dispersion for the core-shell
nanowires, we diagonalize the rotated version ofH8 found
in Eq. (B7). The energies Em(kz) are plotted as a func-
tion of kz.
A. GaSb/InAs
Figure 2 shows band structures for GaSb/InAs core-
shell nanowires grown in the [111] direction. The core
radius is fixed at RC = 20 nm. The band structures
at the energies we focus on are dominated by the VB
in GaSb and the CB in InAs. Because of hybridiza-
tion. the bands are far from parabolic, and sometimes
vary between positive (CB-like) and negative (VB-like)
for different values of kz. In Fig. 2(a), the bands over-
lap completely and no band gap is present, so that the
system is metallic. A large number of subbands from
the quasi-one-dimensional confinement are present, and
couplings between bands result in avoided crossings. By
FIG. 2. Band structure for a GaSb/InAs nanowire with core
radius RC = 20 nm and shell thickness a) tS = 8.5 nm, b)
tS = 7.8 nm, c) tS = 7.62 nm, and d) tS = 7.5 nm. In b) a
hybridization gap of 1.1 meV opens up.
decreasing the nanowire shell thickness, a hybridization
gap opens up; see Fig. 2(b). In this case, we have band
inversion together with an effective gap. Just below this
hybridization gap, a so-called camelback structure can
be seen, where the topmost band has a CB-like appear-
ance around the Γ point, but is VB-like for larger kz. In
Fig. 2(c), the shell thickness is decreased further, leading
to a closing of the hybridization gap, so that the system
is again metallic. For an even thinner shell, a normal
confinement band gap opens up, which can be seen in
Fig. 2(d). Both above and below the band gap we see hy-
bridized states, but the camelback feature is not present
in the bands closest to the band gap. These results are
qualitatively similar to those for a [001] wire.15
B. InAs/GaSb
Figure 3 shows the calculated band structures for
InAs/GaSb core-shell nanowires with core radius RC =
20 nm. In Figs. 3(a) and 3(b), the band structure is
ungapped, while in Figs. 3(c) and 3(d), a band gap is
present. In contrast to nanowires with GaSb cores, we
do not observe a hybridization gap for fixed core radius
of RC = 20 nm. A clear difference between the nanowires
with GaSb and InAs cores is the large difference between
the effective hole mass in GaSb (mhh = 0.71m0) and the
effective electron mass in InAs (me = 0.026m0). For a
hybridization gap to open up, we need an overlap of CBs
and VBs that anticross due to a coupling between them.
In the GaSb/InAs material system, most of the holes are
confined in the GaSb and the electrons in the InAs. This
means that confinement effects are much less pronounced
in GaSb than in InAs, so that for nanowires with an InAs
core a very thin GaSb shell is needed to see confinement
effects in the shell at all. Our calculations show that
5FIG. 3. Band structure for an InAs/GaSb core-shell nanowire
with core radius RC = 20 nm and shell thickness a) tS = 2.7
nm, b) tS = 2.1 nm c) tS = 2 nm and d) tS = 1.9 nm.
for such a thin GaSb shell, the hole energies are very
sensitive to changes of the shell thickness. This has the
consequence that for an InAs/GaSb core-shell nanowire
we will have either a confinement gap (for thin shells),
or no energy gap at all (for thick shells), but there is
no shell thickness such that the nanowire exhibits a hy-
bridization gap. However, the band structures for thinner
core-shell nanowires (not shown) with InAs cores show
qualitatively similar behavior to thinner nanowires with
GaSb cores, including the hybridization gap. For core-
shell nanowires with a hybridization gap, the size of this
gap can be changed by tuning the shell thickness. For
an InAs (GaSb) core, a thicker (thinner) shell should be
used to maximize the size of the hybridization gap when
the core radius is decreased. However, for a GaSb core
radius below some critical value, the hybridization gap
size will tend to zero, similar to the case for a thick InAs
core radius.
C. Transport in core-shell nanowires
Figure 4 depicts the calculated conductivities, conduc-
tances, and Seebeck coefficients as a function of EF for
the GaSb/InAs core-shell nanowires, corresponding to
the band structures in Fig. 2.37
A change in EF can be achieved experimentally by ap-
plying a gate voltage. In both the diffusive and the bal-
listic limit, the calculations are carried out at T = 1 K.
It is clear that the conductivity, the conductance, and
the Seebeck coefficient show qualitatively similar behav-
iors in the diffusive and in the ballistic limit. We note
that in both limits the Mott formula38 gives a reasonable
approximation of S (not shown). The relatively larger
conductivity in the electron regime in the diffusive limit
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FIG. 4. (a)–(d) Conductivity (red solid line) and conductance
(blue dashed line), calculated in the diffusive and the ballis-
tic limit respectively, for the GaSb/InAs [111]-nanowires with
core radius RC = 20 nm. (e)–(h) Seebeck coefficient, calcu-
lated in the diffusive limit (red solid line) and the ballistic
limit (blue dashed line), for the same wires. (a)–(d) [(e)–(h)]
correspond to the nanowire dimensions in Figs. 2(a)–(d).
is a result of the small effective mass associated with the
CB, which gives a large mobility in the diffusive limit but
has no effect on the conductance in the ballistic limit.
In general, an energy gap can be identified from the
conductivity or the conductance by observing where
these quantities drop to zero. The conductivities and
conductances in Figs. 4(a) and 4(c) are finite for all en-
ergies, which confirms that these structures are metal-
lic. For both of the gapped structures, cf. Figs. 2(b)
and 2(d), we can similarly confirm the size of the energy
gaps by examining the zero conductivities and conduc-
tances in Figs. 4(b) and 4(d). An interesting feature of
the Seebeck coefficient is that its sign reveals the trans-
port characteristics of the system; a positive (negative)
Seebeck coefficient indicates hole (electron) dominated
carrier transport.
Based on the conductance trace in Fig. 4(a), it would
be difficult to tell whether we have an electron and/or
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FIG. 5. (a)–(d) Conductivity (red solid line) and conductance
(blue dashed line), calculated in the diffusive and the ballis-
tic limit respectively, for the InAs/GaSb [111]-nanowires with
core radius RC = 20 nm. (e)–(h) Seebeck coefficient, calcu-
lated in the diffusive limit (red solid line) and the ballistic
limit (blue dashed line), for the same wires. (a)–(d) [(e)–(h)]
correspond to the nanowire dimensions in Figs. 3(a)–(d).
a hole conductor, especially in the ballistic case. How-
ever, one sees that S in Fig. 4(e) has both positive and
negative peaks for EF . 140 meV, indicating that both
electron- and holelike states contribute to the transport.
The absence of hole-like transport, positive peaks in S,
for EF & 140 meV corresponds to the top of the last
VB-like band in Fig. 2(a).
Figures 4(b) and 4(d) show the conductivities and
conductances corresponding to the gapped nanowires in
Figs. 2(b) and 2(d). Even though there is no qualitative
difference between these conductivities, S in Figs. 4(f)
and 4(h) differ. In general, S for a gapped system always
exhibits a large positive peak followed by a large negative
peak, indicating hole- (electron)-dominated transport be-
low (above) the band gap. In Fig. 4(f), we see that S for
the nanowire with a hybridization gap has an additional
small negative peak just below the band gap (most clearly
seen in the ballistic case). In contrast, in Fig. 4(h), we
see that S for the nanowire with a confinement band gap
lacks such a negative peak. This negative peak in S,
present only for nanowires with a hybridization gap, is
even more profound for thinner core-shell nanowires (not
shown).
Figure 5 presents the calculated transport properties
for a nanowire with an InAs core and a GaSb shell. For
such wires, σ and G are less similar than for the in-
verted structure. From S in Fig. 5(e), we can clearly
see that that the VB-like bands end at EF ≈ 65 meV.
For EF & 65 meV, we see that S ≈ 0, corresponding to
the lack of CB minima. In Fig. 5(f), it is possible to see
where the CB-like bands end at just above 20 meV, from
studying the sign of S. This feature in S cannot be seen
in Figs. 4(e)–(h) or Fig. 5(e) simply because the CBs end
at a lower energy than what is visible in the plots. In
Figs. 5(g) and 5(h), the appearance of S is typical for a
gapped system, with a large positive and a large negative
peak around the band gap opening.
IV. CONCLUSIONS
We have used k · p theory to determine the band
structures for [111] GaSb/InAs and InAs/GaSb core-
shell nanowires. The band structures show that by only
varying the nanowire shell thickness, the system can be
tuned between metallic and semiconducting, with a tun-
able band gap for the insulating system. For larger core
radii, RC & 20 nm, a hybridization gap is present only in
GaSb/InAs core-shell nanowires, and not in nanowires
with an InAs core. We have used the energy disper-
sions as input to the Boltzmann equation and to ballistic
transport equations to obtain the conductivity and the
Seebeck coefficient. The calculated transport properties
are similar in both limits, especially for the case with
nanowires with GaSb cores. Our results suggest that
several band structure features can be seen from the See-
beck coefficient: the highest energy for where we have
VB-like states, the lowest energy for where we have CB-
like states, and the presence or absence of a hybridization
gap.
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7Appendix A: Parameters used in the k · p
calculations
The parameters used in the eight-band Kane model are
given by23–25,31
A =
~2
2m0
(1 + 2F ) (A1)
P =
√
~2
2m0
EP (A2)
L = − ~
2
2m0
(γ1 + 4γ2) +
P 2
Eg
(A3)
M = − ~
2
2m0
(γ1 − 2γ2) (A4)
N = −6 ~
2
2m0
γ3 +
P 2
Eg
(A5)
with the Kane energy EP , the Luttinger parameters γ1,
γ2, and γ3, and the band gap Eg. We follow the conven-
tion and set F = 0 to neglect the remote band contribu-
tion to the CB39 in InAs. To eliminate possible spurious
solutions, we follow the prescription in Ref. 24 by setting
A = 0 and modifying EP for GaSb according to
EP =
3m0/mc
2/Eg + 1/(Eg + ∆SO)
(A6)
using the effective electron mass mc. We use the sym-
metrization N+ = N− = N/2, since we have found that
for the material system we are solving for, the differ-
ence between the symmetrization approach and the Burt-
Foreman operator ordering results in a trivially small dif-
ference in the [001] direction. The magnitude of this dif-
ference is independent of crystal direction,40 so we can
use the symmetrization scheme for a GaSb/InAs core-
shell nanowire grown in the [111] direction (or any growth
direction) without loss of precision. If this symmetriza-
tion scheme for N is imposed, the rotation of the system
from the [001] to the [111] crystallographic direction sim-
plifies significantly.
The numerical values for the Luttinger parameters,
band gaps, split-off band offsets ∆SO and effective elec-
tron masses for GaSb and InAs are taken from Ref. 26,
and can be found in Table I. The band offset between
the VBs of the two different materials is given by ∆E =
0.56 eV.41–43 In the literature, a range of parameters ex-
tracted from experiments and first-principles calculations
exist, and the parameters used in k · p simulations are,
many times, altered to avoid spurious solutions.
Appendix B: Rotation of the k · p Hamiltonian
For a nanowire grown in a different crystal direction
than [001], we need to change the basis for the Hamil-
tonian and rotate our coordinate system. We follow a
common approach for this procedure, described in detail
TABLE I. Numerical values for the parameters used in the
k · p calculations
GaSb InAs
γ1 13.4 20.0
γ2 4.7 8.5
γ3 6.0 9.2
Eg 0.812 eV 0.417 eV
∆SO 0.76 eV 0.39 eV
mc 0.039m0 0.026m0
EP 24.82 eV 21.5 eV
by several authors.17,27,31 The resulting Hamiltonian for
the [111] direction is given by
H˜ = Q∗W ∗H ′0W
†Q† +HSO, (B1)
where H ′0 is the 8 × 8-Hamiltonian defined in Eq. (3),
but with rotated coordinates (ki → k′i). The matrix W
is a rotation matrix, while the matrix Q accounts for an
additional change to the new basis,
{ |S ↑〉, |S ↓〉, |HH ↑〉, |LH ↑〉,
|LH ↓〉, |HH ↓〉, |SO ↑〉, |SO ↓〉} . (B2)
The spin-orbit matrix HSO is invariant under rotation, so
that it can be taken out of the calculations, together with
the diagonal, k-independent part of H. The rotational
matrix W is given by
W = AUˆ (B3)
with A defined as
A =
(
e−i
φ
2 cos θ21 4×4 e
iφ2 sin θ21 4×4
−e−iφ2 sin θ21 4×4 ei
φ
2 cos θ21 4×4
)
(B4)
and Uˆ as
Uˆ =

1 0 0 0
0 U 0 0
0 0 1 0
0 0 0 U
 (B5)
with
U =
cosφ cos θ sinφ cos θ − sin θ− sinφ cosφ 0
cosφ sin θ sinφ sin θ cos θ
 . (B6)
The angles φ and θ are defined as the azimuthal and the
polar angles respectively, by which we rotate our coor-
dinate system. The rotated Hamiltonian for the [111]
direction (with N symmetrized and B = 0) is given by
H˜ =
 HCC HCV 8 HCV 7† HV 8V 8 HV 8V 7
† † HV 7V 7
 . (B7)
8The submatrices of this rotated Hamiltonian are given
by
HCC = (Ec + kxAkx + kyAky + kzAkz)1 2×2, (B8)
HCV 8 =
i 1√2Pk+ −i√ 23Pkz −i 1√6Pk− 0
0 i 1√
6
Pk+ −i
√
2
3Pkz i
1√
2
Pk−
 ,
(B9)
HCV 7 =
(
i 1√
3
Pkz −i 1√3Pk−
i 1√
3
Pk+ i
1√
3
Pkz
)
, (B10)
HV 8V 8 =
1
6

N(k2 − 3k2z) 1√3 [
√
2(Γ2 −N)k2+ − (2Γ2 +N)[k−, kz]+] 1√3 [−(Γ2 + 2N)k2− +
√
2(Γ2 −N)[k+, kz]+] 0
† −N(k2 − 3k2z) 0 −HV 8V 8(1, 3)
† † −N(k2 − 3k2z) HV 8V 8(1, 2)
† † † N(k2 − 3k2z)

+
1
6
(6Ev + 2Γ1k
2)1 4×4
,
(B11)
HV 8V 7 =

1
12
√
3
[−2(Γ2 −N)k2+ +√2(2Γ2 +N)[k−, kz]+] 13√6 [−(Γ2 + 2N)k2− +√2(Γ2 −N)[k+, kz]+]
N
3
√
2
(k2 − 3k2z)
√
3HV 8V 7(1, 1)
1
6
[
(Γ2 −N)k2− − 1√2 (2Γ2 +N)[k+, kz]+
]
HV 8V 7(2, 1)
1
3
√
6
[
(Γ2 + 2N)k
2
+ −
√
2(Γ2 −N)[k−, kz]+
] − 1√
3
HV 8V 7(3, 1)
 (B12)
and
HV 7V 7 =
1
3
(3Ev − 3∆ + Γ1k2)1 2×2. (B13)
Here, we use the substitution k± = kx ± iky. Terms of
the form Dk2i (Dkikj), where D is any parameter, are to
be interpreted as kiDki (kiDkj) and k
2 = k2x + k
2
y + k
2
z .
The anti-commutation notation [ki, kj ]+ = kikj + kjki is
employed, and the substitutions
Γ1 = L+ 2M (B14)
Γ2 = L−M (B15)
are used throughout.
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