INTRODUCTION
Let Z(t) for t> 0 be a separable Markov process with stationary transition probabilities, which, takes values from some interval I. Let n be a finite natural number and We shall assume that (2) and that there, exists the density of probability h(zn_1,zn, Atn) = g|-H(zn_1,zn, Atn)
The following cases will be considered I = (0, +oo )
for u > 0 . i(u) = The case A is equivalent to I = (0, + =>« )
The case B is equivalent to I = (-00 , +00 )
The function f d+kp ^ obviously general gamma density for z Q > 0. Then it is evident that function (3) is a probability density.
In this paper the following questions will be considered.
I. The connection of distribution (3) with some known probability distribution «ill be given.
II. The characteristic function of a function of the ran-
dom variable, whose the probability density is (3) will be found.
III. The existence of a stochastic process with conditional probability density (3) will be shown.
TV. The moments and the infinitesimal moments of conditional distribution (3) will be found.
V. The correlation function of the process Z(t) and the covariance matrix of the multi-dimensional random variable
[z(t 1 ),...,z(t n )] will be given.
VI. The properties of the sample paths of the process Z(t) will be considered.
Successively we shall consider the problems I -VI. We shall put t = 0.
I am greatly indebted to dr tiab. R.Bartoszynski for his suggestions and remarks.
I. Let us notice that probability density (3) is a generalization of many known probability densities. For n=1 i.e. for = 0 they are given in the table 1.
-»able 1
Interval ( The formula (4-) is thus proved. Now we are going to prove (5)• It follows from (4)
The formula (5) 
The function hg is even. Then it follows from (4) that
The formula (7) is thus proved.
Since the function hg is even, it follows from (5) that 2r-1 ?B,2r-l(*' z l) = / e ' l * Zl hB(z1,z2, At)dz2 + + Je z hg^ ,z2, A t)dz2 =
The formula (8) 
Formulas (9) and (10) are thus proved. III. Now we are going to show that there exists a stochastic process with conditional probability density [3] In general the existence of a stochastic process follows from the Kolmogorov theorem, if the consistency conditions are satisfied [1] . Consequently to apply the Kolmogorov theorem we have to show that in our case the consistency conditions are satisfied. For a Markov process it is sufficient to show that the Chapman-Kolmogorov equation holds i.e that the function h satisfies the equation
(11) J First we shall consider the case A. Let us introduce an auxiliary function
It follows from the properties of the function h that the order of integration in (12) is intercheangeable. Then in virtue of (;5) we get 00
It follows from (5), (12) and (1? 
The order of integration in (17) is interchangeable. Therefore it follows from (10) that
The functions h(z,j,z2, At2) and <pg are even with respect to z2. Thus repeating the reasoning used in (1J) and applying (10), (18) Thus (11) is true in all the considered cases.-IV. We are going to find the moments and the infinitesimal moments for the conditional distribution given by (j5).
Let for 6 > 0 and a natural number r m r,A,p = / 2 2 M 2 1' z 2' ¿t)dz2 ,
m.
+ OO
•,B,p = f z 2 h B< z 1» z 2' ^t)dz2 , 
A.Pluciriska
It follows from (25) and (39) that z 2 = J hA(z1,z2, At)dz2< ^ J (z2-z^)\A(z^,z2,
In virtue of the evaluations used in (40) and the inequa-
we have
It follows from (41) and (42) that
Now let us notice that in virtue of evaluations (40) we also have
For p=1 formula (?9) follows from (25) and (43); similarly formula (30) follows from (25) and (44). Now we shall consider the case p=2, d=2s (s = 0,1,2,...).
We shall prove two auxiliary relations in the case A For p=2, d=2s formula (52) follows from (4-5) and (43); similarly formula (33) follows from (46) and (44).
Thus formulas (25) - (30) are proved in all the considered cases.
V. Now we a:re going to find for p=1 the normalized correlation function R(t,t+ At) of the process Z(t) and the covariance matrix M of the random vector Z(tn) = [z(t^),..., The probability density g(zn, Atn) of Z(tn) is n g(v = n h(Zi_^,Zi, a^).
We shall prove that for the pair of random variables Z(t), Z(t+ At) where At > 0 we have: From the properties of gamma distribution it follows that: in the case A 
.oo
In order to prove (48) let us notice that it follows from (54) and (55) that
Formula (48) immediately follows from (55) and (58).
In the case B in virtue of the fact that h is even we have V. From the previous considerations we oan obtain some informations about the sample paths of the process Z(t) in the case A.
Relation (40) has not yet been used. This relation was written tojgether with formulas (43) and (44). Formulas (40), (43), (44) have the same asymptotic character. Formulas (40) states that the probability of drifting away from an initial 
