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Abstract
The original theme of the paper is the existence proof of “there is η¯ = 〈ηα : α < λ〉 which is a
(λ, J )-sequence for I¯ = 〈Ii : i < δ〉, a sequence of ideals”. This can be thought of as a generalization
to Luzin sets and Sierpinski sets, but for the product
∏
i<δ dom(Ii ), the existence proofs are related
to pcf.
The second theme is when does a Boolean algebra B have a free caliber λ (i.e., if X ⊆ B and
|X| = λ, then for some Y ⊆ X with |Y | = λ and Y is independent). We consider it for B being
a Maharam measure algebra, or B a (small) product of free Boolean algebras, and κ-cc Boolean
algebras. A central case is λ = (iω)+, or more generally, λ = µ+ for µ strong limit singular of
“small” cofinality. A second one is µ= µ<κ < λ < 2µ; the main case is λ regular but we also have
things to say on the singular case. Lastly, we deal with ultraproducts of Boolean algebras in relation
to irr(-) and s(-) etc. Ó 1999 Published by Elsevier Science B.V. All rights reserved.
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0. Introduction
1. The framework and an illustration
We define when “η¯ = 〈ηα : α < λ〉 is a (λ, I, J )-sequence for I¯ = 〈Ii : i < δ〉”, which
means (I = J bdλ for simplicity) that each ηα ∈
∏
i<δ Dom(Ii) and that for A¯ = 〈Ai : i <
δ〉 ∈∏i<δ Ii for all large enough α, ηα “run away” from A¯, i.e., for the J -majority of
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i < δ, ηα(i) /∈ Ai . We give the easy existence if Ii is κi -complete and 〈κi : i < δ〉 are
strictly increasing converging to a strong limit (singular) µ, µ+ = 2µ = λ (1.8). We define
normality, explain how by the existence of such η¯, coloring properties can be lifted (1.6).
As an illustration we prove that (the well known result that), e.g., if λ = 2iω = i+ω , then
i+ω is not a free caliber of the Maharam measure algebra (i.e., some set X of λ elements,
is non-independent, in fact in a more specific way). For this we use ideals related to the
Erdös–Rado Theorem.
2. There are large free subsets
Why does the application in §1 involve λ “near” a strong limit singular µ of cofinality
ℵ0? We show that this was necessary: if µℵ0 < λ6 2λ and cf(λ) is large enough (> i2 is
OK, > 2ℵ0 is almost OK, but involves more pcf considerations), then λ is a free caliber of
the Maharam measure algebra.
3. Strong independence in Maharam measure algebras
We define when “η¯ is a super (λ, I, J )-sequence for I¯”. The strengthening is that we now
can deal with n-tuples (any n < ω) and prove the easy existence (see 3.1, 3.2). We define
for a set of λ intervals in a Boolean algebra variants of independence and strong negation
of it (3.4) and apply it to prove existence of a strongly λ-anti-independent set in a Maharam
measure algebra (3.6), which (by 3.7) suffices for having a subalgebra of dimension λ with
no independent set of cardinality λ. This completes the consistency part of the solution
of a problem, which was to characterize all cardinals λ which can have this property. The
question was asked for λ=ℵ1 by Haydon and appeared in Fremlin’s book [5]. Haydon [8,
9] and Kunen [10] independently proved it to be consistent for λ= ℵ1 assuming CH. The
question from [8] and [5] was what happens with ℵ1 under MA. Recently, Plebanek [13,
14] proved that under MA all regular cardinals > ℵ2 fail the property, and finally Fremlin
[5] gave the negative answer to the original question of Haydon by showing that under MA
the property fails for ℵ1. Džamonja and Kunen [2,3] considered the general case (any λ)
and topological variants.
We prove here, e.g., if λ = iω+1 = i+ω , then there is a Hausdorff compact zero-
dimensional topological space with measure on the family of the Borel subsets such that
it has dimension λ, so as a measure space is isomorphic to the Maharam measure space
B(λ), but there is no homomorphism from X onto µ2 (see 3.8). We finish by some easy
examples.
4. The interesting ideals and the direct pcf application
We return to our original aim: existence of λ-sequences for I¯ . In 4.1 we consider some
ideals (J bdA ,
∏
`<n J`, J
bd〈λ`: `<n〉 =
∏
` J
bd
λ`
, each λ` regular, in the cases λ` < λ`+1, λ` >
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λ`+1, λ` > 2λ`+1 ). We point out (4.8) that for I¯ = 〈J bdλi : i < δ〉, if λ = tcf(
∏
i<δ λi/J
bd
δ )
we get existence directly from the pcf theory. We then turn to the case Ii =∏`<ni J bdλi,` ,
give a sufficient pcf condition for the existence when 〈λi,`: ` < n〉 is increasing (4.10) and
then prove that this condition occurs not rarely (in 4.12), so if
λ=
∏
i<δ
λi/J
bd
δ ,
λi increasing, we can “group together” intervals of λi ; and the existence of such 〈λi : i < δ〉
is an important theme of pcf theory.
5. λ-sequences for decreasing λ¯i by pcf
We consider cases with Ii = J bd〈λi,`: `<ni 〉, 〈λi,`: ` < ni〉 a decreasing sequence of
regulars. We prove the existence by using twice cases of true cofinalities, and show that
if the pcf structure is not so simple then there are such cases (e.g., iωi+1 > i+ωωi ). We
concentrate on the case i < δ⇒ ni = n, and then indicate the changes needed in the general
case.
6. Products of Boolean algebras
Monk asks about the free caliber of products of Bi = FBA(χi)= the free algebra with
χi generators, for i < δ. In fact he asks whether λ= i+ω is a free caliber of the product of
the FBA(in) for n < ω. But we think that the intention was to ask if λ = cf(λ) > 2|δ|
is a free caliber of
∏
i<δ Bi . Note that this product satisfies the (2|δ|)+-c.c. In fact it
has cellularity 2|δ|, so “tends to have free calibers”. We show that if there is a normal
super (λ, J )-sequence η¯ for appropriate I¯ = 〈In: n < ω〉, then λ is not a free caliber of∏
n<ω FBA(|Dom In|) (see 6.3, 6.3A), so a negative answer is possible. Now being “near
a strong limit singular of cofinality ℵ0” is necessary as a result parallel to that of §2 holds
(see 6.4).
Though the choice of iω was probably just natural as the first case to consider, actually
the product of uncountably many FBA(χi)’s behave differently, e.g.,
∏
i<ω1
FBA(ii ) has
free caliber (iω1)+! (see 6.5). The proof involves pcf considerations dealt with in §7. We
turn to another problem of Monk [12, Problem 34], this time giving unambivalent solution.
If κ is weakly inaccessible with 〈2µ: µ< κ〉 not eventually constant, then there is a κ-c.c.
Boolean algebra of cardinality 2<κ and no independent subsets of cardinality κ+ (see 6.8,
using the existence of suitable trees). We note that results similar to countable products
hold for the completion of FBA(χ).
We end by deducing from Gitik and Shelah [6] complementary consistency results (so,
e.g., the first question is not answerable in ZFC) and phrasing the principles involved, so
slightly sharpening the previous results. (See 6.11–6.14.) So together with the earlier part
of the section we have answered [12, Problems 35, 36] and [12, Problems 32, 33] in the
case we are near a strong limit singular cardinal.
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7. A nice subfamily of function exists
For completeness we deal with the following: fα ∈ θOrd for α < λ are given, 2θ < λ=
cf(λ) and we would like to get approximation to “for some X ⊆ λ, |X| = λ, 〈fα : α ∈X〉
is a ∆-system”, continuing [26, Claim 6.6D]. We phrase a special case (7.1) and deal with
some variants.
8. Consistency of “P(ω1) has a free caliber” and discussion of pcf
We deal with another of Monk’s problems, [12, Problem 37], proving the consistency
of “there is no complete Boolean algebra B of cardinality 2ℵ1 with empty free caliber” (in
fact ℵω1+1 = 2ℵ1 is always a free caliber of B). The universe is obtained by adding ℵω1+1
Cohens to a model of ZFC + GCH, and the proof uses §7. We finish by discussing some
pcf problems.
9. Having a λ-sequence for a sequence of non-stationary ideals
We return to the original theme, for a more restricted case. We assume λ = cf(2µ)
where µ is strong limit singular, and in this section λ = 2µ, i.e., 2µ is regular (for the
singular case see §10). We get quite strong results: (fix n(∗) < ω for simplicity) for
some ideal J on cf(µ) (usually J bdcf(µ), always close to it) we can find 〈λ¯i : i < cf(µ)〉,
i < j ⇒ max(λ¯i ) <min(λ¯j ), λ¯i = 〈λi,`: ` < n(∗)〉, λi,`+1 > 2λi,` (λi,` regular of course,
µ = supi<cf(µ) λi,0), such that there is a (λ, J )-sequence for I¯ = 〈J bdλ¯i : i < cf(µ)〉. This
is nice (compare with §5) but we get much more: I¯ is a sequence of nonstationary ideals
and even 〈∏`<n(∗) J nst,σλi,` : i < cf(µ)〉 where J nst,σχ = {A: A ∩ {δ < χ : cf(δ) = σ } is not
stationary} and σ = cf(σ ) ∈ (cf(µ),µ).
We then work more and get versions with club guessing ideals. We deal further with the
version we get for the case cf(µ)=ℵ0. (So it is less clear which ideals J can be used.)
10. The power of a strong limit singular is itself singular: Existence
We do the parallel of the first theorem of §9 in the case 2µ is singular.
11. Preliminaries to the construction of ccc Boolean algebras with no large
independent sets
Here the problem is whether every κ-c.c. Boolean algebra has free caliber λ; the case
of being “near a strong limit singular µ of cofinality < κ” was considered in [18], we
deal with the case µ = µ<κ < λ < 2µ. Here we make the set theoretic preparation for
a proof of the consistency of a negative answer with strong violation of GCH. We use
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Boolean algebras generated by xα’s freely except for xα ∩ xβ ∩ xγ = 0 for {α,β, γ } ∈W
for some set W of triples with intersection of any two having at most one element. The
point is that the properties of “η¯ is a λ-sequence for I¯ ” with such ideals I (unlike the
ones associated with the Erdös–Rado theorem) are preserved by adding many Cohens to µ
(where µ |Dom(Ii)| etc.).
12. Constructing ccc Boolean algebras with no large independent sets
We complete the consistency results for which the ground was prepared in §11. We
construct the relevant Boolean algebra using a (λ, J )-sequence for I¯ , I¯ as there, using, as
building blocks, Boolean algebras generated, e.g., from the triple system. So we will give
sufficient conditions for the κ-c.c. and other properties of the Boolean algebra.
13. The singular case
We continue §11 and §12 by dealing here with the case λ is singular but (∀α < λ)
(|α|<κ < λ), note that the forcing from §12 essentially creates only such cases.
14. Getting free caliber for regular cardinals
We continue dealing with κ-c.c. Boolean algebras, giving a sufficient condition for λ
being a free caliber, hence a consistency follows (complementing §11 and §12; together
this solves [12, Problems 32, 33] in the case we are not near a strong limit singular cardinal;
thus together with §6 this gives a solution).
15. On irr: The invariant of the ultraproduct, greater than the ultraproduct of
invariants
We prove the consistency of
irr
(∏
n<ω
Bn/D
)
>
∏
n<ω
irr(Bn)/D
whereD is a nonprincipal ultrafilter on ω and irr(B)= irrω(B) and irrn(B)= sup{|X|: X ⊂
B and if x0, x1, . . . , xm are distinct members of X, m< n then x0 /∈ 〈x1, . . . , xm〉B}. The
way is to build Bn with irrn(Bn)= λ+, irr2n+1(Bn)= λ, λ= λℵ0 . Our earlier tries as the
approximation to Bn did not work. So the point is a version of n-graded independence
phrased as 〈F`: ` < n〉, then solve [12, Problem 26]. We then deal with s( ), hL(−), hd(−)
and Length(−), using the construction of §12 in ZFC, and solving [12, Problems 22, 46,
51, 55].
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0. Introduction
Our original aim was to construct special subsets of
∏
i<δ λi , concentrating particularly
on the case when λi converge to a strong limit singular.
This continues [18] (so [25,28], Rosłanowski and Shelah [15]), but as these are
essentially notes from the author’s lectures in Madison, they are self-contained. (§1 and §4
just represent old material, adding an illustration for Maharam algebras.)
Some sections improve the general existence theorems. The main new point is the case
when we use
Ii =
∏
`<ni
J bdλ`,i with the λ`,i’s regular decreasing
(as well as the case of the nonstationary ideal). We shall discuss this below and give the
definition after we first fix some notation.
Notation.
(1) I denotes an ideal on a set Dom(I), which means that I is a subset of P(Dom(I))
closed under (finite) unions and subsets, Dom(I) /∈ I , and usually for simplicity, all
singletons are assumed to belong to I .
I is κ-complete if it is closed under unions of < κ elements.
(2) I, J denote ideals.
(3) I+ = {A⊆ Dom(I): A /∈ I }.
(4) If A is a set of ordinals with no last member we let
J bdA = {B ⊆A: B a bounded subset of A}.
(5) The completeness of the ideal I , comp(I) is the maximal κ such that I is κ-complete
(it is necessarily a well-defined regular cardinal).
(6) [A]κ = {a ⊆ A: |a| = κ}, [A]<κ = {a ⊆A: |a|< κ}, etc.
(7) cov(λ,µ, θ, σ ) =Min{|P |: P ⊆ [λ]<µ, and for every a ∈ [λ]<θ there are α < σ
and ai ∈P for i < α such that a ⊆⋃i<α ai}.
Definition. We say η¯= 〈ηα : α < λ〉 is a (λ, I, J )-sequence for I¯ = 〈Ii : i < δ〉 if
(a) I is an ideal on λ (if not mentioned, we assume I = J bdλ ), Ii is an ideal on Dom(Ii ),
(b) J is an ideal on δ (if not mentioned, we assume J = J bdδ ),
(c) ηα ∈∏i<δ Dom(Ii ),
(d) If X ∈ I+ then{
i < δ: {ηα(i): α ∈X} ∈ Ii
} ∈ J.
By [18], if Ii is κi -complete, κi >
∑
j<i κj , µ =
∑
i<δ κi strong limit, |Dom(Ii )| < µ
and 2µ = µ+ = λ, then there is such a sequence. We recall this in §1.
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As an example of the application of such η¯, we presented the following (presented in
1.13): Suppose that B is a Maharam measure algebra of dimension> µ, cf(µ)=ℵ0. Then
we can find aα ∈ B for α < λ such that Leb(aα) > 0 and
(∀X ∈ [λ]λ)(∃n)(∀α0 < · · ·< αn ∈X)
⋂
i6n
aαi = 0.
A “neighborhood” of µ being strong limit of cofinality ℵ0 is necessary.
Our usual case, which we call normal is: κi >
∏
j<i |Dom(Ij )| (this was not used in the
measure algebra application, but it is still good to have).
Main point. The main new point of this paper is to build a (λ, I, J )-sequence η¯ for certain
I¯ without using 2µ = µ+. We describe the cases of I¯ which we can handle.
Case 1: The easiest case of Ii : Ii = J bdλi , λ= cf(
∏
i<δ λi/J ). We only need to translate
from the known pcf results.
Case 2:
Ii =
∏
`<ni
J bdλ`,i ,
where λ`,i are regular increasing with ` and i , and J is an ideal on {(i, `): i < δ, ` < ni}
such that
(∀X ∈ J )(∃(J bdδ )+i)( ∧
`<ni
(i, `) /∈X
)
,
and where for ideals Jm (m < n)∏
m<n
Jm
def={X ⊆×m<nDom(Jm): ¬∃J+0 x0∃J+1 x1 · · ·∃J+n−1xn−1(〈x0, . . . , xn−1〉 ∈X)}.
Starting from reasonable pcf assumptions and working a little, we can handle this case as
well.
Main Case 3:
Ii =
∏
`<ni
J bdλ`,i ,
λ`,i regular decreasing with `.
We prove: If ∧i ni = n, and λ` = tcf(∏i<δ λ`,i/J ′) for ` < n, then we can find
〈ηα¯ : α¯ ∈∏`<n λ`〉 (ηα¯(i) ∈∏`<n λ`,i , i < δ) such that
if X ∈
(∏
`<n
J bdλ`
)+
def=(J bd〈λ`: `<n〉)+
then
{
i < δ: {ηα¯(i): α¯ ∈X} ∈
(
J bd〈λ`,i : `<n〉
)} ∈ J ′.
Interesting instances: λ`,i decreasing with ` and i < j ⇒ λ`,i < λn,j .
Case 4: Like Case 3, but using the nonstationary ideal, or nonstationary ideal restricted
so some “large subset” of λ`,i instead of J bdλ`,i .
Case 5: Like Case 3 but using a suitable club guessing ideal (ida(C`,i)).
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On history, background etc. and on Boolean algebras, see Monk [11,12]. This works
continues [18] and it evolved as follows. Getting the thesis of Carrieres, which was based
on [22], we started thinking again on “free calibers”, this time on measure algebras. We
noted that [18] gives the answer if, e.g., λ= (iω)+ = iω+1, and started to think of what is
called here “there is a (λ, J )-sequence for I¯ ”. We started to lecture on it (§1, §4, then §5,
§9, §10). Meanwhile Mirna Džamonja asked me if this doesn’t solve a problem from her
thesis. This was not actually the case, but it became so in §3. Then she similarly brought
me p. 256 of Monk [12] and this influenced most of the rest of the paper, while later I also
looked at pages 255, 257 of [12], but not so carefully. Lastly, §15 is looking back at the
problems from [15]. Some of the sections are (revisions of) notes from my lectures. So I
would like to thank Christian Carrieres, Donald Monk and the participants of the seminar
in Madison for their influence, and mainly Mirna Džamonja for god-mothering this paper
in many ways, and last but not the least Diane Reppert for typing the paper, and even more
for correcting and correcting and to David Fremlin who lately informed me that 1.13 was
well known and 3.7, 3.12 have already appeared in Plebanek [13,14].
1. The framework and an illustration
We are considering a sequence 〈Ii : i < δ〉 of ideals, and we would like to find a sequence
η¯ = 〈ηα : α < λ〉 of members of ∏i<δ Dom(Ii ) which “runs away” from A¯= 〈Ai : i < δ〉
when Ai ∈ Ii (see Definition 1.1 below).
When Ii is κi -complete, κi >
∏
j<i |Dom(Ij )|, µ =
∑
i<δ κi strong limit singular,
λ= µ+ = 2µ, this is easy. We present this (all from [18]) and, for illustration, an example.
Definition 1.1.
(1) We say that η¯ is a (λ, I, J )-sequence for I¯ if:
(a) J is an ideal on δ and I is an ideal on λ,
(b) I¯ = 〈Ii : i < δ〉, where Ii is an ideal on Dom(Ii),
(c) η¯= 〈ηα : α < λ〉 where ηα ∈∏i<δ Dom(Ii ),
(d) if X ∈ I+ then{
i < δ: {ηα(i): α ∈X} ∈ Ii
} ∈ J.
(2) We say η¯ is a weakly (λ, I, J )-sequence for I¯ if we weaken clause (d) to
(d−) if X ∈ I+ then{
i < δ: {ηα(i): α ∈X} ∈ I+i
} ∈ J+.
(3) We may omit J if J = J bdδ , we may omit I if I = J bdλ , and then we may say “η¯ is a
λ-sequence for I¯”.
We can replace λ by another index set.
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Definition 1.2.
(1) We say η¯ is normally a (λ, I, J )-sequence for I¯ (or in short, “η¯ is normal”, when
I¯ , I, J are clear) if:
(∗) for every i < δ,
comp(Ii ) >
∣∣{ηα  i: α < λ}∣∣.
(2) We say I¯ = 〈Ii : i < λ〉 is normal if
comp(Ii) >
∏
j<i
∣∣Dom(Ii )∣∣.
Claim 1.3. If I¯ = 〈Ii : i < δ〉 is normal and η¯ is a (λ, I, J )-sequence for I¯ then η¯ is normal
(i.e., normally a (λ, I, J )-sequence for I¯ ).
Proof. As for each i < δ∣∣{ηα  i: α < λ}∣∣6 ∣∣∣∣∏
j<i
Dom(Ij )
∣∣∣∣=∏
j<i
∣∣Dom(Ij )∣∣< comp(Ii ).
Discussion 1.4. Why is normality (and (λ, J )-sequences in general) of interest? Think for
example of having, for each i < δ, a coloring ci , say a function with domain [Dom(Ii )]2
(or even [Dom(Ii )]<ℵ0 ), call its range the set of colors. These colorings are assumed to
satisfy “for every X ∈ I+i we can find some Y ⊆ X with Y ∈ I+, such that ci  [Y ]2 (or
[Y ]<ℵ0 ) is of some constant pattern”. Now using η¯ we can define a coloring c on [λ]2 (or
[λ]<ℵ0 ) “induced by the 〈ci : i < δ〉”, e.g.,
c
({α,β})= ci(α,β)({ηα(i(α,β)), ηβ(i(α,β))}),
where i(α,β)=Min{i: ηα(i) 6= ηβ(i)}.
Now, normality (or weak normality) is a natural assumption, because of the following:
Claim 1.5. If η¯ is normally a (λ, I, J )-sequence for I¯ (or weakly so) andX ∈ I+, then the
following set is = δmodJ (or 6= ∅modJ ):
Y =
{
i < δ: for some ν ∈
∏
j<i
Dom(Ij ) and Xi ∈ I+i we have:
(∀x ∈Xi)(∃α ∈X)
[
ν = ηα  i&x = ηα(i)
]}
.
Proof. Let Xi = {ηα(i): α ∈X}, by the definitions it is enough to prove
(∗) if Xi ∈ I+i then i ∈ Y .
Let Zi = {ηα  i: α < λ}, so Zi ⊆∏j<iDom(Ij ) and |Zi |< comp(Ii ) by the normality
of η¯. Now for each ν ∈ Zi let us define
Xiν =
{
ηα(i): α ∈X and ηα  i = ν
}
.
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Clearly Xi = ⋃{Xiν : ν ∈ Zi}, and Ii is |Zi |+-complete (as |Zi | < comp(Ii )). As
Xi ∈ I+i , necessarily for some ν ∈ Z we have Xiν ∈ I+i . This exemplifies that i ∈ Y , as
required. 2
Conclusion 1.6. Assume
(a) η¯ is a normal weak (λ, I, J )-sequence for I¯ .
(b) ci is a function from ω>(Dom(Ii )) to a set C of colors (or from [Dom(Ii )]<ℵ0 ).
(c) d is a function from ω>ε(∗) (or from [ε(∗)]<ℵ0 ) to C.
(d) ci exemplifies Ii 6→ (d) which means
(∗) for every X ∈ I+i we can find distinct xζ ∈X for ζ < ε(∗) such that:
if n < ω and ζ0 < · · ·< ζn−1 < ε(∗) then
ci
(〈xζ0, . . . , xζn−1〉)= d(〈ζ0, . . . , ζn−1〉)
(or ci ({xζ0, . . . , xζn−1})= d({ζ0, . . . , ζn−1})).
(e) We define the coloring c such that for all n < ω
c
(〈α0, . . . , αn−1〉)= ci(〈ηα0(i), . . . , ηαn−1(i)〉)
(or c({α0, . . . , αn−1})= ci ({ηα0(i), . . . , ηαn−1(i)})), when
` <m< n⇒ i =Min{j < δ: ηα`(j) 6= ηαm(j)}.
Then c exemplifies I 6→ (d).
[Why? If X ∈ I+, let Y be the set as in Claim 1.5, hence Y ∈ J+. Pick an i ∈ Y , so there
is Xi ∈ I+i and ν exemplifying that i ∈ Y . Let {xζ : ζ < ε(∗)} exemplify that Ii 6→ (d).
For ζ < ε(∗), let αζ ∈X be such that ηαζ  i = ν and ηαζ (i)= xζ . Hence for all n < ω and
ζ0 < · · ·< ζn−1 < ε(∗) we have
c
(〈αζ0 , . . . , αζn−1〉)= ci(〈xζ0, . . . , xζn−1〉)= d(〈ζ0, . . . , ζn−1〉). ]
Comments 1.6A.
(1) Of course in 1.6 we can restrict ourselves to coloring of pairs. Note that the
conclusion works for all d’s simultaneously. Also, additional properties of the ci ’s
are automatically inherited by c, see 1.7 below.
(2) We can also be interested in colors of n-tuples, n> 3, where i < δ as in clause (e)
of 1.6 does not exist.
(3) What is the gain in the conclusion?
A reasonable gain is “catching” more cardinals, i.e., if Ii = J bdλi , I = J bdλ , then in
addition to having an example for λi we have one for λ. A better gain is when I is simpler
than the Ii ’s. The best situation is when we essentially can get I = J bdλ , J = J bdδ for all
normal I¯ with 〈|Dom(Ii)|: i < δ〉 increasing with limit µ. Assuming a case of GCH this is
trivially true.
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Normally we can find many tuples for which there is i < δ as in clause (e) of 1.6.
Fact 1.7. In 1.6 if θ = (2|δ|)+, or at least θ = cf(θ ) & (∀α < θ)(|α||δ| < θ) then:
(∗) for every X ∈ [λ]θ , we can find Y ∈ [X]θ and i < δ and a 1-to-1 function h from Y
into Dom(Ii ) such that
c
(〈α0, . . . , αn−1〉)= ci(〈h(α0), . . . , h(αn−1)〉)
for α0, . . . , αn−1 ∈ Y (actually h(α)= ηα(i), where for all α we have ηα  i = ν for
some ν ∈∏j<iDom(Ij )).
Proof. By the ∆-system lemma applied to
{{ηα  i: i < δ}: α ∈ X}. More elaborately,
let χ be large enough, and let M ≺ (H(χ),∈,<∗χ) be such that {θ,X, I, J, I¯ , η¯} ⊆M and
Mδ ⊆M , while ‖M‖< θ and M ∩ θ is an ordinal < θ . If we choose α ∈X\M , then we
can choose i < δ such that ηα  i ∈M , ηα  (i + 1) /∈M (exists as Mδ ⊆M). Now notice
that for some such α and i the set Z def= {ηβ(i): β ∈ X,ηβ  i = ηα  i} has cardinality
θ . Let h :Z→ X be such that γ ∈ Z ⇒ ηh(γ )  i = ηα  i and ηh(γ )(i) = γ . Lastly let
Y = Rang(h). 2
Lemma 1.8. Assume
(a) Ii is a κi -complete ideal on λi for i < δ, and δ is a limit ordinal,
(b) κi = cf(κi) >∑j<i κj ,
(c) µ= supi<δ κi = supi<δ λi ,
(d) cf(Ii,⊆)6 µ+ (usually in applications it is < µ as usually 2λi < µ; the cofinality
is that of a partially ordered set),
(e) λ= µ+ = µ|δ| (so λ= λ|δ|; note that µ|δ| > µcf(µ) > µ+ always).
Then some η¯ is a µ+-sequence for 〈Ii : i < δ〉.
Remark 1.9.
(1) We shall focus on the case µ as strong limit singular, δ = cf(µ).
(2) We can weaken the requirement λ= µ+, but not now and here.
Proof of 1.8. Let Yi ⊆ Ii be cofinal,
|Yi |6 λ.
So |∏i<δ Yi |6 λ|δ| = λ, and we can list ∏i<δ Yi as 〈〈Aζi : i < δ〉: ζ < λ〉, where Aζi ∈ Yi .
For ζ < λ, let 〈β(ζ, ε): ε < µ〉 list {β: β <max{µ,ζ }} (or {β: β 6 ζ }).
Now we choose for ζ < λ, a function ηζ ∈∏i<δ λi . Let ηζ (i) be any member of
λi
∖⋃{
A
β(ζ,ε)
i : ε <
∑
j<i
κj
}
.
[Why can we choose such ηζ (i)? Because Aβ(ζ,ε)i ∈ Ii and Ii is κi -complete and κi >∑
j<i κj .]
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We claim that η¯ def= 〈ηζ : ζ < λ〉 is as required. Let X be unbounded ⊆ λ, we need to
show Y is co-bounded in δ, where
Y
def= {i: {ηα(i): α ∈X} ∈ I+i }.
Let A∗i = {ηα(i): α ∈X} for every i /∈ Y . Let A∗i def= ∅ for i ∈ Y . Let Ai ∈ Yi , Ai ⊇A∗i . Let
ζ < λ be such that 〈Ai : i < δ〉 = 〈Aζi : i < δ〉. So for every α ∈X\(ζ + 1), for every i < δ
large enough ηα(i) /∈Ai .
[Large enough means: Just that letting ε = εα,ζ < µ be such that ζ = β(α, ε) and letting
i∗ = i∗α,ζ be such that
∑
j<i∗ κj > ε, then i ∈ [i∗, δ)⇒ ηα(i) /∈Ai .] 2
Example 1.10. λ= µ+ = 2µ, µ strong limit of cofinality ℵ0. Let µ=∑n<ω µn. Without
loss of generality µn+1 > in+7(µn). Let Dn = [in+3(µn)+]n.
In
def= {X ⊆Dn: there is h :X→ 2µn such that for no infinite A is h  [A]n constant}.
Fact 1.11. In is an ideal.
Fact 1.11A. The ideal In is not trivial (so Dn /∈ In).
[Why? By the Erdös–Rado Theorem, see 1.14–1.15 for a detailed explanation.]
Fact 1.12. In is µ+n -complete.
[Why? If hi :Dn→ 2µn (i < µn), then there is h :Dn→ 2µn such that h(x)= h(y)⇒∧
i hi(x)= hi(y).]
Conclusion 1.12A. So, by Lemma 1.8, there is η¯ = 〈ηi : i < µ+ = λ〉 which is a λ-
sequence for 〈In: n < ω〉.
We apply Conclusion 1.12A to measure algebras getting a well known result:
Application 1.13. Assume λ= µ+ and µ is a strong limit singular of cofinality ℵ0 (i.e., as
in 1.10). If B is a measure algebra (Maharam) of dimension > µ, we can find aα ∈ B for
α < λ with Leb(aα) > 0 for each α, and such that for every X ∈ [λ]λ we can find n∗ < ω,
α1, . . . , αn∗ ∈X such that
B 
n∗⋂
`=1
aα` = 0.
Proof. Let η¯ and In be as in Conclusion 1.12A (all in the content of Example 1.10). Let
〈xn,α : n < ω, α < in+3(µn)+〉 be independent in the sense of measure, all elements of B
and of measure 1/2.
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For any η ∈∏n<ω Dn, let
yη,n = yη(n) = 1−
⋂
β∈η(n)
xn,β −
⋂
β∈η(n)
(1− xn,β).
Note that
⋂
β∈η(n) xn,β has measure 2−n. So Leb(yη,n)= 1−2 ·2−n (hence Leb(yη(n)) > 0
if n> 2). Let
yη =
⋂
n>5
yη,n ∈ B.
So Leb(yη)> 1−2 ·∑n>5 2−n = 1−2 ·2−4 = 1−2−3 > 1/2. We let aα = yηα for α < λ.
We check that 〈aα : α < λ〉 is as required. Suppose X ∈ [λ]λ. So, as I¯ is normal, for some
n > 5 and ν ∈∏`<n D` we have
Yν =:
{
ηα(n): α ∈X, ηα  n= ν
} ∈ I+n .
(Note that ν is not really needed for the rest of the proof.)
So there is {γ`: ` < ω} ⊆ in+3(µn)+ increasing such that[{γ`: ` < ω}]n ⊆ Yν.
We use just 〈γ`: ` < 2n− 1〉.
For u ∈ [{γ`: ` < 2n− 1}]n let α(u) ∈X be such that
ηα(u)(n)= u.
It is enough to show that in B⋂
u
yηα(u) =
⋂
u
aα(u) = 0.
So suppose that there is z ∈ B with Leb(z) > 0 and such that z6⋂u yηα(u) . Then without
loss of generality
` < 2n− 1⇒ z6 xn,γ` ∨ z6 1− xn,γ` .
Case 1. |{`: z6 xn,γ`}|> n. Let u ∈ [{γ`: ` < 2n− 1}]n be such that∧
γ`∈u
(z6 xn,γ` ).
So z6
⋂
γ`∈u xn,γ` . But z6 yηα(u) 6 1−
⋂
γ∈u xn,γ , a contradiction.
Case 2. Not Case 1. So |{`: z 6 1 − xn,γ`}| > n and continue as above using 1 −
xn,γ` . 2
Let us elaborate on the ideals used above.
Definition 1.14. For n,λ, ε let
ERJn,ελ = J n,ελ =
{
A⊆ [λ]n: there is no w⊆ λ, otp(w)= ε and [w]n ⊆A},
ERIn,ελ,µ = In,ελ,µ =
{
A⊆ [λ]n: there are Ai ∈ J n,ελ for i < i(∗) < µ
such that A=
⋃
i<i(∗)
Ai
}
.
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Fact 1.15.
(1) In,ελ,µ is a cf(µ)-complete ideal on [λ]n, not necessarily proper (see (2)). J n,ελ is not
necessarily an ideal.
(2) In,ελ,µ is a proper ideal, i.e., [λ]n /∈ In,ελ,µ iff
χ < µ⇒ λ→ (ε)nχ .
(3) In = In,ωin+7(µn)+,(2µn)+ (where In and 〈µn: n < ω〉 are from 1.10).(4) In the proof of 1.13 we could have used less, for example,
In = In,2n+1in+1(µn)+,µ+n
as in+1(µn)+ → (µ+n )nµn for n> 1.
Proof. (3) First direction: Let A ∈ In, so there is h :A→ 2µn witnessing it. Let Ai =
h−1(i) for i < 2µn . Now X⊆ λ, |X|> ℵ0 ⇒ [X]n 6⊆Ai , by the choice of A. Hence
Ai ∈ J n,ωin+7(µn)+ .
Hence
A ∈ In,ωin+7(µn)+,(2µn)+ .
Second direction: LetA ∈ In,ωin+7(µn)+,(2µn)+ , so there areAi (for i < i(∗) < (2µn)+) such
that Ai ∈ J n,ωin+7(µn)+ and A=
⋃
i<i(∗) Ai .
Renaming, without loss of generality i(∗)6 2µn , and let
A′i =
{
Ai\⋃j<i Ai if i < i(∗),
∅ otherwise, i.e., if i ∈ [i(∗),2µn).
So 〈A′i : i < i(∗)〉 is a partition of A. As Ai ∈ J n,ωin+7(µn)+ , we know that ¬(∃X ⊆
in+7(µn)+ infinite) ([X]n ⊆Ai). Hence, letting κ = in+7(µn)+
¬(∃X ⊆ κ infinite) ([X]n ⊆Ai).
Define h :A→ 2µn by
h(α¯)= i iff α¯ ∈A′i ,
so h witnesses A ∈ In. 2
Definition 1.16.
(1) A set W ⊆ [λ]<ℵ0 is called a ccc base if
(∗) for u 6= v in W , |u∩ v|< |u|/2.
(2) For W ⊆ [λ]<ℵ0 let
Iλ[W ] =
{
A⊆ λ: W ∩ [A]<ℵ0 = ∅},
Iλ,κ [W ] =
{
A⊆ λ: A is the union of < κ members of Iλ[W ]
}
.
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(3) For a Boolean algebra B we define IB,κ by letting: X ∈ IB,κ iff X ⊆ B\{1} is the
union of < κ ideals of B.
Claim 1.17.
(1) Assume
(a) η¯ is a (λ, J )-sequence for I¯ = 〈Ii : i < δ〉, and cf(λ) > δ.
(b) For i < δ, the function hi : Dom(Ii)→ λi satisfies
α < λi⇒
{
x ∈Dom(Ii ): hi(x) < α
} ∈ Ii .
Let h¯= 〈hi : i < δ〉 and let fα = h¯ ◦ ηα def= 〈hi(ηα(i)): i < δ〉 (∈∏i<δ λi).
Then
(c) (∀f ∈∏λi) (∀J bdλ γ < λ) (f <J fγ ).
(d) for some club E of λ, we have
(d)E if α < ε 6 β < λ and ε ∈E then fα <J fβ .
(So if X ∈ [λ]λ, (∀δ ∈ E) |X ∩ (δ,min(E\(δ + 1))]|6 1 then 〈fα : α ∈ X〉 is <J -
increasing cofinal in ∏i<δ λi .)
(2) If f¯ = 〈fα : α < λ〉, E satisfies (d)E (and of course supi<δ λi < λ) and µ < λ then
without loss of generality for X as in (d)E the sequence f¯ X is µ-free (see below).
Moreover f¯ is (µ,E)-free (see below clause (1) of 1.18), if (∗) or just the weaker
(∗)′ or just (∗)′′ below holds where:
Definition 1.18.
(1) f¯ is µ-free if for X ∈ [λ]<µ we can find s¯ = 〈sα : α ∈X〉, sα ∈ J such that[
α < β&α ∈X&β ∈X& i ∈ J\sα\sβ
]⇒ fα(i) < fβ(i).
(2) f¯ is (µ,E)-free if for X ∈ [λ]<µ we can find s¯ = 〈sα : α ∈X〉, sα ∈ J such that[
α 6 δ < β&α ∈X& δ ∈E&β ∈X& i ∈ δ\sα\sβ
]⇒ fα(i) < fβ(i).
(3) For λ > µ and λ¯= 〈λi : i < δ〉 we consider the conditions
(∗) λ= χ+, χ = cf(χ)> µ for some χ ,
(∗)′ µ= limJ λi and {δ < λ: cf(f (δ)) < µ} ∈ I [λ],
(∗)′′ there is f¯ ′ = 〈f ′α : α < λ〉 which is<J -increasing cofinal in (
∏
i<δ λi ,<J ) and
is µ-free.
Remark. This applies to the construction in §4, §5, etc. (e.g., construction from λ =∏
i<δ λi/J
bd
δ ).
2. There are large free subsets
The reader may wonder if really something like λ= cf(λ) ∈ (µ,2µ] for µ strong limit
singular, is necessary for 1.13. As in [18], the answer is yes, though not for the same reason.
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Of course, in what follows, Maharam measure algebra can be replaced by any measure
algebra. The interesting case is (∃χ)(χ < λ6 χℵ0).
Fact 2.1. Let B be a Maharam measure algebra. If i2 6 µ= µℵ0 < cf(λ)6 λ 6 2µ and
aα ∈ B+ (so Leb(aα) > 0) for α < λ are pairwise distinct, then for someX ∈ [λ]λ we have:
(∗) any nontrivial Boolean combination of finitely many members of {aα: α ∈ X} has
positive measure.
Proof. Let {xi : i < i(∗)} be a basis of the Maharam measure algebra (so each xi has
measure 1/2 and xi’s are measure-theoretically independent). So for each α < λ we
can find ordinals i(α,n) < i(∗) for n < ω, and a Boolean term τα such that aα =
τα(xi(α,0), xi(α,1), . . .). Note that this equality is only modulo the ideal of null sets.
Without loss of generality, each τα is a countable intersection of a countable union of
finite Boolean combinations of the xi ’s. Again without loss of generality, 〈i(α,n): n < ω〉
is with no repetition. Note that without loss of generality
i(∗)= {i(α,n): α < λ and n < ω}.
Hence without loss of generality i(∗)6 λ, hence without loss of generality i(∗) = λ. By
the Engelking–Karlowicz Theorem [4], we can divide λ to µ sets 〈Xζ : ζ < µ〉 such that
(∗)1 the sets Aζ,n def= {i(α,n): α ∈ Xζ } for each ζ satisfy: 〈Aζ,n: n < ω〉 are pairwise
disjoint.
As the number of possible terms τα 6 2ℵ0 6 µ, without loss of generality
(∗)2 if α,β ∈Xζ then τα = τβ , call it τ ζ .
Note also
(∗)3 if Y ⊆Xζ then
ind(Y )=: {α ∈ Y : for no m<ω and β0, . . . , βm−1 ∈ Y ∩ α do we have:
aα ∈ the complete subalgebra generated by
{xi(β`,n): ` <m,n < ω}
}
,
satisfies |ind(Y )| + 2ℵ0 > |Y |.
[Why? We can prove by induction on α /∈ ind(Y ) that for some m < ω and β0, β1, . . . ,
βm−1 ∈ ind(Y ) ∩ α we have aα ∈ the complete subalgebra of B “generated” by {xi(β`,n):
` < m, n < ω}, when xi(γ,m) are considered generated by a0. Now for each m < ω and
β0, . . . , βm−1 ∈ ind(Y ), the number of aα such that aα ∈ the subalgebra generated by
{xi(β`,n): ` <m, n < ω} is at most continuum.]
As cf(λ) > µ, for at least one ζ < µ, |Xζ | = λ, hence by (∗)3 we have |ind(Xζ )| = λ.
So, without loss of generality
(∗)4 (a) the sets An = {i(α,n): α < λ} are pairwise disjoint,
(b) τα = τ for α < λ,
(c) for no m < ω and β0 < · · · < βm < λ do we have aβm ∈ the complete
subalgebra generated by {xi(β`,n): ` <m, n < ω}.
Now for each α < λ we define an ideal Iα on ω: it is the ideal generated by the sets
Zα,β =:
{
n < ω: i(β,n)= i(α,n)} for β < α
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and let (where chA(n) is 1 if n ∈A and 0 if n /∈A)
J = {A⊆ ω: τ (z0, z2, . . . , z2n, . . .)
= τ (z0+chA(0), z2+chA(1), . . . , z2n+chA(n), . . .)
}
.
As {xi: i < i(∗)} is free (in the measure theoretic sense), for A ∈ J , and {αm: n < ω} and
{βn: n < ω} such that αn < i(∗) are with no repetition and βn < i(∗) with no repetition,
we have the following:
If (∀m,n < ω)[αn = βm⇔ n = m & n /∈ A] then τ (xα0, . . .) = τ (xβ0, . . .) (just apply
the definition of J to 〈xα0, xβ0, xα1, . . .〉). By transitivity of equality we get
(∀n < ω)[n /∈A⇒ αn = βn] ⇒ τ (xα0, . . .)= τ (xβ0, . . .).
Hence J is closed under subsets and (finite) unions. By clause (c) of (∗)4 we know that
ω /∈ Iα ; so Iα is an ideal on ω though it is possible that singletons are not in Iα (a violation
of a convention in §0). [In fact we could have eliminated this violation, but there is no
reason to put extra work for it.] Also Iα ⊆ J .
Now, the number of possible ideals on ω is at most i2 6 µ < cf(λ), so it suffices to
prove
(∗)5 if Y ⊆ λ, α ∈ Y ⇒ Iα ⊆ I , where I is an ideal on ω (so ω /∈ I but singletons
may or may not belong to I ) extending J , then any finite Boolean combination of
{aα: α ∈ Y } has positive measure. 2
Proof of (∗)5. Let β0 < · · ·< βm−1 be from Y . Let
A= {n < ω: for some ` < k <m we have i(β`, n)= i(βk, n)}.
By the definition ofZα,β , clearlyA ∈ I . For Z ⊆ i(∗) let B∗[Z] be the complete subalgebra
of B generated by {xβ : β ∈ Z}. We let B∗ def= B∗[Z] if Z = {i(β`, n): ` < m,n ∈ A}. Let
B∗` def= B∗[{i(β`, n): n ∈A}].
As B∗` is complete, for each ` < m we can find b−` , b+` ∈ B∗` such that
(i) b−` 6 aβ` 6 b+` ,
(ii) if c ∈ B∗` then c6 aβ` ⇒ c6 b−` and c> aβ` ⇒ c> b+` .
By the definition of B∗ and assumptions on 〈xi : i < i(∗)〉 and 〈aα : α < λ〉 clearly
(∗)6 if {i(β`, n): n ∈A} ⊆Z and {i(β`, n): n ∈ ω\A} ∩Z = ∅ and Z ⊆ i(∗) then
(ii)Z if c ∈ B∗[Z], then c6 aβ` ⇒ c6 b−` and c> aβ` ⇒ c> b+` .
Obviously, for some Boolean terms τ−` , τ
+
` we have
b−` = τ−` (. . . , xi(β`,n), . . .)n∈A,
b+` = τ+` (. . . , xi(β`,n), . . .)n∈A.
Now, clearly τ−` = τ− and τ+` = τ+ for some fixed τ− and τ+. Also b−` < b+` as
otherwise ω\A ∈ J . Let b` = b+` − b−` so Leb(b`) > 0, and for some term τ ∗, b` =
τ ∗(. . . , xi(βl,n), . . .)n∈A, and let b =
⋂
`<m b` ∈ B∗.
Clearly
(∗)7 Leb(b) > 0⇒ any Boolean combination of the aβ` (` < m) has positive measure.
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[Why? Prove it on {aβ` : ` <m′} by induction on m′ 6m using (∗)6.]
For proving Leb(
⋂
`<m b`) > 0, we define an equivalence relation E on ω:
n1En2 iff for every ` < k <m we have
i(β`, n1)= i(βk, n1) ⇔ i(β`, n2)= i(βk, n2).
Clearly E has finitely many equivalence classes, say A0,A1, . . . ,Ak(∗)−1. For k1 6 k(∗)
and ¯` = 〈`k : k1 6 k < k(∗)〉 let
Zk1, ¯` =
{
τ ∗(. . . , xi(γn,n), . . .): for every k < k(∗), for some ` <m we have
〈γn: n ∈Ak〉 = 〈i(βn, `): n ∈Ak〉, but
if k > k1 then `= `k
}
.
We prove by induction on k < k(∗) that for any ¯`
c ¯`
def= Leb
(⋂
{b: b ∈ Zk, ¯`}
)
> 0.
(In fact the measure does not depend on ¯`.)
For k = k(∗) we have {b`: ` < m} ⊆Zk,〈 〉 so we are done.
The case k = 0: It is trivial: Z0, ¯` is a singleton {τ ∗(. . . , xi(γn,n), . . .)}, where γn ∈An so
obviously is not zero.
The case k1+1: So let ¯` = 〈`k : k1+16 k < k(∗)〉, and we know that for each n < k(∗)
the element d` = c〈n〉_ ¯` is > 0. For ζ < m let fζ be a function from Y = {i(βn, `): ` < ω
such that if ` ∈ Ak then k ∈ [k1 + 1, k(∗)] ⇒ n = `k and k = k1⇒ n = 0 and k < k1⇒
n < m} into λ, fζ is one to one, fζ is the identity on Y ∗ = {i(βn, `) ∈ Y : ` /∈ Ak1} and
〈Rang(fζ  (Y\Y ∗0 )): ζ <m〉 are pairwise disjoint and
` ∈Ak1⇒ fζ
(
i(β0, `)
)= i(βζ , `).
Now we can imitate the proof of (∗)7 and get ⋂n<m dn > 0. Let Yζ = Rang(fζ ), and note
that f0 is the identity and Y0 = Y . Clearly fζ induces an isomorphism from B[Y0] onto
B[Yζ ]. Call it fˆζ and easily dζ def= fˆζ (d0). So we can imitate the proof of (∗)7 and get⋂
n<m dn > 0. But
c ¯` =
⋂
n<m
c〈n〉_ ¯` =
⋂
n<m
dn > 0
as required. 2
Discussion 2.2.
(1) The proof of 2.1 gives more, almost a division to 6 µ subfamilies of independent
elements (in the Boolean algebra sense), see 2.16 below.
(2) We may wonder if “µ> i2” is necessary. Actually it almost is not (see 2.5 below)
but cfλ > 2ℵ0 is essential (see 3.10 below).
We shall see below (in 2.5) what we can get from the proof of 2.1.
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Definition 2.3. For a Boolean algebra B we say 〈〈aα, bα〉: α < α∗〉 is an explicitly
independent sequence of intervals in B if
(a) B  aα < bα ,
(b) if u0, u1 ⊆ α∗ are finite disjoint then
B 
⋂
α∈u0
bα ∩
⋂
α∈u1
(−aα) > 0.
Claim 2.4. Assume
(∗)Y [X] (a) |X| = χ and B(X) is a Maharam measure algebra with free basis
{xi : i ∈X}. For Z ⊆X we let B(Z) be the complete subalgebra of B(X)
generated by {xi: i ∈Z}.
(b)Y aα ∈ B+ (i.e., Leb(aα) > 0) for α ∈ Y and β < α ⇒ aβ 6= aα , while
|Y | = λ.
(1) If λ= cf(λ) > ℵ1 then for some Y ′ ∈ [Y ]λ, Z ∈ [X]<λ and a−α 6 a+α from B(Z) we
have:
(i) for c ∈ B(Z) we have c6 aα ⇒ c6 a−α and aα 6 c ⇒ a+α 6 c,
(ii) if u ∈ [Y ′]<ℵ0 , η ∈ u2 and⋂{
a+α : α ∈ u, η(α)= 1
}∩⋂{1− a−α : α ∈ u, η(α)= 0} 6= 0,
then
⋂
α∈u a
[η(α)]
α 6= 0, where c[0] = −c, c[1] = c.
(2) Assume inf{Leb(aα4b): b ∈ 〈aβ : β < α〉}B > 0 for α ∈ Y . Then in part (1) we can
demand a−α < a+α . Hence
(∗) there is Y ′′ ∈ [Y ′]λ such that 〈aα : α ∈ Y ′′) is independent iff there is Y ′′ ∈ [Y ′]λ
such that 〈(a−α , a+α ): α ∈ Y ′′〉 is explicitly independent. (See Definition 2.3
above.)
(3) If |Y | = λ > |X| = χ and χ1 < χ , σ = cov(χ,χ+1 ,ℵ1,2) < λ then Y can be
represented as the union of 6 σ subsets Y ′ such that for each there is Z ∈ [χ]6χ1
satisfying {aα: α ∈ Y ′} ⊆ B(Z).
(4) If the clause (α) below holds then we can represent Y as the union of 6 µ subsets
Y ′ each satisfying (c) below (and (b)Y ′),
(c)Y ′ aα = τ (. . . , xi(α,n), . . .)n<ω , n 6=m⇒ i(α,n) 6= i(α,m) and the setsAn(Y ′)=
{i(α,n): n < ω} are pairwise disjoint, where
(α) (i) 2ℵ0 6 µ= µℵ0 and 2µ > λ or at least
(ii) 2ℵ0 6 µ and the density of the (< ℵ1)-base product ωχ is 6 µ.
(5) If Y ′ is as in (4), i.e., satisfies clause (c), then any finite intersection of aα’s (for
α ∈ Y ′) is not zero.
(6) If Y ′ is as in (4), i.e., satisfies clause (c) then Y ′ is the union of 6 i2 subsets Y ′′,
such that
(∗)Y ′′ there is an algebraM with universe Y ′′ and 6 i1 functions (with finite arity,
of course) such that:
if [u⊆ Y ′′, α ∈ u⇒ α /∈ clM{u∩ α}], then 〈aα : α ∈ u〉 is independent.
Proof. Straight and/or included in the proof of 2.1. 2
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Claim 2.5. In 2.1 we can weaken “µ > i2” to “µ > 2ℵ0 ” or even “cf(λ) > 2ℵ0 ” except
possibly when λ is singular but  below fails:
 for any countable set a of regulars, |pcf(a)|6 ℵ0 or (∗) from 2.6.
Proof. Without loss of generality we assume (∗)4 from the proof of 2.1 (as the proof of
2.1 up to that point works here too). Let J be as there, so J is an ideal on ω, so
(+) J is an ideal on ω and 〈i(α,n): n < ω〉/J for α < λ are pairwise distinct;
by the following observation 2.6 for some ideal I on ω extending J and X ∈ [λ]λ, we have
α ∈X & β ∈X & α 6= β⇒{n: i(α,n)= i(β,n)} ∈ I.
This is enough for continuing with the old proof of 2.1. 2
Fact 2.6.
(1) If J is an ideal on κ , 〈fα/J : α < λ〉 are pairwise distinct functions in κOrd and
θ = cf(λ) > 2κ then for some ideal I on κ extending J and X ∈ [λ]λ we have:
α ∈X & β ∈X & α 6= β⇒ fα 6=I fβ
except possibly when
(∗) λ is singular and ¬κ , where
κ for any set a of regular cardinals > κ we have |a|6 κ ⇒ |pcf(a)|6 κ ,
(2) We can replace (∗) by
(∗)′ λ is singular and ¬+λ,κ or ¬−λ,κ , where
+λ,κ for no set a of regular cardinals > κ , do we have |a| 6 κ and λ =
sup(λ∩ pcf(a)),
−λ,κ there are no χ , cf(λ) = θ < χ < λ and increasing sequences λ¯ζ =
〈λζi : i < κ〉 of regular cardinals ∈ (2κ ,χ) such that 〈max pcf{λζi : i <
κ}: ζ < θ〉 is increasing with limit λ but for every ultrafilter D on κ we
have
sup
{
tcf
(∏
i<κ
λ
ζ
i /D
)
: ζ < θ
}
< λ.
Proof. (1) Follows by (2).
(2) The proof is split to cases.
Case 1: λ is regular. By [20, 6.2].
Case 2: λ singular. First note
Fact 2.6A. ¬+λ,κ⇒−λ,κ .
[Why? Let a exemplify ¬+λ,κ , let θε ∈ pcf(a) \ {λ} be increasing for ε < θ with
limit λ. Let bε ⊆ a be such that θε = max pcf(bε) and let 〈λζ : ζ < κ〉 list a and let
λεζ be: λζ if λζ ∈ bε and (2κ)+ if λζ /∈ bε . Now λ¯ε = 〈λεζ : ζ < κ〉 exemplifies ¬λ,κ .
First max pcf{λεζ : ζ < κ} = θε < λ and θε is increasing with limit sup(λ ∩ pcf(a)).
Secondly, for every ultrafilter D on κ for each ε we have tcf(∏ζ<κ λεζ /D) is (2κ)+ or
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is tcf(
∏
ζ<κ λζ /D). (Simplify the first case if {ζ < κ : λζ /∈ bε} ∈D and the second case if
{ζ < κ : λζ ∈ bε} ∈D.) So now if tcf(∏ζ<κ λζ /D)> λ implies tcf(∏ζ<κ λεζ /D)= (2κ)+
as the latter is 6 θε < λ, so really there is no ultrafilter D on κ for which
sup
{
tcf
(∏
ζ<κ
λεζ /D
)
: ε < θ
}
< λ,
so the second demand in −λ,κ holds.] 2
Now we assume −λ,κ . For every regular σ ∈ (2κ, λ) we apply 7.3 to 〈fα : α < σ 〉, so we
can find Aσ ⊆ κ and 〈γσ,i : i < κ〉 such that
(∗)0 for every sequence 〈βi : i ∈Aσ 〉 satisfying βi < γσ,i there are σ ordinals α < σ for
which
i ∈Aσ ⇒ βi < fα(i) < γσ,i,
i ∈ κ\Aσ ⇒ fα(i)= γσ,i,
(∗)1 B ∈ J ⇒ σ ∈ pcf{cf(γσ,i): i < κ, i ∈Aσ , i /∈ B}.
Let Jσ = {B ⊆ κ : max pcf{cf(γσ,i): i ∈ κ\Aσ and i ∈ B} < σ }, so clearly σ =
tcf(
∏
i<κ cf(γσ,i)/Jσ ) and J ⊆ Jσ . LetA′σ be such thatA′σ ⊆Aσ , and σ =max pcf{cf(γσ,i):
i ∈ A′σ }. Also, as θ = cf(λ) > 2κ , for some A′ ⊆ κ (infinite) the set Θ = {σ : 2κ < σ =
cf(σ ) < θ andA′σ =A′} is unbounded in λ. Let 〈σε : ε < θ〉 be an increasing unbounded se-
quence of members ofΘ , such that its limit is λ. Apply 7.3 (see case 1) to 〈gε A′: ε < θ〉,
where gε(i)= γσε,i , and get 〈β∗i : i ∈A′〉 and B ′ ⊆A′ such that
(∗) if 〈βi : i ∈ A′〉 satisfies i ∈ A′ ⇒ βi < β∗i then for unboundedly many ordinals
ε < θ
i ∈ B ′ ⇒ βi < γσε,i < β∗i ,
i ∈A′\B ′ ⇒ γσε,i = β∗i .
Can B ′ = ∅? This would mean that for some unboundedX ⊆ θ we have
ε ∈X⇒ (∀i ∈A′)[γσε,i = β∗i ],
hence {σε: ε ∈X} ⊆ pcf{cf(β∗i ): i ∈ A′}, so {cf(β∗i ): i ∈A′} has pcf of cardinality > θ >
2κ whereas |A′|6 κ , contradiction, so really B ′ 6= ∅.
As we are assuming ¬−λ,κ , there is an ultrafilter D on A′ such that
λ6 sup
{
tcf
(∏
i∈A′
γσε,i/D
)
: ε < θ
}
.
Clearly
tcf
(∏
i∈A′
γσε,i/D
)
6 σε < λ
(by the choice of A′σε = A′). Without loss of generality σε > θ for each ε < θ . So we can
choose, for each ε, a function hε ∈∏i∈A′ γσε,i such that
(∗) if ζ < θ and ζ 6= ε, while 〈γσζ ,i : i ∈A′〉6D 〈γσε,i : i ∈A′〉 then
〈γσζ ,i : i ∈A′〉<D hε.
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(Note that 〈γσζ ,i : i ∈ A′〉 6=D 〈γσε,i : i ∈ A′〉 because of the cofinalities of the respective
ultraproducts.) So, considering D as an ultrafilter on κ :
Xε =
{
α < σε: hε <D fα <D 〈γσε,i : i < κ〉, but
β < α ⇒ ¬(fα 6D fβ <D 〈γσε,i : i < κ〉)}
has cardinality σε . So X =⋃ε<σ Xε is as required.
We may wonder whether we can remove or at least weaken the assumption (∗); the
answer is:
Claim 2.7. If κ 6 λ and θ = cf(λ) < λ, and −λ,κ (from 2.6) then for some fα ∈ κλ (for
α < λ) the conclusion of 2.6(1) fails.
Proof. Let χ , λζi (i < κ, ζ < θ) be as in 
−
λ,κ .
Let aζ =: {λζi : i < κ}, and σζ =max pcf(aζ ). Without loss of generality 〈σζ : ζ < θ〉 is
increasing with limit λ. By [25, II, §3] for each ζ < θ we can find 〈f ζα : α < σζ 〉 be such
that:
b⊆ aζ ⇒
∣∣{f ζα  b: α <max pcf(aζ )}∣∣=max pcf(b).
Define 〈fα : α < λ〉 by: fα(i)= f ζ(α)α (λζi ) where ζ(α)=min{ζ : σζ > α}. Now check. 2
Discussion 2.8.
(1) So if 2κ < λ, θ = cf(λ) then 2.7 shows that 2.6 is the best possible. (Of course we
still do not know if −λ,κ is possible.) See more in 3.11.
(2) Note: If cf(λ) > 2κ , and
(∀a)(a⊆ Reg & |a|6 κ <min(a)⇒ |pcf(a)|6 |a|),
then −λ,κ cannot occur as without loss of generality
Jζ =
{
A⊆ κ : max pcf{λζi : i ∈A}<max pcf{λζi : i < κ}
}
does not depend on ζ .
3. Strong independence in Maharam measure algebras
Claim 3.1. Assume
(a) Ii is a κi -complete ideal on λi for i < δ,
(b) κi >
∑
j<i κj ,
(c) µ= supi<δ κi is strong limit singular,
(d) λi < µ,
(e) λ= µ+ = 2µ.
Then there is η¯ a super λ-sequence for 〈Ii : i < δ〉, where
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Definition 3.2. We say η¯ is a super (λ, J )-sequence for 〈Ii : i < δ〉 if, in addition (to the
demands in 1.8)
(∗) for every n < ω and βα,` < λ (for α < λ, ` < n) increasing with `, pairwise distinct
we have{
i < δ: {〈ηβα,` (i): ` < n〉: α < λ} ∈
∏
`<n
Ii
}
∈ J.
Moreover
(∗) if n < ω, βα,` < λ (for α < λ, ` < n), βα,` < βα,`+1, and the βα,` are pairwise
distinct then for some A ∈ J we have:
if m<ω, i0 < i1 < · · ·< im−1 belong to δ\A, then{〈〈ηβα,` (it ): ` < n〉: t < m〉: α < λ} ∈ (∏
t<m
(∏
`<n
Iit
))+
.
Proof. Like the proof of 1.8. 2
Example 3.3. λ = µ+ = 2µ, µ=∑i<κ λi , i < j ⇒ δ = κ < λi < λj < µ and each λi
is measurable with a (ℵ0+∑j<i λj )+-complete normal (or just Ramsey for ni ) ultrafilter
Di on λi .
Let n¯= 〈ni : i < κ〉, i < ni < ω (if κ =ℵ0, ni = i we may omit it),
Ii =
{
A⊆ [λi ]ni : for some B ∈Di we have [B]ni ∩A= ∅
}
.
Then
(∗)1 Claim 3.1 applies,
(∗)2 for every m<ω and X ∈∏`<m Ii we can find A ∈Di such that:{
s¯: s¯ = 〈s`: ` <m〉, s` ∈ [A]ni , s` < s`+1
} ∩X = ∅.
Definition 3.4.
(1) For a Boolean algebra B we say 〈(aα, bα): α < α∗〉 is a strongly independent
sequence of intervals if
(a) B  aα < bα ,
(b) if B ′ is a Boolean algebra extending B and n < ω, α0 < α1 < · · ·< αn−1 < α∗
and B ′  “aα` 6 x` 6 bα`” for ` < n, then any nontrivial Boolean combination
of 〈x`: ` < n〉 is nonzero (in B ′).
(2) We say, for a Boolean algebra B that 〈(aα, bα): α < α∗〉 is a λ-anti-independent
sequence of intervals if
(a) B  aα 6 bα ,
(b) if B ′ is a Boolean algebra extendingB and X ∈ [α∗]λ and B ′  “aα 6 xα 6 bα”
for α ∈ X, then there are n < ω and α0 < α1 < · · · < αn−1 from X such that
some nontrivial Boolean combination of 〈xα` : ` < n〉 is zero.
(3) We say 〈(aα, bα): α < α∗〉 is an independent sequence of intervals in the Boolean
algebra B if letting B ′, xα be as in 3.5 below, we have 〈xα : α < α∗〉 is independent
(in B ′).
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(4) We say 〈(aα, bα): α < α∗〉 is a strongly λ-anti-independent sequence of intervals
for the Boolean algebra B if:
(a) B  aα 6 bα ,
(b) if B ′, X,xα (α ∈X) are as in 3.4(2)(b) above, then the Boolean subalgebra of
B ′ generated by {xα: α ∈X} contains no free subset of cardinality λ.
(5) We say 〈(aα, bα): α < α∗〉 is mediumly λ-anti-independent (sequence of intervals
of the Boolean algebra B) if
(a) B  aα 6 bα ,
(b) ifB ′ is the free extension ofB for 〈(aα, bα): α < α∗〉 (see 3.5), then the Boolean
subalgebra of B ′ generated by {xα: α < α∗} contains no free subalgebra of
cardinality λ.
Definition 3.5. We say that B ′ =B ′(B, 〈(aα, bα): α < α∗〉), or B ′ is the free extension of
B for 〈(aα, bα): α < α∗〉, if
(∗) B ′ is the algebra freely generated by B ∪ {xα: α < α∗} except for the equations:
(a) the equations which B satisfies,
(b) aα 6 xα 6 bα , for α < α∗.
Observation 3.5A.
(1) In 3.4(3), ifB ⊆ B(α0), α0+ω+α∗ 6 α1 then we can embedB ′ into B(α1) overB .
(2) There are obvious implications among the notion from Definition 3.4 and some
equivalences: independent (3.4(3)) with explicitly independent; and strongly inde-
pendent with “(a) of 3.4(1) and if α1, . . . , αn, β1, . . . , βm < α∗ with no repetition,
B  “
n⋂
`=1
aα` ∩
m⋂
`=1
(−bβ`) > 0”.
Lemma 3.6. Assume µ is strong limit singular of countable cofinality and λ= µ+ = 2µ.
Then in B(µ), (the Maharam measure algebra of dimension µ) we can find a sequence
〈(aα, bα): α < µ〉 such that:
(a) B(µ)  aα < bα ,
(b) 〈(aα, bα): α < λ〉 is strongly λ-anti-independent.
Remark. What is the difference with 1.13? Note that 3.4(ii)(b) speaks of “no free subset
of the Boolean algebra”, not just of the set.
Proof. (1) Let µ = ∑n<ω λ0n (we may demand in+8(λ0n) < λ0n+1 < µ) and let In
be ERIn,hin−1(λ0n)+,(λ0n)+ (see Definition 1.14, they were used in the proof of 1.13). Let
η¯ = 〈ηα : α < λ〉 be as guaranteed by 3.1 (so lg(ηα) = ω, ηα(n) ∈ [λn]n, where λn =
in−1(λ0n)+. So In+1 is |Dom(In)|+-complete (we could also have 〈In: n < ω〉 is normal).
Renaming, let xnα (for n < ω, α < λn) be the free generators of the Maharam algebra.
Define for α < λ and m<ω
a∗α,m =
⋂{
xmβ : β appears in ηα(m)
}
,
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b∗α,m =
⋃{
(1− xmβ : β appears in ηα(m)
}
.
We define by induction on n, the elements aα,n, bα,n as follows: for n < 5 let aα,n = 0,
bα,n = 1. For n> 5 we let aα,n = aα,n−1 ∪ (a∗α,n ∩ bα,n) and bα,n = bα,n−1 ∩ (b∗α,n ∪ aα,n).
We can prove by induction on n < ω that aα,n−1 6 aα,n 6 bα,n 6 bα,n−1. We can compute
the measure, e.g., let (bα,n − aα,n)=∏{1− 2−(`−1): 56 `6 n}.
Let aα =⋃n<ω aα,n ∈ B(µ), bα =⋂n<ω bα,n ∈ B(µ).
So clearly B(µ)  aα 6 bα , and by the measure computations above, B(µ)  aα <
bα . So 〈(aα, bα): α < λ〉 is a sequence of intervals. Suppose B, cα (for α < λ), is a
counterexample to the conclusion so there is an independent subset {dα: α < λ} of 〈cα : α <
λ〉B ⊆B . Thus, for each α < λ for some kα < ω and a Boolean term τ = τα(x0, . . . , xkα−1)
and some βα,0 < βα,1 < · · ·< βα,kα−1 we have dα = τα(cβα,0, cβα,1 , . . . , cβα,kα−1).
As we can replace {dα: α < λ} by any subset of the same cardinality without loss of
generality τα = τ , so let kα = k(∗).
Similarly, by the ∆-system argument without loss of generality for some k < k(∗) we
have
` < k⇒ βα,` = β` and α(1) < α(2)⇒ βα(1),k(∗)−1< βα(2),k.
Let Xn = {〈ηβα,` (n): k 6 ` < k(∗)〉: α < λ} ⊆ (k(∗)−k)([λn]n). So we know that B =
{n < ω: n> k(∗)− k and Xn ∈ (∏k(∗)−1`=k In)+} ∈ J+. Let n ∈ B . We can find a function
h :Xn→ λ such that
t¯ ∈Xn & h(t¯)= α⇒ t¯ =
〈
ηβα,` (n): k 6 ` < k(∗)
〉
.
Let m(∗) < ω be large enough, a power of 2 for simplicity.
AsXn ∈ (∏k(∗)−1`=k In)+, we can find 〈S`: ` ∈ [k, k(∗)]〉 and 〈us¯ : s¯ ∈ S`〉 for ` ∈ [k, k(∗))
such that
(a) Sk = {〈 〉},
(b) us¯ ∈ [λn]m(∗),
(c) the us¯ ’s are pairwise disjoint,
(d) S`+1 = {s¯_〈w〉: s¯ ∈ S`,w ∈ [us¯]n},
(e) Sk(∗) ⊆Xn.
(We just do it by induction on ` using the definition of∏k(∗)−1`=k In and the definition of I`.)
So it suffices to show that 〈dh(t¯): t¯ ∈ Sk(∗)〉 is not independent. For this just note:
(⊗) for every ε ∈ R>0 if n is large enough compared to k(∗), 1/ε, and m(∗) is large
enough compared to n then for every ultrafilter D on B(µ) we can by downward
induction on `= k, . . . , k(∗)−1 find u−s¯ ∈ [us¯]m(∗)/2
k(∗)−`
and ηs¯ ∈ {k,...,k(∗)−1}2 for
s¯ ∈ S` such that: s¯  t¯ ∈ S`1 and `6 `1 < k(∗) and α ∈ u−t¯ ⇒ [xnα ∈D ≡ ηs¯(`1)=
1].
Now let η∗ = η〈 〉 (i.e., ηs¯ for the unique s¯ ∈ S0) and for m< k(∗) letting S′m = {s¯ ∈ Sm: if
` <m then s¯(`) ∈ [u−s¯`]n}, we have s¯ ∈ S′k(∗)⇒ dh(s¯) ∈D or s¯ ∈ S′k(∗)⇒ dh(s¯) /∈D.
So to prove that 〈dα: α < λ〉 is not independent it suffices to find S ⊆ Sk(∗) such that
⊗S ⋂α∈S dα ∩⋂α∈Sk(∗)\S−dα = 0,
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or equivalently
⊗′S for no ultrafilter D on B(µ) do we have
α ∈ Sk(∗)⇒ [dα ∈D ≡ α ∈ S].
By the argument above it will suffice to have
⊗′′S if 〈u−s¯ : s¯ ∈
⋃{S ′` : ` < k(∗)〉 satisfies: S′0 = S0, S ′` ⊆ S`,
s¯ ∈ S ′` ⇒ u−s¯ ∈ [us¯]m(∗)/2
2k(∗)−`
and S ′`+1 = {s¯_〈w〉: s¯ ∈ S ′` and w ∈ [u−s¯ ]n} then S ∩ S′k(∗) /∈ {∅, S}.
Now, not only that this is trivial by the probabilistic existence proof á la Erdös but the proof
gives much more than enough. 2
Claim 3.7. Assume
(∗) λ is regular > ℵ0 and 〈(aα, bα): α < λ〉 is a strongly (or just mediumly) λ-anti-
independent sequence of pairs from B(λ) satisfying aα < bα .
Then:
(a) There is B ′, such that:
(α) B ′ is a subalgebra of B(λ),
(β) B ′ has cardinality λ and even dimension λ,
(γ ) there is no subset of B ′ of cardinality λ which is independent.
(b) Let B ′, xα(α < λ) be as in 3.5, then the Boolean algebra in clause (a) can be chosen
isomorphic to 〈xα : α < λ〉B ′ .
Proof. Straight. Clause (a) follows from clause (b). For clause (b) apply Definition 3.4(5)
and 3.5A. (Note: we can use B′ ⊆ B(λ + λ).) It has already been done by Plebanek
[13]. 2
Conclusion 3.8. For λ as in 3.6 (i.e., λ= µ+ = 2µ, µ strong limit > cf(µ)= ℵ0) or just
as in (∗) of 3.7, we have
(∗) there is a topological space X which is Hausdorff, compact zero-dimensional, with
a measure Leb on the Borel sets such that it has dimension λ, so as a measure space
is isomorphic to B(λ) but there is no homomorphism from X onto λ2.
Proof. By 3.6(a), (∗) of 3.7 holds so we can restrict ourselves to this case. So by 3.7 we
know that clause (a) of 3.7 holds. Now it follows that (∗) holds, more specifically, that
the ˇCech–Stone compactification of B ′ (i.e., the set of ultrafilters of B ′ with the natural
topology) and the measure of B ′ (which is just the restriction of the one on B(λ)) satisfies
(∗) of 3.8. 2
Example 3.9. Assume B is a Maharam measure algebra of dimension µ and free basis
〈xα: α < µ〉, µ> λ > cf(λ)=ℵ0. Then (∗)2,λ below holds, where
(∗)2,λ there are positive pairwise distinct members aα of B(µ) for α < µ, such that for
every X ∈ [λ]λ for some α 6= β from X, aα ∩ aβ = 0.
S. Shelah / Topology and its Applications 99 (1999) 135–235 161
Proof. Trivial: let λ = ∑n<ω λn, λn < λn+1 and for α ∈ (⋃`<n λ`,λn) we let aα =
xω+α ∩ (xn −⋃m<n xm). 2
Fact 3.10. Suppose ℵ0 < cf(λ) < λ and there are positive bα ∈ B(cf(λ)) for α < cf(λ)
such that for every X ∈ [cf(λ)]cf(λ) for some m < ω and β0, . . . , βm ∈ X we have
Leb(
⋂
`6m bβ`) = 0 and µ > λ. Then we can find pairwise distinct aα ∈ B(λ) for α < λ
such that for every X ∈ [λ]λ for some m< ω, β0, . . . , βm ∈X we have Leb(⋂`6m aβ`)=
0, i.e., B(λ) ⋂`6m aβ` = 0.
Proof. Like the proof of 3.9 replacing xn −⋃m<n xm (for n < ω) by bα (for α < cf(λ)).
(Just say that if cf(λ) is a precaliber of B then so is λ.) 2
Remark 3.10A.
(1) By 2.1 we have in 3.10 that necessarily cf(λ)6 i2 is normally cf(λ)6 i1.
(2) Note that 3.11 elaborates 2.7 above and 3.12 is complementary to §2.
Example 3.11. Assume ℵ0 6 σ 6 θ = cf(λ)6 2σ 6 µ< λ,
λ= sup{max pcf(a): a⊆ Reg∩µ\2σ , |a| = σ, [a]<σ ⊆ J<max pcf(a)[a], and
sup(pcf(a)\{max pcf(a)})6µ}
and there is A⊆ [σ ]σ such that |A|> θ and
A 6= B & A ∈A & B ∈A⇒ |A∩B|< σ.
Or just for no uniform ultrafilter D on σ do we have |D ∩A|> σ .
Then we can find ordinals i(α, ε) for α < λ, ε < σ such that
(a) for α 6= β , {ε: i(α, ε) 6= i(β, ε)} is infinite. Moreover
(a)+ for any λ′ < λ for some ultrafilter D on σ , {〈i(α, ε): ε < σ 〉/D: α < λ} has
cardinality > λ′,
(b) for no ultrafilter D on σ do we have {〈i(α, ε): ε < σ 〉/D: α < λ} have
cardinality λ.
[Why? Let
λ=
∑
ζ<θ
λζ , λζ < λ, λζ =max pcf(aζ ),
|aζ | = σ, [aζ ]<σ ⊆ J<λi [aζ ], µ> sup(pcf(aζ )\{λζ }).
Let f ζα ∈∏aζ for ζ < θ , α < λζ be such that 〈f ζα : α < λζ 〉 is<J<λζ [aζ ]-increasing cofinal
and b ∈ J<λζ (aζ ) ⇒ µ> |{f ζα  b: α < λζ }|. LetA= {Aζ : ζ < θ}, let aζ = {τ ζε : ε ∈Aζ }.
Lastly i(α, ε) is
f ζα (ε) if
⋃
ξ6ζ
λξ 6 α < λζ & ε ∈Aζ ,
ζ if
⋃
ξ<ζ
λξ 6 α < λζ & ε /∈Aζ .
Now check.]
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Remark 3.11A. There are easy sufficient conditions: if 2σ < µ1 6 µ, cf(µ1) = σ ,
pp(µ1) > λ, (∀χ < µ1)(cf(χ) 6 σ → pp(χ) < µ1) and λ < µ+ω or at least λ =
sup{χ : µ< χ = cf(χ) < λ and ¬(∃a)(a⊂ Reg∩ χ\µ & |a|6 σ & χ ∈ pcf(a))}.
Example 3.12. Assume
(a) ℵ0 < θ = cf(λ)6 2ℵ0 <µ< λ,
(b) there is a θ -Luzin subset of ω2.
Then
(α) there are pairwise disjoint aα ∈ B(µ) for α < λ such that for no X ∈ [λ]λ is
〈aα: α ∈X〉 free,
(β) moreover for X ∈ [λ]λ for some n < ω and β0 < β1 < · · · < βn from X we have
B(λ) ⋂`6n aβ` = 0.
Proof. (Has already appeared in Plebanek [13].) By 3.10 it suffices to prove its assumption.
Let for n < ω, 〈cn,`: ` < (n + 1)2〉 be a sequence of pairwise disjoint members of
B(ω) with union 1, each with each with measure 1/(n+ 1)2. For η ∈∏n<ω(n+ 1)2 let
bη =⋂n<ω(1− cη,η(`)). Now suppose
(∗) X ⊆ ω2, |X| = θ , and if Y ∈ [X]θ then for some n < ω and ν ∈∏`<n(`+ 1)2 we
have {
`: ` < (n+ 1)2}= {η(n): η  n= µ, η ∈ Y}.
So {bη: η ∈ X} is as required. Lastly from clause (b) of the assumption there is X as
required in (∗) so, we are done. 2
Remark 3.13.
(1) So we can weaken clause (b) of the assumption to (∗) from the proof, or variants of
it.
(2) Note that strong negation of (b) of 3.12 which is consistent, implies the inverse
situation.
4. The interesting ideals and the direct pcf application
Our problem, the existence of (λ, I, J )-sequences for I¯ , depends much on the ideals Ii
we use. Under strong set theoretic assumptions, there are λ-sequences η¯ by 1.8 (and 3.1);
but we would like to prove their existence (i.e., in ZFC). For some ideals, by [25] we will
have many cases of existence, e.g., when Ii is J bdλi , λi regular. But we are more interested
in the existence for more complicated ideals. The first step up are J bd
λ¯
with λ¯ a (finite)
strictly increasing sequence of cardinals. The proof for them is not much harder than with
the J bdλ ’s. We then consider the central ideal here: J
bd
λ¯
for λ¯ a (strictly) decreasing sequence
of regular cardinals, and explain why the existence of η¯ for these ideals is more useful. We
also consider their strong relative which comes from the nonstationary ideal. We would
of course love to have even stronger ideals but there are indications that for those which
we considered and failed, the failure is not completely due to incompetence, i.e., there
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are related independence results (see later). We commence this section by reviewing some
general definitions, some of them used earlier in the paper.
Definition 4.1.
(1) For a set A of ordinals with no last element (mainly A= λ= cf(λ))
J bdA = {B: B ⊆A is bounded}.
(2) If A⊆Ord is such that cf(otp(A)) > ℵ0 and A stationary in sup(A), we let
J nstA =
{
B ⊆A: B is not a stationary subset of sup(A)}.
(3) If A⊆Ord, θ = cf(θ) < cf(otp(A)) and{
δ < sup(A): δ ∈A, cf(δ)= θ}
is a stationary subset of sup(A), then let
J
nst,θ
A =
{
B ⊆A: {δ ∈B: cf(δ)= θ} is a nonstationary subset of sup(A)}.
Definition 4.2.
(1) For an ideal J let (∃J+x)ϕ(x) mean that{
x ∈Dom(J ): ϕ(x)} ∈ J+.
(2) For an ideal J let (∀J x)ϕ(x) mean{
x ∈Dom(J ): ¬ϕ(x)} ∈ J.
Definition 4.3.
(1) J =∏`<n J` is the following ideal on ∏`<nDom(J`): for X ⊆∏`<nDom(J`) we
have
X ∈ J+ iff (∃J+0 x0)(∃J+1 x1) · · · (∃J+n−1xn−1)[〈x0, . . . , xn−1〉 ∈X].
(2) If λ¯= 〈λ`: ` < n〉 we let:
(a) J bd
λ¯
=∏`<n J bdλ` .
(b) If cf(λ`) > ℵ0 for ` < n then we let
J nst
λ¯
=
∏
`<n
J nstλ` .
(c) If cf(λ`) > θ = cf(θ) for ` < n then we let
J
nst,θ
λ¯
=
∏
`<n
J
nst,θ
λ`
.
(d) If θ¯ = 〈θ`: ` < n〉 and cf(λ`) > θ` = cf(θ`) for ` < n then we let
J
nst,θ¯
λ¯
=
∏
`<n
J
nst,θ`
λ`
.
Claim 4.4. If λ¯ = 〈λ`: ` < n〉 is a strictly increasing sequence of regular cardinals then
the following conditions (a)–(d) on X ⊆∏`<n λ` =Dom(J bdλ¯ ) are equivalent:
(a) X ∈ (J bd
λ¯
)+;
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(b) for no α¯ ∈∏`<n λ` do we have
(∀β¯ ∈X)(¬(α¯ < β¯)), where β¯ < α¯ =:
∧
`<n
β` < α`;
(c) we can find 〈αη: η ∈⋃m6n∏`<m λ`〉 such that:
(i) αη < λlg(η),
(ii) αη_〈i〉 < αη_〈j〉 for i < j < λlg(η)+1,
(iii) η ∈∏`<n λ`⇒〈αη`: `6 n〉 ∈X;
(d) like (c), adding
(iv) αη = αν⇒ η= ν.
Proof. Straight. For (b)⇒ (c) use induction on n= lg(λ¯), see the proof at the end of the
proof of 4.11, of (∗) there. 2
Discussion 4.4A. From 4.4, we see that for X ∈ (J bd
λ¯
)+ there are patterns which
necessarily occur as subsets of X. These are essentially like the branches (= maximal
nodes) of a tree with n levels, with a linear order on each level and with no dependencies
between the different levels. These patterns were explored in [28,15,18]. The patterns
considered there can be represented as a set ∆ ⊆∏`<n B`, B` ⊆ Ord such that η(i) =
ν(i) ⇒ η  i = ν  i (i.e., treeness). Now look at J bd
λ¯
, where the gain is that ∆ does not
have a tree, that is, we have any∆⊆∏`<n B`, B` ⊆Ord, so that η, ν ∈∆ can have {` < n:
η(`)= ν(`)} being arbitrary (rather than being an initial segment), of course this depends
on the ideal.
Claim 4.5. Assume J¯ = 〈J`: ` < n〉 and J` is a κ`-complete ideal on λ`. We also demand
κ` > λk when ` > k. Let J =∏`<n J`.
(1) The following conditions on X ⊆∏`<n λ` are equivalent:
(a) X ∈ J+;
(b) for no A¯= 〈A`: ` < n〉, A` ∈ J` do we have
β¯ ∈X⇒
∨
`
β` ∈A`;
(c) we can find 〈αη: η ∈⋃m6n∏`<m λ`〉 such that αη < λlg(η) and
(∗) for each ν ∈∏`<n λ` we have
〈αν(`+1): ` < n〉 ∈X, {αν`_〈γ 〉: γ < λlg(η)+1} ∈ J+lg(η).
(2) If [A⊆ λ` & |A|< λ`] ⇒ A ∈ J` then we can add
(d) like (c), but adding
(iii) αν_〈i〉 < αν_〈j〉 if i < j < λlg(ν)+1.
Proof. Similar to 4.4. 2
Claim 4.6. Let λ¯= 〈λ`: ` < n〉 be a decreasing sequence of regular cardinals.
(1) If λ` > 2λ`+1 for ` < n, then:
(∗) for every A ∈ (J bd
λ¯
)+, there are A` ∈ (J bdλ` )+ such that
∏
`<n A` ⊆A.
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(2) If J =∏`<n J` and J` is a (2λ`+1)+–complete ideal on λ`, then (∗) holds, with J
in place of J bd
λ¯
and J` in place of J bdλ` .
(3) For every A ∈ (J bd
λ¯
)+ and k < ω we can find B` ∈ [λ`]k such that ∏`<n B` ⊆A.
(4) In (3), instead of k and J bdλ` (for ` < n) we can use any κ and ((λ`+1)κ)+-complete
ideal J` on λ` for ` < n.
Proof. E.g., (3). We prove it by induction on n.
n= 1. Trivial, as singletons are in the ideal.
n+ 1. Let X0 =
{
α < λ0: {α¯ ∈∏n−1`=1 λ`: 〈α〉_α¯ ∈A} ∈ (∏n−1`=1 J bdλ` )+}.
Clearly, X0 ∈ (J bdλ0 )+.
By the induction hypothesis, for each α ∈X0, there is 〈Bα` : `= 1, . . . , n− 1〉, such that
Bα` ∈ [λ`]k and
n−1∏
`=1
Bα` ⊆
{
α¯ ∈
n−1∏
`=1
λ`: 〈α〉ˆα¯ ∈A
}
def= B¯α.
So X0 is the union of
∏n−1
`=1 λk` = λ1 sets X0[B] = {α ∈ X0: B
α = B}, so for some B ,
|X0[B]|> k and let B0 = first k members of X0,B . 2
Definition 4.7. For a partial order P let tcf(P ) = λ iff there is an increasing cofinal
sequence of length λ in P (tcf – stands for true cofinality); so, e.g., (ω,<) × (ω1,<)
has no true cofinality, but tcf
∏
(ℵn,<)/D is well defined if D is an ultrafilter on ω.
Fact 4.8.
(1) If J ⊇ J bdδ is an ideal, λi = cf(λi) > δ, for i < δ and λ= tcf(
∏
i<δ λi/J ), then there
is a (λ, J )-sequence η¯= 〈ηα : α < λ〉 for 〈J bdλi : i < δ〉.
(2) If λi is increasing in i then 〈J bdλi : i < δ〉 is normal (hence η¯ is normal) provided that
δ = ω or at least
(∗)1 λ >∏j<i λj for i < δ.
(3) If we just ask η¯ to be normal it suffices to demand
(∗)2 λi >max pcf{λj : j < i} for i < δ.
Proof. In
∏
i<δ λi/J , there is a cofinal increasing sequence 〈fα : α < λ〉. It is as required,
as we now show. Let X ∈ [λ]λ, let Xi = {fα(i): α ∈X} for i < δ. Define f ∈∏i<δ λi :
f (i)=
{
sup(Xi)+ 1 if sup(Xi) < λi,
0 otherwise.
But 〈fα : α < λ〉 is cofinal, so for some α0 < λ, f <J fα0 . Now X ∈ [λ]λ, so for some
α1, we have α0 < α1 ∈X. As 〈fα : α < λ〉 is increasing, fα0 <J fα1 , hence f <J fα1 . So
A= {i: f (i)> fα1(i)} ∈ J . But fα1(i) ∈Xi , so i ∈ δ\A ⇒ λi = sup(Xi).
(2) Easy.
(3) By [25, II, 3.5]. 2
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Comment 4.9.
(1) This is good, e.g., to lift a coloring of the λi ’s to one of λ. But we would like to have
an upgrade as well.
(2) The kind of assumptions of 4.8 is the central interest in [25].
Claim 4.10. Assume λ¯i = 〈λi,`: ` < ni〉 is an increasing sequence of regulars > δ for
i < δ. Also assume that J is an ideal on {(i, `): i < δ, ` < ni} and
λ= tcf
(∏
i,`
λi,`/J
)
,
and for some ideal J ′ on δ, we have J ′ ⊇ J bdδ and J is generated by{{(i, n): n < ni, i ∈A}: A ∈ J ′}.
Then there is a (λ, J ′)-sequence η¯ for 〈J bd
λ¯i
: i < δ〉.
(2) 〈J bd
λ¯i
: i < δ〉 is normal (hence η¯ above is normal) if
(∗)1 δ = ω and i < j < δ⇒ λi,ni−1 < λj,0 , or
(∗)2 ∏{λi,`: i < j, ` < nj }< λj,0.
(3) If we ask just η¯ to be normal it suffices to demand
(∗)3 max pcf{λi,`: i < j, ` < nj }< λj,0 .
Proof. Again, let f¯ = 〈fα : α < λ〉 be <J -increasing cofinal. Let ηα(i) = 〈fα(i, `): ` <
ni〉 ∈∏ λ¯i . LetX ∈ [λ]λ. LetXi = {ηα(i): α ∈X}. IfXi ∈ J bd∏ λ¯i , then there is α¯i ∈∏ λ¯i =∏
`<ni
λi,` such that
(∗) β¯ ∈Xi⇒
∨
`<ni
β` < α
i
`.
(We return to this at the end of the proof.)
So let f ∈∏i,` λi,` be given by f (i, `)= αi`. So, as before, for some α ∈X, f <J fα .
So
A=
{
i:
∧
`<ni
f ((i, `))> fα((i, `))
}
∈ J ′.
Now for i ∈ δ\A we have Xi /∈ J bd∏ λ¯i .
[Why (∗)? Prove the existence of α¯i , for notational convenience denoted here by β¯ , by
induction on ni . Here we use “increasing λ¯i”.
ni = 1. Clear.
ni = k + 1. For α < λi,0 define
Xi,α =
{
β¯  [1, ni): β¯ ∈Xi
}
.
So we know that for some γ0 < λi,0
α ∈ [γ0, λi,0] ⇒Xi,α ∈ J bd∏n−1
`=1 λi,`
.
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So for each such α we have β¯α ∈∏n`=1 λi,` as given by the induction hypothesis. Let
β` =
{
γ0 + 1 if `= 1,⋃{βα` : α ∈ [γ0, λi,0)} otherwise.
Why is the latter < λi,`? As λi,0 < cf(λi,`).] 2
Question 4.11. Are there many cases fitting the framework of 4.10?
Answer 4.11A. Not so few. E.g., for any κ , for many λ = cf(λ) we have that λ =
tcf(
∏
i<κ λi/J
bd
κ ) for some sequence 〈λi : i < κ〉. E.g., if ℵ0 < cf(δ) = κ and κ < µ =
iδ < λ= cf(λ)6 iδ+1 or just ℵ0 < κ = cf(µ) < λ= cf(λ)6 µκ and (∀χ < µ)[χκ < µ]
then there is an increasing sequence of regulars 〈λi : i < κ〉 with limit iδ or µ, respectively
as above. [Why? see [25, VIII §1, 2.6].] Even if κ = ℵ0 this holds for many λ’s, e.g., if
µ< λ<µ+ω1 or just |{χ : µ< χ < λ and χ =ℵχ }|<µ see [25, IX] and use 4.12 below.
Note that by the pcf theorem (see [25, VIII, 2.6]).
Claim 4.12. Assume I to be an ideal on δ, and λi,` = cf(λi,`) > |δ| for i < δ and ` < ni
and 0< ni < ω. Then the following are equivalent:
(a) For every 〈ki : i < δ〉 ∈∏i<δ ni we have
λ= tcf
(∏
i<δ
λi,ki /I
)
.
(b) Letting
I ′ =
{
A⊆
⋃
i<δ
{i} × ni : for some B ∈ I we have A⊆
⋃
i∈B
{i} × ni
}
,
we have
∏
λi,n/I
′ has true cofinality λ.
Proof. Let A∗,B∗ be a partition of
⋃
i<θ {i} × n such that
λ=max pcf{λi,n: (i, n) ∈A∗} and λ /∈ pcf{λi,n: (i, n) ∈B∗}
(exists by the pcf theorem). Now:
(a) ⇒ (b) If ∏i,n λi,n/I ′ does not have true cofinality λ, then for some A ∈ (I ′)+
we have that
∏
(i,n)∈A λi,n/I ′ has true cofinality λ′ 6= λ (here we use the pcf theorem)
and without loss of generality A ⊆ A∗ ∨ A ⊆ B∗, hence λ /∈ pcf{λi,n: (i, n) ∈ A}. Let
B = {i < δ: (∃n < ni)[(i, n) ∈ A]}, so by the definition of I ′ we know B ∈ I+. So, for
i ∈ B we can choose ki ∈ {0, . . . , ni − 1} such that (i, ki) ∈ A. So {(i, ki): i ∈ B} ⊆ A
hence
pcf
{
λi,ki : i ∈ B
}⊆ pcf{λi,k : (i, k) ∈A},
but λ does not belong to the later, hence not to the former, contradicting (a).
¬(a)⇒¬(b) So there is 〈ki : i < δ〉 ∈∏i<δ ni such that ¬[tcf(∏λi,ki /I ) = λ] hence
by the pcf theorem, for some A ∈ (I)+, let, e.g., max pcf{λi,ki : i ∈ A} < λ. Let B =
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{(i, ki): i ∈ A}, so clearly max pcf{λi,ki : (i, ki) ∈ B} < λ. But by the definition of I ′, we
have B ∈ (I ′)+ so we get contradiction to (b). 2
Remark 4.13. See more on related topics in [17].
5. λ-sequences for decreasing λ¯i by pcf
Discussion 5.1. Our aim here is to get “decreasing λ¯” from “increasing λ¯” (for J bd
λ¯
), in
some sense, to “make gold from lead”. We do this by using pcf assumptions, then proving
that these assumptions are very reasonable.
(Note: when we cannot materialize the pcf assumptions the situation is close to SCH, and
then we have other avenues for construction of λ-sequences for some I , e.g., (1.8, 3.1).)
In the following claim the interesting case is when λ` are increasing, λ¯i = 〈λ`,i : ` <
n〉 decreasing sequence of regular cardinals, λ`,i > ∏j<i, m<n λm,j , or at least λ`,i >
max pcf{λm,j : m< n,j < i}.
Claim 5.2. Assume
(a) λ¯= 〈λ`: ` < n〉, λ¯i = 〈λ`,i : ` < n〉 for i < δ,
(b) I is an ideal on δ,
(c) λ` = tcf(∏i<δ λ`,i/I) for ` < n,
(d) f¯ ` = 〈f`,α : α < λ`〉 is <I -increasing and cofinal in ∏i<δ λ`,i ,
(e) δ < λ`,i = cf(λ`,i),
(f) for α¯ ∈∏`<n λ` let fα¯ be defined by fα¯(i)= 〈f`,α`(i): ` < n〉 ∈∏`<n λ`,i .
Then for any X ∈ (J bd
λ¯
)+ we have{
i: {fα¯(i): α¯ ∈X} ∈ J bdλ¯i
} ∈ I.
Proof. Let Xi = {fα¯(i): α¯ ∈X} and let B = {i < δ: Xi ∈ J bdλ¯i }.
Assume B ∈ I+ and we shall get a contradiction. For each i ∈ B , m < n and α¯ ∈∏
`<m λ`,i , let
Xiα¯ =
{
β¯ ∈
n−1∏
`=m
λ`,i : α¯ ˆ β¯ ∈Xi
}
and let
gi(α¯)=min
{
γ 6 λm,i : if β ∈ [γ,λm,i) then Xiα¯_〈β〉 ∈ J bd∏n−1
`=m+1 λ`,i
}
.
This definition just unravels the definition of J bd
λ¯i
; note
(∗) Xi〈 〉 =Xi ∈ J bdλ¯i ,
(∗)′ if Xiα¯ ∈ J bd∏
`>lg(α¯) λ`,i
then gi(α¯) < λlg(α¯).
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Now we choose by induction on m< n ordinals αm < λm such that for m6 n we have
(∗)m Bm =:
{
i ∈B: Xi〈f`,α` (i): `<m〉 ∈ J
bd∏
`>m λ`,i
}
= B mod I.
So, stipulating J bd∏
`>n λ`,i
= {∅}, the ideal on {〈 〉}, we have that (∗)0 holds with B = B0.
If (∗)m is true, clearly〈
gi(〈f`,α`(i): ` <m〉): i ∈Bm
〉
is in
∏
i<δ λm,i . But Bm ∈ I+ and 〈fm,α : α < λm〉 is <I -increasing cofinal in
∏
i<δ λm,i .
So for some αm
B ′m =
{
i ∈ Bm: gi
(〈f`,α`(i): ` <m〉)> αm} ∈ I.
Defining Bm+1 using this αm, we easily obtain
Bm+1 ⊇ Bm\B ′m so we see that (∗)m+1 holds.
So
α¯ = 〈α`: ` < n〉 ∈
∏
`<n
λ`
is well defined.
In the inductive definition of αm, any larger α′m would serve in place of αm (of course it
would influence the future choices). So, in addition to (∗)m, we can demand
(∗∗)m
{
β¯ ∈
n−1∏
`=m
λ`: 〈α`: ` <m〉_β¯ ∈X
}
∈ (J bd
λ¯[m,n))
+.
So from (∗∗)n we get 〈α`: ` < n〉 ∈X hence for all i we have 〈 〉 ∈Xi〈f`,α` (i): `<n〉, by the
definition. But
Bn =
{
i ∈ B: Xi〈f`,α` (i): `<n〉 ∈ J
bd∏
`>n λ`,i
}
= B mod I,
so Bn 6= ∅, and if i ∈ Bn this means Xi〈f`,α` (i): `<n〉 ∈ J
bd∏
`>n λ`,i
= {∅} so Xi〈fi,α` (i): `<〉 = ∅,
contradicting the previous sentence. 2
In fact, more generally,
Claim 5.3. Assume
(a) η¯` = 〈η`α : α < λ〉 in an (I, J,λ)-sequence for 〈Ii,`: i < δ〉 for each ` < n,
(b) Ii =∏`<n Ii,` ,
(c) η¯= 〈ηα : α < λ〉, where ηα ∈∏i<δ Dom(Ii ) and
ηα(i)=
〈
η`α(i): ` < n
〉
.
Then η¯ is an (I, J,λ)-sequence for 〈Ii : i < δ〉.
Proof. Like the proof of 5.2. 2
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Claim 5.4. Assume
(a) λ= tcf(∏i<δ θ`,i/J ) for ` < n and θ`,i are increasing with `;
(b) θ`,i = tcf(∏ε<εi τ`,i,ε/Ji) and τ`,i,ε are regular decreasing with `, i.e., τ`,i,ε >
τ`+1,i,ε (the interesting case is >).
Let
J ∗ =
{
A: A⊆ {(`, i, ε): ` < n, i < δ, ε < εi} and∧
`
(∀J i)(∀Ji ε)[(`, i, ε) /∈A]
}
,
and let
Ii,ε =
∏
`<n
J bdτ`,i,ε .
Then
λ= tcf
(∏
i,ε
τ`,i,ε/J
∗
)
and we can find η¯α ∈ ∏i,ε Ii,ε for α < λ such 〈ηα : α < λ〉 is a (λ, J ∗)-sequence for
〈Ii,ε : i, ε〉.
Proof. Straight. (Using 5.3 and [25, I, 2.10].) 2
Example 5.5. Assume
(∗) 〈λi : i < δ〉 is a strictly increasing sequence of regulars,
δ < λ0, λ= tcf
(∏
i<δ
λi/J
bd
δ
)
.
Discussion 5.5A. This may seem a strong assumption, but getting such representations is
central in [25]. If µ is strong limit singular
⊗ ℵ0 < κ = cf(µ) < µ< λ= cf(λ)6 2µ,
then there is such 〈λi : i < cf(µ)〉, λi < µ = sup(λi). So without loss of generality
2λi < λi+1 (see 4.11A).
Now fix n for simplicity. Let
λ`,i = λn×i+n−`.
So
λ¯i = 〈λ`,i : ` < n〉 is strictly decreasing.
In 4.12 an example is given for 5.2. For 5.4 we have, e.g.,
Claim 5.6. Assume
(a) µ is strong limit,
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(b) ℵ0 = cf(µ) < µ,
(c) 2µ > µ+ω+1 = λ [also µ+ω4+ω+1 = λ is OK, or just λ = µ+δ+1 < pp+(µ) and
cf(µ+δ) < µ].
Then:
(1) We can find λ`,i , k` such that (`6 i < ω):
(A) λi,` < µ=∑m,j λm,j ,
(B) 2λ`+1,i < λ`,i and 2λ0,i < 2λi+1,i+1 ,
(C) tcf(∏i<ω λ`,i/J bdω )= µ+k` ,
(D) 0< km < km+1 <ω,
(E) λ= tcf(∏m<ω µ+km/J bdω ).
(2) For every n < ω, we can find J,λ′` ,i (` < n, i < ω) such that:
(i) there is η¯ a λ-sequence for 〈J bd〈λ′` ,i : `<n〉: i < ω〉,
(ii) 2λ′` +1,i < λ′` ,i ,
(iii) 2λ′0,i < λ′n−1,i+1 ,
(iv) (∀A ∈ J )(∃∞i) [n× {i} ∩A= ∅].
Remark 5.7.
(1) This claim can be used with no further reference to pcf: just for any µ as in (a)–(c),
we have η¯ for which we can construct colorings, objects, etc.
(2) There are theorems with n increasing, they are somewhat cumbersome.
Of course, we can use
I ′m =
nm+1∏
i=nm
J bd〈λ`,i : `<nm〉.
(3) Note: 2µ > µω+1 is a strong negation of 2µ = µ+ which was very useful here. (Our
general theme is: ¬SCH is a good hypothesis) and we shall deal with closing the
gap.
(4) Note: if 2µ = µ+n(∗), we can prove nice things with I = J bd〈µ+n(∗)−`,`<n(∗)〉.
(5) If ℵ0 < cf(µ) < µ the parallel claim is even easier, and µ being a strong limit is
necessary only for (B).
Proof of 5.6. (1) We will just give a series of quotations.
First cf(µ+ω) = ℵ0, so by [25, II, 1.6], there is an increasing sequence 〈θi : i < ω〉 of
regulars with limit µ+ω such that
λ= µ+ω+1 = tcf
(∏
i<ω
θi/J
bd
ω
)
,
so for i large enough θi > µ. So without loss of generality
∧
i θi > µ.
So let θi = µ+ki , ki ∈ (0,ω) strictly increasing. By [25, IX, 5.9, p. 408], we have
pp(µ) > µ+ki . (We would like to have pp(µ) = 2µ, but only “almost proved”.) This
means by the no hole theorem [25, II, 2.3] that for some countable set a` of regulars
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< µ, µ = sup(a`) and µ+k` ∈ pcf(a`). So by the pcf theorem, without loss of generality
µ+k` =max pcf(a`) and µ+, . . . ,µ+(k`−1) /∈ pcf(a`) (alternatively use [25, VIII, §1]).
So necessarily
µ+k` = tcf
(∏
a`/J
bd
a`
)
.
Let µ=∑n<ω µn, µn < µn+1 <µ. We start choosing λ`,i by induction on i , for all i by
downward induction on `, so that
λ`,i > µi, λ`,i ∈ ai ,
and (B) holds. So, as λ`,i ∈ ai and λ`,i is increasing with i , with limit µ, we have
tcf
(∏
i
λ`,i/J
bd
ω
)
= µ+k` .
(2) Let h :ω→ ω be such that (∀m)(∃ℵ0 i) (h(i) = m). Choose by induction on i ,
λ′` ,i ∈ {λh(i),m: m<ω} such that (b) + (c) of (2) hold.
For each i we do this by downward induction on `. Then apply the last theorem. 2
We may deal with all n’s at once, at some price. The simplest case is:
Claim 5.8. Assume
(a) 〈A`: ` < ω〉 is a sequence of pairwise disjoint sets,
(b) λ= tcf(∏n<ω θn/J bdω ),
(c) θn = tcf(∏`<ω τn,`/J bdω ), τn,` regular > ℵ0,
(d) h :ω→ ω is such that |h−1({n})| = ℵ0, J =
{
A⊆ ω×ω: (∀J bdω n) (∀J bdω m) (h(n)=
∅=A∩ {m} × [h(n),2h(n))}.
Then there is a (λ, J )-sequence for 〈J bdτn,` : (n, `) ∈ ω×ω〉.
Proof. Straight. 2
Remark 5.9.
(1) We can replace 〈θn: n < ω〉 by 〈θi : i < δ〉.
(2) Another way to get an example for 5.4 is to have 〈µi : i < κ〉 increasing continuous,
κ = cf(κ) > ℵ0, κ < µ0, µ = µκ = ∑i<κ µi , cf(µi) 6 |δ|, pp|δ|(µi) < µi+1,
χi = |Reg∩ [µi,pp+|δ|(µi))|, S ⊆ κ stationary such that for every S′ ⊆ S stationary
we have
∏
i∈S ′ χi > χκ .
(3) In all the cases here we can get normality as in §4.
(4) See 1.16, 1.17.
6. Products of Boolean algebras
Monk asks [12, Problem 35, p. 15]:
Monk’s Problem 6.1. Does
∏
n<ω FBA(in) have free caliber i+ω ? Here:
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Notation 6.1A. FBA(β) is the Boolean algebra freely generated by 〈xα : α < β〉.
Definition 6.2.
(1) We say that the cardinal λ is a free caliber of the Boolean algebra B if for every
X ∈ [B]λ there is Y ∈ [X]λ such that Y is independent in B .
(2) FreeCal(B)= {λ6 |B|: λ is a free caliber of B}.
We show that, e.g., if i+ω = 2iω then the answer is NO.
Claim 6.3. Assume:
(a) there is a normal 2 super (λ, J )-sequence η¯ for I¯ = 〈Ii : i < δ〉,
(b) Ii = ERI2λi,κi =: {X ⊆ [λi]2: for some h :χ → κi , |Rangh| < κi , and for no
u ∈ [λi]ℵ0 do we have (h  [u]2 constant) & [u]2 ⊆X},
(c) δ < ω1.
Then λ is not a free caliber of ∏i<δ FBA(λi).
Remark 6.3A. By 3.1, if λ = µ+ = 2µ, µ strong limit > ℵ0 = cf(µ), then we can find
such κi , λi < µ and η¯ for δ = ω.
Proof. By renaming without loss of generality
(∗)1 ηα(i)>
∑
j<i
λj .
Let fα(i)= {f 0α (i), f 1α (i)}, f 0α (i) < f 1α (i) (< λ). First we deal with the case δ = ω, as its
notation is simpler. Let Bn = FBA(λn) be freely generated by {xnα : α < λn}. We define
g∗α ∈
∏
n<ωBn for α < λ by
g∗α(`)=
⋂
k<`
(
x`
f 0α (k)
− x`
f 1α (k)
)
.
Note:
⊗1 for α < β < λ, we have g∗α , g∗β are distinct elements of
∏
n<ωBn,
⊗2 if f 0n (β)= f 1n (α) and m> n then Bm  g∗α(m)∩ g∗β(m)= 0.
[Why? As xm
f 0n (α)
− xm
f 1n (α)
is disjoint to xm
f 0n (β)
− xm
f 1n (β)
.]
⊗3 if n < ω and for i = 1,2 we have αi,βi < λ and f 0n (βi)= f 1n (αi) and∧
k<n
f 0k (α1)= f 0k (α2) and
∧
k<n
f 1k (β1)= f 1k (β2),
then ∏
n<ω
Bm  g∗α1 ∩ g∗β1 = g∗α2 ∩ g∗β2 .
[Why? Check each coordinate in the product, for m> n use⊗2 to show that both sides are
zero, and if m6 n use the last two assumptions.]
2 If I¯ is normal, i.e., κi+1 >λi , the normality of η¯ follows.
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Now if X ∈ [λ]λ then there are such α1, α2, β1, β2 (using the choice of η¯ and its
normality). 2
Claim 6.4. Assume:
(∗) (a) µ= µθ < λ= cf(λ)6 2µ, and 〈χi : i < θ〉 a sequence of cardinals, or
(b) 2θ < λ= cf(λ) and in the (< θ+)-base product topology on sup(χi)2 the density
is < λ, or at least in the box product topology on
∏
i<θ (
χi2) (where each χi2
has Tychonoff topology) has density < λ.
Then
∏
i<θ FBA(χi) has free caliber λ.
Proof. As in §2. 2
Probably the choice of the product of 〈FBA(in): n < ω〉 in the original question
was chosen just as the simplest case, as is often done. But in this case the products of
uncountably many free Boolean algebras behave differently.
Claim 6.5. Assume λ = cf(λ) > 2θ , cf(θ) > ℵ0 and (∀α < λ)(|α|ℵ0 < λ). Then∏
i<θ FBA(χi) has free caliber λ.
Proof. First assume a stronger assumption
(∗) λ= µ+, cf(µ)= θ > ℵ0 and (∀α < µ)(|α|θ < µ),
or alternatively
(∗)− λ= cf(λ) and µ> 2θ are as in 7.3 below and we assume i < θ ⇒ χi 6 µ.
(This was our first proof. It possibly covers all cases under some reasonable pcf hypothesis,
and illuminates the method.)
Let g∗α ∈
∏
i<θ FBA(χi) for α < λ be pairwise distinct, and we should find X ∈ [λ]λ
such that 〈g∗α : α ∈X〉 is independent. Let
g∗α(i)= τα,i(xβα,i,0 , xβα,i,1 , . . . , xβα,i,m(α,i)−1),
where τα,i is a Boolean term. Without loss of generality no xβα,i,` is redundant, βα,i,m
increasing with m. As 2θ < λ = cf(λ) without loss of generality τα,i = τi and so
m(α, i) = m(i). Let fα be the function with domain θ , fα(i) = 〈βα,i,`: ` < m(i)〉. Let
f
[`]
α (i)= βα,i,`, so Dom(f [`]α )= {i < θ : ` <m(i)}.
If (∗) holds then by 7.1 and 7.2 (see below) we have
} there are u∗, m∗, v, β¯∗, X such that
(a) u∗ ∈ [θ ]θ and X ∈ [λ]λ, D an ultrafilter on u∗ disjoint to J bdθ ,
(b) i ∈ u∗ ⇒ m(i)=m∗,
(c) v ⊆m∗ but v 6=m∗, and λ= tcf∏β ∗`,i/D for ` ∈m∗\ν,
(d) β¯∗ = 〈β ∗`,i : ` <m∗, i ∈ u∗〉,
(e) ` ∈ v ⇒ 〈f [`]α  u∗: α ∈X〉 is <J bd
u∗
-increasing and cofinal in
∏
i∈u∗ β ∗`,i ,
(f) ` ∈m∗\v ⇒ f [`]α  u∗ = 〈β ∗`,i : i ∈ u∗〉,
(g) for every γ¯ ∈∏`∈v, i∈u∗ β ∗`,i for λ ordinals α ∈X we have,
i ∈ u∗ & ` ∈ v⇒ γ`,i < f [`]α (i) < β ∗`,i ,
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(h) if ` ∈ v, α ∈ X, i ∈ u∗ then f [`]α (i) > sup{β ∗`1,i1: β ∗`1,i1 < β ∗`,i where `1 < m∗
and i1 < θ} and α < β ∈ X implies: for every i ∈ u∗ large enough we have
f
[`]
β (i) > max{f [`1]α (i1): β ∗`1,i1 = β ∗`,i and `1 < m∗ and i1 < θ} (the interesting
case is i1 = i).
Now for any n < ω, and α0 < · · ·< αn−1 from X, we have
⊗ for arbitrarily large i ∈ u∗〈
fα0(i), fα1(i), . . . , fαn−1(i)
〉
= 〈〈βα0,i,`: ` <m∗〉, 〈βα1,i,`: ` <m∗〉, . . . , 〈βαn−1,i,`: ` <m∗〉〉
is as in a ∆-system, in fact
βαk(1),i,`(1) = βαk(2),i,`(2)⇒
(
k(1), `(1)
)= (k(2), `(2))∨ (`(1)= `(2) ∈ v).
As v 6= {0,1, . . . ,m∗ − 1} and in τ no variable is redundant clearly
⊗′ for every i ∈ u∗ large enough, 〈τ (xβα0,i,0 , . . .), τ (xβα1,i,0 , . . .), . . .〉 is independent.
This implies that 〈g∗α` : ` < n〉 is independent (in
∏
i<θ FBA(χi)) as required.
If we do not have (∗) or (∗)−, by (∀α < λ)(|α|ℵ0 < λ) and 2θ < λ = cf(λ) without
loss of generality for some τ = τ (x1, . . . , xn−1) and infinite u⊆ θ , and some X ∈ [λ]λ we
have: 〈fα  u: α ∈ X〉 is with no repetition, τα,i = τ for α ∈X, i ∈ u. So without loss of
generality u= θ . Then we can find an ultrafilter D on θ as in 7.4 below and then the proof
above works. 2
Comment 6.6. Before we use 7.4, we wonder if “χi 6 µ” is necessary in (∗)− of 6.5. This
is quite straight. We can omit it if
a⊆ Reg ∩ λ\µ, |a|6 θ ⇒max pcf(a) < λ.
Problem 6.7.
(1) Which of the following statements is consistent with ZFC:
(a) µ is strong limit, cf(µ)=ℵ0, and for every λ ∈ Reg∩ (µ,2µ] and cardinals χn
such that µ=∑n<ω χn, λ is a free caliber of ∏n<ω FBA(χn),
(What about “some such λ”? See 6.11 below.)
(b) The same for all such µ.
(2) Can you prove in ZFC that for some strong limit µ, θ = cf(µ) < µ and for
some set 〈ai : i < σ 〉 where σ = θ+ or σ = (2θ )+, pairwise disjoint there is
λ ∈ (µ,2µ] ∩⋂i<σ pcf(ai ).
Now we turn to another of Monk’s problems.
Claim 6.8. Assume
(∗) κ > ℵ0 is weakly inaccessible and 〈2µ: µ< κ〉 is not eventually constant.
Then
(a) there is a κ-c.c. Boolean algebra of cardinality 2<κ , with no independent subset of
cardinality κ+.
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Proof. There are sequences 〈(Ii ,Ji ): i < κ〉, 〈(κi , λi): i < κ〉 such that Ji is a dense
linear order of cardinality λi and Ii ⊆ Ji a dense subset of Ji of cardinality κi , 〈κi : i < κ〉
increasing with limit κ , and λj >
∑
i<j 2κi (>
∑
i<j λi ), by [26, 3.4].
Let B i be Intalg(Ji ), the Boolean algebra of closed-open intervals of Ji . Let B be the
free product of {Bi : i < κ}, so B extends each B i and each element of B is a Boolean
combination of finitely many elements of
⋃
i<κ Bi . It is straight to check B is as required:
(∗)1 |B| =∑i<κ |Bi | + ℵ0 =∑i<κ λi =∑i<κ 2κi = 2<κ ,
(∗)2 B satisfies the κ-c.c.
[Why? Let ai ∈ B\{0} for i < κ , so let ai = τi(bi,0, . . . , bi,ni−1) for i < κ , bi,` ∈ Bαi,` .
As we can replace ai by any a′i , 0 < a′i 6 ai without loss of generality ai =
⋂
`<ni
bi,`,
bi,` ∈ Bαi,`\{0}. So without loss of generality αi,0 < αi,1 < · · · < αi,ni . As κ > ℵ0 is
regular and as we can replace 〈ai : i < κ〉 by 〈ai : i ∈ X〉 whenever X ∈ [κ]κ , without
loss of generality for some m,
∧
`<m αi,` = α` and i < j & {`, k} ⊆ [m,n] ⇒ αi,` < αj,k .
Let a′i =
⋂
`<m bi,`, so clearly
a′i ∩ a′j 6= 0⇔ ai ∩ aj 6= 0⇔
∧
`<m
bi,` ∩ bj,` 6= 0.
But B i satisfies the κ-Knaster condition (as κ = cf(κ) > density(Ji )), so can we finish.]
(∗)3 B has no independent subset of cardinality κ+.
[Why? Let ai ∈ B for i < κ+, let ai = τi(bi,0, . . . , bi,ni−1) and let bi,` ∈ Bαi,`\{0,1}. We
can replace 〈ai : i < κ+〉 by 〈ai : i ∈X〉 for X ∈ [κ+]κ+ , so without loss of generality τi =
τ , ni = n and αi,` = α`. Let bi,` =⋃k∈ui,` [xi,`,k, xi,`,k+1) where x¯i,` = 〈xi,`,k: k 6 ki,`〉
is an increasing sequence of elements of {−∞} ∪ Ji ∪ {∞}, xi,`,0 = −∞, xi,`,ki,` =∞,
ui,` ⊆ ki,`. We can find yi,`,k ∈ Ii such that xi,`,k < yi,`,k < xi,`,k+1. Without loss of
generality ki,` = k`, yi,`,k = y`,k, ui,` = u`.
Without loss of generality yi,`,k = y`,k . For a finite A⊆ B let at(A)= at(A,B) be the
number of atoms in the Boolean subalgebra of B which A generates (all this was mainly
for clarity). Now for any finite u⊆ κ+
at
({ai : i ∈ u},B)
6 at
({bi,`: i ∈ u, ` < n},B)6∏
`<n
at
({bi,`: i ∈ u},Bαi,`)
6
∏
`<n
at
({xi,`,k: i ∈ u, k < k`},Bαi,` })6∏
`<n
(∑
k<k`
(|u| + 1)
)
6 k∗ × |u|n
for k∗ = max{k` + 1: ` < n}. So if u is large enough this is < 2|u|, showing non-
independence.] 2
Claim 6.9. Let B be the completion of FBA(χ)
(1) λ is not a free caliber of B if
(∗) λ= µ+ = 2µ, µ6 χ , µ strong limit singular of cofinality ℵ0,
(2) λ is a free caliber of B if
(∗) µ= µℵ0 < λ= cf(λ)6 2µ, χ > λ, or at least
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(∗)′ χ > µ, µ < λ = cf(λ) 6 2λ, µ strong limit singular of cofinality ℵ0 and the
(< ℵ1)-box product topology on χω has density < λ.
Proof. (1) By 6.3, 6.3A’s proofs.
(2) If (∗) use 6.5, if (∗)′ the proof is similar. 2
Remark 6.9A. We can deal with singular cardinals similarly as in the earlier proofs.
Claim 6.10. In the earlier claims if
(∗)1 λ= µ++, or at least if
(∗)2 µ< λ, and [α < λ ⇒ cf([α]θ ,⊆) < λ], χ = supi<θ χi
then “in the (6 θ+)-box product topology, χθ has density < λ” can be replaced by “in the
(< θ+)-box product topology, µθ has density < λ”.
Conclusion 6.11.
(1) Let ` ∈ {1,2} for simplicity. The following questions cannot be answered in ZFC
(assuming the consistency of large cardinals). Assume i+`ω 6 iω+1
(a)` Does
∏
n<ω FBA(im) have free caliber i+`ω ?
(b)` Does the completion of FBA(iω) have free caliber i+`ω ?
(c)` Does the completion of FBA(i+`ω ) have free caliber i+`ω ?
(2) Moreover we can add
for x ∈ {a, b, c} even (∗)1 + (∗)2, and ¬(∗)1 +¬(∗)2.
Proof. (1) Let ` = 2. By Gitik and Shelah [6] it is consistent with ZFC that with the
(< ℵ1)-box product topology, (iω)ω has density 6 i+ω , so we can use 6.4 (using 6.11 of
course). For the other direction by Gitik and Shelah [6] the necessary assumptions for 6.3,
6.9(2) are consistent.
For `= 1, if i+ω = 2iω then the answer is NO by 6.2, 6.9.
To get consistency for λ = i+ω we need dual: in µω, for every µ+ open sets there is a
point belonging to µ+ of them (this is phrased in 6.12 below). This too is proved consistent
in [6].
(2) Similarly. 2
Definition 6.12. Prθ,σ (λ,µ) means:
if fα is a partial function from µ to θ such that |Dom(fα)|< σ for α < λ,
then some f ∈ µθ extends λ of the functions fα .
If σ = θ we may omit it.
Claim 6.13. In Claim 6.11 the assumption on the density of box products can be replaced
by cases of Definition 6.12:
(a) [2.1] AssumeB = B(χ) is a Maharam measure algebra of dimension χ , cf(λ) > 2ℵ0
and cf(λ) > i2 ∨ λ= cf(λ)∨−λ,ℵ0 . If Prℵ0(λ,χ) then B has λ as a free caliber.
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(b) [6.4] Assume 2θ < λ = cf(λ), χ = supi<θ χi . If Prθ (λ,χ) then
∏
i<θ FBA(χi) has
free caliber λ.
Proof. Straight. 2
In fact cases of Pr are essentially necessary and sufficient conditions.
Claim 6.14. Assume λ = cf(λ) > 2ℵ0 , and χn are cardinal. The following conditions are
equivalent
(a) ∏n<ω FBA(χn) has free caliber λ;
(b) if for α < λ, i < ω, (uαi , vαi ) is a pair of disjoint finite subsets of χi then for some
X ∈ [λ]λ we have
i < ω⇒
⋃
α∈X
uαi ∩
⋃
α∈X
vαi = ∅,
i.e., if f αi is a finite function from χi to {0,1} for i < ω, α < λ, then for some
〈fi : i < ω〉
(∃λα < λ)(∀i < ω)f αi ⊆ fi .
Proof. Straight. 2
Discussion 6.15. For measure, the parallel seems cumbersome. We still may like to be
more concrete on the dependencies appearing. Note
⊗1 in 3.6, we can have x¯ = 〈xα : α < λ〉 satisfies
(∗)B,x¯ for every X ∈ [λ]λ, m < ω, and β(α, k) < λ for α < λ, k < 2m pairwise
distinct, for every n large enough there are pairwise distinct α0, . . . , α2n−1 ∈
X such that
0=
⋂
`<n
( ⋃
k<m
(
xβ(α2`,k) M xβ(α2`+1,k)
))
,
⊗2 if (∗)B,x¯ holds then the Boolean algebra B ′ = 〈xα : α < λ〉B has no independent
subset of cardinality λ. Moreover, if x ′α ∈ B ′ for α < λ are distinct, then
(∗)B′,〈x ′α : α<λ〉.
7. A nice subfamily of functions exists
We expand and continue on [26, 6.6D], [20, 6.1].
Claim 7.0. Assume
(A) λ= cf(λ)> µ> 2κ ,
(B) D is a µ-complete 3 filter on λ containing the co-bounded subsets of λ,
3 In parts (0), (1), µ= (2κ )+ is OK.
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(C) fα :κ→Ord for α < λ,
(D) α < µ ⇒ D is |α|6κ -complete.
Then
(0) We can find w ⊆ κ and β¯∗ = 〈β∗i : i < κ〉 such that: i ∈ κ \ w⇒ cf(β∗i ) > 2κ and
for every β¯ ∈∏i∈κ\w β∗i for λ ordinals α < λ (even a set in D+) we have β¯ < fα 
(κ\w) < β¯∗  (κ\w), fα w = β¯∗ w, and sup{β∗j : β∗j < β∗i }< fα(i) < β∗i .
(1) We can find a partition 〈w∗`: ` < 2〉 of κ , X ∈ D+ and 〈Ai : i < κ〉, 〈λ¯i : i < κ〉,
〈hi : i < κ〉, 〈ni : i < κ〉 such that:
(a) Ai ⊆Ord,
(b) λ¯i = 〈λi,`: ` < ni〉 and 2κ < λi,` 6 λi,`+1 6 λ,
(c) hi is an order preserving function from
∏
`<ni
λi,` ontoAi so ni = 0⇔ |Ai | = 1
(the order on ∏`<ni λ`,i being lexicographic <`x),
(d) i < κ & α ∈ X ⇒ fα(i) ∈ Ai , and we let f ∗α (i, `) = [h−1i (fα(i))](`), so
f ∗α ∈
∏
i<κ, `<ni
λi,`,
(e) i ∈w∗0⇒ ni = 0 (so |Ai | = 1),
(f) if i ∈w∗1 then |Ai |6 λ, hence |
⋃
i∈w∗1 Ai |6 λ,
(g) if g ∈∏ i<κ
`<ni
λi,` then {α ∈X: g < f ∗α } ∈D+,
(h) µ6max pcf{λi,`: i ∈ w∗1 and ` < ni}6 λ when w∗1 6= ∅ (so, e.g., under GCH
max pcf{cf(λi,`): i ∈w∗1 and ` < ni} = λ).
(2) In part (1) we can add (∗)1 to the conclusion if (E) below holds,
(∗)1 if λi,` ∈ [µ,λ) then λi,` is regular.
(E) For any set a of 6 κ singular cardinals from the interval (µ,λ), we have
max pcf{cf(χ): χ ∈ a}< λ.
(3) Assume in part (1) that (F) below holds. Then we can demand (∗)2.
(∗)2 λi` > µ for i ∈w2, ` < ni .
(F) cf(µ) > κ and α < µ⇒D is [|α|6κ ]+-complete.
(4) If in part (1) in addition (G) below holds, then we can add
(∗)3 λ ∈ pcfσ -complete{λi`: i ∈w∗1 and ` < ni} if w∗1 6= ∅,
moreover
(∗)4 if `i < ni for i ∈w∗1 then λ ∈ pcfσ -complete{cf(λi`i ): i ∈w∗1}.(G) (i) (∀α < λ)(|α|<σ < λ) and σ = cf(σ ) > ℵ0,
(ii) D is λ-complete.
(5) If in part (1) in addition (H) below holds then we can add
(∗)5 if m<m∗, A ∈ Jm and `i < ni for i ∈ κ \A (so w∗0 ⊆A) then λ ∈ pcf{λi`i : i ∈
κ \A}.
(H) (i) m∗ <ω and Jm an ℵ1-complete ideal on κ for m<m∗,
(ii) D is λ-complete.
Remark.
(1) If λi,` is singular we can replace it with a sequence 〈γi,`1: ζ < cf(λi,`)〉, and the
index set 〈〈α〉: α < λi,`〉 by 〈(ζ, γ ): ζ < cf(λi,`) and γ < γi,`2〉, and γi,`1 , are
replaced by sequences of regular cardinals. Not clear if all this helps.
(2) The reader may concentrate on the case (F) + (G)(ii) holds.
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Proof. (0) By part (1).
(1) Let χ be regular large enough. Choose N such that
(i) N ≺ (H(χ),∈),
(ii) 2κ + 1⊆N and ‖N‖ = 2κ ,
(iii) κ,µ,λ,D and 〈fα : α < λ〉 belong to N ,
(iv) Nκ ⊆N .
Next choose δ(∗) < λ which belongs to B∗ =⋂{B ∈D: B ∈N}, which is the intersection
of 6 2κ < µ members of D. Necessarily B∗ ∈D so δ(∗) exists. For each i < κ let
Yi =:
{
A ∈N : A a set of ordinals and fδ(∗)(i) ∈A
}
,
clearly Yi 6= ∅ as⋃γ<λ(fγ (i)+1) ∈N , hence there is a set Ai ∈ Yi of minimal order type.
As Nκ ⊆N clearly A¯=: 〈Ai : i ∈ κ〉 belongs to N .
Let us define:
w∗0 =:
{
i < κ : |Ai | = 1
}
,
w∗1 =:
{
i < κ : 2κ < |Ai |6 λ
}
.
Now note
(∗)1 Ai 6= ∅.
[Why? As Ai ∈ Yi hence fδ(∗)(i) ∈Ai .]
(∗)2 |Ai| = 1 iff Ai = {fδ(∗)(i)} iff fδ(∗)(i) ∈N (iff i ∈w∗0).
[Why? Think.]
(∗)3 Without loss of generality Ai ⊆ {fα(i): α < λ}.
[Why? As {fα(i): α < λ} ∈ Yi and Ai ∩ {fα(i): α < λ} ∈ Yi .]
Hence
(∗)4 If i ∈ κ\w∗0 then |Ai |6 λ.
Let
Ki =
{
(λ¯, β¯) ∈N : for some n, λ¯= 〈λ`: ` < n〉 ∈N , and
β¯ = 〈βη: η ∈∏`<n λ`〉 ∈N and βη ∈ {fα(i): α < λ} and
fδ(∗)(i) ∈ {βη: η ∈∏`<n λ`} and: if η <`x ν are from ∏`<n λ`
then βη 6 βν
}
.
We define a partial order <∗ on Ki(
λ¯1, β¯1
)
<∗
(
λ¯2, β¯2
)
iff
{
β1η : η ∈
∏
`
λ1`
}
⊆
{
β2η : η ∈
∏
`
λ2`
}
and:
otp
(∏
`
λ1`,6`x
)
< otp
(∏
`
λ2`,6`x
)
or
otp
(∏
`
λ1`,6`x
)
= otp
(∏
`
λ2`,6`x
)
and lg(λ¯1) < lg(λ¯2) or
otp
(∏
`
λ1`,6`x
)
= otp
(∏
`
λ2`,6`x
)
, lg(λ¯1)= lg(λ¯2) and
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∨
k<lg(λ¯1)
[
λ1lg(λ¯1)−1−k < λ
2
lg(λ¯2)−1−k and
∧
`<k
λ1lg(λ¯1)−1−` = λ2lg(λ¯2)−1−`
]
.
(∗)5 (Ki,6∗) ⊆ N is a partial order which is a well quasi order (i.e., no strictly
decreasing ω-chains).
[Why? Reflect.]
(∗)6 There is (λ¯, β¯) ∈Ki such that ∧`<lg(λ¯) λ` 6 |Ai |.
[Why? By (∗)7 below.]
(∗)7 otp(Ai)6 |Ai|n for some n < ω.
[Why? By Dushnik and Milner [1], we can find Ai,n ⊆ Ai for n < ω such that Ai =⋃
n<ω Ai,n and otp(Ai,n) 6 |Ai|n. So as Ai ∈ N there is such sequence 〈Ai,n: n < ω〉
in N so Ai,n ∈ N hence for some n we have fδ(∗)(i) ∈ Ai,n ∈ N , so by the choice of Ai
clearly otp(Ai)6 |Ai |n.]
So we can find a <∗-minimal (λ¯i, β¯i) ∈Ki and let ni = lg(λ¯i ). Note:
(∗)8 we can above in the choice of Ai demandAi = {βiη: η ∈
∏
`<ni
λi`}, where (λ¯i, β¯i)
is a <∗-minimal in Ki ,
(∗)9 λi` 6 λi`+1 6 λ for ` < ni .
[Why? The second inequality by (∗)4 and (∗)6, the first inequality as otherwise by renaming
we can omit λi`+1 and contradict the <∗-minimality of (λ¯i , β¯i).]
Let 〈η∗i : i < κ〉 be such that βiη∗i = fδ(∗)(i) and η
∗
i ∈
∏
`<ni
λi`.
(∗)10 λi,` > 2κ [trivial].
Let Y = {α < λ: for every i < κ we have fα(i) ∈ Ai}, as f¯ ∈ N and 〈Ai : i < κ〉 ∈ N
necessarily Y ∈ N . Also Y ∈ D+ because δ(∗) ∈ Y and the choice of δ(∗). So for α ∈ Y
we can choose 〈ηαi : i < κ〉 such that ηαi ∈
∏
`<ni
λi` and fα(i) = βiηαi . We now define
f ∗α ∈
∏
i<κ
`<ni
λi` for α < λ: f
∗
α (i, `)= ηαi (`).
Note:
(∗)11 〈λ¯i : i < κ〉, 〈β¯i : i < κ〉 and f¯ , hence f¯ ∗ = 〈f ∗α : α ∈ Y 〉 belong to N .
(∗)12 ηαi (`)= f ∗α (i, `) ∈ [sup(N ∩ λi`), λi`] and α ∈ Y ⇒ f ∗α (i, `) < λi`.
[Why? Reflect.]
(∗)13 for every g ∈∏ i<κ
`<ni
λi` and X ∈ [Y ]λ ∩N such that δ(∗) ∈X there is α ∈X such
that
g < f ∗α i.e., i < κ and ` < ni ⇒ g(i, `) < f ∗α (i, `).
[Why? If not, there is such g, so as 〈(λ¯i , β¯i): i < κ〉, f¯ = 〈fα : α < λ〉 and X, Y belong
to N also f¯ ∗ = 〈f ∗α : α ∈ X〉 belongs to N , so all the requirements on g are first order
with parameters fromN , so without loss of generality g ∈N . Now δ(∗) ∈X cannot satisfy
the requirement hence there are i < κ , ` < ni such that g(i, `) > f ∗δ(∗)(i, `) contradicting
(∗)12.]
Let
Zi =
{
η ∈
∏
i<ni
λi`: if ν ∈
∏
`<ni
λi` and ν <`x η then β
i
ν < β
i
η
}
,
Z+i = {η  k: η ∈Zi and k 6 ni}.
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As (λ¯i , β¯i) ∈N clearly also Zi , Z+i ∈N .
(∗)14 If i < κ , k < ni then λik = otp{η(k): (η∗i  k)C η ∈ Zi}.
[Why? Let Z′i = {η ∈ Zi : λik > otp{ν ∈ Zi : η  k C ν ∈ Zi}}. So η∗i ∈Z′i ∈N , by renaming
η ∈Z′i⇒ λik > sup
{
ν ∈ Zi : η  k C ν ∈ Zi
}
,
and if λik is regular we get a contradiction to (∗)8 as in the proof of (∗)9. If λik is singular,
we by renaming get the desired equality.]
Hence
(∗)15 without loss of generality 〈βiη: η ∈
∏
`<ni
λi`〉 is increasing (with <`x ),
(∗)16 µ6 sup{λi`: i ∈w∗1 and ` < ni}.
[Why? Otherwise let µ > µ0 = sup{λi`: i ∈ w∗1 and ` < ni}, and so B∗ def= {βiη: i < κ ,
η ∈∏`<ηi λi`} has cardinality µ0 so there is P ∈N , |P |< λ, P ⊆ [µ0]6κ and P is cofinal
in ([µ0]6κ ,⊆). (Why? By assumption (D).) Note that if for some X ∈ (D + Y )+, f¯  X
is constant we are done. Otherwise
a ∈ P⇒ {α < λ: Rang(fα)⊆ a}= ∅modD
but D is µ-complete hence
X∗ =: {α ∈ Y : (∃a ∈P)[Rang(fα)⊆ a]}= ∅modD
and X∗ ∈N and δ(∗) ∈X∗, contradicting the choice of X∗.]
(∗)17 max pcf
{
λi`: i ∈w∗i and ` < ni
}
6 λ.
[Why? By (∗)13.]
(∗)18 λi` has cofinality > 2κ .
[Why? Otherwise we can decrease it, getting a contradiction to the <∗-minimality of
(λ¯i, β¯i).]
The conclusion can be checked easily
(2) Let a= {cf(λi`): λi` is singular and µ6 λi` < λ} and use (E).
(3) Easy.
(4) Assume that the desired conclusion fails. For this we choose not just one model N
but an (ω+1)-tree of models. More precisely, we choose by induction on i 6 ω a sequence
〈Nη: η ∈ Ti〉 such that
(a) Ti ⊆ iλ,
(b) j < i&η ∈ Ti⇒ η  j ∈ Tj ,
(c) |Ti |< λ,
(d) Nη ≺ (H(χ),∈) satisfies (i)–(iv) from the proof of part (1),
(e) for η ∈ Ti , η ∈Nη and 〈Nν : ν ∈⋃j<i Tj 〉 ∈Nη and
ν  η⇒Nν ≺Nη & Nν ∈Nη,
(f) if i = 0, then Ti = {〈 〉},
(g) if i is ω, then Ti = {η ∈ iλ: (∀j < i)(η  j ∈ Ti),
(h) if i = j + 1, η ∈ Tj and 〈aη,ε: ε < εη < λ〉 list [sup(Nη ∩ λ)]<σ , then{
ν ∈ Ti : η  ν}= {η_〈α〉: α < εη},
and aη,ε ∈Nη_〈ε〉,
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(i) T =⋃i6ω Ti .
There is no problem to carry out the definition (note that εη < λ by assumption (G)(i) and
|Tm+1|< λ as in addition λ is regular, and |Tω|< λ by assumption (G)(i) as σ > ℵ0). Now
B∗ =
⋂{
B ∈D: for some η ∈ T we have B ∈Nη
}
being the intersection of 6 |T | + 2κ < λ sets in D, belongs to D (using assumption
(G)(ii)), so choose δ(∗) ∈B∗. Now we choose by induction on k < ω, ηk ∈ Tk and wk0 , wk1 ,
〈(λ¯i,k, β¯i,k): i < κ〉 ∈Nηk as in the proof of (1) for Nηk , such that wk0 ⊆wk+10 , ηk  ηk+1
and (∀i ∈ wk1)[(λ¯i,k+1, β¯i,k+1) <∗ (λ¯i,k, β¯i,k)]. The last assertion holds by the assumption
toward contradiction and basic pcf.
If
⋃
k<ω w
k
0 = κ , then fδ(∗) ∈ N⋃k ηk , hence δ(∗) ∈ N⋃k ηk , contradiction. If i ∈
κ \ ⋃k<ω wk0, then 〈(λ¯i,k, β¯i,k): k < ω〉 is strictly decreasing in Ki (more exactly in⋃
k<ω Ki[Nηk ]), contradicting a parallel of (∗)11.
(5) We choose by induction on t ∈ ω the objectsNt , δt , A¯t = 〈Ati : i < κ〉, 〈(λ¯ti , β¯ti ): i <
κ〉, 〈hti : i < κ〉, Kti such that
(a) for each t , they are as required in the proof of part (1),
(b) Nt ∈Nt+1, Kti ⊆Kt+1i and (λ¯t+1i , β¯ t+1i )6∗ (λ¯ti , β¯ti ) in Kt+1i ,
(c) for each t for some mt <m∗ we have{
i < κ : (λ¯t+1i , β¯
t+1
i ) <
∗ (λ¯ti , β¯ti )
}= κ mod Jmt .
No problem to carry it out by assumption toward contradiction. So for somem, {t: mt =m}
is infinite, contradicting “Jm is ℵ1-complete, and for each i < κ , ⋃t Kti well ordered by
<∗”. 2
See Section 9 for actually some consequences.
Notation. If f is a function from, say, θ to the ordinals, and g¯ is a sequence of length θ of
functions from the ordinals to the ordinals, then f ∗ = f g¯ is a function from the ordinals to
the ordinals defined by f ∗(i)= gi(f (i)).
We spell out a special case.
Fact 7.1. Assume
(∗) 2θ < µ, cf(µ)= θ and (∀α < µ)(|α|θ < µ),
and λ= µ+.
Then:
(1) For every sequence f¯ = 〈fα : α < λ〉 of functions from θ to the ordinals, we can find
u∗ ∈ [θ ]θ and β¯∗ = 〈β∗i : i ∈ u∗〉 such that one of the following cases occurs:
(∗)1 for some X ∈ [λ]λ, fα  u∗ = β¯∗ for α ∈X,
(∗)2 if θ > ℵ0 then β∗i is a limit ordinal (for every i ∈ u∗), and 〈cf(β∗i ): i ∈ u∗〉 is
strictly increasing with limit µ and λ = tcf(∏i∈u∗ cf(β∗i )/J bdu∗ ) and for every
γ¯ ∈∏i∈u∗ β∗i for λ ordinals α < λ we have
(∀i ∈ u∗)(γi < fα(i) < β∗i ),
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if θ =ℵ0 then for some strictly increasing sequence λ¯= 〈λi : i ∈ u∗〉 of regular
cardinals with limit µ, λ = tcf(∏i∈u∗ λi/J bdu∗ ) and for some g¯ = 〈gi : i < θ〉,
gi : Ord→ λi , we have: for every γ¯ ∈∏i∈u∗ λi for λ ordinals α < λ we have
i ∈ u∗ ⇒ γi < f g¯α (i) < λi,
(∗)3 β∗i is a limit ordinal of cofinality λ for i ∈ u∗ and for some X ∈ [λ]λ we have:
i ∈ u∗ ⇒ 〈fα(i): α ∈X〉 is strictly increasing with limit β∗i and for α ∈X, the
interval [fα(i), β∗i ) is disjoint to{
fβ(j): β ∈X and j ∈ u∗\{i}&βj 6= βi or β < α and j ∈ u∗
}
.
(2) Assume θ > ℵ0. For every sequence f¯ = 〈fα : α < λ〉 of pairwise distinct functions
from θ to ω>Ord such that |{fα(i): α < λ}|< λ for i < θ , we can find u∗ ∈ [θ ]θ and
n(∗) ∈ [1,ω) and v ⊆ n∗ nonempty and β¯∗ = 〈β ∗`,i : ` < n∗, i ∈ u∗〉 such that for
each i
(a) for ` ∈ v we have that β ∗`,i is a limit ordinal, 〈cf(β ∗`,i): i ∈ u∗〉 is strictly
increasing with limit µ and λ = tcf(∏i∈u∗ cf(β ∗`,i)/J bdu∗ ), and also for i < j
in u∗, and `, k ∈ v we have cf(β ∗`,i) < cf(β∗k,j ),
(b) for every γ¯ ∈∏`,i β ∗`,i for λ ordinals α < λ we have
(∀i < u∗)(∀` ∈ v)[γ`,i < (fα(i))(`) < β ∗`,i] and
(∀i ∈ u∗)(∀` ∈ n∗\v)[fα(i))(`)= β ∗`,i].
(3) In part (2), we can replace u∗ ∈ [θ ]θ by u ∈ J+ for any normal ideal J on θ .
Moreover if {δ < θ : (∀α < cf(δ))(|α|<σ < cf(|δ|)} is stationary then Rang(fα) ⊆
σ>Ord is fine. If we omit the assumption |{fα(i): α < λ}|< λ, instead of v we have
a partition (v1, v2, v3) of {`: ` < n∗} such that clause (a) holds for ` ∈ 2, clause (b)
holds with ` ∈ v2 ∪ v3, ` ∈ v1 instead of ` ∈ v, ` ∈ n∗ \ v, and the parallel of (∗)3
holds for ` ∈ v3.
Proof. (1) By 7.0(0)–(2) we know that
⊗ there is 〈β∗i : i < θ〉 and w∗ ⊆ θ such that letting u∗ = θ\w∗ we have:
(a) for every γ¯ ∈∏i∈u∗ β∗i for λ ordinals α < λ we have
i ∈w∗ ⇒ fα(i)= β∗i ,
i ∈ u∗ ⇒ γi < fα(i) < β∗i ,
and moreover (w∗0 ,w∗1), 〈λi,`: i ∈ w∗1, ` < ni〉, X, g¯ = 〈gi : i < θ〉 as there (so
w∗1 = u∗); clearly λi,` 6 λ and without loss of generality λi,mi = λ.
Case 1. |u∗| < θ . So for some X ∈ [λ]λ we have 〈fα  w∗: α ∈ X〉 is constant. Easily
(∗)1 holds.
Case 2. For some unbounded subset u′ of θ and 〈mi : i ∈ u′〉, mi < ni and sup{λi,`: i ∈
u′, ` < mi}6 µ∗ <µ and λi,mi = λ.
Clearly (∗)3 holds and we get X by “thinning”: choose by induction on γ < λ the γ th
member αγ < λ of X, fixing 〈g−1i (fα(i)) mi : i ∈ u′〉.
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Case 3. Neither Case 1 nor Case 2.
Let µ=∑i<θ µi , µi < µ increasing with i . Choose ji ∈ u∗ such that ji is the minimal
j >
⋃
ζ<i jζ , λj,ni−1 > µi +
∑
ζ<i λjζ , and let mji < nji be the minimal m such that
λji ,m > µi +
∑
ζ<i λjζ and the ji is such that λji ,mi < µ.
If θ > ℵ0, by Fodor’s lemma, replacing 〈ji : i < θ〉 by a subsequence, without loss
of generality µ∗ =: sup{λji ,m: i < θ,m < mji } < µ, and without loss of generality
〈h−1ji (fα(ji)) mji : i < θ〉 = x is the same for all α ∈X.
Choose u∗ = {ji : i < θ}, λi = λji ,mi , which is regular by 7.0(2). Now, 〈λj : j ∈ u∗〉 is
a strictly increasing sequence of regular cardinals with limit µ, and hence
∏
j∈u∗ λj/J bdu∗
is µ-directed and hence λ-directed. But, by 7.0, {〈h−1ji (fα(i))(mi): i ∈ u∗〉: α ∈ X} is
unbounded in it (or use “max pcf{λi,`: i < θ, ` < ni} 6 λ”). So λ = tcf(∏j∈u∗ λi/J bdu∗ ).
Let gj be defined by gj (γ )= (h−1j (γ ))(mj), and we are done.
(2) First without loss of generality lg(fα(i))= n∗, i.e., does not depend on α, secondly,
e.g., by successive applications of part (1).
(3) Similar. 2
Conclusion 7.2. For
(1) In 7.1(1), (∗)2 and (∗)3 implies
(∗)′2 there are u∗, β∗ = 〈β∗i : i ∈ u∗〉 and X such that
(a) u∗ ∈ [θ ]θ ,
(b) X ∈ [λ]λ,
(c) 〈fα  u∗: α ∈ X〉 is <J bd
u∗
-increasing if θ > ℵ0, and 〈f g¯α  u∗: α ∈ X〉 is
<J bd
u∗
-increasing if θ =ℵ0 (for appropriate g¯),
(d) if θ > ℵ0 then for every γ¯ ∈∏i∈u∗ β∗i there are λ ordinals α ∈X such that
i ∈ u∗ ⇒ γi < fα(i) < β∗i ,
if θ = ℵ0, λi = Rang(gi) then for every γ¯ ∈∏i∈u∗ λi there are λ ordinals
α ∈X such that
i ∈ u∗ ⇒ γi < f g¯α (i) < λi,
(e) if (∗)3 then:
(i) α < β from X⇒ fα  u∗ < fβ  u∗,
(ii) if i 6= j are in u∗ and β∗i < β∗j then α ∈X ⇒ fα(j) > β∗i ,
(iii) if i, j ∈ u∗, β∗i = β∗j and α < β are from X then fα(i) < fβ(j).
(2) Similarly for 7.1(2), getting } from the proof of 6.5.
Proof. Straight. Choose the γ th member of X for γ < λ, by induction on γ . 2
Similarly we can prove
Claim 7.3. Assume
(A) λ= cf(λ) > 2θ ,
(B) µ=min{µ: µθ > λ}, cf(µ)= θ > ℵ0,
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(C) if a ⊆ Reg ∩ µ \ 2θ , |a| 6 θ , λ ∈ pcfθ-complete(a), then for some b ⊆ a, λ =
tcf(
∏
b/[b]<θ). (Note: this holds if
d⊆ Reg \ 2θ & |d|6 θ⇒ |pcf(d)|6 θ.
Why? Now 〈bθ [a]: θ ∈ pcf(a)〉 is well defined and λ ∈ pcfθ-complete(a) so letting
pcf(a)∩ λ be 〈θζ : ζ < θ〉, choose µζ ∈ bλ[a] \⋃ξ<ζ bθξ [a], and let b= {µζ : ζ <
θ}.)
Then the conclusions of 7.1, 7.2 hold.
Proof. Similar. 2
Fact 7.4.
(1) Assume
(A) λ= cf(λ) > 2θ and n < ω,
(B) f `α ∈ θOrd for ` < n, α < λ,
(C) α 6= β ⇒ 〈f `α : ` < n〉 6= 〈f `β : ` < n〉,
(D) (∀α < λ)(|α|ℵ0 < λ).
Then we can find an ultrafilter D on θ (possibly a principal one) and X ∈ [λ]λ,
v ⊆ n and f` ∈ θOrd for ` < n such that v = ∅,
(a) for ` ∈ n\v and α ∈X we have f `α /D = f`/D,
(b) for α < β from X and `, m ∈ v such that f`/D = fm/D (e.g., `=m) we have
f `α /D < fmβ /D,
(c) if `, m< n and f`/D< fm/D and α, β are from X then f `α /D< f `β /D.
(2) Assume
(a) λ= cf(λ) > 2θ and (∀α < λ)(|α|<σ < λ) and ℵ1 + |ε(∗)|+ 6 σ = cf(σ ) and
(b) f εα ∈ θOrd for ε < ε(∗) and α < λ,
(c) I is a σ -complete filter on θ ,
(d) D is a λ-complete filter on λ to which all co-bounded subsets of λ belong.
Then we can find X, v, fε (for ε < ε(∗)) and w¯, J such that
(α) X ∈ [λ]λ,
(β) fε ∈ θOrd for ε < ε(∗),
(γ ) J is a σ -complete ideal on θ extending I ,
(δ) w¯= 〈wε: ε < ε(∗)〉, wε ⊆ θ ,
(ε) if α ∈X and ε < ε(∗) then f εα wε = fε wε ,
(ζ ) if α < β are from X then ε < ε(∗) ⇒ f εα < f εβ mod (J +wε), moreover{
i < θ : for some ζ, ξ < ε(∗) we have i /∈wζ , i /∈wξ and
fζ (i)6 fξ (i) but f ζα (i)> f
ξ
β (i)
} ∈ J,
(η) if α ∈X and i < θ , ζ , ξ < ε(∗), fζ (i) < fξ (i) then fζ (i) < f ξα (i),
(θ) if 2|ε(∗)| < σ then ε < ε(∗) ⇒ wε ∈ J ∨ θ \wε ∈ J .
(3) We can combine 7.0(1) with part (2) (having 〈λεi,`: ` < `εi 〉).
Remark. We can prove also the parallel of 7.0(5).
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Proof. (1) Like the proof of 7.0(4) or by part (2) for σ =ℵ1.
(2) We repeat the proof of 7.0(4) except that T ⊆⋃i<σ iλ. After defining B∗ ∈D and
choosing δ(∗), for η ∈ T , ε < ε(∗) and i < θ we let βε,i,η =min[Nη ∩Ord \ f εδ(∗)(i)] and
wε,η = {i < θ : f εδ(∗)(i) ∈Nη}.
So clearly
(∗)1 η C ν ∈ T ⇒ (∀ε < ε(∗))(∀i < θ)(βε,i,η > βε,i,ν & wε,η ⊆wε,ν)
and
(∗)2 i /∈wε,η ⇒ cf(βε,i,η) > 2θ .
Let Jη is the σ -ideal on θ generated by
I ∪ {w ⊆ θ : for some ε < ε(∗) we have w ⊆ θ \wε,η and
λ >max pcf{cf(βε,i,η): i < w}
}
.
If for some η, θ /∈ Jη then we are done (choosing the αth member of X by induction on
α). So assume that η ∈ T ⇒ θ ∈ Jη. We now choose by induction on ζ < σ , a sequence
ηζ ∈ Ti such that ξ < ζ ⇒ ηξ = ηξ  j and
ζ = ξ + 1⇒ {i < θ : (∃ε < ε(∗))(βε,i,ηζ > βε,i,ηξ )}= θ mod I.
For some ε < ε(∗) and infinite Y ⊆ θ we have:
ξ ∈ Y ⇒ Zξ =
{
i < θ : βε,i,ξ > βε,i,ξ+1
}= θ mod I.
But for ξ < ζ we have βε,i,ξ+1 > βε,i,ζ by (∗)1. Without loss of generality otp(Y )= ω. As
I is σ -complete and σ > ℵ0, there is an i ∈⋂{Zξ : ξ ∈ Y }, and 〈βε,i,ξ : ξ ∈ Z〉 is strictly
decreasing, a contradiction.
Now for ζ = 0, ζ limit there are no “serious” demands and for ζ successor ordinal we
use θ ∈ Jη .
(3) Left to the reader (and not used). 2
Fact 7.4A. Assume
(A) λ= µ+, µ> 2θ , θ = cf(µ) > ℵ0,
(B) |ε(∗)|+ + ℵ0 < θ ,
(C) f εα ∈ θOrd for ε < ε(∗), α < λ,
(D) (∀α < µ)(|α|θ < µ).
Then we can find a stationary S ⊆ {δ < θ : cf(δ) > |ε(∗)|+ + ℵ0} and unbounded subset
X′ of λ and Sε ⊆ S and fε ∈ SOrd for ε < ε(∗)
(a) for ε < ε(∗) we have α ∈X⇒ f εα  Sε = fε  Sε ,
(b) for ε1 < ε(∗) and α < β from X if Sε,ζ = {i ∈ S: fε(i)6 fζ (i)}\Sε\Sζ is unbound-
ed in θ then f εα  Sε,ζ < f
ζ
β mod J bdSε,ζ ,(c) if ζ , ε < ε(∗), fζ (i) < fε(i), and α ∈X then fζ (i) < f εα (i),
(d) if 2|ε(∗)|< θ then ε < ε(∗) ⇒ Sε ∈ {∅, S}.
Proof. Let f¯ ε = 〈f εα : α < λ〉, let χ be large enough and 〈λε: ε < θ〉 be increasing
continuous with limit µ, and choose by induction on ζ < θ , an elementary submodelNζ of
(H(χ),∈,<∗ζ ) of cardinality (λζ )θ such that (λζ )θ ⊆ Nζ , θ (Nζ )⊆ Nζ , {f¯ ε: ε < ε(∗)} ∈
Nζ , and 〈Nξ : ξ < ζ 〉 ∈Nζ .
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Choose δ(∗) ∈ λ \⋃ζ<θ Nζ , possible as |⋃ζ<θ Nζ | = |∑ε<θ (λε)θ | = µ< λ. For each
ζ < θ , ε < ε(∗) and i < θ let β∗ε,i,ζ =min(Nζ ∩Ord \ f εδ(∗)(i)).
For each limit i < θ of cofinality > |ε(∗)| look at 〈β∗ε,i,ζ : ζ < i〉, it is a non-increasing
sequence of ordinals, hence it is constant on some end segment, i.e., for some jε,i < i we
have
jε,i 6 ζ < i⇒ β∗ε,i,ζ = β∗ε,i,jε,i .
As cf(i) > |ε(∗)|, necessarily ji = sup{jε,i: ε < ε(∗)} is < i , hence for some j (∗) < θ the
set
S = {i < θ : cf(i) > |ε(∗)|, i a limit ordinal}
is stationary. The rest should be clear. 2
Remark. We can demand S ⊆ S∗ in 7.4 if S∗ ⊆ {δ < θ : cf(δ) > |ε(∗)|+ + ℵ0} is
stationary.
Discussion 7.5. We may wonder what occurs for ultraproducts of free Boolean algebras∏
i<θ FBA(χi)/D (or even reduced products, recall FBA(χi) is the free Boolean algebra
generated, say, by {xα: α < χi} freely). Now
(∗)1 if D is ℵ1-complete, the situation is as in the θ > ℵ0 case for products;
(∗)2 if
(∃A0,A1, . . .)
( ∧
n<ω
An ∈D &
⋂
n<ω
An = ∅
)
,
the situation is as in the θ =ℵ0 case.
Claim 7.6. Assume
(A) λ= µ++, µ> 2θ ,
(B) fα : θ→Ord for α < λ.
Then we can find u¯∗ = 〈u∗0, u∗1, u∗2〉, β¯∗, X such that
(a) 〈u∗0, u∗1, u∗2〉 is a partition of θ ,
(b) β¯ = 〈β∗i : i < θ〉,
(c) X ∈ [λ]λ (we can use an appropriate ideal J on λ and demand X ∈ J+),
(d) α ∈X ⇒ fα  u∗0 = 〈β∗i : i ∈ u∗0〉,
(e) if i ∈ u∗1 then 〈fα(i): α ∈X〉 is strictly increasing with limit β∗i (so cf(β∗i )= λ),
(f) i ∈ u∗2⇒ 2θ < cf(β∗i ) < µ,
(g) for every γ¯ ∈∏i∈u∗2 β∗i for λ ordinals α ∈X we have
i ∈ u∗2⇒ γi < fα(i) < β∗i ,
(h) if there are 〈λi,`: i < θ, ` < ni〉, 〈Ai : i < θ〉, 〈hi : i < θ〉 as in 7.0, i ∈ u∗0⇔ ni = 0,
i ∈ u∗1⇔ ni > 0 & λi,0 = λ⇔ ni > 0 & (∀`)(λi,` = λ),
and if u∗0 6= θ , then λ=max pcf{λi,`: i < θ, ` < ni} and µ+ /∈max pcf{λi,`: i < θ,
` < ni}.
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Proof. Let C = 〈Cα : α < µ+〉 be such that otp(Cα)6 θ+, [β ∈Cα ⇒ Cβ = Cα ∩β], Cα
a set of successor ordinals and the set
S∗ = {δ < λ+: cf(δ)= θ+ and α = sup(Cα)}
is stationary (exists by [24, §1].)
Let f¯ = 〈fα : α < λ〉 be given. Let χ be strong limit such that f¯ ∈H(χ). We choose
Mα by induction on α < µ+ such that
(α) Mα ≺ (H(χ),∈,<∗χ),
(β) ‖Mα‖ = 2θ and 2θ + 1⊆Mα and θ>(Mα)⊆Mα ,
(γ ) λ, f¯ , C and α belong to Mα ,
(δ) 〈Mβ : β < α〉 belongs to Mα and β ∈Cα ⇒ Mβ ≺Mα .
Now for every β ∈ λ \⋃α<µ+Mα we define a function gβα ∈ θ (Mα ∩Ord) and a function
Fβ from µ+ to µ+, as follows
(∗)2 gβα (i)=min
(
Mα ∩ χ\fβ(i)
)
.
[Why is it well defined? As f¯ ∈Mα also ⋃{fγ (i)+ 1: γ < λ} ∈Mα and fβ(i) is smaller
than that ordinal.]
We let
u
β
α,0 =
{
i < θ : fβ(i) ∈Mα
}
,
u
β
α,1 =
{
i < θ : fβ(i) /∈Mα and cf(gβα (i))= λ
}
,
u
β
α,2 =
{
i < θ : cf(gβα (i))6 µ+ and fβ(i) /∈Mα
}
.
Note. fβ(i) /∈Mα ⇒ λ> cf(gβ(i)) > 2θ .
[Why? If i ∈ θ\uβα,0 and λ < cf(gβα (i)), then⋃{
fγ (i): γ < λ and fγ (i) < gβα (i)
}
belongs to Mα and contradicts the choice of gβα (i). If i ∈ θ\uβα,0 and cf(gβα (i))6 2θ then
g
β
α (i)= sup(Mα ∩ gβα (i)).]
Similarly choose 〈Aβα,i : i < θ〉, 〈hβα,i : i < θ〉, 〈λβα,i,`: i < θ, ` < nβα,i〉, 〈f ∗,βα,γ : γ ∈Xβα 〉
as in 7.0(1). Let Uβα = {(i, `): i < θ, ` < ni}; this is Dom(f ∗,βα,γ ) for γ ∈Xβα . Let
J = Jβ,α =
{
u⊆Uβα : µ+ >max pcf{cf(λβα,i,`): (i, `) ∈ u}
}
.
By the pcf theorem [25, VIII, 2.6] there is Wβα ⊆Uβα such that:
µ+ /∈ pcf{cf(λβα,i,`): (i, `) ∈Uβα \Wβα },
µ+ >max pcf
{
cf(λβα,i,`): (i, `) ∈Wβα
}
.
If Wβα /∈ J let h¯β,α = 〈hα,β,γ : γ < µ+〉 ∈ Mα be <JWβα -increasing and cofinal in∏
(i,`)∈Wβα λ
β
α,i,` . Then for some γ = γ (α,β) < µ+,
f ∗β < hα,β,γ (α,β) mod J.
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In fact any γ ′ ∈ [γ (α,β),µ+) will do, and now we let Fβ(α)= γ (α,β). If Wβα ∈ Jβ,α we
let Fβ(α)= α + 1.
So the set Eβ = {δ < µ+: δ a limit ordinal such that (∀α < δ)Fβ(α) < δ} is a club of
µ+. Hence there is δ = δβ ∈ S∗ ∩ acc(Eβ) (i.e., δ = sup(Eβ ∩ δ) and δ ∈ S∗). Now for
each (i, `) ∈ Uβα the sequence 〈gβα (i, `): α ∈ Cδβ 〉 is non-increasing as 〈Mα : α ∈ Cδβ 〉 is
increasing. Hence it is eventually constant, and similarly (λ¯βα,i , h
β
α,i ), A
β
α,i as in 7.0(2) (any
freedom left—choose the<∗χ -first), so easily 〈(λ¯βα,i , hβα,i): α ∈ Cδβ 〉 is eventually constant;
say for α ∈Cδβ\α∗(β, i). But otp(Cδβ )= θ+ so α∗(β)= sup{α∗(β, i): i < θ} is < δβ , and
reflection shows that
α ∈Cδβ \ (α∗(β)+ 1)⇒Wβα ∈ Jβ,α.
Choose such α⊗β . So for some α⊗, δ⊗, 〈(λ¯i , hi): i < θ〉 we have
X =
{
β < λ: β /∈
⋃
α<µ+
Mα and α⊗β = α⊗, δβ = δ⊗,
λ¯
β
α⊗,i = λ¯i , hβα⊗,i = hi for i < θ
}
belongs to [λ]λ. Now we continue as in 7.0. 2
Claim 7.7.
(1) In 7.6 we can replace λ= µ++, by λ= τ+, τ = cf([τ ]6µ,⊆) using [24, §2].
(2) Also if λ is weakly inaccessible > iω , (∀α < λ) [λ > cf([α]6µ,⊆)] we can get 7.6.
8. Consistency of “P(ω1) has a free caliber” and discussion of pcf
This solves [12, Problem 37].
Claim 8.1. Assume for simplicity GCH and P is adding ℵω1 Cohen reals. In V P we have
2ℵ0 =ℵω1 , 2ℵ1 =ℵω1+1 and
(∗) there is no complete Boolean algebra B of cardinality 2ℵ1 such that FreeCal(B)=
∅. In fact for any complete Boolean algebra B of cardinality 2ℵ1 we have ℵω1+1 ∈
FreeCal(B).
Proof. Clearly (as if the Boolean algebra B has cardinality 2ℵ1 = ℵω1+1 and satisfies
the ccc then (∗) holds, i.e., ℵω1+1 ∈ FreeCal(B), because V P  “(ℵω1)ℵ0 = ℵω1 ”, [22],
otherwise we can reduce to the case B =P(ω1)) it is enough to show
(∗)1 V P  ℵω1+1 ∈ FreeCal(P(ω1)).
So let p∗ ∈ P
p∗ P “〈a˜ α : α < ℵω1+1〉 is a sequence of distinct elements of P(ω1)”.
Note. P = {f : f is finite function from ℵω1 to {0,1}} so without loss of generality
p∗ = ∅. So PA = {f ∈ P : Dom(f )⊆A}<◦ P for any A⊆ℵω1 .
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For each α < ℵω1+1 and i < ω1 there is a maximal antichain 〈fα,i,n: n < ω〉 of P and
sequence of truth values 〈tα,i,n: n < ω〉 such that
fα,i,n P “i ∈ a˜ α iff tα,i,n”.
Let Aα =⋃i<ω1,n<ω Dom(fα,i,n) ∪ Dom(p∗), so Aα ∈ [ℵω1]6ℵ1 . Let Aα = {γα,j : j <
jα}, γα,j strictly increasing with j .
As V  2ℵ1 < ℵω1+1, without loss of generality
(∗)2 (a) jα = j∗,
(b) the truth value of “γα,j ∈ Dom(fα,i,n)” and the value of fα,i,n(γα,j ) do not
depend on α.
Let a˜ be the Mostowski collapse of the name, i.e., a˜ =OPj
∗,Aα (a˜ α) for each α (withoutloss of generality it does not depend on α). [Remember OPA,B(β)= α iff α ∈ A, β ∈ B ,
opt(β ∩ B) = otp(α ∩ A).] We apply 7.0(1) to fα : j∗ → ℵω1 , fα(j) = γα,j and get
〈w∗`: ` < 2〉, X ∈ [ℵω1+1]ℵω1+1 and 〈λj,`: j < j∗, ` < nj 〉, and h¯ = 〈hj : j < j∗〉. For
i < ω1 let wi = {j < j∗: j ∈w∗0 or λj,nj−1 6 ℵi}.
We call 〈(g0i , g1i , ξi ): i < ω1〉 a witness above f ∗ if:
(i) f ∗, g0i , g1i ∈ P and p∗ 6 f ∗,
(ii) f ∗ 6 g0i ,
(iii) f ∗ 6 g1i ,
(iv) Dom(g`i )⊆ j∗,
(v) 〈Dom(g0i )∪Dom(g1i )\Dom(f ∗): i < ω1〉 are pairwise disjoint,
(vi) g0i  “ξi ∈ a˜ ”,(vii) g1i  “ξi /∈ a˜ ”,(viii) ξi < ω1 and ξi 6= ξj for i 6= j .
Shrinking X (still unbounded in ℵω1+1) we get:
 if α < β are from X then there is i < ω1 such that
j ∈ j∗ \wi ∧ λj,nj−1 > ℵi⇒
(
h−1j (γα,j )
)
(m) <
(
h−1j (γβ,j )
)
(m), and
j ∈ j∗ \wi ∧ j1 < j∗ ⇒ γα,j1 6= γβ,j .
Fact. There are f ∗ and a witness 〈(g0i , g1i , ξi ): i < ω1〉 above f ∗ and X ⊆ ℵω1+1
unbounded and an ideal J ⊇ J bdω1 on ω1 such that: letting
uα,i =OPAα,j∗
(
Dom(g0i )∪Dom(g1i )\Dom(f ∗)
)
⊕ if α < β are in X then
{i: uα,i ∩ uβ,i 6= ∅} ∈ J.
We show how to finish the proof assuming the fact, and then prove the fact. For some
unbounded X ⊆ ℵω1+1 we have α ∈ X⇒ f ∗∗ = OPAα,j∗(f ∗), i.e., does not depend on
α ∈X. (As there are 6 |P | = ℵω1 < ℵω1+1 possibilities.)
We shall prove
f ∗∗ P “〈a˜ α: α ∈X〉 is independent (as a family of subsets of ω1),
even modulo J bdω1 ”.
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This is more than enough.
If not then for some n < ω and pairwise distinct α1, . . . , α2n ∈X, we have:
¬
(
f ∗∗  “
n⋂
`=1
a˜ α` ∩
2n⋂
`=n+1
(ω1\a˜ α`) is unbounded in ω1”
)
.
So for some f 1, f ∗∗ 6 f 1 ∈ P , and ζ < ω1 we have
 f 1 P “
n⋂
`=1
a˜ αi ∩
n⋂
`=n+1
(ω1\a˜ αi )⊆ ζ”.
Now letting
g0α,i = g0i ◦OPj∗,Aα and
g1α,i = g1i ◦OPj∗,Aα
we have
Dom(g0α,i)∪Dom(g1α,i)⊆ {γα,j : j < j∗}.
Let
B =: {i < ω1: ξi < ζ } ∈ J,
B`,m =: {i: uα`,i ∩ uαm,i 6= ∅} ∈ J for ` 6=m,
B` =:
{
i: Dom(f 1)∩ (Dom(g0α,i )∪Dom(g1α,i)) 6=Dom(f ∗∗)
} ∈ J
(in fact is finite).
So we can find i ∈ ω1\⋃` 6=mB`,m\⋃` B`\B (because the set of inappropriate i’s is in J ).
So f 2 = f 1 ∪⋃n`=1 g0α`,i ∪⋃2n`=n+1 g1α`,i ∈ P forces that the intersection from  is not
⊆ ζ , contradicting the choice of f 1. 2
Proof of the Fact. We divide the proof into two cases, depending on the answer to:
Question. Is there ζ < ω1 such that: for no g0, g1 ∈ Pj∗ above f ∗ and ξ ∈ [ζ,ω1) do we
have
g0 wζ = g1 wζ , g0  “ξ ∈ a˜ ”, g
1  “ξ /∈ a˜ ”?
Case A: The answer is YES. For some unbounded X ⊆ ℵω1+1 and 〈γ ∗∗j : j ∈ wζ 〉 we
have
j ∈wζ & α ∈X⇒ γα,j = γ ∗∗j .
So a˜ is actually a P{γ
∗∗
j : j∈wζ }-name. So for α ∈ X, a˜ α depends only on {f ∈
G˜P : Dom(f )⊆ {γα,i : i ∈wζ }}.Hence there are 6 ℵ1 < ℵω1 such names, a contradiction.
Case B: The answer is NO. So for every ζ < ω1, we have 〈ξ∗ζ , g0ζ , g1ζ 〉 giving the
counterexample for ζ , without loss of generality Dom(g0ζ )=Dom(g1ζ ). As 〈j (ζ ): ζ < ω1〉
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is increasing continuous, by Fodor’s lemma we can find S ⊆ ω1 stationary and ζ ∗ < ω1
and n∗ such that
ζ ∈ S⇒ (Dom(g0ζ )∩wζ )∪ (Dom(g1ζ ) ∩wζ )⊆wζ ∗,
and 〈Dom(g0ζ ) ∪ Dom(g1ζ ): ζ ∈ S〉 forms a ∆-system with heart v, and g0ζ  v = g1ζ  v
does not depend on ζ , and we call it f ∗. Also Dom(g`ζ \ wζ ∗) has n∗ elements and
ζ1 < ζ ∈ S⇒ ξ∗ζ1 < ζ .
Let 〈ε(i): i < ω1〉 be a (strictly) increasing sequence listing S, and ξi = ξ∗ε(i). For ` < n∗,
α ∈ X′ and i < ω1 we let f `α (i) be the `th member of {γα,j : j ∈ Dom(g0ε(i)) \ wζ ∗ }.
Shrinking X without loss of generality 〈γα,j : j ∈ wζ ∗〉 does not depend on α ∈ X (by
); J = J bdω1 and X are as required. 2
Discussion 8.2.
(1) Clearly we can replace ℵ1, ℵω1+1 by any θ , λ as in 7.4.
(2) Normally if µ is strong limit singular of cofinality θ , (at least large enough), we can
find long intervals ai of the Reg ∩ µ for i < θ , i < j ⇒ sup(ai ) < min(aj ) such
that (∀λ¯ ∈∏i ai ) [max pcf (Rang(λ¯))= λ∗] for some λ∗ ∈ [µ,2µ], usually cf(2µ).
This is a strong indication that 〈Insup(ai ),min(ai ): i < θ〉 will have a λ-sequence,
so, for example, there is a (2θ )+-c.c. Boolean algebra of cardinality λ having no
independent subset of cardinality λ, for which even λ-Knaster property fails.
To make this happen for no µ, we need a very special pcf structure in the universe.
But we do not know even if the following simple case is consistent.
Question 8.3. Is it consistent that
(∗) for every set a of odd (or even) regular cardinals with |a| < Min(a) we have
max pcf(a) is odd (or even respectively) (we may moreover ask (∀α) 2ℵα =ℵα+2)?
Essentially by [26, §5]:
Lemma 8.4. Assume µ > θ = cf(µ), µ strong limit, µ =∑i<θ µi , µi < µ strong limit,
cf(µi)= σi and 2µi = µ+i , µi =
∑
ζ<σi
µi,ζ , ni,ζ < ω, λ= tcf(∏i<θ µ+i /J ∗), J bdθ ⊆ J ∗.
Let Ii,ζ = ERIni,ζini,ζ (µi,ζ )+,µ+i,ζ and
J =
∑
J ∗
J bdσi .
Then
(a) there is a (λ, J )-sequence η¯ for
〈Ii,ζ : i < θ, ζ < σi〉,
(b) if i < θ⇒ σi = θ then we can find ζ(i) < θ for i < θ such that there is a λ-sequence
η¯ for 〈Ii,ζ(i): i < θ〉.
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Remark 8.5. So if S = {µ: µ strong limit, cf(µ)= ℵ0,2µ = µ+} is unbounded, then for
a class of cardinals µ which is closed unbounded
(∗) (a) µ strong limit and µ= sup(S ∩µ),
(b) if cf(µ) = ℵ0 then we can find λ ∈ (µ,2µ] ∩ Reg and µn < µ = ∑n µn,
µn < µn+1 and there is a λ-sequence η¯ for 〈Inin(µn)+,µ+n ): n < ω〉.
9. Having a λ-sequence for a sequence of non-stationary ideals
Lemma 9.1. Assume
(a) µ is a strong limit singular of cofinality θ ,
(b) λ= 2µ = cf(λ),
(c) λi regular increasing for i < δ with limit µ, δ < µ (usually δ = θ),
(d) J is an ideal on δ extending J bdδ ,
(e) λ= tcf(∏i<δ λi/J ),
(f) 〈Aζ : ζ < ζ(∗)〉 is a partition of δ (soAδ pairwise disjoint) eachAζ in J+ (otherwise
not interesting),
(g) |δ|< σ = cf(σ ) < λ0.
Then there is a sequence η¯= 〈ηα : α < λ〉, ηα ∈∏i<δ λi , cf(ηα(i))= σ , satisfying
(∗) for any sequence 〈Fζ,i : ζ < ζ(∗), i < δ〉 of functions, for every large enough α < λ
we have
(∗∗) if ζ < ζ(∗), Fζ,i(ηα ⋃ξ<ζ Aξ ) is a club of λi for i < δ (really i ∈Aζ ),
then {
i ∈Aζ : ηα(i) /∈ Fζ,i (ηα 
⋃
ξ<ζ
Aζ )
}
∈ J.
Moreover
(∗∗)+ if ζ < ζ(∗), n < ω and β0, . . . , βn−1 < α, and for each i ∈ Aζ we have:
Fζ,i(ηβ0, β0, . . . , ηβn−1, βn1, ηα 
⋃
ξ<ζ Aξ ) is a club of λi , then{
i ∈Aζ : ηα(i) /∈ Fζ,i (ηβ0, β0, . . . , ηβn−1, βn−1, ηα 
⋃
ξ<ζ
Aξ )
}
∈ J.
Discussion 9.2. For a given µ as in (a), clause (b) may fail, but then we will have another
lemma. What about (e)?
If θ > ℵ0 there are such 〈λi : i < θ〉 even for J = J bdθ (see [25, VIII, §1]. If θ = ℵ0 we
do not know, but we know that the failures are “rare”. E.g.,{
δ < ω1: iδ fails (e), i.e., ¬[iδ+1 =+ pp(iδ)]
}
is not stationary. About ppJ bdω , e.g., if |a|6 ℵ0 ⇒ |pcf(a)|6 ℵ0 we then can get it, see
[25, XI, §5].
Remark 9.3.
(1) This can be rephrased as having a (λ, J )-sequence for 〈∏J nst,σλi,n : i < δ〉 with λi,n
decreasing.
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So compared to earlier theorems, the λ,λi for which the lemma applies are fewer,
but the result is stronger: nonstationary ideal and we get also the “super” version see
(∗∗)+.
(2) Of course another variant is to start with Ii = J nst,σλi and get J = J nst,σλ .
(3) Considering functions with finitely many ηβ ’s, β < α as parameters (i.e., (∗∗)+);
thinning 〈fα : α < λ〉 the conclusion follows.
(4) In (∗∗)+ instead of n < ω we can ask n < σ if (∀α < λ)(|α|<σ < λ).
Proof of 9.1. For simplicity we concentrate on (∗∗) (in 10.1 we concentrate on the parallel
of (∗∗)+). List the possible 〈Fζ,i : i < δ, ζ < ζ(∗)〉, i.e., sequence with each Fζ,i having
the “right” domain and range, which are clear from the statement, as 〈〈Fβζ,i : i < δ, ζ <
ζ(∗)〉: β < λ〉. Let us define ηα ∈∏i λi by induction on α.
For a given α we choose ηα Aζ by induction on ζ < ζ(∗).
Define for i ∈Aζ , β < α
C
β
i =
{
F
β
ζ,i (ηα 
⋃
ξ<ζ Aζ ) if this set is a club of λi ,
λi otherwise.
So we need
Fact. There is η ∈∏i∈Aζ λi such that∧
β<α
{
i ∈Aζ : η(i) /∈ Cβi
} ∈ J, i ∈Aζ ⇒ cf(η(i))= σ.
Proof of the Fact. We shall choose by induction on ε < σ a function gε ∈∏i∈Aζ λi such
that ε1 < ε ⇒ gε1 < gε (in all coordinates) and
(∀β < α)(∀J i ∈Aζ )[(gε(i), gε+1(i))∩Cβi 6= ∅].
Why is this enough?
Let ν = η Aζ be defined by
ν(i)=
⋃
ε<σ
gε(i).
Now ν(i) < λi as gε(i) < λi and σ < λi = cf(λi). (We can also say something for σ > µ,
but not now.) Also 〈gε(i): ε < σ 〉 is strictly increasing, so cf(ν(i))= σ .
Now let β < α and define
B∗β =
{
i ∈Aζ : ν(i) /∈Cβi
}
.
We would like to have B∗β ∈ J . For each i ∈ B∗β , the sequence 〈gε(i): i < σ 〉 is a strictly
increasing sequence of ordinals with limit not in Cβi .
So for some εβ,i < σ
C
β
i ∩
(
gεβ,i (i), ν(i)
)= ∅.
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So ∧
ε>εβ,i
(
gε(i), gε+1(i)
)∩Cβ,i = ∅.
Let εβ = supi<δ εβ,i .
Now εβ,i < σ & σ = cf(σ ) > |δ|> |Aζ |, so εβ < σ . So∧
i∈B∗β
(
gεβ (i), gεβ+1(i)
)∩Cβi = ∅,
and hence B∗β ∈ J as required, i.e., ν is the required η.
Why is the choice of the gε possible?
Construction.
ε = 0. Trivial.
ε limit. gε(i)=⋃ε1<ε gε1(i) < λi (as ε < σ < λi = cf(λi)).
ε + 1. For β < α define hβ,ε ∈∏i∈Aζ λi by
hβ,ε(i)
def= min{γ < λi : (gε(i), γ )∩Cβi 6= ∅}.
So {hβ,ε: β < α} is a subset of ∏i∈Aζ λi of cardinality < λ, but ∏i<δ λi/J hence∏
i∈Aζ λi/(J  Aζ ) has true cofinality λ (as if Aζ ∈ J there is nothing to prove). So there
is g′ε ∈
∏
i∈Aζ λi which is a <JAζ -upper bound of {hβ,ε: β < α}.
Let gε+1(i)=max{g′ε(i), gε(i)+ 1}, clearly it is as required. 2
Claim 9.4.
(1) Assume
(a) η¯ = 〈ηα : α < λ〉, where ηα ∈∏i∈Dom(J )Dom(Ii ) and J is an ideal on δ
extending J bdδ , each Ii an ideal and I an ideal on λ extending J bdλ ,
(b) 〈Aζ : ζ < ζ(∗)〉 is a partition of Dom(J ), Aζ /∈ J ,
(c) for every F = 〈Fi : i ∈Dom(J )〉, for the I -majority of α < λ, for every ζ < ζ(∗)
if Fi(ηα 
⋃
ξ<ζ Aξ) ∈ Ii for i ∈Aζ , then
(∀J i ∈Aζ )
[
ηα(i) /∈ Fi
(
ηα 
⋃
ξ<ζ
Aξ
)]
.
(d) I∗j =
∏
`<nj
Ii(j,`) for j < δ∗, where i(j, `) < δ,
(e) J ∗ = {A⊆ δ∗: for some B ⊆ δ,∧ζ (B∩Aζ ) ∈ J and∧i∈A∨`<nj i(j, `) ∈B}
is an ideal on δ∗,
(f) η∗α is defined by
η∗α(j)=
〈
ηα(i(j, `)): ` < nj
〉
.
Then 4 〈η∗α : α < λ〉 is a (λ, J ∗, I )-sequence for 〈I∗j : j < δ〉.
4 So we have dealt here with the case of J bd
λ¯
, λ¯ decreasing.
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(2) If we strengthen clause (c) to the parallel of (∗∗)+ in 9.1, then 〈η∗α : α < λ〉 is a
super (λ, J ∗, I )-sequence for 〈I∗i : i < δ〉.
Proof. Straightforward. 2
Conclusion 9.4A. Assume (a)–(g) of 9.1 (see 9.2) and (a), (e) of 9.4. Then there is a super
(λ, J ∗)-sequence for 〈I∗j : j < δ〉.
Conclusion 9.5. Assume µ> cf(µ)=ℵ0 is a strong limit, and
λ= 2µ = cf(2µ)= tcf
(∏
n<ω
λn/J
bd
ω
)
,
λn regular <µ. Let 〈kn: n < ω〉 be such that
(∀k)(∃∞n)(kn = k),
and, e.g., θ = (2ℵ0)+.
For n < ω and k < kn let `(n, k)=∑{km: m< n} + k and let
In =
∏
k<kn
J
nst,θ
λ`(n,k)
,
J = {A⊆ ω: sup
n∈A
kn < ω
}
.
Then there is a (λ, J )-sequence for 〈In: n < ω〉 (even a super one).
Proof. By Lemma 9.1 and Claim 9.4, we choose in 9.4 the parameters δ = ω, ζ(∗) = ω
and let
Aζ =
{∑
m6n
km − ζ : kn > ζ
}
. 2
We may wonder on the “tcf” assumption; at the expense of using “some J ” this can be
overcome:
Claim 9.6. Assume µ> cf(µ)=ℵ0 strong limit singular,
λ= 2µ = cf(2µ) ∈ pcf{λn: n < ω},
λn = cf(λn) < µ,
and 〈kn: n < ω〉 is as in 9.5. Then we can find i(n, `) < ω, ` < kn with no repetitions,
i(n,0) > i(n− 1, kn−1 − 1) > · · ·> i(n− 1,0),
and letting
In =
∏
`<kn
J
nst,θ
λi(n,`)
,
we have: for some ideal J ⊇ J bdω on ω, there is a (λ, J )-sequence for 〈In: n < ω〉.
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Proof. Let
pcfJ bdω
({λn: n < ω})= {χ : cf(χ)= χ = tcf(∏
n∈A
λn/J
bd
A
)
for some infinite A⊆ ω
}
.
By a pcf claim:
Fact 9.6A. We can find increasing 〈χε: ε < ε(∗)〉, ε(∗) < ω1, a limit ordinal, J ∗ an ideal
⊇ J bdε(∗), such that
χε ∈ pcfJ bdω
({λn: n < ω}),
say
χε = tcf
( ∏
n∈Bε
λn/J
bd
Bε
)
,
〈Bε : ε < ε(∗)〉 is a partition of ω, and
λ= tcf
( ∏
ε<ε(∗)
λε/J
∗
)
.
Continuation of the proof of 9.6. Let 〈kn: n < ω〉 be as before. Choose〈
i(n, `): ` < kn
〉
for each n
such that
(a) i(n, `) > i(n, `+ 1), i(n, `1) < i(n+ 1, `2), and
(b) for every k and ε0, . . . , εk−1, for infinitely many n we have
kn = k, i(n, `) ∈Bε` .
Let
A` =
{
i(n, `): n < ω, kn > `
}
.
So
〈A`: ` < ω〉 is a sequence of pairwise disjoint subsets of ω
such that |A` ∩Bε` | = ℵ0.
We apply 9.1 for
〈An: n < ω〉, 〈λn: n < ω〉, λ,µ. 2
Remark 9.6B. If µ> cf(µ) > ℵ0, 2µ regular, the parallel to 9.5 always occurs. 2
If we use A¯= 〈A0〉, A0 = δ in 9.1:
Conclusion 9.6C. In 9.1 we get:
there is a (λ, J )-sequence for 〈Ii : i < δ〉, even a super one.
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Remark 9.7. By the proofs in [24, §1] we can replace 〈Sλiθ : i < δ〉, Sλθ = {δ < λi : cf(δ)=
θ} by some large enough S = 〈Si : i < δ〉, where Si ∈ I [λi ], see below.
Also if 〈fα : α < λ〉 is <J -increasing cofinal in ∏i<δ λi/J , continuous when it can be,
then for some club E of λ we have 〈fδ : δ ∈ E, cf(δ) = θ , f¯  δ has an exact least upper
bound lub〉 is OK. Probably more interesting is to strengthen I nst,θλi by club guessing, as
follows.
Definition 9.8. For C = 〈Cδ : δ ∈ S〉, S ⊆ λ, stationary
ida(C)= {A⊆ λ: for some club E of λ the set
{δ ∈ S: Cδ ⊆E} is not stationary
(so as we can shrink E, equivalently, empty)}.
Lemma 9.9. Assume
(a) µ is a strong limit singular θ ,
(b) λ= 2µ = cf(λ),
(c) λi regular increasing for i < δ with limit µ, δ < µ (usually δ = cf(µ)),
(d) J is an ideal on δ extending J bdδ ,
(e) λ= tcf(∏i<δ λi/J ),
(f) 〈Aζ : ζ < ζ(∗)〉 is a partition of δ (so pairwise disjoint),
(g) σ = cf(σ ) < µ, moreover σ < λ0 and satisfies
⊗σ,δJ we have σ > δ (or at least if Aε ∈ J for ε < σ then{
i < δ: i ∈Aεfor every large enough ε < σ
} ∈ J ).
Then
For θ ∈ Reg∩ (σ,λ0) we can find 〈Si : i < δ〉, 〈Ci : i < δ〉, I¯ = 〈Ii : i < δ〉, η¯= 〈ηα : α <
λ〉 such that
(α) Si ∈ I [λi ] is stationary, and δ ∈ Si⇒ cf(δ)= σ ,
(β) C
i = 〈Ciδ: δ ∈ Si〉, Ciδ a club of δ,
(γ ) Ii = ida(Ci) = {A ⊆ λi : for some club E of λi we have: δ ∈ S ∩ Ai implies
sup(Ciδ\E) < δ},
(δ) (∗) for any sequence 〈Fζ,i : ζ < ζ(∗), i < δ〉 of functions, for every large enough
α < λ we have
(∗∗) if ζ < ζ(∗), Fζ,i (ηα ⋃ξ<ζ Aξ ) a member of ida(Ci) for i < δ (really i ∈Aζ ),
then {
i ∈Aζ : ηα(i) ∈ Fζ,i
(
ηα 
⋃
ξ<ζ
Aζ
)}
∈ J.
Moreover
(∗∗)+ if ζ < ζ(∗), n < ω and β0, . . . , βn−1 < α and for each i ∈ Aζ we have:
Fζ,i(ηβ0, β0, . . . , ηβn−1, βn−1, ηα 
⋃
ξ<ζ Aξ ) in a member of ida(C
i
) then{
i ∈Aζ : ηα(i) ∈ Fζ,i
(
ηβ0, β0, . . . , ηβn−1, βn−1, ηα 
⋃
ξ<ζ
Aξ
)}
∈ J.
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Remark.
(1) Included in the proof are imitations of proofs from [24, §1] and of 9.1.
(2) We have a bit of flexibility in the proof.
(3) In (∗∗)+, we can replace n < ω by n < τ when (∀α < λ) (|α|<τ < λ).
Proof. Let θ = 2σ . By [24, §1] we can find e¯i such that:
(i) for i < δ, e¯i = 〈eiα : α ∈ Si〉, Si ∈ I [λ],
(ii) eiα a club of α of order type σ such that α ∈ Si⇒ cf(α)= σ ,
(iii) for χ large enough, x ∈ H(χ), we can find 〈Ni : i 6 σ 〉 such that x ∈ Nε ≺
(H(χ),∈,<∗χ), 〈Nζ : ζ 6 ε〉 ∈Nε+1, Nε increasing continuous, ‖Nε‖ = θ , θ +1⊆
Nε and
i < δ⇒ sup eisup(Nσ∩λi ) ∈ Si .
For d¯ ∈⋃{∏i<δ ei : ei a club of σ } let e¯i,d¯ = 〈ei,d¯α : α ∈ Si〉, ei,d¯α = 〈β ∈ eiα : otp(eiα ∩ β) ∈
di〉. For each such d¯ we repeat the proof of 9.1, so we choose ηα = ηd¯α by induction
on α < λ, and for each α, choose ηα  (
⋃
ε<ζ Aε) by induction on ζ 6 ζ(∗). If we
succeed fine, so assume we fail. So for some α = α[d¯], ζ = ζ [d¯] the situation is:
〈ηd¯β : β < α〉 and ηd¯α  (
⋃
ε<ζ Aε) are defined, but we cannot define ηd¯α  Aζ and as there
we can compute a family E = Ei
d¯
of cardinality < λ whose members has the form
B = 〈Bi : i < δ〉, Bi ∈ ida(e¯i,d ) and let EiBi be a club of λi exemplifying Bi ∈ ida(e¯i,d );
let Ei
d¯
= {〈EiBi : i < δ〉: B = 〈Bi : i < δ〉 ∈ E}. Let 〈Ni : i 6 σ 〉 be as in ⊗(iii) for
x = {〈〈E1
d¯
, d¯〉: di ⊆ σ a club for i < δ〉, λ¯, 〈e¯i : i < δ〉}.
As in the proof of 9.1 quite easily:
ε 6 σ &B = 〈Bi : i < δ〉 ∈
⋃
d¯
Ed¯ ⇒
{
i < δ: sup(Nε ∩ λi) /∈EiBi
} ∈ J.
Let di = {otp(eisup(Nσ∩λi) ∩ sup(Nε ∩ λ`)): ε < σ and sup(Nε ∩ λi) ∈ eisup(Nσ∩λi)}. Clearly
di is a club of σ and let d¯ = 〈di : i < δ〉. Now 〈sup(Nσ ∩ λi): i ∈Aζ [d¯]〉 is as required.
Conclusion 9.9A.
(1) In 9.9 we get:
for some function c : [λ]2→ σ , for every X,Y ∈ [λ]λ and ζ < σ , for some α ∈X,
β ∈ Y we have α > β and c({α,β})= ζ .
(2) In 9.9 we can add:
if, e.g., χ = (2λ)+, for every x ⊆ 2µ for every α < λ large enough, for ζ < ζ(∗),
there is a sequence 〈Nε : ε < σ 〉 as in the proof of 9.9 such that
()
{
i ∈Aζ : ηα(i) 6= sup(Nδ ∩ λ1)
} ∈ J.
Remark 9.9B. In 9.9A(1) we get even Pr1(λ,λ,σ,σ ).
Proof. (1) We relay on part (2).
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(2) For α < β let c({α,β})= ζ if{
i ∈A0: fβ(i)> fα(i) or fβ(i) < fα(i) & ζ 6= otp(eifα(i) ∩ β)
} ∈ J,
and zero if there is no such ζ .
Let X,Y ∈ [λ]λ. Take α ∈ X large enough, so that we can find 〈Nε : ε 6 σ 〉 as there,
with () for part (2). We can find β ∈Nζ+1 ∩Y such that 〈sup(Nζ ∩λi): i < δ〉<J ηβ (as
Y ∩Nζ+1 is unbounded in λ∩Nζ+1). Now α > β are as required. 2
Claim 9.10. In 9.1
(1) Instead of “µ> θ = cf(θ) > |δ|” we can assume only
⊗1 µ> θ = cf(θ) and if 〈uζ : ζ < θ〉 is a sequence of members of J then{
i < δ: θ = sup{ζ : i /∈ uζ }
}= δmodJ.
(2) Weakening the conclusion of 9.1 to “weak (J,λ)-sequence”, we can replace “θ =
cf(θ) > |δ|” by
⊗2 θ = cf(θ) and if 〈uζ : ζ < θ〉 is a sequence of members of J then{
i < δ: θ = sup{ζ : i /∈ uζ }
} ∈ J+.
(3) In part (1) and (2), if θ > ℵ0, then we can find Ci = 〈Ciδ : δ ∈ Sλiθ 〉 with Ciδ a club of
δ such that: we can replace I nst,θλi by id
a
λi
(C
i
), see 9.9 above.
10. The power of a strong limit singular is itself singular: Existence
Lemma 10.1. Assume
(a) µ strong limit singular,
(b) 2µ is singular, λ= cf(2µ) (so 2µ > λ > µ),
(c) µ> σ = cf(σ ) > cf(µ),
(d) 2µ = pp(µ) (see discussion in §9).
Then
(α) we can find J , J ∗, θ¯ i = 〈θ iζ : ζ < cf(µ)〉 for i < λ and λ¯ such that
(i) θ¯ i is an increasing sequence of regular cardinals <µ with limit µ for i < λ,
(ii) λ¯= 〈λα : α < λ〉 is an increasing sequence of regulars ∈ (µ+λ,2µ) with limit
2µ,
(iii) J ⊆ J ∗ are ideals on cf(µ), cf(µ)-complete,
(iv) λα = tcf(∏ζ θαζ /J ),
(v) 〈θ¯ α : α < λ〉 is<J ∗-increasing, i.e., α < β→{ζ < cf(µ): θαζ > θβζ } ∈ J ∗, with
<J ∗-exact upper bound 〈θ∗ζ : ζ < cf(µ)〉 and (θ∗ζ is a cardinal < µ, normally
singular) µ= lim〈θ∗ζ : ζ < cf(µ)〉 and∧
α<λ
ζ<cf(µ)
θαζ < θ
∗
ζ ,
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(vi) if J 6= J bdcf(µ), then cf(µ)= ℵ0 and ppJ bdcfµ(µ) < 2
µ and J as in 9.6 so for most
such µ we have the conclusion of (1), see [16] and §4.
(β) If J , θ¯ α(α < λ), λ¯ are as in clause (α) then we can find η¯= 〈ηα : α < λ〉 such that
(i) η¯ = 〈ηα : α < λ〉, ηα ∈∏ζ<cf(µ) θ∗ζ ⊆ cf(µ)µ. Moreover, ηα ∈∏ζ<cf(µ) θαζ and
σ = cf(ηα(i)) for α < λ, i < cf(µ).
(ii) If C = 〈Cζ : ζ < cf(µ)〉, θαζ ∩ Cζ a club of θαζ for α < λ, ζ < cf(µ), then for
some α∗ = α∗
C
we have
α ∈ [α∗, λ)⇒ (∀J ζ < cf(µ))[ηα(ζ ) ∈Cζ ].
(γ ) Assume 〈Aε: ε < ε∗〉 is a partition of cf(µ) to sets not in J . Then we can add
(ii)+ For any sequence of functions
F = 〈Fζ : ζ < cf(µ)〉,
for some α∗ = α∗
F
, for every α ∈ [α∗, λ) we have
(∗) if ε < ε∗, n < ω, β` < α for ` < n then{
ζ < cf(µ): Fζ (. . . , β`, ηβ` , . . . , ηα 
⋃
ξ<ε
Aζ )∩ θαζ is a club of θαζ
but ηα(ζ ) /∈ Fζ (β`, ηβ` , . . . , ηα 
⋃
ξ<ε
Aξ )∩ θαζ
}
belongs to J . (If we use constant F this reduces to (ii).)
Proof. Of clause (α): First choose 〈λ0α : α < λ〉 as demanded in clause (ii) (but we will
manipulate it later, possible by clause (e)). Now as in 9.6, for each α there are
Jα, θ¯
α = 〈θαζ : ζ < cf(µ)〉
as there, so satisfying (i), (iii), (iv), (vi).
As λ = cf(λ) > µ > 2cf(µ), we can replace λ¯ by a subsequence, so without loss
of generality J ⊆ J ∗, so J ∗ is cf(µ)-complete and θ¯ α is <J -increasing, see 7.0. So
〈θ¯ α : α < λ〉 has <J ∗-exact upper bound θ¯∗, without loss of generality∧
α,ζ
θαζ < θ
∗
ζ .
So clause (v) holds.
Note: If cf(µ) > ℵ0 we have J = J bdµ .
(β)+ (γ ): (Here cf(µ) can be replaced by any δ 6µ such that cf(δ)= cf(µ).)
List all relevant F = 〈Fζ : ζ < δ〉 with values subsets of µ. So there are 6 2µ of them,
list them as 〈F i : i < 2µ〉 with
F
i = 〈F iζ : ζ < δ〉.
We choose ηα ∈∏ζ<cf(µ) θ∗ζ by induction on α.
For a given α < λ we choose ηα  Aε by induction on ε < ε∗. We will choose ηα  Aε
such that
(∗) if n < ω, β0, β1, . . . , βn−1 < α and i < sup{λβ : β < α} (necessarily < λα),
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ζ ∈Aε: F iζ (. . .β`, ηβ` , . . . , ηα 
⋃
ξ<ε
Aξ)∩ θαζ is a club of θαζ but
ηα(ζ ) does not belong to it
} ∈ J.
But in 9.1’s proof we have shown that this is possible. 2
We have conclusions variants similar to the case 2µ is regular.
11. Preliminaries to the construction of ccc Boolean algebras with no large
independent sets
Monk [12] asks:
Problem 33. Assume cf(µ)6 κ < µ < λ6 µcf(µ). Is it possible in ZFC that there is
a Boolean algebra of cardinality λ, satisfying the κ-cc with no independent subset of
cardinality λ?
This is closely related to the problem of “is λ a free caliber of such Boolean algebra”
(see also in Monk [12]).
Why in ZFC? Because of earlier results under “µ strong limit, 2µ = µ+”, I think.
The real problem seems to me is for λ regular, and we shall prove that “almost always”
there is such a Boolean algebra, so we prove the consistency of failure.
We shall use 〈J bd〈λi,0,λi,1〉: i < δ〉 with regular λi,0 > λi,1, but we use Boolean algebras
whose existence is only consistent.
So we shall use η¯ a (λ, J )-sequence for 〈J bd〈λi,0,λi,1〉: i < δ〉, if δ = ω the Boolean algebra
B will have a dense subalgebra B∗ which will be the free product of {Bn: n < ω},
x−t , x+t ∈ Bn for t ∈ Dom(In) and B = 〈B∗, yα: α < λ〉 where yα ∈ completion of
B∗ is defined from 〈x−ηα(n), x+ηα(n): n < ω〉. We need special properties of Bn, x−t , x+t
(t ∈ Dom(In)). The construction continues [15, §3]. Concerning the parallel to 6.13 see
later.
For the case µ strong limit we can use instead subalgebras of the measure algebra.
See §2. Now we have consistency (and independence) for λ, µ < λ 6 2µ, µ strong limit
singular, hence we concentrate on the other case where the behavior is different, i.e., when
for some χ we have cf(µ)6 κ < χ = χ<κ < µ < λ < µcf(µ) 6 2χ . The proof here uses
ideals which are “easier” and can be generalized to get “non-n-independent subset of B of
cardinality λ for some specific n”. For this we need to start with “there is a λn-complete
uniform filter Dn on λ+nn ”.
Definition 11.1. We say (B1, x¯+, x¯−) witness (I,T ) if
(a) T is a set of Boolean terms written as τ = τ (x1, . . . , xnτ ),
(b) I is an ideal,
(c) B is a Boolean algebra,
(d) x¯+ = 〈x+t : t ∈Dom(I)〉, x+t ∈B,
(e) x¯− = 〈x−t : t ∈Dom(I)〉, x−t ∈B,
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(f) x−t < x+t ,
(g) if X ∈ I+ and B ⊆B ′ and
B ′  x−t 6 yt 6 x+t , for t ∈X,
then for some τ (x1, . . . , xn) ∈ T and pairwise distinct t1, . . . , tn ∈X we have
B ′  τ (yt1, yt2, . . . , ytn)= 0.
Explanation 11.2. We think of having η¯ a (λ, J )-sequence for 〈Ii : i < δ〉, and hav-
ing (Bi , x¯+i , x¯
−
i ) witnessing (Ii ,T ) for i < δ and using the sequence of intervals
〈(x−i,ηα(i), x+i,ηα(i) ): i < δ〉 as a sequence of approximations for an element xα of the de-
sired Boolean algebra B of cardinality λ.
But we may think not only of “{xα: α < λ} has no independent subset of cardinality λ”
but of other subsets of B . So sometimes we use
Definition 11.3.
(1) We say that (B, x¯−, x¯+) strongly witnesses (I,T ) if: (a)–(f) as before, and
(g)+ If B ⊆B ′,
B ′  x−t 6 yt 6 x+t for t ∈Dom(I),
〈b`: `6m〉 is a sequence of pairwise disjoint nonzero members of B ′, m<ω
and
X ∈
(
m∏
`=1
I
)+
,
and u⊆ [1,m], then we can find n, τ (x1, . . . , xn) ∈ T and distinct t¯1, . . . , t¯n ∈
X, so t¯ r = 〈tr` : `= 1, . . . ,m〉, such that τ (ct¯1, . . . , ct¯n)= 0 where
ct¯ = b0 ∪
⋃
`∈[1,m]
`∈u
(b` ∩ yt`)∪
⋃
`∈[1,m]
`/∈u
(b` − yt`).
(2) We say that (B, x¯+, x¯−) witness (I,T ) m-strongly if we restrict ourselves to this
m. Similarly [m1,m2]-strongly.
Next we need our specific (B, x¯−, x¯+, I ). The following is essentially from [23, pp.
244–246].
Claim 11.4.
(1) If µ= 2λ = λ+, (or just µ9 [µ]2µ) and 2µ = µ+, then we can find F = 〈Fα : α <
µ+〉 such that:
(∗)µ
F
(a) Fα : [µ]2→ α ×µ is one to one.
(b) If A ∈ (J bd〈µ+,µ〉)+, then
for some (α, i0), (α, i1), (β, i2) ∈A we have
Fα
({i0, i1})= (β, i2).
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We write this also as
F
({α, i0}, {α, i1})= (β, i2).
We can add that for every β we have |Rang(Fα) ∩ ({β} × µ)| 6 1 for
α > µ. We do not strictly distinguish F from F .
(2) The property (∗)µ
F
is preserved by forcing notions which have the (3, J bd〈µ+,µ〉)+-c.c.
(see 11.6 below).
(3) Let B = BF be the Boolean algebra freely generated by
x+α,i = x+(α,i);x−α,i = x−(α,i) (for (α, i) ∈ µ+ ×µ)
except that x−α,i 6 x
+
α,i and
x+(α,i) ∩ x+(α,j) ∩ x+Fα(i,j) = 0.
Then
(i) (B, x¯+, x¯−) witness (J bd〈µ+,µ〉, {x0 ∩ x1 ∩ x2 = 0}).
(ii) B satisfies the ccc.
Remark 11.5. On more general Boolean algebras generated by such equations see Hajnal
et al. [7].
Definition 11.6. For an ideal J and forcing notion P , we say that P satisfies the (n, J )-
c.c. if for 〈pt : t ∈ A〉, A ∈ J+, there is B ⊆ A, B ∈ J+ such that any n conditions in
{pt : t ∈ B} have a common upper bound.
Fact 11.7. If P is the forcing notion Pχ,θ of adding χ Cohens for θ and λ<θ = λ then P
satisfies (n, J )-c.c. for n < ω, J = J〈λ++,λ+〉.
Proof of 11.4. (1) Let {Aα: α < µ+} list all subsetsA of µ+×µ of cardinalityµ such that
for every β < µ+ we have |A∩ ({β}×µ)|6 1. For every α such that µ< α <µ+ choose
Hα : [µ]2 → α such that (∀X ∈ [µ]µ) [H ′′α ([X]2) = α]. For each α, choose Fα(i, j) ∈
{βα{i,j}} × µ by induction on <⊗, where {i, j } <⊗ {i ′, j ′} iff max{i, j } < max{i ′, j ′} ∨
(max{i, j } =max{i ′, j ′} & min{i, j }<min{i ′, j ′}), with βαi,j with no repetition so that
Fα(i, j) ∈ α×µ+\
⋃{{βαi′,j ′ } ×µ: {i ′, j ′}<⊗ {i, j }},
and if possible
Fα(i, j) ∈AHα({i,j}),
which occurs if AHα({i,j}) ⊆ α ×µ.
(2) Trivial. Let P be the forcing notion. Let p∗  “A˜ ∈ (J bd〈µ+,µ〉)+ and it exemplifies a
contradiction to (∗)µ
F
”. Let A def= {(α, i): p∗ 1 (α, i) /∈ A˜}. So A⊆ µ+ ×µ and,
p∗  “A⊇A˜, A˜ ∈ (J bd〈µ+,µ〉)+”,
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hence
A ∈ (J bd〈µ+,µ〉)+.
For (α, i) ∈A there is p(α,i) > p∗ such that
p(α,i)  “(α, i) ∈A˜”.
Apply (3, J bd〈µ+,µ〉)-cc to 〈p(α,i): (α, i) ∈ A〉, and obtain B as in Definition 11.6. As
B ∈ (J bd〈µ+,µ〉)+, by (∗)µF we can find (α, i0), (α, i1), (β, i2) ∈ B such that
Fα
({i0, i1})= (β, i2).
But by the choice of B there is q ∈ P such that
q > p(α,i0), p(α,i1), p(β,i2)
(hence q > p∗). So
q  “(α, i0), (α, i1), (β, i2) ∈A˜ and Fα({i0, i1})= (β, i2)”.
But this contradicts the assumption on p∗, A˜ .(3) For clause (i), read the definition. For clause (ii):
Call Z ⊆ µ+×µ closed if F(t1, t2)= t3 & |{t1, t2, t2}∩Z|> 1⇒{t1, t2, t3} ⊆Z . Now,
(∗) if F(ti, si )= ri for i = 0,1 then
{t0, s0, r0} ∩ {t1, s1, r1}
has 6 1 or 3 elements.
[Why? As each Fα is one to one and
F =
⋃
α<µ+
Fα 
({α} × [µ]2)
and 〈{α} × [µ]2: α < µ+〉 are pairwise disjoint.]
(∗∗) If Z ⊆ µ+ ×µ, and BZ is defined naturally: it is freely generated by {x+t , x−t : t ∈
Z} except the equations explicitly demanded on those variables, then BZ ⊆ B
(even if Z is not closed).
[Why? If f : {x−t , x+t : t ∈Z}→ {0,1} preserves the equations, and we define
f ∗ : {x−t , x+t : t ∈ µ+ ×µ}→ {0,1}
by
f ∗(y) def=
{
f (y) if y = x±t , t ∈Z ,
0 if y = x±t , t /∈Z ,
then f ∗ preserves the equations.]
(∗∗∗) B  ccc.
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[Why? Let 〈aζ : ζ < ω1〉 be a sequence of nonzero elements. We can find finite Zζ such
that aζ ∈BZζ . Let fζ :BZζ →{0,1} be a homomorphism such that fζ (aζ )= 1. Let
Z+ζ
def=Zζ ∪
⋃{{t1, t2, t3}: F(t1, t2)= t3, and {t1, t2, t3} ∩Zζ > 1}.
Without loss of generality 〈Z+ζ : ζ < ω1〉 is a ∆-system with heart Z+.
Without loss of generality fζ  {x+t : t ∈Z+} is constant.
Without loss of generality Zζ ∩Z+ is constant.
So
(∗)4 If ζ 6= ξ < ω1
F(t1, t2)= t3 and {t1, t2, t3} ⊆Zξ ∪Zζ ,
then
{t1, t2, t3} ⊆Zζ or {t1, t2, t3} ⊆Zξ .
[Why? Without loss of generality∣∣{t1, t2, t3} ∩Zζ ∣∣> 2.
So
{t1, t2, t3} ⊆Z+ζ .
Now if ti ∈ Z+ζ \Zζ , then ti /∈ Zξ (otherwise ti ∈ Z+ζ ∩Z+ξ , hence ti ∈ Z+, but Zζ ∩Z+
is constant). So {t1, t2, t3} ⊆Zζ .]
Now fζ ∪ fξ preserves the equations on Zζ ∪Zξ and by the homomorphism it induces,
aζ ∩ aξ is mapped to 1, so BZζ∪Zξ  “aζ ∩ aξ 6= 0” hence by (∗∗) we have B  “aζ ∩ aξ 6=
0”.] 2
Fact 11.7A. Assume
(a) (B, x¯−, x¯+) is a witness for (I,T ),
(b) y−t = −x+t , y+t = −x−t for t ∈ Dom(Ii), y¯− = 〈y−t : t ∈ Dom(I)〉, y¯+ = 〈y+t : t ∈
Dom(I)〉,
(c) T ′ = {−τ (−x0, . . . ,−xn−1): τ (x0, . . . , xn−1) ∈ T }.
Then (B, y¯−, y¯+) is a witness for (I,T ′) (and is called the dual of (B, x¯−, x¯+)).
We may consider
Definition 11.8.
(1) Let (∗)µ
F ,H
mean
(a) F = 〈Fα : α < µ+〉, Fα is a partial function from [µ]2 into α ×µ,
(b) H = 〈Hα: α < µ+〉, Hα is a partial function from [µ]2 into {0,1},
(c) if A ∈ (J bd〈µ+,µ〉)+ and ` < 2 then for some (α, i0), (α, i1) ∈ A we have
Fα(i0, i1) ∈A and Hα(i0, i1)= `,
(d) the Boolean algebra BF ,H defined below satisfies the c.c.c. We may write
F =: ⋃α<µ+ Fα , H =: ⋃α<µ+ Hα instead of F , H , respectively.
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(2) BF ,H is the Boolean algebra generated freely by {x−t , x+t : t ∈ µ+ × µ} except
that x−t 6 x+t and x+t0 ∩ x+t1 ∩ x+t2 = 0 when F(t0, t1) = t2, H(t0, t1) = 0 and
(−x−t0 ) ∩ (−x−t1 )∩ (−x−t2 )= 0 when F(t0, t1)= t2, H(t0, t1)= 1.
Remark 11.9. Of course BF ,H is defined from two sets of triples, which are disjoint and
no distinct two have > 1 element in common.
Claim 11.10. Assume (∗)µF0 of 11.4(1) and, e.g., µ= λ+, λ<θ = λ.
(1) For some (θ<θ )+-c.c., θ -complete, forcing notion P of cardinality 6 µ+ we have
P “(∗)µF,H for some F,H”.
(2) If (∗)µF,H and Q is a forcing notion satisfying the (3, J bd〈µ+,µ〉)-c.c. then in VQ
we have (∗)µF,H . If V = V P0 , P as above it is enough that P ∗ Q˜ satisfies the
(3, J bd〈µ+,µ〉)-c.c.
Proof. (1) Let
P = {(f,h): for some u = u(f,h) ⊆ µ+ × µ of cardinality < θ we have: f,h are
partial functions, Dom(f )= Dom(h)⊆ (Dom F) ∩ [u]2 f ⊆ F0 and
Rang(h)⊆ {0,1} and Bf,h satisfies the c.c.c.
}
,
where Bf,h is defined as in 11.8(2) (and see 11.9).
The order (f1, h1)6 (f2, h2) iff
(i) u(f1,h1) ⊆ u(f2,h2),
(ii) f1 = f2  [u(f1,h1)]2,
(iii) h1 = h2  [u(f1,h1)]2,
(iv) B(f1,h1) ⊆B(f2,h2) moreover B(f1,h1)<◦B(f2,h2).
The reader can check. 2
Claim 11.11. Assume 2λ+` = λ+`+1 for ` < n and let λ` = λn−`+1.
(1) We can find W such that
(a) W ⊆ [∏`<n λ`]n,
(b) if u1 6= u2 belongs to W then |u1 ∩ u2|6 1,
(c) if A ∈ (J bd〈λ`: `<n〉)+ then [A]n ∩W 6= ∅,
(d) 〈λ`: ` < n〉 is a decreasing sequence of regulars.
(2) There is a forcing notion Q of cardinality λ+n, λ+-complete satisfying the λ+-c.c.
and even the (n, J bd〈λ`: `<m〉)-c.c. and addingW satisfying (a)–(c) of part (1) and(e) W is locally finite: if A ⊆∏`<n λ` is finite, then for some finite B , A ⊆ B ⊆∏
`<n λ` and w ∈W & |w ∩B|> 2⇒w ⊆ B .
(3) If P is adding χ many θ -Cohen reals, λ= λθ and in V , W satisfies (a)–(e), then in
V P still clause (c) holds (and trivially the other demands on W). (See [23].)
Proof. (1) We prove by induction on n that for any such λ satisfying ` < n⇒ 2λ+` =
λ+(`+1) we can find (W,F) such that (a)–(c) of 11.11(1) hold forW , 〈λ+(`+1): ` < n〉 and
(f) F :W→ λ+ satisfies: if A ∈ (J bd〈λ+(`+1): `<n〉)+, then Rang(F  [A]n)= λ+.
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The induction step is as in the previous proof.
(2) Similar to the proof of 11.10.
(3) Because P satisfies the (n, J bd〈λ`: `<n〉)-c.c. 2
Claim 11.12. Assume
(A) W , 〈λ`: ` < n〉 satisfy (a)–(e) of Claim 11.11(1), (2).
(B) 36m< n/2, n > 6.
(C) B is the Boolean algebra generated by {x−t , x+t : t ∈
∏
`<n λ`} freely except:
(∗)1 x−t 6 x+t ,
(∗)2 if w = {t0, . . . , tn−1} ∈W , where t` is increasing in the lexicographic order,
and u⊆ n, |u|>m and n− |u|>m, then⋂
`∈u
x+t` ∩
⋂
`<n,`/∈u
(−x−t` )= 0.
(D) T = Tn,m = {⋂`∈u x` ∩⋂`<n,`/∈u(−x`): u⊆ n,m6 |u|6 n−m}.
Then
(i) B  “x−t < x+t & x−s  x+t ” for t 6= s in
∏
`<n λ`,
(ii) (B, x¯−, x¯+) is a witness for (J bd∏
`<n λ`
,T ),
(iii) B satisfies the ccc.
Proof. Clearly B  x−t 6 x+t by the equation in (∗)1 and B  “x−t 6= x+t ” because the
function f0 given by,
f0(x
−
s )= 0, f0(x+s )=
{
1 s = t ,
0 s 6= t
preserves all the required equations (as 2 6 m). Taken together, B  x−t < x+t . Also
B  x−t  x+s when t 6= s using f1 defined by
f1(x
+
r )= f1(x−r )=
{
1 if r = t ,
0 if r 6= t .
So clause (i) of the conclusion holds. Clause (ii) holds easily by the equation in (∗)2 and
assumption (A), i.e., (c) of 11.11(1).
We are left with verifying clause (iii), i.e., the c.c.c. So let aζ ∈ B\{0} for ζ < ω1. For
every ζ we can find a finite set Zζ ⊆∏`<n λ` such that aζ ∈ 〈x−t , x+t : t ∈ Zζ 〉. By 11.11,
i.e., by clause (A), without loss of generality
(∗) if w ∈W & |w ∩Zζ |> 2⇒w⊆Zζ .
Let f ∗ζ : {x−t , x+t : t ∈ Zζ } → {0,1} be such that it preserves all the equations (from (∗)1
+ (∗)2) on these variables and so the homomorphism it induces from BZζ to {0,1}, fˆ ∗ζ
maps aζ to 1. Without loss of generality 〈Zζ : ζ < ω1〉 is a ∆-system with heart Z and
f ∗ζ  {x−t , x+t : t ∈ Z} is constant.
Let ζ(1) < ζ(2) < ω1 and define f2
f2(x
−
t )=
f
∗
ζ(1)(x
−
t ) if t ∈ Zζ(1),
f ∗ζ(2)(x
−
t ) if t ∈ Zζ(2),
0 otherwise.
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f2(x
+
t )=
f
∗
ζ(1)(x
+
t ) if t ∈ Zζ(1),
f ∗ζ(2)(x
+
t ) if t ∈ Zζ(2),
0 otherwise.
Clearly it is well defined and with the right domain. Does f2 preserve all the equations?
Case 1. x−t 6 x+t . If t /∈ Zζ(1) ∪ Zζ(2) trivial (both get value zero), and if t ∈ Zζ(`) then
trivial (as f ∗ζ(`) preserves this equation).
Case 2.
⋂
`∈u x
+
t`
∩⋂ `<n
`/∈u
(−x−t` )= 0. If ` ∈ {1,2} and {t0, . . . , tn−1} ⊆Zζ(1) this holds as
f ∗ζ(`) preserves this equation. So assume this fails for `= 1,2 so |{t0, . . . , tn−1}∩Zζ(`)|6 1
hence 2> |{t0, . . . , tn−1} ∩ (Zζ(1) ∪ Zζ(2))| so {`: t` /∈ Zζ(1) ∪Zζ(2)} necessarily includes
members of u, hence the equation holds. 2
Comment 11.13.
(1) If in addition we have κ-complete maximal ideals In,` on λn,` extending J bdλn,`
and 〈λn,`: ` < n〉 as above for η¯ a (λ, J )-sequence, e.g., for 〈I∗n : n < ω〉 where
I∗n =
∏
J〈λn,`: `<n〉, we are in a powerful situation as it can be applied to n-tuples
rather than each one separately. But above we prepare the proof for not using it by
having strong equations.
(2) We can waive the “locally finite” demand proving as in the proof of (∗∗∗) in the
proof of 11.4.
12. Constructing ccc Boolean algebras with no large independent sets
On such constructions see Rosłanowski and Shelah [15, §3].
Construction’s Hypothesis 12.1. We assume
(a) η¯ is a normal (λ, J )-sequence for 〈Ii : i < δ〉,
(b) (B i , x¯−i , x¯+i ) is a witness for (Ii ,Ti ), ‖B i‖ = | Dom(Ii )|,
(c) λ= cf(λ), ∑i<δ |Dom(Ii )|< λ.
Remark 12.2. Actually Ti do not influence the construction, only the properties of the
Boolean algebra constructed. Similarly, the normality and the fact that ‖B i‖ = | Dom(Ii )|,
as well as clause (c).
We define a Boolean algebra B and yα ∈B (α < λ) as follows:
Construction 12.3.
Case 1. δ = ω. Let B∗ be the free product of {B i : i < δ} (so Bn = ∗i<nB i , Bn ⊆
Bn+1 ⊆B∗, so B∗ = 〈⋃n<ωBn〉B∗).
Let Bc∗ be the completion of B∗.
For each i < δ and η ∈ {ηα  i: α < λ} ⊆∏j<i Dom(Ij ) we define y−η < y+η in B i . This
is done by induction on i .
i = 0. y−η = 0, y+η = 1.
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i = j + 1. y−η = y−ηj ∪ (y+ηj ∩ x−i,η(j)), y+η = y−ηj ∪ (y+ηj ∩ x+i,η(j)).
So easily
j < i⇒ y−ηαj 6 y−ηαi < y+ηαi 6 y+ηαj .
Now let yα be lub{y−ηαi : i < δ}. (Note: If B i  “0< x−i,t < x+i,t < 1” for t ∈Dom (Ii), then
also yα = maximal lower bound of {y+ηαi : i < δ}. This will not be used.)
[Otherwise, the difference contains some member of B∗, hence of some B i (i < δ), but
there is none.]
Lastly B =B η¯,I¯ ,〈(Bi ,x¯−i ,x¯+i ): i<δ〉 is the subalgebra of B
c∗ generated by B∗ ∪ {yα : α < λ}
(by the finitary operations, so it is not complete).
Case 2. δ > ω. We find by induction on i < δ, B i , {(y−η , y+η ): η ∈ {ηα  i: α < λ}} such
that
(i) B i increasing (by ⊆, even <◦).
(ii) B i  y−η < y+η (when
∨
α η= ηα  i)
j < i⇒Bi  y−ηj 6 y−η 6 y+η 6 y+ηj .
(iii) B0 is the trivial Boolean algebra.
(iv) If i = j + 1 then B i =Bj ∗Bj (free product) and for η ∈ {ηα  i: α < λ}
y−η = y−ηj ∪
(
y+ηj ∩ x−j,η(j)
)
,
y+η = y−ηj ∪
(
y+ηj ∩ x+j,η(j)
)
.
(v) For i limit, Bi is generated freely by⋃
j<i
Bj ∪ {y−η , y+η : η ∈ {ηα  i: α < λ}}
except: the equations in B and
y−ηj 6 y
−
η 6 y+η 6 y+ηj for j < i, η as above.
Lastly, B ⊆ completion (⋃i<δB i ) is defined as in case 1 using yα def= y−ηα .
Construction 12.3A. A variant
x¯±i =
〈
x±i,η: η ∈ {ηα  (i + 1): α < λ}
〉
so we use xi,ηα(i+1) instead of xi,ηα(i).
Construction 12.3B. A variant. It is like 12.3A but we are given (B±i , 〈xi,α : α < λi〉) and
we define by induction on i , B i (increasing with i), and follows:
Case 1: i = 0: B i is the trivial Boolean algebra, y−ηαi = 0, y+ηαi = 1.
Case 2: i = j + 1: B i is generated by Bj ∪ {x−
ηαi , x
+
ηαi : α < λ} freely except the
equations in Bj and
τ
(
. . . , x−
ηα`i
, x+
ηα`i
, . . .
)
`<n
= 0
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whenever Bi  τ (. . . , x−ηα` (j), x
+
ηα` (j)
, . . .)`<n = 0; lastly defines
y−
ηαi = y−ηαj ∪
(
y+
ηαj ∩ x−j,ηα(j)
)
,
y+ηαi = y−ηαj ∪
(
y+ηαj ∩ x−j,ηα(j)
)
.
Case 3: i limit. B i is generated by
⋃
j<i B
j ∪ {y−ηαi , y+ηαi : α < λ} freely except the
equations in Bj for j < i and y−ηαj 6 y
−
ηαi 6 y
+
ηαi 6 y
+
ηαj for α < λ.
Comment 12.4. Clearly 12.3A includes 12.3B as a special case, but mostly there is no
real difference in the uses. The reader may concentration on 12.3B.
Discussion 12.5. Usually the conclusions are of the form: among any λ elements of B ,
something occurs. The first need is ‖B‖ = λ, a trivial thing.
Fact 12.6. (∗)3⇒ (∗)2⇒ (∗)1, where
(∗)1 ‖B‖ = λ.
(∗)2 For every α < β < λ{
i: B i ¬(∃y)(x−ηα(i) 6 y 6 x+ηα(i) ∧ x−ηβ(i) 6 y 6 x+ηβ(i))
} 6= ∅,
i.e., {
i: B i  x−ηα(i)  x
+
ηβ(i)
∨ x−ηβ(i)  x+ηα(i)
} 6= ∅.
(∗)3 If t 6= s are in Dom(Ii ) for some i < δ, then
B i  x−t  x+s ∧ x−s  x+t .
Proof. Easy. 2
Remark 12.7. If not said otherwise, all examples satisfy (∗)3.
We will also be interested in stronger properties. In Section 15 we will be interested in
the case (B, x¯−, x¯+) the pairs (x−η , x+η ), (x−ν , x+ν ) were independent.
Claim 12.8. Assume
(∗) aα ∈B for α < λ.
Then we can find in B a sequence 〈b`: ` 6 m〉 a B-partition of 1 (i.e., a sequence of
disjoint nonzero elements with union 1), m> 0, and X ∈ [λ]λ and c6 b0 in B and n, and
Boolean terms τ` for `= 1, . . . ,m with n variables and ordinals γα,k ∈X for α ∈X, k < n
and γk for k ∈ [n,n∗), where n∗ > n and i∗ < δ, νk for k < n∗ such that
(i) n= 0 iff m= 0 iff 〈aα : α ∈X〉 constant,
(ii) γα,0 < γα,1 < · · ·< γα,n−1 and γn < γn+1 < · · ·< γn∗−1 < γα,0,
(iii) if α < β are in X then γα,n−1 < γβ,0,
(iv) if α ∈ X then aα 6⋃`6m b`, aα ∩ b0 = c and [` ∈ [1,m] ⇒ aα ∩ b` = τ`(yγα,0,
yγα,1 , . . . , yγα,n−1)], and [` ∈ [1,m]⇒ 0< aα ∩ b` < b`] (so τ` nontrivial),
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(v) ηγα,k  i∗ = νk for k < n,
(vi) {b`: `6m} ⊆ 〈B i ∪ {yγk : k ∈ [n,n∗)}〉 and ηγk  i∗ = νk for k ∈ [n,n∗),
(vii) 〈νk : k < n∗〉 is with no repetition.
Proof. By the ∆-system lemma and Boolean algebra manipulation. 2
Claim 12.9. A sufficient condition to
⊗0 B has no independent subset of cardinality λ
is
⊗1 if aα , X, n, m, τ`, γα,k , b`(α ∈X, k < n, ` < n) are as above in 12.8, and c0 = 0,
m= 1, then {aα: α ∈X} is not independent,
which follows from:
⊗2 if a`, X, n, m, τ`, γα,k (α ∈X,k < n) are as above in 12.8, c0 = 0, m= 1, i = i∗,
then 
i:
for every A,B ′ and yt , if A ∈ ((Ii)n)+,B i ⊆B ′,
B ′ |= x−t 6 yt 6 x+t for t ∈Dom(Ii),
then 〈τ1(yt0, . . . , ytn−1): 〈t0, . . . , tn−1〉 ∈A〉
is not strongly independent

∈ J+.
Remark 12.10. If we ask more on η¯, we can weaken ⊗2, like:
if n < ω, 〈γα,k: k < n〉 increasing α < β ⇒ γα,n−1 < γα,0, then letting η′α =
〈〈ηγα,k (i): k < n〉: i < δ〉, gives that η¯′ = 〈η′α : α < λ〉 is a (λ, J )-sequence for
〈(Ii )n: i < δ〉 as well as some weaker versions.
Proof of 12.9. ⊗1⇒⊗0. We choose by induction on ` 6 m a sequence 〈(τ`, γ `α,0, . . . ,
γ `α,m(`)−1): α < λ〉 such that
(i) τ` = τ`(xi, . . . , xm(`)−1) is a Boolean term, nontrivial,
(ii) γ `α,0 < γ `α,1 < · · ·< γ `α,m(`)−1 < λ,
(iii) α < β < λ⇒ γ `α,m(`)−1 < γ `β,0 when they are well defined,
(iv) τ`(aγ `
α,0
, . . . , γ `α,m(`)−1)∩
⋃
`16` b`1 = 0.
For `= 0: Let τ`(x0, x1)= x0 − x1, so m(`)= 2
γ 0α,0 = 2α, γ `α,1 = 2α+ 1.
For `+ 1: For each α(∗) < λ, apply ⊗1 with 1− b`+1, b`+1, 〈a`α(∗)+α: α < λ〉, where
a`α
def= τ `α(aγ `
α,0
, . . . , aγ `
α,m(`)−1
) here standing for b0, b1, 〈aα : α < λ〉 there, and get a Boolean
term τ `+1α(∗)(x0, . . . , xm(`+1,α(∗))−1), and ordinals β
`
α∗(∗),0 < · · ·< β`α(∗),m(`+1,α(∗))−1, all in
the interval [α(∗), λ), such that
τ `+1α(∗)
(
a`
β`
α(∗),0
, a`
β`
α(∗),1
, . . . , a`
β`
α(∗),m(`+1,α(∗)−1)
)= 0.
Let X ∈ [λ]λ be such that
(a) α ∈X⇒ τ `+1α = τ ∗`, m(`,α)=m(`,∗),
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(b) X is thin enough, i.e., if α < β are in X then β`α,0, . . . , β`α,m(`,∗) < β .
Now if ε is the ζ th element of X we let
u`+1ζ =
{
γ `β,m: m<m(`) and β ∈ {β`ε,0, . . . , β0ε,m(`,∗)−1}
}
.
So |u`+1ζ | = m(`) × m(`,∗) let m(` + 1) = m(`) × m(`,∗) let γ `+1ζ,0 < γ `+1ζ,1 < · · · <
ζ`+1
ζ,m(`+1)−1 list u
`+1
ζ , and it should be clear what is τ`+1. For `=m we have finished.
⊗2⇒⊗1 Straight. 2
Fact 12.11.
(1) In 12.8 we can add (so in ⊗2 of 12.9 we can assume) that
(viii) τ`(x0, . . . , xn−1) ∈ {xk,−xk: k < n}
if
(∗) for a set of i < δ from J+ we have 〈x+i,t − x−i,t : t ∈ Dom(Ii )〉 is a sequence of
pairwise disjoint (nonzero) elements of Bi .
(2) Assume
(∗)+ for every i < δ we have 〈x+i,t − x−i,t : t ∈ Dom(Ii)〉 is a sequence of pairwise
disjoint (non zero) elements of Bi .
Then
(a) In 12.8 above we can add:
b0, . . . , bm =
⋃
i<δ
Bi .
(b) Under 12.3B we can add: for k ∈ [1,m), if i is large enough, if α0, . . . , αn−1 ∈ X
letting b`k be the projection of bα in Bi+1 (i.e., any element b) satisfying
(∀x ∈Bi+1)(x 6 bk→ b 6 bk, x > bk→ b> bk)
(there is a minimal and maximal such bik and they are in 〈B i ∪ {ρ: ρ = fα  (x + 1)
for some i,¬(ν G ρ)}〉), fα`  i = fα0  i , 〈fα` (i): `6 s〉 is with no repetitions and
τ (x0, . . . , xs−1) is a Boolean term then
B  bk  τ (bk ∩ yα0, . . . , bk ∩ yαs−1)= 0⇒
B i+1  τ (bik ∩ yα0, . . . , bik ∩ yαs−1)= 0
(we can even be more explicit).
Proof. Straightforward. 2
We can now phrase sufficient conditions for having free caliber λ (for T ) and for having
no T -free subset of B of cardinality λ.
Claim 12.12. Sufficient conditions for “B satisfies the κ-c.c.” are (κ is regular uncount-
able and):
(∗)1 δ = ω and each Bi satisfies the κ-Knaster condition,
(∗)2 each Bi satisfies the κ-Knaster condition and (∀α < κ) (|α||δ| < κ),
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(∗)3 each Bi satisfies the κ-Knaster condition, κ > δ and for every A ∈ [λ]κ , and limit
ordinal δ′ 6 δ for some B ∈ [A]κ and i < δ we have
α ∈B,β ∈B,ηα  δ′ 6= ηβ  δ′ ⇒ lg(ηα ∩ ηβ)= i
(follows from “η¯ is κ+-free”, see 1.17 and Definition 1.18).
Claim 12.13. Assume
(A) η¯ is a normal (λ, J )-sequence for 〈Ii : i < δ〉,
(B) (Bi , x¯−i , x¯+i ) is a witness for (Ii , {x0 ∩ x1 ∩ x2 = 0}),
(C) B is as constructed in 12.1, 12.3.
Then
(α) λ is not a free caliber of B,
(β) B has cardinality λ and satisfies the κ-c.c. if κ is as in 12.12.
Proof. Straightforward. 2
Conclusion 12.14. Assume for simplicity that V  GCH, θ = θ<θ < χ = χ<χ and P is
the forcing notion of adding χ θ -Cohen subsets of θ , i.e.,
P = {f : f is a partial function from χ to {0,1}
with domain of cardinality < θ
}
.
Then (cardinal arithmetic on V P is well known) and
(∗) if cf(µ) < θ < µ< χ then there is a (2cf(µ))+-c.c. Boolean algebraB of cardinality
λ= µ+ such that λ is not a free caliber of B (and even satisfying the κ-c.c. if κ is
as in 12.12).
Proof. Use 12.13 and §11. 2
The problem of “B with no independent subset of cardinality λ” is somewhat harder.
Claim 12.15. Assume
(A) η¯ is a normal (λ, J )-sequence for 〈Ii : i < δ〉.
(B) (B i , x¯−i , x¯+i ) is a witness for (Ii ,Tni ,mi ) (on Tni ,mi see 11.12 clause (D)).
(C) 36mi < ni/2.
(D) For every k < ω, {i: kmi < ni} ∈ J+.
(E) B is as in construction 12.1, 12.3.
Then
(i) B does not have a free subset of cardinality λ.
(ii) B has cardinality λ and satisfies the κ-c.c. if κ is as in 12.12.
Proof. Straightforward (using the criterion in 12.9). 2
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Conclusion 12.16. Assume for simplicity V  GCH, and θ = θ<θ < χ = χ<χ is the
forcing notion of adding χ θ -Cohen reals. Then cardinal arithmetic in V P is well known
and
(∗) if cf (µ) < θ < µ < χ then there is a (2cf(µ))+-c.c. Boolean algebra B of
cardinality λ= µ+ without an independent subset of cardinality λ.
(∗∗) we can demand that B satisfies the (cf(µ)+)-c.c. if cf(µ)=ℵ0 or
V  “{δ < µ+: cf(δ)= cf(µ)} ∈ I [λ]”.
Proof. By 12.15, where (B i , x¯−i , x¯
+
i ) is provided by 11.12 (and W for it by 11.11). For
(∗∗) see 1.17(2). 2
We would also like sufficient condition for inequalities, for simplicity n= 2.
Claim 12.17.
(1) Assume 12.1, 12.3 and (∗) of 12.11 and n < ω and τ 0 = τ 0(x0, . . . , xn−1) a Boolean
term and τ 1 = τ 0(−x0, . . . ,−xn−1). Then (∗)1⇒ (∗)2, where
(∗)1 if ` < 2 for a set of i < δ from J+ we have: if X ∈ I+i then for some
t0, . . . , tn−1 ∈X, pairwise distinct, we have
B i  τ `(xi,t0, . . . , xi,tn−1)= 0,
(∗)2 if aα ∈ B for α < λ then for some k < ω and α`,m < λ for ` < k, m < n
we have α`,0 < α`,1 < · · · < α`,m−1 < α`+1,0 (for ` < k) and for some
i(`) ∈ {0,1} for ` < k we have
B i 
⋂
`<k
τ i(`)(a`,0, . . . , a`,m−1)= 0.
(2) Assume 12.1, 12.3 (using 12.3B) and (∗) of 12.8 and for simplicity Ii = J bdλi
and assume further n < ω, t a function from {0, . . . , n − 1} to {+1,−1} and
τ 0 = τ 0(x0, . . . , xn−1) a Boolean term, increasing in x` if t(`) = +1, decreasing
with x` if t(`) = −1. Let τ 1(x0, . . . , xn−1) = τ 0(−x0, . . . ,−xn−1). Assume also
τ0(−x0, . . . ,−xn−1)= 0 if x` ∈ {0,1} and ∧`(x` = 1≡ t(`)= 1) or ∧` x` = 1 ≡
t(`)=−1. Then (∗)3⇒ (∗)4, where
(∗)3 for a set of i < δ which belongs to J+ the following holds: if γα,` < λi and
α < β < λi⇒max
`<n
γα,` <min
`<n
γα,`
then for some α(0) < · · ·< α(n− 1) we have, for every ` < n:
τ 0
(
xt(`)γα(0),` , x
t(`)
γα(1),`
, . . . , xt(`)γα(n−1),`
)= 0,
τ 1
(
x−t(`)γα(0),` , x
−t(`)
γα(1),` , . . . , x
−t(`)
γα(n−1),`
)= 0,
(∗)4 if aα ∈B for α < λ then for some α0 < · · ·< αn−1 we have τ 0(aα0, . . . , aαn−1)=
0.
Proof. Easy. 2
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Comments 12.18.
(1) This concludes the proof of the consistency of the existence, answering a part of
Monk’s Problem 33.
(2) We can get “B  (cf (µ))+-c.c.” when 12.12 provides one.
(3) We may still like to get “no k-independent set” for some specific k as done in 12.17.
Probably also 11.13 will help but we have not really looked into it.
Clearly it is supposed to have, for a J+-set of i’s:
(∗)i for some function F , if m < ω, and X ⊆ (DomIi)m is F -large (i.e., if k < ω,
t¯0, . . . , t¯k−1 ∈X and F(t¯0, . . . , t¯k−1) ∈ I then for some t¯ ∈X, Rang t¯ ∩ F(t¯0, . . . ,
t¯k−1)= ∅).
Then for some distinct t¯0, . . . , t¯n−1 ∈X, we have
` <m⇒ τ (t0` , t1` , . . . , tn−1` )= 0.
See more in 15.11, 15.12.
13. The singular case
We continue to deal with Problem 33 of Monk [12]. This time we concentrate on the case
λ is singular. Though a priori this looked to be the side issue, we can get quite a coherent
picture.
Note. If κ > cf(λ) there is such a Boolean algebras (the disjoint sum of cf(λ) Boolean
algebras each of cardinality < λ). Moreover
Claim 13.1. Assume
(∗) λ > cf(λ)= θ and (∀α < λ) (|α|<κ < λ) and λ > κ = cf(κ) > ℵ0.
(1) The following conditions are equivalent:
(A) There are B and aζ such that
(a) B is a κ-c.c. Boolean algebra,
(b) aζ ∈B\{0} for ζ < θ ,
(c) if 〈wζ : ζ < θ〉 is a sequence of pairwise disjoint finite subsets of θ then for
some finite u⊆ θ we have⋂
ζ∈u
⋃
ξ∈wζ
aξ = 0.
(B) There is a Boolean algebra B of cardinality λ with no independent subset of
cardinality λ.
(2) The following conditions are equivalent:
(A)′ There are B, aζ such that
(a) B is a κ-c.c. Boolean algebra,
(b) aζ ∈B\{0} for ζ < θ ,
(c) for any X ∈ [θ ]θ for some finite w ⊆X we have ⋂ζ∈w aζ = 0.
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(B)′ There is a Boolean algebra B of cardinality > λ which does not have λ as a
free caliber.
Proof. (1) (A)⇒ (B) The case θ = ℵ0 is easier, so we leave it to the reader.
Without loss of generality B has cardinality θ . Let λ = κ + θ +∑ζ<θ λζ where λ >
λζ > κ+ θ +∑ξ<ζ λξ . Let B∗ be the Boolean algebra freely generated by B ∪{xζ,α: ζ <
θ, α < λ+ζ } except for the equations in B and
xζ,α 6 aζ (for ζ < θ , α < λ+ζ ).
Clearly B ⊆B∗ and assume that {bγ : γ < λ} ⊆B∗ is independent. Then for each γ there
are n(γ ) < ω and Boolean terms τγ and ζγ,` < θ , αγ,` < λζγ,` for ` < nζ and cγ,` ∈ B
for ` < m(γ ) such that bγ = τγ (xζγ,0,αγ,0 , . . . , xζγ,n(γ )−1,αγ,n(γ )−1 , cγ,0, . . . , cγ,m(γ )−1). As
cf(λ) = θ > ℵ0, without loss of generality τγ = τ , n(γ ) = n(∗) and m(γ ) = m(∗). Also
for each ε < θ there is Xε ∈ [λ+ε ]λ+ε such that
(∗) γ ∈Xε implies ζγ,` = ζε,`(∗) < θ , cγ,` = c∗ε,` ∈B.
Without loss of generality, 〈ζε,`: ` < n(∗)〉 is nondecreasing. We can find Y ∈ [θ ]θ such
that 〈〈ζε,`(∗): ` < n〉: ε ∈ Y 〉 is a ∆-system. In fact for some n′(∗)6 n(∗) we have
(∗)1 ε ∈ Y & ` < n′(∗)⇒ ζε,`(∗)= ζ`(∗).
(∗)2 ε1 ∈ Y & ε2 ∈ Y & ε1 < ε2⇒ ζε1,n(∗)−1(∗) < ζε2,n′(∗)(∗).
By renaming, without loss of generality Xε = [λε,λ+ε ] for ε ∈ Y . Let
wε =
{
ζε,`(∗): n′(∗)6 ` < n(∗)
}
,
so let u be as required in clause (A)(c), so u⊆ θ is finite.
Let for ε ∈ u, γε,1 < γε,2 be members of Xε .
Clearly
bγε,14bγε,2 6
⋃
`∈[n′(∗),n(∗)
aζε,` ,
hence⋂
ε∈u
(bγε,24bγε,2)6
⋂
ε∈u
( ⋃
`∈[n′(∗),n(∗))
aζε,`
)
=
⋃
ε∈u
⋂
ξ∈wε
aξ = ∅,
so 〈bγ : γ < λ〉 is not independent.
¬(A)⇒ ¬(B) Like [22]. In short: Let λ =∑ζ<θ λζ , (∀α < λ) (|α|<κ < λζ ), λζ =
cf(λζ ) > κ + θ +∑ξ<ζ λξ . Let Sζ = {δ < λζ : cf(δ)> κ}. Remember that by [22]:
λζ [B] Let B be a κ-c.c. Boolean algebra. Then:
(∗) for any x¯ = 〈xα: α < λζ 〉 pairwise distinct xα ∈ B, there are a− < a+ in
B\{0}, such that: if 〈Bα: α < λζ 〉 is an increasing continuous sequence
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of subalgebras of B of cardinality < λζ satisfying xα ∈Bα+1, {a−, a+} ⊆
B0, we haveδ ∈ Sζ :
a− 6 xδ 6 a+ and
(∀y)[0< y 6 a+ − a− & y ∈ Bδ→
(xδ − a−)∩ y 6= 0 & (a+ − xδ) ∩ y 6= 0]

is stationary.
So fix x¯ = 〈xγ : γ < λ〉, sequence of distinct elements of B, for each ζ < θ let a−ζ , a+ζ be
as in (∗) (for x¯  λζ ), and let aζ = a+ζ − a−ζ ∈ B+. Let Bζα be the subalgebra generated
by {xγ : γ <max{α,⋃ξ<ζ λξ }} ∪ {aξ : ξ < θ} for α < λζ and for each ζ < θ let Sζ be as
above.
As ¬(A), necessarily there is a sequence of pairwise disjoint finite subsets of θ , say
u¯= 〈uε: ε < θ〉 with any finite intersection of members 〈⋃ζ∈uε aζ : ε < θ〉 is not zero.
Now we can manipulate, choosing by induction on ε < θ , t¯ ε,α ∈∏ζ∈uε Sζ and defining
a∗ε,α =
⋃
ζ∈uε
((
aζ −
⋃
ξ∈uε\(ζ+1)
aξ
)
∩ xtε,αζ
)
.
(2) Similarly. 2
Discussion 13.2.
(1) Note: if θ < κ , clearly (A)θ & (A)′θ .
(2) Note if (∀α < θ) (|α|<κ < θ), then ¬(A)θ & ¬(A)′θ .
(3) Note that if χ = χ<χ < χ(∗) = χ(∗)<χ(∗) then for some χ+-c.c. (< χ)-complete
forcing notion of cardinality χ(∗) in V P we have¬(A)θ &¬(A)′θ when θ = cf(θ) ∈
(χ,χ(∗)).
(4) It is natural to get CON(κ < χ = χ<χ < θ = cf(θ) < 2χ + (A)θ & ¬(A)′θ ). This is
well connected to our problems but we have not looked at it.
Claim 13.3. In 11.3 the condition
(∗) (∀α < λ) (|α|<κ < λ)
can be replaced by the weaker one
(∗)− for arbitrarily large regular λ′ < λ we haveλ′ [B] for any κ-c.c. Boolean algebra
(see 13.1’s proof).
14. Getting free caliber for regular cardinals
Remember that λ is a free caliber of a Boolean algebra B if for any X ∈ [B]λ there
is an independent Y ∈ [X]λ; of course we can replace a Boolean algebra by a locally
compact topological space (which is a slightly more general case, but the proof is not
really affected).
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Monk asks whether there is a κ-cc Boolean algebra B of cardinality > λ with no
independent subset of cardinality λ, and µ such that
µ< λ<µκ, (∀α < µ)(|α|κ < λ).
Here we deal with the case of λ regular and give a sufficient set-theoretic condition on
κ such that any κ-cc Boolean algebra of cardinality > λ has λ as a free caliber, so the
consistency of a negative answer follows, but we do not directly force. So this section is
complementary to Sections 12 and 11.
Hypothesis 14.1.
(a) λ= cf(λ) > 2κ , but for simplicity we assume
λ= µ+, µ=
∑
i<cf(µ)
λi , λi = λ<κi , cf(µ) < κ.
We shall use it to shorten proofs when helpful, and, later, will show what can be
done without it.
(b) B∗ is a κ-cc. Boolean algebra, aα ∈B for α < λ are pairwise distinct.
Let a¯ def= 〈aα : α < λ〉. We would like to findX ∈ [λ]λ such that {aα: α ∈X} is independent.
Definition 14.2. For B ⊆B∗, x ∈B∗ let
Proj0(x,B) def= {y ∈B: y 6 x},
Proj1(x,B) def= {y ∈B: y ∩ x = 0},
Proj2(x,B) def= {y ∈ B: y = 0 or (∀z)(0< z6 y& z ∈ B⇒ 0< z ∩ x < z)}.
Fact 14.3. Let B ⊆B∗, x ∈B∗
(1) If y` ∈ Proj`(x,B) for ` < 3, then 〈y`: ` < 3〉 are pairwise disjoint.
(2) ⋃`<3 Proj`(x,B) is dense in B.
(3) Proj`(x,B) is an ideal on B.
(4) Proj`(x,B) is complete inside B∗, i.e., if in B∗ we have x is 6 lub of {xα: α < α∗}
and {xα: α < α∗} ⊆ Proj`(x,B) and x ∈B then x ∈ Proj`(x,B).
Definition 14.4.
χ = χa¯ =Min
{‖B‖: B ⊆B∗, |WB | = λ},
where
WB =WB,a¯ =
{
α: Proj2(aα, 〈B ∪ {aβ : β < α}〉B∗) = {0}, and Proj`(aα,B) is
predense in Proj`(aα, 〈B ∪ {aβ : β < α}〉B∗) for `= 0,1
}
.
Remark 14.5.
(1) Proj2(aα,B)= {0} is close to saying, aα = the lub in B∗ of Proj0(aα,B), but not
the same (holds if B<◦B∗).
Could have worked with a variant as indicated.
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(2) Trivially χ 6 λ, use B = 〈aα : α < λ〉B∗ .
Fact 14.6. If χ = λ, then for some X ∈ [λ]λ, 〈aα: α ∈X〉 is independent.
Proof. Let Bα
def= 〈aβ : β < α〉B∗ , so Bα are increasing continuous in α, ‖Bα‖ 6 ℵ0 +
|α|< λ. Let
S
def= {α < λ: Proj2(aα,Bα)= {0}},
S′ def= {α ∈ S: cf(α)> κ}.
Now
(∗) S′ is not stationary.
[Why? For δ ∈ S′, ` < 2 let Iδ,` ⊆ Proj`(aδ,Bδ)\{0} be an antichain, maximal under the
conditions defining Proj`. So |Iδ,`|< κ , as B∗  κ-cc. Hence for some f (δ) < δ we have
Iδ,0 ∪ Iδ,1 ⊆Bf (δ).
So if S′ is stationary, by Fodor’s lemma, for some α∗ < λ, S∗ = {δ ∈ S′: f (δ) = α∗} is
stationary.
We would like to show:
(∗∗) δ ∈ S∗ ⇒ Proj2(aδ,Bα∗)= {0}.
If so, we have gotten that Bα∗ , S∗ exemplify χ 6 ‖Bα∗‖, contradiction. For proving (∗∗),
let δ ∈ S∗, assume b ∈ Proj2(aδ,Bα∗)\{0}.
So, by 14.3, (for Bα∗, aδ) we have (∀x ∈ Iδ,0 ∪ Iδ,1) x ∩ b = 0.
Now, b /∈ Proj2(aδ,Bδ), as the latter is {0}. So, there is c such that Bδ  “0< c6 b and
c ∩ aδ = 0∨ c6 aδ”, that is c ∈ Proj0(aδ,Bδ)∪ Proj1(aδ,Bδ), but as c6 b we have
(∀x ∈ Iδ,0 ∪ Iδ,1)(x ∩ c= 0).
So c contradicts the maximality of Iδ,0 (if c ∈ Proj0(aδ,Bδ)) or of Iδ,1 (if c ∈
Proj1(aδ,Bδ)).
The contradiction proves (∗∗) and (∗).]
So λ\S is stationary. For δ ∈ λ\S choose bδ ∈ Proj2(aδ,Bδ)\{0}. So by Fodor’s lemma,
for some b∗ ∈⋃α<λBα we have
S∗∗ def= {δ: δ ∈ λ\S,bδ = b∗} is stationary.
Now we know that 〈aδ: δ ∈ S∗〉 is independent. 2
Remark 14.6A. In the characteristic case, B∗ is the completion of a Boolean algebra of
smaller cardinality B ′, so χ 6 ‖B ′‖.
Claim 14.7. Now, without loss of generality
 B∗ = 〈B ∪ {aα: α ∈WB }〉 for some B ⊆B∗,
‖B‖ = χ, WB = λ.
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Proof. B ⊆ B∗ exemplifies the value of χ , let Bc be the completion of B , and we can let
for α ∈WB
a′α = lub in Bc of Proj0(a0,B).
Now if Y ∈ [WB ]λ, 〈a′α : α ∈ Y 〉 is independent in Bc then {aα: α ∈ Y } is independent in
B∗. Alternatively use 〈B ∪ {ai : α ∈WB}〉B∗ .
(Remember: B is not necessarily a complete subalgebra of B∗.)
Definition 14.8. Let
K
def= {B: B = 〈B i : i 6 χ〉 is an increasing continuous sequence of subalgebras of
B∗, ‖B i‖< ℵ0 + |i|+, and WBχ ∈ [λ]λ, Bχ ⊇B (of  of 14.7)
}
(so WBχ is co-bounded in λ, in fact if Bχ ⊆ 〈B ∪ {aβ : β < α}〉B∗ then |WBχ ⊇ (α,λ)|).
Fact 14.9.
(1) cf(χ) < κ .
(2) cov(χ,χ, κ,2)> λ, meaning:
λ6min
{|P |: P ⊆ [χ]<χ & (∀A ∈ [χ]<κ)(∃B ∈ P)(A⊆ B)}.
Proof. (1) By (2).
(2) Assume not. Remember B ⊆B∗, |WB | = λ, ‖B‖ = χ .
For each α ∈ WB choose Iα,` ⊆ Proj`(aα,B) for ` < 2 as in the proof of 14.6. Let
P ⊆ [B]<χ , |P |< λ and(∀A ∈ [χ]<κ)(∃B ∈P)(A⊆ B).
So for each α ∈WB , there is Aα ∈P such that Iα,0 ∪ Iα,1 ⊆Aα . So for some A∗ ∈P
W = {α ∈WB : Iα,0 ∪ Iα,1 ⊆A∗} ∈ [λ]λ
(exists as we divide WB into |P | sets, so at least one has size λ, as |P |< λ= cf(λ)). Now
χ 6 |〈A∗〉B |, contradiction, as in the proof of 14.6 (to the definition of χ ). 2
Definition 14.10. For B ∈K and α ∈WBχ let
u(α,B)
def= {i < χ : for some ` < 2, Proj`(aα,B i ) is not a predense subset
of Proj`(aα,B i+1)
}
.
Discussion 14.10A. We may consider B ′ = 〈B ′i : i 6 χ〉 ∈ κ when
B ′i = 〈B i ∪X〉, X fixed countable⊆B∗.
Possibly
u(α,B) 6= u(α,B ′)
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or just for some i , Proj`(aα,Bi ) is not dense in Proj`(aα,B ′i ). We think of the set of such
α as bad, and put them all in one λ-complete ideal. But maybe λ belongs to it. So we will
try to find some B for which this does not occur.
This will help in that we eventually try to choose αζ ∈WB for ζ < λ by induction on ζ
such that 〈aαζ : ζ < λ〉 is independent.
So in stage ζ we consider all
X ∈ [{αξ : ξ < ζ }]<ℵ0 .
The existence of B requires some properties of λ which certainly hold in the main case
(with λ= µ+ . . .).
So to ease the proof instead of every i < χ , we use “every i < χ large enough”.
Definition 14.11.
(1) We define a partial order on K: B1 6B2 If for every i large enough
i 6 χ⇒B1i ⊆B2i .
(2) We say B2 is finitely generated over B1 if for some finite X
B2i = 〈B1i ∪X〉B∗ for i < χ large enough.
In this case we let B1[X] = 〈B1i [X]: i 6 χ〉 be B
2
.
(3) For B1 6B2 let
Bad(B1,B2)= {α: if α ∈WB1χ ∩WB2χ ,
then for arbitrarily large i < χ , for some ` < 2,
Proj`(aα,B1i ) is not dense in Proj`(aα,B2i )
}
.
(4) J
B
1 is the λ-complete ideal on λ generated by all Bad(B1,B2), whereB1 6B2 and
B
2 is finitely generated over B1.
What do we need to carry a proof?
Lemma 14.12. There is B⊗ ∈K such that λ /∈ J
B
⊗ .
Remark 14.12A. We may like to have J ⊇ J
B
⊗ normal extending I nst,θλ (and λ /∈ J ), then
we need more work.
Proof in the case λ= χ+. (Enough, see 14.1(a).) Assume there is no such B = B⊗. We
choose by induction on ζ < χ , Bζ ∈ K , such that Bζ is increasing with ζ and: for each
ζ , as λ ∈ J
B
ζ we can find 〈Xζ,ε: ε < εζ 〉 witnessing it, i.e., Xζ,ε ∈ [B∗]<ℵ0 , εζ < λ (so
without loss of generality εζ 6 χ )
λ=
⋃
ε<εζ
Bad
(
B
ζ
,B
ζ [Xζ,ε]
)
,
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where
B
ζ
i [Xζ,ε] = 〈Bζi ∪Xζ,ε〉B∗ .
Now easily (K,6) is χ+-directed, so we demand∧
ε<εζ
B
ζ 6Bζ [Xζ,ε]6Bζ+1.
Also i ∈ [ζ,λ) & ζ < ξ 6 χ⇒Bζi ⊆Bξi . Let δ∗ < λ be such that∧
ζ<χ
Bζχ ⊆
〈
B ∪ {aα: α < δ∗}
〉
B∗ .
So for each ζ < χ we have
δ∗ ∈
⋃
ε<εζ
Bad
(
B
ζ
,B
ζ [Xζ,ε]
)
,
hence there is ξ(ζ ) < εζ such that
δ∗ ∈ Bad(Bζ ,Bζ [Xζ,ξ(ζ )]).
For each ζ < χ , there is i(ζ ) < χ such that Xζ,ξ(ζ ) ⊆Bζ+1i(ζ ) , ζ < i(ζ ) hence
(∀i)[i(ζ )6 i 6 χ]⇒Bζi [Xζ,ζ(ξ)] ⊆Bζ+1i
because
Xζ,ξ(ζ ) ⊆Bζ+1i(ζ ) ⊆Bζ+1i .
We restrict ourselves to ξ < κ . So without loss of generality∧
ζ1<ζ26κ
∧
α∈[κ+,χ]
Bζ1α ⊆Bζ2α ,
and if ζ is a limit and α ∈ [κ+, χ], then Bζα =⋃ξ<ζ Bξα . As cf(χ) < κ , there is i(∗) < χ
such that Z = {ζ < κ : i(ζ )6 i(∗)} is unbounded (we can demand more).
Now the set u(δ∗,Bκ) has cardinality < κ because B∗ satisfies the c.c.c.
Remember,
u(δ∗,Bκ )=
{
i < χ :
⋃
`=0,1
Proj`(aδ∗,Bκi )
is not predense in
⋃
`=0,1
Proj`(aδ∗,Bκi+1)
}
.
Choose for i ∈ u(δ∗,Bκ ) ∪ {κ+} and `= 0,1 a predense subset Iδ∗,`κ,i of Proj`(aδ∗,Bκi+1)
of cardinality < κ .
Now, for i ∈ u(δ∗,Bκ)∪{κ+}\κ+ the sequence 〈Bζi+1: ζ 6 κ〉 is increasing continuous.
So for some ζi < κ
Iδ∗,0κ,i ∪ Iδ
∗,1
κ,i ⊆Bζii+1.
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Let
ζ(δ∗) def= sup
i
ζi < κ.
So clearly
(∗) if i ∈ [κ+, χ], ` < 2, then
Proj`(aδ∗,Bζ [δ∗]i )= Proj`(aδ∗,Bκi ) ∩Bζ [δ∗]i
is a predense subset of Proj`(aδ∗,Bκi ).
[Why? By induction on i . If i = κ+ directly. If i is a limit—trivial. If i = j + 1 > κ+,
j /∈ u(δ∗,Bκ), then by transitivity of being predense in. If i = j + 1, j ∈ u(δ∗,Bκ), using
Iδ∗,`j .]
Now, clearly
ζ ∈ [ζ(δ∗), κ)⇒∧
`<2
∧
i∈[κ+,χ)
(
Proj`(aδ∗,Bζi ) is predense in Proj`(aδ∗,Bζ+1i )
)
.
This follows from (∗). Choose ζ ∈ Z\ζ(δ∗) so we contradict the choice of Bζ+1. 2
Convention 14.13. We fix B⊗ ∈K such that λ /∈ J
B
⊗ .
Fact 14.14. {α < λ: u(α,B⊗) bounded in χ} is bounded in λ.
Proof. By the choice of χ as minimal. 2
Convention 14.15. Let fα be an increasing function from otp(u(α,B⊗)) onto u(α,B⊗).
Fact 14.16. For some j∗ < κ
Y0 =
{
α < λ: Dom(fα)= j∗
} ∈ (J
B
⊗)+.
So without loss of generality (∀α)[Dom(fα)= j∗].
Claim 14.17. We can find 〈γ ∗j : j < j∗〉, w∗ ⊆ j∗ such that:
(∗)1 if γ¯ = 〈γj : j < j∗〉, γj 6 γ ∗j ,
γj = γ ∗j ⇔ j ∈w∗,
then the set of α ∈ Y0 satisfying the following, is in (JB⊗)+:
j ∈w∗ ⇒ fα(j)= γ ∗j ,
j ∈ j∗\w∗ ⇒ γj < fα(j) < γ ∗j .
Also
(∗)2 j ∈ j∗\w∗ ⇒ cf(γ ∗j ) > 2κ and
λ=max pcf{cf(γ ∗j ): j ∈ j∗\w∗}.
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(∗)3 Moreover if we fix µ= µ<κ < λ we can demand
j ∈ j∗\w∗ ⇒ cf(γ ∗j ) > µ.
(∗)4 If j∗ = sup(J ∗\w∗), and E is the equivalence relation on j∗\w defined by
j1Ej1⇔ γ ∗j1 = γ ∗j2 (so the equivalence classes are convex) then J is an ideal on
j∗ such that J bdj∗ ⊆ J , w∗ ∈ J ,
A ∈ J ⇒
⋃
{j/E: j ∈A} ∈ J, and
(α)
∏
j<j∗
γ ∗j /J has true cofinality λ, so possibly shrinking Y0, for
α < β in Y0, fα <J fβ .
Proof. By 7.0(0) (or [26, 6.6D] or [20, 6.1]), as j∗ < κ , so 2|j∗| < λ. 2
Observation 14.18. 〈γ ∗j : j < j∗〉 is non-decreasing, with limit χ , and γ ∗j < χ and of
course, cf(j∗)= cf(χ).
Proof. As Rang(fα)⊆ χ , and the fact, γ ∗j < χ if j ∈w∗, γ ∗j 6 χ if j /∈w∗, but then
cf(γ ∗j )> 2κ > κ > cf(χ). 2
Comment on the Claim 14.19.
(1) For it, possibly ∧α fα = f ∗, so then we get w∗ = j∗. Also possibly fα(j) < α, so
w∗ = ∅ and J = {φ}.
(2) If the ideal J
B
⊗ is normal enough, for some X ∈ (J
B
⊗)+, 〈fα : α ∈ X〉 is <J -
increasing.
(3) If (∀α < λ)(|α||j∗| < λ), then necessarily
j ∈ j∗\w∗, cf(γ ∗j )= λ
(like the ∆-system lemma). BUT for the interesting case, and in particular by our
assumptions, this is not the case: as γ ∗j 6 χ < λ, hence J ⊇ [j∗]<ℵ0 .
Hypothesis 14.20. Each B⊗i is the union of µ filters 〈Di,β : β < µ〉, µ= µ<κ (we can use
somewhat less), this of course is only a consistent assumption.
Claim 14.21. For some
ι¯= 〈ιj : j < j∗〉 ∈ j∗µ
we can restrict ourselves to
Y1 =

α < λ:
j ∈w∗ ⇒ fα(j)= γ ∗j ,
j ∈ j∗\w∗ ⇒ γ ∗∗j < fα(j) < γ ∗j and∧
j<j∗
(Proj2(aα,B⊗γ ∗∗j )∩Dγ ∗∗j ,ιj 6= {0})

,
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where
γ ∗∗j =
{
γ ∗j if j ∈w∗,⋃{γ ∗i : γ ∗i < γ ∗j } otherwise
in particular Y1 /∈ JB⊗ .
Proof. As µ<κ < λ, J
B
⊗ λ-complete and j ∈ j∗\w∗ ⇒ cf(γ ∗j ) > µ. 2
Claim 14.22. For some X ∈ [X]λ, the sequence 〈aα : α ∈X〉 is independent.
Proof.
Case 1. w∗ is unbounded in j∗: We choose by induction on β < λ,
Nβ ≺
(H((2λ)+),∈,<∗
(2λ)+
)
increasing continuous, ‖Nβ‖< λ, Nβ ∩ λ ∈ λ, 〈Nβ1: β16β〉 ∈ Nβ+1 and B⊗, B∗, a¯ ∈ N0.
Let αβ = α(β) be the first α < λ such that α ∈ Y1, α /∈⋃(JB⊗ ∩Nβ)(
so
∧
j∈w∗
fα(j)= γ ∗j
)
.
Clearly αβ ∈ λ∩Nβ+1\Nβ , 〈αβ1 : β1 < β〉 ∈Nβ+1. Let n < ω, β1 < · · ·< βn and we will
prove that 〈αα(β`): `= 1, . . . , n〉 is independent.
Now
j ∈w∗ ⇒ there is bj ∈
n⋂
`=1
Proj2(aαβ` ,B⊗γ ∗j )\{0}.
[Why? As αβ1, . . . , αβn ∈ Y1, so Dγ ∗j ,ιj ∩ Proj2(aαβ` ,B⊗γ ∗j ) 6= ∅. Choose bj,` there, so
bj =⋂n`=1 bj,` is OK.]
Consider
Bad
(
B⊗,B⊗[{aα(β1), . . . , aα(β`)}]
) ∈ J
B
⊗ ,
it belongs to Nβ`+1 . So
αβ`+1 /∈ Bad
(
B⊗,B⊗[{aα(β1), . . . , aα(β`)}]
)
.
So for each ` for some i` < χ , k < 2 & i ∈ [i`, χ)⇒ Projk(aαβ`+1 ,B⊗i ) is predense in
Projk(aαβ`+1 , 〈B⊗i ∪ {aα(β1) , . . . , aα(β`)}〉).
So if j ∈w∗, γ ∗j > sup`=1,...,n i` (exists) and η ∈ [1,n]2, we prove by induction on ` that
b`j = bj ∩
⋂`
k=1
(aαβk )
[η(k)].
For `= 0 trivial.
For ` > 0, b`−1j ∈ 〈B⊗γ ∗j ∪ {aαβ1 , . . . , aαβ`−1 }〉 is > 0, is in
Proj2(aαβ , 〈B⊗γ ∗j ∪ {aα(β1), . . . , aα(β`−1}〉)
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as it is below bj and bj ∈ Proj2(aα(β`),B⊗γ ∗j ) by its choice and j is > i`, so bj ∈
Proj2(aαβ` , 〈B
⊗ ∪ {aαβ1 , . . . , aαβ`−1 }〉). We use implicitly
Fact 14.23. For α < λ large enough,
i < χ⇒ Proj2(aα,B⊗i ) 6= {0}.
Proof. By χ ’s minimality. 2
Case 2. Not 1, i.e., w∗ bounded in j∗ or just j∗ = sup(J ∗\w). Similarly using (∗)2 of
14.17 find j ∈ j∗ \w∗ such that if j` ∈ j/E for `= 1, . . . , n then fαβ1 (f1) < fαβ2 (j2) <· · ·< fαβn (jn). 2
Conclusion 14.24. If µ = µ<µ < θ = θ<θ then for some µ-complete µ+-c.c. forcing
notion of cardinality θ , in V P :
If B is a κ-c.c. Boolean algebra of cardinality > λ, µ = µ<κ , λ = cf(λ) ∈ (µ, θ ]
then λ is a free caliber of B .
Proof. By 14.1–14.23 above and [21]. 2
Claim 14.25. The following implications hold: (∗)1⇒ (∗)2⇒ (∗)3⇒ (∗)4 where
(∗)1 (a) µ2<κ = µ< λ= cf(λ),
(b) if a Boolean algebra B satisfies the (2<κ)+-c.c. and |B| < λ, then B is the
union of µ filters.
(∗)2 (a) κ < λ= cf(λ),
(b) if a Boolean algebra B satisfies the κ-c.c., for i < λ, Fi ⊆ B\{0} is a set
of < κ members closed under intersection then we can find < λ filters Dα
(α < α∗ < λ) of B such that (∀i < λ) (Fi ⊆Dα).
(∗)3 (a) κ < λ= cf(λ),
(b) if a Boolean algebra B satisfies the κ-c.c., D a λ-complete uniform filter on λ,
θ = cf(θ) < κ and for i < λ, Fi is a decreasing sequence of elements of B\{0}
of length θ then for some X ∈D+, ⋃i∈X Fi belongs to some ultrafilter on B.
(∗)4 (a) κ < λ= cf(λ),
(b) if B is a κ-c.c. Boolean algebra of cardinality > λ then λ is a free caliber of
B.
Proof. Should be clear from the proof in §14. 2
15. On irr: The invariant of the ultraproduct bigger than the ultraproduct of
invariants
We solve here some of the questions of Monk [12] on the possibility that
inv
(∏
ζ<κ
Bζ /D
)
>
∏
ζ<κ
inv(Bζ )/D.
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In 15.1–15.10A we deal with the irredundance number irr (getting consistency of the
above and solving [12, Problem 26]). We then prove the existence of such examples in
ZFC (improving Rosłanowski and Shelah [15]) for inv = s,hd,hL,Length solving [12,
Problems 46, 51, 55, 22], respectively. See more in [19].
Hypothesis 15.1. λ= λ<λ, n(∗) < ω.
Definition 15.2. P = Pn(∗)λ is the set of p = (u,B,F )= (up,Bp,F
p
) such that
(a) u ∈ [λ+]<λ,
(b) B is a Boolean algebra generated by {xα: α ∈ u},
(c) α ∈ u⇒ xα /∈ 〈{xβ : β ∈ u∩ α}〉B ,
(d) in B, {xα: α ∈ u} is n(∗)-independent, i.e., any nontrivial Boolean combination of
6 n(∗) members of {xα: α ∈ u} is not zero (in B),
(e) F = 〈F`: `6 n(∗)〉 and F`+1 ⊆ F`,
(f) F` is a family of functions from {xα: α ∈ u} to {0,1} respecting the equations
holding in B. Call the homomorphism (from B to {0,1}) that f induces, fˆ ,
(g) if f ∈ F`+1, ` < n(∗) and α ∈ u then for some f ′ ∈ F` we have
f ′  (α ∩ u)= f  (α ∩ u), f ′(α) 6= f (α),
(h) if f :u→{0,1} and (∀v ∈ [u]<ℵ0)(f  u ∈ F`) then f ∈ F`,
(i) if a ∈B\{0} then for some f ∈ F0, we have fˆ (a)= 1.
The order is p 6 q iff
(α) up ⊆ uq ,
(β) Bp is a subalgebra of Bq ,
(γ ) Fp` = {f  up: f ∈ Fq` }.
Let B˜ = the direct limit of {Bp: p ∈G˜P }.
Note. We can ignore Bp as it is reconstructible from Fp0 . Also clause (d) follows from the
rest.
Notation 15.3. We let p  α = (up ∩ α, 〈xβ : β ∈ up ∩ α〉B , 〈F`  α: ` 6 n(∗)〉) where
F`  α = {f  α: f ∈ F`}.
Fact 15.4. (p  α)6 p for p ∈ P .
Fact 15.5. In P , every increasing sequence of length < λ has a lub: essentially the union.
Proof. Trivial (use compactness and clause (h) of Definition 15.2). 2
Fact 15.6. For α < λ, {p ∈ P : α ∈ up} is dense open.
Proof. If p ∈ P let us define q = (uq,Bq,F q), uq = up ∪ {α}, Bq is Bp if α ∈ up , and is
the free extension of B by xα otherwise, Fq` = {f ∈ u
q2: f  up ∈ Fp` }. 2
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Fact 15.7.
(1) If p ∈ P , p  α 6 q and uq ⊆ α then p,q are compatible.
(2) P satisfies the λ+-c.c. and even in λ+-Knaster.
Proof. (1) Let us define r = (ur,Br ,F r ) by:
ur = up ∪ uq, F r` =
{
f : f ∈ ur 2 and f  up ∈ Fp` , f  uq ∈ Fq`
}
.
Now
(∗)1 Fp` = Fr`  up .
[Why? if f ∈ Fp` , then f  α = f  (α ∩ u) ∈ Fpα` but p  α 6 q . Hence there is g ∈ Fq`
such that f  α ⊆ g, so f ∪g ∈ Fr` , (f ∪q)  up = f , so Fp` ⊆ Fr`  up. The other direction
holds by the choice of F r` .]
(∗)2 Fq` = Fr`  up .
[Why? Similarly using 15.4.]
(∗)3 Fr`+1 ⊆ Fr` .
[Why? As Fp`+1 ⊆ Fp` , Fq`+1 ⊆ Fq .]
(∗)4 if f ∈ Fr`+1, β ∈ ur then for some g ∈ Fr` we have f  β ⊆ g, f (β) 6= g(β).
[Why? The proof splits into two cases:
Case 1. β ∈ uq . So f  α ∈ Fq`+1  α but q ∈ P so there is g0 ∈ Fq` such that
(f  α)  β ⊆ g0, (f  α)(β) 6= g0(β) so g0 ∈ Fq` = Fp`  α so g0  (up ∩ α) ∈ Fpα` so
there is g1 such that
g0  (up ∩ α)⊆ g1 ∈ Fp` .
So g0 ∪ g1 ∈ Fr` is as required.
Case 2. β /∈ uq . So β ∈ up\α. Now f  up ∈ Fp`+1 hence there is f ′ ∈ Fp` such that
f ′  (up ∩ β)= f  (up ∩ β), f ′(β) 6= f (β).
Now f  α ∈ Fq`+1 hence f  α ∈ Fq` hence
(f  α)∪ f ′ ∈ Fr` is as required.
By Fr` we can define B
r and is as required.]
(2) Follows from (1). 2
Claim 15.8. If k > 2n(∗)+ 1, 〈δ`: ` < k〉 is increasing, δ` < λ; we stipulate δk = λ+, for
` < k, p` ∈ P , p`  δ` = p∗, up` ⊆ δ`+1 and for `,m < k, OPupm,up` :up`→ upm maps p`
to pm (the natural meaning otp(up`)= otp(upm) and
F
p`
n =
{
f ◦OPup` ,upm : f ∈ Fpmn
}
so OPup` ,upm induces an isomorphism OPp`,pm from Bp` onto Bpm), then there is q ∈ P
such that
(a) ∧m<k pm 6 q ,
(b) if b ∈Bp0 then Bq  “b =⋃ u⊆(0,k)
|u|>n(∗)
(
⋂
m∈uOPpm,p0(b))”.
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Proof. (1) Let us define q : put uq =⋃m<k upm and
F
q
` =
{
f ∈ (uq)2: n(∗)− `> |{m ∈ [0, k): (∃α ∈ up0\up∗)
[f (OPupm,up0 (α)) 6= f (α)]}|
and f  upm ∈ Fpm` form< k
}
.
Now note
(∗)1 Fpm` = Fq`  upm .
[Why? If f ∈ Fq` then f  upm ∈ Fpm` by the definition of Fq` . If f ∈ Fpm` , for m1 < k we
let fm1 = f ◦OPupm1 ,upm , so
⋃
m1<k
fm1 ∈ Fq` and we are done.]
(∗)2 if f ∈ Fq`+1, α ∈ uq then for some g ∈ Fq`
g  α = f  α, g(α) 6= f (α).
[Why? If α ∈ up0 we have f  up0 ∈ Fp0`+1 and there is g0 ∈ Fp0` , such that g0  α = f  α,
g0(α) 6= f (α). Let gm =OPup0 ,upm ◦ g0. Then g =
⋃
m<k gm is as required.
If not, α ∈ upm\up∗ for somem> 0, so α > δm and f  upm ∈ Fpm`+1 so there is g ∈ Fpm`+1,
g  α = f  α, g(α) 6= f (α). Now g∗ = g ∪ (f  (⋃ m1<k
m1 6=m
upm1 ) is as required.]
So
(∗)3 q ∈ P and pm 6 q .
So (a) of the conclusion holds. By clause (i) of Definition 15.2 and the choice of q also
clause (b) holds. 2
Conclusion 15.9. 
P
n(∗)
x
“B˜ is a Boolean algebra generated by {xα: α < λ+}, which is
n(∗)-free hence irrn(∗)(B˜ )> λ+ but irr2n(∗)+1(B˜ )= λ”.
Proof. Putting together the claims. 2
Conclusion 15.10. If λ= λ<λ > ℵ0 and the forcing notion P is P =∏n Pnλ (where Pnλ is
from Definition 15.2) then
(∗) P is a λ-complete λ+-c.c. forcing notion, and in V P for some Boolean algebras Bn
(n < ω) we have
(a) irrn(Bn)= λ+, irr2n+1(Bn)= λ,
(b) for D a nonprincipal ultrafilter on ω,
λ+ 6 irr
(∏
n<ω
Bn/D
)
,
∏
n<ω
irr(Bn)/D= λω/D = λ,
(c) so irr(∏n<ωBn/D) >∏n<ω irr(Bn)/D.
Proof. The λ+-c.c. follows from 15.7(2). The Bn are from 15.2. The proof that P
“irrn(B˜ n)= λ+ but irr2n+2(B˜ )= λ′ is like the proof of 15.9.Concerning irr(∏n<ω B˜ n/D)= λ+ use x∗α = 〈xnα : n < ω〉/D ∈∏n<ωB˜ n/D. 2
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Comment 15.10A. Surely in 15.9 we can fix exactly the n such that irrn(B) = λ+,
irrn+1(B) = λ. For this it suffices to demand in 15.8 that k = n(∗) + 2. Let a` ∈ Bp`
(for ` < k) be such that OPp`,p0(a0)= a` and replace (b) in the conclusion by
(b)′ for some Boolean term τ ,
Ba |= “a0 = τ (a1, . . . , an(∗)+1)”.
In fact,
τ (x1, . . . , xn(∗)+1)=
n(∗)⋃
i=1
[ i−1⋂
m=1
(xm4xm+1)∩
(− (xi4xi+1))].
In the proof we let uq =⋃m<k upm and
F
q
` =
{
f ∈ (up)2: for m< k we have fm =: f  upm belongs to Fpm` and for some
i ∈ {1, . . . , n(∗) − `} we have: j ∈ {1, . . . , i − 1} ⇒ [fˆj (aj ) =
0 ⇔ fˆj+1(aj+1)= 1] and fˆi (ai)= fˆi+1(ai+1)= fˆ0(a0)
}
(where for f ∈ Fpm` , fˆ is the homomorphism from Bq into {0,1} which f induces).
Claim 15.11. Assume
(A) λ= tcf(∏i<δ λi/J ),
(B) λ¯= 〈λi : i < δ〉 is a sequence of regular cardinals> |δ|,
(C) λi > max pcf{λj : j < i}, so necessarily J bdδ ⊆ J ,
(D) 〈Aζ : ζ < κ〉 is a sequence of pairwise disjoint members of J+,
(E) D is a uniform ultrafilter on κ .
Then, we can find a Boolean algebra Bζ for ζ < κ such that for inv ∈ {s, hd,hL} (see
Monk [12])
(a) inv+(Bζ )6 λ so λ= χ+ ⇒ inv(Bζ )6 χ (moreover inv+2 (B3)6 λ; see [15]),
(b) inv+(∏ζ<κ Bζ /D) > λ (so if λ= χ+ then inv(∏ζ<κ Bζ /D)> λ).
Proof. Let η¯ = 〈ηα : α < λ〉 be a <J -increasing cofinal sequence of members of ∏i<δ λi
such that
ζ < κ⇒ λζ >
∣∣{ηα  ζ : α < λ}∣∣
(such η¯ exists by [25, II 3.5]). We define (B∗ζ,i x¯−ζ,i , x¯+ζ,i) for ζ < κ , i < δ as follows. Let
Ii = J bdλi , so x¯−ζ,i = 〈x−ζ,i,α : α < λi〉, x¯+ζ,i = 〈x+ζ,i,α : α < λi〉.
Case 1. i /∈ ⋃{Aε: ε ∈ [ζ, κ)}. Let Bζ,i be the Boolean algebra generated by
{x−ζ,i,α, x+ζ,i,α : α < λi} freely except that x−ζ,i,α 6 x+ζ,i,α , and (x+ζ,i,α − x−ζ,i,α) ∩ (x+ζ,i,β −
x−ζ,i,β)= 0 when α < β < λi .
Case 2. i ∈⋃{Aε: ε ∈ [ζ, κ)}. Let Bζ,i be the Boolean algebra generated by {x−ζ,i,α,
x+ζ,i,α: α < λi} freely except that
α < β⇒ x−ζ,i,α 6 x+ζ,i,α 6 x−ζ,i,β 6 x+ζ,i,β
(e.g., Bζ,i ⊆ P(λi), x−ζ,i,α = [0,4α+ 1), x+ζ,i,α = [0,4α+ 2)).
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Let Bζ be constructed as in 12.1, 12.3 from λ¯, 〈Ii : i < δ〉, (Bζ,i , x¯−ζ,i, x¯+ζ,i) for i < δ,
and let yζα , yζη be as there.
Now inv+(
∏
ζ<κ Bζ /D) > λ is exemplified by 〈y∗α : α < λ〉 where y∗α = 〈yζα : ζ < κ〉/D,
because for α < λ, u⊆ λ \ {α} finite, for some ζ ∗ < κ , we have β ∈ u ⇒ `g(ηα ∩ ηβ) ∈
δ\⋃ε∈[ζ,κ) Aε , hence
ζ ∈ [ζα,β, κ)⇒Bζ  yζα −
⋂
β∈u
y
ζ
β > 0.
Hence {ζ < κ : Bζ  yζα ∩ yζβ = 0} ⊇ [ζα,β, κ) ∈ D and therefore
∏
ζ<κ Bζ /D  “y∗α −⋂
β∈u y∗β > 0”.
Lastly inv+(2)(Bζ ) 6 λ follows by 12.17(2) for τ (x0, x1, x2) = (x1 − x0 ∪ x2) with the
variables permuted according to the particular inv. 2
Claim 15.12. Claim 15.11 holds for Length too.
Proof. We repeat the proof of 15.11, but in the definition of Bζ,i just interchange the two
cases.
Case 1. i /∈⋃{Aε: ε ∈ [ζ, κ]}. Let Bζ,i be as Bζ,i in case 2 in the proof of 15.11.
Case 2. i ∈⋃{Aε: ε ∈ [ζ, κ)}. As in case 1 in the proof of 15.11 or just let B i,ζ be
generated by {x−α , x+α : α < λi}, {x−ζ,i,α, x+ζ,i,α: α < λi} freely except x−ζ,i,α 6 x+ζ,i,α .
Now for α < β < λ, letting i(α,β) = Min{i: ηα(i) 6= ηβ(i)} and ζα,β = Min{ζ :
i(α,β) /∈⋃{Aε: ε ∈ [ζ, κ)} we have
ζ ∈ [ζα,β, κ)⇒Bζ,i  “yζα 6 yζβ or yζβ < yζα”,
hence∏
ζ<κ
Bζ  “y∗α < y∗β or y∗β < y∗α”,
where y∗α = 〈yζα : ζ < κ〉/D.
As for Length+(Bζ )6 λ, it is by 12.7(1). 2
Conclusion 15.13.
(1) If D is a uniform ultrafilter on κ , then for a class of cardinals χ = χκ and Boolean
algebras B i for i < κ such that, for inv ∈ {s,hL,hd} we have:
(a) inv(B i )6 χ hence
∏
i<κ inv(B i )6 χ , or
(b) inv(∏i<κ B i/D)= χ+.
(2) Similarly with inv = Length.
Proof. Let χ be any strong limit singular cardinal of cofinality > κ . So by [25, VIII, §1]
we can find 〈λi : i < cf(χ)〉, strictly increasing sequence of regular cardinals < χ with
tcf(
∏
i<cf(χ) λi/J
bd
cf(χ)) = χ+. Without loss of generality
∏
i<j λi < λj and let for i < κ ,
Ai = {ακ + i: α < cf(χ)}. So we can apply 15.11 (for part (1)) or 15.12 (for part (2)). 2
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Remark. For cellularity similar results hold (in ZFC), i.e., c(Bn)6 λ, c(
∏
n<ωBn) > λ,
see on it in Monk [12, pp. 61–62]; by [25, III 4.11, p. 181, 4.12] so this applies to λ= µ+
for λ > ℵ1 by [25, II, 4.1], [27], to λ inaccessible not Mahlo by [25, III 4.8(2), p. 177] and
for many Mahlo cardinals (see [25, III, 4.10A, p. 178]. For incomparability number (Inc)
similar results are proved “almost in ZFC”, see [28].
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