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Abstract
In the era of big data, reducing data dimensionality is critical in many areas of science.
Widely used Principal Component Analysis (PCA) addresses this problem by computing a low
dimensional data embedding that maximally explain variance of the data. However, PCA has
two major weaknesses. Firstly, it only considers linear correlations among variables (features),
and secondly it is not suitable for categorical data. We resolve these issues by proposing Maxi-
mally Correlated Principal Component Analysis (MCPCA). MCPCA computes transformations
of variables whose covariance matrix has the largest Ky Fan norm. Variable transformations are
unknown, can be nonlinear and are computed in an optimization. MCPCA can also be viewed
as a multivariate extension of Maximal Correlation. For jointly Gaussian variables we show that
the covariance matrix corresponding to the identity (or the negative of the identity) transforma-
tions majorizes covariance matrices of non-identity functions. Using this result we characterize
global MCPCA optimizers for nonlinear functions of jointly Gaussian variables for every rank
constraint. For categorical variables we characterize global MCPCA optimizers for the rank one
constraint based on the leading eigenvector of a matrix computed using pairwise joint distri-
butions. For a general rank constraint we propose a block coordinate descend algorithm and
show its convergence to stationary points of the MCPCA optimization. We compare MCPCA
with PCA and other state-of-the-art dimensionality reduction methods including Isomap, LLE,
multilayer autoencoders (neural networks), kernel PCA, probabilistic PCA and diffusion maps
on several synthetic and real datasets. We show that MCPCA consistently provides improved
performance compared to other methods.
1 Introduction
Let X1 and X2 be two mean zero and unit variance random variables. Pearson’s correlation [1]
defined as
ρPearson(X1,X2) = E[X1X2] (1.1)
is a basic statistical parameter and plays a central role in many statistical and machine learning
methods such as linear regression [2], principal component analysis [3], and support vector machines
[4], partially owing to its simplicity and computational efficiency. Pearson’s correlation however has
two main weaknesses: firstly it only captures linear dependency between variables, and secondly
for discrete (categorical) variables the value of Pearson’s correlation depends somewhat arbitrarily
on the labels. To overcome these weaknesses, Maximal Correlation (MC) has been proposed and
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studied by Hirschfeld [5], Gebelein [6], Sarmanov [7] and Re´nyi [8], and is defined as
ρMC(X1,X2) = sup
φ1(.),φ2(.) E[φ1(X1) φ2(X2)], (1.2)
E[φi(Xi)] = 0, i = 1,2,
E[φi(Xi)2] = 1, i = 1,2.
Transformation functions {φi(.)}2i=1 are assumed to be Borel measurable whose ranges are in R.
MC has also been studied by Witsenhausen [9], Ahlswede and Ga´cs [10], and Lancaster [11]. MC
tackles the two main drawbacks of the Pearson’s correlation: it models a family of nonlinear
relationships between the two variables. For discrete variables, the MC value only depends on the
joint distribution and does not rely on labels. Moreover the MC value between X1 and X2 is zero
iff they are independent [8].
For the multivariate case with variables X = (X1,...,Xp)T where p ≥ 2, Pearson’s correlation can
be extended naturally to the covariance matrix KX ∈ Rp×p where KX(i, i′) = E[XiXi′] (assuming
Xi has zero mean and unit variance). Similarly to the bivariate case, the covariance matrix analysis
suffers from two weaknesses of only capturing linear dependencies among variables and being label
dependent when variables are discrete (categorical). One way to extend the idea of MC to the
multivariate case is to consider the set of covariance matrices of transformed variables. Let φ(X) =(φ1(X1), ..., φp(Xp))T be the vector of transformed variables with zero means and unit variances.
I.e., E[φi(Xi)] = 0 and E[φi(Xi)2] = 1 for 1 ≤ i ≤ p. Let Kφ(X) ∈ Rp×p be the covariance matrix of
transformed variables φ(X) where Kφ(X)(i, i′) = E[φi(Xi)φi′(Xi′)]. The set of covariance matrices
of transformed variables is defined as follows:
KX ≜ {Kφ(X) ∈ Rp×p ∶ E[φi(Xi)] = 0, E[φi(Xi)2] = 1, 1 ≤ i, i′ ≤ p}. (1.3)
Similarly to the bivariate case, functions {φi(.)}pi=1 are assumed to be Borel measurable whose
ranges are in R. If variables {Xi}pi=1 are continuous, functions {φi(.)}pi=1 are assumed to be contin-
uous. The set KX includes infinitely many covariance matrices corresponding to different transfor-
mations of variables. In order to have an operational extension of MC to the multivariate case, we
need to select one (or finitely many) members of KX through an optimization.
Here we propose the following optimization over KX that aims to select a covariance matrix
K∗ ∈ KX with the maximum q-Ky Fan norm (i.e., with the maximum sum of top q eigenvalues):
max
K
q∑
r=1λr(K) (1.4)
K ∈ KX .
Since the trace of all matrices in KX is equal to p, maximizing the Ky Fan norm over KX results
in a low rank or an approximately low rank covariance matrix. We refer to this optimization
as Maximally Correlated Principal Component Analysis with parameter q or for simplicity, the
MCPCA optimization. The optimal MCPCA value is denoted by ρ∗q(X). When no confusion
arises we use ρ∗q to refer to it.
Principal Component Analysis (PCA) [3] aims to find q eigenvectors corresponding to the top
eigenvalues of the covariance matrix. These are called Principal Components (PCs). On the other
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Figure 1: An illustration of the Maximally Correlated Principal Component Analy-
sis (MCPCA) Framework. MCPCA computes transformations of features φi(Xi) so
that variance of the transformed data can be explained maximally by a few meta fea-
tures. Feature transformations are unknown, can be nonlinear and are computed in
an optimization.
hand, we show that the MCPCA optimization aims to find possibly nonlinear transformations of
variables that can be approximated optimally by q orthonormal vectors. Thus, MCPCA can be
viewed as a generalization of PCA over possibly nonlinear transformations of variables with zero
means and unit variances.
We summarize our main contributions below:
• We introduce MCPCA as a multivariate extension of MC and a generalization of PCA.
• For jointly Gaussian variables we show that the covariance matrix corresponding to the iden-
tity (or the negative of the identity) transformations majorizes covariance matrices of non-
identity functions. Using this result we characterize global MCPCA optimizers for nonlinear
functions of jointly Gaussian variables for every q.
• For finite discrete variables,
- we compute a globally optimal MCPCA solution when q = 1 based on the leading eigen-
vector of a matrix computed using pairwise joint distributions.
- for an arbitrary q we propose a block coordinate descend algorithm and show its con-
vergence to stationary points of the MCPCA optimization.
• We study the consistency of sample MCPCA (an MCPCA optimization computed using
empirical distributions) for both finite discrete and continuous variables.
We compare MCPCA with PCA and other state-of-the-art nonlinear dimensionality reduction
methods including Isomap [12], LLE [13], multilayer autoencoders (neural networks) [14,15], kernel
PCA [16–19], probabilistic PCA [20] and diffusion maps [21] on several synthetic and real datasets.
Our real dataset experiments include breast cancer, Parkinsons disease, diabetic retinopathy, der-
matology, gene splicing and adult income datasets. We show that MCPCA consistently provides
improved performance compared to other methods.
3
1.1 Prior Work
MCPCA can be viewed as a dimensionality reduction method whose goal is to find possibly nonlin-
ear transformations of variables with a low rank covariance matrix. Other nonlinear dimensionality
reduction methods include manifold learning methods such as Isomap [12], Locally Linear Em-
bedding (LLE) [13], kernel PCA [16–19], maximum variance unfolding [22], diffusion maps [21],
Laplacian eigenmaps [23], Hessian LLE [24], Local tangent space analysis [25], Sammon map-
ping [26], multilayer autoencoders [14, 15], among others. For a comprehensive review of these
methods, see reference [27]. Although these techniques show an advantage compared to PCA in
artificial datasets, their successful applications to real datasets have been less convincing [27]. The
key challenge is to have an appropriate balance among generality of the model, computational
complexity of the method and statistical significance of inferences.
MCPCA is more general than PCA since it considers both linear and nonlinear feature trans-
formations. In kernel PCA methods, transformations of variables are fixed in advance. This is
in contrast to MCPCA that optimizes over transformations resulting in an optimal low rank ap-
proximation of the data. Manifold learning methods such as Isomap and LLE aim to find a low
dimensional representation of the data such that sample distances in the low dimensional space are
the same, up to a scaling, to sample geodistances (i.e., distances over the manifold), assuming there
exists such a manifold that the data lies on. These methods can be viewed as extensions of PCA
fitting a nonlinear model to the data. Performance of these methods has been shown to be sensitive
to noise and model parameters [27]. Through experiments on several synthetic and real datasets
we show that the performance of MCPCA is robust against these factors. Note that MCPCA al-
lows features to be transformed only individually, thus avoiding a combinatorial optimization and
resulting in statistically significant inferences. However because of this MCPCA cannot capture
low dimensional structures such as the swiss roll example since underlying transformation depend
on pairs of variables.
Unlike existing dimensionality reduction methods that are only suitable for data with continuous
features, MCPCA is suitable for both categorical and continuous data. The reason is that even if
the data is categorical, transformed values computed by MCPCA are real. Moreover we compare
computational and memory complexity of MCPCA and manifold learning methods (Isomap and
LLE) in Remark 1. Unlike Isomap and LLE methods whose computational and memory complexity
scales in a quadratic or cubic manner with the number of samples, computational and memory
complexity of the MCPCA algorithm scales linearly with the number of samples, making it more
suitable for data sets with large number of samples.
MCPCA can be viewed as a multivariate extension of MC. Other extensions of MC to the multi-
variate case have been studied in the literature. For example, reference [28] introduces an optimiza-
tion over KX that aims to maximize sum of arbitrary chosen elements of the matrix K ∈ KX . [28]
shows that this optimization can be useful in nonlinear regression and graphical model inference.
Moreover, [28] provides an algorithm to find local optima of the proposed optimization. Refer-
ence [29] introduces another optimization that aims to select a covariance matrix whose minimum
eigenvalue is maximized. [29] briefly discuses computational and operational aspects of the proposed
optimization.
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1.2 Notation
For matrices we use bold-faced upper case letters, for vectors we use bold-faced lower case letters,
and for scalars we use regular lower case letters. For random variables we use regular upper case
letters. For example, X represents a matrix, x represents a vector, x represents a scalar number,
and X represents a random variable. In and 1n are the identity and all one matrices of size n × n,
respectively. When no confusion arises, we drop the subscripts. 1{x = y} is the indicator function
which is equal to one if x = y, otherwise it is zero. Tr(X) and XT represent the trace and the
transpose of the matrix X, respectively. diag(x) is a diagonal matrix whose diagonal elements are
equal to x, while diag(X) is a vector of the diagonal elements of the matrix X. ∥x∥2 = xTx is the
second norm of the vector x. When no confusion arises, we drop the subscript. ∣∣X∣∣ is the operator
norm of the matrix X. < x,y > is the inner product between vectors x and y. x ⊥ y indicates that
vectors x and y are orthogonal. The matrix inner product is defined as < X,Y >= Tr(XYT ).
The eigen decomposition of the matrix X ∈ Rn×n is denoted by X = ∑ni=1 λi(X)ui(X)ui(X)T ,
where λi(X) is the i-th largest eigenvalue of the matrix X corresponding to the eigenvector ui(X).
We have λ1(X) ≥ λ2(X) ≥ ⋯. λ(X) = (λ1(X), λ2(X),⋯)T . ui(X) has a unit norm. Similarly the
singular value decomposition of the matrix Y ∈ Rn×m is denoted by Y = ∑min(n,m)i=1 σi(Y)ui(Y)vi(Y)T
where σi(Y) is the i-th largest singular value of the matrix Y corresponding to the left and right
singular eigenvectors ui(Y) and vi(Y), respectively. We have σ1(Y) ≥ σ2(Y) ≥ ⋯. σ(Y) =(σ1(Y), σ2(Y),⋯)T . ui(Y) and vi(Y) are unit norm vectors.
2 MCPCA: Basic Properties and Relationship with Matrix Ma-
jorization
2.1 Basic Properties of MCPCA
In reference [8], Re´nyi shows that MC between the two variables X1 and X2 is zero iff they are
independent, while MC is one iff the two variables are strictly dependent (i.e., there exist mean zero,
unit variance transformations of variables that are equal.). Here we study some of these properties
for the multivariate case of MCPCA:
Theorem 1 Let ρ∗q be the optimal MCPCA value for random variables X1,...,Xp.
(i) 1 ≤ ρ∗q ≤ p, for 1 ≤ q ≤ p.
(ii) ρ∗1 = 1 iff Xi and Xi′ are independent, for 1 ≤ i ≠ i′ ≤ p.
(iii) ρ∗1 = p iff X1,...,Xp are strictly dependent. I.e., there exist zero mean, unit variance transfor-
mation functions {φi(.)}pi=1 such that for all 1 ≤ i, i′ ≤ p, φi(Xi) = φi′(Xi′).
(iv) If {φi(.)}pi=1 are one-to-one transformation functions, ρ∗q(X) = ρ∗q(φ(X)).
Proof To prove part (i), for any K ∈ KX , we have Tr(K) = ∑pr=1 λr(K) = p because φi(Xi) has
zero mean and unit variance for 1 ≤ i ≤ p. Moreover, since λ1(K) ≥ λ2(K) ≥ . . . λp(K) ≥ 0, we have
λ1(K) ≥ 1. Thus, 1 ≤ ρ∗q ≤ p, for 1 ≤ q ≤ p. This completes the proof of part (i).
To prove part (ii), suppose λ1(K∗) = 1. Thus, for every K ∈ KX , we have 1 ≥ λ1(K) ≥ λ2(K) ≥
. . . λp(K) ≥ 0. However since the sum of all eigenvalues are equal to p, we have λi(K) = 1 for every
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K ∈ KX and 1 ≤ i ≤ p. Therefore, K = Ip for every K ∈ KX . This means ρMC(Xi,Xi′) = 0, for
1 ≤ i ≠ i′ ≤ p, which indicates that Xi and Xi′ are independent [8]. To prove the other direction of
part (ii), if Xi and Xi′ are independent, for every zero mean and unit variance functions φi(.) and
φi′(.), we have E[φi(Xi)φi(Xi)] = 0 [8]. Thus, for every K ∈ KX , we have K = Ip. This completes
the proof of part (ii).
To prove part (iii), let ρ∗1 = p. Thus, 1p ∈ KX . It means that there exist transformation functions{φ∗i }pi=1 with zero means and unit variances such that for all 1 ≤ i, i′ ≤ p, E[φ∗i (Xi)φ∗i′(Xi′)] = 1. It
means that for 1 ≤ i ≤ p, φ∗i (Xi) = Y where Y has zero mean and unit variance. The proof of the
inverse direction is straightforward. This completes the proof of part (iii).
To prove part (iv), we note that if {φi(.)}pi=1 are one-to-one transformations, KX = Kφ(X). Thus,
ρ∗q(X) = ρ∗q(φ(X)). This completes the proof of part (iv).
In the following proposition, we show that the increase ratio of the optimal MCPCA value (i.e.,
ρ∗q+1/ρ∗q − 1) is bounded above by 1/q which decreases as q increases.
Proposition 1 Let ρ∗q be the optimal MCPCA value for random variables X1,...,Xp. We have
ρ∗q ≤ ρ∗q+1 ≤ (1 + 1q )ρ∗q (2.1)
Proof Let K∗ be an optimal MCPCA solution for q + 1. Since ρ∗q is an optimal MCPCA value
with parameter q, we have
∑
r∈{1,2,...,q+1}−{j}λr(K∗) ≤ ρ∗q , ∀j ∈ {1, ..., q + 1}. (2.2)
By summing (2.2) over all j ∈ {1, ..., q + 1}, we have qρ∗q+1 ≤ (q + 1)ρ∗q . This completes the proof.
2.2 Relationship between MCPCA and Matrix Majorization
A vector x = (x1, x2,⋯, xp)T ∈ Rp weakly majorizes vector y = (y1, y2,⋯, yp)T (in symbols, x ≻w y)
if ∑qr=1 x[r] ≥ ∑qr=1 y[r], for all 1 ≤ q ≤ p. The symbols x[1] ≥ x[2] ≥ ⋯ ≥ x[p] stand for the elements
of the vector x sorted in a decreasing order. If x ≻w y and ∑pr=1 xr = ∑pr=1 yr, then we say vector x
majorizes vector y and denote it by x ≻ y.
Let A and B be two Hermitian matrices in Rp×p. We say A majorizes B is λ(A) ≻ λ(B). We
have the following equivalent formulation for matrix majorization that we will use in later parts of
the paper.
Lemma 1 The following conditions for Hermitian matrices A and B are equivalent:
• A ≺ B
• There exist unitary matrices Uj and positive numbers tj such that
A = N∑
j=1 tjUjBU∗j , (2.3)
where ∑Nj=1 tj = 1.
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Proof See Theorem 7.1 in [30].
The following proposition makes a connection between an optimal MCPCA solution and the ma-
jorization of covariance matrices in KX .
Lemma 2 If K∗ ∈ KX majorizes all K ∈ KX , then K∗ is an optimal solution of the MCPCA
optimization (1.4), for 1 ≤ q ≤ p.
Proof Since K∗ ∈ KX majorizes all K ∈ KX , ∑qr=1 λr(K∗) ≥ ∑qr=1 λr(K), for all 1 ≤ q ≤ p. Thus K∗
is an optimal solution of optimization (1.4), for 1 ≤ q ≤ p.
2.3 MCPCA as an Optimization over Unit Variance Functions
The feasible set of optimization (1.4) includes functions of variables with zero means and unit
variances. In the following we consider an alternative optimization whose feasible set includes
functions of variables with unit variances and show the relationship between its optimal solutions
with the ones of the MCPCA optimization. This formulation becomes useful in simplifying the
MCPCA optimization for finite discrete variables (Section 4).
Lemma 3 Consider the following optimization:
max{φi}pi=1
q∑
r=1λr(K) (2.4)
K(i, i′) = E [(φi(Xi) − φ¯i(Xi)) (φi′(Xi′) − φ¯i′(Xi′))] , 1 ≤ i, i′ ≤ p
var(φi(Xi)) = 1, 1 ≤ i ≤ p,
where var(.) denotes the variance of a random variables and φ¯i(Xi) = E[φi(Xi)]. Let %1 and %2
be optimal values of objective functions of optimizations (1.4) and (2.4), respectively. We have
%1 = %2. Moreover if {φ∗∗i }pi=1 is an optimal solution of optimization (2.4), then {φ∗i }pi=1 is an
optimal solution of optimization (1.4), where φ∗i (Xi) = φ∗∗i (Xi) − φ¯i∗∗(Xi), and vice versa.
Proof First we have the following lemma:
Lemma 4 Let (K∗,W∗) be an optimal solution of the following optimization:
max
W,{φi}pi=1 Tr(WK) (2.5)
Tr(W) = q,
0 ⪯ W ⪯ I,
K(i, i′) = E[φi(Xi)φi′(Xi′)], 1 ≤ i, i′ ≤ p
E[φi(Xi)2] = 1, 1 ≤ i ≤ p
E[φi(Xi)] = 0, 1 ≤ i ≤ p.
Then K∗ is an optimal solution of optimization (1.4) and ∑qr=1 λr(K∗) = Tr(W∗K∗).
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Proof The proof follows from the fact that the q Ky Fan norm of a matrix K is the solution of
the following optimization [31]:
max
W
Tr(WK) (2.6)
Tr(W) = q,
0 ⪯ W ⪯ I.
Consider the trace formulation of optimizations (1.4) and (2.4) according to Lemma 4:
max
W,{φi}pi=1 ∑i,i′ wi,i′E[φi(Xi)φi′(Xi′)] (2.7a)
Tr(W) = q,
0 ⪯ W ⪯ I
E[φi(Xi)2] = 1, 1 ≤ i ≤ p
E[φi(Xi)] = 0, 1 ≤ i ≤ p,
max
W,{φi}pi=1 ∑i,i′ wi,i′E [(φi(Xi) − φ¯i(Xi)) (φi′(Xi′ − φ¯i′(Xi′))] (2.7b)
Tr(W) = q,
0 ⪯ W ⪯ I
var(φi(Xi)) = 1, 1 ≤ i ≤ p.
Let φ∗i and W∗ be an optimal solution of (2.7a). The set of functions {φ∗i }pi=1 and W∗ is feasible
for optimization (2.7b). Thus, %1 ≤ %2. Moreover, let φ∗∗i and W∗ be an optimal solution of
optimization (2.7b). Let φ˜i = φ∗∗i − φ¯i∗∗. The set of functions {φ˜i}pi=1 and W∗ is feasible for
optimization (2.7a). Thus, we have %1 ≤ %2. Therefore, we have that %1 = %2. This completes the
proof.
3 MCPCA for Jointly Gaussian Random Variables
3.1 Problem Formulation
Let (X1,⋯,Xp) be zero mean unit variance jointly Gaussian random variables with the covariance
matrix KX . Thus KX(i, i′) = ρi,i′ where ρi,i′ is the correlation coefficient between variables Xi and
Xi′ . Let ∣ρi,i′ ∣ < 1 for i ≠ i′. A sign vector s = (s1, s2,⋯, sp)T is a vector in Rp where si ∈ {−1,1} for
1 ≤ i ≤ p.
Let hj(.) be the j-th Hermite-Chebyshev polynomial for j ≥ 0. These polynomials form an
orthonormal basis with respect to the Gaussian distribution [11]:
E[hj(Xi) hj′(Xi′)] = (ρi,i′)j1{j = j′}.
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Moreover, because Hermite-Chebyshev polynomials have zero means over a Gaussian distribution
we have
E[hj(Xi)] = 1{j = 0}, 1 ≤ i ≤ p. (3.1)
Using a basis expansion approach similar to [28] we have
φi(Xi) = ∞∑
j=1ai,j hj(Xi), (3.2)
where ai = (ai,1, ai,2, . . . )T is the vector of projection coefficients. The constraint E[φi(Xi)2] = 1
translates to ∣∣ai∣∣ = 1 while the constraint E[φi(Xi)] = 0 is simplified to ai,0 = 0 for 1 ≤ i ≤ p. We
also have
K(φ1(X1),...,φp(Xp))(i, i′) = ∞∑
j=1ai,jai′,j(ρi,i′)j . (3.3)
Thus the MCPCA optimization (1.4) can be re-written as follows:
max
K
q∑
r=1λr(K) (3.4)
K(i, i′) = ∞∑
j=1ai,jai′,j(ρi,i′)j , 1 ≤ i, i′ ≤ p,∥ai∥2 = 1, 1 ≤ i ≤ p.
Since ∣ρi,i′ ∣ < 1 for i ≠ i′, (ρi,i′)j → 0 as j → ∞. Thus we can approximate optimization (3.4) with
the following optimization
max
K
q∑
r=1λr(K) (3.5)
K(i, i′) = N∑
j=1ai,jai′,j(ρi,i′)j , 1 ≤ i, i′ ≤ p,∥ai∥2 = 1, 1 ≤ i ≤ p,
for sufficiently large N .
Lemma 5 Let ρ∗q and ρ˜∗q be optimal values of optimizations (3.4) and (3.5), respectively. For a
given  > 0, there exists N0 such that if N > N0 we have ∣ρ∗q − ρ˜∗q ∣ < .
Proof The proof follows from the fact that the Ky Fan norm of a matrix is a continuous function
of its elements and also (ρi,i′)j → 0 as j →∞.
For the bivariate case (p = 2), the MCPCA optimization simplifies to the maximum correlation
optimization (1.2). For jointly Gaussian variables the maximum correlation optimization (1.2)
results in global optimizers φ∗i (Xi) = siXi for i = 1,2 [11]. Sign variables si’s are chosen so that the
correlation between s1X1 and s2X2 is positive. This can be immediately seen from the formulation
(3.5) as well: maximizing the off-diagonal entry of a 2 × 2 covariance matrix maximizes its top
eigenvalue. For the bivariate case the global optimizer of optimization (3.4) is a∗i = (±1,0,0, ...) for
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i = 1,2 since ∣ρ1,2∣ > (ρ1,2)j for j ≥ 2. Using (3.2) and since h1(.) is the identity function, we obtain
φ∗i (Xi) = siXi for i = 1,2.
Let Kext be the set of covariance matrices of variables siXi where si = ±1 for 1 ≤ i ≤ p. In the
bivariate case we have
Kext = {( 1 ρ1,2ρ1,2 1 ) ,( 1 −ρ1,2−ρ1,2 1 )} . (3.6)
Note that covariance matrices in Kext have similar eigenvalues. Moreover in the bivariate case every
covariance matrix K(φ1(X1),φ2(X2)) can be written as a convex combination of covariance matrices inKext. Thus, it is majorized by covariance matrices in Kext (Lemma 1). However in the multivariate
case we may have covariance matrices that are not in the convex hull of Kext. To illustrate this, let
p = 3 and consider
Kext = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎝
1 0.9 0.9
0.9 1 0.7
0.9 0.7 1
⎞⎟⎠ ,
⎛⎜⎝
1 −0.9 −0.9−0.9 1 0.7−0.9 0.7 1
⎞⎟⎠ ,
⎛⎜⎝
1 −0.9 0.9−0.9 1 −0.7
0.9 −0.7 1
⎞⎟⎠ ,
⎛⎜⎝
1 0.9 −0.9
0.9 1 −0.7−0.9 −0.7 1
⎞⎟⎠
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
(3.7)
One can show that the covariance matrix
⎛⎜⎝
1 0.92 0.92
0.92 1 0.72
0.92 0.72 1
⎞⎟⎠ (3.8)
is not included in the convex hull of covariance matrices in Kext. This covariance matrix results
from having ai,2 = 1 for 1 ≤ i ≤ 3. Thus techniques used to characterize global optimizers of the
bivariate case may not extend to the multivariate case.
3.2 Global MCPCA Optimizers
Here we characterize global optimizers of optimization (3.4). Our main result is as follows:
Theorem 2 KX majorizes every K ∈ KX .
This Theorem along with Lemma 2 results in the following corollary.
Corollary 1 φi(Xi) = siXi where si ± 1 for 1 ≤ i ≤ p provides a globally optimal solution for the
MCPCA optimization (3.4) for 1 ≤ q ≤ p.
Below we present the proof of Theorem 2.
Proof First we prove the following lemma:
Lemma 6 Let K be a p × p positive semidefinite matrix with unit diagonal elements. Let K⊙j be
the j-th Hadamard power of K. Then there exist diagonal matrices Ek for 1 ≤ k ≤ pj−1 such that
K⊙j = pj−1∑
k=1 EkKEk, (3.9)
where ∑k E2k = I.
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Proof We prove this lemma for j = 2. The case of j > 2 can be shown by a successive application
of the proof technique. Since K is a positive semidefinite matrix we can write K = UTU. Since
diagonal elements of K are one we have ∥ui∥ = 1 where ui = (u1,i, ..., up,i)T is the i-th column of U.
Then we have
K⊙2 = p∑
k=1EkKEk, (3.10)
where
Ek = ⎛⎜⎜⎜⎝
uk,1 0 ⋯ 0
0 uk,2 ⋯ 0⋮ ⋮ ⋱ ⋮
0 0 ⋯ uk,n
⎞⎟⎟⎟⎠ . (3.11)
Moreover we have
p∑
k=1E2k =
⎛⎜⎜⎜⎝
∥u1∥2 0 ⋯ 0
0 ∥u2∥2 ⋯ 0⋮ ⋮ ⋱ ⋮
0 0 ⋯ ∥up∥2
⎞⎟⎟⎟⎠ = I. (3.12)
Next we prove the following result on matrix majorization:
Lemma 7 Let K be a p × p positive semidefinite matrix with unit diagonal elements. Let
X = N∑
j=1DjK⊙jDj , (3.13)
where Dj’s are diagonal matrices such that ∑Nj=1 D2j = I. Then λ(K) ≻ λ(X).
Proof Using Lemma 6 we can write
X = M∑
j=1FjKFj , (3.14)
where M = (pN − 1)/(p − 1) and ∑Mj=1 F2j = I. Then using Theorem 1 of [32] completes the proof.
Let K(φ1(X1),...,φp(Xp)) be the covariance matrix of transformed variables {φi(Xi)}pi=1. Using (3.2)
and for sufficiently large N we have
K(φ1(X1),...,φp(Xp)) = N∑
j=1AjK
⊙j
X Aj , (3.15)
where
Aj = ⎛⎜⎜⎜⎝
a1,j 0 ⋯ 0
0 a2,j ⋯ 0⋮ ⋮ ⋱ ⋮
0 0 ⋯ ap,j
⎞⎟⎟⎟⎠ . (3.16)
Since ∥ai∥2 = 1 we have ∑Nj=1 A2j = I. Using Lemma 7 completes the proof.
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4 MCPCA for Finite Discrete Random Variables
4.1 Problem Formulation
Let Xi be a discrete random variable with distribution PXi over the alphabet Xi = {1, . . . , ∣Xi∣}.
Without loss of generality, we assume all alphabets have positive probabilities as otherwise they
can be neglected, i.e., PXi(x) > 0 for x ∈ {1, . . . , ∣Xi∣}. Let φi(Xi) ∶ Xi → R be a function of random
variable Xi with zero mean and unit variance. Using a basis expansion approach similar to [28],
we have
φi(Xi) = ∣Xi∣∑
i=1 ai,jψi,j(Xi), (4.1)
where
ψi,j(x) ≜ 1{x = j} 1√
PXi(x) . (4.2)
Note that {ψi,j}∣Xi∣j=1 form an orthonormal basis with respect to the distribution of Xi because
E[ψi,j(Xi)2] = 1, 1 ≤ j ≤ ∣Xi∣ (4.3)
E[ψi,j(Xi)ψi,j′(Xi)] = 0, 1 ≤ j ≠ j′ ≤ ∣Xi∣.
Moreover we have
E[ψi,j(Xi)] = √PXi(j), 1 ≤ j ≤ ∣Xi∣. (4.4)
Let PXi,Xi′ be the joint distribution of discrete variables Xi and Xi′ . Define a matrix Qi,i′ ∈ R∣Xi∣×∣Xi′ ∣
whose (j, j′) element is
Qi,i′(j, j′) ≜ PXi,Xi′ (j, j′)√
PXi(j)PXi′ (j′) . (4.5)
This matrix is called the Q-matrix of the distribution PXi,Xi′ . Note that
E[ψi,j(Xi)ψi′,j′(Xi′)] = Qi,i′(j, j′). (4.6)
For i = 1, . . . , p, let
ai ≜ (ai,1, ai,2, . . . , ai,∣Xi∣)T (4.7)√
pi ≜ (√PXi(1),√PXi(2), . . . ,√PXi(∣Xi∣))T .
Theorem 3 Let {a∗i }pi=1 be an optimal solution of the following optimization:
max{ai}pi=1
q∑
r=1λr(K) (4.8)
K(i, i′) = aTi Qi,i′ai′ , 1 ≤ i, i′ ≤ p,∥ai∥2 = 1, 1 ≤ i ≤ p,
ai ⊥√pi, 1 ≤ i ≤ p.
Then, K∗ is an optimal solution of MCPCA optimization (1.4).
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Proof Consider K ∈ KX in the feasible region of MCPCA optimization (1.4). We have
K(i, i′) = E[φi(Xi)φi′(Xi′)], 1 ≤ i, i′ ≤ p (4.9)
where E[φi(Xi)] = 0, and E[φi(Xi)2] = 1 for all 1 ≤ i ≤ p. Using (4.1), we can represent these
functions in terms of the basis functions:
φi(Xi) = ∣Xi∣∑
j=1ai,jψi,j(Xi), (4.10)
φi′(Xi′) = ∣Xi′ ∣∑
j=1 ai′,j′ψi′,j′(Xi′).
Using (4.3), the constraint E[φi(Xi)2] = 1 would be translated into ∥ai∥2 for 1 ≤ i ≤ p. Moreover
using (4.4), the constraint E[φi(Xi)] = 0 is simplified to ∑∣Xi∣j=1 ai,j√PXi(j) = 0 for 1 ≤ i ≤ p. We also
have
E[φi(Xi)φi′(Xi′)] = ∣Xi∣∑
j=1
∣Xi′ ∣∑
j′=1ai,jai′,j′ E[ψi,j(Xi)ψi′,j′(Xi′)] = aTi Qi,i′ai′ . (4.11)
This shows every feasible point of optimization (1.4) corresponds to a feasible point of optimization
(4.8). The inverse argument is similar. This completes the proof.
Recall that σj(Qi,i′) is the j-th largest singular value of the matrix Qi,i′ corresponding to left and
right singular vectors uj(Qi,i′) and vj(Qi,i′), respectively.
Lemma 8 σ1(Qi,i′) = 1, u1(Qi,i′) = √pi and v1(Qi,i′) = √pi′.
Proof First we show that the maximum singular value of the matrix Qi,i′ is less than or equal to
one. To show that, it is sufficient to show that for every vectors a1 and a2 such that ∥a1∥ = 1 and∥a2∥ = 1, we have aT1 Qi,i′a2 ≤ 1. To show this, we define random variables Υ1 and Υ2 such that
P(Υ1 = a1,j√
PXi(j) ,Υ2 = a2,j′√PXi′ (j′)) = PXi,Xi′ (j, j′).
Using Cauchy-Schwartz inequality, we have
aT1 Qi,i′a2 = E[Υ1Υ2] ≤ √E[Υ21]E[Υ22] = ∣∣a1∣∣ ∣∣a2∣∣ = 1.
Therefore, the maximum singular value of Qi,i′ is at most one.
Moreover
√
pi and
√
pi′ are right and left singular vectors of the matrix Qi,i′ corresponding to
the singular value one because Qi,i′√pi′ = √pi and √piTQi,i′ = √pi′T .
In the following we use similar techniques to the ones employed in [28] to formulate an alternative
and equivalent optimization to (4.8) without orthogonality constraints which proves to be useful in
characterizing a globally optimal MCPCA solution when q = 1.
Consider the matrix I˜i ≜ I∣Xi∣ −√pi√piT . This matrix is positive semidefinite and the only
vectors in its null space are 0 and
√
pi. This is because for any vector x we have
xT (I∣Xi∣ −√pi√piT )x = ∣∣x∣∣22 − (x√pi)2 ≥ 0, (4.12)
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where the Cauchy-Schwartz inequality and ∣∣√pi∣∣22 = 1 are used. The inequality becomes an equality
if and only if x = 0 or x = √pi. Moreover we have λj(I˜i) = 1 for 1 ≤ j < ∣Xi∣ because
(I∣Xi∣ −√pi√piT )uj(I˜i) = uj(I˜i) −√pi√piTuj(I˜i) = uj(I˜i), (4.13)
where the last equality follows from the fact that uj(I˜i) is orthogonal to u∣Xi∣(I˜i) = √pi.
Define Ai ∈ R∣Xi∣×∣Xi∣ as follows:
Ai ≜ ⎛⎝[u1(I˜i), . . . ,u∣Xi∣−1(I˜i)] [u1(I˜i), . . . ,u∣Xi∣−1(I˜i)]T ⎞⎠. (4.14)
Theorem 4 Let {b∗i }pi=1 be an optimal solution of the following optimization:
max{bi}pi=1
q∑
r=1λr(K) (4.15)
K(i, i′) = bTi (Qi,i′ −√pi√pi′T )bi′ , 1 ≤ i, i′ ≤ p,∥bi∥2 = 1, 1 ≤ i ≤ p.
Then, {a∗i }pi=1 is an optimal solution of optimization (4.8) where a∗i = Aib∗i .
Proof We consider unit variance formulation of the MCPCA optimization (2.4). We have
E[(φi(Xi) − φ¯i(Xi))(φi′(Xi′) − φ¯i′(Xi′))] = E[φi(Xi)φi′(Xi′)] − φ¯i(Xi)φ¯i′(Xi′)= aTi Qi,i′ai′ − (aTi √pi)(aTi′√pi′) = aTi (Qi,i′ −√pi√pi′T )ai′ .
Moreover we have
var(φi(Xi)) = E[φi(Xi)2] − (E[φi(Xi)])2 = ∣∣ai∣∣22 − (aTi √pi)2 = aTi (I −√pi√piT )ai.
Therefore optimization (2.4) can be written as
max{ai}pi=1
q∑
r=1λr(K) (4.16)
K(i, i′) = aTi (Qi,i′ −√pi√pi′T )ai′ , 1 ≤ i, i′ ≤ p
aTi (I −√pi√piT )ai = 1, 1 ≤ i ≤ p.
We can write I −√pi√piT = BiBTi (since I −√pi√piT is positive semidefinte) where
Bi ≜ √I∣Xi∣ −√pi√piT . (4.17)
Define bi ≜ Biai. Thus, aTi (I −√pi√piT )ai = 1 can be written as bTi bi = ∣∣bi∣∣22 = 1. The
vector
√
pi is the eigenvector corresponding to eigenvalue zero of the matrix Bi (λ∣Xi∣(Bi) = 0).
Other eigenvalues of Bi is equal to one. Since Bi is not invertible, there are many choices for ai as
a function of bi.
ai = ([u1(Bi), . . . ,u∣Xi∣−1(Bi)][u1(Bi), . . . ,u∣Xi∣−1(Bi)]T )bi + αi√pi = Aibi + αi√pi, (4.18)
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where αi can be an arbitrary scalar (note that ui(I˜i) = ui(Bi)). However since the desired ai of
optimization (4.8) is orthogonal to the vector
√
pi, we choose αi = 0 (i.e., according to Lemma 3,
in order to obtain a mean zero solution of the MCPCA optimization (1.4), we subtract the mean
from the optimal solution of optimization (2.4).) Therefore we have
aTi (Qi,i′ −√pi√pi′T )ai′ = bTi ATi (Qi,i′ −√pi√pi′T )Ai′bi′ . (4.19)
Moreover using Lemma 8, we have
Qi,i′ = √pi√pi′T +∑
j≥2σj(Qi,i′)uj(Qi,i′)uj(Qi′,i)T . (4.20)
Thus,
ATi (Qi,i′ −√pi√pi′)ATi′ = ATi ⎛⎝∑j≥2σj(Qi,i′)uj(Qi,i′)uj(Qi′,i)T⎞⎠ATi′ (4.21)=∑
j≥2σj(Qi,i′) (ATi uj(Qi,i′)) (ATi′uj(Qi′,i))T(I)= ∑
j≥2σj(Qi,i′) (uj(Qi,i′)) (uj(Qi′,i))T= Qi,i′ −√pi√pi′ ,
where equality (I) comes from expanding uj(Qi,i′) over the basis {uk(I˜i)}∣Xi∣−1k=1 and the fact that
uj(Qi,i′) ⊥√pi for j ≥ 2. Using equation (4.21) in (4.19) completes the proof.
4.2 A Globally Optimal MCPCA Solution for the Rank One Constraint
In this part first we characterize an upper bound for the objective value of optimization (4.23) for
1 ≤ q ≤ p. Then, we construct a solution that achieves this upper bound for q = 1.
Define a matrix B ∈ Rp×∑pi=1 ∣Xi∣ such that
B ≜ ⎛⎜⎜⎜⎝
b1 0 ⋯ 0
0 b2 ⋯ 0⋮ ⋮ ⋱ ⋮
0 0 ⋯ bp
⎞⎟⎟⎟⎠ . (4.22)
Optimization (4.15) can be written as
max{bi}pi=1,{vr}qr=1
q∑
r=1vTr BTRBvr (4.23)
BTB = I,
vTr vr = 1, 1 ≤ r ≤ q,
vTr vs = 0, 1 ≤ r ≠ s ≤ q,
where B has the structure defined in (4.22), and R ∈ R∑pi=1 ∣Xi∣×∑pi=1 ∣Xi∣ where
Ri,i′ = (Qi,i′ −√pi√pi′T ) . (4.24)
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Lemma 9 The optimal value of optimization (4.23) is upper bounded by ∑qr=1 λr(R).
Proof Define wr ≜ Bvr. We have
wTr wr = vTr BTBvr = vTr vr = 1, 1 ≤ r ≤ q (4.25)
wTr ws = vTr BTBvs = 0, 1 ≤ r ≠ s ≤ q.
Thus,
max{wr}qr=1
q∑
r=1wTr Rwr (4.26)
wTr wr = 1, 1 ≤ r ≤ q
wTr ws = 0, 1 ≤ r ≠ s ≤ q
is a relaxation of optimization (4.23). The optimal solution of this optimization is achieved when
wr = ur(R) for 1 ≤ r ≤ q. This completes the proof.
Theorem 5 Let u1(R) = (u1,1(R),u1,2(R),⋯,u1,p(R))T where u1,i ∈ R∣Xi∣. Then,
b∗i = u1,i(R)∥u1,i(R)∥ , 1 ≤ i ≤ p, (4.27)
is an optimal solution of optimization (4.15) when q = 1.
Proof Let v1 = (v1,1,⋯,v1,p)T . Choosing v1,i = ∥u1,i(R)∥ and b∗i according to (4.27) achieves the
upper bound provided in Lemma 9 for the case of q = 1. This completes the proof.
4.3 MCPCA Computation Using a Block Coordinate Descend Algorithm
Here we provide a block coordinate descend algorithm to solve the MCPCA optimization for finite
discrete variables with a general distribution for an arbitrary 1 ≤ q ≤ p. We then show that the
algorithm converges to a stationary point of the MCPCA optimization.
Let vr = (vr,1,⋯,vr,p)T . optimization (4.8) can be written as
max{ai}pi=1,{vr}qr=1
q∑
r=1
p∑
i=1
p∑
i′=1 vr,ivr,i′aTi Qi,i′ai′ (4.28)∥ai∥ = 1, 1 ≤ i ≤ p,
ai ⊥√pi, 1 ≤ i ≤ p,
vTr vr = 1, 1 ≤ r ≤ q,
vTr vs = 0, 1 ≤ r ≠ s ≤ q.
Lemma 10 Let
wk = q∑
r=1 ∑i∈{1,...,p}−{k} vr,kvr,iQk,iai. (4.29)
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Algorithm 1 A Block Coordinate Descend Algorithm to Compute MCPCA for Finite Discrete
Variables
Input: PXi,Xi′ for 1 ≤ i, i′ ≤ p, q
Initialization: {a(0)i }pi=1 and {v(0)r }qr=1
for j = 0,1, . . .
for k = 1, ..., p
compute: w
(j)
k = ∑qr=1∑k−1i=1 v(j)r,k v(j)r,i Qk,ia(j)i +∑qr=1∑pi=k+1 v(j−1)r,k v(j−1)r,i Qk,ia(j−1)i
update: a
(j)
k = w(j)k −√pkTw(j)k √pk∥w(j)
k
−√pkTw(j)k √pk∥ , if ∥w(j)k −√pkTw(j)k √pk∥ ≠ 0
compute: K(j) where K(j)(i, i′) = (a(j)i )TQi,i′a(j)i′
update: v
(j)
r = ur(K(j)), for 1 ≤ r ≤ q
ρ
(j)
q = ∑qr=1 λr(K(j))
end
If all variables except ak are fixed in the feasible set of optimization (4.28), then
a∗k = wk −√pkTwk√pk∥wk −√pkTwk√pk∥ (4.30)
is an optimal solution of the constrained optimization (4.28) if ∥wk −√pkTwk√pk∥ ≠ 0. If ∥wk −√
pk
Twk
√
pk∥ = 0, every unit norm vector a∗k ⊥ wk is an optimal solution of the constrained
optimization (4.28).
Proof Under the condition of Lemma 10, optimization (4.28) is simplified to the following opti-
mization:
max
ak
aTkwk (4.31)∥ak∥ = 1,
ak ⊥√pk.
Writing wk = √pkTwk√pk + (wk −√pkTwk√pk), we have
aTkwk = aTk (wk −√pkTwk√pk) , (4.32)
since ak ⊥√pk. This completes the proof.
Lemma 11 If all variables except {vr}qr=1 are fixed in the feasible set of optimization (4.28), then
v∗r = ur(K) where K(i, i′) = aTi Qi,i′ai′.
Proof The proof follows from the eigen decomposition of the covariance matrix K.
We use Lemmas 10 and 11 to propose a block coordinate descend Algorithm 1 to compute
MCPCA.
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Theorem 6 The sequence ρ
(j)
q in Algorithm 1 is monotonically increasing and convergent. More-
over, if K(j) has top q simple eigenvalues and ∥w(j)k −√pkTw(j)k √pk∥ ≠ 0 for 1 ≤ k ≤ p and j ≥ 0,
then {a(j)i }pi=1 converges to stationary points of optimization (4.8).
Proof According to Lemmas 10 and 11, the sequence ρ
(j)
q is increasing. Moreover, since it is
bounded above (Theorem 1, part [i]), it is convergent. Moreover, under the conditions of Theorem
6, at each step, Lemmas 10 and 11 provide a unique optimal solution for optimizing variables{ai}pi=1 and {vr}qr=1. Thus, {a(j)i }pi=1 converges to a stationary point of optimization (4.8) ( [33]).
5 Sample MCPCA
Principal component analysis is often applied to an observed data matrix whose rows and columns
represent samples and features, respectively. In this part, first we review PCA and then formulate
the sample MCPCA optimization (an MCPCA optimization computed over empirical distribu-
tions). We then study the consistency of sample MCPCA for both finite discrete and continuous
variables.
5.1 Review of PCA
Let X ∈ Rn×p be a data matrix:
X = (x1, . . . ,xp) = ⎛⎜⎝
xT1⋮
xTn
⎞⎟⎠ , (5.1)
where xi and x
j represent its i-th row and j-th column, respectively. Let X(i, j), or interchangeably
Xi,j , denote the (i, j)-th element of X. PCA aims to find orthonormal vectors v1, . . . ,vq where
vi ∈ Rp and q ≤ p such that the average mean squared error between xˆk and xk for 1 ≤ k ≤ n is
minimized:
min{vi}qi=1,θ
1
n
n∑
k=1 ∥xk − xˆk∥2 (5.2)
xˆk = θ + q∑
i=1 (vTi (xk − θ))vi, 1 ≤ k ≤ n
vTi vj = 0, 1 ≤ i ≠ j ≤ q
vTi vi = 1, 1 ≤ i ≤ q.
Let
θ∗n ≜ 1n n∑i=1xi (5.3)
Kn ≜ 1
n
n∑
i=1(xi − θ∗)(xi − θ∗)T .
Kn and θ
∗
n are the empirical covariance matrix and the empirical mean of the data, respectively.
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Theorem 7 θ∗n and u1(Kn),...,uq(Kn) provide an optimal solution for optimization (5.2).
Proof See reference [3].
By subtracting θ∗n from rows of the input matrix, the mean of each column becomes zero. This
procedure is called centring the input data.
5.2 Sample MCPCA for Finite Discrete Variables
Let X1,..., Xp be discrete variables with joint distribution PX1,...,Xp . Let the alphabet size of
variables (i.e., ∣Xi∣) be finite. We observe n independent samples {xi}ni=1 from this distribution. Let
X ∈ Rn×p be the data matrix (5.1). Sample MCPCA aims to find possibly nonlinear transformations
of the data (i.e., φi(xi) for 1 ≤ i ≤ p) to minimize the mean squared error (MSE) between the
transformed data and its low rank approximation by q orthonormal vectors v1,...,vq:
min{vi}qi=1,{φi}pi=1
1
n
n∑
k=1 ∥φ(xk) − φˆ(xk)∥2 (5.4)
φˆ(xk) = q∑
i=1 (vTi φ(xk))vi, 1 ≤ k ≤ n
φ(xk) = (φ1(Xk,1), . . . , φp(Xk,p)), 1 ≤ k ≤ n
vTi vj = 0, 1 ≤ i ≠ j ≤ q,
vTi vi = 1, 1 ≤ i ≤ q,
1
n
n∑
k=1φi(Xk,i) = 0, 1 ≤ i ≤ p,
1
n
n∑
k=1φi(Xk,i)2 = 1, 1 ≤ i ≤ p.
The constraint 1n ∑nk=1 φi(Xk,i) = 0 is similar to the centring step in the standard PCA where
columns of the data matrix are transformed to have empirical zero means (Theorem 7). The
additional constraint 1n ∑nk=1 φi(Xk,i)2 = 1 makes columns of the transformed matrix to have equal
norms.
Let (Y1, . . . , Yp) be p finite discrete random variables whose joint probability distribution PY1,...,Yp
is equal to the empirical distribution of observed samples {xi}ni=1. I.e.,
Pr(Y1 = j1, ..., Yp = jp) = 1
n
n∑
k=11{Xk,1 = j1, ...,Xk,p = jp} (5.5)
for ji ∈ {1,2, ..., ∣Yi∣}.
Theorem 8 Let K∗ be an optimal solution of the MCPCA optimization (1.4) over variables {Yi}pi=1
corresponding to transformation functions {φ∗i (Yi)}pi=1. Then, {ur(K∗)}qr=1,{φ∗i (.)}pi=1 provide an
optimal solution for optimization (5.4).
Proof Define V ∈ Rp×q as follows:
V = (v1,⋯,vq). (5.6)
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Thus
φˆ(xk) = VVTφ(xk), 1 ≤ k ≤ n. (5.7)
We have
φˆ(xk) − φ(xk) = (I −VVT )φ(xk). (5.8)
Let BV ≜ I −VVT . Note that BV = B2V = BTV. Therefore we have
1
n
n∑
k=1 ∥φ(xk) − φˆ(xk)∥2 (5.9)= 1
n
n∑
k=1φ(xk)TBTVBVφ(xk)= 1
n
n∑
k=1φ(xk)T (I −VVT )φ(xk)= Tr ( 1
n
n∑
k=1φ(xk)φ(xk)T) − Tr (VT ( 1n
n∑
k=1φ(xk)φ(xk)T)V)= Tr(K) − Tr(VTKV) = p − Tr(VTKV),
K ≜ 1n ∑nk=1 φ(xk)φ(xk)T . Since {Yi}pi=1 is distributed according to the empirical distribution of
samples {xk}nk=1, we have
K(i, i′) = 1
n
n∑
k=1φi(Xk,i)φi′(Xk,i′) = E[φi(Yi)φi′(Yi′)]. (5.10)
Similarly the constraint 1n ∑nk=1 φi(Xk,i) = 0 is simplified to the constraint E[φi(Yi)] = 0, while the
constraint 1n ∑nk=1 φi(Xk,i)2 = 1 is translated to the constraint E[φi(Yi)2] = 1. Therefore, optimiza-
tion (5.4) can be written as
min
V,K
p − Tr(VTKV) (5.11)
VTV = Iq,
K ∈ KY .
Moreover using (5.6), we have
Tr(VTKV) = q∑
r=1vTr Kvr. (5.12)
Let λ = vTr Kvr. Since vrλ = Kvr, vr is an eigenvector of K corresponding to eigenvalue λr(K).
This simplifies optimization (5.11) to optimization (1.4) and completes the proof.
The following Theorem discusses the consistency of sample MCPCA for finite discrete variables.
Theorem 9 Let ρ∗q and ρ˜q(n) be optimal MCPCA values over variables {Xi}pi=1 and {Yi}pi=1. Let
p and q be fixed. As n→∞, with probability one, ρ˜q(n) → ρ∗q .
Proof The proof follows form the fact that for a fixed p and q, as n→∞, eigenvalues of the empirical
covariance matrix converge to the eigenvalues of the true covariance matrix, with probability one.
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Algorithm 2 A Block Coordinate Descend Algorithm to Compute Sample MCPCA For Finite
Discrete Variables
Input: X, q
Initialization: {φ(0)i }pi=1 and {v(0)r }qr=1
for j = 0,1, . . .
for k = 1, ..., p
compute: w
(j)
k = ∑qr=1∑k−1i=1 v(j)r,k v(j)r,i φ(j)i (xi) +∑qr=1∑pi=k+1 v(j−1)r,k v(j−1)r,i φ(j−1)i (xi)
update: φ
(j)
k = E[w(j)k ∣Yk]/∣∣E[w(j)k ∣Yk]∣∣ , if ∣∣E[w(j)k ∣Yk]∣∣ ≠ 0
compute: K(j) where K(j)(i, i′) = 1n ∑ns=1 φ(j)i (Xs,i)φ(j)i′ (Xs,i′)
update: v
(j)
r = ur(K(j)), for 1 ≤ r ≤ q
ρ
(j)
q = ∑qr=1 λr(K(j))
end
5.3 Computation of Sample MCPCA for Finite Discrete Variables
One way to compute sample MCPCA is to use empirical pairwise joint distributions in Algorithm
1. However, forming and storing these empirical pairwise joint distributions may be expensive.
Below, we discuss computation of the sample MCPCA optimization without forming pairwise joint
distributions.
Let vr = (vr,1,⋯,vr,p)T . The sample MCPCA optimization (1.4) can be written as follows:
max{φi}pi=1,{vr}qr=1
q∑
r=1
p∑
i=1
p∑
i′=1 vr,ivr,i′ ( 1n
n∑
s=1φi(Xs,i)φi′(Xs,i′)) (5.13)
1
n
n∑
s=1φi(Xs,i) = 0, 1 ≤ i ≤ p,
1
n
n∑
s=1φi(Xs,i)2 = 1, 1 ≤ i ≤ p
vTr vr = 1, 1 ≤ r ≤ q
vTr vs = 0, 1 ≤ r ≠ s ≤ q.
Let (Y1, . . . , Yp) be p finite discrete random variables whose joint probability distribution PY1,...,Yp
is equal to the empirical distribution of observed samples {xi}ni=1. Define the vector wk ∈ Rn as
follows:
wk ≜ q∑
r=1 ∑i∈{1,...,p}−{k} vr,kvr,iφi(xi). (5.14)
Lemma 12 If all variables except φk are fixed in the feasible set of optimization (5.13), then
φ∗k(Yk) = E[wk∣Yk]/∣∣E[wk∣Yk]∣∣, (5.15)
is the optimal solution of the constrained optimization (5.13) if ∣∣E[wk∣Yk]∣∣ ≠ 0. If ∣∣E[wk∣Yk]∣∣ = 0,
every mean zero and unit norm φ∗k is an optimal solution of the constrained optimization (5.13).
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Proof If all variables except φk are fixed, optimization (5.13) can be simplified to
max
φk
< φk(xk),wk > (5.16)
1Tφk(xk) = 0,∣∣φk(xk)∣∣2 = n.
Note that since there exists φk such that < φk(xk),wk >≥ 0, the constraint ∣∣φk(xk)∣∣2 = n can be
replaced by the constraint ∣∣φk(xk)∣∣2 ≤ n. Now consider the following optimization:
max
φk
< φk(xk),wk > (5.17)
∣∣φk(xk)∣∣2 ≤ n.
We show that the optimal solution of optimization (5.17) has zero mean. For simplicity, we use φk
instead of φk(xk). We proceed by contradiction. Suppose φ∗k is an optimal solution of optimization
(5.17) whose mean is not zero (i.e., φ¯∗k ≠ 0). Consider the following solution:
φ˜k = √n φ∗k − φ¯∗k∣∣φ∗k − φ¯∗k ∣∣ . (5.18)
Note that ∣∣φ˜k∣∣2 = n. Thus, φ˜k belongs to the feasible set of optimization (5.17). Moreover we have
∣∣φ∗k − φ¯∗k ∣∣2 = ∣∣φ∗k − 1Tφ∗kn ∣∣2 (5.19)= ∣∣φ∗k ∣∣2 + ( 1n2 − 2n)(1Tφ∗k)2 < ∣∣φ∗k ∣∣2 ≤ n.
Therefore, √
n∣∣φ∗k − φ¯∗k ∣∣ > 1. (5.20)
Using (5.20) and the fact that 1Twk = 0, φ˜k leads to a strictly larger objective value of optimization
(5.17) than the one of φ∗k, which is a contradiction. Therefore, the optimal solution of optimization
(5.17) has zero mean. Thus, optimization (5.17) is a tight relaxation of optimization (5.16).
Define θk(Yk) ≜ E[wk∣Yk]. Thus, < φk(xk),wk >= E[φk(Yk)θk(Yk)]. Moreover, ∣∣φk(xk)∣∣2 =
nE[Y 2k ]. Therefore, optimization (5.17) is simplified to the following optimization:
max E[φk(Yk)θk(Yk)] (5.21)
E[Y 2k ] ≤ 1.
Using the Cauchy-Schwartz inequality completes the proof.
To update variables {vr}qr=1, one can use Lemma 11. Similarly to Algorithm 1, to solve the sample
MCPCA optimization for finite discrete variables, we propose Algorithm 2 which is based on a
block coordinate descend approach.
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Theorem 10 The sequence ρ
(j)
q in Algorithm 2 is monotonically increasing and convergent. More-
over, if K(j) has top q simple eigenvalues and ∣∣E[w(j)k ∣Yk]∣∣ ≠ 0 for 1 ≤ k ≤ p and j ≥ 0, then {φ(j)i }pi=1
converges to stationary points of optimization (5.13).
Proof The proof is similar to the one of Theorem 6.
Proposition 2 Each iteration of Algorithm 2 has a computational complexity of O(p3 + np2) and
a memory complexity of O(np).
Remark 1 The computational complexity of Isomap and LLE is O(n3) and O(pn2) while their
memory complexity is O(n2) and O(pn2), respectively. Unlike Isomap and LLE, computational
and memory complexity of MCPCA Algorithm 2 scales linearly with the number of samples n
which makes it suitable for data sets with large number of samples.
5.4 Sample MCPCA for Continuous Variables
In this part, we consider the case where X1,..., Xp are continuous variables with the density function
fX1,...,Xp . Here we assume X1,...,Xp have bounded ranges. Without loss of generality, let Xi ∈ [0,1]
for 1 ≤ i ≤ p. Moreover, let the density function satisfy fXi(x) > 0 for x ∈ [0,1] and 1 ≤ i ≤ p. We
observe n independent samples {xi}ni=1 from this distribution. The data matrix X ∈ Rn×p is defined
according to (5.1). Since X1,...,Xp are continuous, with probability one, each column of the matrix
X has n distinct values. Thus, with probability one, there exists {φ∗i (.)} such that φ∗i (xi) = w for
1 ≤ i ≤ p, where w is a vector in Rn whose mean is zero and its norm is equal to √n. Therefore,
with probability one, the optimal value of optimization (5.4) is equal to p.
In the continuous case, the space of feasible transformation functions has infinite degrees of
freedom. Thus, by observing n samples from these continuous variables, we over-fit functions
to observed samples. Note that in the case of having observations from finite discrete variables,
transformation functions have finite degrees of freedom and if the number of samples are sufficiently
large, over-fitting issue does not occur (Theorem 9). One approach to overcome the over-fitting
issue in the continuous case is to restrict the feasible set of optimization (5.4) to functions whose
degrees of freedom are smaller than the number of observed samples n. One such family of functions
is piecewise linear functions with d degrees of freedom:
Definition 1 Let w ∈ Rd+1. Gd(w) is defined as the set of all functions g ∶ [0,1]→ R such that
gd(x) ≜ { wj if x = jd ,0 ≤ j ≤ d(wj+1 −wj)(Mx − j) +wj if jd < x < j+1d ,0 ≤ j ≤ d − 1 (5.22)
Moreover, Gd ≜ {Gd(w) ∶ w ∈ Rd+1}.
Let {xk}nk=1 be observed sample from continuous variables X1,...,Xp. Sample MCPCA aims to
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solve the following optimization:
min{vi}qi=1,{φi}pi=1
1
n
n∑
k=1 ∥φ(xk) − φˆ(xk)∥2 (5.23)
φˆ(xk) = q∑
i=1 (vTi φ(xk))vi, 1 ≤ k ≤ n
φ(xk) = (φ1(Xk,1), . . . , φp(Xk,p)), 1 ≤ k ≤ n
vTi vj = 0, 1 ≤ i ≠ j ≤ q
vTi vi = 1, 1 ≤ i ≤ q,
1
n
n∑
k=1φi(Xk,i) = 0, 1 ≤ i ≤ p,
1
n
n∑
k=1φi(Xk,i)2 = 1, 1 ≤ i ≤ p
φi ∈ Gd, 1 ≤ i ≤ p.
Theorem 11 Consider the following optimization:
max{φi}pi=1
q∑
r=1λr(K) (5.24)
K(i, i′) = 1
n
n∑
k=1φi(Xk,i)φi′(Xk,i′), 1 ≤ i, i′ ≤ p
1
n
n∑
k=1φi(Xk,i)2 = 1, 1 ≤ i ≤ p
1
n
n∑
k=1φi(Xk,i) = 0, 1 ≤ i ≤ p
φi ∈ Gd, 1 ≤ i ≤ p.
Let K∗ be an optimal solution of optimization (5.24) corresponding to transformation functions{φ∗i }pi=1. Then, {ur(K∗)}qr=1,{φ∗i }pi=1 provide an optimal solution of optimization (5.23).
Proof The proof is similar to the one of Theorem 8.
Proposition 3 Let columns of the data matrix X have zero means and unit variances. If d = 1,
the sample MCPCA optimization (5.23) is equivalent to the PCA optimization (5.2).
Proof For d = 1, Gd only contains linear functions. Since columns of the data matrix X are
assumed to be normalized, optimization (5.23) is equivalent to optimization (5.2).
5.5 Computation of MCPCA and Sample MCPCA for Continuous Variables
Define discrete variables Yi,d whose alphabets are {1,2, .., d} and
Pr(Y1,d = j1, ..., Yp,d = jp) = ∫ j1/d
x1=(j1−1)/d⋯∫ jp/dxp=(jp−1)/d fX1,...,Xp(x1, ..., xp)dx1...dxp (5.25)
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Below we establish a connection between solutions of the MCPCA optimization over continuous
variables and their discretized versions. We will use this connection to compute MCPCA and sample
MCPCA over continuous variables.
Theorem 12 Let ρ∗q and ρˆ∗q,d be optimal values of the MCPCA optimization (1.4) over continuous
variables {Xi}pi=1 and discrete variables {Yi,d}pi=1, respectively. As d → ∞, with probability one,
ρˆ∗q,d → ρ∗q . Moreover, let {φˆ∗i,d(.)} be an optimal solution of the MCPCA optimization (1.4) over
discrete variables {Yi,d}pi=1. Let wi = (φˆ∗i,d(1), φˆ∗i,d(1), ..., φˆ∗i,d(d)). Then, as d→∞, with probability
one, {gd(wi)} is an optimal solution of the MCPCA optimization (1.4) over continuous variables{Xi}pi=1.
Proof For 1 ≤ i ≤ p, let φi ∶ [0,1] → R be a feasible function in the MCPCA optimization (1.4)
over continuous variables {Xi}pi=1. Define φˆi,d ∶ {1,2, ..., d}→ R such that
φˆi,d(j) ≜ φi((j − 1)/d). (5.26)
Below we show that as d→∞, with probability one, {φˆi,d}pi=1 is feasible in the MCPCA optimization
(1.4) over discrete variables {Yi,d}pi=1. We have
E[φˆi,d(Yi,d)] = d∑
j=1Pr(Yi,d = j)φˆi,d(j) (5.27)
= d∑
j=1∫ j/dx=(j−1)/d fXi(x)φi(j − 1d )
→ d∑
j=1∫ j/dx=(j−1)/d φi(x)fXi(x)dx= ∫ 1
x=0 φi(x)fXi(x)dx = 0.
Similarly as d→∞, with probability one, E[φˆi,d(Yi,d)2] = 1, and
E[φˆi,d(Yi,d)φˆi′,d(Yi′,d)] = E[φi(Xi)φi′(Xi′)]. (5.28)
Now consider {φˆi,d(Yi,d)}pi=1 as a feasible point for the MCPCA optimization (1.4) over discrete
variables {Yi,d}pi=1. For 1 ≤ i ≤ p, define
φ˜i ≜ gd(φˆi,d(1), φˆi,d(1), φˆi,d(2), ..., φˆi,d(d)). (5.29)
Note that φ˜i ∶ [0,1] → R. Similarly to the previous argument, as d → ∞, with probability one,{φ˜i}pi=1 is a feasible point in the MCPCA optimization (1.4) over continuous variables {Xi}pi=1.
Moreover, as d→∞, with probability one, we have
E[φ˜i(Xi)φ˜i′(Xi′)] = E[φˆi,d(Yi,d)φˆi′,d(Yi′,d)]. (5.30)
Consider {φ∗i }pi=1 as an optimal solution of optimization (1.4) over continuous variables {Xi}pi=1
with the optimal value ρ∗q . Construct {φˆi,d(.)}pi=1 according to equation (5.26). As d → ∞, with
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probability one, {φˆi,d(.)}pi=1 is a feasible point for the MCPCA optimization (1.4) over discrete
variables {Yi,d}pi=1 which leads to the MCPCA objective value ρˆq,d = ρ∗q . Thus, ρˆ∗q,d ≥ ρ∗q .
Now consider {φˆ∗i,d}pi=1 as an optimal solution of optimization (1.4) over discrete variables{Yi,d}pi=1 which leads to the MCPCA objective value ρˆ∗q,d. Construct {φ˜i}pi=1 according to equation
(5.29). As d → ∞, with probability one, {φ˜i}pi=1 is a feasible point for the MCPCA optimization
(1.4) over continuous variables {Xi}pi=1 with the optimal value ρq = ρ∗q,d. Thus, ρq ≥ ρ∗q,d. This
completes the proof.
Theorem 12 simplifies the MCPCA computation over continuous variables {Xi}pi=1 to the MCPCA
computation over discrete variables {Yi,d}di=1 which can be solved using Algorithm 1. A similar
approach can be taken to simplify the sample MCPCA optimization over continuous variables to
the one of the discrete variables which can be solved using Algorithm 2.
Variable Yi,d provides a discretized version of the continuous variable Xi where the position of
knots (i.e., discretization thresholds) are uniformly spaced in the range of the variable. However
the argument of Theorem 12 can be extended to consider other nonuniform and data-dependent
discretization as well. For example, in the case that we observe n samples from Xi, one can
choose the position of discretization knots to have equal number of samples in each discretization
level. In the sample MCPCA implementation for continuous variables, we use such a nonuniform
discretization approach.
6 MCPCA Applications to Synthetic and Real Data Sets
6.1 Synthetic Discrete Data
First, we illustrate performance of MCPCA over simulated discrete data. We generate n = 1000
independent samples from p = 50 discrete variables whose covariance matrix is shown in Figure
2-a (left panel). These samples are generated as discretized version of continuous jointly Gaussian
samples. Alphabet sizes of variables (i.e., the number of quantization levels) are equal to 10. We
then apply unknown random functions (with zero means and unit variances) to samples of each
variable. The covariance matrix of observed samples (i.e., samples from transformed variables)
is shown in Figure 2-a (right panel). Owing to transformations of variables, the block diagonal
structure of the latent covariance matrix has been faded in the observed one.
We apply the sample MCPCA Algorithm 2 with parameter q to the observed data matrix. We
use 10 random initializations and 10 repeats of Algorithm 2. Figure 2-b illustrates the covariance
matrix computed by the MCPCA algorithm with parameter 1 ≤ q ≤ 6. MCPCA with q = 1 highlights
some of the block diagonal structure in the latent covariance matrix. MCPCA with larger q recovers
all the blocks. Note that the MCPCA algorithm aims to find a covariance matrix of transformed
variables with the largest Ky Fan norm and is not tailored to infer a specific hidden structure in the
data. Nevertheless inferring a low rank covariance matrix often captures such hidden structures in
the data.
Figure 2-c,d shows the q′ Ky Fan norm for the latent covariance matrix, for the observed
covariance matrix (i.e., the PCA objective value), and for covariance matrices computed by MCPCA
with different q values. For q = 1, Theorem 5 provides a globally optimal solution for the MCPCA
optimization. We include that solution as well as the MCPCA solution computed in Algorithm
2. Figure 2-c shows that the Ky Fan norm of covariance matrices computed by MCPCA are
significantly larger than the one of the PCA. In Figure 2-d, we show the q′ Ky Fan norm for
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Figure 2: (a) An illustration of latent, observed, and MCPCA absolute covariance
matrices with different q values. (b,c) An illustration of q′ Ky Fan norm of of latent,
observed, and MCPCA covariance matrices with different q values for 1 ≤ q′ ≤ p (panel
b), and q′ = 1,2 (panel c).
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Figure 3: Performance comparison of dimensionality reduction methods on synthetic
datasets. The line in the middle of each box is the median result while the tops and
bottoms of each box are the 25th and 75th percentiles of the results.
q′ = 1,2 for different covariance matrices. Note that the method of Theorem 5 provides a globally
optimal solution for q′ Ky Fan norm maximization when q′ = 1, while the MCPCA Algorithm 2
provides a locally optimal solution. In this case (Figure 2-d, the left panel), the gap between global
and local optimal values is small. Moreover for the case of q′ = 2 (Figure 2-d, the right panel),
the MCPCA solution with parameter q = 2 is outperforming other solutions. Finally in the case
considered in Figure 2-c,d, we observe that the Ky Fan norm of the covariance matrix computed
by the MCPCA algorithm is not sensitive to parameter q.
6.2 Synthetic Continuous Data
Next, we compare performance of different dimensionality reduction methods including MCPCA,
PCA, Isomap, LLE, multilayer autoencoders (neural networks), kernel PCA, probabilistic PCA
and diffusion maps on synthetic datasets. We assess the performance of different dimensionality
reduction methods based on how much sample distances in the inferred and true low dimensional
spaces match with each other. More precisely, let Xlatent ∈ Rn×p be a matrix whose rank is q < p.
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Figure 4: This figure demonstrates the fraction of explained variance in six datasets
using top q meta features computed by PCA and MCPCA.
Let di,j be the distance between sample i and j in the q dimensional representation of Xlatent.
Let N ∈ Rn×p be the noise matrix. Let X ∈ Rn×p be the observed data matrix whose columns
are transformations of columns of the matrix Xlatent + N. These transformations are assumed
to be continuous and bijective. Let d˜i,j be the distance between sample i and j in the inferred q
dimensional representation of X. We asses the performance of the dimensionality reduction method
by computing the Spearman’s rank correlation between di,j and d˜i,j for 1 ≤ i, j ≤ n.
We generate Xlatent as Xlatent = UVT where U ∈ Rn×q and V ∈ Rp×q. Elements of U and
V are generated according to a Gaussian distribution with zero mean and unit variance. In the
noiseless case, N is an all zero matrix. In the noisy case, elements of N are generated according to a
Gaussian distribution with zero mean and unit variance. We consider two types of transformations
to generate columns of X using columns of the matrix Xlatent+N: (i) a polynomial transformation
where for each variable we randomly select a transformation from the set {x,x3,x5}, and (ii)
a piecewise linear transformation according to Definition 1 where wj+1 − wj has an exponential
distribution with parameter 100. The positions of knots are chosen so that each bin has equal
number of samples.
We use default parameters for different dimensionality reduction methods. IsoMap and LLE
have a parameter Nngbr which determines the number of neighbors considered in their distance
graphs. Nngbr is set to be 12. Moreover for the continuous data, MCPCA has a parameter d which
restricts the optimization to a set of piecewise linear functions with degree d. We set d = 10. For
other methods we use implementations of reference [27]. Experiments have been repeated 10 times
in each case.
In Figure 3-a we consider a relatively easy setup where p = 20, q = 1, transformation functions
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Data Set # of samples (n) # of features (p) # of of classes class distribution
Breast Cancer 683 9 2 (239,444)
Gene Splicing 3,175 60 2 (1527,1648)
Dermatology 366 33 6 (112,61,72,49,52,20)
Adult Income 30,162 14 2 (7508,22654)
Parkinsons Disease 195 22 2 (48,147)
Diabetic Retinopathy 1,151 19 2 (540,611)
Table 1: Properties of data sets considered in Section 6.3.
are polynomials, and there is no added noise to observed samples. In this setup, all methods
except LLE and kernel PCA have good performance. Gaussian kernel PCA performed poorly in
these experiments. Thus, we only illustrate performance of polynomial kernel PCA in this figure.
It further highlights sensitivity of kernel PCA to the model setup. In Figure 3-b we consider a
similar setup to the one of panel (a) but we increase q to be 5. MCPCA continues to have a good
performance while the performance of other methods drop significantly. Next, we increase p to 50
and q to 10. We also add noise to observed samples as described above. MCPCA continues to have a
good performance outperforming all other methods (Figure 3-c). In Figure 3-d we change nonlinear
transformations from polynomials to piecewise linear functions compared to panel (c). Again, in this
setup MCPCA outperforms all other methods. These experiments highlight robustness of MCPCA
against model parameters and noise. Performance of other methods appears to be sensitive to these
factors.
6.3 Real Data Analysis
Having illustrated effectiveness of MCPCA on synthetic datasets, we apply it to real datasets. We
consider six data sets from the UCI machine learning repository data sets [34], namely breast cancer
data set, gene splicing data set, dermatology data set, adult income data set, parkinsons disease
data set, and diabetic retinopathy data set. These data sets have been chosen to span various
types of input data. Some of them have discrete features, some have continuous features, while
some have mixed discrete and continuous features. The number of samples (n) and the number of
features (p) vary across these data sets. Samples in five of these data sets have binary labels while
in one of them the number of sample classes is six. Basic properties of these data sets have been
summarized in Table 1. Below we explain some of these properties with more details:
• The breast cancer data set has 683 individuals with breast cancer, among which 444 are
benign and 239 are malignant (we remove 16 samples with missing values from the original
data set.). Attributes in this data set include features such as clump thickness, uniformity
of cell size, mitoses, etc. Values of these features are discrete in the set of {1,2, ...,10}. For
more information about this data set, see [35].
• The gene splicing data set has 3,175 samples 1. Each sample is a 60 base pair subset of
genome. The goal is to classify two types of splice junctions in DNA sequences: exon/intron
(EI) or intron/exon (IE) sites. Values of features are discrete in the set of {A,G,C,T}. For
more information about this data set, see [34].
1We use the processed data provided in http://www.cs.toronto.edu/~delve/data/datasets.html
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• The dermatology data set has 366 samples and 33 features (we ignore the age feature from the
original data since it has missing values.). The classification of erythemato-squamous diseases
is a difficult task in dermatology since they share clinical features of erythema and with similar
scaling. This data set have samples with six diseases: psoriasis, seboreic dermatitis, lichen
planus, pityriasis rosea, cronic dermatitis, and pityriasis rubra pilaris. The number of samples
of each disease are 112, 61, 72, 49, 52, 20, respectively. Features include 12 clinical features
and 21 histopathological features. Variables are discrete whose alphabet sizes are 2 (for one
feature), 3 (for one feature), and 4 (for 31 features). For more information about this data
set, see [36].
• The adult income data set is the largest data set we consider in this section. It has 30,162
samples (after removing samples from the original training data with missing values.). The
task is to classify individuals to two groups based on their income. This data set includes
22,654 individuals with income ≤ 50,000$ and 7,508 individuals with income > 50,000$.
Features include variables such as age, sex, race, education, work class, capital gain, capital
loss, hours per week, etc. All features except one has fewer than 120 distinct alphabet values.
For more information about this data set, see [37].
• The parkinsons disease data set has 195 samples where 47 of them come from healthy indi-
viduals and 147 of them come from parkinsons patients. Each feature is a particular voice
measure such as average vocal fundamental frequency, measures of variation in amplitude,
measures of frequency variation, etc. Features are continuous with alphabet sizes ranges from
20 to 195. For more information about this data set, see [38].
• The diabetic retinopathy data set has 1,151 samples where 540 samples have no signs of
the disease. The data contains 19 features extracted from the messidor image set to predict
whether an image contains signs of diabetic retinopathy or not. The alphabet size of features
range from 2 to 1,151. For more information on this data set, see [39].
PCA and MCPCA aim to maximize the amount of explained variance in the data (or in the
transformation of the data) using low dimensional features. PCA restricts its optimization to merely
linear transformations while MCPCA considers a more general family of nonlinear transformation
functions. More precisely, let K(φ1,...,φp) ∈ Rp×p be the covariance matrix of transformations of
variables. Then 1p ∑qr=1 λr(Kφ1,...,φp) is the fraction of explained variance in the transformation of
the data using its optimal q dimensional representation. We normalize features to have zero means
and unit variances.
We perform a two-fold cross validation analysis: we choose half of the data uniformly randomly
for training. Then we test performance of the methods in the remaining half of the data. In
discrete data sets (i.e., breast cancer, gene splicing and dermatology data sets) we use sample
MCPCA Algorithm 2 to compute optimal transformations of features in the training data for each
q value. Then, we apply those transformations to the test data. In the adult income data set all
features except one has fewer than 120 distinct alphabet values. For the only continuous feature
in this data set we use d = 120. In continuous data sets (i.e., Parkinsons disease and diabetic
retinopathy data sets) we use the procedure explained in Section 5.5. In these experiments d = 10
is fixed. We repeat each experiment 10 times.
Figure 4 shows the fraction of explained variance using top q meta features computed by PCA
and MCPCA in a two-fold cross validation analysis. In breast cancer and adult income datasets
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Figure 5: This figure illustrates the correlation between the top meta feature and
phenotype for five datasets with binary phenotypes.
MCPCA significantly outperforms PCA for all values of q, while in other datasets their perfor-
mance is comparable. The fact that MCPCA shows higher or comparable performance to PCA in
holdout datasets indicates that MCPCA captures meaningful nonlinear correlations among features
whenever they exist.
Next, we examine how predictive of phenotype extracted meta features are. Similarly to the
previous experiment we use a two-fold cross validation analysis. We choose half of samples uniformly
randomly to train the methods, and test their performance in the remaining half. We repeat each
experiment 10 times. In continuous data sets, we consider d ∈ {1,5,10,15}. For the Isomap in
the training phase we consider Nngbr ∈ {10,15,20}. In the Isomap case, since the method does
not have the so-called parametric out-of-sample property [27] (meaning that we cannot use the low
dimensional embedding of the training data to compute a low dimensional embedding of the test
data), we run the method on the test data using optimal parameters learned in the training step.
This issue occurs in other nonlinear dimensionality reduction methods. In those cases we run the
methods in the test data using their default parameters [27].
Figure 5 shows the correlation between the top extracted meta feature using different dimension-
ality reduction methods and phenotype. The implementation of LLE crashed in these experiments,
thus excluded from this figure. In all cases MCPCA consistently outperforms all other methods in
different ranges of correlation between the meta feature and phenotype. For example, correlation
between the meta feature and phenotype is high in the breast cancer dataset, is average in the
adult income dataset, and is low in gene splicing and diabetic retinopathy datasets. Nevertheless,
in all cases MCPCA shows a significant gain over all other methods.
32
7 Discussion
Here we introduced Maximally Correlated Principal Component Analysis (MCPCA) as a multi-
variate extension of maximal correlation and a generalization of PCA. MCPCA computes, possibly
nonlinear, transformations of variables whose covariance matrix has the largest Ky Fan norm.
MCPCA resolves two weaknesses of PCA by considering nonlinear correlations among features
and being suitable for both continuous and categorical data. Although the MCPCA optimization
is non-convex, we characterized its global optimizers for nonlinear functions of jointly Gaussian
variables, and for categorical variables under some conditions. For general categorical variables,
we proposed a block coordinate descend algorithm and showed its convergence to stationary points
of the MCPCA optimization. Given the widespread applicability of PCA and the improved and
robust performance of MCPCA compared to state-of-the-art dimensionality reduction methods, we
expect the proposed method to find broad use in different areas of science. Moreover, techniques
developed for efficiently optimizing feature transformations over a broad family of linear and non-
linear functions can be employed in several other statistical and machine learning problems such
as nonlinear regression and deep learning.
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