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A B S T R A C T
Our understanding of the interaction between the large-scale ocean
circulation and ocean mesoscale eddies is mainly based on those parts
of the circulation and those eddies that lie in the upper ocean. In this
dissertation, I use a 0.1 degree, eddy-resolving ocean model to reveal
two so far unknown eddy phenomena that are distinct to eddies in the
deep ocean and cannot be observed for the well-known eddies in the
upper ocean.
Firstly, eddies that are generated near the deep western boundary
current (DWBC) in the Atlantic have a two-fold effect on mean density:
Above the DWBC core (the level of maximum flow, ∼ 2000 m depth),
they decrease the available potential energy of the mean flow by flat-
tening isopycnals; this behavior is in agreement with our expectation
from baroclinic instability theory and is furthermore the foundation
of common eddy parameterizations. However, below the DWBC core,
eddies systematically increase the available potential energy of the
mean flow by steepening isopycnals. Two consequences arise from this
anomalous eddy behavior: a so far unknown mean circulation normal
to the DWBC evolves that balances the eddy effect on mean density;
moreover, the steepening of isopycnals below the DWBC core can
also be interpreted as a deepening of the DWBC. This eddy-induced
deepening might serve as an explanation for a too shallow DWBC in
coarse-resolution ocean models that do not resolve eddies and thus
do not capture the effect. I think that the two-fold eddy effect might
be a general property of eddies near deep mean currents and thus, it
might be relevant in other regions of the world ocean that exhibit deep
currents.
Secondly, I observe different DWBC response behaviors in eddying
and non-eddying ocean models that are subject to the same increase in
surface wind stress: In the non-eddying model, the upper meridional
overturning cell strengthens due to stronger winds over the southern
ocean. For the DWBC, which closes both, the upper and bottom over-
turning cell in the southward direction, this strengthening implies a
speed-up; In the eddying model, the upper cell strengthens by roughly
the same amount, however, the DWBC now slows down. This becomes
possible if the bottom overturning weakens drastically so that the total
DWBC transport can decrease. I show that the DWBC slow down is
balanced by eddy fluxes of relative vorticity which are not present in
the non-eddying model. Thereby, I can attribute the described response
difference to whether eddies are resolved or not. For the real (eddying)
ocean, this implies that the suggested link between the upper and the
bottom overturning cell (’ocean seesaw’) might be weaker than previ-
ously thought and that both cells are allowed to respond independently
to forcing changes.
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Z U S A M M E N FA S S U N G
Unser Verständnis von der Wechselwirkung zwischen der groß-skaligen
Ozeanzirkulation und den meso-skaligen Ozeanwirbeln beruht im We-
sentlichen auf den Teilen der Zirkulation und den Wirbeln, die im
oberen Teil des Ozeans liegen. In dieser Dissertation verwende ich
ein wirbelauflösendes Ozeanmodell mit 0,1 Grad Auflösung, um zwei
bisher unbekannte Eigenschaften von Wirbeln im tiefen Ozean aufzu-
decken. Diese Eigenschaften sind charakteristisch für tiefe Wirbel und
können nicht für solche im oberen Ozean beobachtet werden.
Erstens haben die tiefen Wirbel in der Nähe des tiefen westlichen
Randstroms (TWR) im Atlantik zwei unterschiedliche Auswirkungen
auf die mittlere Dichteverteilung: Oberhalb des TWR-Kerns (die Tiefe
mit der maximalen Geschwindigkeit, ∼2000 m) verringern Wirbel die
verfügbare potentielle Energie der mittleren Strömung durch Abfla-
chung der Isopyknen; dieses Verhalten entspricht unserer Erwartung
aus der Theorie der baroklinen Instabilität und ist darüber hinaus die
Grundlage für gängige Wirbelparametrisierungen. Jedoch, unterhalb
des TWR-Kerns erhöhen die Wirbel systematisch die verfügbare poten-
tielle Energie der mittleren Strömung durch das Aufsteilen der Isopy-
knen. Zwei Konsequenzen ergeben sich aus diesem ungewöhnlichen
Verhalten der Wirbel: Es entsteht eine bisher unbekannte Zirkulation in
der Ebene senkrecht zum TWR, die den Wirbel-Effekt auf die mittlere
Dichte ausgleicht; darüber hinaus kann das Aufsteilen der Isopyknen
unterhalb des TWR-Kerns auch als Vertiefung des TWRs interpretiert
werden. Diese wirbelinduzierte Vertiefung könnte als Erklärung für
einen zu flachen TWR in grob aufgelösten Ozeanmodellen dienen, die
die Wirbel nicht auflösen und somit den genannten Effekt nicht erfas-
sen. Möglicherweise ist die Tatsache, dass Wirbel zwei unterschiedliche
Effekte auf die mittlere Dichte, abhängig von der Tiefe, haben, eine all-
gemeine Eigenschaft von Wirbeln in der Nähe von tiefen Strömungen.
Folglich könnte dies auch in anderen Regionen des Ozeans, in denen
sich tiefe Strömungen befinden, relevant sein.
Zweitens ist die Reaktion des TWRs auf eine Zunahme des Windes
an der Meeresoberfläche unterschiedlich, abhängig davon, ob Wirbel in
einem Modell aufgelöst werden oder nicht: Im nicht-wirbelauflösenden
Modell verstärkt sich die obere Zelle der meridionalen Umwälzzirku-
lation aufgrund der Zunahme der Winde über dem südlichen Ozean.
Für den TWR, der sowohl die obere als auch die untere Zelle der
Umwälzzirkulation in südlicher Richtung vervollständigt, bedeutet
diese Verstärkung eine Beschleunigung; im wirbelauflösenden Modell
verstärkt sich die obere Zelle um dasselbe Maß, jedoch wird der TWR
nun langsamer. Dies ist möglich, wenn die untere Zelle der Umwälzzir-
kulation deutlich schwächer wird, so dass der gesamte TWR-Transport
abnehmen kann. Ich zeige, dass die Verlangsamung des TWR durch
wirbelinduzierte Flüsse von relativer Vortizität ausgeglichen wird. Die-
se Flüsse sind im nicht-wirbelauflösenden Modell nicht vorhanden.
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Somit können wir den beschriebenen Unterschied in der Reaktion des
TWRs der beiden Modelle darauf zurückführen, ob Wirbel aufgelöst
werden oder nicht. Für den realen Ozean (der Wirbel enthält) bedeutet
dies, dass die angenommene Kopplung zwischen der oberen und der
unteren Zelle der Umwälzzirkulation (’Ozeanwippe’) schwächer sein
könnte als bisher vermutet und dass beide Zellen unabhängig von-
einander eine Reaktion auf Änderungen im Strömungsantrieb zeigen
können.
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D E E P E D D I E S A N D D E E P C U R R E N T S
An observer watching the ocean through a modern satellite telescope
might be startled by the omnipresence of small meanders and swirls
covering the sea surface. These swirls or currents form on scales between
20 and 500 km (e.g., Treguier et al., 2017) in formations called mesoscale
eddies. They are the largest carriers of oceanic kinetic energy, contributing
up to 2/3 to the total kinetic energy budget (von Storch et al., 2012).
Accordingly, a large body of oceanographic literature has evolved since
the first discoveries of ocean mesoscale activity in the late 1960s (Gill
et al., 1974; Phillips, 1966; Swallow, 1971). Eddy research boomed in par-
ticular when the NASA launched the TOPEX/POSEIDON (T/P) satellite
mission in 1992, allowing precise maps of the ocean surface currents
to be produced overnight (Fu et al., 2010; Morrow and Le Traon, 2012).
Since then, our understanding of the eddies’ role in the ocean has grown
considerably (please see Section 1.1 for a review).
Whereas most research into eddies has focused on eddies in the upper
ocean, relatively little attention has been granted to eddies in the deep
ocean, so-called deep eddies. There may be two reasons for the lack of
attention on deep eddies: Firstly, observing deep eddies is by far more
complicated than observing those near the surface and secondly, available
observational (Scott et al., 2010) and numerical (e.g., von Storch et al.,
2012) studies indicate that globally, eddy kinetic energy (EKE) monoton-
ically decreases with depth (please see the dashed line in Fig. 1.1 for a
globally averaged EKE depth profile). Based on this, it seems likely that
eddies play a less important role in the deep ocean.
We will see that the global picture of EKE tells only one part of the
story – that of a mainly wind-driven and therefore surface-intensified
ocean circulation accompanied by a surface-intensified mesoscale eddy
field. Yet, important parts of the circulation lie in the deep ocean with one
prominent example being the deep western boundary current (DWBC) in
the Atlantic. By closing the Atlantic meridional overturning circulation
(AMOC) in the southward direction, the DWBC is an integral element
of the global ocean heat and mass transport (Fine, 1995; Lumpkin and
Speer, 2007). And instabilities of the DWBC can generate eddies in a way
analogous to the strong surface currents. These deep eddies generated
by the deep currents in some regions can even generate a secondary EKE
maximum at depth, as can be seen in Fig. 1.1 for a location at 13◦ N in
the western Atlantic (solid line). The deep EKE maximum in the DWBC
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Figure 1.1: Occurrence of mesoscale eddies vs. depth in an eddy-resolving global
ocean simulation; shown is the normalized eddy kinetic energy
(EKE) at 13◦ N in the western Atlantic (solid) and globally averaged
(dashed). The depth range of the deep western boundary current
(DWBC) in the Atlantic is shown in blue. While globally, EKE de-
creases monotonically with depth, it has secondary maxima at depth
in certain regions with strong deep currents like the DWBC.
suggests that locally, mesoscale eddies and their interaction with the deep
currents deserve more attention than they previously received.
In this dissertation, I use an eddy-resolving ocean model to shed new
light on two specific phenomena where mesoscale eddies interact with
the deep circulation. The first phenomenon concerns the way in which
eddy density fluxes shape the depth structure of the DWBC and thereby
induce an overturning normal to the mean flow; the second phenomenon
deals with the role of eddy vorticity fluxes for the decadal response of
the DWBC to surface wind forcing changes.
Firstly however, I review the role of mesoscale eddies in the oceanic
energy cycle (Section 1.1.1), their role in Earth’s climate (Section 1.1.2) and
their impact on the ocean mean circulation (Section 1.1.3). Subsequently,
I outline previous findings on deep eddies (Section 1.1.4) before summa-
rizing the results from our two papers, Lüschow et al. (2019, Section 1.2)
and Lüschow et al. (2020, in prep., Section 1.3).
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1.1 what role do mesoscale eddies play in the ocean and
climate system?
Gill et al. (1974) were the first to recognize that seen from a global
perspective, the primary role of ocean eddies is to drain the vast amounts
of potential energy that the surface wind stress and buoyancy forcing
introduce into the ocean. However, this conception was not entirely
new: It had already been described in the atmosphere in relation to the
strong zonal jets, under the term baroclinic instability (Charney, 1947;
Eady, 1949). The underlying assumption is that available potential energy
can accumulate in the mean flow until the vertical shear of the flow is
so large that it becomes baroclinically unstable. Beyond this threshold,
excess energy feeds into the mesoscale eddy field. In short, eddies limit
the strength of the ocean mean currents (McWilliams, 2008).
1.1.1 Energy cycle
A popular framework used to quantify the role of eddies in the ocean and
atmosphere is the Lorenz energy cycle (Lorenz, 1955). Besides reservoirs
for kinetic and potential energy of the mean state it takes into account
potential and kinetic eddy energy. Similar to the atmosphere, estimates
of the ocean energy cycle show that the largest conversion between
the different reservoirs is the above mentioned baroclinic conversion
from mean potential to eddy potential energy and then to eddy kinetic
energy (von Storch et al., 2012). However, once the energy has reached
the reservoir for eddy kinetic energy, it is essentially dissipated in Lorenz’
model of the energy cycle. In contrast, in the real ocean, eddy kinetic
energy is "reused" for a range of purposes.
In the spectral domain, there are two principal directions in which
energy can leave the mesoscale: The upscale transfer to the large scale
flow is an integral feature of homogeneous, two-dimensional turbulence
(Charney, 1971) and it can be observed in the ocean (e.g., Scott and Wang,
2005). Yet, many regions of the ocean conflict with the very idealized
setting of homogeneous turbulence, and so most of the mesoscale energy
is transferred downscale. At small scales, a huge amount of energy is
required for the mixing that sustains the global overturning circulation
(Ferrari, 2014; Munk and Wunsch, 1998), and it is clear that a fraction of
this energy originates from the mesoscale (Wunsch and Ferrari, 2004).
However, quantifying this fraction is difficult and estimates range be-
tween almost one half (Nikurashin et al., 2013) to considerably less than
this (Wunsch and Ferrari, 2004). Not only a robust quantification of the
total eddy contribution to mixing is missing, it is furthermore unclear
which mechanism of downscale energy transfer is dominant. Among the
most important mechanisms are spontaneous emission of internal gravity
waves through eddies (Chouksey et al., 2018; Molemaker et al., 2010;
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von Storch et al., 2019), eddy-induced mixing near western boundaries
(Aiki et al., 2016; Zhai et al., 2010) and the generation of Lee waves via
the interaction of eddies with the bottom topography (e.g., Nikurashin
and Ferrari, 2013; Nikurashin et al., 2013). Those trying to understand
the fate of eddy kinetic energy might place considerable hope in the next
generation of ocean models. The reason is that some of the models begin
to use sub-mesoscale horizontal resolution and therefore resolve more of
the relevant processes (McWilliams, 2016, 2019).
1.1.2 Climate
The oceanic impact on the planetary heat budget and therefore on how
the surface warms in response to increased greenhouse gas concentrations
is unquestionable (e.g., Church et al., 2013; Griffies et al., 2015; Otto et al.,
2013). But what role do ocean eddies play? And when using climate
models to estimate the climate sensitivity, how well do common eddy
parameterizations perform when being compared to resolved and hence
more realistic eddies? The most straightforward approach to this question
lies in comparing the climate sensitivity of eddy-resolving models and
models that apply a parameterization. To date, only very few of these
computationally costly experiments are available and the existing ones
agree that if eddies are resolved or not is only one out of many factors
determining climate sensitivity (Bryan et al., 2014; Winton et al., 2014,
Putrasahan et al. 2020, in prep.).
However, some known deficits of common eddy parameterizations
potentially lead to a false representation of the simulated ocean’s role in
climate change: The vertical ocean heat transport and therefore also the
heat uptake from the atmosphere is expected to be poorly represented
without resolved eddies (Griffies et al., 2015; von Storch et al., 2016; Wolfe
et al., 2008). Furthermore, the ocean mean circulation in some highly
climate relevant regions differs significantly between eddy-resolving and
coarse-resolution models. These regions include the southern ocean (SO)
that takes up huge amounts of carbon (Frölicher et al., 2015; Gnanade-
sikan et al., 2015; Ito et al., 2010) and heat (Griffies et al., 2015; Marshall
and Speer, 2012); the northern hemisphere convection regions that form
large parts of the global deep water (Brüggemann and Katsman, 2019;
Georgiou et al., 2019; Spall, 2010); and of course the Atlantic meridional
overturning circulation (AMOC) that is the largest contributor to the
meridional oceanic heat transport (Groeskamp et al., 2017; Marshall et al.,
2017b; Romanou et al., 2017). Based on this, it seems surprising that the
comparisons between eddying and non-eddying climate models (Bryan
et al., 2014; Winton et al., 2014) suggest that eddies are of minor impor-
tance for climate sensitivity. Winton et al. (2014) therefore propose that,
by shaping the mean circulation, eddies might exert an indirect influence
on the climate response that is not reflected within the measure of climate
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sensitivity. In the next section, I review the most common ideas on how
eddies can affect the circulation and I thereby highlight some gaps in our
understanding that I try to fill with this dissertation.
1.1.3 Circulation
When the Deepwater Horizon blowout occured in the gulf of Mexico in
April 2010, eddies were heavily involved in the advection of oil into the
Florida current and ultimately into the North Atlantic ocean (Adcroft
et al., 2010). But eddies not only transport passive tracers such as oil. They
also advect salinity and heat and thus, via their influence on the density
distribution, shape the geostrophic mean flow from which they were
generated in the first place. It is this interaction between the eddy and
the mean field which makes eddy research so interesting.
1.1.3.1 Non-eddying climate models
State-of-the-art climate models, such as the current generation of CMIP
6 models, mostly do not capture the ocean mesoscale and hence do not
thoroughly represent ocean eddies1; these models require eddy parame-
terizations. Next, I revisit how such parameterizations work and thereby
highlight the most important beliefs about the eddies’ impact on the
mean flow.
Two different eddy parameterizations are commonly used in coarse-
resolution ocean models and each of the two relates to one specific eddy
effect: The Redi parameterization mimics eddy-induced mixing of tracers
along density surfaces (Redi, 1982). Consequently, Redi has no effect
on mean density and therefore no direct dynamical impact. Neverthe-
less, it may exert a huge impact on temperature or the distribution of
biogeochemical tracers (Pradal and Gnanadesikan, 2014). On the other
hand, the Gent-McWilliams (GM) parameterization has the potential to
modify mean density significantly. It is based on the assumptions that (i)
eddies reduce the available potential energy of the mean flow and that
they (ii) do this via adiabatic rearrangement of water masses (Gent and
Mcwilliams, 1990; Gent et al., 1995). Assumption (ii) relies on the notion
of a mostly adiabatic ocean interior (Wüst and Defant, 1936): If in the
steady state density budget ∇ · (uρ) +∇ · (u ′ρ ′) = Q, with u being the
3D mean flow and ρ being the mean density, the diabatic forcing Q is set
to zero, the eddy flux of density, u ′ρ ′, must be directed along isopycnals
in an integral sense (Eden et al., 2007b). This then implies that eddies
cannot cause diabatic changes to the ocean density field. The adiabatic
nature of ocean eddies was intensely discussed (Eden and Greatbatch,
1 This is true with the exception of those CMIP models participating in the High Resolution
Model Intercomparison Project (HighResMIP) that prescribes 0.25◦ horizontal resolution.
This is considered eddy-permitting (Haarsma et al., 2016).
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2008; Eden et al., 2007b; Radko and Marshall, 2004), and challenged in
particular for the eddy-rich western boundary currents (Aiki et al., 2016;
Eden et al., 2007b; Zhai et al., 2010).
Assumption (i) was already mentioned earlier in this text, it roots
in the theory of baroclinic instability developed for atmospheric flow
(e.g., Charney, 1947; Eady, 1949). We will see in Section 1.2 that eddies
systematically deviate from this assumption in the deep ocean. But before
that, I provide some more context on how the parameterization works.
Adiabatic density rearrangements in GM are achieved via an ad-
ditional advection velocity, the so-called skew flux (it arises from the
anti-symmetric, skew elements of the diffusivity tensor; Griffies, 1998).












where s = −(∂ρ/∂y)/(∂ρ/∂z) is the isopycnal slope and KGM the GM diffu-
sivity (Gent and Mcwilliams, 1990). In the most simple case of baroclinic
instability near a surface-intensified geostrophic flow, the parameterized
skew flux has the form of an overturning that flattens isopycnals every-
where (e.g., Olbers et al., 2012). In Figure 1.2 a, I show a schematic of
such a GM induced overturning near a surface intensified flow (such as
the ACC) which is in geostrophic balance with a sloping density front;
in the left part of the front, isopycnals are pushed downwards and in
the right part, they are pushed upwards. The effect is a flattening of the
density front via the parameterization which is equivalent to a horizontal
diffusion of thickness (Gent et al., 1995). Without any resupply of energy,
e.g. via wind-driven Ekman pumping, the isopycnals would become
horizontal in Figure 1.2 a and thus, the flow would decay to zero after
a while. However, if additional energy input is provided, the isopycnals
reach a state in which energy input and energy drain through eddies bal-
ance each other and this way, GM can set the strength of the geostrophic
flow. When introduced in the early 90s, the GM parametrization brought
major improvements to ocean models because previous parameteriza-
tions did not account for the predominantly adiabatic nature of eddies
(Danabasoglu and Mc Williams, 1995; Danabasoglu et al., 1994; Gent,
2011).
1.1.3.2 Difficulties with the parameterization
Like all simple representations of complex processes GM has drawbacks.
I think that the most important ones can be classified into two groups
that I call region and response.
(i) GM does not distinguish between local and non-local eddy effects
and thus cannot represent eddies correctly in certain regions. Being based
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Figure 1.2: Schematic of eddy overturning at different types of flow. The GM-
induced flow is shown in blue and the flow induced by realistic
eddies in green. Black lines are isopycnals, red lines are mean flow
contours for (a) a surface-intensified zonal flow (such as the ACC)
and (b-c) a deep flow near a lateral boundary. In case of the deep
flow, the parameterized eddies flatten isopycnals everywhere (b, two
overturning cells in blue), whereas resolved eddies flatten isopycnals
in the upper part of the flow but steepen them in the lower part (c,
one overturning cell in green).
on baroclinic instability, the parameterization has an effect only where
the theory predicts instabilities to occur. In the real ocean, however,
eddies generated in one location can be advected to another location.
This is most obvious when comparing global maps of eddy kinetic energy
(EKE) predicted from baroclinic instability theory on the one hand, and
observed or simulated in eddy-resolving ocean models on the other hand.
While the predicted EKE is very much centered around the strongest
currents, the observed/modeled EKE has a larger horizontal spread
(Chen et al., 2014; Vollmer and Eden, 2013). The consequences are severe,
because where baroclinic eddies are generated, their local effect agrees
with the parameterized effect (releasing available potential energy). In
contrast, when eddies are carried away from their generation region,
several studies find that non-locally, eddies have the contrary effect and
feed available potential energy to the mean flow (Eden et al., 2007a; Jayne
and Marotzke, 2002; Vollmer and Eden, 2013; Waterman and Jayne, 2011,
2012). Analogous to the horizontal dimension, eddies are not confined to
the depth level where the baroclinic instability is located but can have a
large vertical extent (e.g., Sun et al., 2017). And as for the horizontally
non-local eddy effects, we cannot be sure that the vertically non-local
eddy effect agrees with what the GM parameterization expects locally.
Rather, we will see in Section 1.2 that in certain regions such as in the
deep western Atlantic, eddies systematically contradict our expectations
of releasing available potential energy.
(ii) Furthermore, GM is not able to respond correctly to perturbations
of the ocean mean state and thus may function in one particular setting
but fail in another. Two prominent examples where this leads to a false
response behavior of the ocean mean state itself lie in the southern
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ocean (SO): The Antarctic circumpolar current (ACC) as well as the
SO meridional overturning are strongly controlled by the inclination
of the SO isopycnals (Marshall and Speer, 2012; Vallis, 2017); for the
anticipated intensification of the SO westerlies (due to climate change,
Gillett and Fyfe, 2013; Marshall, 2003; Thompson and Solomon, 2002),
coarse-resolution ocean models with the standard GM parameterization
predict a strong steepening of these isopycnals. In contrast, in eddy-
resolving models, stronger winds mainly intensify the eddy field, which
then compensates for some of the isopycnal steepening. This leads to a
reduced wind sensitivity of the SO meridional overturning (Abernathey
et al., 2011; Hallberg and Gnanadesikan, 2006; Henning and Vallis, 2005)
and the ACC (Hallberg and Gnanadesikan, 2001; Marshall et al., 2017a;
Munday et al., 2013). In Section 1.3, I show that eddies are also heavily
involved in the response of the northern hemisphere (NH) overturning to
wind forcing changes. And like in the mentioned examples, GM cannot
correctly parameterize the eddy part of the response. This, however, is
not due to the incorrect representation of eddy density fluxes but due
to the missing representation of eddy momentum fluxes. The relation of
the two types of fluxes and their impact on the mean flow is subject of
the next sections.
1.1.3.3 Another view on eddy fluxes
So far, we have looked at how eddies affect density and noticed that
they flatten isopycnals in regions where they are generated; less tilted
isopycnals mean that less potential energy is available and via the thermal
wind relation, this implies a weaker mean flow. But how can this impact
of eddies on the flow be formalized? Greatbatch and Lamb (GL, 1990)
were the first to show that adding a GM-like skew flux to the advection
velocity in the density budget is equivalent to including an additional
vertical mixing of horizontal momentum in the momentum equation.
The effect of eddies (in the GM and the GL formulation) thus can be
viewed as a smoothing of horizontal momentum in the vertical or a
barotropization of the flow (Treguier et al., 2017).
That both formulations are indeed equivalent can be easily shown for
the case of zonally averaged zonal flow via the transformed Eulerian
mean (TEM) version of the momentum equation (Andrews and McIntyre,















v ′u ′, (1.1)
where f0 is the reference Coriolis frequency and N2 the buoyancy fre-
quency. Please note that for convenience we use buoyancy b = −gρ/ρ0
instead of density here in contrast to the remainder of the manuscript.
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In GM, the latter is parameterized as the above mentioned skew flux (see
also Figure 1.2 a for an example of such a skew flux) via the downgra-
dient formulation v ′b ′ = −KGM∂b/∂y. Implementing this into the TEM
momentum budget in Equation 1.1 and using the thermal wind relation
∂b/∂y = −f0∂u/∂z, the term containing the meridional eddy density















v ′u ′. (1.2)
The vertical viscosity, K∗ = KGMf20/N
2, is related to the original GM
thickness diffusivity and in eddying ocean regions, it is expected to
be much higher than the molecular viscosity (Greatbatch and Lamb,
1990). Although developed in the same year as GM, by that time the
GL formulation was not implemented in ocean models on a large scale.
However, it finds application in analytical models, e.g. of the ACC (e.g.,
Marshall et al., 2017a).
1.1.3.4 Eddy momentum fluxes
There is one term left in the TEM momentum budget (Equation 1.1) that
was not yet mentioned, the Reynolds stress convergence −∂(v ′u ′)/∂y. It
is known to drive recirculation gyres (Holland and Rhines, 1980; Lozier,
1997; Rhines and Holland, 1979) or jet extension flows (Aoki et al., 2016;
Waterman and Hoskins, 2013; Waterman and Jayne, 2011, 2012). Yet, for
many aspects of ocean circulation, Reynolds stresses (or eddy momentum
fluxes) are expected to be negligible as compared to the above described
eddy density fluxes (Eden, 2010; Hogg, 1983). We already said that the
density flux can be interpreted as a vertical flux of zonal momentum (in
the example of Equation 1.1). In contrast, the role of the momentum flux
is to redistribute zonal momentum laterally2, as can be seen from the
meridional derivative in the last term of Equation 1.1.
Spall (1994) provides one out of few examples where eddy momentum
fluxes are important at depth. In his idealized model of a deep boundary
current, eddy momentum fluxes (and their counterpart in the vorticity
equation) are an important control for the strength of the deep mean
current and its recirculation. In Section 1.3, I present an example in which
2 Both fluxes can be written as Eliassen Palm flux vector (Andrews and McIntyre, 1976),
F = (−u ′v ′, f0v ′b ′/N2). Then, Equation 1.1 becomes ∂u/∂t = f0v∗ +∇x · F, with ∇x =
(∂/∂y,∂/∂z). Momentum fluxes are on the horizontal, density fluxes on the vertical axis
of the vector.
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eddy momentum fluxes play an important role near the DWBC. They
shape the response to changes in the surface wind stress.
As the last part of this introductory section, I now briefly review what
is known about deep eddies.
1.1.4 Deep eddies
Most of the existing research on deep eddies is confined to certain ge-
ographical settings such as the Arctic ocean (Aagaard et al., 2008; Car-
penter and Timmermans, 2012), the South China sea (Chen et al., 2015;
Zhang et al., 2014) or the Mediterranean outflow (Bashmachnikov et al.,
2009; Richardson et al., 1989, 2000). All of the above mentioned deal
with eddies that are generated due to a particular combination of local
topography and hydrography. For example, Carpenter and Timmermans
(2012) describe how a certain type of anticyclonic eddy forms again and
again near a deep overflow in the Canada basin. In those studies, the
main interest lies rather in eddies as carriers of tracers and less on their
dynamical impact on the flow.
In contrast, only few publications investigate deep eddies from a
statistical, more general perspective that is independent of particular
geographical settings. This is surprising because the deep ocean exhibits
strong mean currents, some of which are meridionally oriented and
therefore quite susceptible to baroclinic instability (Pedlosky, 2013; Smith,
2007). One such deep meridional current is the DWBC in the Atlantic,
and several observational (Fischer et al., 2015; Lee et al., 1996; Schott
et al., 2005; Stöber et al., 2008; Whitworth et al., 1991) as well as modeling
studies (Dengler et al., 2004; Handmann et al., 2018) have mentioned
eddy activity in its vicinity. Those eddies are subject to the next section,
where I summarize the results of my first paper.
1.2 eddy fluxes near the deep western boundary current
One fundamental difference between a surface-intensified geostrophic
flow, such as the ACC (sketched in Figure 1.2 a), and a flow that has
its maximum velocity in the middle of the water column (a deep flow)
is that the latter requires a sign change in the vertical flow shear at its
core (the level of maximum flow). In Figure 1.2 b, red dashed lines sketch
the contours of the DWBC in the northern hemisphere together with
the density profile (black lines) that satisfies the thermal wind balance
ρ0∂ρ/∂x = −f0g∂v/∂z (please note that the flow is a mostly meridional
flow that is directed southwards, it is located in the northern hemisphere
so that f0 > 0). Below the DWBC core, the density gradient points to
the right (in the positive zonal direction, ∂ρ/∂x > 0) and the negative
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meridional velocity increases (∂v/∂z < 0). Above the core, the zonal
density gradient and the vertical shear reverse sign.
Earlier in the manuscript, I wrote that observations (e.g., Whitworth et
al., 1991) and models (e.g., Dengler et al., 2004) suggest eddy activity near
the DWBC. The eddy-resolving STORM configuration (0.1◦ horizontal
resolution in the region of interest at at low- and mid latitudes, von
Storch et al., 2012) of the Max-Planck-Institute ocean model (MPI-OM)
provides further evidence for a vigorous deep eddy field in the western
Atlantic. And 3D snapshots of the deep flow (Figure 2.2) qualitatively
support what the secondary EKE maximum at 13◦ N already suggested
(Figure 1.1): Surface and deep eddies belong to two distinct eddy fields
that are vertically separated by a level of lower EKE.
But how do these deep eddies interact with the deep density field near
the DWBC, given the fact that the density structure of a deep flow differs
from that of a surface-intensified flow? According to the assumption
made within the GM framework, the parameterized skew flux (blue arrows
in Figure 1.2) now has to consist of two distinct cells in order to flatten
isopycnals everywhere in the water column. In this context, looking at
resolved eddies in the STORM model, I ask the following two questions
for the first paper (Lüschow et al., 2019):
1. What is the effect of the deep eddies on the DWBC mean density?
2. What are the implications for the DWBC mean flow?
In order to answer those questions I look at five individual DWBC
segments from 25◦ N to 20◦ S, and analyze in the time averaged density
budget, u · ∇ρ = −∇ · u ′ρ ′ +Q, the imprint of eddy density fluxes,
u ′ρ ′, on the mean density ρ. Averaging all quantities of interest along
these segments of roughly 200 km length in the along-stream direction
enhances the signal to noise ratio and eliminates spurious rotational eddy
fluxes (Eden et al., 2007a; Griesel et al., 2014; Jochum and Malanotte-
Rizzoli, 2004); at the same time, it allows me to distinguish between
different parts of the DWBC.
1.2.1 Two eddy density flux regimes in the vertical
Instead of flattening isopycnals at all depth levels (as indicated by the
blue arrows in Figure 1.2 b for the GM parameterization), resolved eddies
flatten isopycnals above the DWBC core but steepen them below. Green
arrows in Figure 1.2 c sketch the skew flux of the resolved eddies, it
consists not of two cells as anticipated by GM but of only one cell that
spans the whole vertical extent of the DWBC.
We need to leave the picture of the simplified density profiles sketched
in Figure 1.2 in order to understand why the resolved eddies behave
differently from the parametrized ones. In the ocean, evenly distributed
isopycnals in density space are not evenly distributed in depth space.
12 deep eddies and deep currents
Instead, the horizontal and vertical density shear (stratification) strongly
increase when going up in the water column. What does this mean
for the generation of eddies? We said earlier that in particular a strong
horizontal density shear facilitates baroclinic instability; the likelihood of
a flow to become baroclinically unstable and hence to generate eddies
can be measured by the Eady growth rate (Olbers et al., 2012); and in case
of the DWBC, the Eady growth rate has a maximum above the DWBC
core (not shown) and therefore it is likely that those deep eddies are
primarily generated above the DWBC core. My conclusion is that the
steepening below the core is a side effect of eddies that are generated
above the core, which is in agreement with earlier studies that distinguish
between local and non-local eddy effects (e.g., Waterman and Jayne, 2012).
As explained in Section 1.1.3, non-local effects cannot be captured by a
GM-like parameterization.
1.2.2 Mean overturning normal to the DWBC
Diabatic contributions Q in the density budget turn out to be rather small
near the DWBC and hence the main balance is between the density ad-
vection by the mean flow and the eddy density flux divergence (Lüschow
et al., 2019). The Eulerian mean flow that balances the eddy effect is
mainly in the plane normal to the DWBC and it has the form of a pseudo-
zonal overturning circulation (it is normal to the DWBC which is not
always strictly meridionally oriented). In the northern hemisphere, the
overturning is oriented clockwise with upwelling close to the shore and
downwelling further offshore. In the southern hemisphere, it switches
orientation in agreement with the sign change in the Coriolis param-
eter. Signatures of this mean overturning are visible in the upwelling
in 1900 m depth (Figure 1.3 middle). The zoom-in on the mid-latitude
northern Atlantic shows the mentioned dipole structure with upwelling
close to the shore and downwelling further offshore along the DWBC
path. The bottom panel in Figure 1.3 shows the eddy-driven part of that
upwelling that can be obtained from the mean density budget3. It ex-
plains most of the total upwelling. For comparison, I show the upwelling
in the non-eddying GR15 model (1.5◦ horizonzal resolution, Figure 1.3
top). It contains no upwelling dipoles, providing further evidence for the
importance of eddy density fluxes for the vertical flow in the western
Atlantic.
The global map of deep upwelling shows that similar overturning
circulations might also exist in other regions of the world ocean that
exhibit deep boundary currents. In particular the North Pacific contains a
strong upwelling dipole that apparently is mainly eddy-driven (Figure 1.3
middle and bottom). Like in the Atlantic, those eddies are perhaps
3 w = −∇ · u ′ρ ′/ρz − uH · ∇Hρ/ρz = wEddy +wHorizontal




Figure 1.3: Upwelling at 1900 m depth in the non-eddying, coarse-resolution
model GR15 (top), in the eddy-resolving STORM model (middle) and
the part of the upwelling in STORM that is eddy-driven, −∇·u ′ρ ′/ρz
(bottom). In the middle panel, the dipole structure in the right zoom-
in shows the mean overturning normal to the DWBC with upwelling
(positive) close to the shore and downwelling (negative) further
offshore.The dipole is, at least partly, eddy-driven, as can be seen
from the bottom panel. A similar structure can be found in the
northern Pacific. The non-eddying model does not show any dipole
and it has generally much weaker upwelling (top).
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generated by the existing Pacific deep boundary currents (Hallock and
Teague, 1996; Hautala, 2018; Kawabe and Fujio, 2010).
1.2.3 Deepening of the DWBC via eddy density fluxes
Perhaps even more interesting than the eddy-induced pseudo-zonal over-
turning is the impact of eddies on the DWBC flow itself. As mentioned
above, in the TEM framework eddy density fluxes can be interpreted as
a tendency term in the momentum equation. Similar to Equation 1.1, one
can relate the mostly meridionally oriented DWBC flow to the mostly
zonally oriented across-stream eddy density flux4. Evaluating this eddy
density contribution to the momentum budget for the different segments
of the DWBC, one finds that indeed, eddies tend to slow down the flow
above the core and accelerate it below (not shown). Thereby, I provide
the momentum view on what I show via the available potential energy
in Lüschow et al. (2019): Eddies release energy from the mean above, and
feed energy to the mean below the core. This leads to a net deepening
of the DWBC through eddies and possibly explains why non-eddying
models are reported to have a too shallow DWBC (Baehr et al., 2004).
What I presented in this section (and in Lüschow et al. (2019)) is an
example of an eddy effect that cannot be captured by common parameter-
izations because it occurs in a region in which eddies are not generated, it
is an example of a non-local eddy effect. I said earlier that parameterized
eddies can also lie at odds with their realistic counterpart because the
setting in which the parameterization operates changes. In the next sec-
tion, I present simulations in which the ocean surface wind forcing was
changed. We will see that a model in which eddies are resolved shows
a different response to setting changes than a model in which eddies are
parameterized.
1.3 the response behavior of an eddying deep western
boundary current
The DWBC has two roles in the meridional overturning circulation: On
the one hand, it transports North Atlantic deep water (NADW) from the
northern hemisphere convection regions towards the South and thereby
constitutes the deep limb of the upper overturning cell. We usually refer
to this upper cell when saying AMOC. On the other hand, the DWBC car-
ries Antarctic bottom water (AABW) southwards that is initially formed
in the southern ocean (SO), before it flows northwards in the abyss and
successively gets upwelled into the DWBC (Herrford et al., 2017; Lump-
kin and Speer, 2007). Thus, in its second role, the DWBC constitutes
the upper limb of the bottom overturning cell which we usually refer
4 ∂v/∂t = −fu∗ − ∂(f0u ′ρ ′/N2)/∂z− ∂(v ′u ′)/∂x
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to as AABW cell. However, the first role receives disproportionately
more attention among researchers than the second one, perhaps due to
the great importance of the upper overturning cell for our climate (e.g.,
Lynch-Stieglitz, 2017; Marshall et al., 2015).
In particular, the consequences of a future intensification of the SO
westerlies with climate change (e.g., Gillett and Fyfe, 2013; Thompson and
Solomon, 2002) are mostly under investigation with a focus on the upper
overturning cell only. Yet, disregarding the bottom cell and consequently
the second role of the DWBC results in a common misbelief: The DWBC
(which is then seen only as carrier of NADW) must intensify if the
upper overturning cell strengthens due to the elevated wind stress (e.g.,
Toggweiler and Samuels, 1995). In the second paper (Lüschow et al., 2020,
in prep.), I analyze sensitivity experiments with the eddying STORM
model in which a wind stress doubling leads to an intensification of
the upper overturning cell and at the same time to a slow down of the
DWBC. Regarding the transport balance of the two cells, this scenario
becomes possible if the upper cell strengthening is accompanied by a
lower cell weakening whose magnitude is larger than that of the upper
cell strengthening. I am not aware of experiments that observe a similar
DWBC response behavior. The key difference between my experiments
and previous ones that look at the deep overturning sensitivity to wind
forcing changes (Brix and Gerdes, 2003; Rahmstorf and England, 1997)
is that the model used here resolves eddies. Thus, my research questions
are:
1. Is the observed DWBC slow down that occurs as a response to the
wind stress doubling related to mesoscale eddies?
2. And if yes, what are the implications for our understanding of the
overturning response in the real (eddying) ocean?
To answer these questions I run an uncoupled twin experiment with
the non-eddying GR15 and the eddying STORM configuration of the
same ocean model, MPI-OM. The control run applies the standard NCEP
forcing and in the sensitivity run the wind stress was doubled globally.
Response differences between the eddying and the non-eddying con-
figuration are likely to arise from resolution differences and hence are
potentially related to mesoscale eddies. However, due to the resolution
difference, the two configurations were in different basic states before
applying the wind stress doubling. Disentangling response differences
that are due to different basic states from those that are due to different
resolutions is not trivial. However, in the following I provide arguments
why the DWBC slow down can indeed be related to eddies.
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1.3.1 Eddies and the DWBC slow down
Spall (1994) was the first to apply the ideas of Rhines and Holland (1979)
and Holland and Rhines (1980) about eddy-driven recirculations to a
deep boundary current. In his three layer model of the Brazil basin,
he finds that the flow speed of the northward propagating AABW as
well as the direction of its recirculation depend on whether the flow is
stable or unstable (eddying). His explanation is based on eddy vorticity
fluxes, which transport vorticity laterally out of the boundary current and
thereby control the flow speed and the recirculation. Although his model
is very much idealized and deals with the northward flowing AABW
instead of the southward directed DWBC, the very concept of deep eddies
fluxing vorticity laterally out of a mean current can be transferred to our
case: The above described DWBC slow down is balanced by eddy fluxes
of relative vorticity in the DWBC vorticity budget5,
β∆v ≈ ∆ ∂
2
∂x2
u ′v ′, (1.3)
where the ∆ - symbol expresses a response; it refers to a difference between
a quantity in the simulation with doubled wind stress and the control
simulation. Thus, ∆v > 0 is the slow down of the southward directed
(negative) DWBC6. The term on the right-hand-side is the response in the
eddy flux of relative vorticity7, it is likewise positive which indicates the
reduction of negative vorticity, here. β denotes the meridional gradient
of the Coriolis parameter. The given relation between DWBC slow down
and eddy vorticity fluxes holds for the along-stream averaged DWBC
between 20◦ N and 5◦ N which is a large fraction of the coherent part
of the DWBC in the northern hemisphere mid-latitudes (Buckley and
Marshall, 2016). As per the definition of a flux, the eddy vorticity flux
can only redistribute vorticity, in this case laterally out of the boundary
current. In the west of the current, this vorticity can be dissipated by
boundary friction. What happens to the vorticity that is fluxed to the east
towards the interior ocean is an interesting question for future research.
The balance in Equation 1.3 is an empirical statement and therefore,
by itself, does not contain information about a causal relationship be-
tween the DWBC slow down and eddy fluxes. By analyzing the response
chronology, the origin of the additional EKE near the DWBC and by com-
parison against an experiment in which the wind stress was not doubled
5 I use the along-stream averaged, quasi-geostrophic version of the vorticity equation
(Olbers et al., 2012).
6 Please note that (u, v) is not exactly the zonal and meridional flow but in this case is the
flow in the across-stream direction x, and along-stream direction y.
7 The cross-stream eddy flux of relative vorticity, u ′ζ ′, simplifies to −∂(u ′v ′)/∂x when
averaging in the along-stream direction (Vallis, 2017). In the along-stream averaged
vorticity budget, only the across-stream convergence of the vorticity flux, ∂2(u ′v ′)/∂x2,
remains.
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globally but only over the SO, I provide arguments that the response in
the eddy field (right-hand-side of Equation 1.3) was triggered by an inter-
action between the DWBC and the overlying northward surface flow. This
suggests that the DWBC slow down could indeed be caused by the eddy
vorticity fluxes. However, further investigation is necessary to corroborate
this speculation. Nevertheless, I can conclude from the diagnosed bal-
ance between DWBC slow down and eddy vorticity fluxes that without
resolved eddies, the slow down would be unbalanced or balanced differ-
ently and hence cannot occur in this fashion. Thereby, I provide strong
evidence that the response differences between the eddying STORM and
the non-eddying GR15 are indeed related to resolution.
1.3.2 Implications for the overturning response to forcing changes
Evidence gained from various paleo proxies and climate simulations
suggests a link between the AMOC and the AABW overturning cell
(Broecker, 1998; Martin et al., 2015; Stocker, 1998). This link was named
ocean seesaw, indicating that a weakening of the lower cell can lead to
a strengthening of the upper cell and vice versa (Seidov et al., 2001).
Patara and Böning (2014) even speculate that the retreat of the AABW
cell induced by SO warming may cause an AMOC increase that might
compensate for some of the anticipated AMOC weakening during the
21st century (Weaver et al., 2012).
The question is, how can the relation between the DWBC slow down
and eddy vorticity fluxes (Section 1.3.1) contribute to our understanding
of the ocean seesaw? A comparison to previous sensitivity experiments
that analyze the ocean seesaw is not straightforward; in particular, the
strengthening of the upper overturning cell in my experiments can either
be due to the direct impact of the SO wind stress doubling (i.e. the Drake
passage effect, Toggweiler and Samuels, 1995) or due to a seesaw-like
effect, i.e. via a weakening of the bottom overturning cell. In contrast,
earlier studies perturb the bottom overturning cell directly and then
investigate the response of the upper cell8 (Brix and Gerdes, 2003; Martin
et al., 2015; Patara and Böning, 2014). However, earlier seesaw exper-
iments that use non-eddying resolution and my experiment with the
non-eddying GR15 configuration have in common that the responses in
the upper and bottom overturning cells are of similar magnitude. Similar
response magnitudes imply that the DWBC transport stays relatively
constant. Therefore, I argue that the DWBC slow down, which I show
depends on the presence of eddies, enables larger response differences
between the upper and the bottom cell. In other words, resolving eddies
8 This might be worth trying in the STORM configuration because it could help to dis-
entangle the impact of wind stress doubling and bottom cell weakening on the upper
cell.
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in a model, which is then probably closer to the real ocean, decouples the
two overturning cells and thereby loosens the ocean seesaw.
1.4 conclusion and outlook
The initial motivation for this dissertation came from the observation
that eddy kinetic energy is significantly elevated not only near the strong
surface currents but also near the deep mean currents (von Storch et al.,
2012). It turned out that the interaction of those deep eddies with the
deep mean circulation had not yet been investigated systematically. The
eddy-resolving STORM configuration of the Max Planck Institute ocean
model is a powerful tool to begin this enterprise.
In the first part of the project (Section 1.2), I show that deep eddies
have vertically non-local effects that conflict with the assumption of eddies
releasing available potential energy. More specifically, eddies systemati-
cally steepen isopycnals below the core of the DWBC and thereby feed
potential energy to the mean. I argue that the isopycnal steepening at
large depth is a side effect of eddies that were generated further up in
the water column. Similar non-local effects were already observed in the
horizontal, but not yet in the vertical dimension. Two consequences arise:
(i) A mean overturning circulation in the plane normal to the DWBC
balances the anomalous effect of the eddies. It is clockwise oriented in the
northern hemisphere (when looking northwards) with upwelling close to
the shore and downwelling further offshore; it changes its orientation in
the southern hemisphere. A global map of the deep vertical flow shows
similar upwelling dipoles in many other regions of the world, some
of which contain deep boundary currents. Hence, it seems beneficial
to transfer this analysis to other deep currents. Furthermore, the eddy-
induced mean overturning cells potentially play a role for the ventilation
of the deep ocean. (ii) Down-gradient eddy fluxes above the core and
up-gradient fluxes below the core cause a net deepening of the flow. The
latter kind of eddy effect is not captured by the widely used GM parame-
terization so that the deepening effect is missing in models that depend
on the parameterization. Therefore, the deepening by resolved eddies
provides a potential explanation for reports of a too shallow DWBC in
coarse-resolution ocean models (e.g., Baehr et al., 2004). If future eddy
parameterizations want to handle this issue they need to identify the
location (depth level) of eddy generation and accordingly, produce a
non-local effect where eddies are not generated but still expected to have
an influence.
In a second step (Section 1.3), I analyze the overturning response
to an increase in the surface wind stress and thereby provide a novel
perspective on why eddies are crucial for the reaction of the meridional
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overturning to forcing changes. It is well known that the ACC or the
SO meridional overturning respond quite differently to forcing changes
in eddying and non-eddying ocean models (Bishop et al., 2016; Gent,
2016; Munday et al., 2013). However, I show that the response of the
Atlantic DWBC, which closes the upper and bottom overturning cell
in the southward direction, is of opposite sign if eddies are resolved
instead of parameterized. This contrast in the response can be attributed
to the action of eddy vorticity fluxes in the DWBC vorticity budget of
the eddying simulation. Because the non-eddying simulation does not
contain those eddy fluxes, it is not capable of producing the same reaction.
What does this mean for the response of the real ocean to the anticipated
strengthening of the SO westerlies (Gillett and Fyfe, 2013)? My findings
suggest that the previously hypothesized link between the upper and
bottom overturning cell (ocean seesaw, Broecker, 1998) might be weaker
than expected because the DWBC does not couple both cells but instead
is able to act rather independently. Further investigation of the ocean
seesaw in eddying setups is required to make this statement more robust.
For example, future research should analyze the overturning response
to perturbations in the buoyancy field in the spirit of Patara and Böning
(2014). A further line of inquiry could be the analysis of the interaction
between surface northward flow, DWBC southward flow and AABW
northward flow in a simplified setting such as the quasi-geostrophic layer
model from Le Bras et al. (2018) or Jayne et al. (1996).
This dissertation builds on knowledge that was gained during the last
decades by studying surface eddies, and applies it to those occurring
in the deep ocean. Thereby, two exciting new facets of eddy dynamics
were revealed. I am convinced that current generation eddy-resolving
ocean models enable us to discover further unknown eddy phenomena
at depth. However, future effort has to keep in mind that discoveries
from models need to be explored in the real ocean. While writing this,
I hope that some of the findings presented here can be confirmed by
observations in the future.
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abstract
Using a 0.1-degree ocean model, this paper establishes a consis-
tent picture of the interaction of mesoscale eddy density fluxes
with the geostrophic deep western boundary current (DWBC)
in the Atlantic between 26◦N and 20◦S. Above the DWBC core
(the level of maximum southward flow, ∼ 2000 m depth), the
eddies flatten isopycnals and hence decrease the potential energy
of the mean flow, which agrees with their interpretation and
parametrization in the Gent-McWilliams framework. Below the
core, even though the eddy fluxes have a weaker magnitude, they
systematically steepen isopycnals and thus feed potential energy
to the mean flow, which contradicts common expectations. These
two vertically separated eddy regimes are found through an
analysis of the eddy density flux divergence in stream-following
coordinates. In addition, pathways of potential energy in terms
of the Lorenz energy cycle reveal this regime shift. The two-fold
eddy effect on density is balanced by an overturning in the plane
normal to the DWBC. Its direction is clockwise (with upwelling
close to the shore and downwelling further offshore) north of the
equator. In agreement with the sign change in the Coriolis param-
eter, the overturning changes direction to anti-clockwise south of
the equator. Within the domain covered in this study, except in
a narrow band around the equator, this scenario is robust along
the DWBC.
2.1 introduction
Mesoscale eddies can contribute about 2/3 to the overall kinetic en-
ergy budget of the oceans (von Storch et al., 2012). In recent years,
the increasing availability of eddy-resolving global ocean simulations
(vonStorch2016; e.g., Griffies et al., 2015) as well as high resolution altime-
try (e.g., Chelton et al., 2007) have substantially enhanced our knowledge
of how eddies affect the large-scale ocean circulation. However, research
on eddies has predominantly focused on those occurring near the surface,
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while deep eddies and their interaction with deep ocean currents has
received little attention. Here, we address one such current, namely the
deep western boundary current (DWBC) in the Atlantic, and describe its
interplay with mesoscale eddy fluxes.
The DWBC is expected to constitute the deep limb of the Atlantic
meridional overturning circulation (AMOC, Fine, 1995). Yet, recent ob-
servational studies question the continuous nature of the DWBC, in
particular near the Grand Banks at 42◦N, and stress the importance
of interior pathways for north Atlantic deep water (NADW) towards
the south (Bower et al., 2009; Fischer and Schott, 2002). However, most
authors agree that south of the Bahamas, the DWBC is a more or less
coherent current and the primary conduit for NADW (Buckley and Mar-
shall, 2016; Garzoli et al., 2015; Rhein et al., 2015). Hence, we focus our
attention on the DWBC segment between the Bahamas (26◦N) and the
Trinidad seamount chain (20◦S) where the DWBC is expected to be-
come less coherent (Garzoli et al., 2015). Numerous observational records
exist in this DWBC segment, and several of them report strong eddy
activity (Dengler et al., 2004; Garzoli et al., 2015; Lee et al., 1996; Schott
et al., 2005). According to the prevailing interpretation of eddy-mean
flow interaction, eddies originate from baroclinic instabilities and act to
release potential energy from the mean flow which is supported by the
large-scale buoyancy or wind forcing (Charney, 1947; Gill et al., 1974).
The Gent-McWilliams (GM) parametrization of mesoscale eddies, widely
used in coarse-resolution ocean models, likewise follows this notion of
eddies and flattens isopycnals via an additional eddy-induced advection
(Gent et al., 1995). However, several authors report huge spatial varia-
tions as well as sign changes in the so called thickness-diffusivity κ that
sets the magnitude of the additional advection (e.g., Eden et al., 2007a;
Jayne and Marotzke, 2002). Sign changes in κ imply that eddies partly
behave contrary to expectations by feeding potential energy to the mean
flow. In this study, we address this confusion and clarify the effect of
mesoscale eddy fluxes on the mean density distribution near the DWBC.
To the best of our knowledge, this issue has not been investigated in the
existing literature. We use the STORM / NCEP simulation, performed
with the Max Planck-Institute Ocean Model (MPI-OM) at 0.1◦ horizontal
resolution; because we expect the 0.1◦ model to resolve the major part of
the eddy field, the GM-parametrization is switched off.
We begin this paper by assessing the ability of the STORM model
to represent the observed DWBC (Section 2.2). In the same section, we
provide a brief phenomenology of the simulated eddy-field near the
DWBC, which is less known from observations. The results (Section 2.3) is
organized in three segments: In the first segment (2.32.3.1), we analyze in
detail the effect of the eddy density flux on the mean density. The second
segment (2.32.3.2) takes a different perspective on the same issue and
investigates pathways of potential energy near the DWBC. We dedicate
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Figure 2.1: (Top): STORM cumulative meridional transport of NADW between
800 m and 4000 m depth. The transport is computed from the western
boundary eastwards. (Bottom): Meridional section along 26.5◦N.
Meridional flow in colors (positive, red northwards). Grey contour
lines show eddy kinetic energy (in m2s−2, EKE), the dashed lines
define the layer of NADW, i.e. the area of DWBC transport relevant
for the cumulative transport (top).
the third segment (2.32.3.3) to a mean circulation in the plane normal
to the DWBC that balances the effect of eddy density fluxes on mean
density. Section 2.4 provides our conclusions.
2.2 an eddying dwbc in the storm simulation
We use the global ocean model MPI-OM, forced with NCEP-NCAR
reanalysis-1 data (Kalnay et al., 1996) in the STORM configuration. It has
a horizontal resolution of 0.1◦ near the equator. The model has 80 depth
levels, with the layer thickness increasing from about 50 m to 150 m over
the DWBC depth range, allowing for a reasonable representation of the
vertical structure of the DWBC. The simulation was run from 1948-2010;
here, we use the last 10 years of model output. Further details on the
model can be found in von Storch et al. (2012), Li and von Storch (2013)
and vonStorch2016 present additional results inferred from this STORM
simulation.
The STORM model represents the observed DWBC reasonably well in
its meridional velocity magnitude and its lateral and vertical extension.





Figure 2.2: Left: Eddy kinetic energy (EKE) at 1941 m depth in logarithmic color
scale (blue contours). Right: 3D snapshots of the 0.2 ms−1 velocity
magnitude contour surface. The color indicates depth, with white at
1000 m, where the DWBC begins (the colorbar is nonlinear). The flow
above 400 m is made transparent, because it would otherwise mask
the DWBC. The angles of view of snapshot a) and b) are marked on
the map in the left figure in white lines.
However, the net meridional transport in our model is too low by a
factor of 2. We assess the realism of the DWBC in STORM by comparison
against observations from 26.5◦N, where the DWBC has been covered
well by observations since the late 1980s. Estimates of its time-averaged
southward transport range from 11 Sv (Meinen et al., 2006) to 40 Sv (Lee
et al., 1996). This large spread originates from a large DWBC variability
on different timescales (standard deviation of up to 20 Sv; Bryden et al.,
2005a) as well as different observational setups. In our model, the effective
southward DWBC transport at 26.5◦N is 13 Sv. This transport consists of
a narrow and strong boundary current of 120 km width that accounts for
23 Sv southward flow and an adjacent northward recirculation of 10 Sv that
extends to about 550 km offshore (Figure 2.1(top)). Compared to recent
observational studies by Meinen et al. (2013) and Johns et al. (2008) that
use the RAPID array data (e.g., Cunningham et al., 2007; Kanzow et al.,
2007), the net transport in our model seems to be too low, which we think
is due to too strong northward recirculations. However, we find that the
lateral and vertical extension of the flow, including the sign change in the
meridional velocity at about 120 km offshore and the maximum velocity
in the core (about 0.2 ms−1, Figure 2.1), match observations (Bryden et al.,
2005a; Lee et al., 1996). Although STORM does not resolve the two distinct
vertically separated DWBC cores, consisting of upper and lower NADW
(Meinen and Garzoli, 2014; Smeed et al., 2018), the DWBC core depth in








Figure 2.3: Mean-flow velocity magnitude |u| at 1941 m depth (non-linear color
scale). The black bars depict the 5 DWBC segments (S1-S5) that we
analyze in this study.
our model (∼2000 m) agrees with the mean depth of the two observed
DWBC cores. This is in contrast to earlier modeling studies like Baehr
et al. (2004) who find a too shallow DWBC in their 1/3◦ FLAME model
with 45 depth levels. To clarify whether the improvement in simulating
the DWBC is due to higher vertical or horizontal resolution, we conduct
a second STORM simulation with 40 instead of 80 depth levels and
the same horizontal resolution of 0.1◦. The DWBC core depth in this
simulation is still about correct (not shown), indicating that accurately
resolving the mesoscale is key to modeling the DWBC core at the correct
depth.
We find similarly good agreement between the DWBC in STORM and
observations at other latitudes, such as at 18◦S (Weatherly et al., 2000),
between 5◦S and 10◦S (Schott et al., 2002) and at 25◦N (Bryden et al.,
2005b). Although the net transport in STORM seems to be considerably
lower compared to observations, its 13 Sv southward transport account
for 80 % of the southward transport which is necessary to balance the
upper ocean northward transport at 26.5◦N. We define the upper ocean
northward transport as the zonally integrated transport above 800 m,
which we find is 16.4 Sv at this latitude.
Several observational studies report eddy activity near the DWBC
(Dengler et al., 2004; Garzoli et al., 2015; Lee et al., 1996; Schott et al.,
2002; Schott et al., 2005); the distribution of eddy kinetic energy (EKE)
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Figure 2.4: Pseudo-zonal sections of the along-stream average of the EDFD
∇ · (u ′ρ ′) (colors), surface-referenced mean potential density σ0
(gray contour lines) and along-stream flow u|| (black contour lines,
dashed southwards) between 23◦N and 21◦N (a, S1), 16◦N and 14◦N
(b, S2) and 7◦N and 5◦N (c, S3). In this perspective, the DWBC flows
out of the paper plane towards the reader. A positive (red) EDFD
decreases and a negative (blue) EDFD increases density (note the
minus sign in front of ∇ · (u ′ρ ′) in Equation 2.1). The red dashed
line marks the DWBC core depth, defined as the level at which the
maximum southward velocity occurs.
in STORM likewise shows strong eddy activity near the DWBC (Fig-
ure 2.2(left) and Figure 2.1(bottom)). 3D snapshots of the flow field
reveal strongly topographically controlled eddies, propagating along-
shore southward. These eddies are nearly vertically coherent over the full
depth range of the DWBC between 1000 m and 4000 m (Figure 2.2(right)).
Furthermore, their intensity, measured by the EKE, varies little with
depth (Figure 2.1(bottom)). An interesting feature of Figure 2.2(right) is
that the DWBC eddies are mostly separated from the upper-ocean flow by
a layer of no motion. In agreement with Dengler et al. (2004) and Schott
et al., 2005, eddies south of 8◦S are particularly strong (Figure 2.2b)).
However, also further north, the model DWBC is accompanied by strong
eddy features (Figure 2.2a)).
2.3 results
As expected for any large-scale ocean current and in accordance with






















Figure 2.5: Sketch of Figure 2.4 that shows the EDFD (colors) and its relation
to the isopycnals (gray contour lines) and along-stream velocity
(black contour lines, dashed southwards). North of the equator, the
EDFD decreases density close to the shore (red patches here and in
Figure 2.4) and increases density further offshore (blue patches here
and in Figure 2.4). A decrease of density causes a downward shift of
the isopycnals (red arrows), whereas an increase causes an upward
shift (blue arrows). Again, the red dashed line marks the DWBC core
depth.
lations (Sijp et al., 2012), the DWBC in STORM is mainly geostrophic.
Its deviation from geostrophy ∆ = (|u− ug|)/|ug|, where ug = (ug, vg) is
the geostrophic velocity computed from the model pressure including a
contribution from sea surface height, is everywhere lower than 10 % (not
shown), except near the equator and in the westernmost grid cells, which
are affected by boundary friction. The geostrophic nature of the flow
implies that it is predominantly controlled by density via the thermal
wind relation ∂uH/∂z = g/(fρ0)ez × ρ, where the subscript H denotes
the horizontal component of the velocity field, f is the Coriolis parameter,
g the gravitational acceleration, ρ0 a reference density and ez the verti-
cal unit vector. This suggests that the effect of mesoscale eddies on the
DWBC can best be understood by analyzing how the eddies affect density
through eddy density fluxes. Nevertheless, the evolution of density and
momentum is coupled, and hence, eddy momentum fluxes (Reynolds
stresses) cannot be disregarded completely. We address eddy momentum
fluxes at the end of the results section.
According to the prevailing interpretation of their effect on density, ed-
dies release potential energy from the mean flow by flattening isopycnals
through an eddy-induced advection (e.g., Gent et al., 1995). However,
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Figure 2.6: Along-stream average of EDFD ∇ · (u ′ρ ′) (colors), surface-referenced
mean potential density σ0 (gray contour lines) and along-stream flow
u|| (black contour lines, dashed southwards) between 9◦S and 11◦S
(a, S4), 13◦S and 15◦S (b, S5). (c) shows a sketch similar to Figure 2.5
but for the southern hemisphere. The red dashed line marks the
DWBC core depth.
Jayne and Marotzke (2002) and Eden et al. (2007a) diagnose the thickness
diffusivity κ, which sets the strength of this advection, in their models
and report huge spatial variability and sign changes herein. This would
imply that eddies partly steepen isopycnals. In the first results section,
we clarify the effect of eddy density fluxes on the shape of the isopycnals
near the DWBC. Subsequently, we consider the problem from an energy
pathways perspective and investigate the conversion from mean to eddy
potential energy. Then, we address the reaction of the mean flow to the
eddies’ effect.
2.3.1 The effect of eddy density flux on mean density




+ u · ∇ρ = −∇ · (u ′ρ ′) +Q, (2.1)
where the total velocity u = u + u ′ and potential density ρ = ρ + ρ ′
are each decomposed into a temporal mean (overbar) and a fluctuating
(prime) component. In the remainder of this paper, density ρ always refers
to potential density. u ′ρ ′ is the resolved eddy density flux, Q denotes
unresolved and hence parametrized diabatic mixing and nonlinear effects
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on density, such as cabbeling and thermobaricity. Furthermore, we expect
∂ρ/∂t to be small, because ρ is a time-averaged quantity. In Section 2.3.3,
we show that the main balance in Equation 2.1 is between the eddy
density flux divergence (EDFD) and the mean advection of mean potential
density u · ∇ρ. Therefore, we expect the EDFD ∇ · (u ′ρ ′) to be a major
control for the shape of the mean isopycnals and hence for the geostrophic
DWBC.
We diagnose the eddy density flux via u ′ρ ′ = uρ − u ρ, where the
overbar represents an average over the 10 years of data used in this
study. Computed this way, u ′ρ ′ contains not only fluctuations on eddy
time scales, but on all time scales from the numeric time step up to the
averaging period of 10 years. However, vonStorch2016 compared various
eddy fluxes computed from monthly mean and from 30 year mean data
and found that they do not differ significantly. Hence, we assume that
u ′ρ ′ predominantly contains fluctuations due to eddies, i.e. eddy fluxes.
Previous studies dealing with the effect of eddies on density analyzed
eddy diffusivities that were computed from the raw eddy flux u ′ρ ′ in
the GM framework (Eden et al., 2007a; Jayne and Marotzke, 2002). Yet,
the raw flux contains a dynamically irrelevant rotational component,
which possibly masks the effective impact of the eddies on density to an
unknown extent (Eden et al., 2007a; Fox-Kemper et al., 2003; Marshall
and Shutts, 1981). In contrast to that, we analyze the divergence of the
flux and thus automatically remove the rotational part and circumvent
this ambiguity. The EDFD can be interpreted in combination with the
inclination of the mean isopynals in order to assess if the eddies locally
flatten or steepen isopycnals, i.e. if they release potential energy from or
feed potential energy to the mean flow (Treguier, 1999).
The DWBC often does not flow strictly in the meridional direction but
is locally aligned with the shoreline (see Figure 2.3). To obtain a unified
picture of the DWBC dynamics, we conduct our analysis in stream-
following coordinates, where one axis points in the along-stream direction
(x||) and one normal to it (x⊥). The velocity field u is rotated accordingly,
and its horizontal components will be referred to as along-stream velocity
u|| and across-stream velocity u⊥. We average all quantities of interest
along the along-stream axis within each of the 5 DWBC segments (S1 to
S5) shown in Figure 2.3. Every segment spans about 2◦ in latitude, which
corresponds to roughly 220 km. By averaging segment-wise, we can
improve the signal-to-noise ratio of the data and at the same time preserve
potential spatial heterogeneity of the eddy-mean-flow interaction in the
along-stream direction of the DWBC.
Figure 2.4 shows pseudo-zonal sections of the three segments located
in the northern hemisphere (S1-S3 in Figure 2.3). Pseudo-zonal means
that the x-axis runs normal to the DWBC and the shoreline towards the
open ocean. In all three segments S1-S3, above the DWBC core (∼ 1800
m), the isopycnals (gray contour lines) are inclined upwards towards the
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shore; below the core, they are inclined downwards towards the shore.
The thermal wind balance provides an explanation for this change in
the isopycnic inclination, because at the same depth, the vertical shear
of velocity changes sign (southward flow increasing with depth above
and decreasing below the core). We present a simplified picture of this
scenario in Figure 2.5.
The EDFD ∇ · (u ′ρ ′) (colors in Figure 2.4) peaks in the upper part of
the DWBC between about 800 m and 1500 m depth. This is due to a
local maximum in the density variance ρ ′2 (not shown) and not due to
stronger eddy activity. The latter is nearly constant with depth along
the DWBC (see Figure 2.1(bottom) for the EKE at 26◦N and also the
vertically coherent eddies in Figure 2.2). The magnitude of the EDFD
decreases with depth in all segments shown in Figure 2.4, yet its sign
does not change with depth. Hence, eddies decrease density (positive
EDFD) close to the shore, whereas they increase density (negative EDFD)
further offshore throughout the whole water column. An increase in
density pushes an isopycnal upwards; a decrease pushes it downwards.
This suggests that eddies flatten the isopycnals above the DWBC core
and steepen them below. We sketch this scenario in Figure 2.5, where the
density increase and decrease are each visualized through upward and
downward arrows, respectively.
In the two segments south of the equator (S4 and S5 in Figure 2.3),
eddies mainly increase density (negative EDFD) close to the shore and
decrease density (positive EDFD) further offshore (Figure 2.6a and Fig-
ure 2.6b). This is the opposite of what we observe in the northern seg-
ments. However, the inclination of the isopycnals is likewise reversed
due to a sign change of the Coriolis parameter at the equator. Above the
DWBC core, isopycnals are inclined downwards towards the shore and
upwards below. Thus, the net effect of eddies on the isopycnic tilt is the
same in the north and in the south: Eddies flatten isopycnals above the
core and steepen them below. Again, we visualize the interplay between
the geostrophic DWBC, the isopycnals and the EDFD in the southern
hemisphere in Figure 2.6c.
2.3.2 An energy pathways perspective on the DWBC-eddy interaction
As already mentioned, mesoscale eddies are generally expected to extract
potential energy from the mean flow and are commonly represented
by a GM-parametrization, either with a spatially uniform or varying
thickness diffusivity κ. The rationale behind this parametrization is re-
flected in the assumption that in the ocean, energy is introduced through
ocean-atmosphere interactions on large scales before being transferred to
smaller scales and finally dissipated. The Lorenz energy cycle provides a
quantitative description for each of the four processes involved in this en-
ergy pathway (Lorenz, 1955). In the context of this study, the conversion
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Figure 2.7: Along-stream average of the conversion from eddy potential energy
Pe to mean potential energy Pm C˜(Pe, Pm) (colors), surface-referenced
mean potential density σ0 (gray contour lines) and along-stream flow
u|| (black contour lines, dashed southwards) between 23◦N and 21◦N
(a, S1), 16◦N and 14◦N (b, S2) and 7◦N and 5◦N (c, S3). A positive
(red) C˜(Pe, Pm) indicates a conversion Pe → Pm. The red dashed line
marks the DWBC core depth.
from mean potential energy Pm to eddy potential energy Pe is relevant.
A GM-like parametrization transfers potential energy exclusively from
Pm to Pe. In the following, we analyze the respective conversion term in
each of the 5 segments S1-S5 (see Figure 2.3) along the DWBC in detail.




u ′Hρ ′ · ∇Hρ, (2.2)
which emerges from the quasi-geostrophic approximation of the avail-
able potential energy equation (von Storch et al., 2012). The subscript H
denotes the horizontal components of the velocity u ′ and the differential
operator ∇, n0 is the vertical gradient of the mean potential density
averaged over the area of the respective segment. The conversion term
c(Pe, Pm) from Equation 2.2 contains the horizontal components of the
previously mentioned raw eddy flux u ′ρ ′ and thus a contribution from
the dynamically irrelevant rotational part of u ′ρ ′. Marshall and Shutts




eddy variance budget as the advection of eddy variance by the mean flow,
(u ′Hρ ′)R ·∇Hρ = −uH ·∇H(ρ ′2/2). When taking the along-stream average
of the conversion C˜(Pe, Pm) = 1/L
∫
L c(Pe, Pm)dl, where L denotes the
along-stream segment length and assuming the along-stream homogene-
ity of the flow, only the across-stream component −u⊥∂/∂x⊥(ρ ′2/2) of
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Figure 2.8: Along-stream average of the conversion from eddy potential energy
Pe to mean potential energy Pm C˜(Pe, Pm) (colors), surface-referenced
mean potential density σ0 (gray contour lines) and along-stream flow
u|| (black contour lines, dashed southwards) between 9◦S and 11◦S
(a, S4), 13◦S and 15◦S (b, S5). The red dashed line marks the DWBC
core depth.
uH · ∇H(ρ ′2/2) remains which should be small compared to the diver-
gent part in the along-stream average. Griesel et al. (2014) use a similar
along-stream averaging approach to minimize rotational eddy fluxes
in estimates of isopycnal diffusivities. By the averaging procedure we
expect C˜(Pe, Pm) to contain predominantly the contribution from the di-
vergent part of the eddy density flux u ′ρ ′. The fact that C˜(Pe, Pm) agrees
qualitatively well with the conversion from eddy potential energy to
eddy kinetic energy C˜(Pe, Ke) = 1/L
∫
L gw
′ρ ′ (not shown) supports our
assumption that C˜(Pe, Pm) is a meaningful quantity (Eden et al., 2007a).
In agreement with the maximum of the EDFD between 800 m and
1500 m mentioned above, the overall magnitude of energy conversion
likewise decreases with depth. Apart from that, we discern two distinct
vertically separated regimes of potential energy conversion in the north-
ern (Figure 2.7) as well as in the southern hemisphere (Figure 2.8): Above
the DWBC core (∼ 1800 m), eddies transfer potential energy mainly from
the mean to the eddy compartment (negative C˜(Pe, Pm) in Figure 2.7 and
Figure 2.8). Below the core, eddies transfer potential energy mainly in
the opposite direction from the eddy to the mean compartment (pos-
itive C˜(Pe, Pm) in Figure 2.7 and Figure 2.8). Segments S3-S5 contain
exceptions in form of smaller patches of positive conversion C˜(Pe, Pm)
(Pe → Pm) above (S3-S5) and eastward (S3,S5) of the DWBC, that we do
not discuss here. However, the two conversion regimes separated at the
2.3 results 35
S1: 23°N - 21°N S2: 16°N - 14°N S3: 7°N - 5°Na) b) c)
Figure 2.9: Advection of mean potential density by the mean flow u ·∇ρ (colors),
surface-referenced mean potential density σ0 (gray contour lines)
and along-stream flow u|| (black contour lines, dashed southwards)
for the three segments north of the equator between 23◦N and 21◦N
(a, S1), 16◦N and 14◦N (b, S2) and 7◦N and 5◦N (c, S3). The red
dashed line marks the DWBC core depth.
DWBC core depth support the conclusion drawn from the analysis of the
EDFD in the previous section: Mesoscale eddies have a two-fold effect
on the mean density near the DWBC. Above the DWBC core, eddies
release potential energy from the mean flow (they flatten isopycnals) and
thus behave according to the GM interpretation. By contrast, below the
DWBC core, they feed potential energy to the mean flow (they steepen
isopycnals).
2.3.3 Mean flow balancing the effect of eddies
In our model, the budget of mean density, Equation 2.1, is mainly a
balance between the mean advection of mean density and the EDFD,
u ·∇ρ ≈ −∇· (u ′ρ ′). The term u ·∇ρ, shown in Figure 2.9 and Figure 2.10
for the segments S1-S5, closely resembles the EDFD shown in Figure 2.4
and Figure 2.6 (with opposite sign). The residual u · ∇ρ+∇ · (u ′ρ ′) is
about one order of magnitude smaller than the two individual terms
(not shown). This indicates that in our model, diabatic mixing and non-
linear effects on density such as cabbeling and thermobaricity (Q in
Equation 2.1) are of minor importance near the DWBC compared to the
EDFD and the density-advection by the mean flow u. After describing
the effect of the eddy fluxes in the two previous sections, we now go one
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Figure 2.10: Advection of mean potential density by the mean flow u · ∇ρ
(colors) (colors), surface-referenced mean potential density σ0 (gray
contour lines) and along-stream flow u|| (black contour lines, dashed
southwards) for the two segments south of the equator between 9◦S
and 11◦S (a, S4), 13◦S and 15◦S (b, S5). The red dashed line marks
the DWBC core depth.
step further and investigate the structure of the eddy-balancing mean
flow u.
Within each of the DWBC segments S1-S5 shown in Figure 2.3, we
assume the along-stream flow to be coherent, i.e. we assume the along-
stream gradient of the along-stream velocity ∂u||/∂x|| to be small. Hence,
the incompressibility condition, written in the along-stream / across-













which describes the time-mean flow in the plane normal to the DWBC.
The tilde indicates a segment-wise along-stream average of the time-
averaged vertical velocity w; hence, the streamfunction ψ is also a
segment-averaged quantity (ψ˜). It has the unit m2s−1 and describes
the pseudo-zonal overturning per 1 m of shoreline.
The three segments in the northern hemisphere S1-S3 shown in Fig-
ure 2.11 all show a dominant clockwise overturning cell in the plane
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Figure 2.11: Pseudo-zonal overturning per 1 m of shoreline Ψ˜ (colors), surface-
referenced mean potential density σ0 (gray contour lines) and along-
stream flow u|| (black contour lines, dashed southwards) for the
three segments north of the equator between 23◦N and 21◦N (a, S1),
16◦N and 14◦N (b, S2) and 7◦N and 5◦N (c, S3). Positive (red) Ψ˜
indicates clockwise overturning with upwelling close to the shore
and downwelling further offshore. The red dashed line marks the
DWBC core depth.
normal to the DWBC (positive ψ˜). The precise shape and depth of each
of these cells is different. Whereas in S1 (Figure 2.11 a), the overturning
cell is centered at the DWBC core depth (∼2000 m), the cell center and
the DWBC core depth diverge when approaching the equator. Compared
to S1, the DWBC core moves upward in S2 (Figure 2.11 b) and S3 (Fig-
ure 2.11 c). At the same time, the overturning cell moves downward.
Nevertheless, in all segments S1-S3, the upwelling close to the shore
has an effect precisely opposite to that of the EDFD described above:
Isopycnals are flattened below the DWBC core and steepened above.
In accordance with the sign change in f and the related change in the
isopycnic tilt, the pseudo-zonal overturning changes its direction in the
southern hemisphere. Segments S4 and S5 each reveal a dominant anti-
clockwise overturning (negative ψ˜ in Figure 2.12) normal to the DWBC,
with downwelling close to the shore and upwelling further offshore.
Similar to the northern hemisphere, the overturning cell depth and the
DWBC core depth match at high latitudes in S5 (Figure 2.12 b), whereas
the overturning cell lies deeper than the DWBC core close to the equa-
tor in S4 (Figure 2.12 a). However, the downwelling close to the shore
flattens isopycnals below the DWBC core and steepens them above. The
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Figure 2.12: Pseudo-zonal overturning per 1 m of shoreline Ψ˜ (colors), surface-
referenced mean potential density σ0 (gray contour lines) and along-
stream flow u|| (black contour lines, dashed southwards) for the two
segments south of the equator between 9◦S and 11◦S (a, S4), 13◦S
and 15◦S (b, S5). Positive (red) Ψ˜ indicates clockwise overturning.
The red dashed line marks the DWBC core depth.
interaction between the overturning and the EDFD is thus the same in
both hemispheres, albeit anti-symmetric due to the sign-change in f.
Using an eddy-resolving version of the Los Alamos Parallel Ocean
Program (POP) model, Li et al. (2016) find a similar overturning normal
to the mean flow in distinct segments of the Antarctic circumpolar current
(ACC) and relate that overturning to the horizontal convergence of eddy
momentum fluxes. In the following, we assess the potential role of eddy
momentum fluxes for the overturning normal to the DWBC. The quasi-










where F denotes frictional forces (Vallis, 2017). We assume the first term
on the left-hand-side to be small because we look at time-averaged quan-
tities. Via Equation 2.5, the eddy momentum flux convergence (EMFC)
-∂u ′⊥u
′
‖/∂x⊥ is a potential driver of the mean across-stream flow u⊥
and hence for the mean overturning described above (Figure 2.11 and
Figure 2.12). However, it becomes obvious from Figure 2.13, in which we
show -∂u ′⊥u
′
‖/∂x⊥ for segment S5, that the EMFC cannot serve as an ex-
planation for the overturning normal to the DWBC which is characterized
by a u⊥ that changes sign in the vertical, with flow towards the shore
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S5: 13°S - 15°S
Figure 2.13: Across-stream EMFC -∂u ′⊥u
′
‖/∂x⊥, surface-referenced mean poten-
tial density σ0 (gray contour lines) and along-stream flow u|| (black
contour lines, dashed southwards) for segment S5 from 13◦S and
15◦S. We compute the along-stream / across-stream momentum
flux u ′⊥u
′




‖ = (1− 2 sin
2 α)u ′v ′ +
sinα cosα(u ′2 − v ′2), where u and v are the zonal and meridional
velocity components and α is the angle between the zonal axis x and
the along-stream axis x‖. Negative (blue) indicates a deceleration
of the southward DWBC through the EMFC. The red dashed line
marks the DWBC core depth.
above the DWBC core and away from the shore below (see Figure 2.12
b). In case the overturning was related to -∂u ′⊥u
′
‖/∂x⊥, this sign change
would be reflected in the EMFC. On the contrary, Figure 2.13 does not
show any significant sign change in the vertical that resembles the scale
of the mean overturning visible in Figure 2.12 b. Instead, the EMFC seems
to sharpen the DWBC flow by decelerating it at its edges (positive in
Figure 2.13, note that the DWBC is directed southwards and hence u‖
negative) and accelerating it in its core (negative in Figure 2.13). The
sharpening of mean currents through EMFC has been described before,
predominantly for jet extension flows (e.g., Waterman and Hoskins, 2013).
We can conclude, that the eddy momentum fluxes seem not to play a role
for the overturning normal to the DWBC. Instead, the previous analysis
suggests that frictional forces are key to the mean overturning. A detailed
analysis hereof is beyond the scope of this study. We show the EMFC
only for segment S5. However, the picture is very similar in all segments
S1-S5. None of them suggests a connection between the EMFC and the
overturning normal to the DWBC.
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2.4 conclusions
We provide a consistent picture of the effect that mesoscale eddies have
on the mean density distribution near the deep western boundary current
(DWBC) in the Atlantic and the related behavior of the mean flow in the
plane normal to the DWBC between 26◦N and 20◦S. Eddies are crucial
in shaping mean density, contributing to leading order to the mean
density balance. However, the way they act on density near the DWBC is
two-fold, revealing an interesting new eddy behavior: Above the DWBC
core depth, eddies flatten isopycnals, whereas below the core, they steepen
them, albeit much weaker. This implies that eddies decrease potential
energy above the core (in agreement with a GM-like parametrization) and
increase potential energy below the core (in contradiction to a GM-like
parametrization). It has to be noted that the GM-like eddy effect above
the core is considerably stronger then the isopycnal-steepening eddy
effect below the core (Figure 2.4 and Figure 2.6).
Coarse resolution ocean models that apply a GM-like eddy parametriza-
tion, which exclusively flattens isopycnals, cannot capture the steepening
of isopycnals below the DWBC core. Potentially, this leads to a misrep-
resentation of the true DWBC depth in coarse resolution ocean models
(e.g., Baehr et al., 2004), because the steepening below the core can be
interpreted as a downward extension of the DWBC through eddies. A
detailed comparison of the DWBC depth in our eddy-resolving STORM
simulation and a coarse resolution version of MPI-OM is planned.
We find evidence for the two-fold eddy scenario by analyzing the eddy
density flux divergence (EDFD) as well as the pathways of potential
energy, which gives us confidence that the described eddy effect is a
robust property of the DWBC in our model.
Furthermore, we find that mean density near the DWBC is character-
ized by a balance between the EDFD and density advection by the mean
flow. The eddy-balancing mean advection has the shape of a pseudo-zonal
overturning circulation in the plane normal to the DWBC. In the northern
hemisphere, we observe a clockwise overturning, with upwelling close
to the shore and downwelling further offshore. Consistent with the sign
change in the Coriolis parameter, the overturning changes its direction to
anti-clockwise in the southern hemisphere. We could not find any link
between the overturning normal to the DWBC and eddy momentum
fluxes, that was recently established by Li et al. (2016) for an overturning
normal to the ACC. Instead, we hypothesize that boundary friction plays
a crucial role for the overturning normal to DWBC.
In our analysis, we focus on the Atlantic with its strong DWBC. How-
ever, other DWBCs, e.g. in the Pacific, might reveal a comparable two-fold
eddy-behavior, because like the DWBC in the Atlantic, they should be
characterized by a sign change in the lateral density gradient at the
DWBC core depth.
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Our analysis is based on geostrophy and therefore does not apply
to a narrow band around the equator. However, outside this band, the
two-fold effect of eddies on density as well as the related pseudo-zonal
overturning are present everywhere along the DWBC from 26◦N to 20◦S.
On the one hand, this scenario constitutes a systematic deviation from
what is commonly expected from mesoscale eddies. On the other hand,
the overturning normal to the DWBC, to the best of our knowledge, was
not mentioned in the literature so far and deserves further exploration.
42 eddy density fluxes near the dwbc
acknowledgments
We thank Michael Böttinger for providing the 3D-images of the DWBC
shown in Figure 2.2. Furthermore, we thank Dian Putrasahan and three
anonymous reviewers for carefully reading the manuscript and giving
valuable comments hereon. Helmuth Haak supported us in all technical
concerns. This work was supported by the Max Planck Society and the
International Max Planck Research School on Earth System Modelling.
We also thank the German consortium project STORM, especially the
cluster of excellence CliSAP of the University Hamburg, for making the
0.1-degree simulation possible.
3
O V E RT U R N I N G R E S P O N S E T O A D O U B L I N G O F T H E
S U R FA C E W I N D S T R E S S I N A N E D D Y I N G A N D A
N O N - E D D Y I N G O C E A N
this paper is in preparation for submission as :
Lüschow, Veit, Jin-Song von Storch, and Jochem Marotzke (2020). Over-
turning response to a surface wind stress doubling in an eddying and a
non-eddying ocean, in preparation.
author contributions
VL and JSvS designed the sensitivity experiments with input from JM. VL
outlined the research questions and performed the research and drafted
the manuscript with inputs from JSvS and JM. All authors contributed




Overturning response to a doubling of the surface
wind stress in an eddying and a non-eddying ocean
Veit Lüschow, Jin-Song von Storch and Jochem Marotzke
Max Planck Institute for Meteorology, Bundesstr. 53, 20146 Hamburg, Germany
abstract
We compare the overturning response to wind stress changes of
an eddying and a non-eddying ocean and find differences in the
deep overturning cell in the Atlantic with substantial implica-
tions for the deep western boundary current (DWBC). Numerous
modeling studies have already demonstrated the importance of
mesoscale eddies for the response of certain ocean features such
as the southern ocean overturning. However, the role that eddies
play for the deep overturning response is less clear. We ran an
uncoupled twin experiment with the non-eddying GR15 and the
eddying STORM configuration of the MPI ocean model, using
the standard NCEP forcing and the NCEP forcing with 2x surface
wind stress. The response in the Atlantic meridional overturning
circulation is similar in the eddying STORM and the non-eddying
GR15, showing an increase by about 4 Sv (∼25%, 1 Sv = 106
m3s−1). In contrast, the DWBC responds with a speedup in GR15
and a slowdown in STORM. We demonstrate that eddy vorticity
fluxes are heavily involved in the DWBC slowdown in STORM
and thereby we provide an explanation for the response differ-
ence between the eddying and non-eddying configuration. Our
results emphasize the importance of mesoscale eddies in shaping
the deep overturning response and furthermore suggest the exis-
tence of a so far unknown eddy-induced interaction between the
upper and the bottom overturning cell in the Atlantic between
20◦ N and 5 ◦ N.
3.1 introduction
Modifications to the Earth’s surface wind field due to climate change
has been observed (Marshall, 2003; Thompson and Solomon, 2002), and
further changes are likely in the future (e.g., Bracegirdle et al., 2013;
Farneti et al., 2015; Gillett and Fyfe, 2013). In particular for the southern
ocean (SO) westerlies, which are anticipated to strengthen and shift
southwards, we expect these changes to have considerable influence on
the ocean mean state. The strength and shape of the Atlantic meridional
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overturning circulation (AMOC), which is responsible for large parts
of the global oceanic meridional heat transport, might be significantly
affected by changes in the SO winds. A detailed understanding of the
AMOC response to surface wind changes is required in the light of
climate change.
Previous studies about the overturning’s wind sensitivity mostly fo-
cused on the direct response of the upper overturning cell, which we usu-
ally refer to as AMOC cell. It was expected to strengthen linearly with in-
creasing SO wind stress (’Drake passage effect’, Toggweiler and Samuels,
1995, 1998) until Henning and Vallis (2005) and Hallberg and Gnanade-
sikan (2006) detected a reduction in the overturning wind sensitivity
when switching from non-eddying to more realistic eddy-permitting
ocean models (see Gent (2016) for a review on this process named ’eddy
compensation’). Nevertheless, the vital role of the wind stress in control-
ling the SO pathway for dense water towards the surface and thus its
role for the AMOC remains undisputed (Marshall and Speer, 2012).
Besides this direct link between wind stress and AMOC, the concept of
the ’ocean seesaw’ (Broecker, 1998) provides a possible second, indirect
link. Patara and Böning (2014) recently demonstrated how a weakening of
the bottom overturning cell induced by reduced Antarctic bottom water
(AABW) formation may lead to a stronger upper AMOC cell. While the
AABW reduction in their experiment was initiated by perturbations in the
SO buoyancy, AABW formation can also be influenced by SO winds (e.g.,
Brix and Gerdes, 2003; Poulsen et al., 2018). Hence, the ocean seesaw
opens up a second route for the SO wind stress to affect the AMOC
strength.
In this manuscript, we present wind sensitivity experiments con-
ducted with one non-eddying and one eddying configuration of the
same realistic-geometry Max-Planck-Institute ocean model (MPI-OM). It
turns out that the response to a wind stress doubling is a seesaw charac-
terized by a strengthening of the upper (AMOC) cell and a weakening
of the bottom (AABW) cell in both configurations. However, the bottom
cell and the DWBC, which comprises both the lower limb of the AMOC
cell and the upper limb of the bottom cell, respond differently in the
two configurations. The difference points to the need for a more detailed
inspection of the response of the deep circulation and the role of eddies
there. As far as we know, this deep response has not yet been studied in
eddy-resolving setups and so it will be investigated here.
Based on the described outcome of our sensitivity experiments, we
formulate the following guiding research questions: (i) Can we relate the
response differences in the DWBC to whether eddies are resolved or not?
(ii) And if yes, what are the implications for our understanding of the
ocean seesaw in the real (eddying) ocean? By answering these questions,
we try to provide a new perspective on what role mesoscale eddies may
play for the AMOC response to forcing changes: Besides dampening
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the above discussed direct impact of SO wind stress on AMOC (eddy
compensation), eddies might also control the response of the DWBC
to forcing changes and in doing so exert an indirect control over the
overturning response.
The design of our wind sensitivity experiment is not guided by the
most likely future state of the wind field. We choose to double the wind
stress in order to provoke a large signal in the ocean response. Our aim is
rather to gain a conceptual understanding of the processes involved than
to quantify the actual strength of the overturning response to changes in
the surface winds. Due to the high computational costs of the STORM
configuration, we could run the sensitivity experiments for only 31 years
from 1980 to 2010, and thus we will focus on the decadal scale response.
Nevertheless, we finds significant modifications of the ocean mean state
within that period and thus consider our results meaningful. Other high-
resolution sensitivity studies analyze simulations of comparable length
(e.g., Bishop et al., 2016; Hogg et al., 2017; Poulsen et al., 2018).
The paper begins with a description of our experimental setup (Sec-
tion 3.2), before illustrating the quasi-steady state overturning response.
It shows a substantial DWBC slowdown in the eddying STORM configu-
ration (Section 3.3). In Section 3.4, we show that a link exists between this
DWBC slowdown and eddy vorticity fluxes (EVF). We then analyze in de-
tail the evolution of the response signal and suggest a potential response
mechanism that caused the DWBC slowdown. Section 3.6 contains a
discussion and conclusions.
3.2 experiment design
We use two different configurations of the global ocean model MPI-OM.
One was developed within the German consortium project STORM with
a tripolar grid at 0.1◦ horizontal resolution (’STORM’), which we assume
to be eddying. The other is a standard MPI-OM version and utilizes a
bipolar grid with an effective resolution of about 1.5◦ (’GR15’), which we
assume to be non-eddying. Running three different scenarios with three
different surface wind stresses in each model configuration (eddying and
non-eddying) enables us to test if the ocean’s response to changes in the
surface wind stress depends on whether mesoscale eddies are resolved
or not.
In the control scenario, we apply the standard NCEP-NCAR Reanalysis-
1 forcing (Kalnay et al., 1996) and run it from 1948 to 2010. These runs will
be referred to as S1X for the STORM and G1X for the GR15 configuration.
Please note also the gray table in Figure 3.1 for the experiment labeling.
In the first sensitivity scenario, we double the zonal and meridional wind
stress by adding their monthly climatology to the original NCEP wind
stress from the year 1980 onward (experiments referred to as S2X for
STORM and G2X for GR15, Figure 3.1). In the second sensitivity scenario,
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GR15 STORM
1X NCEP G1X S1X
2X NCEP G2X S2X
2X NCEP in SH G2Xsh S2Xsh
Figure 3.1: Three different zonal mean zonal wind stress fields that we use for
this paper, averaged in the period between 1948 to 2016: Standard
NCEP wind stress (1X NCEP, light red), globally doubled NCEP
wind stress (2X NCEP, dark red) and NCEP wind stress doubled
only in the southern hemisphere (2X NCEP in SH, dashed black). The
gray table gives an overview over the experiments we ran (3 different
wind stresses × 2 different model configurations = 6 experiments).
we double the wind stress only in the southern hemisphere by adding
to the standard NCEP wind stress the monthly climatology multiplied
by a sine function. This sine function is centered around the maximum
negative wind stress at 48◦ S and declines to zero at the equator and at
the south pole (S2Xsh for STORM and G2Xsh for GR15, Figure 3.1).
Thus, in total we analyze six different experiments, three of which
resolve mesoscale eddies (S1X, S2X, S2Xsh) and three that do not (G1X,
G2X, G2Xsh). Running one set of experiments with winds enhanced glob-
ally and one set with winds enhanced only in the southern hemisphere
makes a distinction between local and remote wind effects possible. How-
ever, the long-term response in the mean AMOC and DWBC transport as
well as their vertical response structure is quite similar in the experiments
S2X and S2Xsh on the one hand as well as G2X and G2Xsh on the other
hand. Therefore, in this manuscript we mainly focus on the two scenarios
S2X and G2X with globally doubled wind stress.
The STORM configuration with its tripolar grid has two coordinate
poles in the northern hemisphere (NH) over Asia and North America,
ensuring an essentially uniform resolution. STORM’s ability to represent
large parts of the mesoscale eddy field was demonstrated for surface
eddies (e.g., Li and von Storch, 2013; von Storch et al., 2012, 2016) and
also for deep eddies (Lüschow et al., 2019). The GR15 configuration
uses a bipolar grid with a resolution of about 180 km in our region of
interest at low latitudes, rendering it mostly free of eddies. Consequently,
the Gent-McWilliams (GM) eddy-parameterization (Gent et al., 1995) is




























































Figure 3.2: AMOC stream functions for the four experiments with standard
NCEP wind stress, S1X (top-left) and G1X (top-right) and with
doubled NCEP wind stress, S2X (bottom-left) and G2X (bottom-
right). Stream functions are computed from data averaged between
2001 and 2010. Red numbers and arrows belong to the upper (AMOC)
overturning cell. They are diagnosed at 1000 m depth and averaged
between 5◦ N and 20 ◦ N. Blue numbers and arrows belong to
the bottom (AABW) cell, diagnosed at 4000 m depth and likewise
averaged between 5◦ N and 20 ◦ N. Black numbers and arrows show
the total southward DWBC transport.
switched off in STORM while switched on in GR15. The strength of the
parameterization in GR15 is controlled via the GM thickness diffusivity
that is defined as a value scaled with the grid size in MPI-OM. In these
experiments, we use the GR15 standard of 94 m2s−1 per 100 km grid
size which is a very low value compared to other models that use a
value about 10 times larger (von Storch et al., 2016). Both models have
80 vertical levels that range from 10 m level thickness at the surface to
about 250 m at the ocean bottom. Further model details as well as more
results inferred from the STORM configuration of MPI-OM can be found
in von Storch et al. (2012, 2016). Details on the GR15 configuration are
available in Jungclaus et al. (2006, 2013).
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3.3 steady state overturning response to the wind stress
doubling
The eddying STORM and the non-eddying GR15 configuration both
show signatures of the ocean seesaw with a strengthening of the upper
(AMOC) and a weakening of the bottom (AABW) overturning cell as
response to the wind stress doubling. In this section, we portray the quasi-
steady state of this response, where the AMOC and AABW transport stay
relatively constant. The quasi-steady state response arises after about 15
to 20 years and lasts for at least the last ten years of the simulation from
2001 to 2010. Therefore, for the remainder of this and the next section,
we use data that was time-averaged between 2001 and 2010; Figure 3.2
visualizes the overturning stream functions for this period. AMOC’s
steady state response is characterized by a 25 % increase in G2X and
S2X. Both configurations also share a weakening of the AABW cell. Yet,
we find significant differences in the extent of this weakening. In the
following, we will see that this has consequences for the DWBC.
Doubling the wind stress leads to an increase in the northward surface
transport of about 4.5 Sv in STORM and 4.0 Sv in GR15, respectively.
Necessarily, the southward return flow of NADW has to increase, too.
However, the relatively strong AABW cell in S1X (8.8 Sv) significantly
weakens in S2X (0.9 Sv). This means that although the upper overturning
cell strengthens when the wind stress is doubled, the DWBC transport,
consisting of NADW from the upper and AABW from lower cell, decreases
from S1X (25.3 Sv) to S2X (21.9 Sv). The bottom cell in G1X is already
comparatively weak (3.5 Sv), and it further decreases in G2X (1.1 Sv).
Nevertheless, this implies a net increase in the DWBC transport from G1X
(20.3 Sv) to G2X (21.9 Sv). In addition to different response signs in S2X
and G2X, the DWBC response magnitude differs by a factor of two (-3.4
Sv in S2X and +1.6 Sv in G2X). In terms of flow speed, the described
transport changes translate to a DWBC slowdown in the eddying S2X (see
Figure 3.3) and a speedup in the non-eddying G2X (not shown).
This response difference might be caused entirely by different basic
states in STORM and GR15. In particular, the bottom overturning cell in
S1X is more than twice as strong as in G1X (see Figure 3.2). In order to get
a better understanding of what role the basic state plays for the response,
we conduct two more runs with the non-eddying GR15 configuration
which we call G1X* and G2X*. In the new runs, we increase the surface
salinity nudging south of of 65◦ S by 1 psu. In agreement with Brix and
Gerdes (2003), such a tuning leads to more AABW formation and hence
a stronger bottom overturning cell without significantly affecting the
upper cell; G1X* now shows 4.9 Sv bottom overturning, whereas G2X*
has 1.5 Sv. The response magnitude of the bottom cell in G2X* (3.4 Sv) is
of the same magnitude as in G2X (2.4 Sv), but significantly lower than
in S2X (7.9 Sv). And analogous to G2X, the DWBC in G2X* speeds up
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Figure 3.3: Depth/across-stream view of the DWBC: Difference S2X-S1X in
the along-stream flow, multiplied by βsinα, βsinα∆u‖ (II in Equa-
tion 3.6), averaged along the DWBC between 20◦ N and 5◦ N. We
also applied a Gaussian filter in the across-stream direction with a
half-width of 10 km.
as compared to the control run G1X*. Despite the tuning, the bottom
cell in G1X* is still significantly weaker than in S1X. Nonetheless, the
similarity in the response of G2X and G2X* together with the fact that
they both differ considerably from S2X suggests that the basic state is less
important than the resolution. In the next section, we will provide further
evidence for the resolution dependence of the response by showing that
a link exists between the DWBC slowdown in the STORM configuration
and mesoscale eddy fluxes.
3.4 eddies and the dwbc slow down in the steady state
reponse
Rhines and Holland (1979) and Holland and Rhines (1980) provide one
of the first detailed descriptions of how mesoscale eddy fluxes can drive
a mean flow. In their two-layer quasi-geostrophic model, eddy fluxes
of potential vorticity u ′q ′ drive a mean flow u via the time-averaged
potential vorticity equation
u · ∇q = −∇ · (u ′q ′), (3.1)
where primed quantities denote fluctuations due to mesoscale eddies,
overbars indicate mean fields and q is potential vorticity. Van Sebille et al.
(2012) only recently used a 0.1◦ horizontal resolution primitive equation
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ocean model to link the pathway of the eastward going branch of the
DWBC near the southern tip of Africa to upper ocean eddies (the famous
Aghulas rings), likewise via eddy fluxes of potential vorticity and now a
3D version of Equation 3.1.
Applying the quasi-geostrophic approximation and averaging in the
along-stream direction, the eddy flux of potential vorticity, u ′q ′, can be




















(e.g., Olbers et al., 2012) with x‖ being the along-stream and x⊥ the across-
stream direction, angle brackets 〈·〉 denote an along-stream average and
ρ is density. In the literature, the first term on the right-hand-side (rhs) of
Equation 3.2 refers to the eddy vorticity flux (EVF) and the second term
to the eddy thickness flux (ETF, e.g., Vallis, 2017), comprising the across-
stream eddy density flux u ′⊥ρ ′. In both of the above examples, eddies are
primarily generated in the upper ocean (the upper layer, respectively) and
drive, via the ETF component a mean flow u across isolines of q in the
layer underneath. In both studies, the EVF component is less important
(Holland and Rhines, 1980; Van Sebille et al., 2012). However, Spall (1994)
speculates that the EVF potentially also plays a significant role near the
DWBC.
3.4.1 Eddy vorticity fluxes and DWBC slow down
In this section, we show that the DWBC slow down in the eddying
STORM configuration is closely linked to EVF. Our starting point is the






−∇H · u ′ζ ′ (3.3)
(e.g., Olbers et al., 2012), where ζ = ∂v/∂x− ∂u/∂y is the z-component
of the relative vorticity and β = ∂f/∂y is the meridional gradient of the
Coriolis parameter f. We describe the vertical velocity by w. Please note
that the material derivative DH/Dt = ∂/∂t+ u∂/∂x+ v ∂/∂y contains
only the horizontal advection by the mean flow.
Furthermore, we transform Equation 3.3 into an along/across-stream
coordinate system in which one horizontal axis points into the nega-
tive along-stream direction x‖ (x‖ is directed approximately northwards)
and the other in the across-stream direction x⊥ (x⊥ is directed approx-
imately westwards towards the shore). Averaging along the DWBC (in
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Figure 3.4: Depth/across-stream view of the DWBC: Colors show the differ-





in Equation 3.6). Black contour lines show the difference S2X-S1X
in the along-stream flow, βsinα∆u‖ (II in Equation 3.6). Solid lines
denote positive, dashed lines negative values, the contour interval is
1.5× 10−12. All quantities are averaged along the DWBC between
20◦ N and 5◦ N, and we applied a Gaussian filter in the across-stream
direction with a half-width of 10 km. Please note that βsinα∆u‖ can
also be found in Figure 3.3 in colors.
The convergence of the EVF (last term on the rhs of Equation 3.3) sim-
plifies when taking the along-stream average (e.g., Olbers et al., 2012).
Furthermore, the DWBC is directed approximately southwards, the angle
α between the zonal (x-) axis and the negative DWBC is close to 90◦, so
that |sinα| > |cosα|. Given the fact that by definition, the along-stream
flow u‖ is stronger than the across-stream flow u⊥, we assume the third
term on the left-hand-side (lhs) of Equation 3.4 to be much smaller than
the second one. In other words, the across-stream advection of planetary























Because we are interested in what causes the DWBC slow down, i.e.
the difference in the along-stream flow u‖ between S1X and S2X, we
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The symbol ∆ denotes the difference of a quantity between S1X and
S2X, ∆[ · ] = (·)S2X − (·)S1X. Please note that we omitted the angle brackets
〈·〉 from the along-stream averaging. The resulting relation provides a
possible link between the convergence of the EVF (IV in Equation 3.6)
and the flow in x‖-direction (II in Equation 3.6). For this link to be
meaningful, the remaining terms I and III need to be small either because
the respective terms are small in both S1X and S2X, or because they are
similar in S1X and S2X and therefore their difference is negligible.
We show term II from Equation 3.6 in Figure 3.3. The narrow weak
negative (blue) anomaly close to the shore indicates a region in which the
DWBC in S2X is stronger than in S1X (the DWBC is going southwards
and hence shows up as negative u‖). However, more dominant is a larger
region further offshore, where Figure 3.3 shows a strong patch of positive
(red) ∆u‖. This is the DWBC slowdown that causes the reduced DWBC
transport discussed in Section 3.3. Because we plot an average between
20◦ N and 5◦ N, we expect the DWBC slowdown in Figure 3.3 to be
representative for most of the coherent part of the DWBC in the NH
which is said to range from south of the Bahamas (25◦ N) to the equator
(e.g., Buckley and Marshall, 2016; Rhein et al., 2015).
The colored shadings in Figure 3.4 depict the difference in the conver-
gence of the EVF (IV from Equation 3.6). For comparison, the difference
in the advection of planetary vorticity (i.e. the DWBC slowdown, II in
Equation 3.6, see Figure 3.3) is shown in black contour lines. We observe
quite good agreement between the two terms in their spatial distribution
as well as in their magnitude: The weak negative flow-anomaly (dashed
black contours between about 50 and 110 km from the coast in Figure 3.4)
as well as the dominant positive flow anomaly (solid black contours
between about 150 and 220 km from the coast in Figure 3.4) coincide with
negative (blue) and positive (red) values in term IV from Equation 3.6,
i.e. with the convergence of the EVF.
The magnitude of the vortex stretching term f∂∆w/∂z (III in Equa-
tion 3.6), shown in Figure 3.5, is significantly smaller than the respective
EVF-term IV, shown in Figure 3.4. Likewise, the difference in the mean ad-
vection of relative vorticity ∆[uH · ∇Hζ] (I from Equation 3.6) is of smaller
magnitude than the EVF-term (compare Figure 3.6 and Figure 3.4).
The analysis of the terms I-IV from Equation 3.6 suggests that the
dominant balance is between the advection of planetary vorticity (II) and











Because β and sinα are independent of the wind stress, we conclude that
the DWBC slow down visible in the time-averaged response (∆u‖ > 0 in
Figure 3.3) is primarily balanced by EVF. This EVF is not present in the
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Figure 3.5: Depth/across-stream view of the DWBC: Colors show the differ-
ence S2X-S1X in the vortex stretching, f∂∆w/∂z (III in Equation 3.6).
Black contour lines show the the difference S2X-S1X in the along-
stream flow, βsinα∆u‖ (II in Equation 3.6). Solid lines denote pos-
itive, dashed lines negative values, contour interval is 1.5× 10−12.
All quantities are averaged along the DWBC between 20◦ N and 5◦
N, and we applied a Gaussian filter in the across-stream direction
with a half-width of 10 km. Please note that βsinα∆u‖ can also be
found in Figure 3.3 in colors.
coarse resolution configuration GR15 and is also not captured by the GM
parameterization for mesoscale eddies.
In this manuscript, we look only at the difference between the vorticity
budget in S1X and S2X, in which the planetary vorticity advection term (II
in Equation 3.6) is largely balanced by the EVF term (IV in Equation 3.6,
see Figure 3.4). However, the EVF also contributes significantly to the
individual vorticity budgets for S1X and S2X, helping to balance the
advection of planetary vorticity by the mostly southward directed DWBC
(we show each term from the vorticity budget in the order in which they
appear in Equation 3.5 for S1X and for S2X in the Appendix). This is a
remarkable finding because in the classic Stommel and Aarons model of
the abyssal circulation (Stommel and Arons, 1959), planetary vorticity
advection is balanced by the vortex stretching resulting from uniform
upwelling in the interior (f∂w0/∂z ≈ βv). In the western boundary region
(i.e. in the DWBC), mainly boundary friction (e.g., Olbers et al., 2012)
or the mean advection of relative vorticity (e.g., Edwards and Pedlosky,
1998; Johnson et al., 2019) have been discussed as candidates to balance
the planetary vorticity advection, while the EVF is mentioned less.
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Figure 3.6: Depth/across-stream view of the DWBC: Colors show the difference
S2X-S1X in the mean advection of relative vorticity, ∆[uH · ∇Hζ] (I in
Equation 3.6). Black contour lines show the the difference S2X-S1X
in the along-stream flow, βsinα∆u‖ (II in Equation 3.6). Solid lines
denote positive, dashed lines negative values, contour interval is
1.5× 10−12. All quantities are averaged along the DWBC between
20◦ N and 5◦ N, and we applied a Gaussian filter in the across-stream
direction with a half-width of 10 km. Please note that βsinα∆u‖ can
also be found in Fig. Figure 3.3 in colors.
3.4.2 Eddy thickness fluxes
We have shown that the DWBC slow down (∆u‖ > 0), occurring as a
response to a doubling of the surface wind stress, is directly related to the
convergence of the EVF. But what about the eddy thickness flux (second
term on rhs of Equation 3.2), whose magnitude is usually assumed to be
larger than that of the vorticity flux (Hogg, 1983; Holland and Rhines,
1980; Van Sebille et al., 2012)?
Eliminating w between Equation 3.5 and the time averaged density
budget, which we assume to be reasonably approximated by u · ∇ρ ≈
−∇ · u ′ρ ′ near the DWBC (Lüschow et al., 2019), yields the along-stream































It allows a direct comparison of the ETF component (first term on the
rhs) and the EVF component (second term on the rhs). In other words,
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Figure 3.7: Depth/across-stream view of the DWBC: Colors show the differ-
ence S2X-S1X in the divergence of the ETF, ∂/∂z∆[f∇ · u ′⊥ρ ′/∂ρ/∂z].
Black contour lines show the the difference S2X-S1X in the along-
stream flow, βsinα∆u‖ (II in Equation 3.6). Solid lines denote pos-
itive, dashed lines negative values, contour interval is 1.5× 10−12.
All quantities are averaged along the DWBC between 20◦ N and 5◦
N, and we applied a Gaussian filter in the across-stream direction
with a half-width of 10 km. Please note that βsinα∆u‖ can also be
found in Fig. Figure 3.3 in colors.
Equation 3.8 enables us to compare the influence of eddy vorticity versus
eddy density fluxes on the DWBC mean flow. The difference S2X-S1X
of the ETF term in Equation 3.8, ∂/∂z∆[f∇ · u ′⊥ρ ′/∂ρ/∂z], is shown in
Figure 3.7. Its magnitude is significantly smaller than the respective
EVF term (shown in Figure 3.4) and its spatial distribution does not
resemble the flow difference ∆u‖ > 0 (black contour lines in Figure 3.7).
We conclude that eddy fluxes of thickness are less relevant for the DWBC
slow down in S2X. This seems reasonable when regarding the ratio of












It increases with depth for strong, deep eddies because the eddy swirl
speed V ′ stays more or less constant with depth while variations in
density ρ ′ decrease with depth like the surrounding stratification does.
Thus, the relative importance of eddy vorticity fluxes can be expected
to increase for vertically coherent eddies such as those in the DWBC
(Lüschow et al., 2019).
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Figure 3.8: Depth/across-stream view of the DWBC: Colors show the difference
S2X-S1X in eddy kinetic energy (EKE). Black contour lines show
the difference S2X-S1X in the along-stream flow, βsinα∆u‖ (term II
in Equation 3.6). Solid lines denote positive, dashed lines negative
values, the contour interval is 1.5× 10−12. All quantities are averaged
along the DWBC between 20◦ N and 5◦ N, and we applied a Gaussian
filter in the across-stream direction with a half-width of 10 km.
3.4.3 Causes for the DWBC slow down
The relation between DWBC slow down and EVF (Figure 3.4) in the
time-averaged vorticity budget is an empirical statement about a balance.
By itself, it does not contain an answer to the question if the eddy fluxes
play an active or passive role for the slow down. With passive, we mean
that eddies only react to the elsewhere caused DWBC slow down by
providing the vorticity input that is necessary to compensate for the
change in planetary vorticity advection. With active on the other hand,
we refer to a scenario in which a change in the eddy field actively slows
down the DWBC via eddy fluxes. In case the eddies play an active role,
the question arises what causes the change in the eddy field and thereby
triggers the DWBC slow down. This subsection as well as the following
section contain arguments why we think that eddies might indeed play
a rather active role for the DWBC slow down and that the change in
the eddy field is triggered by a response in the northward flow that lies
above the DWBC.
The response of the EVF is not confined to the depth range of the
DWBC between 1000 m and 4000 m but instead extends over the whole
water column (Figure 3.4). Furthermore, the response in EKE shows a
strong increase not only in the upper ocean but also near the DWBC (see
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Figure 3.9: Same plot as in Figure 3.4, but now for scenario S2Xsh. Colors





⊥] (analogue to term IV in Equation 3.6 for scenario
S2Xsh instead of S2X). Black contour lines show the difference S2Xsh-
S1X in the along-stream flow, βsinα∆u‖ (analogue to term II in
Equation 3.6). Solid lines denote positive, dashed lines negative val-
ues, the contour interval is 1.5× 10−12. All quantities are averaged
along the DWBC between 20◦ N and 5◦ N, and we applied a Gaus-
sian filter in the across-stream direction with a half-width of 10
km.
Figure 3.8). In a DWBC that slows down, the generation of mesoscale
eddies likewise declines. Hence, that EKE near the DWBC rises implies
that the additional EKE originates not in the DWBC but is generated non-
locally, most likely in the upper ocean northward flow. Taken together,
the responses of EKE and EVF suggest that changes of the DWBC eddy
field originate not in the DWBC depth range but are caused above the
DWBC where the northward flow lies.
At this point, use the second sensitivity experiment, S2Xsh, in which
we double the wind stress only over the SO. This experiment allows a
distinction between remote and local effects of the wind stress doubling.
The DWBC slow down in S2Xsh resembles that of S2X in its spatial
structure and magnitude (see the black contour lines in Figure 3.9 that
is an S2Xsh analogue to Figure 3.4). And also the response in the EVF
term (IV from (3.6)) is quite similar in S2X and S2Xsh (compare colored
contours in Figure 3.9 and Figure 3.4). Hence, the NH response in the
eddy field near the DWBC, in particular in the EVF visible in Figure 3.4
and Figure 3.9, cannot be due to changes in the local NH wind forcing.
Instead, it must be caused by the wind stress doubling over the SO.
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Figure 3.10: 12 months running mean response at 13◦ N of: (Top panel): Total
meridional transport between the surface and 1000 m depth (’UP-
PER’, purple), between 1000 m and 4000 m (’DWBC’, turquoise)
and between 4000m and 6000 m depth (’BOTTOM’, yellow); (lower
panel): AABW formation indexed by the mixed layer depth in the
Atlantic sector in the SO, 50◦ W –17◦ W, 66◦ S –73◦ S (’MLD SO’,
black). All solid lines refer to the response of the scenario with
globally doubled wind stress, S2X-S1X. All dashed lines refer to the
response of the scenario with the wind stress doubled only over the
SO, S2Xsh-S1X. The wind stress doubling in S2X and S2Xsh was
executed in the year 1980.
However, changes in the NH eddy field need to be triggered by changes
in the local NH mean flow. In the next section, we show that one potential
candidate for such a mean flow change is the increase in surface flow
that occurs before the DWBC transport declines.
3.5 evolution of the response in the storm runs s2x and
s2xsh
The top panel of Figure 3.10 shows the response time series for the merid-
ional transport at 13◦ N. This latitude is one example within the domain
studied; however, the qualitative behavior is similar everywhere between
5◦ N and 20◦ N. Following Shakespeare and Hogg (2012), we split the
transport into three layers: upper ocean (northward) transport between 0
m and 1000 m depth (Figure 3.10); DWBC (southward) transport between
1000 m and 4000 m depth; bottom (northward) transport between 4000
m and the ocean bottom.
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The quasi-steady state response of S2X was already discussed via the
time-averaged overturning streamfunctions (Figure 3.2); it emerges in its
final form around 1995: The decrease in DWBC (Figure 3.10) is linked
to the strong decrease in BOTTOM and partly counteracted by a milder
increase in UPPER. But how does the wind induced signal propagate
from the surface where the wind stress is doubled towards the deep
ocean where the bottom overturning cell declines?
The most obvious propagation route would be via the SO, where
the wind stress potentially affects the rate of AABW formation that
feeds the bottom overturning (e.g., Brix and Gerdes, 2003; Poulsen et
al., 2018; Rahmstorf and England, 1997; Shakespeare and Hogg, 2012).
However, previous studies expect the cross-equatorial propagation of
AABW signals from the SO towards the NH to take at least a decade (e.g.,
Masuda et al., 2010; Zanowski and Hallberg, 2017). In contrast, the S2X
response at 13◦ N occurs after only 2 years in 1982. This suggests that the
response mechanism is rather local in the NH. A potential trigger for this
local response is the upper ocean northward transport, (UPPER, solid
purple in Figure 3.10): It shows a strong increase within a short time
period right before BOTTOM (solid yellow) and DWBC (solid turquoise)
begin to decay. This increase in the northward mean flow right above
the DWBC might be responsible for the EKE increase near the DWBC
(Figure 3.8) and the response in the EVF (Figure 3.4).
Again, it is informative to compare the responses of S2Xsh (dashed lines
in Figure 3.10) and S2X (solid lines). Their quasi-steady state overturning
response is nearly identical, implying that on decadal timescale, the
response is controlled by the SO wind stress. However, all time series in
Figure 3.10 show that the response in S2Xsh is delayed by about 4 years
as compared to S2X. Like in S2X, we note in S2Xsh a short increase in
UPPER (dashed purple line) right before BOTTOM and DWBC decline.
If the above-mentioned interaction between the surface northward flow
(UPPER) and the DWBC exists, it provides a potential explanation for the
response delay in S2Xsh. Because while in S2X, the initial peak in UPPER
is caused by the NH wind stress doubling, UPPER at 13◦ N in S2Xsh can
increase only due to the remote effect of the SO wind stress doubling, i.e.
via the Drake passage effect. This however happens on interannual to
decadal timescales (e.g., Klinger and Cruz, 2009) and thus serves as an
explanation for the 4 years response delay of S2Xsh.
One further peace of evidence comes from the time series of AABW
formation shown in the lower panel of Figure 3.10 (indexed by the mixed
layer depth in the Atlantic sector of the SO). Apparently, the amount of
AABW formation decreases after the DWBC and BOTTOM cell transport
at 13◦ N decline. Such an order of events is in contrast to previous studies
that report perturbations in the AABW formation to precede changes in
the bottom overturning cell (e.g., Patara and Böning, 2014; Purkey and
Johnson, 2012).
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Hence, the response time series in Figure 3.10 provides three hints for
the existence of a local NH response mechanism that slows down the
DWBC via eddy fluxes and thereby weakens the bottom overturning cell:
(i) a decline of the bottom overturning cell rooted in a reduction of AABW
formation, as was used as an explanation in previous studies, can be
ruled out. The bottom overturning declines before the AABW formation
goes down. Furthermore, two years response time in S2X is not enough
time for a signal induced in the SO to travel to 13◦ N; (ii) in both S2X and
S2Xsh, the rapid decline in the southward DWBC transport is preceded by
a strengthening of the overlying northward transport; (iii) an interaction
between the surface flow and the DWBC could explain the remarkable
response delay in S2Xsh; while the northward flow strengthens more
or less immediately in S2X due to the local impact of the wind stress
doubling, it takes a couple of years longer in S2Xsh because here it
happens via the Drake passage effect in the SO.
3.6 discussion and conclusion
In this manuscript, we compare a set of wind sensitivity experiments in
one eddying (’STORM’, 0.1◦ resolution) and one non-eddying (’GR15’,
1.5◦ resolution) configuration of the same realistic geometry ocean model
MPI-OM. This final section begins with the discussion of the analysis
of the steady state response (Section 3.6.1). After that, we discuss ideas
on what we can learn from the temporal evolution of the response
(Section 3.6.2), before drawing conclusions (Section 3.6.3).
3.6.1 Quasi-steady state response
All sensitivity runs reach a new quasi-steady state within about 15 years
after the wind stress doubling. We analyze this quasi-steady state re-
sponse by looking at time-averaged data from 2001 to 2010, which gives
us robust statistics of the effect of mesoscale eddy fluxes.
In both configurations, the response is in principal agreement with the
ocean seesaw concept; the upper (AMOC) cell strengthens whereas the
bottom (AABW) cell weakens. Yet, while the two configuration’s response
magnitude in the upper cell is similar (roughly 4 Sv increase), they
strongly disagree regarding the magnitude of the bottom cell response (8
Sv decrease in STORM and 2 Sv decrease in GR15). This leads to opposing
responses in the DWBC, which speeds up in GR15 and slows down in
STORM (see Figure 3.2). GR15 and STORM have different basic states
regarding the bottom overturning cell, which may have an influence on
their response behavior. However, we provide strong evidence that the
response differences are rather rooted in the fact that STORM explicitly
resolves mesoscale eddies whereas GR15 does not. By analyzing along-
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stream averages between 20◦ N and 5◦ N, we show that eddy fluxes of
relative vorticity essentially balance the DWBC slow down in the time-
averaged vorticity budget of STORM (Section 3.4). Based on this analysis,
we cannot robustly say that mesoscale eddy fluxes actively slow down
the DWBC. But we can conclude from the diagnosed balance between the
slow down and the EVF (Figure 3.4 and Figure 3.9) that without explicit
representation of eddies (as in GR15), the observed slow down would
be balanced differently and hence, cannot occur in GR15. Therefore, our
vorticity budget analysis has implications for the ocean seesaw.
In the non-eddying GR15 experiments, both cells change by roughly the
same magnitude and this agrees with expectations inferred from previous
non-eddying setups (e.g., Patara and Böning, 2014). The DWBC slow
down in STORM, which we argue is dependent on resolved eddy fluxes,
allows for larger differences in the response magnitude between upper
and bottom cell. We interpret this as a decoupling of the two overturning
cells and hence conclude that the seesaw effect might be weaker in the
real (eddying) ocean than was observed in non-eddying ocean models.
Furthermore, if the wind stress is doubled only over the SO (S2Xsh
/ G2Xsh), the response magnitude and spatial structure are the same
as with globally doubled wind stress (S2X / G2X). For the response of
STORM, this implies that the diagnosed balance between DWBC slow
down and EVF is almost the same in S2Xsh and S2X (compare Figure 3.4
and Figure 3.9). Hence, the steady state response in the eddy field and
the related DWBC slow down are set by the SO wind stress and remain
unaffected by the local, NH wind stress perturbation. This is in agreement
with earlier sensitivity experiments which find the bottom cell response
to be controlled by SO processes (Brix and Gerdes, 2003; Patara and
Böning, 2014; Swingedouw et al., 2009). However, the temporal evolution
of the response shows that the response mechanism must be different in
our case.
3.6.2 Temporal evolution of the response in STORM
In previous experiments, a perturbation applied to the SO causes a change
in the AABW formation which then propagates northwards as response
signal. In contrast the overturning cell in STORM abruptly declines in the
NH (yellow in Figure 3.10) before the AABW formation ceases (black in
Figure 3.10). Hence, the bottom cell weakening cannot be caused by the
reduction of AABW formation. Also the very fast bottom cell response in
the NH within 2 years in S2X and 6 years in S2Xsh, respectively, conflicts
with the notion of a remote (SO induced) trigger for the bottom cell
response (Section 3.5).
Instead, we hypothesize that a local NH interaction with the upper
ocean northward flow via mesoscale eddy fluxes causes the DWBC
to slow down and in turn the bottom overturning cell to weaken. The
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trigger for this interaction would be the short strengthening of the surface
northward flow (purple in Figure 3.10) right before the DWBC declines
(turquoise in Figure 3.10). This strengthening would then lead to an
increase in the upper ocean eddy activity and in doing so, would also
fuel the deep eddy field (cf. the response in the EKE in Figure 3.8). Based
on this, we speculate that also the response in the EVF which extends
the whole water column (Figure 3.4 and Figure 3.9) is caused by the
strengthening of the upper ocean flow.
The hypothesis of an interaction between upper ocean northward and
DWBC flow furthermore provides a potential explanation for the 4 years
response delay in scenario S2Xsh: In S2X, doubling the NH wind stress
almost immediately strengthens the upper ocean Ekman transport. In
contrast, the intensification of the upper ocean flow in S2Xsh occurs on
the interannual to decadal timescale of the Drake passage effect (e.g.,
Klinger and Cruz, 2009). Hence, the trigger for the response in the DWBC
eddy field is delayed in S2Xsh and consequently, the DWBC slow down is
delayed, too. Although the long-term response seems to be controlled by
the SO wind stress, our proposed local response mechanism enables the
NH hemisphere conditions to affect the (short-term,interannual) response
behavior in the deep overturning.
3.6.3 Conclusions
We show that mesoscale eddies are necessary to balance the DWBC
slow down in the quasi-steady state response. Thereby, we explain why
the slow down can be observed in the eddying STORM but not in the
non-eddying GR15 configuration. For the interplay between the upper
and bottom overturning cells, this explanation implies that the tight link
between the two cells (ocean seesaw) might be an artifact of non-eddying
ocean models. Only with resolved eddies, it might be possible to capture
the DWBC slow down observed in STORM and hence to allow for the
two cells to develop more independently.
The response chronology in which the bottom overturning cell in the
NH declines before the AABW formation goes down suggests that a so
far unknown response mechanism is at work in the eddying STORM
configuration. We hypothesize that the intensification of the upper ocean
northward flow triggers the DWBC slow down via eddy fluxes and
thereby also cause the bottom cell to weaken. However, more evidence in
this point is required. E.g., the interaction of upper, DWBC and bottom
flow should be investigated in an idealized layer model such as the one
from Jayne et al. (1996) that was recently used by Le Bras et al. (2018) for
a similar purpose.
With this manuscript, we shed new light on the vorticity dynamics
near the DWBC. To the best of our knowledge, eddy vorticity fluxes
were not yet mentioned in the context of the DWBC response to forcing
3.6 discussion and conclusion 65
changes. We furthermore think that the described eddy-based response
mechanism deserves further attention and that it might be helpful in
interpreting the real ocean’s overturning response behavior.
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appendix to chapter 3
In the main text, we show only the differences S2X-S1X of the individual
terms in the vorticity budget because we were interested in the DWBC
slow down ∆u‖ = u‖,S2X −u‖,S1X. The individual terms from Equation 3.5
can be found in Figure 3.11 for S1X and in Figure 3.12 for S2X in the
order in which they appear in Equation 3.5.
Figure 3.11: Individual contributions to the DWBC vorticity equation for sce-
nario S1X, averaged between 20◦ N and 5◦ N in the order in which
they appear in Equation 3.5.
Figure 3.12: Individual contributions to the DWBC vorticity equation for sce-
nario S2X, averaged between 20◦ N and 5◦ N in the order in which
they appear in Equation 3.5.
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