In this study, we incorporate configuration mapping between simulation ensembles into the successive interpolation of multistate reweighting (SIMR) method in order to increase phase space overlap between neighboring simulation ensembles. This significantly increases computational efficiency. We use this approach to determine the coexistence curve of FCC-HCP Lennard-Jones spheres using direct molecular dynamics and SIMR. We find that the coexistence curve is highly sensitive to the treatment of the van der Waals cutoff. Using a smoothed cutoff results in nonphysical errors in the phase diagram, while the use of particle mesh Ewald for the dispersion term results in a curve that is consistent with previous results. We compare our results with other approaches, most of which rely on a variety of approximations, rather than direct computation as performed here.
I. INTRODUCTION
Polymorphism, or the ability of a crystal to pack into multiple metastable states, is important in materials design. Polymorphism affects properties of materials such as charge transport 1 and bioavailability. 2, 3 When multiple metastable polymorphs with different properties are present, the calculation of solid-solid coexistence curves becomes important. Temperature and pressure transformations are present in materials such as pharmaceuticals, 4, 5 and metals.
6,7
Traditional phase-coexistence calculation methods are either not applicable to solid-solid systems, such as the Gibbs ensemble method, [8] [9] [10] [11] or require a previously known coexistence point and suffer from increasing error due to the use of numerical integration.
12, 13 We have previously introduced the Successive Interpolation of Multistate Reweighting (SIMR) method to predict solid-solid phase diagrams.
14 This methodology does not rely on lattice dynamics, and thus is applicable in systems that are far from harmonic. It calculates the phase diagram from direct calculation of the relative Gibbs free energy using a series of direct molecular dynamics or Monte Carlo simulations without any specialized sampling techniques. It can thus can be wrapped around any molecular simulation code.
One drawback to this methodology is that it requires an overlap in the energy and volume phase space between adjacent temperature and pressure simulations. This presents a challenge in a number of situations, for example, when an extremely large pressure range is desired. Here, we present an extension of the SIMR method using a configurational mapping technique, inspired by the work of Tan and collaborators [15] [16] [17] [18] that reduces the number of simulations required and therefore the computational cost.
We also study the effect of using particle mesh Ewald to treat the long range component of the van der Waals interactions, instead of a cutoff, which we find makes a drastic difference in the shape and location of the coexistence line. Calero et al. 19 found that a cutoff of nearly 5 nm is necessary to eliminate the cutoff dependence of the anharmonic component difference alone. As part of our analysis, we demonstrate the structural reasons for this dependence on cutoff.
We have tested this method on Lennard-Jones spheres, a common test systems in molecular simulation. The Lennard-Jones potential is often used to approximate the solid phase of noble gases such as argon, as well as the highly spherical methane, and to test methodologies for more chemically complex solids. [20] [21] [22] Many methods have been used to successfully and accurately calculate the melting and vaporization lines of Lennard-Jones system, [23] [24] [25] [26] [27] [28] [29] [30] such as the Gibbs ensemble method 8, 24, 25 (for vapor-liquid) and thermodynamic integration. 26 However, it is significantly harder to calculate solid-solid phase equilibria.
In this paper, we focus on solid infinite crystal systems. While the coexistence line of the hexagonal close packed (HCP) and face centered cubic (FCC) phases of Lennard-Jones spheres has been calculated using a variety of approximations and methods, there is substantial variation in the results from these studies. All studies agree that the two stable phases of the solid LennardJones spheres are extremely close in free energy, on the range of ∆G = 1 − 10 × 10 −3 per particle in reduced units throughout most of the phase diagram, meaning that very small uncertainties or errors results in large changes and uncertainties in the phase diagram.
A number of research groups have attempted to calculate the Lennard-Jones FCC/HCP phase diagram with a range of approximations, with generally inconsistent results. Choi et al. 31 performed an early calculation using perturbation theory of the Lennard-Jones potential around the hard-sphere close packing to determine the phase boundary between the FCC and HCP solids and the liquid phase. Van der Hoef's equations were then used to obtain the residual Helmholtz energy. 32 The configurational Helmholtz free energy can then be expanded as a perturbation series and thermodynamic properties can be calculated from the first two terms. 33, 34 However, as can be seen in Figure 1 , this approach was not consistent with later, more comprehensive approaches. The coexistence line between FCC and HCP LJ structures has also been calculated using dynamic lattice theory (DLT). 35 However, this approach for obtaining the free energy of the using a harmonic approximation, which is not valid at the level of the accuracy needed here.
Calculation of the fully anharmonic Helmholtz free energy have previously been performed using Monte Carlo simulations. [36] [37] [38] In the work of Adidharma et al.
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canonical ensemble Monte Carlo simulations were performed at a variety of reduced temperatures and densities. The results from the simulations were then fit, using the energy and pressure from the simulations, and constants derived by Stillinger, 39 to the equation for the Helmholtz free energy of the Lennard-Jones solid derived by van der Hoef.
32 From the Helmholtz free energy, the coexistence line was then determined.
Lattice switch Monte Carlo is another approach that has been used to calculate the free energy difference between phases. In the lattice switch Monte Carlo method, a transformation between phases is proposed, which takes the molecules of one structure and converts the atomic positions and box vectors to those of the other phase. A range of multicanonical approaches must be applied in order to get sufficient exchange between the packings.
40,41
Once the free energy difference is calculated as a function of T and P , the phase boundary is easily determined. This method has been used to calculate the FCC-HCP coexistence line 38 and study the instability of the BCC phase relative to FCC. 42 The results of Jackson are more consistent with later methods, but are still temperature shifted, especially for smaller box sizes; for larger box sizes, the method was too inefficient to run at higher densities.
The most comprehensive study was an extension of the earlier dynamic lattice theory approach of Travesset.
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Rather than directly calculate the full free energy, the anharmonic contribution to the free energy was calculated using molecular dynamics using thermodynamic integration along a switching parameter, λ, where λ = 0 corresponds to the harmonic potential energy U DLT , and λ = 1 is the full Lennard-Jones potential, as seen in equation 16 of Calero et al. 19 Using the DLT energy and 20-50 simulations with a mixed potential λ value, the anharmonic contribution is calculated by thermodynamic integration. Once the harmonic (via DLT) and anharmonic contributions to the free energy have been calculated, a conversion must be performed to find the corresponding pressure for use in the calculation of the temperature-pressure coexistence curve. The addition of the anharmonic free energy term to the previous DLT results illustrates how a small change in free energy value results in a large change in the coexistence curve, as seen by the difference in the 'Travesset' and 'Calero' lines in Figure 1 A comparison of many of these previous FCC-HCP coexistence lines over the full range of methods is shown in Figure 1 and shows large differences between methods. All data was taken directly from temperature-pressure phase diagrams present in the papers using WebPlotDigitizer. 43 In all of the cases above, studies did not publish explicit error bars, making comparisons particularly difficult.
II. METHODS

A. SIMR phase diagram prediction method
To obtain the phase diagrams of Lennard-Jones spheres using full molecular dynamics, we used the Successive Interpolation of Multistate Reweighting (SIMR) method.
14 This method combines the reduced free energy difference values between temperature and pressure states within a polymorph, defined as βG, and a reference Gibbs free energy difference between polymorphs at the same temperature, which can then be combined to obtain the Gibbs free energy difference between polymorphs at all temperatures and pressures in the region of interest.
The reference Gibbs free energy difference value is determined using the pseudo-supercritical path method [44] [45] [46] (PSCP). This method determines the free energy required to take each polymorph from a real crystal to an ideal gas; the free energy between the two polymorphs is then the difference of those values.
The reduced free energy between states within a polymorph is found using the multistate Bennett acceptance ratio (MBAR). 47 This method uses equation 1 to iteratively solve for the reduced free energy of each state f i with respect to each other state f k , where N k is the number of configurations drawn from state k and u k (x jn ) is the reduced energy of configuration n sampled in state j and evaluated in k. The reduced energy is defined as
Using the definition of reduced free energy as given above, the Gibbs free energy difference between two polymorphs at state i is then given as equation 2. Linear interpolation is then used to find the points where the difference between polymorphs is zero, which is coexistence. The uncertainty in the coexistence points using this method is found in equation 3 where d is the magnitude of the uncertainty in the coexistence line perpendicular to the line. Full details of this method can be found in Schieber et al.
B. Configuration mapping
One requirement for simulations used for the SIMR method is that simulations adjacent in temperature or pressure have a non-negligible amount of phase space overlap, 14 as defined in equation 4. Conceptually this means that simulations have some set of configurations that they both sample. The overlap between states 1 and 2 is then dependent on the probability of all configurations, x, in each of the two distributions, P 1 and P 2 . Due to this requirement, the number of simulations performed is dependent on the width of the energy and volume distributions of the simulations. Systems with wider potential energy and volume distributions are likely to still achieve phase space overlap with wider spacing. The width of these distributions, and thus the spacing in temperature and pressure that is allowable between simulations, depends on factors such as the temperature, pressure, and the size and flexibility of the molecule. In order to decrease the number of simulations and therefore the computational resources required, it is desirable to increase the spacing between sampled states by increasing phase space overlap between states O 1,2 .
One potential way to increase phase space overlap between states is configuration mapping. [15] [16] [17] [18] 48 Configuration mapping transforms the set of coordinates in one thermodynamic state into a set of coordinates that is more likely to have a low energy in the the other thermodynamic state of interest, and evaluate the energy in the new state with the transformed configuration rather than the originally sampled configuration. We can then analytically calculate the free energy change for performing this mapping. This approach was used by Tan et al. 15, 16 to calculate the temperature dependence of the free energy of solids, by Paliwal et al. 48 to calculate the Gibbs free energy of transformation between different water models, 48 as well as in a differential form to calculate physical properties such as the heat capacity of HCP iron and the dielectric constant of the Stockmayer potential.
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Configuration mapping was shown to significantly improve precision of these calculations. Here, we propose to use this methodology to improve the phase space overlap for SIMR.
Mathematically, we define a transformation T (x), with Jacobian J(x), which is allowed to depend on the current configuration x, and ∆U (x) is the difference in potential energy between the configuration when evaluated in the original and mapped states,
. In general, this potential can also change, 48 but in this study, we only change the temperature and pressure between states.
For a simple one-step transformation using the Zwanzig equation, the free energy difference in terms of the mapping can be written as:
More generally, when using configuration mapping to calculate free energy differences with multistate reweighting, we can derive equivalent formulas by replacing the reduced energy u(x) = βU (x) + βP V used in MBAR 49 or BAR 50 in the NPT ensemble with a "warped" reduced energy, defined in Eq. 6 by analogy with "warped bridge sampling, a version of this technique used in statistics 51 to calculate the free energy difference between states. In Eq. 6, i is the state the configuration was drawn from, j is the target state the energy is evaluated in, T ij (x) is the transformed set of coordinates that were sampled from state i, and |J ij (x)| is the determinant of the Jacobian of the transformation T ij .
Equation 6 is applicable for all transformations that have a nonsingular Jacobian, but only a relatively small proportion transformations actually increase phase space overlap. If one can identify a transformation that is both relatively easy to implement and results in significant increase in overlap will depend on the system, the efficiency of the free energy calculation from state i to j can be made much more efficient. In this study, we applied this coordinate mapping approach to the system of Lennard-Jones spheres to map between states defined by different temperature and pressures. In the case of point particles such as LennardJones spheres, we only need to map the location of the particles themselves, and not deal with any internal degrees of freedom. This scaling is applied between any two pairs of simulations, as the average box vectors change both through thermal expansion and compression/expansion due to changes in pressure.
To implement this type of transformation, first, the trajectories from states i and j are read. The desired transformation between the two states is determined, which usually requires some information from both trajectories to be efficient. This transformation is then applied to the coordinates in the trajectory i. In our case, these new coordinates are written to a new trajectory file and the energy of each frame of the trajectory is then reevaluated. The warped reduced energy is calculated using the warped energy as well as the new P and T , and the reduced free energy is calculated using equation 1. For the multistate reweighting process used in SIMR, this transformation/reevaluation is performed for every set of pairs states in the (not necessarily regular) T, P grid.
This transformation we used is defined in equation 7, where r w i is the new coordinate in the target ensemble, r i is the original coordinate, and B i and B j are the average box vector matrices of the original and target trajectories.
If two simulations differ in temperature, we also scale the deviation of the particle from its equilibrium position as derived by Tan, Schultz, and Kofke 16 . This temperature scaling is carried out using the reduced coordinates r i,r , or the fractional coordinates within the box, the making this a three step process. In Eq. 7, ∆ r i is the magnitude of the deviation of the molecule from its equilibrium position, ∆ r i = r i − r i . and T i and T j are the temperatures of the initial and target trajectories. 
The determinant of this Jacobian is
|Bi| , where N is the number of particles. The '-3' is because of the removal of translational center of mass motion in the simulation. Note in this case a constant Jacobian is used for all configurations, though it theory it can be configuration-dependent. Once all of the u w ij values have been calculated, eq. 1 can be used directly to calculate the reduced free energy differences between states.
An example of the effect of this mapping on the energyvolume distribution for two temperature and pressure states in this LJ system can be seen in Figure 2 . This figure shows the difference between the overlap in energy and volume achieved between two states unmapped and using configuration mapping. The two unmapped trajectories show no overlap of their energy and volume distributions. The mapped distributions, however, shows significant overlap in energy and density, which in most cases will translate directly to overlap of configuration phase space. When this particular mapping was applied to the system of Lennard-Jones spheres, the number of states required to achieve overlap decreased significantly. Without mapping, the minimum pressure spacing required to achieve sufficient overlap for the calculation of MBAR to converge with a finite value was approximately 1 P * . With mapping, this could be increased to 25 P * , which translates directly into an efficiency increase of approximately 25 times by decreasing the number of simulations required.
C. Simulation details
The Lennard-Jones phase diagram was produced using a system of 1200 LJ spheres and a Lennard-Jones 12-6 potential. The system size was chosen based on literature results suggesting system sizes of at least 1000 atoms are sufficient to avoid system size effects.
52,53 Panagiotopoulos, et al. showed that for a 3-D fluid, the melting curve did not significantly change width between system sizes of 729 and 1728 atoms. 53 In this study the average width of the curve changed by 0.008 T * when moving from 729 to 1728 atoms in a 3-D fluid, which is well within our uncertainties. For FCC-HCP coexistence, the sensitivity may be larger. In a limited study of Jackson et al. 38 a change of size from 216 to 1728 gave rise to a shift of about 0.1 T * in the FCC-HCP coexistence line. Since our study is nearer the upper end, size dependence will be relatively small compared to the uncertainty, as discussed later. The Lennard-Jones parameters for OPLS-UA methane were used in the simulations themselves (σ = 0.373 nm, = 1.2304 kJ/mol, m=16.043 amu) 54 though all results are reported in reduced units. The range of the phase diagram was chosen to correlate with previous lattice dynamics studies of Lennard-Jones spheres. 35 The temperature in reduced units was 0.066 to 0.466 and the pressure was between 0.003 and 508.9, which corresponded to 10 to 70K and 1 to 200001 bar in real units. This temperature range was chosen in order to include the region of predicted coexistence without including the region of melting. The pressure range was chosen to include the maximum HCP temperature stability point and the reentrant behavior. Simulations were initially spaced every 0.066 T * and 25.44 P * . All molecular dynamics simulations of Lennard-Jones spheres were performed with GROMACS 2018, 55,56 using a velocity Verlet integrator and Nosé-Hoover temperature control 57 with a time constant of 1.485 reduced units (2 ps). Isotropic Martyna-Tobias-Tuckerman-Klein (MTTK) 58 pressure control with a time constant of 7.24 reduced units (10 ps) was used. This combination of integrator and pressure control was chosen because it was shown to be the most stable for NPT simulation of small LJ systems in GROMACS at high pressure. All PME simulations were run for 9 million steps at a time step length of 0.00297 t * (4 ps) for a total simulation time of 26,728 t * . Potential switch simulations were run with the same time step for 11,879 t * . Two types of simulations were run to determine the phase diagram: with cutoffs, and using particle mesh Ewald (PME). For cutoff simulations, the van der Waals interactions were treated with a potential switch cutoff of 1.119 or 0.9325 nm, which corresponds to 3.0σ and 2.5σ respectively (in units of Lennard-Jones radius). This method smoothly switched the potential as a function of radius down to make the potential at the cutoff 0 using the vdw-modifier 'potentialswitch' keyword.
To obtain a smooth energy and volume surface, rather than increasing the simulation size, we used particle mesh Ewald for dispersion interactions to incorporate longrange effects. This method works by only calculating the short range interactions directly. 59, 60 Long range interactions are calculated with a 3D Fast Fourier Transform on a grid. The smooth version of this method, as implemented by Essmann, et al 59 uses a B-spline interpolation on a grid to increase computational efficiency. This method was implemented for the dispersion term in GROMACS by Wennberg et al. 61, 62 For all PME simulations, a Fourier spacing of 0.13 nm and a PME grid interpolation order of 4 were used. Changing the PME cutoff parameters did not change the average potential energy to within uncertainty. When changing the Fourier spacing and Ewald tolerance, the potential energy over a 742 t * (1 ns) simulation, was the same to within 8.12 × 10 −6 E * , indicating insensitivity to this cutoff within the sensitivity of the energies probed here. Because of the smaller relative energy difference between phases, all PME simulations were run for a factor of 2.5 longer than all simulations with the potential cutoff.
Two PSCP calculations were carried out, one at 127 P * and 0.33 T * and one at 76 P * and 0.2 T * in the NVT ensemble with a PV correction term, of P ∆ V to convert between Helmholtz and Gibbs free energy. The (127 P * , 0.33 T * ) phase point was used for the phase diagram calculation, with the other point used to check cycle closure. Intermolecular interactions were turned off quartically, while simultaneously harmonic restraints were added to the average lattice positions. A set of 10 intermediates was used, with the force constant turned on quadratically to a maximum value of 113.076 in reduced units (1000 kJ · mol −1 · nm −2 ), as per the protocol of Dybeck, Schieber, and Shirts 63 . Our principle phase diagram, generated using PME, is the result of two SIMR iterations after the initial simulations. After an initial grid of temperature and pressure points was sampled, two successive rounds of points were sampled at the predicted phase coexistence line following the SIMR approach. To calculate the uncertainty, 200 bootstrap samples of simulation configurations were generated. The uncertainty in the ∆G per particle between the FCC and HCP phases at each point was then determined from the standard deviation of the reduced free energy using the bootstrapped input. This was then converted to the uncertainty in the width of the coexistence line and plotted perpendicular to the line, as described in Schieber et al.
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Thermodynamic cycle closure was used to validate the process, using two separate PSCP calculations at two different points, one at 76 P * and 0.2 T * and 127 P * and 0.33 T * . The PSCP value at 76 P * and 0.2 T * was within uncertainty of the ∆G value calculated by SIMR when using the PSCP value at 127 P * and 0.33 T * as the reference value, which was −0.0020 ± 0.000059. The PSCP value at 76 P * and 0.2 T * is −0.00150 ± 0.000033 and the value calculated using SIMR is −0.00139 ± 0.000612.
After two SIMR iterations, at T * = 0.20 the average uncertainty in ∆µ was 0.0004 reduced units is somewhat smaller than that of Calero, in Figure 6 of Calero et al., 19 as seen in Figure 5 .
III. RESULTS
A. Molecular dynamics phase diagrams of Lennard-Jones spheres
When using the SIMR method and configuration mapping, the phase coexistence line is significantly affected by the treatment of the cutoff. Cutoffs should not affect the liquid-vapor transition significantly, since those phases are essentially uncorrelated outside of the cutoffs investigated here. However, in solids, cutoff effects calculations in LJ spheres are important. 19, 52 The coexistence line predicted by the SIMR and configuration mapping using a 2.5σ cutoff has a region of HCP coexistence that is higher in pressure and temperature, and spans a wider range of pressures than the coexistence line predicted using a 3.0σ cutoff, as seen in Figure 3 . Both of these results are a poor match for previous literature results in the high pressure region, as seen in Figure 4 . The reentrant behavior resulting from the SIMR method is much sharper than literature results and the high pressure and low temperature region is incorrectly approximated by this method.
By using particle mesh Ewald for the dispersion term, however, we obtain the full molecular dynamics phase diagram of FCC and HCP LJ spheres without the inconsistencies introduced by a potential cutoff. This phase diagram shows the same stability trends and reentrant behavior as literature results. The resulting PME SIMR phase diagram is approximately a standard deviation away from the results of Calero et al., 19 which is likely the most accurate approach for comparison, for most of the pressure range, with a maximum HCP temperature stability is somewhat lower (just outside uncertainty) than those results. We note that although Calero et al. do not plot uncertainties in their phase diagram, their Figure 6 includes free energy differences between phases along the P * = 290 isobar; this can be used to back-calculate an uncertainty of about 0.01-0.015 in T * over this part of the range, slightly smaller than ours.
Potential discrepancies between previous results that anharmonicity and our results are most likely due to multiple factors. The major difference between previous anharmonic results and our PME SIMR results is the treatment of the cutoff in particular our use of PME to account for long range interactions. In particular, our results are roughly consistent with Calero et al. except at low P * ; it is not clear if disagreement in cutoff treatment or number of particles, or some other unknown simulation difference is responsible. It is not clear why the lattice switch Monte Carlo results of Jackson et al., 38 which in principle should be fully correct, are inconsistent with these results; it is not clear if the formalism used in that study to avoid cutoff effects is sufficiently accurate. The phase diagram of Lennard-Jones spheres using the SIMR method and a potential switch cutoff shows higher pressure stability when using a 2.5σ cutoff than a 3.0σ cutoff and the highest pressure stability when using PME treatment of long range interactions.
The PME results used substantially more simulations, as the FCC and HCP free energies are much closer to parallel when PME is used, meaning lower uncertainties are much harder to obtain.
FIG. 4:
The phase diagram of Lennard-Jones spheres using SIMR (labeled 'this work PME') plotted with a number of literature results, is close to consistency within uncertainty of previous higher-precision results
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The incorrect high pressure behavior in the phase diagram using a potential-switch cutoff is due to nonmonotonic behavior in the difference in energy between polymorphs as a function of pressure, as seen in Figure 6 . The 'bumps' in the ∆U F CC−HCP are present with both the 2.5σ and 3.0σ cutoffs and are well outside statistical uncertainty; for these simulations, we use a Berendsen barostat 64 and velocity rescale thermostat of Bussi et al. 65 in order to reduce statistical error with respect to a MTTK barostat and Nosé-Hoover thermostat used in other parts of the simulation. In all cases, MTTK and Berendsen ensemble averages were within uncertainty of associated uncertainty as a function of P * for the calculations using a PME treatment for the long-range electrostatics show the reentrant behavior near T * = 0.14, the high precision needed for these calculations, and low uncertainty obtained for the phase diagram using SIMR.
each other as expected for equilibrium averages. These simulations were equilibrated for 14,849 t * (5 ns) and then ran for 14,849 t * (5 ns) with a 0.00297 t * (4 fs) time step to ensure sufficient equilibration. The magnitude of the 'bumps' in the potential energy difference as a function of pressure decrease with increasing temperature, as would be expected as the simulation gets less ordered in the region of the cutoffs.
We hypothesize that these 'bumps' in the ∆U versus pressure graphs are caused by a combination of the compressibility, ordered packing, and cutoff method used in this system. As the system compresses at higher pressures, a new layer of atoms around each atom of interest quickly 'jump' into the radius under the cutoff. These abrupt jumps cause the non-monotonic behavior seen in Figure 6 . This behavior is seen in the radial distribution function (RDF) of the phases as a function of pressure in Figure 7 . The Berendsen barostat was again used for the radial distribution function comparison because it results in smaller fluctuations in the potential energy and volume and therefore a lower uncertainty. The number of peaks under the lower cutoff bound as a function of pressure for selected pressures is shown in Table I . For example, for the FCC structure, using the 2.5σ cutoff, two additional peaks move into the cutoff bound between 0 P * and 250 P * , while for the 3.0σ cutoff, four additional peaks move into the cutoff. This is consistent with more bumps in Figure 6 being seen in for the 3.0σ results.
The effect that the movement of RDF peaks through the cutoff has on the energy and volume difference between phases is verified by integrating the contribution of the dispersion energy under the cutoff as a function of pressure. To estimate this difference, we determined the radial distribution function at each pressure and then integrated the Lennard-Jones dispersion energy over this particle-particle density to obtain rc 0 −4 r −6 g(r)4πr 2 dr, where r c is the cutoff distance. The difference in this integral between phases is shown in Figure 8 and shows the same qualitative behavior as a function of pressure as seen in Figure 6 for both cutoff distances tested. The main source of error in the ∆U curves is thus due to the uneven incorporation of shells of atoms into the RDF resulting from the use of a cutoff. In contrast, the directly calculated energy difference and dispersion energy difference using PME are almost independent of pressure, as seen in Figure 8 .
One challenge with studying the FCC and HCP structures using PME is the extremely small energy differences between the polymorphs, as seen in Figure 8 . This propagates into very small free energy differences when compared to using the potential switch cutoff. These small cutoff simulations in FCC (7c) and HCP (7d) phases show peaks jumping inside the cutoff (depicted as two lines, since it is a switched cutoff) as pressure increases.
energy differences mean that longer (2.5× the potential switch simulations) and more closely spaced simulations are required to obtain sufficiently precise results.
IV. CONCLUSIONS
The phase diagram of the solid phases of LennardJones spheres has been predicted many times in literature, with large discrepancies between methods. The Successive Interpolation of Multistate Reweighting method (SIMR) is another method that can be used to determine the coexistence line of solid-solid transitions using full molecular dynamics simulations. However, this method is dependent on phase space overlap between adjacent simulations. Configuration mapping is a way to increase phase space overlap, and therefore computational efficiency in phase diagram prediction.
Using a potential switch van der Waals cutoff introduces nonphysical behavior in the energy difference versus pressure curves, which can be understood by examining the radial distribution functions. As the pressure increases more layers of atoms, and thus peaks in the RDF, are brought under the value of the cutoff, which nonphysically affects the Gibbs free energy difference and thus the predicted coexistence line.
Using particle mesh Ewald to calculate long range interactions avoids nonphysical behavior in the energy differences between polymorphs, without extremely long cutoffs. The extremely small difference in potential energy and Gibbs free energy between phases and small difference in slope between the free energy surfaces, makes the determination of the coexistence line challenging.
When using particle mesh Ewald, the phase diagram Energy difference from IDE PME Energy difference from IDE 2.5 Energy difference from IDE 3.0 Energy difference from simulation PME Energy difference from simulation 2.5 Energy difference from simulation 3.0
FIG. 8:
The difference in the integrated radial distribution functions of the FCC and HCP phases at cutoffs of 2.5σ and 3.0σ as well as using PME show the same non-monotonic behavior as the ∆U versus pressure curves for the simulations treated with a potential switch cutoff and flat behavior for PME simulations.
produced by the addition of configuration mapping to the SIMR method shows independence of cutoff and consistent stability trends with previous literature results. The HCP phase is most stable at moderate pressures and low temperatures, with the FCC phase being more stable at high temperatures and extreme pressures. The coexistence curve displays reentrant behavior consistent with previous results. The maximum temperature of HCP stability is slightly lower than the most likely most accurate results of Calero et al., 19 possibly due to the difference in treatment of long-range interactions with PME versus very long range cutoffs, and possibly due to finite size effects. Since the differences are just outside of uncertainty, it is not possible to conclude which of these small effects might be most responsible.
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