Quantum memory -the capacity to store and faithfully recover unknown quantum states -is essential for any quantum technology to exhibit operational advantage. There is thus great value in identifying physically meaningful means to benchmark candidate quantum memories against each other across diverse operational settings. Here we introduce the robustness of quantum memory, and prove that it satisfies all the mathematical properties we expect of a bona-fide resource-theoretic measure of a system's capacity to retain non-classical information. We demonstrate its operational meaning as a resource in three different settings: (1) the resource cost of synthesising the memory with idealised qubit memories, (2) the resource cost of simulating the memory's observational statistics with classical resources, and (3) the performance of the memory in discriminating different input states. We illustrate an efficient semi-definite program to estimate the robustness of quantum memory, and show that it can be lower bounded with a single witness or purity measurement. Our results thus provide an experimentally accessible and operationally meaningful quantifier of the resources behind preserving quantum information.
I. INTRODUCTION
Memories have always been an essential component of information processing, representing identity channels that faithfully map any input state to itself. They allow the transmission of information, crucial for communication, sensing and computation. In the context of quantum technologies, such memories must also faithfully preserve the unique quantum properties that enable quantum advantage, from quantum correlations to quantum superpositions of states [1] [2] [3] [4] [5] [6] . This has not only motivated extensive work in experimental realisations across numerous physical platforms [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , but also a pressing need to find operationally meaningful and experimentally viable means of comparing quantum memories that can be applied universally to diverse physical and functional settings. This necessitates innovation beyond most present approaches towards quantum memory detection, which typically involve process tomography and tests of entanglement and coherence preservation [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] -where performance evaluation measures are often binary, and generally task specific.
In this context, a particularly promising approach arises from thinking of quantum memories as a resource in analogy to other physical resources such as energy [27] . This perspective allows ones to meaningfully compare the power of two different memories, by asking if many copies of one can be converted into the other at some rate. Indeed, this approach has already had great success isolating the uniquely quantum properties of quantum states, Meanwhile, its mathematical formalism provides a natural pathway for building general resource theories of quantum channels.
II. ROBUSTNESS OF MEMORIES
A quantum memory is designed to store a quantum state for later retrieval. In general, it can be regarded as a channel that maps the input system A to the output system B. Denote Hilbert space by H and the set of states by D(H), a quantum memory N A→B is described by a completely positive trace-preserving (CPTP) linear map from D(H A ) to D(H B ). The memory is ideal if it is an isometry channel so that any unknown input state can be recovered by a proper post-processing operation. In contrast, consider any entanglement-breaking (EB) (or equivalently measure-and-prepare) memory [37, 38] defined as
where {M are normalised quantum states. Such memories destroys the input state by measurement, and stores only the classical measurement result -and as such are considered to be entirely classical.
To characterise how well a general memory preserves quantum information, we consider how robust it is against noise. We focus on the least portion of a noisy memory that needs to be mixed with the target memory so that the resultant probabilistic mixture is EB. Based on this intuition, we introduce the robustness of memories,
where the minimisation is over all members of the EB memory set F . Analogously, the generalised robustness is defined by minimising over general channels,
It is not hard to see that R G (N ) ≤ R(N ). We first show that these robustness quantifiers are bona fide resource measures satisfying the framework of Ref. [27] . In general, a resource theory is a tuple (F , O, R) with the set of free resources F , the set of free operations O, and resource measures R(N ) : N → R. For the resource theory of memories, free or classical memories are EB channels. Free super-operations in Ref. [27] are defined as super-operations [39] that only transmit classical information,
where U A ′ →AE and V BE→B ′ are arbitrary quantum channels and ∆ E is a dephasing channel that enforces system E to be classical. We can show that EB channels can only be transformed to EB channels under free superoperations. However, as in the conventional resource theory of quantum states, there exists more general superchannels that map EB channels only to EB channels, i.e., Λ(N ) ∈ F , ∀N ∈ F . Here we omit the superscript for compactness whenever there is no ambiguity. We call those channels resource non-generating (RNG) superoperations. The convex set of all RNG super-operations O are the designated free super-operations in this work. Resource measures R(N ) are functions of channels satisfying the following properties:
(M1) Non-negativity: it is non-negative R(N ) ≥ 0, and zero for all free memories, i.e., R(M) = 0, ∀M ∈ F ;
(M2) Monotonicity: it cannot increase under free operations, i.e., R(Λ(N )) ≤ R(N ), ∀Λ ∈ O.
(M3) Convexity: for a set of memories {N i } with probability distribution {p i } satisfying p i ≥ 0 and i p i = 1, the averaged resource measure cannot be increased via mixing memories, i.e.,
(M4) Bounds under tensor product : the resourcefulness of a tensor product of two memories sat-
where α = 2 and 1 for the robustness and generalised robustness, respectively.
(M5) Stability: it is invariant under tensor product with free memories, i.e., R(N ⊗ M) = R(N ), ∀M ∈ F . We show that the proposed robustness measures satisfy (M1-5) with proofs detailed in Appendix B. Theorem 1. The quantifiers R(N ) and R G (N ) are resource measures of memories satisfying (M1-5).
We also inherit other resource measures directly from considering monotones on these robustness measures. One particularly useful measure is the logarithmic robustness
This measure can be smoothed by minimising over all channels that are close to the target channel, leading to a smoothed logarithmic robustness of memories
where N A ⋄ = max ρAE ∈D(HAE) Tr|N A ⊗ I E (ρ AE )| denotes the diamond norm of a channel with I E being the identity channel. Similarly, the generalised robustness is related to the max-entropy of the channel, which has been applied to characterize channel simulation with coherence [40] and resource erasure [41] . In the following, we discuss operational interpretation of these measures in three tasks.
III. OPERATIONAL MEANING
A. Single-shot memory synthesis
One of the most important problems of a general resource theory is the conversion between the maximal resource and any target resource under free operations. In this work, we consider the problem of resource dilution or synthesis by converting the identical memory, which has the maximal amount of resource, to any target memory. We consider the single-shot scenario with general RNG super-operations, similar to the tasks of one-shot entanglement and coherence dilution [42] [43] [44] . Definition 1. Given R copies of identical qubit memories I 2 , the single-shot dilution rate is defined as
The single-shot dilution rate precisely characterises the minimal number of identical qubit memories that are needed to synthesis the target channel N to be within an error of ε ≥ 0 with an optimisation over all possible RNG super-operations. We show that the single-shot dilution rate is bounded by the smoothed logarithmic robustness.
Theorem 2. For any channel N and ε ≥ 0, the single-
In this context, the smoothed logarithmic robustness measures the minimal number of copies of the maximal resource needed to synthesise a target memory.
At the end of this paper, we discuss the similarities between the resource theories of memories and quantum communication. We show that the smoothed logarithmic robustness also measures the amount of entanglement needed to simulate a target channel with completely non-entangling (separable) operations. We refer to Appendix C for the proofs.
B. Simulation of observation statistics
In contrast to synthesising an imperfect memory with ideal memories, we ask to what extent can we simulate a target memory using only free entanglement-breaking memories. At first glance, this question appears puzzling given non-free memories cannot be generated by applying free super-operations to free resource memories. However, here we asked not for simulation of the quantum channel itself, but rather the channel's classical observational statistics. That is, in practice, a quantum memory is generally used by (1) application of some unitary channel U followed by (2) measurement by some observable O resulting in expectation val-
Here we consider the amount of classical memory required to simulate these observational statistics.
Definition 2. The observational simulation of memory N is to find a set of EB memeories {M i } with real coefficients c i so that
holds for any ρ, U, and O.
A naive simulation strategy is to destructively measure the input state to have a full state tomography and only store the classical density matrix information of the state. Then at the output of the memory, the input state ρ is reconstructed and any observational statistics on ρ can be directly obtained. This method is not optimal as it is independent of the memory N and the simulation cost is always proportional to the tomography cost of the input state. We show shortly that observational simulation can be much more efficient, and the minimal simulation cost as we define below is quantified by the RQM. Similar problems have been studied for classical simulation of quantum computing in the resource theory of magic [34, 45, 46] and error mitigation of quantum computing with noisy-intermediate-scaled-quantum hardware [47] [48] [49] [50] [51] .
The simulation scheme works as follows. As we require Eq. (9) to be independent of ρ, U, and O, it is equivalent to have N as a linear expansion of EB channels M i , i.e., N = i c i M i with coefficients c i ∈ R possibly negative. This linear decomposition always exists as the set of EB channels forms a complete basis for the space of quantum channels. To obtain the averaged value O U •N (ρ) , we first re-express it as
an overhead c 1 = i |c i |, and a normalised probability
, we first measure ρ with the POVM {M and averaging over all M i with probability p i , we recover the overall averaged expectation value O U •N (ρ) as in Eq. (10) . Note that the whole scheme only uses EB channels to store classical information and free super-operations defined in Eq. (4), which aligns exactly with our aim of simulating a target memory with only free resources.
This scheme works for simulating memory based quantum computing and quantum communication tasks without actually storing or transferring the quantum state.
Nevertheless, it is not free as the overhead c 1 can be exponentially large with respect to the system size. In particular, suppose we aim to estimate O U •N (ρ) to an additive error ε with failure probability δ. According to the Hoeffding inequality we would need
samples. Since the number of samples needed given access to the channel N is T 0 ∝ 1/ε 2 log(δ −1 ), the simulation cost can be quantified by the overhead T /T 0 = c 2 1 . We can further optimise over all possible strategies to minimise the cost, which yields the following result. 
Therefore, when the memory N is close to an ideal memory, the simulation cost can be exponential to the system size as R(I ⊗n 2 ) = 2 n − 1. We refer to Appendix D for the proof.
C. State discrimination
Finally, we consider the performance of the memory in discriminating different input states. We first consider the task of discriminating a general ensemble of input states {p i , σ i } with arbitrary observables {O i }. We will use D = ({p i , σ i }, {O i }) to denote the particular instance of a discrimination task, whose average success probability is then
From [52, Thm. 5], we then have that the global robustness R G quantifies exactly the advantage that a channel N provides over all entanglement-breaking channels in state discrimination tasks:
This can be generalized by considering a more general setting of quantum games.
Definition 3. Consider a general set of input states {σ i } and a general set of observables {O j }, the pay-off function of a quantum game can be defined as
with real coefficients α i,j and a particular game denoted by G = ({σ i }, {O j }, {α i,j }).
When the coefficients α i,j are selected randomly, the pay-off function can be arbitrary, and in particular does not have to be non-negative. Instead, we constrain ourselves to the case where the coefficients are selected such that the pay-off function is non-negative for any channel and upper bounded by 1 for any EB channel. We can then prove the following: Theorem 4. The maximal pay-off of the game is
where the maximisation is over all games G ∈ S G with S G = {G :
The robustness R(N ) can be understood very similarly in this context.
Theorem 5.
The maximal pay-off of the game is
where the maximisation is over all games G ∈ S with S = {G :
We refer to Appendix E for the proof. We show shortly that those games also allow us to efficiently bound the resource measures.
IV. COMPUTABILITY AND MEASURABILITY
A good resource measure should not only have strong operational interpretations, but be efficiently computable or measurable. According to the convexity property, both robustness measures can be calculated with a convex optimisation algorithm, where any local minimum found will be a global minimum. Furthermore, by enlarging the set of free channels to be positive partial transposition (PPT)-induced channels (channels such that the Choi state is PPT [53] ), we can define the robustness against PPT-induced channels, which can be efficiently evaluated as a semi-definite programming as
where channels lower bounds the conventional robustness measures, i.e., R * (N ) ≤ R(N ). Furthermore the two measures coincide for channels N A→B satisfying d HA d HB ≤ 6 as well as special channels such as depolarising channels. Here d HA and d HB represent the dimensions of the input and output systems, respectively. Numerical calculation of several typical channels with qubit inputs is shown in Fig. 1 
(a).
The third operational task discussed above also allows us to efficiently detect and bound the resourcefulness of a memory through the performance of the memory in game scenarios. Specifically, any game G which satisfies the constraints of the optimization provides a lower bound P(N , G)−1 on R or R G , akin to an entanglement witness bounding measures of entanglement [54] . Alternatively, we can also lower bound R(N ) via the purity P N of the Choi state Φ
where
, and d is the dimension of the input system of N . The intuition is that the purity of the Choi state of an EB channel M is always upper bounded by 1/d. A high purity of the Choi state generally indicates that the corresponding memory has large robustness. A detailed discussion can be found in Appendix F.
V. DISCUSSION
Before concluding, we discuss the the subtle relations between the resource theory of quantum memories and that of entanglement and communication. The connection comes from thinking of quantum memories as quantum channels, where they can be cast in terms of Choi states. EB channels then correspond to separable states and non-resource free memories correspond to entangled states. This may lead us to the illusion that the resource theories of quantum memories and entanglement are the same. There are, however, several fundamental differences.
Firstly, one of the partial subsystems of the Choi state is always the maximally mixed state. Owing to this, the geometries of Choi states and general bipartite quantum states are very different. We verify this by showing the difference between the robustness of memories and the robustness of entanglement of the corresponding Choi state in Fig. 1(b) . Secondly, the transformations of bipartite states are quantum channels; however, the transformations of the Choi states of memories are much more restricted [39, 55, 56] . Thirdly, definitions of functions of channels can be different from those of the corresponding Choi states [57] [58] [59] [60] [61] [62] . For example, the diamond norm distance of two quantum channels is different from the trace distance of the corresponding Choi states. Note that the inverse transformation from Choi states to channels
] has an extra factor d which is the dimension of the input system of N . As a result, two channels whose Choi states are close, i.e., Φ
We refer to Appendix A for a detailed comparison.
The resource theory of memory is arguably more closely akin to the resource theory of quantum communication, where quantum states are stored along time or transferred along space [40, [63] [64] [65] [66] . Therefore our discussion in this paper also extends to quantum channels for communication. However, the resource theory of quantum communication has a slightly richer phenomenology where entanglement shared by two spatially separated parties can also be considered as a resource. We show in Appendix C that our single-shot memory synthesis protocol can also be adapted to channel simulation with entanglement under completely non-entangling operations.
The resource theories of memories and quantum communication deserve independent or even more extensive studies. Characterising the geometries of the set of channels could be useful for understanding the resource structure. Based on this, one can study general channel transformations under different free super-operations. This work solves the problem of single-shot memory dilution under RNG super-operations. In a follow-up work, we intend to study the tasks of single-shot and asymptotic memory distillation and dilution under different types of free super-operations. Of particular interest, our definition of memory distillation exactly coincides with the quantum channel capacity in the asymptotic limit. By formally establishing how the single-shot memory distillation converges to the channel capacity in this limit, we may shed new light on how to construct the asymptotic equipartition property for channels, a major open problem in this field. (See Ref. [67] for one possible solution to this problem.) Other possible directions include constructing other memory measures and studying their operational interpretations in different quantum information processing tasks.
VI. CONCLUSION
In this work, we introduced robustness of quantum memories (RQM) and studied its properties from a resource theory perspective. We demonstrated its operational significance in three different settings. The greater the RQM of a memory, the more ideal memory qubits needed to synthesise the memory, the more classical resources required for simulation of its observational statistics, and the better the memory is at distinguishing different input quantum states. Our measure can be efficiently estimated with semi-definite programming, and is experimentally accessible through a single witness or purity measurements. This thus constitutes a promising means to quantify the quantum mechanical aspects of information storage, and provides practical tools for benchmarking quantum memory across different experimental platforms and operational settings.
The tools developed here for quantum memories can be naturally extended to other resource theories of channels, including the purity of channels [61, 62] , coherence or entanglement of channels [68] [69] [70] , and magic of operations [46, 71] . Following recent works on one-shot and asymptotic distillation and dilution of general resource theories of states [72] [73] [74] , we anticipate that similar results would also hold for channels. A second direction is to consider infinite dimensional quantum systems, such as the optical modes of light. Here resource theories of continuous variable quantum states have been extensively studied for entanglement [75] , and significant recent activity has been invested in building resource theories of non-classicality [35, 36] . Finally, memories are essentially a question of reversibility, and thus have a natural connection to heat dissipation in thermodynamics [31, 76] .
Indeed recent results show connections between free energy and information encoding [77] , and thus present a natural direction towards understanding what thermodynamic consequences quantum memory quantifiers may have. Note added -Recently we became aware of an independent related work [78] , which considers a similar scenario of quantum games of channels and is related to Theorem 4 of this work. We first review the resource theory of memories introduced in Ref. [27] and compare it to those of entanglement and quantum communication.
Acknowledgements -
a. Resource theories of memories Focusing on two chronologically ordered two systems A and B, a quantum memory is described by a channel N A→B that maps system A to B, i.e., a completely positive trace-preserving (CPTP) linear map from D(H A ) to D(H B ), Here, H represents the Hilbert space and D(H) represents the set of states. The resource theory of quantum memories C = (F , O, R) is a tuple with the free memory set F , free transformations O and resource measures R. The resource theory provide the framework to systematically study quantum features of memories. In this work, we mainly focus on the capability of preserving quantum information of memories. In this section, we mainly focus on definitions of the free memory set F and free transformations O, and leave the discussion of resource measures R in the next section.
1. Free resource F : entanglement breaking (EB) or equivalently measure-and-prepare channels,
Here M A i ≥ 0 and i M A i = I. The reason that we choose EB channels to be free is because only classical information is stored and forwarded from system A to system B. The channels that have the maximal resource are isometry channels.
We consider the normalised Choi state of a channel N ,
with maximally mixed state Φ 
with ψ i pure and {P i } mutually orthogonal rank one projections, then it is an extreme element of the set of entanglement-breaking channels [37] .
(b) The Choi state of a free channel is a separable state. Equivalently, a free channel admits a Kraus decomposition as M(ρ) = i K i ρK † i where each K i is rank one [37] . 2. Free super-operations O: any super-operation that only transmits classical information is free,
Here U A ′ E→AE and V BE→B ′ are any quantum channels and ∆ E is a dephasing channel that enforces system E to be classical.
For mathematical simplicity, we can also consider free operations as resource non-generating super-operations Λ, which map EB channels to EB channels,
Meanwhile, it is not hard to see that free super-operations are also convex.
Quantum channels can be represented with Choi states and quantum channel transformation, i.e., super-operations, can be similarly regarded as special linear transformation of Choi states. Given the Choi state Φ AB N of channel N A→B , a super-operation Λ(N ) can be equivalently described by a linear map acting on the Choi state. That is, suppose the Choi state of Λ(N ) is Φ AB Λ(N ) , we have
where φ Λ can be understood as a linear map from state Φ
. The requirement of φ Λ has been recently studied in Refs. [39, 55] .
As free Choi states are separable states on system AB and free super-operations are transformation between free Choi states, it may lead us to the false illusion that the resource theory of memories is equivalent to the resource theory of entanglement. In the following, we show that this is not true.
b. Comparison to entanglement. For the resource theory of entanglement, we focus on two systems A and B with Hilbert space H A and H B , respectively. Entanglement describes the nonlocal correlation between quantum states D(H A ⊗ H B ) of system A and B. Again, the resource theory of entanglement is also a tuple (Ω, Φ, µ) with Ω, Φ and µ representing the set of free states, the set of free operations, and entanglement measures, respectively.
Free states Ω = {σ
AB }: separable states σ
with p i ≥ 0, i p i = 1, and normalised quantum states σ The resource theories of memories and entanglement share many similarities based on the Choi state representation that map a channel N A→B to a state ρ AB .
1. Free memories correspond to separable states.
Free super-operations of memories correspond to free operations of entanglement.
However, the resource theories of memories and entanglement also have many fundamental distinctions.
1. The geometry of the Choi states are different from the geometry of bipartite quantum states. Proof. For a pure state replacement channel N (ρ) = ψ for pure state ψ, we can show that it cannot be represented by a convex combination of two channels,
(d) In the main text, we also verify this by showing the difference between the robustness of memories and the robustness of entanglement of the corresponding Choi state as shown in Fig. 1(b) .
2. The transformation between quantum channels and the one between bipartite quantum states are different according to recent works by Ref. [39, 55, 56] .
Functions of channels can be different from the function of the Choi states.
(a) For instance, the distance function between two channels is the diamond norm of channels [57, 58] . As the inverse transformation from Choi states to channels
has an extra factor d depending on the dimension of the input system of N , two channels with close Choi matrices, i.e., Φ + N − Φ + N ′ ≤ ε for small ε, are not necessarily close in general, i.e., N − N ′ ⋄ ≤ dε.
(b) Entropic functions of channels are not defined directly as those of Choi states. Instead, they are generally defined as entropic functions of the output states with an optimisation overall all possible input states [59] [60] [61] [62] .
Therefore, despite the apparent similarity, the resource theory of memories is fundamentally different from the one of entanglement.
c. Quantum communication. The resource theory of memories is arguably more related to the scenario of quantum communication. As in quantum memories, we also consider the channel from system A to B. In this case, free resouce channels are EB channels as they can only communicate classical information. Free super-operations can be the physically realisable one defined in Eq. (A4). In this case, it corresponds to one-way LOCC from A to B. We can also consider general resource non-generating super-operations as Eq. (A5).
While different from memory, systems A and B are spatially separated instead of being chronologically ordered. Therefore, classical communication from system B to A is allowed and entanglement between system A and B is possible in quantum communication whereas the input and output of a quantum memory cannot be entangled. It is thus also possible to consider the interplay between the resource theories of quantum communication and entanglement, as what have been discussed recently for general channel and state resource theories [41, 70] .
Appendix B: Robustness of memory
In this section, we introduce robustness measures of memories and prove the properties.
Definition
The robustness of memories is defined as
with a minimisation over all possible EB channels. We also define the global robustness as
with a minimisation over all channels. Note that the robustness measures can be equivalently defined based on the Choi state of channels,
We also define the logarithmic robustness as
and the smoothed logarithmic robustness as
Similarly, the max-entropy of a memory can be defined as
and the smoothed version as
Note that, as the smoothing is defined based on the diamond norm of channels, the smoothed measures cannot be obtained by smoothing the Choi state, i.e.,
(B8)
Properties
Here, we focus on properties of the robustness measures. We prove it for R(N ) and the related measures. Unless otherwise mentioned, the same proof for R also holds for R G .
1. Non-negativity. For any channel N , we have
More specifically, we also have the following:
• R(N ) = 0 ⇔ N ∈ F .
• LR(N ) = 0 ⇔ N ∈ F .
• LR ε (N ) = 0 for all N ∈ F .
This follows directly from the definition.
2. Monotonicity. For a resource non-generating super-operation Λ, we have
Proof. We first prove R(Λ(N )) ≤ R(N ). Suppose the minimisation of s = R(N ) is achieved with channel M, we have
Applying the resource non-generating super-operation Φ to both sides of the above equation, we have
Since Λ(M) ∈ F , we conclude that R(Λ(N )) ≤ s = R(N ). As LR(N ) = log 2 (1 + R(N )), we also have LR(Λ(N )) ≤ LR(N ).
To prove LR ε (Λ(N )) ≤ LR ε (N ), suppose N ′ achieves the minimisation of the smooth of LR ε (N ), so that LR
With monotonicity, we also have that the measures are invariant under reversible transformations.
As a special case of the monotonicity property, we have that the resource measure of sequentially connected memories is upper bounded by the minimal resource of each memory. That is,
This also holds for the logarithmic robustness the the smoothed logarithmic robustness.
3. Convexity. For a set of memories {N i } with probability distribution {p i } satisfying p i ≥ 0 and i p i = 1, the averaged resource measure cannot be increased via mixing memories, i.e.,
Proof. For all i, suppose the minimisation of s i = R(N i ) is achieved with M i , that is,
Since M ∈ F , we have
4. Relation under tensor product. For two channels N 1 and N 2 , we have
For the logarithmic robustness and max-entropy, we also have
Proof. For i = 1, 2, suppose the minimisation of s i = R(N i ) is achieved with M i , that is,
Let s = (s 1 + 1)(s 2 + 1) + s 1 s 2 − 1, then N 1 ⊗ N 2 can be expressed as
In conclusion,
For the global robustness, we have
To prove the lower bound, we define the partial trace of a quantum channel as
By definition (A1), the partial trace of a bipartite EB channel is also an EB channel.
Suppose the minimisation of s = R(N
2 ) is achieved with M AB , that is,
where superscript denotes input systems. Now, take partial trace on system B, we get
thus R(N 1 ) ≤ s. Symmetrically, we also have R(N 2 ) ≤ s, so the lower bound max{R(
5. Stability. For any channel N and any EB channel M,
Proof. As appending a free channel is a resource non-generating operation, we have R(N ⊗ M) ≤ R(N ). Then, from property 4 we also have R(N ⊗ M) ≥ R(N ), thus the equality is obtained.
Appendix C: One-shot memory dilution or channel simulation with entanglement
Preliminary
Before proving the main theorem, we first obtain some preliminary results which are useful for the following discussions.
Lemma 1. The logarithmic robustness of an ideal
Proof. It is equivalent to show that R(
Notice that the Choi state of I d is the maximally entangled state |Φ
Using the same technique as in [79] , we show that Φ + AB can be expressed as separable states Φ
. It is shown in [79] that these are both separable states. It remains to show that these correspond to Choi states of EB channels. This is true since
By definition of robustness of memory, we have R(
, then using the same construction, we can show that the robustness of entanglement of Φ + AB is less than d − 1, violating the known result in [79] .
Lemma 2. For any pure state |ψ and quantum channels N 1 , N 2 in the same space, the linear map
is a quantum super-channel represented by operation on Choi states. Here, C is an input quantum channel, Φ C is its Choi state, and Λ(Φ C ) is the Choi state of the output channel.
Proof. For an input quantum state ω, the output channel acts on ω as
In order to show that Λ is a quantum super-channel, we only need to show that Λ(C) can be decomposed into three steps: pre-processing, action with ancillary system, and post-processing, which are constructed as follows:
• pre-processing: the input state is appended with a maximally entangled state
• action with ancillary system: the channel C acts on system B while identity acts on systems A and C
• post-processing: suppose the channels N 1 , N 2 has Kraus operators {K j } j , {T k } k , respectively. We construct a post-processing channel with Kraus operators
To see that this is a valid quantum channel, we have
Also, we can see that the output of this channel is
One-shot memory dilution
We consider the problem of one-shot dilution or channel simulation under resource non-generating super-operations, which is defined as
Theorem 6. For any quantum channel N , its one-shot memory dilution rate is
Proof
With the monotonicity of the logarithmic robustness, we have
Here, the last line follows from Lemma 1. Since the above equation holds for any dilution protocol, we conclude that LR ε (N ) ≤ R 1,ε c (N ). Next, we prove the right hand side R
We construct a linear map as
where systems C and D have dimension d c . By Lemma 2, we know that Λ is a super-channel. Next, we verify that Λ is a free resource non-generating super-operation. We first rewrite Eq. (C12) as
is a separable state, and we have 0 ≤ q ≤ 1. Thus Λ(Φ CD C ) is a separable Choi state that corresponds to an EB channel.
Lastly, we verify that when inputting the identity channel, the output channel Λ(I C→D ) = N ′A→B is ε-close to the target channel N . Therefore we have
(C14) Remark 1. Define the smooth robustness of quantum memory as
Since dimensions are integers, the one-shot memory dilution rate can be exactly characterised as
3. One-shot channel simulation with entanglement
In this section we develop bounds on the minimum amount of entanglement required in order to simulate an arbitrary quantum channel using completely non-entangling operations (CENG), also known as separable operations [80] .
More specifically, suppose Alice and Bob share a bipartite state σ CD where Alice has system C and Bob has system D. By using this bipartite state and CENG, Alice would like to send a quantum state to Bob, and the overall effect simulates a communication channel N A→B , which means that the operation φ ∈ CENG : ACD → BCD satisfies
In the following, we will abbreviate Tr CD φ A→B,CD as φ.
Definition 4. For a quantum channel N A→B , the one-shot channel simulation cost using entanglement under completely non-entangling (or completely entanglement non-generating, CENG) operations is defined as
Here CENG is defined as those operations that map separable states to separable states with an arbitrary ancilla system, i.e., φ ⊗ I E (σ) ∈ SEP for all φ ∈ CENG, σ ∈ SEP and arbitrary E. 
Here, we assume that Alice has system AC and Bob has system D. Now we prove the following theorem.
Theorem 7. For any quantum channel N , simulation rate is also characterised by the logarithmic robustness
Next, we construct a channel as 
Remark 2. Using the same argument as in Remark 1, we conclude that the one-shot channel simulation rate can be exactly characterised as
and therefore
showing that the two protocols have exactly the same rate.
Appendix D: Simulating quantum memories with classical resources
The task is to simulate a target quantum memory N with free EB memories and free super-operations. For an unknown input state ρ, the output state is N (ρ). Suppose after another operation U is applied to the output state, we read out the system by the measuring the average value
. Following the simulation scheme described in the main text, we first assume that
and the average value can thus be obtained as
Suppose we aim to estimate O N (ρ) to an additive error ε with probability δ, we need the number of samples to be
according to the Hoeffding inequality. Meanwhile, given the channel N itself, the number of samples needed is T 0 ∝ 1/ε 2 log(δ −1 ). Thus the simulation cost can be quantified by the overhead
We can further minimise the simulation cost over all possible decomposition strategies of Eq. (D1). Denote the positive and negative coefficients of c i by c 
Optimising over all possible decomposition is equivalent to optimising over all M, M ′ ∈ F , which coincides with the definition of the robustness of memories. Therefore we have
Therefore, the robustness of quantum memory quantifies the cost of simulating the memory with free EB memories.
Proof. We first write R G (N ) in terms of its Choi state as
This can be equivalently recast as
where we use V (F ) to represent bipartite (separable) Choi states, while cone(F ) and cone(V) represent their unnormalised versions. Now define W = cone(V) ⊕ cone(V), 
Note that the above condition is further equivalent to
This is because when we have Tr[
Similarly, we set x 1 = 0 and get Tr[W x 2 ] ≥ 0, ∀x 2 ∈ cone(V). On the other hand, it is straightfward to verify that Eq. (E10) implies Eq. (E9). Therefore, the dual form can be written as
which can be expressed with quantum channels
Slater's condition holds as we can choose, say, W = I/2. Thus we have strong duality, R d G (N ) = R G (N ). Now we show that the dual form is equivalent to the maximal pay-off of the quantum game. We first write the pay-off function in terms of the Choi state of the channel as
where σ T i is the transpose of σ i and W is a Hermitian operator 
The robustness R(N ) can be understood very similarly in this context. The maximal pay-off of the game is
Proof. We follow the proof for the generalised robustness. We first write the robustness measure in the standard form of the primal optimisation problem as
where we define components in the standard form Eq. (E3) as W = cone(V)⊕cone(V),
The dual form of the optimisation gives 
Note that the above condition is further equivalent to 
We can express it with quantum channels as
which is exactly the maximal pay-off function P max (N ) = max G∈S P(N , G). Since Slater's condition also holds in this case as we can choose W = I/2, we conclude that strong duality holds, thus P max (N ) = R(N ) + 1. 
As the set of PPT Choi states is larger than the set of separable Choi states, the optimisation always give lower bounds
The bound is tight for channels with qubit inputs and outputs or ones with qubit inputs qutrit outputs or qutrit inputs qubit outputs. The optimisation with respect to PPT Choi states can be efficiently solved as semi-definite programs. 
Meanwhile the expression for the robustness of quantum memories N is similar to the robustness of entanglement of Choi matrix Φ Fig. 1(b) of the main text.
Note that for the numerical examples in the main text, we focus on quantum channels with input dimension d in and output dimension d out such that d in × d out ≤ 6, in which case the SDP relaxation provided here is actually tight, due to the well-known relationship between SEP and PPT at low dimensions.
Lower bound via purity measurement
Consider the Choi state Φ + N of a channel N , we can either lower bound the robustness via a witness measurement or via purity measurement.
For a EB channel M, its Choi state can be always represented as 
