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Abstract. Edge impurity transport has been investigated in the stochastic layer of Large Helical Device (LHD) 
and the scrape-off layer (SOL) of Huan Liuqi-2A (HL-2A) tokamak, as a comparative analysis based on the 
three-dimensional (3D) edge transport code EMC3-EIRENE and on the carbon emission profile measurement. 
The 3D simulation predicts impurity screening effect in the both devices, but also predicts different impurity 
behavior against collisionality and impurity source location between the two devices. The difference is caused by 
geometrical structures of the magnetic field lines in the stochastic layer and X-point poloidal divertor SOL, i.e., 
number of poloidal turns of flux tubes affecting poloidal distribution of plasma parameters and impact of 
perpendicular transport on parallel pressure conservation and energy transport. These processes have an 
influence on the impurity screening efficiency at upstream and downstream positions of field lines. The carbon 
emission measured in the stochastic layer of LHD clearly indicates the screening effect in high density region. 
The result can be qualitatively interpreted by the present modeling, although the modeling shows a slight 
difference in the quantitative behavior of carbon ions in the stochastic layer of LHD. On the other hand, 
comparison of the carbon emission profile from HL-2A with the modeling is not straightforward. It is found that 
the impurity distribution in the HL-2A SOL is very sensitive to the impurity source location. In order to interpret 
the experimental observation a further study is necessary, in particular, on the impurity source distribution in the 
divertor plate and the first wall. 
 
 





 A study of edge impurity behavior is one of critical physics issues in magnetically 
confined fusion devices. The current topics on the edge impurity behavior are closely related 
to impurity influx control, detached divertor operation and material migration. In particular, 
optimization of the heat load on divertor plates, the control of impurity content and the 
pumping of fuel/helium ash is extremely important as the reactor-relevant issue. Many studies 
have been attempted with relation to two-dimensional (2D) optimization of the tokamak X-
point poloidal divertor [1]. On the other hand, three-dimensional (3D) study becomes recently 
important on the magnetic field geometry such as helical devices [2 ,3 ,4 ] and non-
axisymmetric tokamaks with externally supplied resonant magnetic perturbation (RMP) fields 
[5,6,7,8,9,10]. The 3D configuration often requires magnetic field stochasticity which brings 
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us a totally different edge transport compared to that  in the axisymmetric tokamak scrape-
off layer (SOL). 
 Up to this day the edge impurity transport has been investigated in several magnetic field 
configurations, e.g., diverted tokamaks [11,12,13], non-axisymmetric tokamaks [5,14,15] and 
helical devices [16,17,18,19,20]. Although the edge impurity transport has been well 
understood based on such many previous works, the details of the edge impurity transport are 
still in opened question, in particular, in the combination of parallel and cross-field transports.  
Therefore, the understanding can be deeper if the edge transport in tokamak scrape-off layer, 
in which the parallel transport is dominant, is compared with that in helical stochastic layer, in 
which both the parallel and perpendicular transports are dominant.  
 Recently, the comparative study between tokamaks and helical devices has been strongly 
motivated to obtain deeper understanding on the plasma physics. In this paper a comparative 
study of the edge impurity transport is attempted between different edge magnetic field 
geometries by comparing the stochastic layer of Large Helical Device (LHD) and the scrape-
off layer of Huan Liuqi-2A (HL-2A) tokamak. For the purpose carbon emission profiles are 
measured in LHD and HL-2A using extreme ultraviolet (EUV) and vacuum ultraviolet (VUV) 
spectrometers [21, 22]. The analysis is based on the 3D edge fluid transport code simulation, 
EMC3 [23] - EIRENE [24], which is implemented in the both devices. An initial result on the 
comparative study is reported by our co-authors [25]. The present paper describes more 
detailed analyses on both the modeling and the experiment to provide deeper insight in the 
transport process between the two devices. We believe that it can clarify the present 
understanding on the edge impurity transport based on the comparative study with the 
transport modeling and the current experimental data. We expect that the argument in this 
paper certainly provides improvements in the future works in the field of edge impurity 
transport study.  
 In this paper, the magnetic field structure of LHD and HL-2A is introduced in next 
section 2. In section 3, the result from 3D edge modeling is presented for both the devices and 
the difference in the transport between the two devices is also discussed. Section 4 discusses 
the comparison between the modeling and the measured carbon emission profile. The paper is 
summarized in section 5. 
 
 
2. Edge magnetic field structures in LHD and HL-2A 
 LHD is a heliotron configuration with poloidal and toroidal field periods of l=2 and 
n=10, respectively. The major radius and the averaged minor radius are 3.75m and 0.704 m , 
respectively [2]. The divertor plates on the first wall are made of carbon and the first wall is 
made of stainless steel. Figures 1 (a), (b) and (c) show the magnetic field structure with last 
closed flux surface (LCFS) in bird's eye view, the poloidal plasma cross section with divertor 
configuration in major radius and vertical (R-Z) coordinates and the edge plasma consisting 
of stochastic region and edge surface layer in the poloidal and effective radius (-reff) 
coordinates, respectively. The magnetic field connection length (LC) is shown with color bar 
in Figs. 1(b) and (c). High-temperature plasmas are basically confined without net toroidal 
current by two helical coils wound around the torus shown in Fig.1 (a). As shown in Fig.1(b), 
the two helical coils create two X-points at inboard and outboard sides outside the 
confinement region, and these X-points turn poloidally together with the helical coils when 
they move toroidally. The four divertor legs created beyond these X-points are connected to 
the divertor plates. This coil system also creates the stochastic magnetic field structure in the 
edge region due to the overlapping of magnetic island chains. Some of the flux tubes are 
stretched out from the X-point and reach the divertor plates, resulting in open field lines. The 
open field lines near the separatrix of each remnant island constitute magnetic field lines with 
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connection lengths longer than 1 km. On the other hand, the open field lines near the O-point 
of the remnant islands become short flux tubes with lengths shorter than a few tens of meters, 
as shown with blue and black colors in Figs.1 (b) and (c). Thus, the long and short flux tubes 
co-exist in the outermost region of LHD, and this region is termed 'edge surface layers' [2]. 
The inner region with longer LC is termed 'stochastic region' [2]. Radial extension of these two 
regions is indicated in Fig. (c). In the present paper, the term of stochastic layer is specifically 
used to represent the entire edge region of LHD, i.e., outside of LCFS including both the 
stochastic region and the edge surface layers. 
 Figure 2 (a) shows a schematic of the HL-2A tokamak with vacuum vessel and divertor 
chamber/baffles. The HL-2A tokamak has an axi-symmetric X-point poloidal divertor 
configuration, which is created by three multipole coils as shown in Fig.2 (a). The major 
radius and the minor radius of HL-2A plasma is 1.65m and ~ 0.4 m, respectively [26]. The 
divertor plates are made of copper while the baffle and the first wall are made of carbon and 
stainless steel, respectively. The LC distribution in the poloidal cross section is shown in Fig.2 
(b). The confinement region with infinite LC has a circular shape cross section, surrounded by 
the scrape-off layer with flux tubes of LC~50 m in brown colour. Strictly speaking on the 
LCFS (or separatrix), the LC is infinity due to the singularity of the X-point where the 
poloidal field ( B ) is zero. Then, the LC rapidly decreases in several millimetres down to the 
value estimated with ~2Rqedge. Here, qedge is the safety factor and ranges at qedge=2.8 ~ 4.6 in 
the present case. The LC then slightly increases outward due to the increase in the safety 
factor. However, such behaviour of the LC is not visible in the Fig.2 due to the size of figure 
and also due to the color bar scale set to the same level as that of LHD for comparison. In 
addition, it seems that the clear separatrix does not exist in reality due to the error field and 
instead is stochastized to a certain extent. 
The divertor has a closed structure with a deep throat in the divertor chamber. The 5m 
long divertor legs are clearly formed below the X-point. The private region is connected to the 
inner and outer divertor plates with several meters long flux tubes. Parallel distance along the 
flux tube (those at ~0.01 m from separatrix at midplane) starting from the outer divertor plate 
is also denoted with numerals in Fig.2 (b). 
 Different magnetic field structure between the two devices predicts entirely different 
edge transport. In the stochastic layer of LHD, the open field lines make a large number of 
poloidal turns while gradually moving outward due to the radial component of magnetic field, 
BBr / =10-5 ~ 10-3. The strong parallel transport distributes the energy in poloidal direction, 
producing an outward radial flux by replacing the transport into the cross-field direction. 
Therefore, plasma parameters in the stochastic layer of LHD are almost uniform in the 
poloidal direction with certain modulation due to the mode structure. A substantial parallel 
temperature gradient appears in the outside of stochastic layer where the flux tubes are 
clustered to form the divertor legs. In the SOL of HL-2A, on the other hand, outer and inner 
divertor plates are directly connected by the flux tubes in one poloidal turn. The parallel 
transport then becomes dominant to deliver the energy and particles towards divertor plates, 
and necessarily creates parallel gradient of plasma parameters along the flux tubes. Thus, 
there appears a strong poloidal asymmetry of plasma parameters in HL-2A. 




3. Energy and impurity transport in the scrape-off layer of HL-2A and in the stochastic 
layer of LHD 
 
               
4 
 
 In subsection 3.1, we first describe the impurity transport model used in the present 
analysis and the relation between parallel impurity momentum balance and ion energy 
transport, in addition to the definition of impurity screening or retention. In subsection 3.2 and 
3.3, we study the energy transport process in the SOL of HL-2A and in the stochastic layer of 
LHD, respectively. The results on the modeling analysis are summarized in subsection of 3.4 
by comparing the edge transport between the two devices. The operational range of two 
devices is also given in table 1. 
In the present modeling analysis, carbon is adopted as the impurity species, which 
originates in the divertor plates for the both devices. In this section, the carbon source 
distributed proportional to the plasma particle deposition pattern is fixed at the divertor plates. 
Carbon energy released from the divertor plate is fixed to 0.05eV, corresponding to the 
chemical sputtering. In order to focus on the transport effect of the both devices, we make 
these assumptions in this section. Other conditions that the first wall is the source of carbon 
and the carbon is released from the divertor plates with higher energy, which corresponds to 
physical sputtering, are discussed in section 4, for detailed comparison with experiments. 
 
3.1. Impurity transport modeling and definition of impurity screening efficiency 
 The 3D edge transport code EMC3 solves the fluid equations for particles, parallel 
momentum and energies of electrons and ions [23]. The code is coupled with the neutral 
transport code EIRENE, which solves Boltzmann equation for kinetic transport of atoms and 
molecules including relevant collisional processes of ionization, recombination and charge 
exchange etc. [24]. The code is feasible for arbitrary magnetic field and structure of plasma 
facing components. In the present analysis, a new function is added to the energy transport 
module of EMC3 to extract the energy flux at each computation cell. This can be done by 
following the Monte Carlo step on convective and conductive transports at each cell in 
parallel and perpendicular directions and scoring them in the each cell. The function enables 
us to extract the heat flux in the convective and conductive energy transports at each cell 
location including parallel and perpendicular transports, i.e., VDV qqq ,, ////  and Dq . 
 In the fluid model, the impurity transport along the magnetic field line is expressed by 
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where s is the coordinate along magnetic field, and the first and second terms on the right 
hand side express the pressure gradient of impurity and the electrostatic force working on the 
impurity, respectively. The last three terms originate in the collision with background plasma. 
The third term is the friction force exerted by the background ion moving with the fluid 
velocity, //iV , where s  is the collision time between impurity and background plasma. The 
fourth and the fifth terms express the temperature gradient force of electron and ion, 
respectively, which appears with the parallel temperature gradients and has its origin in the 
temperature dependence of Coulomb collision, 5.1T . These terms are also called thermal 
force [28] and directing from low to high temperature region. 
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The force usually appears near the divertor plates and often tends to be in opposite direction 
to the electron thermal force, i.e. directing towards divertor plate. In a steady state condition, 
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It is readily found in the present modeling, that the dominant terms on the right hand side of 
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Since the background plasma flow, //iV , is usually directed toward the divertor plates, at least 
near the divertor plates, the flow pushes the impurity downstream through the friction. On the 
other hand, the parallel temperature gradient is directed upstream. The second term (thermal 
force) therefore drives the impurity upstream. The resulting impurity velocity is a 
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6.2||  also leads to upstream flow for the 
impurity, suggesting impurity build up at upstream region. Therefore, a necessary condition 











6.2|| . A detailed and 
systematic treatment of the impurity screening based on the parallel transport eq.(1) is 
described in ref.[27]. 
In the direction perpendicular to the local 3D field lines, an impurity is assumed to 
diffuse with a spatially constant diffusion coefficient, ZD , of which the value is equal to all 
charge states, having the same diffusion coefficient as the background plasma. In the present 
impurity transport modelling, the impurity is simply smoothed out toward perpendicular 
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 5.20//  are the convection and conduction energy fluxes. 
Therefore, the parallel impurity transport is closely related to the ion energy transport in the 
edge region. In EMC3, these parallel transport terms are calculated not only for the impurity 
but also for the background plasma in the momentum and energy equations with local 3D 
coordinates of the stochastic magnetic field. Thus, effect of the radial transport induced by the 
radial displacement of braiding magnetic field lines is included in this parallel transport 
modeling. 
 In the present analysis, the impurity screening is defined as the density fraction of 
impurity ions which can reach a specific upstream position near the divertor plate, e.g., X-




LCFS nn / , where 
imp
LCFSn  and 
imp
dowmn  are the impurity density at LCFS and near 
divertor plates, respectively. The state of edge impurity transport can be finally characterized 
by the ratio, i.e., the impurity screening and the impurity build up are dominant, when 
1/ impdowmimpLCFS nn  and 1/ impdowmimpLCFS nn , respectively. 
 
3.2. The scrape-off layer of HL-2A 
 The reference dataset of HL-2A tokamak for transport simulation are taken from Ohmic 
discharges with Bt = 1.42 T, where the operational parameters range in en =0.75 ~ 4.5 x 10
19 
m-3, Ip = 150~250 kA and VL = 1.2 ~ 1.5V for line-averaged electron density, plasma current 
and loop voltage, respectively. In these discharges the ohmic heating power ranges from 100 
to 400kW. In the present impurity transport analysis, the value of 200kW is selected as a 
typical SOL input power. The power is equally split into electron and ion energies at the 
upstream boundary, i.e., LCFS. Because of the limited database in the edge density profile, 
the density at the LCFS is deduced from the line-averaged electron density as 
eLCFS nn 3.0~2.0 , which gives a reasonable agreement with downstream parameters 
between the experiment and modeling. The value of LCFSn  is varied in a range of 0.1 ~ 0.7 x 
1019 m-3 with the fixed Ohmic input power. The perpendicular particle and energy transport 
coefficients of D  and ie,  are set to 0.50 and 1.50 m2/s, respectively. These values are 
spatially constant in the present modeling. Certainly, these perpendicular transport 
coefficients can be a function of many parameters such as plasma density, temperature and 
magnetic field etc [30, 31, 32], as already known as Alcator-scaling, Bohm like or gyro-
Bohm like scalings. In addition, they can vary in space.  Unfortunately, however, there are 
very fewer databases of edge plasma parameters in HL-2A, and thus it is very difficult to 
discuss the parameter dependence of these transport coefficients. But, at least we have found 
that the selection of the values, D  =0.50 and ie,  =1.50 m2/s, gives a reasonable 
agreement in the up and downstream plasma parameter change during the density scan, as 
well as the onset density for detachment transition. Also in the radial profiles of Te and ne we 
have a reasonable agreement with experiments within the error bars of measurements as 
shown in Fig.13 in the manuscript. If we set, for example, larger transport coefficients, both 
the up and downstream temperature become lower and it leads to earlier transition to 
detachment. As for the radial variation of the transport coefficients, we do see a tendency in 
Fig.13 such that the ne profile obtained from the experiments are broader than those from the 
modelling at the outer radius. This might be attributed to an enhanced convective transport 
like blobs in the far SOL. For the present modelling, however, we put more emphasis on the 
region close to LCFS of HL-2A by adjusting the profiles, where most of the impurity populate 
and play a main role on the transport characteristics. 
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 In order to discuss the parallel energy transport and to obtain the parallel profile of 
various quantities, we select the flux tubes of mLC 5.050  , which correspond to the 
distance of 0.004 ~ 0.017 m from the separatrix at outer midplane. The flux tubes in this 
region carry about 30% of the energy deposited on the outer divertor plates. 
 The profiles of parallel energy flux along the flux tubes are plotted in Fig.3 for LCFSn
=0.3 and 0.6x 1019 m-3. The coordinates of s along field lines are shown in Fig.2 (b) for the 
flux tubes of mLC 5.050   in the poloidal cross section of HL-2A, where the values of 
s=0 and 50 m denote the positions of outer and inner divertor plates, respectively and the 
values of 5 and 45 m denote the position of X-point. Negative value of the flux in Fig.3 
represents the direction toward outer divertor plates. The flux has a stagnation point at s~ 20 
m, which corresponds to the top of the torus slightly shifted outwards. The energy flux is 
dominated by the conduction except in the vicinity of divertor plates. The electron and ion 
fluxes are almost the same in these flux tubes at low density case in Fig.3(a). They gradually 
increase as approaching the X-point due to the integration of energy input from LCFS through 
the perpendicular transport. Below the X-point, the interaction of electrons and ions with 
deuterium neutrals and impurity (carbon) tends to be significant and the volumetric energy 
loss through atomic processes reaches 40 to 70% of the total energy, while some part of the 
energy is also lost to the private region, e.g., 8 to 18 %. These percentages vary with the 
density. This is the reason for the reduction of the flux toward divertor plates below X-point. 
In relatively high density case of Fig.3(d), however, the electron energy flux becomes larger 
than the ion energy flux. This is due to the equilibration process transferring the energy from 
ions to electrons in the SOL, where the ion temperature is two or three times higher than the 
electron temperature because of the small parallel heat conductivity of ions. 















,  are plotted in Figs.3 (b) and (e) 


















sE  , in which Z=3 is adopted as a representative charge. In this 
expression, each term is independent of charge number Z except for EV//  because of the 
2/1 Zs   dependence. It is seen that theV// and EV//  are significantly small compared to 
others, as mentioned above. The resulting impurity velocity, 
Ethethifricimp
z VVVVV //////////  , is shown with thick lines. Because of the dominant ion 
conduction, the value of thiV// is large in almost entire region except for the vicinity of the 
divertor plate, where the conduction energy flux is replaced by the convection due to the flow 
acceleration toward target plates. The friction dominant region of thifric VV ////  , i.e., 
0// impzV , is restricted to s<1 m at low density, where a substantial fraction of the impurity 
is ionized beyond this region. The impurity ions are then transported toward upstream due to 
the strong thermal force and accumulate at upstream of s>10m, as shown in Fig.3 (c). In the 
high density case, on the other hand, the friction dominant region extends upstream, at least, 
up to s~ 2 m. The effect mainly comes from the reduction of s related to the increasing 
collisionality, which even overrides an increase in sTi  /  and a slight decrease in 




fric VV  . Most of the impurities are ionized in the friction dominant region leading to an 
effective retention (screening) as shown in Fig.3 (f). 
The resulting 2D distributions of impurity density are plotted in Fig.4 (a) for low and 
high density cases, together with the force balance of |||| ////
thifric VV   in Fig.4 (b). In the 
figures yellow (or bright) color and blue (or dark) color mean the friction and thermal force 
dominant regions, respectively. It is seen that most of the scrape-off layer is in the thermal 
force dominant regime at low density (Fig.4 (b) upper), leading to the significant impurity 
build up above the X-point (Fig.4 (a) upper). The screening effect near the divertor plates 
becomes strong and the impurity released from the divertor plates are retained in the divertor 
when the density increases, as shown in Fig.4 (a) (lower). There remains, however, an upward 
impurity velocity near the X-point as indicated with the blue color in Fig.4 (b) (lower) even at 
the high density. This implies less screening effect against the impurity released from the first 
wall. The details of this effect are discussed in section 4. 
The lower the plasma density is, the closer the SOL is to the convective regime with 
broader flow profile and the smaller the temperature gradients are, as approaching sheath-
limited regime. Therefore, it might give an impression that the friction force becomes large 
compared to the thermal force. However, what the modelling analysis showed are as follows: 
here one should also take into account the collision frequency between the impurity and the 
background plasma flow, which has dependency as ~n/T1.5. Absolute value of the flow 
velocity as well as the temperature gradient does not change so much with the density, i.e., 
they usually scale almost linearly with the density. However, taking into account the fact that 
the low density leads to higher SOL temperature, the collision frequency scales with the 
density much faster than such a linear relation, because of the combined effects of the density 
in the numerator and the exponent (=1.5) of T in the denominator. At the low density case, 
therefore, the collision between the impurity and the background plasma flow becomes 
significantly small, resulting in a significant decrease in the friction force even if we have a 
broader flow profile, while reduction of the thermal force is modest. This is the reason why 
the low density SOL tends to be thermal force dominant. 
 The energy spectrum and the source location of the neutral impurity have also a critical 
effect on the impurity transport. In the analysis of this section, the neutral impurity with mono 
energy of 0.05 eV is assumed with sputtering yield of 0.01. It is also assumed that the carbon 
is released from only the divertor plates assuming a carbon deposition layer on the copper 
plates of HL-2A tokamak, of which the distribution is set to be proportional to the plasma 
particle deposition pattern. This condition represents the process through chemical sputtering. 
The physical sputtering is analyzed in section 4. Since the neutral impurity with higher 
released energy can penetrate deeper in plasmas, it certainly leads to less impurity screening 
even in high density discharges. It is also indicated in Fig.3 (e) and Fig.4 (b) at s > 2 m and 
around X-point, |||| ////
thifric VV  , respectively. In this case the impurity ionized above X-
point, which is originated in the first wall source, is pushed toward the top of torus because of 
the strong thermal force. As a result, it leads to the impurity buildup around the top of torus 
(these results are not shown), while it depends on the flow formation mechanism. 
 The flow acceleration is closely related to the ionization source distribution of 
background plasma as indicated with the particle conservation equation. In the present model, 
the divertor recycling is a dominant particle source due to the flux compression in the divertor 
region. This means that the ionization source is mostly localized in the divertor region as 
shown later in Fig.9, and the flow acceleration is limited there. A possible flow control 
scheme has been discussed [33] and demonstrated in the experiment using strong gas puff at 
upstream. The result leads to an effective impurity screening [34,35] with enhanced flow 
speed at the upstream region. Recent extensive measurement of the flow profile in tokamak 
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scrape-off layer has shown a complex pattern and larger magnitude of upstream flow than 
expected [36,37]. The flow reversal is observed [38,11,39] even in the case that the friction 
dominant regime does not lead to the impurity screening. In the present modeling, however, 
we restrict ourselves to the divertor recycling as the driving mechanism necessary for the edge 
plasma flow. It is at least a common mechanism for the edge flow formation between 
tokamaks and helical devices. The analysis then highlights the geometrical effect on the 
impurity transport, which can give us a good basis for further analysis including more 
complex processes. 
 
3.3. The stochastic layer of LHD 
 In the present modeling, the simulation is done for magnetic configuration with 
poloidally averaged radial width of ~10 cm as the stochastic layer. This corresponds to a 
magnetic configuration with relatively thick stochastic layer in LHD, e.g., magnetic axis 
position, Rax, located at R=3.75 m. The discharge in Rax=3.75m with Bt=2.64T is maintained 
by neutral beam injection (NBI) with input power of 4 to 8MW. The electron density at 
LCFS, nLCFS, is varied from 1.5 to 6.0 x 1019 m-3. The perpendicular transport coefficients for 
particle and energy are fixed to D =0.50 and ie, =1.50 m2/s, respectively. We have done 
some analysis on the parameter dependence of perpendicular transport coefficients in ref.[40, 
41]. In ref.[40], the constant transport coefficients during density scan have been found to 
better fit to the experiments compared to those with inverse dependence on density, D ~1/n. 
In ref.[41], we have found a tendency that the transport coefficient increases with 
temperature. But the analysis is still in qualitative argument and needs further systematic 
investigation. Additionally, during the density scan the temperature variation in the stochastic 
layer is found to be rather small while the density changes substantially. Therefore, the 
selection of the constant transport coefficients might be appropriate for the present analysis. 
The argument concerning the spatial variation of the coefficients is given in section 4.1 
related to the radial profiles of Te and ne in Fig. 12. For the analysis in this section, the input 
power is fixed to 8MW. 
 It is difficult to obtain the parallel profile as done for HL-2A because of the presence of 
stochastic magnetic field lines in LHD,. Instead, the transport is statistically analyzed for flux 
tubes in different LC values. Namely, the flux tubes are divided into 5 groups depending on 
the order of LC, i.e., LC < 10m, 10 ≤ LC < 102 m, 102 ≤ LC < 103 m, 103 ≤ LC < 104 m and 104 
m ≤ LC. The quantity of energy flux is averaged over the flux tubes in each group. The 
parallel energy flux distribution among different LC flux tubes is plotted in Fig.5, for low 
(nLCFS=2.0x1019 m-3) and high (5.0x1019 m-3) density ranges. In almost all flux tubes, the 
electron conduction ( e Dq// ) becomes dominant as similarly observed in the HL-2A SOL. At 
outer radial location, the energy is transferred from long to short flux tubes through 
perpendicular transport, while the long flux tube usually provides dominant transport channel. 
In the figures, the values of reff=0.60 and 0.72 m correspond to the LCFS and the edge surface 
layers where the flux tubes are clustered and forming the divertor legs, respectively. In the 
edge surface layers, the parallel flow acceleration becomes large due to sufficient ionization 
source as reported in ref. [42]. Due to the acceleration of plasma flow, the energy flux tends to 
be converted to the convection component ( eVq//  and 
i
Vq// ) as shown in Figs.5 (c) and (f). 
 In the low density range (nLCFS=2x1019 m-3), the ion conduction energy is larger than the 
convection in most of the region, i.e., i V
i
D qq ////  , except at reff=0.72 m. The situation 
( i V
i
D qq ////  ) gives rise to the thermal force dominant regime, while the edge surface layers 
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are marginally in the friction dominant regime ( i V
i
D qq ////  ). The radial profiles of each 
velocity contribution to the impurity transport described with eq.(3) are plotted in Fig.6, 
where the velocity is averaged over poloidal and toroidal directions and the electric field is 
estimated at Z=3 as representative charge state. The positive values represent radially outward 
velocity. In the low density range, the value of thiV// is larger than 
fricV//  as expected from 
Figs.5 (a) and (b) except for the edge surface layers, where thifric VV ////  (Fig.5 (c)) and 
additional contribution of the electric field leads to the impurity screening. Effect of the 
parallel electric field in stochastic layer on the impurity transport is also discussed in ref.[43]. 
However, It is found that the effect is limited only in the low density or low collisionality 
range, since it diminishes in high density range with high collisionality as shown later in Fig. 
6 (c). As a result, in the low density range, the impurity has outward velocity in the edge 
surface layers resulting in the positive gradient of nimp, as found in Fig.6 (b). On the contrary, 
the inward velocity at the stochastic region (reff < 0.70 m) caused by the strong ion thermal 
force gives rise to the impurity buildup around LCFS as shown in Fig. 6 (b). 
 In the high density range (nLCFS=5x1019 m-3), the conduction energy flux is entirely 
reduced, while the convection flux remains almost the same. Most of the flux tubes deliver 
larger ion convection compared to conduction ( i V
i
D qq ////  ) except for the longest flux tube 
near LCFS (See Figs. 5 (d-f)). For electrons, the conduction is still a dominant channel for the 
energy transport. The thermal force decreases due to reduction of the conduction flux and the 
friction force is dominant in almost entire stochastic layer. This is clear seeing Fig.6 (c), in 
which the dominant friction force creates an outward impurity flow. The impurity is 
effectively screened in the edge surface layers and a positive gradient is also seen in the 
impurity density, as shown in Fig.6 (d). The impurity buildup is entirely disappeared in the 
stochastic region (reff < 0.70 m) due to the suppression of the thermal force. 
The simulated 2D distribution of impurity density is plotted in Fig.7, indicating the force 
balance of |||| ////
thifric VV   between friction and thermal forces. In the figure the friction 
force dominant region with high impurity density and the thermal force dominant region with 
low impurity density are expressed with bright colours like yellow and dark colours like blue, 
respectively. In the low density range (nLCFS=2.0x1019 m-3), the impurity build up is appeared 
near the LCFS (see Fig.7 (a)). This is caused by appearance of a strong thermal force, as 
shown in upper plot of Fig.7 (b) with blue color. With increasing the density, on the other 
hand, the strong thermal force appeared in the stochastic region begins to be suppressed and 
replaced by the friction force at high density range (nLCFS=5.0x1019 m-3), as shown in lower 
plot of Fig.7 (b). The impurity can be then effectively screened at the edge surface layers. It 
should be noted that the friction dominant region indicated with yellow and white colors  in 
Fig.7(b) is expanded to all poloidal locations in the periphery region. This implies that the 
screening is effectively independent of the impurity source location. 
 
 
3.4. Comparison of edge impurity transport between LHD and HL-2A 
 Non-dimensional parameter of normalized ion collisionality, ii
ion
SOL l  ///*  , is 
introduced to compare the edge impurity transport between the two devices. Here, ii  and 
//l  are the ion collision mean free path and the parallel characteristic length, respectively. The 
parallel characteristic length can be taken as ~ 2/CL  for HL-2A and Kolmogorov length, 
KL , for LHD. The collisional regime for the parallel transport can be then clarified using the 
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non-dimensional parameter. The ranges of ionSOL
*  for two devices are given in table 1. As an 
index of the screening, the ratio, imp
dowm
imp





LCFSn  and 
imp
dowmn  are the impurity densities at LCFS and the vicinity of divertor 
plates, respectively. The impurity density is calculated by summing up all the charge states of 
carbon. In HL-2A, impdowmn is calculated by averaging over all flux tubes in the outer and inner 
divertor legs and ionSOL
*  is evaluated at LCFS. In LHD, the variation of ionSOL*  in the stochastic 
layers is indicated with error bars. The highest and lowest values of ionSOL
*  in LHD are 
obtained from the vicinity of LCFS and the edge surface layers, respectively. The maximum 
value of ionSOL
*  is taken at almost the highest density range for both devices just before the 
discharges are switched to the detachment. Higher values of ionSOL
*  in LHD originates in the 
modest reduction of downstream temperature against the density rise, which is caused by the 




LCFS nn /  < 1 in Fig.8(a) means the impurity screening in the present analysis. In addition 
to the divertor source, the first wall impurity source with uniform distribution is considered to 
examine the effect of source location, while the background plasma source distribution is 
unchanged. For the carbon source at the stainless steel first wall, we assume certain amount of 
carbon deposition layer on the wall. In the figure, the grey and black symbols are for HL-2A 
and LHD, respectively. Results from the divertor and the first wall sources are indicated with 
circles and triangles, respectively. 
 
 In HL-2A, the ratio of imp
dowm
imp
LCFS nn /  with the divertor source rapidly decreases from 3 to 
0.1 at ionSOL
* 1 showing a strong impurity screening. On the contrary, any impurity screening 
does not appear when the impurity source is switched to the first wall. The reason is due to 
the residual thermal force at the upstream as indicated in Fig.4 (b) with dark blue color around 
X-point. The thermal force can not be fully eliminated even in the high density range as 
discussed in the last section. A modeling analysis from larger machines like JET shows that 
the SOL still has certain screening effect against the first wall source [44]. It is interpreted as 
due to the increased SOL density, which shifts the impurity ionization location radially 
outward and thus it can accelerate the parallel transport to the divertor along field lines rather 
than the cross-field transport enhancing the transport to the core plasma. However, such the 
effect does not appear in the HL-2A tokamak because the SOL density is inherently low. 
The impurity buildup also appears in LHD in the thermal force dominant regime at the 
lowest collisionality of ionSOL
* ~1. However, the ratio of imp
dowm
imp
LCFS nn /  is relatively small 
compared to HL-2A. When ionSOL
*  increases, the ratio goes down to ~0.3 and saturates at 
ion
SOL
* 4. Therefore, the impurity screening is still effective in LHD even if the impurity source 
is located at first wall, as shown in Fig.8(a). The behavior of carbon impurity in LHD is very 
similar between the two different source locations at the divertor and the first wall, in contrast 
to HL-2A. The reason originates in the distribution of the friction dominant region. Since the 
friction dominant region in LHD is almost uniformly distributed in the poloidal locations as 
shown in Fig.7 (b), the impurity screening is effectively available against impurity ions 
coming from all poloidal directions. Such uniform poloidal distribution of the friction force is 
attributed to the magnetic field structure in the stochastic layer, where the field lines have 
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large number of poloidal turns (several hundred turns) before they reach divertor plates. 
Therefore, plasma parameters tend to be distributed uniformly in the poloidal direction. In the 
case of HL-2A tokamak, on the other hand, the field lines in SOL have only one poloidal turn. 
This gives rise to the poloidal asymmetry of plasma parameters as shown in Fig.4 (b). 
 It is also important to note a difference in the ionization distribution of background 
plasmas between the two devices because it is a main mechanism of the flow acceleration 
appeared in the present modeling. The ionization source is limited below the X-point in HL-
2A, as shown in Fig.9 (b).  
 In LHD, the divertor plates are positioned along the divertor legs rotating in the poloidal 
direction, of which the position is uniquely determined by the helical coil geometry, as shown 
in Fig.1. Therefore, the recycling neutrals from the divertor plates in LHD exist in all the 
poloidal directions. The spread neutral distribution is also an important key feature to provide 
the poloidally uniform friction dominant region mentioned above. As discussed in the last 
section, however, the mechanism of the flow formation might alter the result, besides the 
ionization source. In particular, the effect is emphasized in recent experimental observation in 
the tokamak devices [36]. 
 It is also found for the divertor source case in Fig.8(a) that the ratio of imp
dowm
imp
LCFS nn /  in 
HL-2A is largely reduced at higher ionSOL
*  compared to that in LHD, suggesting a strong 
impurity screening effect of HL-2A. This is attributed to different values of i D
i
V qq //// /  
between two devices, as shown in Figs.8 (b) and (c). In the figures, the downstream is defined 
as s=0~0.5 m (see Fig.2(b)) for HL-2A and reff=0.72 m for LHD (see Fig.1(c)), i.e., the 
vicinity of divertor plates, while the upstream is defined as s=3~8 m for HL-2A, i.e., the 
vicinity of X-point, and reff=0.65 m for LHD, i.e., the stochastic region. The impurity 
screening for the divertor source is mainly relevant to i D
i




V qq //// /  at downstream in HL-2A increases ten times with increasing 
ion
SOL
* , while that in 
LHD is entirely modest keeping nearly constant values of 2 i Di V qq //// / 4. The difference can 
be explained by taking into account the perpendicular transport. In the tokamak SOL, a strong 
coupling between upstream and downstream expressed by 2 updown nT  and 3updown nn   
exists in the limited conduction regime based on the pressure conservation [27]. These 
relations imply a strong decrease in i Dq//  in the downstream region, since 
55.2
//
 updowni D nTq . Here, we neglect the change of sTi  /  for the simplicity. The change 
of i Vq//  is not so large in the frame of the present fluid modeling because of a priori 
assumption in Bohm boundary condition at the divertor plate, i.e., 
335.1
//
 upupdowndowni V nnTnq ~constant. From this assumption, one might expect a strong 
increase in the energy flux ratio of i D
i
V qq //// /  with increasing density. This gives a favorable 
effect to the impurity screening. 
In LHD, on the other hand, the coupling between upstream and downstream along the 
flux tubes becomes weaker in the stochastic layers, that is, 3/2~1  updown nT and 
5.1~1
updown nn   [17], since the perpendicular transport is enhanced. Then, it gives much more 
modest dependence on the upstream density compared to the tokamak SOL. Based on the 
same argument as in HL-2A, the energy flux through ion conduction is written by 
5.2~3/55.2
//
 updowni D nTq , if the change of sTi  /  is neglected. The change of i Vq//  does 
not seem to be so large, since the energy flux through ion convection, 





 upupdowndowni V nnTnq , is almost constant. Here, one can expect the enhancement 
of i D
i
V qq //// /  at the downstream with increasing density. But the value in LHD is smaller than 
that in the HL-2A tokamak SOL. This is the reason why the impurity screening is modest at 
the downstream in LHD compared to HL-2A. 
 Suppression of the thermal force is discussed in ref.[16] based on the perpendicular 
energy transport enhanced by the island divertor of W7-AS. Here, the same effect is also 
considered in the stochastic region of LHD with many remnant small islands (see Fig.1 (c)). 












  ,5.2,,0,,,  

,    (7) 
 
in the poloidal cross section of stochastic layer. The symbol of r  denotes the base vector in 
radial direction, where only the conduction energy is considered for simplicity. The first and 
second terms of the right hand side represent the perpendicular and ( q ) and parallel 





1 , the ratio of the parallel to perpendicular 

















,     (8) 
 
where BBrb r /
 . In LHD, the value of BBrb r /
 is estimated to be 10-4 to 
10-3 for ions. For typical edge plasma parameters in LHD, e.g. 100eV and 1019 m-3, these 
values give a condition of  qq//  for ions. It is noted here that the ion energy flux is 
relevant for the impurity transport as discussed in section 3.0. This means that the //q  is 
replaced by the enhanced q , which may be called “bypass effect”, resulting in the 
suppression of parallel ion conduction energy, i Dq // , in other words, suppression of the 
thermal force. This effect becomes large in high density and low temperature ranges, as seen 
in eq.(8). It also brings a condition of i D
i
V qq //// / 1 in the stochastic region, as shown in Fig.8 
(c). Suppression of the thermal force in the stochastic region reinforces the screening effect at 
high ionSOL
*  range in LHD. The modest decrease in the downstream temperature in LHD also 




V qq //// /  through the “bypass effect” given by eq.(8). 















,   (9) 
 







11  and  BBb /

, one can obtain the eq.(8). For HL-2A 
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tokamak, the value of  BB /  ranges in 10-2~10-1. A condition of qq /// >>1 is 
obtained from the eq.(8) for typical edge plasma parameters in HL-2A. Therefore, the “bypass 
effect” of energy flux by the perpendicular transport is not available in HL-2A tokamak. This 
is one of the reasons why the i D
i
V qq //// /  can not be brought to above unity at upstream even 
in high ionSOL
*  range of HL-2A, in contrast to LHD (see Fig.8 (b)). This can be also confirmed 
by the presence of residual thermal force around X-point in high density range (see Fig.3 (e) 
and Fig.4 (b)). 
 
 The above arguments based on the simulation are summarized in the following. 
1. Edge impurity screening effect is compared between two devices of HL-2A and LHD using 
the ratio of imp
dowm
imp
LCFS nn /  as a function of normalized ion collisionality, 
ion
SOL
* . The ionSOL*  takes 
different values between two devices because of different contribution of the perpendicular 
transport (ref.[17]). 
 
2. HL-2A has a strong impurity screening effect when the impurity source is located at 
divertor, while no screening effect is observed when the impurity source is switched to the 
first wall. LHD has a sufficient impurity screening effect against both the divertor and the first 
wall impurity sources. However, the (reduced value of imp
dowm
imp
LCFS nn /  against the divertor 
impurity source in LHD indicates a relatively modest impurity screening compared to HL-2A. 
 
3. Different screening effect against the divertor impurity source between the two devices is 
attributed to the coupling of plasma pressure between upstream and downstream, i.e., 
2 updown nT and 3updown nn   for HL-2A and 3/2~1  updown nT and 5.1~1updown nn   for 
LHD. These dependences can affect the ratio of i D
i
V qq //// /  (=friction force/thermal force), 
i.e., i D
i




V qq //// /  ~5 for LHD. 
 
4. Effective impurity screening against the first wall source in LHD is caused by the 
poloidally uniform distribution of the friction dominant region, which is originated in a large 
number of poloidal turns of field lines in the stochastic layer before reaching divertor plate. In 
HL-2A SOL, on the other hand, the fiction dominant region is poloidally asymmetric. It is 
only dominant near the divertor plates because the flux tube in HL-2A tokamak poloidally 
rotates only one time during one toroidal turn. The impurity screening is also affected by the 
ionization distribution of the background plasma. The flow acceleration derived in the present 
modeling effectively works for the impurity screening. 
 
5. Perpendicular energy flux can largely contribute to the impurity screening in the stochastic 
region of LHD, in which the parallel energy flux is replaced by the perpendicular one. It 
finally leads to the suppression of the thermal force at upstream. This contribution certainly 
reinforces the impurity screening effect in high ionSOL
*  range. In addition, the impurity 
screening can be also assisted by increasing a threshold density triggering the plasma 
detachment based on the modest coupling between upstream and downstream in the stochastic 
layer. It can thus work to extend the operational range toward higher ionSOL
*  range. 
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4. Measurement of carbon line emissions in LHD and HL-2A and interpretation by 
numerical modeling 
 In this section, chord-integrated intensity and radial profile of carbon line emissions 
measured by VUV and EUV spectrometers are analyzed with the modeling as a function of 
density. Effects of different impurity source location and released energy of carbon atom are 
discussed with experimental data from the two devices. In subsection of 4.1, experimental 
setup, selection of the emission lines, numerical setup of the background plasma and 
examination of the impurity source characteristics are described. In subsections of 4.2 and 
4.3, the results are discussed for LHD and HL-2A, respectively. 
 
4.1. Experimental and numerical setup 
 VUV and EUV spectrometers have been installed on LHD [21,45] and HL-2A [22] to 
investigate the edge impurity transport. The viewing areas of the VUV and EUV 
spectrometers in LHD are shown in Figs.10 (a) and (b), respectively. The area covers the 
divertor legs and the X-point as well as the peripheral region of the plasma. The obtained line 
emission can thus reflect the behavior of carbon impurity ions through the downstream to 
upstream in the stochastic layer. The viewing area of the VUV spectrometer in HL-2A shown 
in Fig. 20 (a) covers the lower half of the plasma including marginally the X-point, while the 
divertor legs are outside of the observation angle. The obtained emission thus provides 
information through the mid-stream to upstream in the SOL of HL-2A. 
The ionization stages of C2+ and C3+ ions are measured as CIII (977 Å: 1s22s2-1s22s2p) 
and CIV (1548 Å: 1s22s-1s22p) for both devices, respectively, while C4+ ions are differently 
measured, i.e., CV (40.27 Å: 1s2-1s2p) for LHD and 2271 Å: 1s2s-1s2p for HL-2A. The 
emission coefficients of these lines are found to be almost independent of the electron density 
in the range of ne = 1018 ~ 1020 m-3. Therefore, we can utilize the relation between the carbon 
emission and the plasma parameters, IZ (Te, ne) = nimpZ ne LZ(Te), where Z is the charge state 
and LZ(Te) the emission coefficient. The LZ(Te) are plotted in Fig. 11. It is found that the 
emission coefficient of CIII and CIV, which have the ionization potential, Ei, of 48 and 65 eV 
respectively, are almost independent of the temperature in the range 10 ~ 100 eV. This 
temperature range is most relevant in the present analysis. This means that the intensity 
measured from C2+ and C3+ ions is directly related to the impurity density, if it is divided by 
ne. The emission coefficient of CV (Ei = 392 eV), on the other hand, significantly depends on 
the temperature as shown in the Fig.11. Therefore, the interpretation of the CV should take 
into account this temperature dependence, as discussed later. 
 Figure 12 shows Te and ne profiles at the outer midplane of LHD measured by Thomson 
scattering system, together with the modelling results. The LCFS is estimated at around 
R=4.55 m. In the 3D transport computation of EMC3, the perpendicular transport is assumed 
to be anomalous, while classical transport is assumed for the parallel transport. The 
perpendicular transport coefficient of particle and energy, D  and ie, , are assumed to be 
spatially constant and selected to well fit the Te and ne measured in the experiment. 
In Fig.12 (a), the modelling results with different ie, ’s are shown for fixed input 
power. When we use the value of ie, =1.50 m2/s, we have a good agreement between the 
modelling and the experiment at R > 4.65 m, while there is a substantial deviation at R < 4.65 
m. On the other hand, we have a better fit to the experiment by taking smaller ie,  at R < 
4.65 m, while the profile starts to deviate at R > 4.65 m. Since we use a spatially constant 
value, ie, , the result indicates a change of ie,  around R = 4.65 m. Concerning the 
impurity screening, the absolute value of temperature plays an important role on the force 
balance in the impurity momentum transport. In the present analysis, we have found that the 
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qualitative change of the force balance mainly occurs at the outer region as shown in Fig.6. In 
the inner region, on the other hand, there is no qualitative change because the thermal force 
tends to always persist although its magnitude changes with density. For the present analysis, 
therefore, we have decided to take the profile with ie, =1.50 m2/s as shown in Fig.12, 
which gives the best fit to Te at the outer region and thus enables us to analyse qualitative 
behaviour of impurity transport. However, it is certainly important to have a better fit in the 
inner region for more precise and quantitative argument of impurity transport. For this 
purpose, we are now improving the code to be capable of having spatially varying the 
transport coefficients. This is left as the future work. 
For the density profile, we have found that the value of D =0.50 m
2/s gives a reasonable 
agreement with the measurement as shown in Fig. 12 (b). The value is found to be almost 
independent of the density, as discussed in section 3.3. The region of R < 4.65 m, where there 
always exists a systematic deviation of Te between the modeling and the experiment as 
mentioned above, corresponds to the temperature range relevant to C4+ (CV). Radial profiles 
of the emission coefficient for each charge state estimated from the Thomson Te are plotted in 
Fig.12 (c). The CV profile simulated with the 3D model is also plotted in the figure. The 
modeling result shows a smaller CV emission by a factor of 2 ~ 3 compared to the emission 
from the experiment. 
 The radial profiles of Te and ne at the outer midplane of HL-2A obtained by a scanning 
probe [46] are plotted in Fig. 13, together with the modeling result. In the 3D modeling, the 
transport coefficients are selected as D =0.50 m
2/s and ie, =1.50 m2/s and fixed during the 
density scan. The location of LCFS is determined by analyzing the phase change of k 
spectrum [46] and the uncertainty in the determination is estimated to be ±0.5 cm. The probe 
data show a relatively slow radial decay for both the parameters, in particular, in the far SOL 
region. This might be attributed to the non-diffusive transport. Within the error bars of the 
measured parameters and the positional uncertainty, the result of the modeling fairly agrees 
with the experimental profiles. 
In the present modeling, we examine four different impurity sources, i.e., 0.05eV and 
2eV carbon energies released from the divertor plates and the first wall. As mentioned in the 
last section, the first wall carbon source is assumed with certain amount of carbon deposition 
layer on the stainless steel surface of the first wall. The divertor plate source is distributed 
being proportional to the plasma particle deposition pattern, while the first wall source is 
assumed to be uniform. The 0.05eV released energy represents the chemical sputtering with 
fixed sputtering coefficient of 0.01, while the 2 eV released energy supposes the physical 
sputtering, in which the sputtering coefficient changes depending on the incident particle 
energy [47]. 
The chemical erosion depends on many parameters such as ion flux [48], surface 
temperature [49] and energy of the projectile [50]. We have examined the data concerning 
these parameters obtained in the both devices as well as the database of sputtering rate 
reported in the references. It is, however, rather difficult to estimate accurately the erosion 
rate from such comparison between the experimental data and the reported databases because 
the both databases have substantial scatter. It is also noted that the erosion rate depends on the 
surface condition as well, for which we have almost no information. We certainly need 
systematic experimental study on the sputtering rate for more accurate and quantitative 
arguments of the analysis, which is currently underway by improving diagnostics and left for 
future work. Taking into account the parameter dependences and also the scatter in the 
database of the chemical sputtering rate in ref. [48,49,50], the best estimation of the chemical 
sputtering rate would be an order of 0.01 with error bar of a factor of ~2. Instead of 
addressing the erosion process directly, on the other hand, it might be reasonable to check the 
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behaviour of CIII emission, since it is usually considered to mostly reflect the impurity source 
rate, not being affected by the transport so much due to the low charge state. In this respect, 
the density dependence of CIII in Fig.17 (experiment) and 18 (e) (modelling) for LHD shows 
a reasonable agreement between the two within a factor of ~2, which roughly corresponds to 
the error bar expected in the estimation of chemical erosion rate. In other words, this is the 
best result we can do at the moment for the qualitative analysis based on the limited data 
concerning chemical erosion rate. As for HL-2A, we find a discrepancy between the 
experiment and the modelling concerning the behaviour of CIII, as shown later. The reason is 
discussed including the selection of chemical sputtering rate and other effects in section 4.3. 
The absolute recycling flux on the divertor plate calculated in the modeling has showed a 
reasonable agreement with the experiment [40]. The charge-exchange (CX) neutral flux to the 
first wall estimated from the simulation depends on the divertor flux. The first wall flux is 
comparable to the divertor flux in LHD, whereas the first wall flux is one order of magnitude 
less than the divertor flux in HL-2A taking into account the closed divertor configuration. The 
chemical and physical sputtering have a comparable contribution to the impurity source in the 
low density range, while the chemical sputtering is dominant in the high density range 
because the physical sputtering yield decreases with reduction of the edge temperature, i.e., 
reduction of the incident energy [47]. 
 
4.2. Results of LHD 
Figures 14 (a) and (b) show the C3+ density distribution obtained from the modeling with 
the chemical sputtering on divertor plates in LHD for different density ranges of nLCFS=1.5 
and 5.0x1019 m-3, respectively. The input power to the stochastic layer is changed from 4 MW 
at the low density to 8MW at the high density, according to the NBI deposition power. 
Results from other carbon source cases also show a similar distribution to Fig.14, while a 
deeper penetration of carbon is observed in the case of physical sputtering on the first wall. 
The modeling shows that the edge region is entirely dominated by the thermal force in the low 
density, but it changes to the friction dominant regime in the high density. When the thermal 
force is dominant, it is found that the C3+ ions deeply penetrate in the stochastic region and 
distribute around the poloidal mode structures of m=4 and 5, where the distribution becomes 
almost uniform in the poloidal direction as seen in Fig.14 (a). In the high density case, on the 
other hand, the increased friction force pushes the carbon ions radially outward, and the C3+ 
ions populate around the mode structures of m=3 and 4 with higher rotational transform. In 
this case the poloidal modulation of the C3+ density becomes large, resulting in the localized 
distribution around the divertor legs and the top and bottom of the LHD plasma, as shown in 
Fig.14 (b). 
The change against the density is reflected on measured profiles of impurity line 
emissions in LHD. Upper half vertical profile of CIV (1548 Å) line emission is shown in 
Fig.15 as the typical example. It is clearly seen that the CIV in the high density discharge at 
nLCFS=4.5x1019m-3 increases around the midplane (Z=0.04 m) and the top of torus (Z=0.48m), 
respectively. The measured CIV profiles are analyzed with the present simulation code. 
Profiles obtained from the modeling are plotted in Figs. 16 (a) - (d) for different impurity 
source locations (divertor and first wall) and different released energies (0.05 and 2.0eV). The 
profile summed up over all the sources is plotted in Fig. 16 (e), where the contribution of the 
chemical sputtering is dominant at the high density. With increasing density, the CIV profile 
becomes peaked around Z=0.05 m and 0.47m, as shown in Fig.16 (e). The peaked profile is 
caused by the localization of C3+ density at the divertor legs and the top of torus as shown in 
Fig.14 (b). It is found that the profiles from high density cases show a similar result in the 
appearance of the peaks even if the impurity sources are different.  
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However, the shape in the first wall source case is flatter around Z=0.05 and 0.47 m compared 
to divertor source case. This is clearly seen in Fig.16, e.g. comparing Fig.16 (a) and (b) or 
Fig.16 (c) and (d), respectively. This is due to less screening effect against the first wall 
source compared to the divertor source. It is attributed to the poloidal modulation of 
stochastic layer thickness, i.e., it is thicker at the divertor leg region (the region of out- and in-
board midplane in Fig.1 (b)) and thinner in front of the first wall (the top and bottom of the 
plasma in Fig.1 (b)). The neutral carbon coming from the first wall, e.g., from the top and the 
bottom of torus, can penetrate closer to the LCFS because the stochastic layer is thinner, 
compared to the thicker layer at the in- and out-board sides, which can effectively stop the 
neutral carbon from the divertor. Since the friction dominant region is mainly formed at the 
peripheral region (edge surface layers) as shown in Fig.6 (c) and Fig.7 (b), the carbon ionized 
at deeper location has less chance to feel the friction force. Therefore, the screening effect 
becomes weak against the first wall carbon source, and thus it leads to a flatter CIV profile as 
shown in Figs.16 (b) and (d). 
The simulated profile in Fig.16(e) can be compared with the experimental profile in 
Fig.15. The experimental profile also shows a few clear peaks at some vertical locations 
similar to the modeling prediction. The result suggests the impurity movement from the 
upstream to the downstream region with increasing density, which can be understood by the 
enhancement of the friction force. 
 The correlation between the impurity line measurement and the modeling indirectly 
supports the identification of magnetic field structure in plasmas. A clearer evidence has been 
reported with H and impurity emission measurements in Tore Supra [51,52] and LHD [53] 
and divertor power load measurement in TEXTOR-DED [54]. 
 
The density dependence of the carbon emission observed in the experiment is plotted in 
Fig. 17, where the intensity is normalized by the electron density. Due to the different 
ionization potential of carbon ions, i.e., CIII (48eV), CIV(65eV) and CV(392eV), the 
intensities of CIII and CIV are interpreted as a proxy for the carbon source and CV as a proxy 
for the impurity located at deeper radial position. The interpretation of CIII and CIV is 
straightforward due to the almost constant emission coefficient in the range of 10 to 100 eV, 
as shown in Fig. 11. Namely, the change of CIII and CIV intensities represents the change of 
C2+ and C3+ ion densities, respectively. Both intensities indicate a constant carbon influx 
against the line-averaged density. The reduction of CV intensity indicates the impurity 
screening. The modeling is studied to explain the experimental result in details.  
Density dependence of the carbon line emissions in each charge state is studied by the 
3D modeling. The result is shown in Fig.18, where the intensity is normalized by the electron 
density. In all the cases with different sources, the emission from high charge state (CV) 
clearly shows a different density dependence compared to those from low charge states (CIII 
and CIV). If we assume only the chemical sputtering (see Figs.18 (a) and (b)), the intensities 
of CIII and CIV increase with density while the CV first decreases with density but starts to 
increase at nLCFS=3x1019m-3. No difference is seen between the divertor and the first wall 
sources with chemical sputtering. This is due to the poloidally distributed friction force 
dominant region as discussed in section 3.4 and in Fig. 7 (b). In the case of physical sputtering 
(see Figs.18 (c) and (d)), the CIII and CIV intensities slightly decrease with density and then 
seems to saturate at nLCFS=4x1019m-3, whereas the CV intensity monotonically decreases with 
density, mainly reflecting the sputtering coefficient decreasing with density increase.  
The summation of these different sources is plotted in Fig. 18 (e), where the CIII and 
CIV tend to increase with density while the CV decreases with density until it saturates at 
nLCFS=4.0x1019 m-3. It is found that the physical sputtering contributes to the emission only at 
the low density, where it has a comparable flux with the chemical sputtering. A deeper 
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penetration of physically sputtered impurity provides larger radiation due to the high plasma 
density at the inner radius. With increasing density, the contribution of the physical sputtering 
is replaced by the chemical one, which starts to dominate in the amount of carbon influx. 
Thus, the density dependence at the high density range roughly follows the result of chemical 
sputtering. When the experimental result in Fig.17 is compared with the modeling result in 
Fig.18(e), we notice that the contribution from the chemical sputtering is considerably 
overestimated in the modeling. In LHD, the emission from hydrocarbon molecule is usually 
weak except for extremely high density discharges with strong hydrogen gas puffing at 
ne>1020m-3. This experimental result, which is different from general feature appeared in 
tokamaks, may be caused by low operational density range (order of 1018m-3) in open divertor 
system of LHD. Since the ion temperature in divertor region is higher than tokamak due to the 
low divertor density, the self-physical sputtering by carbon can be possibly enlarged [55].  
The carbon density profiles for the case combined all sources (Fig.18 (e)) are plotted in 
Fig.19. The total carbon density summed over all charge states (nimp) changes from peaked to 
hollow profile due to the impurity screening effect in the high density. All charge states of 
carbon shift their radial position outward with density. The peak density in low charge states 
of carbon (C2+ and C3+) increases, while that in high charge state (C4+) slightly decreases. 
Taking into account the temperature dependence of the emission coefficient of CV in Fig.11, 
the decrease in CV observed in the modeling is due to a combined effect of the reduction of 
C4+ density and the outward shift to low temperature region. 
The impurity screening in a stochastic layer with the friction force has also been 
predicted in previous theoretical analyses [56,57,58,59,60,61]. Although some of them also 
combine an effect of the parallel electric field, it is not found to be so significant in the 
present modeling. A similar experimental observation of the impurity screening with 
stochastic magnetic field is also reported in TEXT [62], Tore Supra [14] and TEXTOR-DED 
[15]. The present analysis consolidates these predictions and observations, and adds further 
insight into the transport process by analyzing the 3D modeling including a precise magnetic 
field structure of the stochastic layer. It should be noted here that other mechanisms which 
can influence the impurity screening have to be considered for further study on the impurity 
transport in the stochastic layer. For example, spatially different perpendicular transport and 
perpendicular electric field [63,64] are the candidate as the alternative mechanism. However, 
those are not included in the present modeling due to the difficulty in the formulation. 
 
 
4.3. Results of HL-2A 
A similar assumption on the impurity source characteristics is also used for analyzing the 
edge impurity transport in HL-2A except for the first wall impurity source. The first wall 
source which is one order magnitude less than the divertor source is adopted in the simulation, 
since the neutral flux at the first wall above X-point in HL-2A is significantly suppressed by 
the closed divertor configuration. The 2D distribution of C3+ density in HL-2A obtained by 
the modeling is plotted in Fig. 20 for two different densities, where the impurity source is 
located at the divertor plates proportional to the plasma particle deposition pattern with fixed 
sputtering coefficient of Csput=0.01 and with released energy of 0.05eV. The line integrated 
CIV profiles are measured with the viewing area shown in Fig. 20 (a). The result is plotted in 
Fig. 21 for different line averaged densities. The Z coordinate starts from the upper boundary 
of the viewing area and increases downward, as indicated in Fig. 20 (a). In the modeling the 
density at LCFS, nLCFS, is related to the line averaged density by eLCFS nn 3.0~2.0 . The 
measured CIV profile becomes flat in the low density range, while it becomes gradually 
peaked at around Z=0.35 m with increasing density. The profiles are analyzed using the 
present modeling in details as follows. 
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The line integrated CIV profiles obtained in the modeling using the viewing area shown 
in Fig.20 (a) are plotted in Fig. 22, for different source characteristics. At the low density of 
nLCFS=0.3 x 1019 m-3, the line integrated CIV profiles become flat in the all source cases. This 
is due to the strong thermal force, which drives the impurity upward, and the most of the C3+ 
are populated above the X-point as shown in the 2D distribution of Fig. 20 (a). This impurity 
buildup at the upstream always occurs in the low density case, independent of the source 
location and the released energy. At the high density, however, the CIV profile is significantly 
different depending on the impurity source characteristics. With increasing density, the 
friction force near the divertor plates becomes strong and the thermal force at upstream is 
weakened. Most of the carbon atoms released from the divertor is retained near the divertor 
plate as ions in lower charge states of C+ and C2+. The resultant C3+ distribution is then 
localized around X-point and the density decreases, as shown in Fig. 20 (b), indicating that 
the divertor impurity source is dominant. The line integration of CIV emission is therefore 
peaked around X-point near Z=0.40 m and the intensity decreases as seen in Fig. 22 (a). Such 
a behavior becomes different for the first wall source. No peaking is seen in the CIV profile 
and the intensity increases with density, as shown in Fig. 22(b). That is to say, the tendency is 
completely opposite to the divertor source case. This is due to the residual thermal force at the 
upstream as discussed in section 3.4 and in Fig.4 (b). The residual thermal force leads to the 
impurity buildup for impurity ions entering the SOL above X-point even at the high density. 
The impurity density increases almost proportional to the source amount. A similar effect of 
the thermal force working at the entrance to the outer divertor leg, which drives impurity ions 
upward, has been observed in the modeling analysis in JET [11]. 
In the case of physical sputtering, the CIV intensity decreases in the high density range 
for both the impurity sources of divertor and first wall, as shown in Figs. 22 (c) and (d), 
respectively. This is due to the reduction of sputtering coefficient with increasing density at 
which the incident energy of impinging particles decreases. The effect is stronger than the 
upward drive force of impurity ions based on the residual thermal force above the X-point. 
The resulting CIV profile combining the all impurity source cases is plotted in Fig. 22(e). The 
behavior of CIV is not a simple function of the density. It decreases first and increases at the 
higher density. The profile tends to peak at the edge region at the highest density. 
 When the modeling (Fig.22(e)) is compared with the experimental result in Fig.21, we 
notice that the density dependence of CIV intensity is quite different each other, whereas the 
tendency of profile change with small peak near the X-point is similar between the 
experiment and the modeling in the high density region. The CIV intensity in HL-2A simply 
increases with density, which is not reproduced in the modeling shown in Fig. 22(e). Since the 
present transport modeling of the HL-2A tokamak suggests that the impurity distribution is 
sensitive to the impurity source location, the identification of the source characteristics is 
important for understanding the experimental result. In order to make better explanation of the 
experimental results, other impurity source cases are tested in the modeling. The sputtering 
coefficients increasing with density is adopted for the divertor impurity source, as shown in 
Fig.23(a), and a new impurity source located at the baffle is considered with fixed sputtering 
coefficient of 0.01, as shown in Fig.23(b). The newly introduced impurity source shows a 
better agreement with the experimental result not only in the intensity but also in the profile. 
At present there is no clear reason why the sputtering coefficient increases with density at the 
moment. However, the plasma interaction with the baffle is probably one of possible 
candidates to explain the experimental result because the position of plasma edge sometimes 
has a discrepancy between the experiment and calculation using EFIT code. It seems that the 
experimental result observed here can be explained as a combination of several impurity 
sources assumed in the modeling. Further study is necessary for these topics. 
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The density dependence is also studied by measuring carbon emissions in different 
ionization stages. The result is plotted in Fig. 24. Although the data are a little scattered 
reflecting a small difference among discharges of HL-2A, the CIII and CIV emissions seem to 
be nearly constant against the line averaged density, while the CV emission clearly shows a 
gradual reduction against the density. The density dependence of these emissions is analyzed 
with the modeling. The result is plotted in Figs. 25 (a) - (d) for different impurity sources as 
used in Fig.22. The intensity of the all charge states decreases with increasing density for the 
divertor source case, as shown in Figs. 25 (a) and (c). This is due to the strong screening 
effect below the X-point. On the other hand, in the case of the first wall source with the fixed 
Csput=0.01 shown in Fig.25 (b), the CIII and CIV increase with increasing density, while the 
CV strongly decreases. The increase in CIII and CIV is attributed to the impurity buildup 
above X-point which occurs even at the high density as discussed above. Although such the 
difference of screening effect due to the source location is identified only in the modeling in 
the present analysis, the similar tendency has been identified in the methane puff experiments 
in JET [44]. The decrease in CV is caused by a limited computational domain of the inner 
boundary which is set to several cm inside the LCFS. In HL-2A, the edge temperature is 
considerably low and it changes from 200 eV to 100 eV in such a location during the density 
scan. The radial location of CV moves further inside the plasma core when the density is 
increased. Thus, the CV is mostly located out of the computational domain, in particular, at 
high density discharges of HL-2A. Therefore, it inhibits a direct comparison of the CV 
emission obtained in the modelling with experiments. The CV emission is affected by the 
dependence of life time in each charge state on plasma parameters in addition to the 
perpendicular transport in the core region, rather than the parallel force balance between the 
friction and thermal force. However, such analyses are beyond the scope of the present 
investigation. In the following, therefore, the discussions are focused on the behaviour of CIII 
and CIV in comparison with experiments, although the CV obtained from the modelling is 
included in the following figures. In the case of physical sputtering, all the emissions decrease 
with density increase. This is due to the diminishing sputtering coefficient in the high density 
range, independent of the source location. 
The density dependence of these emissions combining all the different sources is plotted 
in Fig. 25 (e). It shows that the CIII and CIV intensities in low charge states slightly decrease 
in higher densities, while the CV intensity in high charge state continuously decreases with 
density. 
The roughly constant CIII and CIV intensities against the density scan observed in the 
experiment (see Fig.24) indicate a little difference from the modeling in higher density range 
(see Fig.25 (e)). It simply tells us the importance of the chemical sputtering at the first wall 
because the wall chemical sputtering predominantly determines the CIII and CIV intensities at 
the high density range as shown in Figs.25 (a)-(d). The decrease in measured CV intensity has 
a similar tendency to the modelling, but it is quantitatively different. The reduction of CV in 
the modeling is roughly two orders of magnitude, while the reduction in the modeling is only 
a factor of 3. The CV intensity in the modeling is entirely underestimated by the limited 
computational domain as mentioned above. 
The same analysis is also done with other impurity sources shown in Fig. 23. The result 
is plotted in Fig. 26. As expected from Fig. 23, the dependence of CIII and CIV intensities 
shows a little better agreement with the experiment, whereas the reduction of CV is still much 
larger than the experiment due to the same reason as mentioned above. Detailed 
understanding on the edge impurity behavior in HL-2A is, however, still difficult. 
 
In HL-2A, it is found that the result is very sensitive to the impurity source location, in 
contrast to the result from LHD. The difference comes from geometrical effect of the 
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magnetic field structure on the impurity transport as discussed in section 3.4. The analysis 
shows an importance of identification of the impurity source characteristics for interpretation 
of experimental results in HL-2A. In order to make further development on this study, 
quantitative comparison between the modeling and experiment is necessary in addition to 
precise measurement on edge spectral line profile with its absolute emissivity. These are left 
as the future work. Finally, it should be noted that the comparison of edge impurity behavior 





LHD and HL-2A have a distinct edge magnetic field structure in viewpoints of the 
connection length and the flux tube topology. In order to study the effect of magnetic field 
geometry on the edge impurity transport, a comparative transport analysis has been conducted 
between LHD stochastic layer and HL-2A SOL. For this purpose, the 3D edge transport code 
of EMC3-EIRENE has been implemented and the profile measurement of carbon emissions 
has been performed using EUV and VUV spectrometers in the both devices. 
Comparison of the simulation results shows a clear difference in the impurity screening 
process between LHD and HL-2A. HL-2A SOL has a strong screening effect against the 
divertor impurity source at high density with high collisionality. However, no impurity 
screening is appeared when the impurity source is replaced by the first wall. Because the 
residual thermal force still effectively works at the upstream above the X-point even at the 
highest density just before the attached plasma changes to the detached one. The LHD 
stochastic layer has a sufficient impurity screening effect against both the divertor and first 
wall sources. The effect is however weaker compared to the divertor impurity source case in 
HL-2A SOL.  
The effective impurity screening against the first wall source in LHD observed in the 
modeling is due to the presence of the poloidally distributed friction dominant region formed 
by a large number of poloidal turns (several hundred turns) of field lines in the stochastic 
layer before they reach the divertor plate. In HL-2A, on the other hand, one poloidal turn flux 
tube creates a poloidally asymmetric friction dominant region located only in the vicinity of 
the divertor plate. The ionization distribution of background plasma is also closely related to 
these different magnetic structures. The acceleration mechanism of background plasma and 
thus impurity flow along the magnetic field line is basically determined by the ionization 
distribution in the present modeling. However, further analysis is necessary on the flow 
formation, especially in the tokamak SOL. Since it is recently reported that the background 
plasma is significantly accelerated even at the midplane, the result might change the picture 
obtained in the present modeling. 
 The enhanced perpendicular transport in the stochastic layer is found to affect the 
impurity transport in two ways. First, the upstream region changes in the friction dominant 
regime, which is usually impossible in the tokamak SOL. This is due to the enhanced 
perpendicular energy transport, which can replace the parallel ion conduction energy flux 
(“bypass effect”), i.e. reduces the thermal force. Second, the impurity screening effect at 
downstream is weakened compared to the tokamak SOL. The effect is attributed to the 
perpendicular loss of parallel momentum in the stochastic flux tubes. resulting in relatively 
high temperature and low density at downstream. Both are caused by the geometrical effect of 
magnetic field in the stochastic layer. 
Comparison of the modeling result with measured CIV line emission profile in LHD 
shows a qualitative agreement. The density dependence of CIII, CIV and CV intensities also 
qualitatively shows a good agreement with the modeling. It should be pointed out here that 
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the profile of CIV emission is not sensitive to the impurity source location due to the presence 
of poloidally distributed friction dominant region, as mentioned above. The agreement with 
the experimental result can be interpreted as downstream movement of carbon C3+, indicating 
the impurity screening effect in high density region. 
In the case of HL-2A, interpretation of the experimental data is not straightforward. The 
experimental result can be reasonably explained, if it is possible that the sputtering coefficient 
increases with density or the baffle is the impurity source instead of the divertor plate. It 
should be also pointed out that the edge impurity distribution in HL-2A tokamak is very 
sensitive to the impurity source location, in contrast to LHD. It is important to identify the 
source characteristics from the experimental study in order to make a consistent interpretation 
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