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Abstract
In this thesis, we focus on joint relay beamforming and transceiver processing in multi-
user relay network. First of all, we consider the scenario in which multiple source-to-
destination (S-D) pairs intend to communicate with the help of multiple distributed
amplify-and-forward (AF) relays. A rank-two beamforming Alamouti scheme is pro-
posed at the sources and relays, and we aim to minimize maximal individual relay
power subject to pre-defined SINR requirements. The resulting non-convex optimiza-
tion problem is solved by oridinary semi-definite relaxation (SDR) and separable SDR
approaches. Compared to conventional rank-one scheme, proposed rank-two methods
provide one more degree of freedom in optimal solution, and have significantly better
performance in terms of min-max per-relay power and optimality gap.
Secondly, we consider the scenario where multiple users exchange information with
each other via a multi-way multi-antenna relaying. Our objective is to jointly design
both relay beamforming and receiver linear processing to maximize the minimum
signal-to-interference-and-noise ratio (SINR) under a relay power budget. The joint
optimization problem is iteratively solved by designing relay beam matrix and receiver
processing matrix. For the latter, both maximum-ratio-combining (MRC) receiver
and zero-forcing (ZF) receiver are designed. The MRC receiver leads to the optimal
v
vi
iterative design while the ZF receiver has lower computational complexity. We also use
successive interference cancellation (SIC) as our decoding strategy to further enhance
sum-rate. Simulation results show that the proposed iterative algorithm yields higher
achievable sum-rate than the existing partial ZF (PZF) method which uses sum-rate
maximization as the design objective.
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The massive growth of users in wireless network and the increasing demand for high
data rate services, like video conference and virtual reality, have inspired the explosive
growth of research in wireless communication. To cater the need of a high quality, low
cost, and easy-to-access wireless network, numerous technologies have been developed
to exploit the diversity of time, frequency, code and space. And recently, another
type of diversity called cooperative diversity has attracted the attention of many
researchers.
To achieve cooperative diversity, users of a wireless network cooperate by relaying
each others messages and forming a virtual multi-antenna system for joint transmis-
sion and reception. It is highly beneficial in wireless communication systems in various
aspects, including communication range extension, energy efficiency improvement and
capacity enhancement [1–4]. Such relaying structure is also widely adopted in many
current wireless systems, such as LTE [5] for 4G cellular networks and bluetooth.
Also, research has found out that by using multiple-input-multiple-output (MIMO)
systems, the performance of wireless networks can be improved significantly [6, 7].
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It is then reasonable to consider using MIMO systems in combination with relaying.
By accommodating multiple antennas at the relay nodes, higher diversity gain, more
degrees of freedom and better performance can be achieved [8–10].
In this thesis, we first focus on distributed relay beamforming desgin in a multi-
user peer-to-peer (MUP2P) relay network. We propose a joint transmit and relaying
strategy via Alamouti scheme for rank-two relay beamforming to minimize maximal
per-relay power consumption under the quality of service (QoS) constraints. Next, we
consider multi-way multi-antenna (MWMA) relaying for multi-user communications.
A joint design of relay beamforming and receiver processing is proposed to maximize
the minimal SINR under the total relay power budget.
1.2 Cooperative Relay Network
A relay network is a broad class of network topology used in current wireless net-
works, where the source and destination are interconnected by relays to help data
transmission between them, as shown in Fig 1.1. In such a network, the source and
the destination may not communicate to each other directly due to distance limita-
tion and signal quality. Hence the help of relays is needed to forward the replicas
of signal from source to the destination, thereby not only to improve communication
range and energy efficiency, but also to increase transmission diversity and signal
quality [8, 11, 12].
Various relay schemes have been proposed, which can be categorized as amplify-
and-forward (AF), decode-and-forward (DF), compress-and-forward (CF). Generally,
in an AF relay scheme, relay amplifies what it receives, and send the amplified signal
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Figure 1.1: Cooperative relay network.
to the other end. It has been extensively used in practice due to its simplisity. While
in a more complex DF scheme, relay station first decodes the received signal and
then retransmits the decoded and regenerated symbols. DF scheme is also known as
regenerative approach, and its performance is largely affected by the coding scheme
applied at the relay. The CF scheme allows relay station to compress the received
signal from source node and forward it to destination without decoding the signal.
The receiver can then combine the two observations from source and relay and exploit
the correlation between them at the destination.
Relay networks can also be categorized into different types by using different
standards. By the duplexity of transmission, networks can be classified into one-way,
two-way and multi-way relay networks (MWRNs), where the first is half-duplex and
the rest two utilize full-duplex transmission. Especially in MWRNs, multiple users
exchange information with each other under the help of one cooperative relay node.
By carefully leveraging user interference, MWRNs are able to significantly improve
spectral efficiency in wireless communication systems [13]. In addition, based on the
number of source-destination (S-D) pairs, relay networks can be sorted into single-pair
4
Figure 1.2: Beamforming technique
and MUP2P relay networks. The latter are able to accommodate more user pairs, and
the role of relays here is to mitigate the cross-link interference and establish wireless
connections between designated sources and destinations. In this thesis, we focus on
the multi-user relaying scenarios, including MUP2P relaying and multi-way relaying.
1.3 Relay Beamforming Technique
The term beamforming originates from the fact that early spatial filters are designed
to form pencil beams in order to receive signal radiating from a specific direction and
to attenuate signals from other directions [14]. In a multi-antenna wireless system,
beamforming is a low complexity technique for obtaining the spatial diversity pro-
vided by multiple antennas. Through concentrating power to the channel direction,
beamforming has the ability to enhance the desired signal and reject interference, as
shown in Fig. 1.2. The advantage of using beamforming includes improved signal-to-
noise ratio (SNR), reduced power usage and extended transmission distance [15–17],
thus it is widely applied in radar, sonar, and many wireless communication systems.
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For relay beamforming, a set of relays form a virtual antenna array to forward
signal from sources. By cooperating with each other, relays can focus power on the
direction of desired destination, thus increasing diversity gain without the need of
multiple antennas on each node. Depending on the information sharing scheme, relay
beamforming can be categorized into centralized relay beamforming and distributed
relay beamforming.
Centralized relay beamforming: In this scheme, signal is first processed over
multi-antennas before forwarded by relays, then sent through independent paths,
at last added coherently together at destination. It requires multiple antennas at
the relay or multiple relays capable of information sharing, which may be hard to
implement due to size and processing power of some mobile wireless devices. On
the other hand, with the same number of antennas, centralized relay beamforming
will provide equal or better performance compared with distributed beamforming
[8,9]. Many existing works have studied the capacity, SNR performance and power
consumption of centralized relay beamforming scheme [3, 9, 10, 18–22].
Distributed relay beamforming: In the distributed scheme, multiple indepen-
dent relays (antennas) simultaneously transmit the same signal with controlled phase
at the same frequency, so that signal can be constructively combined at a destina-
tion. It needs neither multiple antennas nor signal level cooperation among multiple
single antenna nodes, and thus it is easy to implement. However, there can be some
performance loss as compared with centralized relay beamforming due to less degree
of freedom in the beamforming design. The diversity, capacity, robustness and power
consumption under different constraints of distributed relay beamforming have been
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studied in [12, 23–28]. In our work, we propose a combination of distributed relay
beamforming technique and Alamouti coding scheme, aiming at further decreasing
relay power consumption under the target QoS requirements.
1.4 Motivation and Objective
The peer-to-peer (P2P) distributed relay network is well studied in existing works for
both single S-D pair and multiple S-D pairs scenarios. The optimal design for relay
beamforming matrix has been proposed to minimize individual or total relay power
under pre-defined QoS requirement. Aiming to minimize individual relay power, prob-
lem formulation always leads to a non-convex max-min-fair (MMF) problem where
semi-definite relaxation (SDR) technique can be applied to relax the problem and find
a solution through semidefinite programming (SDP) solvers. However, the solution of
the relaxed problem can not always be used to recover the optimal rank-one solution
for the original MMF problem. As a result, a randomization procedure is needed to
generate a feasible but suboptimal solution. How to increase the likelihood of obtain-
ing the optimal solution through SDR is an area of active research by many. Some
recent results show that rank-two beamforming with Alamouti scheme is practical in
multicast relaying and multi-group multicast transmission to enhance receiver per-
formance and shrink performance gap between the optimal solution of SDR and the
sub-optimal solution generated by randomization following SDR.
Considering the above, in this thesis, we plan to apply Alamouti coding scheme
in P2P distributed relay network for source and relay transmission design. Our goal is
to minimize individual relay power subject to target signal-to-interference-and-noise
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ratio (SINR) requirements at destinations, at the same time, to increase the chance of
obtaining the global optimal solution by taking advantage of Alamouti coding scheme.
In a MWMA relay network, multiple transmission slots are required for informa-
tion exchange among users. In many existing studies, relay beamforming, such as ZF,
minimum mean square error (MMSE) and match filter (MF), is separately designed in
each broadcast (BC) phases with special structures, to enhance the sum-rate among
all users. Also in some works, joint relay beamforming design and pair transmis-
sion strategies are proposed to further increase the network capacity. However, none
of these works consider joint relay and receiver processing design and optimal relay
beamforming. In the second part of this thesis, we propose a joint design of relay pro-
cessing over multiple BC phases and receiver processing at each user aiming at further
performance improvement of MWMA relay network. The receiver processing is based
on all received signals from multiple BC phases to optimize the SINR performance.
1.5 Thesis Contribution
In this thesis, we investigate the joint design of relay beamforming and transceiver
processing in an MUP2P network and an MWMA relay network. For the former, we
jointly consider the transmission design of sources and relays, while for the latter we
study the joint design of relay beam matrices and receiver processing matrices.
Multi-user peer-to-peer network: In this scenario, we consider communica-
tion between multiple S-D pairs assisted by several distributed AF relays. By applying
rank-two beamforming with Alamouti scheme, we propose a joint transmission strat-
egy at sources and relays aiming to minimize maximal individual relay power subject
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to SINR constraint for each S-D pair. Two approaches, ordinary SDR and separable
SDR, have been considered to solve the problem. Our solution structure shows that
we can achieve two optimal rank-one beam weights for relay processing. Comparing
with the conventional rank-one beamforing scheme, this rank-two optimal solution
leads to a lower power consumption among relays. In addition, numerical results
show that our proposed scheme can significantly enhance the chance for achieving
optimality. At last, we prove that the worst-case approximation accuracy of proposed
scheme scales on the order of
√
K logM , where K is the number of S-D pairs in the
network and M is the number of distributed relays.
Multi-way multi-antenna relaying network: In an MWMA relay network,
multiple users exchange information through a multi-antenna relay. We formulate
the joint optimization of relay and receiver processing problem to maximize minimal
SINR for detecting symbols at all users. An iterative algorithm is proposed to solve
the joint optimization problem. For receiver processing, two receiver linear processing
structures, maximum-ratio-combining (MRC) and zero-forming (ZF), have been con-
sidered. Our proposed iterative algorithm with MRC receiver structure provides the
optimal receiver processing design, while the ZF receiver incurs lower computational
complexity. Although maximizing minimal SINR is our design objective, simulation
shows that our proposed algorithm yields a higher achievable sum-rate than the ex-
isting state-of-art partial ZF (PZF) method which uses the sum-rate as maximization
objective. To further improve the receiver decoding performance, we apply successive
interference cancellation (SIC) technique as our decoding algorithm, which further
enhances receiving sum-rate performance. Finally, we investigate the effect of imper-
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fect channel state information (CSI) on the performance by analyzing performance
loss due to CSI quantization.
1.6 Thesis Organization
The remainder of this thesis is organized as follows. In Chapter 2, a literature survey
of related works on the related topics is provided. In Chapter 3, a power optimization
problem for MUP2P relay network is formulated, in which a rank-two beamforming
design is applied through Alamouti-based joint source and relay transmission strategy.
Two approaches are proposed for the optimization problem. In Chapter 4, a joint
design for relay beamforming and receiving processing is considered in MWMA relay
network aiming at higher achievable SINR. An iterative algorithm is proposed for the
joint optimization problem. The conclusion is provided in Chapter 5.
1.7 Notation
In the thesis, trace, Hermitian, transpose, and conjugate of A are denoted by tr[A],
AH , AT , and A∗, respectively. The Kronecker product is denoted as ⊗. Notation
vec(A) means to vectorize A = [a1, ∙ ∙ ∙ , aN ] to [aT1 , ∙ ∙ ∙ , a
T
N ]
T . A semi-definite matrix
A is denoted as A < 0, and IM denotes the M ×M identity matrix. Notation [A]i,j
denote the (i, j)th entry of A. Notation diag(a) denots a diagonal matrix, with the
entries of the vector a being its diagonal elements, and blkdiag([A1, ∙ ∙ ∙ ,AM ]) denotes
the block diagonal matrix formed from matrices A1, ∙ ∙ ∙ ,AM . Notation x ∼ CN (a,Y)




2.1 One-Way Relay Networks
A one-way relay network, in general, consists of at least one source node, one relay
node and one destination node. It is used to relay information from the source to
the destination. There are extensive studies have been done for this scenario under
the help of either a MIMO relay or several distributed relays, on the topics of power
allocation, transmission protocols, receiving QoS, etc..
Considering single S-D pair setting, an optimal design of the processing matrix for
a multi-antenna relay has been studied under different performance criteria, such as
capacity, diversity gain, SNR maximization, and relay power minimization [9,18–21].
Paper [19] studies the use of CSI at the relay station for the optimal beamforming
design in non-regenerative cooperative schemes under a fixed power constraint. When
CSI is fully available, the linear processing at the relay can be found analytically to
increase mutual information. Additionally, it turns out that the mutual information
maximizing solution is only achievable when the direct channel is known. With the
absence of direct link, paper [9] develops the optimal non-regenerative MIMO relay
matrix that maximizes the capacity between the source and the destination. Instead
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of maximization of the relay channel capacity, paper [20] intend to maximize the
SNR under relay power budget. A closed-form solution is proposed by using general
rank beamforming approach [29]. They also show that for the case of statistically
independent channels, the general rank beamforming approach results in a rank-one
solution for the beamforming matrix regardless of the rank of channel correlation
matrices. In [21], an optimal relay processing matrix has been designed to minimize
the maximum per-antenna power budget subject to receiving SNR constraint. Due to
the inherent complexity and non-convexity of power minimization problem, authors in
[21] turn to Lagrangian dual domain and a semi-closed form solution is then obtained
with low computational complexity.
In many situations, due to limited size and processing power, it is not practical to
equip multiple antennas at a node. In this case, cooperative transmission via several
distributed single-antenna nodes [23–26, 30, 31] can be used as an alternative. With
channel information only known at the receiver, the non-coherent AF protocol is
studied in [23], and distributed space-time coding is considered in [30]. In paper [24],
authors deal with beamforming in relay networks with perfect CSI at the relays,
receiver, and transmitter. Assuming every node has its own power constraint, it allows
transmitter and relays to adaptively adjust not only beam directions but also their
transmit power to improve the network performance. A multi-antenna transceiver of
MIMO relay network is considered in [25]. Considering both perfect CSI and second-
order statistics of CSI, it develops a linear processing scheme to satisfy a pre-defined
QoS requirement with minimum relay transmit power. The more general case in
one-way realy is MUP2P, which contains multiple S-D pairs in relay network. The
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literature review on this topic can be found in Section 2.4.
2.2 Two-Way Relay Network
In two-way relaying schemes, one or multiple relays are deployed to establish a re-
liable bidirectional communication between the two transceivers. There are three
approaches to implement a two-way relaying scheme: a four-step method which
consists of two one-way relaying schemes, the three-step time division broadcast
(TDBC) method, and the two-step multiple access broadcast (MABC) approach.
The MABC technique requires only two time slots to exchange two symbols between
the transceivers, and thus, is more bandwidth-efficient compared to the other two.
A lot of existing works [27, 32–36] study two-way relay network in different per-
spective. In [32], an analogue network coding (ANC) scheme has been employed to
help devise an optimal relay beamforming structure for maximizing the smaller one
of the receiving SNR under given power threshold. In [33], authors present an op-
timal joint relay selection and power allocation scheme to achieve the maximization
of SNR in two-way relaying network. Applying linear beamforming techniques, joint
source and relay beamforming is investigated in [34,35] . To deal with relay processing
complexity and imperfect channel information, a beamforming and combining based
scheme has been proposed in [36] aiming at lower the symbol error rate with estimated
channel gain.
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2.3 Multi-Way Relay Network
In recent years, a new concept called MWRNs [1] has been proposed, where mul-
tiple users, without direct communication links among them, exchange information
with each other under the help of one cooperative relay node. With intelligent relay-
ing strategies, along with careful transceiver processing design, multi-way relaying can
significantly improve spectral efficiency of a wireless system [13]. Generally, the trans-
mission protocol for MWRN takes one or multiple multiple access (MAC) phases to
convey the signal from users to relay, and relay then forwards processed signal among
user in multiple BC phases. Depending on how many antennas the relay is equipped,
each kind of phases will take one or multiple time slots. Hence we classify MWRN
into single-antenna and multiple-antenna multi-way relay network.
2.3.1 Single-Antenna Relay
In single antenna MWRN, most existing literatures deal with half-duplex relaying
mode [37–41]. A joint network and superposition coding scheme is proposed in [37] for
the simultaneous transmission of multiple data streams over a relay network. Through
half-duplex relaying mode, this scheme can expand achievable rate region with fewer
transmission time slots. In [39], a so-called functional-decode-forward (FDF) cod-
ing strategy is proposed for the scheme where multiple users exchange information
through a single relay at a common rate via AWGN multi-way channels. The coding
scheme constructs a function which saves the relay from decoding individual mes-
sages before it broadcasts the functions back to the users. The authors in [41] study
multi-way relaying when channel conditions are asymmetric. A pairwise transmission
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is considered to maximize the achievable rate. Optimal user pairing is given for both
DF and FDF protocols. Also they show that the achievable common rate for the
network depends on the order in which the users are paired.
In full-duplex mode, both the users and relay can transmit and receive signals
simultaneously. It has been investigated in [1, 13, 42] for multi-way relaying. The
full-duplex data exchange model is studied by the author in [42]. They provide upper
bounds on the symmetric capacity of the symmetric Gaussian MWRNs and evaluate
the achievable symmetric rate for AF, DF and CF protocols. The capacity region of
a class of multi-way relay channels is derived in [13], where the channel inputs and
outputs take values over finite fields.
2.3.2 Multi-Antenna Relay
With multiple antennas considered at the relay in a MWRN, extra wireless channels
will be created between the relay and the users. Benefiting from this, the required
communication time slots can be considerably reduced, and further performance im-
provement is achievable.
Depending on whether relay try to decode and re-encode the data streams of
the nodes or not, a relay node applying ANC can be classified into regenerative and
non-regenerative cases. Regenerative multi-way relaying is studied in [43,44]. In [43],
authors propose an N−phase regenerative multi-way relaying for N nodes and design
a transceiver strategy at relay which enables the relay to transmit in each BC phase
with the achievable MAC rate while having minimum power. The same authors also
expand the current results to multi-group multi-way relaying [44].
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Non-regenerative multi-way relaying is studied in [45–48]. Under the scenario
in which AF multi-antenna relay node assisting multiple nodes to communicate to
each other, relaying protocol consists of a single MAC phase and multiple BC phases.
Space-time analog network coding transmission and repetition transmission have been
presented in [46] when CSI is not available at the relay. The authors of [45] devise
three low complexity linear transceiver beamformers based on ZF, MMSE and MSNR
criteria for N−phase multi-way relaying, and analyzes their performance in terms of
sum-rate. While [45, 46] are focusing on one-group multi-way relaying, multi-group
multi-way relaying is studied in [47, 48] where each group consists of multiple half-
duplex nodes and each node wants to share its data with all other nodes within its
group. ZF relay processing combined with pairwise and non-pairwise transmission
scheme for MWMA relay network is studied [49], using the sum-rate objective. A
relay PZF method is proposed in [50] to exploit degree of freedom of MWRN and a
higher sum-rate is achieved compared with previous ZF method.
Although many special relay beamforming structures or pairwise transmission
strategies are designed, the achieved results are still suboptimal. In this thesis, we
will investigate joint design of relay beamforming and receiver processing, aiming to
further en hance receiving performance and achieve optimality.
2.4 Multi-User Peer-to-Peer Relay Network
In MUP2P relay network, multiple pairwise users communicate through the assistance
of relays. In such scheme, received signal contains interference caused by other sources.
By smartly leveraging user interference instead of completely avoiding it, MUP2P
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relay network is able to increase quality of received signal and improve power allocation
efficiency.
Communication between each pair of users assisted by a MIMO relay has been
studied in [3, 10, 22, 51]. In this scenario, users can benefit from MIMO structure to
support high-data rates meanwhile combat fading and interference.
In [10], a typical P2P MIMO relay scenario is considered. Assuming that only
imperfect CSI is available at the MIMO relay, it designs a MIMO relay beamformer in
which the worst-case relay transmit power is minimized while keeping the worst-case
SINR for all destinations above a certain threshold. An improvement on robustness
is verified via this design. Papers [3, 22] discuss the same scenario under presence of
full CSI. The former aims to minimize the sum mean-squared-error (MSE) by joint
optimum relay and destination, while the latter proposes two different designs for the
ZF beamforming matrix pursuing maximum sum-rate by either equally allocating the
relay power for all data streams or adjusting the relay weights.
Comparing with distributed relay network, although MIMO relay provides much
higher degree of freedom in beamforming design and greater diversity gain, it is lim-
ited in implementation due to design complexity and practical issue. Therefore, the
analysis is later extended to a P2P distributed relay network where the relay node is
located distributively thus generally no information sharing between each other.
In a P2P distributed relay network where communication is assisted by several
distributed relays, beamforming design is presented in [12, 28, 52–54]. Assuming the
transmitter, receiver, and relay nodes all use a single antenna, above works intend
to obtain beamforming weights through minimizing total relay transmit power while
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SINR requirement at destinations is promised. SDR has been applied in [12] for
addressing non-convex minimization problem. The solution shows that significant
power reduction can be achieved via space division multiplexing scheme, especially
for high network data rates. Unlike the previous works, a joint optimization of the
source power allocation and relay beamforming weights is developed in [28]. It aims
at minimizing total transmit power from all sources and relays while guaranteeing
the prescribed QoS requirement of each S-D pair. The proposed iterative feasibility
search algorithm and constrained concave convex procedure based algorithms promise
complexity reduction and performance enhancement.
In a P2P distributed relay network, typically source intends to forward one symbol
to the specific destination, which makes it possible to consider the beamforming with
Alamouti coding structure at transmitter and relays, in order to achieve a better
receiver performance.
2.5 Rank-Two Beamforming with Alamouti Scheme
In physical-layer multicast relaying and multi-group multicast transmission, using
SDR has been a popular approach for seeking a rank-one solution. When using SDR,
rank-one beam weight needs to be recovered from optimal SDR solution, which may
not be always available. In that case, we need to generate a sub-optimal rank-one
feasible solution for original problem which will induce approximation loss. Consid-
ering a combination of beamforming and Alamouti space-time block code, rank-two
beamformed Alamouti scheme has been studied in above scenarios [55–59]. By us-
ing Alamouti code, it reveals that the approximation accuracy degrades slower than
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rank-one case.
For multi-user multi-input single-output (MISO) downlink channel, rank-two
beamforming scheme has been proposed in [55, 56]. An analysis on the worst-case
approximation shows that the accuracy declines at a rate of
√
M , slower than rank-
one SDR scheme where M is the number of user served in the network. In addition,
rank-two method has been adopted in [57] for multicasting relay networks to design a
four time-slot transmission protocol which maximizes minimal individual SNR under
network power constraints. Simulation results demonstrate significant performance
improvement.
Rank-two beamforming with Alamouti scheme also works well in multi-group
multicasting networks [58, 59]. The work [58] achieves further performance gain in
multi-group multicast cognitive radio systems via a transmit beamformed Alamouti
scheme, whose corresponding problem can be formulated as a rank-two constrained
fractional semidefinite program. Authors in [59] consider a multi-antenna relay net-
work. By applying Alamouti space-time code structure, the relays adopt two rank-one
weights to convey signals in two time slots, which gives the beamformer one more de-
gree of freedom compared with traditional beamforming schemes.
Above existing works only consider the multicasting scheme, with or without relay
assistance. In an MUP2P network under the help of distributed relays, the rank-two
Alamouti beamforming technique can be applied to provide more degree of freedom
in relay beamforming design, and to increase QoS at receiver.
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2.6 Limited CSI Feedback
In relay beamforming, transmitter adapts its transmission scheme depending on its
CSI feedback from receiver. Perfect CSI (or instantaneous CSI) is required at trans-
mitter for optimal relay beamforming. However, such information is not always avail-
able at transmitter at all times, and beamforming designs with limited CSI are then
studied. There are two types of widely used limited CSI: quantized instantaneous CSI
and channel statistics (means and covariance). The first type is studied in [60–62].
In [60], a beamforming scheme based on relay selection is proposed for limited feed-
back AF relay network. The performance gap between unlimited and limited feedback
is found analytically, which grows rapidly with the number of relays. A generalized
Lloyd algorithm is used in [61] to design the quantizer of the feedback information
specifically to minimize the bit error rate (BER) of an AF relay network. Achievable
bounds for SNR and BER are also derived for the method. For relay network using
DF scheme, a similar topic is discussed in [62] where an optimal beamforming vector
maximizing the receiver SNR is proposed together with an performance upper bound.
Some researchers focus on cases with second order channel statistics [26, 63, 64].
Distributed beamforming with second order statistics at relay is studied at [26]. This
paper addresses two beamforming design approaches: minimize total transmit power
with QoS constraint and maximize receiver SNR subject to total power constraint
and per relay power constraint. In [63], a closed form distributed space-time coding
with adaptive relay power control is proposed for a two-relay network, where pairwise
error probability is minimized under separate relay power constraints.
Chapter 3
Relay Beamforming Design in
Peer-to-Peer Relay Network
In this chapter, we consider multiple S-D pairs communicating through multiple dis-
tributed AF relays. We apply Alamouti precoding scheme at the sources and the relays
aiming at minimizing relay powers under required SINR targets at destinations.
3.1 System Model
Let us consider a network with K S-D pairs communicating under the help ofM relays.
The sources, the relays and the destinations are single-antenna devices, as shown in
Fig. 3.1. The channels between transmitting and receiving nodes are assumed to be
frequency flat and constant over time slots for each S-D transmission. No direct link
between S-D pairs is considered.
With AF relay strategy, we apply Alamouti scheme [65] to jointly design transmit-
ting and processing scheme at sources and relays. Transmission protocol is designed
within four consecutive time slots for relaying two symbols from a source to the cor-
responding destination. Basically, in the first two time slots, each source transmits




























Figure 3.1: The multi-user P2P distributed relay network
signals to the destinations in next two time slots.
3.2 Alamouti Transmission and Relaying Scheme
In the first two time slots, K sources forward their own information symbols to relays.
Let h1,km be channel coefficient from user k to relaym, which follows complex Gaussian
distribution with zero-mean and variance σ2h. Then channel vector from source k
to the relays can be denoted as h1,k , [h1,k1, ∙ ∙ ∙ , h1,kM ]T . In the first and second
time slots, source k respectively transmits symbols sk,1 and s∗k,2 to relays with power
E|sk,1|2 = E|s∗k,2|
2 = 1, for k = 1, ∙ ∙ ∙ , K. Let Po denote the transmit power at each
source. Then M × 1 received signal vector r1 and r2 in the first and the second time













k,2 + nr,2 (3.1)
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where nr,1 , [nr,11, ∙ ∙ ∙ , nr,M1]T and nr,2 , [nr,12, ∙ ∙ ∙ , nr,M2]T are noise vectors at the
relay receiver in the first two time slots, which is white Gaussian with covariance
matrix being σ2RIM .
Relays then encode r1 and r2 with Alamouti precoding scheme and transmit the
processed signal in the third and fourth time slots. For relay m, define beam weights
w1,m, w2,m. Then w1 = [w1,1, ∙ ∙ ∙ , w1,M ]T and w2 = [w2,1, ∙ ∙ ∙ , w2,M ]T are M × 1
beamforming vectors at relays. Let x1 , [x1,1, ∙ ∙ ∙ , x1,M ]T and x2 , [x2,1, ∙ ∙ ∙ , x2,M ]T
denote processed signal vectors at relays for transmission, they are given by
x1 = W1r1 + W2r
∗
2, x2 = −W2r
∗
1 + W1r2 (3.2)
where W1 , diag(w1), W2 , diag(w2). Note that in (3.2), using two beam weight
vectors w1 and w2, the relays transmit vectors x1 and x2 are linear combinations
of received signals and their conjugates. These two beam vectors will increase the
degrees of freedom in the distributed beamforming design. This precoding scheme is
similar to Alamouti scheme for OSTBC design in point-to-point transmission, where
two data symbols are transmitted over two channels.
Let yk,1 and yk,2 be received signals at destination k in the third and the fourth
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+ hT2,k(W1nr,1 + W2n
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r,2) + nd,k2 (3.4)
where h2,k , [h2,1k, ∙ ∙ ∙ , h2,Mk]T is the channel vector between M relays and destina-
tion k, nd,k1 and nd,k2 are the receiver noise at destination k in the third and fourth
time slots, respectively, which are AWGN with variance σ2D.
Define yk , [yk,1, y∗k,2]
T as the received signal vector at destination k. Let sk ,
[s1,k, s2,k]T , nr , [nTr,1,n
H
r,2]
T and nd,k , [nd,k1, n∗d,k2]



























the first term in (3.5) contains desired signal vector for destination k, the second term
is the interference from other sources, and the third and fourth terms are the relay
amplified noise and receiving noise, respectively.
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3.3 Problem Formulation




















, for k = 1, ∙ ∙ ∙ , K.
The power usage at relay m, in the third and fourth time slots, denoted as Pm,1
and Pm,2, respectively, are given by
Pm,1 = E|x1,m|









Let Pm be the larger transmitted power at relay m in these two time slots, i.e.,
Pm , max{Pm,1, Pm,2}.
Our goal is to design relay beam weight w1, w2 (i.e., W) to minimize maximal
relay power consumption, while satisfying the received SINR requirement at each
destination. Let γk be received SINR target at destination k. The optimization






s.t. SINRk(W) ≥ γk, k = 1, ∙ ∙ ∙ , K.
The above optimization problem for MUP2P network is non-convex and difficult to
solve. In following, we first simplify the SINR and the relay power expressions, and
then adopt ordinary SDR and separable SDR methods to solve the optimization prob-
lem.
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Next, to simplify SINR expression in (3.6), it is noticed that both signal and





























Since W1 and W2 are diagonal matrices, we can rewrite norm square in (3.9) as
|hT2,kW1h1,l|
2 = |wT1 Ĥ2,kh1,l|






where Ĥ2,k , diag(h2,k).
From (3.9) and (3.10), the received signal power, as the numerator in SINR ex-












































1,kĤ2,k] is the compound channel be-
tween source k and destination k, and w , [wT1 ,w
T
2 ]
T is relay processing vectors for
the consecutive two time slots.

























1,lĤ2,k]. The relay amplified noise term

































































































































































From (3.11), (3.12), (3.13), note that these components in the SINR expression contain
factor 2 which comes from joint processing during two time slots in Alamouti scheme.













The transmit power at relay m in the third time slot can be expressed as





















































σ2R)Em, with Em = diag(em). Through the same derivation procedure, we have
Pm,2(w) = wHD̃mw, thereby, we know that Pm = Pm,1 = Pm,2.






s.t. SINRk(w) ≥ γk, k = 1, ∙ ∙ ∙ , K. (3.16)
3.4 Rank-two Relay Beamforming Design with Alam-
outi Structure
In this section, we discuss the approach to solve optimization problem (3.15). The
minmax problem is non-convex and NP-hard. We will first check its feasibility, and
solve the problem via the SDR method [56]. Then we transform the problem into a
separable SDP problem [66], and apply rank-constrained processing method to im-
prove likelihood to achieve optimal solution and reduce computing complexity.
3.4.1 Feasibility
The existence of w while satisfying SINR constraint in (3.16) depends on source
transmission power Po, receiving SINR target γk and channel conditions characterized
by {h1,k} and {h2,k}. We derive a feasibility condition for problem (3.15) below.





















2,kĤ2,k. Let λk denotes the principle eigenvalue of Hkk,
vk stands for the corresponding eigenvector. And let G
†
k− denote the pseudo-inverse
of Gk− . When w = G
†
k−uk, where uk =
√
λkvk, the LHS of (3.17) is maximized, and
its maximal value is obtained as PouHk G
†
k−uk. Thus, a necessary condition for problem
(3.15) to be feasible is that source transmission power Po, SINR requirement γk and





k−uk ≥ γk, ∀k.
3.4.2 Ordinary SDR Approach





















where Fk , PoHkk − Poγk
∑







Then we introduce an auxiliary variable Pr , maxm∈{1,∙∙∙ ,M} tr(wHD̃mw) as the





s.t. Pr > 0
tr(wHD̃mw) ≤ Pr, m = 1, ∙ ∙ ∙ ,M
tr(wHFkw) ≥ σ
2
Dγk, k = 1, ∙ ∙ ∙ , K.
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Notice that Hlk and I2×2 ⊗ ĤH2,kĤ2,k are all block diagonal. Hence, define X1 ,
w1wH1 and X2 , w2w
H
2 , then X , blkdiag(X1,X2). We further rewrite problem




s.t. Pr > 0
tr(XD̃m) ≤ Pr, m = 1, ∙ ∙ ∙ ,M
tr(XFk) ≥ σ
2
Dγk, k = 1, ∙ ∙ ∙ , K
X < 0, rank(X1) = 1, rank(X2) = 1.
By removing the rank constraints in problem (3.19), the above non-convex optimiza-




s.t. Pr > 0
tr(XD̃m) ≤ Pr, m = 1, ∙ ∙ ∙ ,M
tr(XFk) ≥ σ
2
Dγk, k = 1, ∙ ∙ ∙ , K
X < 0.
We can solve problem (3.20) by SDP programming for optimal solution X? using
standard SDP solvers [67].
Once X? is obtained,we remove the off-diagonal blocks of X?. Since all matrices
D̃m, Fk are block diagonal, this operation does not change either the optimality or
feasibility of the resulting solution [64]. Thus, without loss of generality, we can treat
X? = blkdiag[X?1,X
?






Algorithm 1 Gaussian randomization procedure
Input: X?1, X
?
2, Fk, D̃m, ∀k,m, number of randomization N ≥ 1
1: for j = 1 to N do
2: if rank(X?1) > 1 and rank(X
?
2) ≤ 1 then
3: generate an random vectors ξj v CN (0,X
?
1).







6: if rank(X?1) ≤ 1 and rank(X
?
2) > 1 then
7: generate an random vectors ηj v CN (0,X
?
2).





10: if rank(X?1) > 1 and rank(X
?
2) > 1 then
11: generate an random vectors ξj v CN (0,X
?
1), ηj v CN (0,X
?
2).












16: let j? = argminj∈{1,∙∙∙ ,N}maxm∈{1,∙∙∙ ,M} tr(ŵHj D̃mŵj).
Output: ŵ = ŵj? .
For X?1 and X
?






1) = 1, we










1) > 1 or
rank(X?2) > 1, we apply a Gaussian randomization procedure [56] to generate feasible
solution as ws1 or w
s





T . The details of randomization procedure
is shown in Algorithm 1.
3.4.3 Rank-Constrained Separable SDR Approach
When solving problem (3.20) with previous approach, it has following issues. First
of all, the computational complexity for SDP solver is really high, as it desires a
2M × 2M matrix under K +M constraints. In addition, when the SDR approach is
applied, it is with a high probability that we cannot extract the optimal solution of
the original problem from the optimal solution of relaxed problem. Therefore, we need
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to rely on randomization procedure to generate a feasible solution, but that solution
is always suboptimal. To deal with that, we want to find a way which can increase
the chance of recovering the optimal beam vectors from the SDR solution.
Thus, in this section, we consider a rank-constrained separable SDR approach
to solve problem (3.15), which will further reduce the ranks of X?1 and X
?
2 solved
from (3.20). At the same time, it will increase the chance for obtaining two rank-one
optimal solutions X?1 and X
?
2. We rewrite the relay power and SINR expression w.r.t.
X1 and X2. From (3.15), the relay power Pm can be expressed as
Pm(X1,X2) = tr(DmX1) + tr(DmX2). (3.21)
Since Hlk and I2⊗ ĤH2,kĤ2,k are both block diagonal in SINR expression (3.14), SINR
constraint can be expressed as (3.22)
SINRk(X1,X2) ≥ γk




































Using (3.21) and (3.22), we equivalently rewrite the maximal power minimization





tr(DmX1) + tr(DmX2) (3.25)
s.t. tr(Ak1X1) + tr(Ak2X2) ≥ γkσ
2
D, k = 1, ∙ ∙ ∙ , K
X1 < 0,X2 < 0, rank(X1) = 1, rank(X2) = 1.
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Also we introduce Pr with the same definition in 3.4.2 and drop the rank constraints,




s.t. Pr > 0
tr(DmX1) + tr(DmX2) ≤ Pr, m = 1, ∙ ∙ ∙ ,M
tr(Ak1X1) + tr(Ak2X2) ≥ γkσ
2
D, ∀k = 1, ∙ ∙ ∙ , K
X1 < 0, X2 < 0.
The problem (3.26) is a separable SDP problem [66], and the following result gives
condition for which the problem has optimal solution.










tr(AmlXl) Dm bm,m = 1, ∙ ∙ ∙ ,M
Xl < 0, l = 1, ∙ ∙ ∙ , L
where Cl, Aml are all Hermitian matrices, bm is real number, Dm∈ {≥,=,≤}.





rank2(X?l ) ≤M (3.28)
The general form of separable SDP problem in (3.27) contains M + 1 limited
conditions, including 1 objective and M constraints. Theorem 1 concludes that the
rank of the optimal solution promises (3.28). Then comparing with our problem
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Algorithm 2 Rank-constrained solution procedure for problem (3.26)
Input: Dm, ∀m, Ak1,Ak2, γ, ∀k ∈ {1, ∙ ∙ ∙ , }, σ2D
1: solve the problem (3.26) to find X1,X2 with arbitrary ranks.





3: while U > M +K − 1 do
4: decompose Xl = VlVHl , l = 1, 2.




l AklVlΔl) = 0, ∀k, where Her-
mitian matrix Δl ∈ CRl×Rl , ∀l.
6: evaluate eigenvalues δl1, ∙ ∙ ∙ , δlRl for δl with l = 1, 2.
7: determine l0 and k0 such that |δl0k0 | = max{|δlk| : 1 ≤ k ≤ Rl, l = 1, 2}.
8: compute Xl = Vl(IRl − (1/δl0k0)Δl)V
H
l , l = 1, 2.










2(X?2) ≤M +K − 1
(3.26), which holds K +M limited conditions, the rank of the optimal solution X?1
and X?2 should satisfy the inequality below
L∑
l=1
rank2(X?l ) ≤ K +M − 1. (3.29)
According to Theorem 1, we apply Algorithm 2 to produce a rank-constrained
solutions X?1 and X
?
2 of (3.26), which will guarantee rank constraint (3.29). However,
the produced solutions may not be rank-one solutions. We propose the following
procedure to obtain a solution to problem (3.15).
1) Solve problem (3.26) by an SDP solver and obtain arbitrary rank solutions.
2) Apply the rank-constrained procedure [66] to our problem (3.26), as described
in Algorithm 2, to obtain the optimal, but rank-reduced solutions X?1 and X
?
2.
3) If rank(X?1) = 1, then extract optimal w
?
1. Otherwise, apply Gaussian ran-
domization procedure in Algorithm 1 to obtain sub-optimal solution ws1 which satisfy
rank(X̂?1) = 1. The same applies to X
?
2.






l AklVlΔl) = 0 in Algorithm 2 step 5 must be solved. To do this, we
require the following conditions:
1) Ak1 and Ak2 are both Hermitian matrices.
2) Δ1 and Δ2 are required to be Hermitian matrices.
The first condition is satisfied through (3.23) and (3.24). Furthermore, it will
guarantee matrices VH1 Ak1V1 and V
H
2 Ak2V2 are Hermitian as well. For the sec-









2 } and {Y1 + Y
H
1 ,Y2 + Y
H
2 } are also its solution.
Obviously, Y1 + YH1 and Y2 + Y
H
2 are Hermitian matrices. Therefore, as long as we





0, ∀k, solution {Y1 + YH1 ,Y2 + Y
H
2 } can be constructed as desired solution Δ1 and
Δ2 for such linear system.
3.4.4 Performance Loss due to Randomization
Algorithm 1 is a generalization of the Gaussian randomization procedure used to gen-
erate rank-one solution for SDR-based and rank-constrained beamforming approaches.
The produced solution, uniformly denoted as X̂1 and X̂2, no matter which approach is
applied, is obviously sub-optimal. Thus, it is necessary to analyze the upper bound of
the performance loss is, and the probability of its occurrence . Using the result in [56],
we have the following proposition on its worst-case approximation performance.
Proposition 1. With probability at least 1 − (78)
L, the solution ŵ returned by Algo-
rithm 1 satisfies
Pm(X̂1, X̂2) ≤ [16
√













K(3 log(8M) + 2)
where ŵ = [ŵT1 , ŵ
T
2 ]
T , and X̂1 , ŵ1ŵH1 , X̂2 , ŵ2ŵ
H
2 .
Proof. : See Appendix A. 
Proposition 1 implies that the two beamforming approaches in 3.4.2 and 3.4.3
may suffer from a performance loss in terms of relay power or SINR where the loss
increases logarithmically with the number of relays M and linearly with square root of
the number of pairs
√
K. Hence, these two beamforming solutions are only effective
when there are not too many relays or S-D pairs.
3.4.5 Computational Complexity Analysis
In this part, we plan to discuss the computational complexity of these two rank-two
approaches, i.e., ordinary SDR and separable SDR. As they both involve solving an
SDR problem, we can do the analysis according to the size of unknown matrices, and
the numbers of problem constraints [68]. In problem (3.20), we solve for a 2M × 2M
matrix which containing desired beam weight, with in total K +M linear constraints
related to SINR requirements and power allocation. It results to computational com-
plexity as O((2M)2(K +M)). While in problem (3.26), the rewritten separable SDR
problem aims to two M ×M matrices under the same number of constraints. There-
fore, the complexity for SDP solver is roughly reduced to O(2M2(K +M)).
From above discussion, we can see the time complexity is not only decided by the
number of relays involved, but also related to how many users are accommodated in
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the network. However, number of relays still play main role of computational cost
for SDP solver. Additionally, separable SDR method theoretically would halve the
complexity of ordinary SDR, but they are still at the same orders of magnitude.
3.5 Simulation Results
In this section, we study the performance, optimality and complexity of the two
proposed rank-two solutions, namely, ordinary SDR and separable SDR, for per-
relay power minimization problem (3.18). We also compare our performance with
traditional rank-one beamforming without Alamouti scheme. The details of problem
formulation can be found in Appendix B.
3.5.1 Per-Antenna Power Comparison
We assume the channel vector h1,k and h2,k are i.i.d Gaussian with unit variance
σ2h = 1, and set noise variance at the relays and the destination receivers to be equal
to σ2R = σ
2
D = 1. The source transmit power over noise power is set to be Po/σ
2
R = 10
dB. The received SINR target γk are equal for all k, γk = γ. The number of channel
realizations used is 1000.
We consider the following three cases:
1) K = 3, M = 4, 6.
2) K = 4, M = 4, 6.
3) K = 6, M = 4, 6, 8.
In the above cases, we plot per-relay power versus the target SINR γ. First of all,
through Fig. 3.2, Fig. 3.3 and Fig. 3.4, we noticed that both proposed rank-two meth-
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Figure 3.2: Comparison of rank-one and rank-two BF performance (K = 3,M = 4, 6)
ods outperform rank-one method, which is denoted as "noAla" in these figures. Also,
the ordinary SDR approach, "ordSDR" in figures, provides very close performance as
seperable SDR method, "sepSDR" in figures. Secondly, given the SINR requirement
γ, per-relay power is effectively reduced as M increases. Additionally, with the same
number of relays, having more users in the network results in higher per-relay power
consumption for given SINR target.
3.5.2 Gap Comparison
We then look at the performance gap of these two approaches for per-relay power
minimization problem, and compare with rank-one approach where Alamouti scheme
is not applied. Let GSDR denote the gap between optimal solution from relaxed
problem and sub-optimal solution produced by randomly generated beam vectors.






2) in dB domain.
We first set K = 2 : 4,M = 4, γk = −4dB, ∀k. The same set of 10000 channel
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Figure 3.3: Comparison of rank-one and rank-two BF performance (K = 4,M = 4, 6)































Figure 3.4: Comparison of rank-one and rank-two BF performance (K = 6,M =
4, 6, 8)
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realizations are used for each method. Taking rank-one scheme, shorted as noAla
in figures, as comparison, the CDF of GSDR for ordinary SDR and separable SDR
approaches are plotted in Fig. 3.5. The gap being 0 dB indicates the optimal solution
is obtained. We can see that the percentage of 0 dB gap in rank-two approaches
are identical, which means these two methods have almost the same potential to
achieve optimal solution. Also those rank-two methods achieve significantly higher
percentage than rank-one method for optimality. Especially for the case K = 2,M =
4, optimality can be always achieved through rank-two approaches. In addition, when
the solution is suboptimal, we notice that the tail distribution of GSDR for rank-two
schemes is tighter than rank-one. Therefore, the two rank-two approaches produce a
tighter approximate solution than rank-one in those cases. In addition, we can see for
given number of relays, the more S-D pairs are contained in the network, the looser
approximate solution will be.
Next, we set K = 3,M = 3, 4, 6 and plot CDF versus Gap in Fig. 3.6 to discuss
the gap performance with given number of S-D pairs. We notice that optimality
cannot be guaranteed in these cases. Beyond that, more optimality will be lost along
with the increasing number of relay nodes in the network. Because more relay nodes
means more power constraints in optimization problem.
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Figure 3.5: Gap CDF (M = 4, γ = −4 dB)



























Figure 3.6: Gap CDF (K = 3, γ = −4 dB)
Chapter 4
Joint Relay Beamforming and
Receiver Processing Design of
MWMA Relay Network
In this chapter, we aim to further improving performance of MWMA relaying by
jointly designing relay processing matrices over multiple BC phases and receiver pro-
cessing matrix at each user, where receiver processing is based on all received signals
from multiple BC phases to optimize the performance. We formulate the joint opti-
mization problem to maximize the minimum SINR for detected symbols at all users,
and solve it through iterative optimization of relay beamforming matrix and receiver
processing matrix.
4.1 System Model
We consider a MWMA relay network with K users and one relay node. Each user
is equipped with single antenna while the relay node has M antennas. With AF
relaying strategy, the multi-way relaying protocol consists of one MAC phase and
K−1 BC phases, as shown in Fig. 4.1. In the MAC phase, K users transmit their own


































BC phase 1 BC phase K-1
RelayRelay
Relay
Figure 4.1: The Multi-Way Multi-Antenna relay network model.
channel vector between user k and the relay, and sk denote the transmitted symbol
from user k with E|sk|2 = 1, for k = 1, ∙ ∙ ∙ , K. Let Po denote the transmit power at





Pohksk + nr =
√
PoHs + nr (4.1)
where H , [h1, ∙ ∙ ∙ ,hK ], s , [s1, ∙ ∙ ∙ , sK ]T , and nr , [nr,1, ∙ ∙ ∙ , nr,M ]T is the Gaussian
noise vector at the relay receiver with covariance matrix σ2RIM .
In the BC phase i, for i = 1, ∙ ∙ ∙ , K−1, the multi-antenna relay processes received
signal vector r with an M ×M beam matrix Wi, and forwards the processed signal
vector to all K users. We assume channel reciprocity in MAC and BC phases and the
channel matrix H is unchanged in K-slot multi-way relaying. The received signal yi,k
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wTi (hk ⊗ hj)sj + w
T
i (hk ⊗ nr) + nd,ik, ∀k
where wi , vec(WTi ), nd,ik is the receiver noise at user k in BC phase i, which is
Gaussian with variance σ2D, and we have applied the property vec(ABC) = (A ⊗
CT )vec(BT ) in deriving the last equation. We assume perfect knowledge of CSI at
the relay and each user.
Define yk , [y1,k, ∙ ∙ ∙ , yK−1,k]T as the received signal vector for user k in all (K−1)
BC phases. From the above, we have
yk =
√





(hk ⊗ hj)sj + W(hk ⊗ IM )nr + nd,k (4.2)
where W , [w1, ∙ ∙ ∙ ,wK−1]T , Sk− , {1, ∙ ∙ ∙ , K}\{k}, and nd,k , [nd,1k, ∙ ∙ ∙ , nd,(K−1)k]T .
The first term in (4.2) is the self-interference for user k, which is known to user k
and can be subtracted. The residual signal vector after self-interference cancellation,






(hk ⊗ hj)sj + W(hk ⊗ IM )nr + nd,k. (4.3)
At user k, we apply a receiver processing matrix to ỹk to obtain the decision
variables to decode sj ’s, for j ∈ Sk− . Define a (K − 1)× (K − 1) receiver processing
matrix Gk for user k by Gk , [gk1, ∙ ∙ ∙ , gk(k−1), gk(k+1), ∙ ∙ ∙ , gkK ]H , where gkj is the
combining vector for decoding sj, for j ∈ Sk− . Define the output vector after process-
ing by zk , [zk1, ∙ ∙ ∙ , zk(k−1), zk(k+1), ∙ ∙ ∙ , zkK ]T , where zkj denotes the post-processed
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signal from user j at user k. We have
zk = Gkỹk. (4.4)
Substituting the expression of ỹk in (4.3) into above, we have the post-processed signal













+ gHkjW(hk ⊗ IM )nr + g
H
kjnd,k (4.5)
where the first term contains sj of user j to be decoded, the second term contains the
cross interference caused by other users except j, and the third and forth terms are
the post processed relay amplified noise and receiver noise, respectively.
4.2 Problem Formulation
Based on (4.5), the received SINR for sj at user k after post processing, as a function
















2, for k ∈ {1, ∙ ∙ ∙ , K}, j ∈ Sk− .
Our objective is to jointly design relay beam matrices {W1, ∙ ∙ ∙ ,WK−1} for K−1
BC phases and processing matrices {G1, ∙ ∙ ∙ ,GK} at all K users to maximize the
minimal SINR among users, under the relay power budget Pr. The transmit power
at the relay in BC phase i, denoted as Pi, is given by
Pi = E{‖Wir‖
2} = tr[Wi(PoHH










s.t. Pi ≤ Pr, ∀i
The above joint optimization problem for MWMA is non-convex and difficult to
solve.
4.3 Joint Relay Beamforming and Receiver Pro-
cessing Design
In the following, we propose specific receiver processing structure and develop an
approach for the joint optimization problem.
4.3.1 Vectorization of W
To facilitate the derivation of our solution, we first rewrite SINR expression in (4.6) by
vectorizing the processing matrix W. Defining w , vec(WT ) and applying property
vec(ABC) = (A ⊗ CT )vec(BT ), the desired signal power in SINR expression (4.6)
































































is the matrix for signal power de-
pending on receiving vector gkj .
































































where to arrive (4.8), we use properties (A ⊗ B)(C ⊗ D) = (AC) ⊗ (BD) and














denotes interference matrix w.r.t. gkj .















































k ⊗ IM )].
Now the SINR expression for user k required symbol j can be expressed w.r.t. w
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and gkj in (4.9).
SINRkj(w, gkj) =
wHAkj(gkj)w
wHBkj(gkj)w + wHCkj(gkj)w + σ2D‖gkj‖2
. (4.9)
































T [IM ⊗ (P0HH








=wT{Ei ⊗ [IM ⊗ (P0HH
H + σ2RIM )]}w
∗
where Di , Ei ⊗ [IM ⊗ (PoH∗HT + σ2RIM)], in which Ei , diag(ei), with ei bing a
(K − 1) × 1 unitary vector with the ith entry being 1 and others all 0’s. Then the
power constraint in P0 will be expressed as wHDiw ≤ Pr.
The joint relay beamforming and receiver processing optimization problem P0






s.t.wHDiw ≤ Pr, ∀i
To solve this joint optimization problem, in the following, we first consider the
sub-problem w.r.t. the beam vector w and processing vector gkj separately, then
iteratively solve the problem.
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4.3.2 Relay Beamforming Matrix Design
When {Gk} is fixed, the optimization problem P1 is only w.r.t. w and can be






s.t.wHDiw ≤ Pr, ∀i.
Inducing auxiliary variable t, problem P2 can be rewritten as following. The




s.t. t > 0
SINRkj(w, gkj) ≥ 1/t j ∈ Sk− , ∀k
wHDiw ≤ Pr, ∀i.
To solve it, we first reformulate P3. Define X , wwH and use SINR expression in




s.t. t > 0






2, j ∈ Sk− , ∀k
X < 0, rank(X) ≤ 1
Although the above optimization problem is not jointly convex w.r.t X and t, it can
be solved using the SDR approach when t is fixed. Thus, we can apply the 1D bi-
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section search over t along with the SDR approach to find X. Specifically, given t,
after dropping the rank constraint, the problem becomes an SDP feasibility problem
w.r.t. X as
Find X (4.10)






2, j ∈ Sk− , ∀k.
The SDP problem can be solved efficiently using interior-point methods [69] with
standard SDP solvers. To recover w from the optimal solution X?, if rank(X?) = 1,
we can directly obtain the optimal beam vector ws from X? = wswsH . Otherwise, a
randomization technique [56] can be applied to find suboptimal rank-one solution ws.
4.3.3 Receiver Processing Structures
At user k’s receiver, we consider two specific structures, MRC and ZF, in designing
the linear processing matrix Gk. In the following, we discuss each design.
4.3.2.1 MRC Receiver
At user k, the MRC combining vector gMRCkj intends to maximize receiving SINR
for each transmitted symbol sj , j ∈ Sk− . Rewriting the SINR expression in (4.9) as a
























The MRC combining vector gMRCkj is to maximize SINR in (4.11) w.r.t. sj , given by







which is a generalized eigenvalue problem [70]. Since Fkj is invertible, the solution to
(4.12) is given by
gMRCkj = F
−1
kj xkj j ∈ Sk− , ∀k. (4.13)
4.3.3.2 ZF Receiver
For an ZF receiver, we use processing matrix GZFk to cancel the interference in zkj
caused by signals from users other than user j, before send it to decoder to decode
sj , i.e., the second term of zkj in (4.5) should be zero. Rewrite ỹk in (4.3) as
ỹk =
√
PoW(hk ⊗Hk−)sk− + W(hk ⊗ IM)nr + nd,k (4.14)
where Hk− is an M × (K − 1) matrix defined as matrix H with column k removed,
and sk− is a (K−1)×1 vector defined as transmitted symbol vector sk with kth entry
removed. We design gZFkj to maximize SINRkj(w, gkj), subject to the interference
cancellation constraint, for k = 1, ∙ ∙ ∙ , K and j ∈ Sk− . Using SINR expression in








s.t. gHkjXk = e
T
j
where Qk , σ2RW(hkh
H
k ⊗ IM )W
H + σ2DIK−1, and Xk , W(hk ⊗Hk−). Note that




Then, the problem in (4.15) is equivalent to minimizing the noise power (relay ampli-




s.t. gHkjXk = e
T
j .
Note that for the interference cancellation condition in (4.16) to hold for all k and
j ∈ Sk− , we require Xk to be full rank. In general, under fading condition and for
physically separated users, channel matrix H is typically full rank. This means the
relay beam matrix W needs to be full rank. In addition, in order to be able to cancel
interference from all other users, the number of relay antennas should be no less than
the number of interferers, i.e., M ≥ K − 1. Thus, we have the following assumptions
under ZF receiver:
A1) Relay beam matrix W is full rank;
A2) M ≥ K − 1.
Under assumptions A1 and A2, we solve (4.16) by Lagrange multiplier technique.
Lagrange cost function is set-up as (4.17), with multiplier λ = [λ1, ∙ ∙ ∙ , λK−1]T .







Taking derivative w.r.t. gHkj , and setting the result to zero, we have (Qkgkj)
T −
(Xkλ)T = 0. gkj and multiplier λ can be solved as gkj = Q
−1


















where the inversion of XHk Q
−1
k Xk exists under the assumptions A1 and A2. As a










4.3.4 Iterative Algorithm for Joint Design
For the joint optimization problem P0 (or P1), we perform iteratively optimization
over the relay beam matrix w and receiver processing matrices {Gk}.
Note that with the MRC receiver, gMRCkj in (4.13) is obtained by maximizing
SINRkj(w, gkj). Thus, the resulting GMRCk is the optimal solution of problem P1 with
fixed w, i.e., Gok = G
MRC
k . Thus, we can iteratively solve the original problem P0 by
the solutions in Section 4.3.2 and 4.3.3.
Obtaining gMRCkj in (4.13), for each k and j ∈ Sk− , involves higher computational
complexity. Alternatively, we can consider using ZF processing matrix GZFk , which can
be obtained with much lower complexity but is suboptimal due to the ZF constraint
in (4.15) imposed.
The proposed iterative optimization algorithm for joint relay beamforming and
receiver processing in the MWMA relaying is summarized in Algorithm 3.
4.4 Successive Interference Cancellation Decoding
Until now, we have been focusing on the joint design of relay and receiver processing.
At each user k, the receiver decoder extracts K − 1 required symbols from received
vector ỹk. In our design above, the receiver processing vector gkj is proposed by
maximizing SINRkj for each source j, j 6= k, assuming that the signal from each source
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Algorithm 3 Proposed joint relay and receiver design for MWMA relaying
Input: w, Di, Pr, gkj , number of iterations N , Eth
1: Initialization: Randomly generate w(0) and scale it to ensure power constraint
in P1 satisfied.
2: for n = 1 to N do




4: Fix g(n)kj , solving SDP problem (4.10) with 1D bi-section search to reconstruct
w(n) from X?.
5: Obtain SINR(n)min , mink,j∈Sk− SINR
(n)
kj















j is decoded independently. Note that, to decode each intended source signal, received
vector ỹk in (4.3) contains not only the required symbol, but also cross interference
components. Therefore, to further improve the sum-rate performance, SIC [71] can
be applied for receiver decoding. And the essential idea of SIC is through the best
decoding sequence for all j ∈ Sk− to improve receiving performance.
Generally speaking, for SIC, we need K−1 recursive rounds for each user to decode
these K− 1 symbols one by one. In each round, we determine which source symbol is
to be decoded and perform decoding. And using the decoded symbol, we remove the
corresponding cross-interference component from the received vector ỹk. To explain
how SIC works in details, we first define two sets, Sk− and SDk for un-decoded symbols
and decoded symbols, respectively. Sk− is initialized as Sk− = {1, ∙ ∙ ∙ , K}\{k}, and
SDk is ∅. The SIC procedure is depicted in Fig.4.2.
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Figure 4.2: Successive Interference Cancellation Procedure
obtained, the receiver starts computing combining vectors gkj , j ∈ Sk− . The output
of the combiner is a sequence of symbols {zkj , j ∈ Sk−}. Next, the decoder will pick
the one in {zkj , j ∈ Sk−}, which j = arg maxj∈Sk− SINRkj , whose index is denoted by
j1, and decode the corresponding symbol sj1 . Then with the decoded symbol ŝj1 , the
related portion
√
PoW(hk⊗hj)ŝj(1)? is subtracted from ỹk to remove the interference
caused by sj1 (in the case of no decoding error), and we have results updated as
ỹ
(1)
k . It is then used as the input of the combiner in the next round. The last step
of this round is to update Sk− and SDk by moving index j1 from Sk− to S
D
k . This
procedure then repeats until all K − 1 symbols are decoded. The SIC algorithm is
briefly described in Algorithm 4.
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Algorithm 4 SIC Algorithm
Input: ws, channel matrix H, receiving vector ỹk, number of users K
1: Initialization: For each user k, define the empty set SDk for all decoded symbols
2: for i = 1 to K − 1 do
3: Update Sk− = Sk−\SDk
4: Calculate gkj , j ∈ Sk− with ws according to (4.13) for ỹk
5: Evaluate SINRkj , j ∈ Sk− as (4.6)
6: Decode symbol ŝj as j = arg maxj∈Sk− SINRkj
7: Update ỹk by ỹk = ỹk −
√
PoW(hk ⊗ hj)ŝj




Output: Decoding symbols ŝj, j ∈ SDk
4.5 Receiver Processing under Partial CSI
In above discussion on the combining and decoding design, we ideally assume that CSI
between the relay and all users is perfectly known for each user. In practice, for each
user, only full CSI between relay and user itself is available, while CSI between the
relay and other users needs to be broadcasted by the relay node. Considering limited
bandwidth for the feedback channel, the relay is only capable of sending quantized
CSIs. As a result, it would definitely cause performance loss in terms of sum-rate due
to this quantization used in combining and decoding.
Intuitively, the performance loss can be reduced if the code book (for quantized
CSIs) of a larger size is applied. However, more bits for quantization means more
feedback bits are required. Therefore, in order to balance the requirement of per-
formance and limitation of bandwidth, there is a trade-off between performance and
feedback bits used.
To investigate the effect of quantized CSI on the performance, we assume that
beam weight matrix W is perfectly known at each user. For each user k, CSI hk,
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between the relay and the user itself, is perfectly known as well, but other CSIs
hj , j ∈ Sk− are not available. Instead, the quantized version ĥj will be used for
j ∈ Sk− . The method of quantization of CSI is described as follows:
1) Generate code book : Assume we need a code book with each code having n bits.
First, for a Gaussian random variable x with zero mean and unit variance, we generate
a large number of realizations and divide the range of x into N = 2n bins, with the
middle point of each bin as xi = 2xmaxN (i+
1
2), i = −N/2,−N/2+1, ∙ ∙ ∙ , N/2−1 where
xmax is the maximal value of x in those realizations. Under this quantization, we have
a codebook of size n for Gaussian r.v..
2) Scaling by channel variance σ2h: For a complex Gaussian distributed channel
coefficient with variance σ2h, we multiply a scalar
√
σ2h/2 to whole code book.
3) Quantize hj : For each entry in hj , we quantize its real and image parts,
respectively, by quantizing it to the nearest xi. This produces the quantized channel
vector denoted as ĥj .
The receiver at user k compute the combining vectors {gkj} using quantized CSI
ĥj , j ∈ Sk− . Taking the MRC combiner as an example, the combining vector gMRCkj for


















where hk is perfectly known, but hj is replaced by its quantized version ĥj , j ∈ Sk− .
Similarly, when using the SIC decoder structure, quantized CSIs will be used in
computing gkj in each successive decoding round, and will be subsequently substituted
into SINR expression in (4.6).
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4.6 Simulation Results
In this section we study the performance of the proposed iterative algorithm with
MRC and ZF receiver structures for a MWMA relay network which consists of K
single antenna user and one relay node equipped with M antennas. We assume
each channel coefficient hkm is independent and identically distributed following the
complex Gaussian distribution with zero-mean and variance σ2h, and it is unchanged
in K time slots. We set power of each transmitted symbol Po is always identical to
total relay power for each BC phase Pr. Noise variance at the relay and each receiver
is set as σ2R = σ
2




D as the nominal average
SNR over the channel between the relay and each user when transmit power is 1. It
is an indication of channel quality between the relay and a user.
4.6.1 Initialization and Convergence of Iterative Algorithm
In this part, we analyze initialization and convergence behavior of our proposed Al-
gorithm 3. Iteration starts from a randomly generated beamforming matrix W, and
terminated when outcome SINR difference ratio ESINR is less than certain threshold.
Thus, we set K = M = 3, Po = Pr, channel quality SNR = {10, 20, 30}, and develop
simulation for 30 Monte-Carlo runs with same channel realization but different ini-
tial beamforming matrix W under MRC and ZF receiver structure. Minimum SINR
evaluated at the end of each iteration will be saved.
4.6.1.1 Initialization Analysis
Minimum SINR outcome at the end of each Monte-Carlo run will be used to show
the performance under each initialization. We plot the sorted SINR outcomes over 30
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Figure 4.3: Different initial W comparison (M = K = 3)
initializations to see how large the difference is, as shown in Fig. 4.3. It shows that
the final SINR outcome becomes more and more sensitive to initial matrix W along
with the increasing of channel quality SNR. Therefore, for a better performance, we
should use several initializations and then pick the one with the best SINR outcome
further improve the performance.
4.6.1.2 Convergence Analysis
We provide the flow diagram of our proposed iterative algorithm in Fig. 4.4. We
compare the minimum SINR over all required symbols at points A, B and C for
iterative round l, where points A, B, and C are described as follows:.
1) Point A: SINR(lA) is evaluated by 1/t, where t is the output of bi-section search.
2) Point B: SINR(lB) is evaluated by w(l) and mismatched G(l−1)k .




Initial w, update GR,k and SINR
ESINR <tolerance or max iteration?
Bi-section Search for X = wwH
Point A: update SINR





w is principle eigenvector of X Randomization Procedure for w
Point B: update SINR
update Gk by W
Point C: update SINR
Figure 4.4: Iteration Algorithm Flow Diagram
Note that, ZF receiver structure for Gk is not consistent with the max-min prob-
lem P1 for w. Therefore, using the iterative algorithm, we cannot guarantee that the
SINR at point B and C will keep increasing in each iteration.
For the MRC combiner, we apply the method to update w and Gk following the
same criteria, maximize the minimum SINR, thus, theoretically, the SINR increases
until it converges to some value. In the simulation, the SINR values at point A and C
keep increasing, but from point A to point B, the SINR will decrease due to following
reasons:
60
1) After bi-section search, if X is rank-1, then we take principle eigenvector as w.
In this case, the power at other direction will be ignored, which results in SINR(lB)
based on w is smaller than SINR(lA).
2) If X is not rank-1, randomization procedure will be applied to find a rank-1 w.
On this occasion, SINR(lB) can be either smaller or greater thanSINR(lA). And it
is checked that for the case SINR(lB) > SINR(lA), SINR(lB)− SINR(lA) is always less
than 1/tl − 1/th.
Next, we use output SINR at point B and C of each iteration to discuss con-
vergence behavior of MRC and ZF, shown in Fig. 4.5 and Fig. 4.6, respectively. We
set the maximum number of iterations to be 20. Minimum SINR related to half and
integer points of X-axis denotes the point B and C outcomes of that iteration, respec-
tively. We can see these two receiver structures have acceptable convergent feature in
numerical iteration.
4.6.2 Performance Comparison
Next, we utilize Algorithm 3 to solve our optimization problem with MRC and ZF
receiving structures and compare the performance.
4.6.2.1 Min SINR comparison under various relay power
We first compare the minimum SINR performance vs. relay power budget Pr.
For 3 user case (K=3), we set M = 2, 3, 4. And for 4 user case (K = 4), relay is
equipped with M = 3, 4 antennas. We set transmit power such that Po/σ2D = 10 dB,
channel variance σ2h = 1. Simulation with MRC and ZF combiner is running with 100
different channel realizations. For specific channel, initial w is randomly generated
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Figure 4.5: Convergence behavior (K =M = 3, SINR = 30 dB, MRC)





















Figure 4.6: Convergence behavior (K =M = 3, SINR = 30 dB, ZF)
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and recursively iterated for at most 20 times for output SINR.
Fig. 4.7 illustrates the minimum SINR performance for K = 3. As we see, increas-
ing relay power budget can improve the minimum SINR among all users. However,
the improvement is gradually saturated as Pr becomes much higher. For different re-
ceiver structure, we see that MRC provides slightly better performance than ZF, with
larger performance gap at relatively lower relay power Pr, and negligible difference
at higher Pr. This is because ZF is only effective when noise is relatively low. We
repeat the experiment for K = 4 as shown in Fig. 4.8. Note that by Assumption A2,
we need M ≥ 3. Similar observation is seen with a bigger gap as the number of users
increases, demonstrating the suboptimality of the proposed ZF receiver.
4.6.2.2 Min SINR comparison under various CSI quality
After that, we change variable into CSI quality SNR, and assume Po = Pr = 1
to redo the simulation. Fig. 4.9 shows the minimum SINR versus SNR for K = 3,
and M = 2, 3, 4. As expected, the minimal SINR performance increases with the
channel quality improves, as well as with more relay antennas for beamforming gain.
Comparing the two receiver structure, we see that the MRC receiver outperforms
the ZF receiver, especially at lower SNR. This again shows the suboptimality of
the proposed ZF receiver. Nonetheless, we see that for higher M , the performance
loss under the ZF receiver is smaller. In Fig. 4.10, it provides the minimum SINR
performance versus SNR for K = 4. The same as K = 3 case, ZF receiver achieves
lower SINR compared with MRC. And for lower SNR, gap between MRC and ZF is
even larger when we M is one less than K implying that degree of freedom supplied
by antennas is not enough to cancel interference and deal with noise at the same time.
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Figure 4.7: Minimum SINR vs. Pr (K = 3).


























Figure 4.8: Minimum SINR vs. Pr (K = 4).
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Figure 4.9: Minimum SINR vs. SNR (K = 3).



























Figure 4.10: Minimum SINR vs. SNR (K = 4).
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4.6.2.3 Sum-rate comparison
The achievable rate from user j to user k, denoted as Rkj , is given by Rkj =
log(1 + SINRkj). Define the data rate from user j to all other users with a common




j=1Rj . In sum-rate comparison, we assume transmitted power to be the same
as total relay power, i.e., Po = Pr = 1 dBw, and variable is channel signal-to-noise
ratio SNR = σ2h/σ
2
D. We apply 10 different initial beamforming matrix W for each
channel realization and study the achieved sum-rate performance in following three
cases.
1) SIC decoder performance: In this part, we chose K = M = 3 and K =
M = 4 cases with MRC receiver to develop simulation. Fig. 4.11 plots average sum-
rate versus SNR observed at input and output of decoder. Applied SIC algorithm,
the sum-rate performance will be effectively increased, especially at the higher SNR
end. Furthermore, for higher K, sum-rate performance gain via SIC is even bigger.
2) Average sum-rate v.s. SNR: Shown in Fig. 4.12 and Fig. 4.13, we compare
decoding sum-rate for MRC and ZF receiver structures for 3 and 4 users cases. As
expected, MRC structure outperforms ZF, because the latter can only provide the
suboptimal solution for the joint problem P1, while MRC aims for global optimal so-
lution to maximize minimum SINR. Besides, for more relay antennas, higher sum-rate
can be achieved for both receiver structures. But we noticed sum-rate performance
can not keep going up at higher SNR end in ZF, especially when K = 4. Because
within that region, transmission environment is dominated by cross-interference, so
that sub-optimality caused by interference cancellation condition in (4.16) will carry
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Figure 4.11: Sum-Rate vs. SNR for SIC decoder gain
out more impact on eventual outcome.
3) Comparison with existing algorithms: In addition, we compare our pro-
posed algorithm with two existing algorithms, one is partial Zero-Forcing (PZF) al-
gorithm given in [50], the other is linear ZF beamforming presented in [45]. Both of
them are suboptimal algorithm proposed to maximizing the sum-rate Rsum. We plot
the sum-rate versus SNR under joint designed MRC and ZF receiver structures in
Fig 4.14 when K = M = 3, and Fig 4.15 for K = M = 4. We see that, even though
sum-rate is not the objective of our design, our proposed algorithm with MRC re-
ceiver still outperforms the PZF and linear ZF algorithms in terms of sum-rate. For
joint designed ZF receiver, out proposed algorithm outperforms those two existing
algorithms except for higher SNR.
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Figure 4.12: Sum-Rate vs. SNR (K = 3)



























Figure 4.13: Sum-Rate vs. SNR (K = 4)
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Figure 4.14: Sum-Rate vs. SNR (K = 3,M = 3)



























Figure 4.15: Sum-Rate vs. SNR (K = 4,M = 4)
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4.6.3 Performance Loss due to Partial CSI
In this part, we study quantization performance loss under different code book size. we
set Po = Pr = 1 dBw, σ2R = σ
2
D = 1. SNR is varying from 0 to 30 dB. Using quantized
channel information, in Fig. 4.16 and Fig. 4.17, we re-evaluate the resulting decoding
outcome in terms of sum-rate and plot the sum-rate versus SNR under K = M = 3
and K =M = 4 schemes with joint designed MRC receiver . We noticed that partial
CSI has greater impact in sum-rate performance when SNR is higher. Considering
the trade-off between sum–rate performance and bandwidth, we can conclude that 5
bits code book is precisely enough for channel quantization when K = 3, while for
K = 4, 6 bits code book is needed.
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M=2, 6 bits quantization
M=2, 5 bits quantization
M=2, 4 bits quantization
M=2, 3 bits quantization
M=4, Decoding rate
M=4, 6 bits quantization
M=4, 5 bits quantization
M=4, 4 bits quantization
M=4, 3 bits quantization 3-6 bits
3-6 bits
Figure 4.16: Sum-Rate vs. SNR (K = 3,M = 2, 4)





























Figure 4.17: Sum-Rate vs. SNR (K = 4,M = 4)
Chapter 5
Conclusion
In this thesis, we proposed a rank-two beamforming scheme with Alamouti code for
MUP2P AF relay network. By jointly designing transmitter processing and relay
beamforming, we aim to mimimize maximal per-relay power under the prescribed
receiving SINR constraints. Two approaches, namely ordinary SDR and separable
SDP haven been proposed to optimize the solution. Comparing with rank-one method,
both approaches significantly decrease the per-relay power consumption and provide
one more degree of freedom for optimal solution. When the solution is suboptimal,
numerical performance illustrates that both two rank-two approaches have similar
capability to effectively shrink the optimality gap and increase the chance of achieving
optimal solution.
In addition, we considered a MWMA relay network for multi-user communica-
tions. Aiming at maximizing the minimum received symbol SINR at users under the
relay power budget, we jointly designed a sequence of processing matrices at relay
for multiple BC phases and receiver processing matrix at each user. An iterative
algorithm is proposed to find the optimal solution by considering relay processing
design and receiver processing design separately. Both MRC and ZF receivers are
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derived, where the former leads to the optimal solution and the latter provides a sim-
pler receiver implementation. Also we applied SIC as decoding algorithm at receiver.
The numerical results demonstrated that the proposed algorithm with MRC receiver
yields better performance than ZF receiver, and both of them provide better sum-
rate performance as compared with the existing PZF method which is designed using
the sum-rate objective. SIC decoder brings further performance increase in terms of
sum-rate. When the CSI is not perfectly known, the uncertainty of CSI will induce
considerably performance loss.
Appendix A
Proof of Proposition 1
Proof. : To prove Proposition 1, we first provide the following Lemma.
Lemma 1. Given that D is a Hermitian positive semidefinite matrix with rank(D) ≥
1, let ξ ∼ CN (0,W?), be independent random vectors. Consider the matrix W = ξξH ,
and rank(W) ≤ d, d ≥ 2 for any γ ≥ d/(d− 1), we have
Prob
(









Lemma 2. Given Hermitian positive semidefinite matrices A1,A2,B1,B2, let ξ ∼
CN (0,W?1), η ∼ CN (0,W
?
2) be independent random vectors. Consider the matrix
W1 = ξξH and W2 = ηηH . Then for any β ≤ 1,
Prob[
tr(A1W1 + A2W2)

















1/2], and 0 < β < α2 .
Consider a fixed j in Algorithm 1 and let X̂1 = ξjξ
H
j , X̂2 = ηjη
H
j for j =
1, ∙ ∙ ∙ , N . Define events:




2), ∀m ∈ {1, ∙ ∙ ∙ ,M}




2), ∀k ∈ {1, ∙ ∙ ∙ , K}
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According to Lemma 1, we have




















Based on Lemma 2, we bound Prob(F βk ) as
Prob(F βk ) = Prob
{
tr(Ak1X̂1 +Ak2X̂2)












)2 ∀k ∈ {1, ∙ ∙ ∙ , K}



















































Now, let E = ∪mEγm, F = ∪kF
β
k . Upon choosing γ = 2 log(16M), α = 1/2, β =
1/(16
√






Prob(Eγm) ≤M [2 exp(−
γ
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Thus, for the events Ec and F c,
Ec =
{

















Prob(Ec ∩ F c) = Prob[(E ∪ F )c] = 1− Prob(E ∪ F )
= 1− Prob(E)− Prob(F ) + Prob(E ∩ F )











































































































In rank-one beamforming scheme, it needs two time slots to complete the transmission
between S-D pair k via assistance ofM relays. In the first time slot, K source forwards
their own information symbols to relays. Under the same definition of channel status,




k=1 h1,ksk + nr, where nr is
noise vector at relays. Then relay m processes received signal with beam weight wm.
Define w , [w1, ∙ ∙ ∙ , wM ]T as a M × 1 beamforming vector and x ,= [x1, ∙ ∙ ∙ , xM ]T
as processed signal vector at relays for transmission, then the relays operation can
be denoted as x = Wr, where W , diag(w). In the second time slot, relays send


















2,kWnr + nd,k (B.1)






















Then we formulate the problem to minimize maximum per-relay transmission power






s.t. SINRk(W) ≥ γk, k = 1, ∙ ∙ ∙ , K
For simplification, the transmit power at relay m and received SINR at destination k































s.t. SINRk(w) ≥ γk, k = 1, ∙ ∙ ∙ , K
The above problem is non-convex and NP-hard, so that SDR approach will be applied











































s.t. tr(XRk) ≥ γkσ
2
D, k = 1, ∙ ∙ ∙ , K
X < 0, rank(X) = 1.
By removing the rank constraint in (B.9) and introducing an auxiliary vairable Pr ,
maxm∈{1,∙∙∙ ,M} tr(XDm) be the maximum power among relays, the above non-convex





tr(XDm) ≤ Pr, m = 1, ∙ ∙ ∙ ,M
tr(XRk) ≥ γkσ
2
D, k = 1, ∙ ∙ ∙ , K
X < 0. (B.11)
The problem (B.10) can be solved by SDP programming for optimal solution X?.
If rank(X?) = 1, we extract optimal w? as X? = w?w?H . Otherwise we apply a
Gaussian randomization procedure to generate a suboptimal solution as w?. 
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