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Hoofdstuk- 1 · 
Differentiaal- en Integraalrekening. 
In dit hoofdstuk wordt (dikwijls in de vorm van opgaven) een beknopt 
overzicht gegeven van een aantal onderwerpen uit de differentiaal- en 
integraalrekening. 
De optelling .· in IR. 
Betreffende de optelling van reele getallen veronderstellen we bekend, 
A1 a+ b = b + a, (commutativiteit) 
A2 (a+ b) + c =a+ (b + c), (associativiteit) 
A3 ( a € IR~ a + w = a), 
A4 V a E IR 3 l € IR : a + t = w. 
Opmerkingen: 
* In eerste instantie kan er alleen maar gesproken warden van de som 
van twee reele getallen. 
* De associatieve wet heeft tot gevolg: als we in een "eindige som" 
a 1 + a2 + a3 + ••• +an op twee manieren haakjes plaatsen zodanig 
dater in de ontstane vormen alleen nog maar optellingen van twee 
reele getallen voorkomen, dan leveren beide vormen Ela uitwerking 
hetzelfde resultaat op. 
Voorbeeld: 
* Er is precies een getal w met de eigenschap a+w ~ a voor alle 
a€ IR (bewijs dit). 
* 
* 
Voor w schrijven we in het vervolg O. 
Bij gegeven a€ IR is er ook precies een element: met de eigenschap 
a+:= 0 (bewijs dit). 
Voor: schrijven we in het vervolg -a. 
Voor a+ (- b) schrijven we voortaan a - b. 
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Opgaven: 
1. a+x = a+y ,.._ X = y 
2. 
- 0 = 0 
3, 
-(-a) = a 
4. aio- -a 'F O. 
5, -(a+b) = (-a) -b 
De vermenigvuldiging in~. 
Betreffende de. vermenigvuldiging van reele getallen veronderstellen we 
bekend 
M1 a.b = b.a, (commutativiteit) 
M2 (a.b) .c = a. (b.c) ,(associativiteit) 
M3 3a e: IR, a i O : (a e: IR-=+ a.a. = a) 
M4 V a e: IR, a ,f. 0 3 t e: lR : a; ! = ct. 
Opmerkingen: 
* Ook voor de vermenigvuldiging geldt dater in eerste instantie 
slechts van het produkt van twee reele getallen kan worden gesproken. 
* Analoog aan de tweed~ opmerking betreffende de.optelling. 
* Ook het getal a is uniek (bewijs dit) en wordt in het vervolg 
geschreven als 1. 
* 
* 
,. 
De eis 1 ,f. 0 is opgenomen om te voorkomen dat B uit slechts een 
element zou bestaan (Zie opgave 7). 
Analoog aan de vierde opmerking betreffende de optelling. 
.,; . . . h l - 1 Voor a schriJven we in et verve g a • Waarom het bestaan van 
a-
1 
alleen wordt geeist als a ,f. 0 zal duidelijk worden in de op-
gaven 6 en 7, 
V b -1 . . k l a oor a. schriJven we oo we . b 
' 
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Het verband tussen optelling en vermenigvuldiging 
Het verband tussen de optelling en de vermenigvuldiging wordt gevormd 
door de regel 
a. (b + c) =(a. b) +(a. c), (distributiviteit). 
Opgaven 
6 a • X = a 
a ,:j: 0 
7 a . 0 = 0 
8 
9 
10 
11 
12 
13 
-1 
a :j: 0'-"'Pa :j: 0 
,-1 = 1 
-1 
a:/:O~(a-1) = a 
a.b=O~(a=Ovb=O) 
a :j: O} -1 -1 1 
~(a • b) = (a ) • (b- ) 
b ,:j: 0 
- (a. b) = (-a).b = a.(-b) 
14 a • b = (- a) • (- b) 
0 1 2 2 Definitie a = 1 ' a = a, a = a.a, a3 = a 
Opgave: 
15 Als 
.. 
n+1 n 
a = a . a, . . . enz • 
Als a ,:j: O, dan definieren we 
(a-1 is reeds gedefinieerd), 
-n -1 n 
•.•• , a = (a ) als n € @. 
-2 
a 
men n gehele getallen zijn dan is 
m+n m n n m.n 
a = a . a , (am) = a 
Indien nodig neme men hierbij a 'f o. 
. a, 
• • a ' 
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1.2. De ordeningsrelatie op~~ 
We veronderstellen bekend dat op~ een ordeningsrelatie < bestaat, zo-
danig dat 
01 : 
02 
03 
a < 
a < c, (transitiviteit) 
b < 
a<b~a+c<b+c voor alle c e: ~ 
a < 
0 < 
:} ~ a , C < b , C 
04 Voor twee willekeurige elementen a en b uit ~ geldt precies een 
van de volgende mogelijkheden: a< b, a= b, b < a. 
Opmerkingen: 
* Eigenschap02 legt verband·tussen o.e ordening~en·de optelling; 
* Eigenschap03 legt verband tussen de ordening en de vermenigvuldiging. 
* Eigenschap 04 heet ook wel de "Trichotomie wetw. 
Een ordeningsrelatie die aan 04 voldoet heet ook wel "totaal", 
"volledig11 of "lineair". 
* Voor a< b schrijven we ook vaak- b > a. 
* a< b zal betekenen: a< b v a= b. 
= 
16 a < 0# - a> 0 
17 a < 
C < 
:J ➔ a + c < b + d 
18 a > 
b > 0
01 ...... j....., a • b > 0 
19 a < 
b < 
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20 2 2 a + b > 2ab 
21 a > 0~ a -1 > 0 
22 Als 0 dan is a+ -1 2. a > a > 
= 
23 a < O ➔ a -1 < 0 
b > 0 
24 a< b ➔ a. c < b • d, 
0 < c < d 
25 Als O <a< b dan geldt voor elke n E ~ 
26 
27 
28 
29 
n < bn a . • 
n n Als a> O, b > 0 en a < b voor zekere n E W dan is a< b. 
Als O <a< b dan is voor elke n E W 
a-n > b-n. 
Z~J· a1 ... .::_ a2 .::_ < a en 
= n 
0 < b 1 < b < ••• < b. = 2 = = n 
Toon aan dat dan 
... + •.• + 
. 
waarbij ~ een permutatie van {1,2,3, • •., n} 
11 
In de som s = I e:k. ( 2k-1) is 
k=1 
is. 
van e:k, ( k = 1 ,2, ... , n) alleen bekend dat I e:k I = 1 
(e:k is dus +1 of -1). 
Toon aan dat S # O. 
-6- .. 
De modulusc = absolute waarde) van een reeel getal 
Defini tie: a als a > 0 
lal = 0 als a = 0 
-a als a < 0 
Opgaven: 
30 
31 
32 
33 
34 
35 
!al > 0 . I-al = lal 
= 
, 
a< !al 
la+ bj < lal + lbl 
la - bl < lal + lbl 
= 
la+ bj > llal - lbll 
= 
la - bj > I lal - lbl I 
= 
36 Ix I < a~ -a < x < a 
38 I a • b I = I al , lb l ; I ~ a.\ = 
k=1 1 
39 4 la- 11 -- lal- 1 Als a r O dan is 
40 Als b #- 0 dan is I~ I = I : I . 
n 
II I a. I , (n E IN) 
k=1 1 
Aan de ordenings axioma's voegen we nog toe 
05 : V-b E ~ 3 n E ITT: n > b. 
In plaats van 05 zegt men ook vaak dat de or.dening op~ Archimedisch is • 
. 
Opgaven: 41. Toon aan dat bij elke a> 0 en elke b,E Reen n E IN beataat, 
zodanig dat n,a > b. 
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42 (Ongelijkheid van Bernoulli). Als 
h > - 1 en h ~ 0 dan geldt voor elk natuurlijk getal n ~ 2 
(1 + h)n > 1 + nh. 
43 Zij h > O. Toon aan dat bij elkrreeel getal a een natuurlijk getal 
N te vinden is zodanig dat 
44 
* 
* 
* 
(1 + h)N > a. 
Toon aan dat 
1 n 1 n+1 ( 1 + - ) < ( 1 + - 1 ) voor alle n e IN. n· n+ 
( 1 + - 1-)n+2 voor· alle n e: 1IiI. 
n+1 
1 m 1 n+1 2 ~ (1 + -) < (1 + -) ~ 4 voor alle m, n e N 
- m n -
(n + 1 )n < n+1 n voor n = 3,4,5, 
* bij elke x e: Reen Ne IN bestaat zodanig dat 
( 1 + .3f)n < ( 1 + ~)x+1 voor alle n e IN met n > N. 
n = n+1 
Toon tevens aan dat N zo bepaald kan worden- dat 
voor alle n e: IN met n > N. 
= 
1,3 Faculteiten en binomiaal coefficienten 
Definitie 0 = 
= 
2 = 1.2 
n = 1.2,3· •••• n 
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Definitie: (X) = 1 voor alle X e: IR, 0 
(X) 
= 
X (x-1) (x-k+1) (x e: IR; k = 1,2,3, ••• ) k k? , 
0pgaven:. 
45 Als n en k niet-negatieve gehele getallen zijn zodanig dat k ~ n, 
dan is 
= ( n ) = __ n_? __ 
n-k k! (n-k) ! 
46 0,1,2, ... ) 
47 De geta~len (~) uit opgave 45 zijn natuurlijke getallen. 
48 Toon aan dat het produkt van r(r € ~) opeenvolgende natuurlijke getallen 
deelbaar is door r ! 
49 Als a e: ~, b € ~ dan is 
n 
(a + b)n = l (~) ak bn-k,. (n = 0, 1,2,3, , • , ) (Newton) 
k=0 
50 
51 
Opmerking: Men realisere zich dat hierbij vooral de commutativiteit 
van de vermenigvuldiging een belangrijke rol speelt, 
n 
2n = I 
k=0 
n 
0 = I 
k=0 
(- 1)k(n) 
. k 
Als peen priemgetal 1S 
(n = 0,1,2,3, ... ) 
dan is (P) k deelbaa.r door p zolang 1 ~- k ·< p-1. 
52 Als peen priemgetal is dan geldt voor alle a, be:~ dat 
(a + b)p - ap - bp deelbaar is door p •. 
53 Als p priem is en a. € .z, (i = 1,2,3, • • • ,n) 1 
n 
a. )p n a"fl dan 1S ( I I deelbaar door p. 
i=1 1 i=1 1 
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54 Zij p priem en a E {1,2,3~ ••• ,p-1} 
dan is aP- 1 - 1 deelbaar door p (Fermat). 
Toon verder aan dat voor elke x E IR en elke n E ti de macht xn 
geschreven kan warden in de gedaante 
+ c x. (x-1)(x-2) •.• (x-n+1) 
n,n 
waarbij c 1 = c = 1 en n, n,n 
c 1 = C 1 + k, c k, ( 2 < k < n+ 1) • n+ ,k n,k- n, 
Als p > 3 en priem is dan zijn de coefficienten c k' (k = 2,3, ••• ,p-1) P, 
deelbaar door p. 
Leid vervolgens af dat {n-1)! + 1 dan en slechts dan deelbaar is 
door n als n een priemgetal is (stelling van Wilson). 
1. 4 Rijen en limieten van ri,jen 
De defini ties van de begrippen rij en limiet van een rij staan in 
ZC 79/71, blz. 20 e.v. 
Opgave 55. Toon aan dat een reele rij hoogstens een limiet heeft. 
Gevolg: Als een rij f : IN~IR een limiet a heeft dan kunnen we ook zeggen 
data de limiet is van de rij f. 
Schrijfwijze: lim f(n) = a. 
n+oo 
In dit geval zegt men ook vaak: de rij f convergeert naar a. 
Definitie. Een rij f: ~ + ~ heet een Cauchy-rij (of fundamentaal rij) 
als 
(m,n > N ~ I f(m) - f(n) I < e:). 
Opgaven 
56 Toon aan dat elke convergente riJ een Cauchy-rij is. 
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57 Toon aan dat ell:e monotoon niet-daleride, naar boven begrensde rij 
een Cauchy-rij is. 
58 Laat rechtstreeks (met behulp van opgave 44) zien dat de rij 
f:W +~met .f(n) = (1 + l)n een Cauchy-rij is. 
n 
59 Toon aan dat een Cauchy-rij begrensd is. Een convergente rij is 
dus oak begrensd. 
60 Een deelrij van een Cauchy-rij is weer een Cauchy-rij. 
61 Toon aan dat: Als de rij f convergent is met limiet a dan is oak 
ell:e deelrij r* van f convergent met limiet a. 
62 Toon aan dat: als de Cauchy-rij f een convergente deelrij r* heeft 
met limiet a dan is f oak convergent met limiet a. 
Aan de reeds genoemde grondeigenschapp~n van het stelsel ~ voegen we nu 
het volgende axioma toe: 
Indien de rij f: ~ + ~ een Cauchy-rij is, dan bestaat er een reeel getal 
a zodanig data de limiet is van de rij f. Karter gezegd: Elke Cauchy-rij 
in~ is convergent. 
Opgaven: 
63 Toon aan dat elke monotoon niet-dalende begrensde rij convergent is. 
Voorbeeld: Van de rij f: W + R met 
weten we reeds dat hij stijgend is en ook begrensd (f(n) < 4) zodat deze 
rij als gevolg van opgave 63 een limiet heeft. In het·vervolg zullen we 
deze limiet steeds aangeven met de letter e. 
Dus e = lim (1 + l)n. 
n 
n➔oo 
-11-
0pgaven: 
64 In opgave 44 hebben we gezien dat de rij f: fil +~met 
f(n) = (1 +.3£)n op den duur stijgend is en begrensd. 
n 
65 
66 
* 
* 
* 
. * 
* 
67 
* 
* 
* 
* 
* 
,, 
Toon aan dat 
lim f(n) > 0. 
n+oo 
Bewijs de limietstellingen 
I 
.Bepaal in elk der volgende 
n E ~ met n ~ N geldt: 
2 
0,74 < 3n2 + 5n + 7 < 0,76 
4n + 6n + 1 
1 < ~ < 1 , 00 1 
n 
n! < n < (2n) ! 
op blz. 21 van 
gevallen een N 
Bereken de volgende limieten 
lim ( ✓n + 3' - rn-:::r) • In' 
n+oo 
lim 1 + 2 + 3 + ... + n 2 
n+oo n 
12 + 22 + 32 + + n 2 lim • 0 • 
n3 n+oo 
lim 
13 + 23 + 33 + ... + n3 
n+oo n 
lim 5
n+1 
n+oo (5 + l)n 5 
zc 79/71. 
€ fil zodanig dat voor alle 
* 
* 
68 
70 
71 
72 
73 
74 
lim f120 + 21 + 22 + 
n-+oo 
lim a 
n = 
0 ~ lim 
n-+oo n-+oo 
lim a = a ==) lim n n-+oo n+oo 
lim a =•Oj n-+oo n 
b begrensd 
n 
a < G voor 
n = 
lim a = a n n-+oo 
alle 
a < b voor alle 
n = n 
lim a = a, limb 
n-+oo n n+oo 
lim a = a 
n-+oo n 
lim la - b I 
n-+oo n n 
n E: 
n 
= n 
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... + 2n-1\ 
la I = 0 n 
la I = a n 
J~ a< G. = 
'J b ~a< b 
limb = a 
n+oo n 
a < b < C voor alle 
n E j n = n = n 
~lim bn 
lim lim = L n+oo a = C n n n+oo n+oo 
= L 
Men realisere zich dat als a een reele rij is de volgende uit-
n 
spraken equivalent zijn 
* a is convergent 
n 
* a is een Cauchy-rij 
n 
75 (Cauchy) 1Als lim a = 
n+oo n 
dan is ook lim g = a 
n n+oo 
a en g 
n 
a1 + a2 + ••• + an 
= ----------
n 
76 
77 
78 
79 
80 
81 
82 
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Als lim a = a en limb = b dan is 
n+oo 
n n4<X> n 
a1bn + a2bn-1 + ... + anb1 
lim ab = 
n n4<X> 
n 
. 1 2 Als lim a = a bepaal dan l1m - I a 
n4<X> 
Als a 
n 
Als Ir! 
De riJ 
n n4<X> n k=1 n 
= rn dan is a op den duur dalend. Bereken lim r-;', 
n n4<X> 
1 dan lim n 0 < l.S r = 
n4<X> 
n 1 
a = I 7k l.S divergent. n k=1 
= 1 en an+ 1 = i (an+~) (n = 1,2,3,.,. ) waarbij c > o, 
n 
Toon aan data op den duur monotoon niet-stijgend is en begrensd. 
n 
Bereken lim a. 
n 
Zij a 1 = 1 en a = -
1
- + a \ /7' voor n = 1,2,3, •••• 
n+1 n+1 n Y~ 
Toon aan data stijgend is en begrensd. Bepaal lim a. 
n n n4<X> 
83 Zoals bekend is 12'irrationaal zodat n/2 voor geen enkele n EN 
geheel is. 
Toon aan dat 
a = -------
n n. sin(n 1r 12') 
begrensd is. 
84 Bepaal lim sin(n! 1r x) voor alle rationale x. 
n4<X> 
85 Als lim na 
n 
= 0 dan is lim (1 + a )n = 
n 
n4<X> 
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86 Zij '(exp(x) = lim ( 1 + !t, (vergelijk opgave 44). 
n➔oo 
Toon aan dat 
* exp (x + y) = exp (x) • exp (y)~ 
* I exp ( x) -1 -x I ~ 2 Ix I 2 voor alle x met Ix I < 1 • 
87 Als gegeven is dat 
an+1 < an voor alle n E 9.'i 
lim a = 0 
n 
n-lP'-
( a.1 + a2 + ... + a ) - na < 1 voor alle n EN, n n = 
Sn = a 1 + a2 + - • • • + an 
toon dan aan dat lim Sn bestaat en.::_ 1 is. 
n➔oo 
88 Van de rij a is gegeven dat 
n 
a > 0 voor alle n E IN 
n 
Toon aan dat lim Va ·= inf ra (c .f. zc 79/71, blz .19)., 
n➔oo n nEIN n 
1,5 Reeksen 
00 
Zij {a} een rij in R. 
n n=1 
Bij deze rij construeren we een nieuwe rij {S } 00 zodanig dat 
n 
n=1 
n 
s = I 
~· n k=1 
Deze rij Sn noemen we de reeks behorende bij de riJ an. 
Een reeks is dus een (op een speciale manier verkregen) rij. 
Als de reeks s naar s convergeert dan schrijven we 
n 
00 N 
s = I a ( <;::::} S = lim I a), en noemen we S de som van deze 
n=1 n N➔oo n=1 n 
, reeks. 
Zo is bijvoorbeeld 
00 
, = I 1 
n=1 2n 
1 1 Immers: Sn= 2 + 4 + 
zed.at lim S = 1. 
n+oo n 
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We weten dat S dan en slechts dan convergeert als S een Cauchy-rij 
n n 
is ( opgave 74). 
Dus: de reeks S is convergent als: 
n 
\le: > 0 :I .N e: IN: ( m, n ~ N ~ IS - S l < E:) • 
- m n 
Nemen we m > n, (m = n+p met p > 1) dan is 
a d~:f R 
= an+1 + an+2 + ••• + n+p n,p 
zodat we ook kunnen zeggen dat de reeks S· dan en slechts dan 
n 
convergeert als 
\ef E: > 0 3 N E IN: (n ~ N, p > 
Hieruit volgt dat de reeks 
1 ~ IR I < E: ) , 
n,p 
00 
I 
n=1 
a 
n 
(hetgeen niets anders is als een verkorte schrij:t'wijze voor de 
rij s1, s2 , s3 , ••• ) zeker convergeert als de reeks 00 
I 
n=1 
la I convergeert, immers 
n 
Het omgekeerde is niet altijd waar: 
00 
I 
n=1 
( 1 )n 1 . t - - is convergen, maar 
n 
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00 00 
I 
n=1 
1 l n is divergent. 
n=1 
Opgaven 
89 ( 1 ~) (a+ ar + ar2 + ••• + arn- 1 ) = a.(1 - rn). 
Voor r ~ 1 geld~ dus 
n 
I k-1 ar 1-rn a a 
k=1 = a. 1-r · = k - 1-r 
Als bovendien lrl < 1 
00 
dan is , ark-1 a l = 1-r' k=1 
00 
n 
r . 
00 
Opmerking: Voor een reeks zeals l 
k=1 
k-1 , 
ar schrijven we ook vaak l 
00 
90 Zij bn op den duur ~ 0 en n~
1 
bn convergent. 
91 
Als la I~ b (op den duur) dan is ook 
n - n 
(Majoranten stelling). 
00 
00 
I 
n=1 
Is l a convergent met som S dan is ook 
n=1 n 
00 
l (a2n_1 + a2n) convergent met som S. 
n=1 
a convergent. 
n 
k=O 
Algemener: In een convergente reeks kan men op willekeurige wijze haakjes 
plaatsen zonder de convergentie te ver~toren of de som te veranderen 
(N.B. de volgorde der a 's wordt hierbij niet gewijzigd). 
n 
Deze uitspraak geldt niet voor divergente reeksen; immers 
00 
l (- 1)n is divergent terwijl 
n=1 
00 
l ((- 1)2n- 1 + (- 1)2n) convergent is met som O, 
n=1 
00 
en - 1 + I 2n 2n+1 ((- 1) + (- 1) ) convergent is met som - 1. 
• n=1 
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ex, 
92 Als I 
n=1 
-a convergeert dan is lim a = O. 
n n 
n➔oo 
ex, 
I' 1 • 93 Toon aan dat l /n-divergeert. 
n=1 
94 
95 
Daar . 1 = 0 is de bewering de vorige opgave niet omk.eerbaar. lim°7n" in 
n➔oo n 
ex, 
Als A = I a en B = 
n=1 n 
ex, 
l ).a = AA, (;. E: IR) 
n=1. n 
ex, 
I 
n=1 
(a + b) =A+ B. 
n n 
ex, 
I b dan is 
n=1 n 
=A+ B. 
(Leibnitz). Indien voor de riJ a op den duur geldt a 
n n 
an+l < an dan is de reeks 
ex, 
I 
n=1 
(- 1)n+1 a convergent. 
n 
Zij op den duur a 
n 
an+1 
> 0 en -- <a< 1 
a = 
OQ 
dan is I 
n=1 
a convergent. 
n 
n 
> 0 en 
= 
97 Toon aan dat voor elke x E ~ de volgende reeks convergeert 
oo n 
I ~. 
n=O n. 
De som van deze reeks noemen we E(x). Laat zien dat 
jE(x) ~ 1 - xi 2-, 2lxl 2 voor alle !xi~ 1. 
n 
Alsop den duur a > 0 en l ~ < L voor alle n E: N dan is 
00 n k=1 
I 
n=1 
a convergent. 
n 
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Vermenigvuldiging van reeksen 
00 00 
Zijn I a en I b gegeven reeksen dan wordt 
n=1 n n=1 n 
00 
I C 
n=1 n 
met c1 = a1b1 
c2 = a2b1 + a1b2 
C =ab + an-1b2 + . . . + a1 . b n n 1 n 
00 00 
het Cauchy-produkt van I a en I b genoemd. 
n=1 n n=1 n 
Stelling (Mertens) 
00 00 
Als I a convergeert en I b convergeert absoluut terwijl n 
n=1 n n=1 
00 00 
I a = A en I b = B 
n=1 n n=1 n 
00 
dan is het Cauchy-produkt l 
n=1 
c van 
n 
A.B. 
Dan is C 
n 
= 
= 
a 1 b 1 
a2b1 
a3b1 
anb1 
b1An 
+ 
+ a1b2 + 
+ a2b2 + a1b3 + 
+ an-1b2 + an-2b3 + 
+ b2An-1 + b3An-2 + 
00 
I 
n=1 
... 
... 
a 
n 
00 
en }: 
n=1 
+ab = 1 n 
+ A1bn. 
b convergent met som 
n 
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Schrijven we A =A+ a dan is lim a = 0 en 
n n n+oo n 
We behoeven dus alleen nog maar aan te tonen dat 
• • • + ab ) = 0. 1 n 
= {janl.lb 1I + ••• + l~l-lbn-N+l!} + {!aN_1 llbn-N+2 1+ •·· +la 1 llbnj} 
.::_ ( max lakl) (jb 1 j + lb2 j + 0 •• + jbn-N+ 11) + N<k<n 
== 
Nemen we nu N ongeveer gelijk aan % dan is wegens 
max lakl op den duur ~lein, terwijl 
N~k<n 
lim a= O, 
n-¥<> n 
Verder is lakl begrensd en jb N J + •.. + klein wegens de abs. 
n- +2 
00 
convergentie van l 
n=1 
b . 
n 
Samenvattend kunnen we dus zeggen dat 
lim (anbl + an_ 1b2 + ••• + a 1bn) = O, n+oo 
zodat de stelling bewezen is. 
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Opgaven: 
99 Toon met behulp van de stelling van Mertens aan dat 
E(x + y) = E(x) • E(y)i 
100 Toon aan dat het Cauchy-produkt van de convergente reeks 
00 (-l)n+1 
-I In met zichzelf divergeert. 
n=1 
00 00 
101 
* 
(Cauchy) Als I a en I b absoluut convergeren dan is het 
n=1 n n=1 
n. 
Cauchy-produkt van deze reeksen ook abs. convergent. 
00 00 00 
* 
(Abel) Als A·=· I a en -B·= · l b en het Cauchy-produkt I 
n=1 n n=1 n n=1 
van deze reeksen convergeert met som C dan geldt: C =A. B. 
102 Men tone aan dat de volgende reeksen voor alle x E ~ absoluut 
convergeren 
~ (- 1 )n-1x2n-1 
n=l (2n - 1)! 
00 
I 
n=1 
)n-1 2n-2 (- 1 X 
(2n - 2) ! 
C 
n 
De som van de eerste reeks noemen we S(x), die van de tweede C(x). 
Toon verder aan 
C(2) < 0 
S(x) > 0 voor 0 < X < 2 
S(- x) = - S(x) 
c(- x) = C(x) 
S(x + y) = S(x) C(y) + C(x) 
C(x + y) = C(x) C(y) S(x) 
s2(x) + c2(x) = 1. 
S(2x) = 2S(x) c(x) 
C(2x) 2 2 = 1 - 2S (x) = 2C (x) - 1. 
S(y) 
S(y) 
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1.6 Limieten van funkties: continuiteit 
Zij D c ~, f: D + R, x0 ED' (d.w.z. x0 is een verdichtingspunt van 
D) en a E IR. 
Dan heet a de limiet van fin het punt x0 (x0 behoeft niet tot D te 
behoren) als 
V £ > O 3 o E R ( x E D A O < Ix - x0 I < o ~ If ( x) - a I < £) • 
Schrijf'wijze: lim f(x) = a. 
x+xo 
Voorbeelden * f(x) x
2 
- 1 
= ------
x - 1 
x 0 = 1 en a= 2. 
Dan is 
I I lx
2 
- 1 f(x) - 2 = 
X - 1 
zodra lo <Ix - x0 1 = Ix - 1I < o = £, 
Dus lim 
x+1 
2 
_X_"."_1_=. 2 
X - 1 
~ f(x) = exp(x) -
X 
x0 = 0 en a = 1. 
voor x ::j: O, 
6) I ( ) I -- I exp ( xx) - 1 - 1 I --Dan is (zie vraagstuk. 8 f x - 1 
zodra O < lxl < o =min<½, 1). 
Dus lim e.xp(x) - 1 = 1. 
x+O X 
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Opgaven: 
103 
* 
* 
* 
Bepaal de volgende limieten 
1 . S(x) 1m 
x-+O x 
1 . C(x) - 1 1m 2 
X-+0 X 
E(x) - E(x0 ) 
X ... XO 
104 Als lim f(x) = a en lim g(x) = b 
x-+x 
0 
dan geldt 
x-+x 0 
lim {f(x) + g(x)} =a+ b 
:x:+xo 
lim {f(x) g(x)} = a - b 
:x:+xo 
lim {f(x) • g(x)} =a. b. 
x-+:ico 
Is-bovendien b ~ 0 dan geldt ook 
1 . f(x) a im (x) = b. 
:x:+x g 
0 
Zij DC E, f: D ➔ R, XO€ D. 
Dan heet f continu in x0 als 
De funktie f heet continu op D als f continu is in elk punt van D. 
Opgaven: 
105 Als fen g continu zijn in x0 dan ziJn ook de functies 
f + g, f - g, f. gen jr I continu in x0 • Is bovendien g(x0) ~ O 
d . f . . an is ook g continu in x0 • 
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106 Bestudeer de paragraaf "Continue afbeeldingen" uit ZC 79/71, 
107 Toon aan dat 
max (a,b) = a+b la-bl 2 + 2 
min ( a,b) = a+ b 2 
la - bl 
2 
108 Als f D ➔ IR en g: D ➔ IR dan definieren we f v g D ➔ IR en 
f Ag D ➔ IR·als volgt 
(f v g)(x) = max (f(x), g(x)) 
(f A g)(x) = min (f(x), g(x)) 
Toon aan dat, als fen g continu zijn in x0 , ook f v gen f Ag 
continu·zijn in x0 • 
109 Als g continu is in u0 en f is continu in x0 = g(u0 ) dan is f O g 
((f o g)(x) = f(g(x))) continu, in u0 • 
110 Toon aan dat de volgende funk.ties f continu zijn in elk punt van 
hun definitie-gebied;· 
* f(x) n = X 
* f(x) = exp (x) 
* f(x) = E(x) 
* f(x) = S(x) 
* f(x) = C(x) 
(n E ~) 
111 Zij f: [a,b] ➔ R continu op [a,b] zodanig dat f(a) < c en f(b) > c. 
Toon aan dater een ~ bestaat zodanig data<~< b en f(~) = c. 
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112 Zij f : [a,b] ➔ IR continu op [a,b]. 
Toon aan dat 
* f begrensd· is 
* er een , 1 € [a,b] bestaat zodanig dat 
f(x) < f(, 1) voor alle x € [a,b] 
* er een , 2 € [a,b] bestaat zodanig dat 
f(x) > f(, 2) voor alle x € [a,b]. 
113 Zij I een gesloten interval in~ en fen g continue afbeeldingen 
van I naar IR. 
114 
Zij D c I zodanig dat D = I en f(x) = g(x) voor alle x € D. 
Dan is f(x) = g(x) voor alle x € I. 
n 
Zij ( 1 + l) e = en n n_ 
Toon aan dat 
lim (e* - e ) = o. n n 
n+oo 
Concludeer dat exp(1) 
Toon verder aan dat 
* e_ 
n 
= 
1 1 1 
= O! + 1! + 2! + 
E( 1) = e. 
+ _1_ 
n! 
* E(n) = {E(1)}n = {exp(1}}n = exp(n) voor alle h € ~ 
* E(1) = E(q. l) = {E(l)}q voor alle q € N q q 
* exp(1) = {exp(¾)}qvoor alle q € N. 
* exp(.E.) = E(.E.) voor alle p, q € N q q 
1 
* E(- x) = E(x) voor alle x € R 
* E(r) = exp(r) voor alle r € Q,. 
* E(x) = exp(x) voor alle x € IR (maak gebruik van opgave 113). 
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115 Zij f: D + ~ zodanig dat 
* D samenhangend 
* f continu op D 
* f (relatief) maxim.aal is in elk punt van D. 
Toon aan dat f constant is op geheel D. 
116. Zij f : IR + IR continu in O terwijl 
f(x) = f(2x) voor alle x E IR. 
Toon aan dat f(x) = f(O) voor alle x E IR. 
117 Zij f: R +IR continu in Oen 1 terwijl 
f(x) = f(x2 ) voor alle x E IR. 
Toon aan dat f(x) = f(O) = f(1) voor alle x E IR. 
Uniforme continuiteit 
Zij f D +IR.Dan heet f uniform continu op D als 
Stelling 
Als f continu is op een compacte verzameling D dan is f uniform continu 
op D. 
Bewi.j s f contill;u op D ~f continu in elk punt x van 
D ==;v e: > O 3 ox: (t E B0 (x)~ I f(t) ... f(x) I < e:) 
Nu is D c V 
xe:D 
B10 (x). 
2 X 
X 
Omdat D compact en B10 (x) open is v0or elke x, bestaat er dus een • 
2 X 
eindig aantal bollen B10 (x) die D reeds overdekken: 
2 X 
. ~ . ' ( X ) • n 
:..26-
Neem nu o = 
E 
min 
i= 1 ,2, ... ,n 
Ho L x . . 
i 
Zij nu lt 1 
118 
120 
1. 7. 
Q,E.D. 
Als f: D + ~ continu is op Den Dis niet compact dan behoeft f 
· · · t · · ( f( ) 1 { I }) niet uniform continu e ziJn neem x ·= - op D = xx> 0 • 
X 
Zij f: D + R uniform continu op Den zij D begrensd, Dan is f 
begrensd op D. 
Als f uniform continu is op D dan is f ook (gewoon) continu op D. 0 
Differentieerbaarheid 
Zij f: D +~en x0 € D n D'. Dan heet f differentieerbaar in x0 met 
afgeleide L als 
lim 
x-+x 0 
= L. 
Voor L schrijven we vaak f' (x0 ) of :!J . 
XO 
Als D' =Den f is differentieerbaar in elk punt van D dan heet f 
differentieerbaar op D. 
,, 
,, 
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Opgave: 
121 De funk.tie f: D ➔ R heet differentieerbaar in xO ED n D' als 
er een funk.tie h bestaat zodanig dat 
* hen f hetzelfde definitie gebied hebben 
* h continu is in x0 
* f(x) = f(x0 ) + h(x)o(x - x0 ) voor alle x uit het definitie 
gebied van f o 
Toon aan dat deze definitie van differentieerbaarheid equivalent 
is met de reeds eerder gegevene en dat f'(x0 ) = h(x0). 
122 Indien de funkties f en g differentieerbaar zijn in x0 dan ziJn 
• 
oak f + g, f - gen f , g differentieerbaar in x0 met 
(f + g)' (x0 ) = f' (x0 ) + g' (x0 ) 
(f g)'(xo) 
(f g) I (x0) 
Is bovendien 
= f'(x0 ) g' (xo) 
= f'(x0 ) g(xo) + f(xo) • g' (xo). 
g(x0 ) ':/- o, dan 
. fa· . is ook - ifferentieerbaar g 
g(x0 )f'(x0 ) - g'(x0 )f(x0 ) 
2 
g (xo) 
in XO 
123 Als g differentieerbaar is in uO en f is differentieerbaar in 
x0 = g(u0 ) dan is f O gook differentieerbaar in u0 met 
(f o g) 1 (u0 ) = f' (x0 ) .g' (u0 ) = f' (g(u0 )) .g' (u0 ). 
Maak gebruik van vraagstuk 121. 
124 Zij f : [a,b] + lR continu in a en b en differentieerbaar ov (a,b). 
Als bovendien f(a) = f(b), toon dan aan dat er een ~ E (a,b) • 
bestaat met de eigenschap f'(~) = Oo 
Maak gebruik van vraagstuk 112, 
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125 Zij f: [a,b] ➔ ffi continu in a en b en differentieerbaar op (a,b). 
Toon aan dater dan een s € (a,b) bestaat zodanig dat 
f' (d = f(b) - f(a) 
b - a 
Dit is de "Eerste middelwaardestelling" der differentiaalrekening. 
126 Zij f : (a,b) ➔ IR differentieerbaar op (a,b) met overal f'(x) = O. 
Dan is f constant op (a,b). 
127 Zij a< x0 < b, f differentieerbaar op [a,b]'-.{x0} en continu in 
x0 terwijl lim f'(x) = L. x➔xo 
Dan is f ook differentieerbaar in x0 met afgeleide f'(x0) = L. 
128 Zijn fen g continu in a en b en differentieerbaar op (a,b) 
dan bestaat er een s E (a,b) zodanig dat 
{f(a) - f(b)}.g'(s) = {g(a) - g(b)Lf'(s), 
Als g(a) ~ g(b) dan is g'(s) ~ 0 zodat 
f(a) - f(b) = f'(s) 
g(a) - g(b) g'(s) 
Di t is de "Twee de middelwaardestelling der differentiaalrekening". 
129 Toon aan dat de volgende funkties f ~ + m overal differentieerbaar 
zijn en bepaal hun afgeleiden 
f(x) n (n 0,1,2, ••• ) •Jr = X = 
' 
* 
f(x) = E(x) = exp(x) 
* 
f(x) = S(x) 
(Aanwijzing: lim S(h) = 1 lim C(h) - 1 o) en = 
n+O h h+O h 
* f(x) = C(x). 
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130 Zij f: [a,b] + [c,d] omkeerbaar met omkeerfunktie 
f-l [c,d] ➔ [a,b]. 
-1 Als f differentieerbaar is in x0 met f'(x0 ) 1 0 en f is continu 
in u0 = f(x0 ) dan is r-
1 differentieerbaar in u0 met 
131 Zijn r 1 en r 2 intervallen en is f: I 1 ➔ r 2 surjectief dan heeft 
' 
f elk van de volgende drie eigenschappen zodra f aan twee van deze 
eigenschappen voldoet 
* f is continu op r 1 
* 
f is strikt stijgend (c.q, dalend) op r
1
• 
* 
f is omkeerbaar. 
In dit geval heeft de omkeerfunktie f- 1 (= de inverse funktie van f) 
ook deze drie eigenschappen. 
De surjectieve funktie exp ~ ➔ (0,00 ) is continu en stijgend op 
IR. Dus is exp omkeerbaar. 
Noem de omkeerfunktie 1 
Dan geldt voor µ 0 > 0 
(0,00 ) + IR. 
I ( ) - 1 1 uo - (exp)'(1(u0 )) 
Opmerking: Als f : r 1 ·+ r 2 (strikt) stijgend (c.q. dalend) is en 
surjectief dan volgt daaruit reeds dat f continu en omkeerbaar is. 
132 Zij f differentieerbaar op (a,b) met 
f'(x) > O (,;;,;. o)(~ o)(< 0) voor alle x E (a,b) dan is f stijgend 
(niet dalend)(niet stijgend)(dalend) op (a,b). 
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133 C(x) = 0 heeft op [0,2] precies een oplossing. 
1 . 1T Noem deze op ossing 2. 
Toon verder aan dat: 
S(i) = 1 ; S(ir) = 0 ; S(2ir) = 0 
C ( ,r) 
S(x) > 0 op O < x < ir; 
C (2,r) = 1; 
S(x + ,r) = -S(x) 
C(x + ,r) = -C(x) 
S(x + 2,r) = S(x)} 
C(x + 2,r) = C(x) 
Sen C zijn dus periodiek met periode 2ir. 
S(±. x + ~) = C(x) dus s(; + x) 
C(x + .'.!!.) = - S(x) 2 
1.8 · Integratie volgens Riemann 
= s(!. - x) 2 
Zij f: [a,b] +m begrensd. Op het interval [a,b] brengen we een 
verdeling V ={a= a0 < a 1 < a2 ••• < an=b} aan en noemen 
M = sup f(x) 
a<x<b 
=== == 
m = inf f(x) 
a<x<b 
= == 
~= sup 
~ <x<~ 
-1= = 
~ = inf ~ <x<f\. 
-1= = 
f(x) (k = 1,2,3, ••• , n) 
f(x) (k = 1,2,3,.,., n). 
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De sommen S (9k - 9k_1) en 
n 
s = l ~ o ( 8k - ak-1 ) 
k=1 
heten respectievelijk boven- en ondersom van f over [a,b] 
behorende bij de verdeling Vo 
Opgaven: 
134 Voor de bij een verdeling V behorende sommen Sens geldt 
(b - a) • m 2_ s 2_ S ~ (b - a) • M. 
135 Zij Veen verdeling en v* een verdeling die uit Vis ontstaan door 
toevoeging van een deelpunt. 
Toon aan dat 
136 Zijn Ven W verdelingen en V + W de verdeling die uit V (uit W) 
ontstaat door toevoeging van de deelpunten van W (van V) dan geldt 
Conclusie: een ondersom 
bovensom. 
Definitie: r* = inf sv 
V 
is altijd kleiner of gelijk aan een 
* I en I* heten respectievelijk de bovenste en de onderste integraal 
van f over [a,b]. 
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Definitie. Als I*= r* dan heet f integreerbaar over [a,b]. Het getal 
I*(= r*) schrijven we dan als fb f(x)dx. 
138 Zij f . [0,1] ➔ R zodanig dat a . 
rx) = 0 als x rationaal is 
f(x) = 1 als x irrationaal is. 
funktie * Toon aan dat voor deze geldt I = 1 en I* = O, zodat f 
niet integreerbaar is. 
139 Als bij elke E > 0 een stel sommen Sens gevonden kan worden met 
de eigenschap S' - s <Edan is f integreerbaar (gebruik vraag-
stuk 137). 
140 Zij f monotoon niet dalend op [a,b] en Veen verdeling van 
[a,b] zodanig dat 
~ = a + k • b-a (k O 1 2 ) ' = ,,, ••• ,n. n 
Toon aan dat SV - sV = b~a {:f'(b) - f(a)} 
en concludeer dat f integreerbaar is over [a,b]. 
141 Als f integreerbaar en,;:;.. 0 is op [a,b], dan is 
Ib f(x)dx > 0. 
a 
142 Als f integreerbaar en.:::_ 0 is op [a,b] en f is in een continuiteits-
punt positief dan is fb f(x)dx > 0. 
a 
Zender bewijs vermelden we de volgende stellingen. 
* Als f continu is op [a,b] dan is f integreerbaar op [a,b]. 
* Als f integreerbaar is over [a,b] en a: c < b dan is f ook 
integreerbaar over [a,c] en [c,b]. 
Definitie 
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Bovendien is r f(x)dx = r f(x)dx + r f(x)dx. 
a a c 
Als f integreerbaar is over [a,c] en [c,b] terwijl a< c < b 
dan is f ook integreerbaar over [a,b] en voor de bijbehorende 
integralen geldt 
re 
J lb rb f(x)dx + f(x)dx = j f(x)dx. C a 
Als fen g integreerbaar zijn over [a,b] met a< b. dan zijn ook 
de volgende funk.ties integreerbaar over [a,b]: 
f A • f (met A constant), f + g, f - g, f. g, - (ender de g 
extra conditie inf Jg(x) I > 0) en jfJ. 
a~.::_b 
Bovendien geldt dan 
fb A.f(x)dx = A. fb f(x)dx 
a a 
fb lf(x) :!: g(x)}dx = Jb f(x)dx :!: fb g(x)dx 
a a a 
a 
r f(x)dx = 0 
br f(x)dx = - r 
a 
f(x)dx als a< b. 
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143 Jb f(x)dx + Jc f(x)dx = .r f(x)dx zodra al deze integral.en bestaan. 
144 f 
1 d f f 1 Bereken dx ~ 1 dx , 
0 0 
boven- en ondersommen uit te rekenen. 
Hoofdstelling der integraalrekening: 
Als f integreerbaar is op [a,b] en de funktie Fis continu in 
a en b en differentieerbaar op (a,b) met F'(x) = f(x), dan geldt 
. b 
J f(x)dx = F(b) - F(a). 
a 
Bewijs: Zij V = {a0 < a 1 < ••• < a 1 <a} een verdeling van [a,b] dan is n- n 
n 
F(b) - F(a) = I {F(9k) - F(9k_ 1)} = k=1 
n 
= I F'(~k). (9k - ak-1) 
k=1 
= 
Voor elke verdeling V geldt dus 
zodat * I < F(b) - F(a) < I . 
*= = 
Aangezien f integreerbaar is geldt I 
* 
= 
* = I , 
zodat J
b ( ) ( ) ( ) d_~f F(x) fxdx=Fb -Fa 
a 
b 
a 
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145 Bereken: 
fb E(x)dx; fb S(x)dx; fb C(x)dx, 
a a a 
Stelling: Als f integreerbaar is op [a,b] dan is 
F(x) = fx f(t)dt , (a< x ;a, b) (uniform) continu op [a,bl. 
a 
Bew.ijs: 
IF(x1) - F(x2 )1 = I fx2 f(t)dtl ;a, 
x, 
~ I x2 - x 1 I • sup I f ( t) I a<t.::_b 
waaruit de bewering direct volgt. 
Stelling: Als f integreerbaar is op [a,b] en f is continu in 
x 0 E [a,b] dan is de funk.tie F: [a,b] +~met 
F(t) -- ft f(x)dx differentieerbaar in x0 met F'(x0 ) = 
a 
Bewijs: 
F(xD + h) - F(xo) 
_...;_ ___ ,__,;;_ - f(x ) = 
h 0 
= ¾ { fxo+hf(x)dx - fxo f(x)dx} - ¾ fxo+h 
a a x0 
en deze vorm is in absolute waarde 
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< ""ITT . lhl. sup lr(x) - f(x0) I = 
xdx
0
,x0+h] · 
en dit is wegens de continuiteit van fin x0 < e: als jhj maar 
klein genoeg is. Q.E.D. 
Toepassing. De funktie 1 is op x > 0 continu en dus integreerbaar 
X 
over elk eindig gesloten interval [1,t] dat rechts van O ligt. 
We definieren de funktie 1: (0,00 ) + ~ als volgt 
l(t) = ft~ , (t > 0), 
1 
De vorige stelling zegt dan dat 1 op (0,00 ) differentieerbaar is 
met 1 1 (x) - 1 
- x· 
Het is duidelijk dat 1(1) = 0. 
Beschouw nu voor een of ander positieve constante a de funktie 
~ (0,00 ) +~met 
~ (t) = l(a) + l(t) - l(at) 
Deze ~ is differentieerbaar op (0,00 ) met 
~•(x) = l'(x) - l'(ax) • a= 
1 1 
= - - - • a= O. 
X ax 
Daar ~(1) = 0 moet ~(x) dus steeds gelijk aan O zijn. 
Gevolg: 1 ( at ) = 1 ( a) + 1 ( t) , (a, t > 0 ) • 
Daar E(t) > 0 voor elke t EE, is l(E(t)) op geheel ~ gedefinieerd 
en tevens differentieerbaar metals afgeleide in het punt x 
1 1 1 (E(x)). E'(x) = E(x). E(x) = 1. 
146 
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Dus is l(E(i)) - t constant op ffi metals waarde 0. 
Gevolg: l(E(t)) = t voor alle t ER. 
1 Daar l'(t) = t > 0 opt> O, is 1 monotoon stijgend. 
Opt> 0 geldt ook E(l(t)) = t; stel namelijk maar eens dat 
E(l(t)) = u, dan volgt daaruit dat l(E(l(t))) = l(t) = l(u) en 
omdat 1 monotoon is moet u = t ziJn. 
De funkties E en 1 zijn dus elkaars inverse. 
Als b(t) = r 0 dx --2 voor alle t E ffi, 1+x 
toon dan aan dat b(t) + b(f) constant is opt> 0. 
147 Z. . T ( ) S (x) 1T 1T 
. iJ x =c(x)op-2<x<+2. 
Toon aan dat b(T(x)) 1T 1T = x voor alle x E (- 2 , + 2 ). 
1T TI . Voor x = 4 levert dit : 4 = b(1). 
Toon aan dat lb(t)I < ~ voor alle t E ~ en dat 
T(b(t)) = t voor alle t E ~. 
De funkties b en T zijn dus elkaars inverse. 
Transformatie van integralen. 
Zij ¢ differentieerbaar op [a,b] met integreerbare afgeleide; 
a~ ¢(x),;. B voor alle xE[a,b]. 
Zij F differentieerbaar op [a,B] met continue afgeleide f. 
De funktie F O ¢ : [a,b] ➔ R met (F O ¢)(x) = F(¢(x)) 
is dan differentieerbaar op [a,b] metals afgeleide 
F'(¢(x)) • ¢ 1 (x) = f(¢(x)) • ¢ 1 (x). 
Uit de gegevens volgt dat deze afgeleide integreerbaar is, zodat 
volgens de hoofdstelling geldt 
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r f(O(x)) , O'(x)dx = F(o(b)) - F(o(a)), 
a. 
Volgens dezelfde hoofdstelling geldt ook 
J
cp(b) 
f(x)dx = F(cp(b)) - F(cp(a)) 
cp ( a) 
zodat f 
cjl(b) b 
f(x)dx = I f(O(x))O'(x)dx, 
cp(a) a 
Voorbeelden, 
Of 
1 
W dx ( .. 4 ) e berekenen --2 vergeliJk 1 7 1+x 
Voor cp nemen we de funktie T(x) = ~-~~~ op [O, *]. 
Dan is cp(o) = O, cp(4) = 1 (volgens 134) en cp' (x) = 1 > o c2 (x) 
zodat cjJ stijgend is : 0 < cp (x) < 1 • · 
Bovengenoemde integraal kan nu als volgt worden berekend: 
0 r r1T 1 --- • cp '(x)dx = 0 1+cp 2 (x) 
1 
--dx= 
• c2 {x) 
0 
~ 1T J dx = 4 
Zij cjl{x) = ax op x > 0 (a is een positieve constante) en 
1 f(x) = - op x > O. Als b > 0 dan is 
X 
f
a.b IcjJ(b) fb fb 
dx = dx = _1_ • cp, (x)dx = a dx = 
a x cp( 1) x 1 cjJ(x) 1 ax 
= r :x. 
1 
Gevolg: l(ab) = l(a) + l(b), (a,b > 0). 
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Partiele integratie 
148 Als Fen G op [a,b] differentieerbaar zijn met integreerbare 
afgeleiden f resp. g dan geldt: 
afb f(x) . G(x)dx = F(x) . G(x) : - alb F(x) • g(x)dx. 
Voorbeeld. 
= X. l(x) 
t 
Jt x . f dx = t l ( t ) - t + 1 , ( t > 0 ) • 
Als aanvulling op vraagstuk 148 vermelden we zonder bewijs de 
volgende stelling. 
Als fen g integreerbaar ziJn op [a,b] en 
F(t) = A+ ft f(x)dx en G(t) = B + ft g(x)dx (A,B constant) 
,a a 
dan geldt 
r b - Jb F(t) g(t)dt. f(t) G(t)dt = F(t) . G(t) a a a 
1.9 Funkties van begrensde variatie 
Zij f gedefinieerd op [a,b]. Bij een verdeling V van dit interval 
construeren we de som 
Als de collectie van sommen ~V' waarbij Valle mogelijke verdelingen 
van [a,b] doorloopt, begrensd is: 
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lv < G voor alle v, 
dan heet f van begrensde variatie op [a,b]. 
149 Een monotone funktie op [a,b] is van begrensde variatie. 
150 Als f integreerbaar is op [a,b] dan is 
F(x) = .Ix f(t)dt, (a ,:;.x .:a, b) van begrensde variatie op [a,b). 
151 Als f differentieerbaar is op [a,b] met begrensde afgeleide 
dan is f van begrensde variatie op [a,b]. 
152 Als f van begrensde vairatie is op [a,b] met a< b enc ligt 
tussen a en b dan is f oak van begrensde variatie op [a,c] en 
[c,b]. Evenzo volgt uit de begrensde variatie op [a,c] en [c,b] 
die op [a,b]. 
Definitie: Als f van begrensde variatie is op [a,b] dan heet het 
getal cr = Sup lv 
V 
de totale variatie van f over [a,b]. 
153 Zij f van begrensde variatie op [a,b], cr(a,B) de totale variatie 
van f over [a,B] c [a,b] en a< y < B dan geldt 
* cr(a,B) ~ 0 
* cr(a,y) + cr(y,B) = cr(a,B). 
* cr(a,x) is monotoon niet dalend in x. 
* cr(~,s) ~ lf(B) - f(cr)I 
* cr(a,x) - f(x) is monotoon niet dalend. 
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154 Aangezien f(x) = a(a,x) - {a(a,x) - f(x)} is f te schrijven 
als het verschil van twee monotoon niet-dalende funkties. 
Gevolg: f is integreerbaar over een interval waarop f van 
begrensde variatie is. 
155 Als fen g op [a,b] van begrensde variatie zijn dan ook 
lrl , r + g, r - g, r. g. 
Is bovendien lg(x) I f > o > 0 voor alle x E [a,b] dan is ook -g 
van begrensde variatie op [a,b]. 
1.10 De (Riemann -) Stielt,jes integraal. 
Op het interval [a,b] zijn gegeven de f11,."1kties F en G. Bij een 
verdeling V van [a,b] construeren we de som 
waarbij ~-1 < ~k 2,. ~, k = 1,2,3, ••. , n. 
Zij oV = max I~ - ~-11 ; oV heet de grofheid van de verdeling V. k 
Als voor elke rij verdelingen Vn van [a,b] met ov + Ode bij-
n 
behorende rij van sommen R(V) altijd (hoe de ~'s ook gekozen 
n 
zijn) convergent is dan heet F integreerbaar naar Gover [a,b], 
Hierbij is lim R(V) onafhankelijk van de keuze van de rij ver-
n 
n+oo 
delingen Vn als maar voldaan is aan ov + o. Ga dit na. 
n 
Voor lim R(V) schrijven we 
n n➔oo 
fb F(x) dG(x) en deze integraal heet de(Riema;nn -) Stieltjes 
a 
integraal van F naar Gover [a,b]. 
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1 
Hieronder vermelden we zonder bewijs een aantal stellingen be-
treffende Stieltjes integralen. Voor een nadere behandeling van 
dit integraal begrip verwiJzen-we naar [4J, deeLIII, hoofdstuk 
X'f, §5, 
Stelling. Als F integreerbaar is naar Gover [a,b] dan is ook G 
integreerbaar naar F over [a,b]. Voor de bijbehorende Stieltjes 
integralen geldt dan: 
fb F(x)dG(x) + fb G(x)dF(x) = F(x).G(x) 
a a 
b 
a 
Stelling. Als F1 en F2 integreerbaar zijn naar G dan 1s dat ook het geval 
met Fl+ F2 en F1 - F2 terwijl 
. r (F ,(x) _!: F 2 (x) )dG( x) = r F 1 (x )dG(x) _t r F 2 (x)dG(x). 
a a a 
en r G(x)dlF1(x) _!: F2(x)} • r G(X)dF1(x) _!: r G(x)dF2(x). 
a a a 
Stelling. Zij F integreerbaar naar Gover [a,b] en zij a< c < b. 
Dan is F ook integreerbaar naar Gover [a,c] en [c,d], terwijl 
IC F(x)dG(x) a + fb F(x)dG(x) = C a r F(x)dG(x). 
Opmerking. Uit het bestaan van 
r F(x)dG(x) en 
a 
(b I F(x)dG(x), 
CJ 
(a< c < b) 
kan men in het algemeen niet concluderen dat F integreerbaar 1s 
naar Gover [a,b]. 
Stelling. Als F continu is op [a,b] en G 1s op dit interval monotoon 
dan bestaat 
Ib F(x)dG(x). a 
,. 
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Opgave, In de laatst genoemde stelling mag "monotoon" worden vervangen 
door "van begrensde variatie". 
Stelling. Is Fop [a,b] integreerbaar en voldoet G aan een z.g. Lipschitz-
conditie: 
waarbij L constant en a .::_ x 1 < x2 < b , 
dan is F integreerbaar naar Gover [a,b]. 
Stelling, Als F integreerbaar is op [a,b] en G is te schrijven als 
G(x) = Ix g(t)dt, (a< x .:O. b; g integreerbaar op [a,bl) 
a 
dan bestaat Jb F(x)dG(x) 
a 
en bovendien geldt JbF(x)dG(x) = 
a a 
r F(x)g(x)dx 
waarbij de laatste integraal een (gewone) Riemann-integraal is. 
Opgaven. 
156 Zij F integreerbaar en zij G differentieerbaar op [a,b] met 
integreerbare afgeleide g. Dan is 
J
b 
F(x)dG(x) = 
a 
JbF(x) , g(x)dx, 
a 
157 Zij F continu en G van begrensde variatie op [a,b]. 
Toon aan dat: 
I f
b 
F(x)dG(x) 
a 
< M • a 
waarbij M = max IF(x)I en a de totale variatie van Gover 
xda,b] 
[a,b] is. 
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1 • 11 • De sommatieform.ule van Euler. 
Opgaven. 
158 Als f continu is dan is (voor n E IN en O < e: < 1) 
159 
In+e f(x)d[x] = f(n). ([x] is het grootste gehele getal < x). 
n-E 
Als f continu is dan is ( voor m, n ~ m; m ~n; o < e: < 1) 
fn+e n 
f(x)d[x] = L f(k). 
m-E k=m. 
Als f continu is dan is dus 
n Jn+E In+O I f(k) = lim f(x)d(x] = f(x)d[x]= 
k=m e++O 
m-e: m-0 
In In+O = f(x)dx - f(x)di/i 1(x) waa_rbij $1 (x) = x - [x] -
1 2. 
m m-0 
Nu is In+O f(x)d 1/J/x) = f(x) • I/J
1 
(x) ln+O - Jn+O $
1 
(x) • df(x). 
m-0 m-0 m-0 
Is f bovendien differentieerbaar met integreerbare afgeleide 
dan is 
Jn+O 1j1
1
(x)df(x) = In+Oljl
1
(x)f'(x)dx = fn $ 1(x)f'(x)dx = 
m-0 m-0 m 
= fn f'(x)dt2(x) waarbij t 2(x) 
m 
= s1+ Ix I/J 1 (x)dx, (s 1 constant). 
0 
Verder is fn f'(x)dt2(x) = f'(xl•2(x) n - fnv2(x)df'(x). 
m m m 
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Is f voldoende vaak differentieerbaar dan laat bovenstaande procedure 
zich een aantal malen voortzetten en we vinden 
n fn n+O I f(k) = f(x)dx - f(x)1JJ 1(x) k=m 
ID ID-0 
n 
+-+ .. 90 
m 
1 ( ) (:x:) n + (-1)r- fr (x) 1/Jr+1 + (-1)r r 1jJ 1 (x) df(r \x). r+ m m 
waarbij 1JJ 1(x) = x - [x] 
Hierbij kiezen we de B's zodanig dat 
f
1 
1/Jv+1(x)dx = O, v > O. 
0 
Het gevolg van deze keuze van de B's is dat de funkties 1/J (v .::_ 1) 
V -
periodiek warden met periode 1. 
1 Opgaven: Toon aan dat B1 = 12 , B2 = 0. 
Bewijs dat: 1 1 +-+-+ 2 3 
Bewijs dat: 
00 
I 
n=1 
1 1 1 
-=--+--
s s-1 2 
n 
Bewijs dat: 
1 1 
+ -;:- = l(n) + 2 -
dx, (s > 1). 
1 l(n!) = (n + 2)1(n) 
fn 1/J1 (x) 
- n + 1 + ,J X dx, 
r 1 1/J 1 (x) 2 dx. X 
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1.12. De tweede stelling van het gemiddelde v0or integralen: 
Zij de funktie hop [a,b] integreerbaar en zij cj> op dit interval 
monotoon. Dan bestaat er een getal ~ € [a,b] zodanig dat 
jb •(x) . h(x)dx = •(a) f' h(x)dx + .(b) Jb h(x)dx. 
a a ~ 
Bewijs: Voor de eenvoud nemen we cj> monotoon niet-dalend. 
Definieren we H(x) = fx h(u)du dan is 
b ~ 
af O(x) h(x)dx = afb•(x)d H(x) = 
= O(b) H(b) - O(a) H(a) ajbH(x) d •(x) = 
Nu is 
{O(b) - O(a)}~n H(x) < bfaH(x)d O(x) :::_ {O(b) - O(a)). ~ H(x) 
b 
zodat aJ H(x)d O(x) = {O(b) - O(a)). H(s) voor zekere s e [a,bl, 
Dus jb •(x) h(x)dx = O(b) H(b) - {O(b) - •(a)) H(s) = 
a 
= cj>(a) H(d + cj>(b) • {H(b) - H(d} = 
= O(a) f' h(x)dx + O(b) Jb h(x)dx. Q.E.D. 
a ~ 
Opgave: Zij cj> monotoon niet dalend en h integreerbaar op [a,b]. 
Als A en B constanten zijn die voldoen aan 
A < lim cj> (x) 
x-l-a 
B > lim cp(x) 
xtb 
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dan bestaat er een ~ € [a,b] zodanig dat 
f
b I~ rb 
~(x) h(x)dx = A h(x)dx + B j h(x)dx. 
a a ~ 
(, 
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Hoofdstuk 2. 
Fourier-reeksen *) 
2.1. De formules van Euler 
Onder een trigonometrische reeks verstaan we een reeks van de ge-
d~ante 
a oo 
_Q + l (ak cos k x + bk sin k x). 2 k=1 
In deze paragraaf nemen we aan dat deze reeks voor alle x E ~ 
convergeert en de bijbehorende som zullen we aangeven met U(x). 
Het verband tussen U(x) en de coefficienten 8k' bk werd reeds door 
Euler aangegeven. Hij ging als volgt te werk. 
a oo 
Uit U(x) = _Q. + l (a cos k x + bk sink x) 
2 k=1 K 
volgt f' U(x)dx = • a0 + 
Wegen:• f'cos k x dx = 0 
7f 
00 
I (¾: 
k= 1f 7f -7f 
en sin 
-7f 
vinden we dus a0 = ¾ f' U(x)dx. 
-7f 
I
'IT 
cos k x dx + bk r sin k x rus), 
-7f 
k x dx = 0, (k = 1 ,2 ,3, ... ) 
Om a en b uit te drukken in U wordt de reeks met cos n x resp. 
n n 
sin n x vermenigvuldigd en dan van -7f naar 1r geintegreerd. 
Dit levert 
f'u(x) cos n x dx = a~ J'cos n x dx + 
-7f -7f 
+ I (8k f 7f cos nx 
k=1 
-7f 
cos kx dx + bk f' 
-7f 
cos nx sin kx dx) 
*) In dit hoofdstuk gebruiken we voor S(x) en C(x) de meer klassieke 
notatie sin x en cos x. 
' 
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en J'u(x) 
-1T 
sin n x dx rsin 
-1T 
n x dx + 
00 
+ I cos k X sin n x sink x dx). 
k=1 
Men gaat gemakkelijk na dat 
2 cos n X cos k X = cos (n+k)x + cos (n-k)x 
2 cos n X sin k X = sin (n+k)x sin (n-k)x 
2 sin n X cos k X = sin (n+k)x + sin (n-k)x 
2 sin n X sin k X = cos (n-k)x cos (n+k)x 
Voor n # k volgt hieruit 
r cos n k x dx = sin(n+k)x [1T + sin(n-k)x X cos 2(n+k) 2(n-k) 
-1T 
evenals 
r COS n X sin k x dx = r•in n x cos k x dx = 
-1T -if -if 
Is n = k dan vinden we 
-if 
recs n x cos n x dx = J"sin n x sin n x dx = • 
-if 
en J"cos n x sin n x dx = 0, 
-if 
i:1T = 0 
rsin n X sin k x dx 
Een rechtstreekse subs ti tu tie van deze formules leidt tot de volgende 
formules van Euler: 
1 (1T 
an=; j U(x) cos n x dx, (n = 0,1,2,3, ... ) 
-1T 
1 Jif en bn = -; U(x) sin n x dx, (n = 1 ,2 ,3, .•. ) • 
-if 
= o. 
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Bovenstaande methode ter bepaling van het verband tussen U(x) en 
de getallen a en b is natuurlijk alleen correct als de t~rmsgewijze 
n n 
integratie toegestaan is. 
We zullen ons om deze kwestie niet verder beko:mmeren en een strenge 
theorie opbouwen door uit te gaan van de formules van Ell.ler. 
2.2. Fourier-reeksen 
Zij f: R + R periodiek met periode 2TT, 
f(x + 2TT) = f(x) voor alle x € R, en zij f tevens integreerbaar op 
[-TT,TT]. Bijgevolg is f dan automatisch integreerbaar op elk interval 
[a,b] c IR. 
We definieren 
1 r a =-; f(x) cos n x dx, n 
-TT 
(n = 0, 1 ,2 ,3, ••• ) 
en 
1 r b =-; f(x) sin n x dx, n 
.:rr 
(n = 1,2,3, ... ). 
Met behulp van deze getallen, de Fourier-constanten van f, construeren 
we nu, zuiver formeel, de volgende trigonometrische reeks 
00 
I 
n=1 
(a cos n x + b sin n x) 
n n 
en noemen deze de bij f behorende Fourier-reeks. 
Naar aanleiding van deze formele constructie kan men vragen voor 
welke waarden van x deze reeks convergeert en wat in geval van 
convergentie de som van de reeks is. 
Om deze vragen (ten dele) te kunnen beantwoorden beschouwen we de 
partiele sommen van de Fourier-reeks in het punt x0 : 
N I (an cos n x 0 + b sin n x0) = n=1 n 
1 I'IT 1 N 
= - f(x)dx + - l (cos 21T 'IT 
n=1 
-'IT 
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n x 0 r f(x)cos 
-'IT 
n x dx + sin n x0 f"r(x)sin n x dx)= 
-'IT 
1 f 'IT = - f(x)dx 21T 
-'IT 
+ ¾ I f;(x).{cos n x0 cos n x + sin n x0 sin n x} dx = 
n=1 
-'IT 
1 J'IT = - f(x)dx 21T 
-'IT 
+ ¾ I r;(x) cos n(x - xo)dx = 
n=1 J 
-'IT 
1 f'IT 1 N 
= 1r f(x). {2 + l cos n(x - x0 )}dx. 
n=1 
-'IT 
Aa.ngezien de integrand in de laatste integraal de periode 21T heeft 
kunnen we ook schrijven 
1 I1r+xo 1 
= ; f(x){2 + 
-'IT+X 0 
N I cos n(x - x0 )}dx = 
n=1 
1 J'IT 1 N 
= ir f(x0 + u){2 + l cos 
rt=1 
-1T 
n u}du. 
We tonen aan dat 
¾+cos u + cos 2u + •.. +cos Nu= 
sin(N + ¾)u 
2 . u sin 2 
als sin~ :j:. O. 
We gaan uit van 
sin(t +a)= sin t cos a+ cost sin a 
sin(t a)= sin t cos a - cost sin a 
sin(t + a) sin(t-a) = 2 cost sin a 
u 
en substitueren hierin a= 2 en t = u, 2u, 3u, •.• , Nu. 
Optelling levert da.n 
sin (N + ~)u - sin i = 2 sin~ (cos u + cos 2 u + ..• +cos Nu) 
( 1) • U (1 of sin N + 2 u = 2 sin 2 . 2 + cos u + cos 2u + 0 0 • + cos N u) 
waaruit de bewering direct is af te lezen. 
/ 
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Voor u = 0 geldt 
, 2 N N , __ 11.m sin(N+~)t ~+cos u + cos u + ... +cos u = + ~ -t 
t+O 2 sin 2 
Voor SN(x0 ) vinden we dus SN(x0 ) =; f(x0 + u) . u du. 
1 ITI sin(N + ~)u 
-TI 2 sin 2 
Voor de verdere bestudering van deze integraal 1s het volgende 
lemma van fundamenteel belang. 
Lemma (Riemann) • 
Zij fop [a,b] integreerbaar dan is 
lim fbf(x) cos Ax dx = lim fbf(x) sin Ax dx = o. 
A+oo a A+oo a 
Bewijs: Alvorens het algemene bewijs te leveren beschouwen we 
ter illustratie het geval dat f continu differentieerbaar is: 
f(x) cos Ax dx = f(x). sin AX 
A 
b b 
sin Ax dx; 
A 
a r ._ I f'(x). a a 
,. 
1n absolute waarde 1s dit 
< lr(a)I + lr(b)l+.l fbir'(x)Jdx 
A A 
a 
hetgeen tot nul nadert als A ➔ 00 • 
Het algemene geval: Zij E > 
[a,b] kan men een verdeling 
V = { a = a0 < a 1 < a2 < ••• 
0 gegeven. Daar f integreerbaar is op 
< a < a = b} kiezen zodanig dat 
n-1 n 
de bijbehorende E boven- en ondersom minder dan 2 van elkaar verschillen. 
Ib f(x) cos Ax dx = I r=1 a a Jarf(x) cos Ax dx = 
= I f.{r(x) - f(a ~} cos Ax 
r=1 r 
ar-1 
dx+ I f arf(ar) cos A 
r=1 
a 1 ar-1 
De eerste van deze twee sommen 1s 1n absolute waarde 
n 
< l ( a - a 1 ) • (M - m ) = S -= r= 1 r r- r r s < .f. 2 
X dx. 
omdat lr(x) 
en de t"weede 
n 
l f(a ) = r 
r=1 
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- r(a )I~ M - m op 
r - r r 
sin ;i,_ a - sin A a 
r-1 r 
). 
E: 
< -
2 
ar-1 < X ~a, 
- r 
< 
= 
als >.. maar groot genoeg is (M = sup Jr(x)J). 
xda,b] 
rb 
Dus: j f(x)cos ). x dx < E als). maar groot genoeg wordt gekozen. 
a Q.E.D. 
We schrijven voor O < o < TI 
f
-0 ,◊ 
= 1 { + 
1T 
-TI -OJ f
TI sin(N+~)u 
+ ~ }f(x0+u) . u du. 
u 2 sin 2 
f(x
0
+ u) 
Daar 
2 . u sin 2 
op [-1r,-o] en [o,1r] integreerbaar is gaan van 
bovenstaande integralen de eerste en de laatste naar nul als 
N -+ "°, 
Het wel of niet bestaan van lim SN(x0 ) hangt dus alleen af van de N+oo 
middelste integraal. 
Conclusie: Voor elke vaste o E (0,1r] geldt 
1 
f
0 
- - f(x +u) 
1T 0 
-8 
sin(N+~)u du}= O. 
. u 2 sin 2 
Aangezien o > 0 willekeurig klein (doch vast) gekozen kan worden 
hangt het gedrag van SN(x0 ) voor zeer grote waarden van N eigenlijk 
alleen af van de waarden van f(x) voor x dicht bij x0 • 
Deze uitspraak wordt wel het "localisatie principe van Riemann" 
genoemd. 
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Lemma. Als O < c < TI dan is 
lim 
N-+<x> 
du - f0 f(x
0
+u) sin(~+~)u du}= o. 
-c 
Bewijs: Het verschil der bovenstaande integralen is gelijk aan 
. u 
sin -2 
1 } sin(N+~)u du. 
u 
. u 
1 1 u - 2 sin 2 De funktie ---- - - = ----- = 
=· 
= 
u 2 sin 2 
u - 2(.l! - u3 + 2 23 .3! 
2 u (l! - u3 + 
2 2 3.3! 
2 
( u u 
22 .3! 
-
24,5! 
2 4 
1 u u 
-
22 .3! 
+ 
24.5! 
u. 2 • u u sin 2 
u5 
- + ... ) 
25.5! 
= 
u5 
25 .5! 
- + ... ) 
+ ... ) 
- + ... ) 
is op [-o,c] continu (en dus begrensd integreerbaar) zodat volgens 
het lemma van Riemann 
lim f 8 f(xO+u){ -2- 1-_-u- - u }sin(N+~ )u du = o. N-+<x> sin 2 
-c 
Q.E.D. 
Voor ons doel kunnen we dus .volstaan met de bestudering van 
.!. Jcf(x +u) sin(N+~)u du= 
TI O U 
-c 
1 Jc sin(N+~)u 
= ;
0 
{f(xO+u) + f(xO-u)} u du, (c > o) in plaats van 
s1/xo). 
!
00 
sin x d def 1 . Lemma.a X X = im 
A+oo 
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I
A. 
Q Si~ x dx = .'.!L • 2 
Bewijs: Toon eerst aan dat genoemde limiet bestaat, door bijv. 
I
A . 
1 
si~ x dx, partieel te integreren en daarna A naar 00 te laten 
gaan. 
Nu is f =
0
1• (l + cos x + cos 2x + ... +cos Nx)dx = 
=of
1T ~ sin(N+! )x dx = 
• X 2 sin 2 
lim 
N+oo 
sin(N+~)x dx = 
X 
Stelling. (Lipschitz) 
J 
lim 
N+oo 
sin(N+~ )x dx = 
• X 2 sin 2 
(N+!)1T 
J sin x dx X =J sin x dx, X Q.E.D. 
Als er een positieve constante a bestaat zodanig dat de funkties 
a a 
(waarbij A en B constanten zijn) op 
u u 
u > 0 begrensd zijn, dan convergeert de Fourier-reeks van fin het 
A+ B punt x0 metals som 2 • 
Deze stelling is een bijzonder geval van de volgende, 
Stelling • (Dini) • 
Als er een constante 8 bestaat zodanig dat de (mogelijk oneigenlijke) 
integraal 
voor zekere o > 0 convergeert, dan conyergeert de Fourier-reeks 
_,/ 
van fin x0 metals som S. 
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Bewijs: Bij gegeven e: > 0 kiezen we o 1 > 0 zo klein dat 
+ f'(xo-u) - 2s1 
du < e:. 
u 
Dan is 
7f 
7f 
f6{f(x0+u) + f(x0-u) - 28) sin(~+j)u du+ 
0 0 
+ 2S f· sin(N+Vu du = 
7f O u 
0 I 
+ f'(x0-u) = ~ f r(vu) - 2S sin (N+} )u du + 
u . 
. /r f'(x0 +u) + f'(x0-u) - 2S sin (N+} )u du + u 
01 (N+})o 
28 f sin u du, +-
. 7f u 
0 
De eerste van deze integralen is in absolute waarde < e: voor alle N. 
De tweede heef't voor N ➔ 00 volgens het lemma van Riemann de limiet O, 
terwijl de derde voor.N ➔ 00 convergeert naar 
2S f 00 sin u du = 2S ,, .!_ = 
1r u 1r 2 s. 
0 
Hiermee is de stelling van Dini aangetoond. 
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Stelling (Dirichlet). Indien fin de buurt van x0 (d.w.z. op 
zeker interval [x0 - o, x0 + o] met o > 0) van begrensde variatie 
is dan convergeert de bij f behorende Fourierreeks in het punt x0 
metals som 
waarbij f(x0+o) 
f(x0-o) 
f(x0+o) + f(x0-o) 
2 
def 1 . = im f(x) en 
xix0 
d~f lim f(x). 
xtx0 
1 Jo sin(N+2)u Bewijs:-:; 
0 
{f(x0+u) + f(x0-u)} u du= 
= l Jo f(x +u) sin(N+~)u du+ l Jo f( ) _s_in ___ (N_+_~~) ..... u du. 
TI Q Q U TIO XQ-U U 
We beperken ons tot de bestudering van het gedrag van 
"OJof(xo+u) sin(~+!)u du 
voor N + 00 • Zomer beperking der algemeenheid mogen we aannemen dat 
f(x0+u) monotoon niet-dalend is op O ~ u < o. 
sin(N+2 )u 
- f(x0+o)} u du+ 
+ ~ f(xO+O) rosin(!+~)u du. 
oJ 
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Volgens de tweede middelwaardestelling der integraalrekening 
(paragraaf 1.12) is 
• or;r<xo+ul sin(N+~ )u du f(x0+o)} u = 
= l {f(x +o') - f(x +o)} J0 'sin(N+~)u du 
~ 0 0 u 
r;N 
en dit is in abs. waarde 
G = max 
X 
1fx si~ t dtJ. 
0 
We kunnen o' dus zoda.nig fixeren dat 
(o ~); {f(x0+o') - f(x0+o)}. 2G < € voor alle NE@. 
Volgens het lemma van Riemann is (bij vaste o' en o) 
0 
1 J sin(N+~)u lim; {f(x0+u) - f(x0+o)} u du= o. 
N-+<x> 0 I 
Verder is 
Resumerend kunnen we zeggen dat hiermee de stelling van Dirichlet 
bewezen is; de behandeling van 
• J0r(x0-u) sin(:+l)u du verloopt namelijk analoog aan het 
bovenstaande. 
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2.3. De sommen van Fejer 
,. 
In deze paragraaf besteden we aandacht aan 
waarbij Sk(x) de k-de partiele som is van de Fourier-reeks van een 
funktie f. 
Voor crN(x) kunnen we schrijven 
1 N 1 N 1 (TI 
crN(x) = N+1 I sk(x) = N+1 I n j f(xo+u) 
k=O k=O 
sin(k+~ )u du 
. u 2 sin 2 
= n(N: 1) jn f(xo +u) 
_7rJ 
N -TI 
l sin(k+~)u 
k=O 
------ du, 
2 . u sin 2 
Men gaat gemakkelijk na dat 
cos(t+a) - cos(t-a) = -2 sin t sin a~ 
Nemen we in deze formule achtereenvolgens 
u. 3 5 
t = 2 ' 2 u, 2 u, 8 •• ' 2N+1 d u . - 2- u en stee s a= 2 dan vindt men door 
optelling dat 
N 
cos (N+1)u - 1 = -2 sin½ I sin(k+~)u. 
k=O 
Voor crN(x) kunnen we dus schrijven 
1 J7f 
= n(N+1) f(xo+u) 2 
-'ff 
. u 
sin -2 
. N+1 
1 rn sin 2 u 
= 2n(N+1) j f(xo +u){ . u 
sin -
-'ff 2 
2 
} du, 
- cos (N+1 )u du 
2 . u sin -2 
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Nemen we voor f de funktie die constant 1 is, dan is het zonder 
meer duidelijk dat crN(x) = 1 voor alle NE~, metals gevolg 
,, 
1 J1T 
21T(N+1) -1T { 
. N+1 2 
sin - 2 u 
. u : } du = 1 1 ( N E IN ) • 
sin 2 
Stelling. Als fin het punt x0 continu is dan geldt 
lim crN(x0 ) = f(x0 ). N+oo 
Bewijs: Uit het voorgaande leidt men moeiteloos af dat 
. N+1 2 
sin 2 .u 
- f(x0 )}{ . u } du= 
sin -2 
Hierin fixeren we o zodanig dat 
De middelste integraal is dan in absolute waarde 
£ . N+1 
2 J\S sin 2 u 
< 27r(N+1) { . u } 
_ 0 sin 2 
2 £ . N+1 
- J1T sin -- u ~ 2 
du ~ 21T (N+ 1 ) { . u } 
. -. . sin -2 ""1T 
en de overige (in absolute waarde) 
2 
£ du= 2 
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. N+1 2 
2M <--,---.,... 
= 21r (N+1) j1T sin 2 u {----} du< . u = 
0 sin 2 
2M J1r <--,-.-.,... 
= 21r (N+1) 
o ( sin u 
2 
du< 
= 
M 1 
< -- -----N+1 ' o 2 ( sin 2) 
waarbij M = sup ·If (x) I • 
xd-1r·, 1rJ 
Voor voldoend grote waarden van N geldt dus 
Q.E.D, 
Gevolg: Als f continu is in x0 en de Fourierreeks van f conver-
geert in dit punt dan heeft deze Fourier-reeks in x0 de som f(x0 ). 
Bewijs: Gegeven is dat lim S (x0 ) bestaat. n-+oo n 
Noemen we de waarde van deze limiet L dan moeten we aantonen dat 
L = f(x0). Omdat Sn(x0)-+ L voor n-+ 00,convergeert ook crn(x0)naar L 
(ga dit na). Op grond van de vorige stelling weten we reeds dat 
crn(x0 )-+ f(x0 ) voor n-+ 00 • Daar crn(x0 ) hoogstens een limiet kan 
hebben volgt hieruit dat L = f(x0). 
Opgave: Toon aan dat cr (x) op [-1r,1r] uniform naar f(x) convergeert 
n 
als f continu (en dus uniform continu) is op dit interval. 
Leid hieruit af dat een funktie die continu is op een interval 
[a, b] zich l;. -nauwkeurig door een polynoom laat benaderen; anders 
gezegd: 
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bij elke E > 0 is een polynoom PE(x) te vinden zodanig dat 
jr(x) - P (x)j < s voor alle x E [a,b]. 
E 
Dit is de z.g. approximatiestelling van Weierstrass. 
Het verschi,jnsel van Gibbs. 
Men gaat gemak.k.elijk na dat, als 
m ~ f(x) < M, voor alle x E [~'IT,'IT] 
ook geldt dat 
m ~ a (x) < M, voor alle x E [-'IT,'IT] en alle n E ~. 
- n 
Het gedrag van de funktie S (x) kan daarentegen in dit opzicht 
n 
aanzienlijk afwijken van dat van a (x). De grafiek van S (x) kan 
n n 
nogal buiten de grenzen van f(x) uitschieten. We zullen dit meer 
in detail laten zien voor de funktie f die als volgt gedefinieerd is 
( ) 'IT-X ( ) f X = - 2- VOOr X € 0,21f 
f(O) = 0 
f(x+2'IT) = f(x) voor alle x E ~. 
De Fourier-reeks van deze funktie convergeert in elk punt x naar 
f(x) (ga dit na). 
Aangezien f een oneven funktie is zijn alle Fourier-constanten 
8k' (k = 1,2,3, .••• ) gelijk aan nul; ook a0 = 0 wegens 
0
("r(x)dx = o. 
Voor bk vinden we 
1 r2TI 
bk = - j . f (x) sin k x dx = 'IT 
0 2'IT 
1 J"t sin k x dx = - = 'IT 
-1 
=-2'IT 
1 
sin k x dx = k , (k = 1,2,3, ••. ). 
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We vinden dus: 
00 
I ( 0 < X < 2'1T), 
k=1 
Van deze Fourier-reeks bekijken we de partiele som: 
S (x) = 
n 
l sink x = l cos k u du= n .- n Ix 
k=1 k k=1o 
= Ix( I cos k u)du = O k=1 
x + Ix sin(n+~)u 
2 du. 2 • u 0 sin 2 
Nemen we hierin x = 2!+1 (waarom?) dan is 
S ( 2 1r ) _ _:p:_ + _1_ Jlf sin t . dt 
n 2n+1 - - 2n+li 2n+1 · . t ' 
0 sin·2n+1 
waaruit men gemakk.elijk afleidt dat 
21T 
=J si~ t dt. lim 8n (2n+1) n➔oo 
-Nu isJ" sin t dt 1,85 en f(+O) 1T = ... = - = t 2 1,57 . .. , 
zodat de grafiek van S (x) voor grote waarden van n aanzienlijk 
n 
buiten de grenzen van f blijft uitsteken. 
Integratie van Fourier-reeksen 
Zij f: ~ ➔ R periodiek met periode 2n en integreerbaar over 
[-'IT, 1r·]. 
Zuiver formeel k:unnen we van zo'n funktie de Fourier-reeks 
beschouwen: 
ao 00 
f(x) ~ 2 + I (8k cos k x + bk sink x). k=1 
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In deze paragraaf zullen we aantonen dat deze formele relatie na 
termsgewijze integratie overgaat in een gelijkheid: 
X j 2r(x)dx = ao (x -x) 2 2 1 
x1 
voor alle x 1, x2 € IR. 
Bewijs: We definieren F R ➔ IR als volgt 
F(x) = r f(t)dt - :a x, (x e R), 
-1T 
Het is duidelijk dat F continu is op geheel R. 
Verder is Fop elk eindig gesloten interval van begrensde variatie 
(vergelijk vraagstuk 150) hetgeen direct is in te zien door te 
schrijven: 
F(x) = - ;a X + r-1 f(t) I 2 + f(t) dt - r1 f(t) I 2- f(t) dt, 
-1r -1T 
Bovendien is F periodiek met periode ~1T. 
Immers 
J
x+21T ao 
F(x + 21r) = f(t)dt - 2 (x + 21r) = 
-1T 
rx 
x+21r 
+J ao = j f(t)dt f(t)dt -2 (x + 21r) = 
-1T 
r2TI ao 
= F(x) +x f(t)dt -- • 27T = F(x) 2 
Volgens Dirichlet convergeert de Fourier-reeks van Fin elk punt 
x E IR naar F(x). 
De Fourier-constanten van F ziJn: 
1 (1T 
A0 = :; j F(x)dx 
-1T 
en voor k = 1,2,3, is 
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1 (TI 1 fTI \: = ; J F(x)cos kx dx = ; F(x) 
-TI -TI 
= l F(x) sin kx TI_ l ·JTisin kx d 
TI k -TI TI_TI k 
l fTisin kx dF(x) = 
TI k 
-TI 
= -
1 rTI aQ 
kTI J sin kx • (f(x) - 2 )dx = 
-'TI 
1 (TI bk 
= - ~ ... J f(x)sin kx dx = - k 
-TI 
d sin kx = 
k 
F(x) = 
. en Bk= f_,J'F(x)sin kx dx = f_,J'F(x)d -coskkx = 
1 k TI - -; fTI k = _ F(x) -cos x -cosk x dF(x) = 
TI k 
-TI 
-TI 
1 rTI ao ~ 
= kTI J cos kx(f(x) - 2 )dx = k 
-TI 
waarbij ~ en bk de Fourier-constanten van f zijn. 
We hebben dus aangetoond dat voor alle x € ~ geldt 
A 00 bk ~ 
F(x) = _Q + l (- - cos kx + k sin kx). 
2 k=1 k 
Hieruit volgt: 
oo x2 x2 
= l (~ f cos kx dx + bk f sin kx dx). 
k=1 
x1 x 1 
Voor F(x2 ) - F(x1) kunnen we schrijven 
x2 x,-
F(x2~ - F(x1) =_.f f(t)dt - ;o x2 :._f f(t)dt 
r 2 a0 
= j f(t)dt - 2 (x2 - x1). 
x, 
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Samenvattend geldt dus voor alle x1, x2 ~ R 
x2 a • x2 00 x2 
I f(x)dx = 2° f dx + ~ f (8'.k cos kx + bk sin kx)dx. k-1 · x 1 x 1 x 1 
Opgave: Toon aan dat 
00 1 1T2 00 1 1T2 
n~O (2n+1)2 = 8 en nt n2 = 75• 
De ongelijkheid van Bessel 
Zij T een trigonometrisch polynoom van de orde n: 
n 
eta n 
T (x) = - + l (etk cos kx + sk sin kx). 
n 2 k=1 
Voor een gegeven integreerbare funktie f: [-1r,1r] ➔ ~ proberen we 
de coefficienten in T zodanig te bepalen dat 
n 
f
1T 2 {f(x) - Tn(x)} dx 
-'1T 
minimaal wordt. Uitwerking van de integraal levert 
J
1T 2 J1T 2 J1T f1T 
-'lT {f(x) - Tn(x)} dx =-~ f (x)dx - ~,r f(x)Tn(x)dx :,r 
I
,r eta n 2 
+ {2 + I (ak cos kx + sk sin kx)} dx = 
. k=1 
-1T 
ao 2 n 2 f1T 2 2 2 
+ (2) . 2,r + l (ak cos kx dx + sk sin kx dx) 
k=1 
-1T 
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wegens JTI cos kx sin lx dx = 0 als k ~ 1. 
Daar 
J
TI-TI 2 JTI 
cos kx dx = . 2 d .. sin kx x = TI, kunnen we dus schriJven 
-TI 
-TI -TI 
2 {f(x} - T (x)} dx = 
n 
-TI 
n 
+ , {(a - a )2 - a?-+ (a - b )2 b2}] l k k K ~k k - k • k=1 
Hieruit leest men direct af dat 
JTI 2 {f(x) - Tn(x)} dx 
-TI 
minimaal wordt voor ak = ak en Sk = bk. Substitutie van deze 
·coefficienten levert dan 
2 
2 ao n 2 2 
f (x) dx - {2 + l (ak +bk)}= k=1 
-TI 
2 1 JTI 2 {f(x) - S (x)} dx < - {f(x) - T (x)} dx 
n - TI n 
-TI -TI 
voor elk trigonometrisch polynoom T (x) van de orde n. 
n 
Aangezien J
TI 
{f(x) - S (x)}2 dx > 0 vinden we 
n -
-'IT 
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< .l f 1T 
= 1T 
2 f (x) dx. 
-1T 
Daar het rechterlid niet van n afhangt kunnen we zelfs concluderen 
tot de z.g. "ongelijkheid van Bessel": 
De volledigheidsrelatie van Parseval. 
Stelling: Als f: [-1r,1r] + IR integreerbaar is dan geldt 
2 
ao 
(X) 
; f1T I (a!+ b!) 2 -+ - f (x) dx, 2 k=1 
-1T 
waarbij ~ en bk de Fourier-constant en van f zijn. 
Bewijs: Daar f integreerbaar is kunnen we bij een gegeven £ > 0 
een verdeling van [-1r,1r] vinden zodanig dat de bijbehorende boven-
en ondersom hoogstens f. ~M van elkaar verschillen (M = sup!f(x)I ). 
Met behulp hiervan ziet men gemakkelijk in dater een continue 
funktie $ (x) geconstrueerd kan warden zodanig dat 
£ 
l$£(x)I ~M voor alle x € [-1r,1r] en 
f
1T 
I f ( x) - $ £ ( x) I dx < f • 4M • 
-1T 
Deze continue funktie $ (x) kan op haar beurt door haar eigen 
£ 
Fejer-sommen cr (x) zodanig worden benaderd dat 
n , 
I$ (x) - o (x) I < /f6£ £ n 
voor alle x € [-1r,1r] en alle n ~ N£. 
Hieruit volgt dat 
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2 
a n 
1 J7f 0 < - f(x) dx - {....Q. + l ( 2 + b2 }} = 
2 k=1 ¾: k - 7f 
-1T 
1 f1T 2 {f(x) - S (x)} dx < 1T ;_ n == 
-1T 
(S (x) is een ·partiele som van de 
n · Fourier-reeks van f) 
~ l f1T {f(x) - cr (x)}2 dx = 
== 1T n 
(o (x) is een trigonometrisch 
n polynoom van de orde n) 
-1T 
-7T 
{f(x) - <f> (x) + <f> (x) • G (x)l dx = 
E E n 
2 {f(x) - <f> (x)} dx + 
E 
+ 1 21r ( IE) 2 < £ + £ + ~ < e: voor alle n > N , 
-:; ' • V6 6 3 3 - E 
waarmee is aangetoond dat 
= 
-:;
1 J1T 2 f (x) dx 
of 
2 f (x) dx, 
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Gevolg. Als de funkties fen g integreerbaar zijn over [-TI,TI] dan 
geldt 
f(x) g(x) dx 
* * waarbij de 8:ic en bk de Fourier-constanten van fen de 8:ic en bk de 
Fourier-constanten van g zijn. 
* Bewijs: De Fourier-constanten van f+g zijn ak + ~
Volgens Parseval is dus 
{f(x) + g(x)} 2 dx = 
waaruit men met behulp van de relatie van Parseval voor fen g on-
middellijk het gestelde afleidt. 
De maximaliteit van het stelsel {1, cos x, sin x, cos 2x, sin 2x, ••• }. 
De ruimte ~ definieren weals de verzameling van alle integreerbare 
funkties f: [-TI,TI] ➔ ~-
Door te definieren 
(f+g)(x) = f(x) + g(x) voor alle x € [-TI,TI] 
en 
(>-.f)(x) = A,f(x) voor alle x € [-TI,TI] en alle A€~ 
wordt ~ een lineaire ruimte over R. 
Definieren we bovendien 
(f,g) = fTI f(x) g(x) dx 
-TI 
dan wordt ~ een reele lineaire ruimte met inwendig produkt (ver-
gelijk ZC 80/71), als we tenminste funkties fen g identificeren als 
, r {f(x) - g(x) }2 dx = o. 
-TI 
In deze ruimte is 
B d~)l { 1 ,cos x,sin x,cos 2x,sin 2x, ••. .} 
een orthogonaal stelsel: 
We zullen aantonen dat Been maximaal stelsel is; d.w.z. B kan 
alleen met de O € ~ worden uitgebreid tot een groter orthogonaal 
stelsel. 
Bewijs: Zij Bu{¢} een orthogonaal stelsel voor zekere ¢€~.Dan 
is (¢,b) = 0 voor alle b € B. Dit heeft tot gevolg dat alle Fourier-
constanten van¢ gelijk aan nul zijn. Volgens Parseval moet dan 
gelden 
I1T l(x) dx = o, 
zodat ¢ een nulfunktie (= een met O € ~ geidentificeerde funktie) 
moet zijn. 
Opgave: Toon aan, zonder gebruik te maken van de relatie van 
Parseval, dat B niet met een continue(¢# O) kan worden uitgebreid 
tot een groter orthogonaal stelsel. 
Een convergentie stelling voor trigonometrische reeksen 
Stelling. Als de rij a 1 ,a2 ,a3 , ••• monotoon niet.:..stijgend naar 0 
convergeert dan convergeert de reeks 
(l() 
l ~ sin kx 
k=1 
voor elke x € R. 
Deze stelling zal blijken een bijzonder geval te zijn van de volgende. 
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co 
Stelling: De reeks l akSk is convergent zodra aan elk der volgende 
k=1 
voorwaarden is voldaan: 
2) a -+ 0 
n 
n 
als n-+ co 
3) I l ski.::_ G voor alle n €men zekere constante G. 
k=1 
Bewijs: We bewijzen deze stelling door met behulp van partiele 
sommatie aan te tonen dat 
voor alle n > Ng. 
en dit is in absolute waarde (wegens ak,;;,. ak+1) 
= 2G a.n+1 < g als n maar groat genoeg is. 
00 
Volgens Cauchy is de reeks l akSk dan convergent. 
k=1 
Om de eerstgenoemde stelling te bewijzen is het voldoende aan te 
tonen dat bij vaste x € [O,TI] geldt 
n 
I l sin kx I < Gx 
k=1 
voor alle n E Wen zekere G. 
X 
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Voor x = 0 en x = TI is dit triviaal (neem G = 0). We nemen daarom 
X 
een x tussen O en TI •. 
Men toont gemakkelijk aan dat 
n 
I 
k=1 
sin kx = 
cos J - cos(n+~) x 
. X 2 sin 2 
en in absolute waarde is dit 
2 1 
< = --- als O < x < TI. 
= 2 . X • X sin 2 sin 2 
n 
Bij vaste x E [-TI,TI] is l sin kx dus begrensd. Q.E.D. 
k=1 
00 
Opgave: De reeks l ak cos kx is op O < x < TT convergent als de 
k=1 
rij a monotoon tot O nadert. 
n 
.. . . . *) 
'Hoofdstuk. 3. De Fourier-transformatie. 
Zij de funktie f: IR+ IR {off: IR+~) integreerbaar over elk eindig 
gesloten interval en bovendien van dien aard dat 
f 00 I r(x) I dx 
een convergente (oneigenlijke) integraal is. 
De integraal 
J
+oo 
e-xti f(x) dx 
is dan ook (absoluut) convergent voor elke t ER en definieert een 
funktie f: IR+ C welke de Fourier-getransformeerde van f heet: 
f(t) e-xti f(x) dx. = f+oo (t E IR). 
' *) . Voor zover in het vervolg gebruik gemaakt wordt van de theorie 
der analytische functies verwijzen we naar Knopp [6]. 
Stelling: lim f(t) = O. 
ltl~ 
' 
Bewijs: We schrijven 
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f(t) = {J-A + fA + foo} e-xti f(x) d.x 
-
00 
-A A 
en kiezen daarbij A zo groot dat 
If
-A 
e -xti f(x) dx I I r(x) I ax £ < -
en 
IJ
OO 
e-xti f(x) a.xj 
A 
voor alle t € IR, 
De resterende integraal 
I r(x) I ax £ < -3 
3 
JA e-xti f{x) d.x = JA (cos xt - i sin xt) f(x) d.x 
-A -A 
heeft volgens het lemma van Riemann voor ltl ➔ 00 de limiet 0. 
Conclusie: jf{t)I < £ als ltl maar groot genoeg is. 
Stelling: f(t) is uniform continu op IR. 
Bewijs: 
lf
oo -xt i -xt i 
!r(t 1) - r(t2 )1 = (e 1 - e 2 ) r(x) a.xi = 
xt 1 xt2 
t,-t2 t,-t2 
xi xi 
1foo - - 1 --1 2 2 2i e 2· 2 (e - e ) f(x) ax I = 2i 
-oo 
< 
= 
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-00 
I-A fA t 1-t2 2 f00 < 2 :lf(x)I dx + 2 lsin 2 xl,lf(x)I dx + lf(x)I dx. 
-00 -A A 
Hierin fixeren we A zodanig dat 
2 J-A lf(x)I dx + 2 J
00 
lr(x)I dx 
.!.oo, A 
£ 
< -2 • 
Aangezien Jsin ~I,;;. l~I voor alle ~ € R, geldt 
J
A t 1-t2 2 I sin 2 xi. Jr(x)I dx,;;;. 
-A 
,;;. lt 1-t2 J. JA Ix f(x) I dx 
-A 
£ 
en dit 1s < 2 als t 1 en t 2 maar dicht genoeg bij elkaar liggen. 
Q.E.D. 
..... 
Gevolg: f 1s over elk interval [a,b] integreerbaar. 
De omkeerformule voor de Fourier-transformatie 
Stelling: Zij f: R -+ R op elk interval [a,b] integreerbaar t·erwijl 
convergeert. 
Is fop een omgeving van x0 € R van begrensde variatie dan geldt 
f(x0+o) + f(x0-o) 
2 
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Bewijs: We tonen eerst aan dat voor elke vaste A> 0 geldt 
IA ex0ti f(t) dt = 
-A 
Er geldt dat 
-oo 
sin Aud f(x0+u) 2 u. 
IA ex0ti f ( t) dt IA exoti {f"° e-xti = f(x) dx} dt = 
-A -A -oo 
e 
X ti 
.0 {I-P +Ip+ Joo e-xti f(x) dx} dt = 
-oo -P p 
IA xoti {f-P -xti f(x) dx} dt + = e e 
-A -oo 
IA· x0ti {JP -xti f(x) dx} dt + + e e 
-A 
-P 
+ IA x0ti { Joo -xti f(x) dx} dt. e e 
-A 
p 
Nu is bij vaste A 
IA xoti rp 
-xti f(x) dx} dt I I e { e < 
= 
-A -oo 
< 2A. 
= 
lf<x) I a.x £ < -3 voor voldoend grote P > 0. 
-oo 
IJA exOti {Jooe-xti Evenzo is f(x) dx} dt 
-A p 
p > o. 
£ 
< -3 voor voldoend grote 
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Conclusie: 
fA exOti {foo e-xti f(x) dx} dt = 
-A -oo 
. fA xoti {f P e-.xti 
= lim e f(x) dx} dt. 
p+oo -A -P 
Nu is 
IA exoti {JP e-xti 
-A -P 
e 
-A -P 
(x -x)ti 0 
f(x) dx} dt = 
f(x) dx} dt = 
(x0-x)ti 
e f(x) dtl dx 
-P -A 
( zie [ 2 J, pag. 191 ) 
f 
P . sin A(x0-x) 
= 2 . f(x) ---- dx = 
X -x 
-P 0 
2 f( ) sin Au d ·. f 
P-x0 
= xo+u u u. 
-P-x 0 
Daar de integraal 
(zelfs absoluut) convergeert, kunnen we dus schrijven 
IA exOti f(t) dt = 
-A 
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De laatste integraal kunnen weals volgt schrijven 
f
co 
sin Au {f(x0+u) + f(x0-u)} u du= 
0 
We .fixeren hierin de T zodanig dat 
lf
00 
sin Au I {f(x0+u) + f(x0-u)} u du 
T 
Volgens Dirichlet geldt 
€: 
< -2 
sin Au 
+ f(x0-u)} u du= 
Samenvattend kunnen we dus zeggen dat 
voor alle A € IR. 
'IT. 
f(x0+o) + f(x0-o) 
2 
f(x0+o) + f(x0-o) 
2 
Opmerking: In plaats van 
lim IA 
A+co 
-A 
schrijft men ook vaak 
H.W. f
co 
P.V. f 
co 
of V.P. f
co 
-co 
(H.W. = Hauptwert c.q. hoofdwaarde; P.V. = principle value; 
V.P. = valeur principal). 
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De Laplace-transformatie (eenzijdig) met zijn omkeerform.ule 
Zij f: [0, 00 ) + R integreerbaar op elk vak [O,T] met T > 0 en zij 
J
oo 
-sx 
e f(x) dx, (s = cr +it~ t) 
0 
voor s = cr0 + it0 convergent. 
De algemene theorie der Laplace-transformaties leert dat deze inte-
graal dan ook convergeert voor elke s e C met cr > a0 en op dit 
halfvlak zelfs een regulaire funktie definieert: 
L(s) -sx e f(x) dx, 
Deze funktie (met haar analytische voortzetting) heet de Laplace-
transformatie van f. 
Stelling: Is de integraal voor L( s) _absoluut convergent voor 
s = s0 en is fin een omgeving van het punt x0 e [0, 00 ) van begrensde 
variatie dan geldt 
1 . Jcr+Ai sx0 ~ lim e 
TI1. A+oo . 
cr-Ai 
L(s) ds = 
f(x0+o) + f(x0-o) 
2 
waarbij cr een willekeurige constante > cr0 en de integratieweg 
rechtlijnig is. 
Bewijs: We breiden eerst het definitiegebied van f uit: 
f(x) = 0 voor alle x < o. 
Dan kunnen we schrijven (op cr .::_cr0 ) 
L(s) Joo -sx f(x) dx Joo -sx f(x) dx = e = e = 
0 -oo 
e-(cr+it)x f(x) dx 
= J
oo 
e-xti {e-crx f(x)} dx. 
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We kunnen L(s) dus opvatten als de Fourier-transformatie van 
-ox 
e f(x). 
Uit de gegevens leidt men gemakkelijk af dat e-crx f(x) in een om-
geving van x0 van begrensde variatie is zodat de ornkeerformule voor 
de Fourier-transformaties ons leert dat 
L(cr+it) dt 
-crx0 f(x0+o) + f(x0-o) 
= e 2 
crxo 
Hieruit volgt, door links en rechts mete te vermenigvuldigen. 
f(x0 +o) + f(x0-o) 1 . JA ( cr+it )x0 
--------- = - lim e 2 27T A ➔oo 
-A 
L( cr+it) dt, 
terwijl deze laatste integraal ook als complexe integraal kan 
worden geschreven: 
J
A (cr+it)x0 
e L(cr+it) dt = 
l 
-A 
Jcr+Ai 
cr-Ai 
sxo 
e · L(s) ds. 
Samenvattend is hiermee de ornkeerformule voor (eenzijdige) Laplace-
transformat.ies aangetoond. 
Voorbeeld voor het berekenen van een Laplace-transformatie: 
Van de funktie f: [0, 00 ) ➔ ~ veronderstellen we bekend 
1 ) 
2) 
3) 
f is overal continu 
f(x) = 1 voor alle O < x < 1 
= == 
f is differentieerbaar op x > 1, terwijl op dit interval 
f'(x) = - .!. f(x-1). 
X 
We gaan eerst na of wel zinvol van de Laplace-transformatie van 
f gesproken kan worden. 
Daartoe merken we op dat 
Jx f(t) dt = x f(x) voor alle x;,, 1, 
'x-1 
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Om dit in te zien stellen we 
~(x) = fx f(t) dt - x f(x) op x > 1. 
x-1 
Omdat f overal continu en op x > 1 zelf differentieerbaar is, is 
ook ~ differentieerbaar op x > 1. 
Nu is op x > 1 
~'(x) = f(x) - f(x-1) - {x f'(x) + f(x)} = O, 
zodat ~ constant is. 
Daar 
lim ~(x) 
;id·1 
= r f(t) 
0 
dt - 1.f(1) = 0 = ~(1) 
moet wel gelden 
f(t) dt - X f(x) = 0 voor alle x > 1 . 
= 
Vervolgens laten we zien dat f(x) > 0 voor alle x ~ O. Als f(x) 
uberhaupt nulpunten heeft dan ook een kleinste; noem dit punt x0 • 
Het is duidelijk dat dan x0 > 1. 
Substitutie van x0 in bovenstaande integraal betrekking levert dan 
x0-1 
Aangezien x0 het kleinste nulpunt is van fen f(x) > 0 op 
x0-1 ~ x ~ x0 (waarom) is 
f
x
0 f( t) dt > 0. 
X -1 0 
Uit deze tegenspraak concluderen we: 
f(x) > 0 voor alle x > 0. 
= 
Uit de betrekking f'(x) 
x > 1 monotoon daalt. 
Hieruit volgt dat 
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1 
= - -· f(x-1) op x > 1 volgt dan dat fop 
.x 
L(s) -sx e f(x) dx 
voor alle s EC met cr > 0 absoluut convergeert. Om L(s) te berekenen 
gaan weals volgt te werk. Voor (reele) s > 0 geldt: 
J
oo 
-sx 
e x df(x) -sx e x df(x) = 
0 
-sx 
e x f'(x) dx = - J
oo 
-sx 
e f(x-1) dx = 
f'° e -s(x+1) f(x) dx -s L(s). = = -e 
0 
Anderzijds 1S 
Joo -sx x df(x) = - :S Joo -sx df(x) e e = 
0 0 
= - !s [e -sx f(x) loo - Joo f(x) d e -sx] = 
0 0 
= - !s [-f(O) + s f00 f(x) 
0 
-sx 
e dx] = 
= 
Dus: 
of 
d (s L(s)) = -sLl(s) - L(s). ds 
-s 
e L(s) = s L'(s) + L(s) 
-s 
e -1 L'(s) = --- • L(s), 
s 
(s > o). 
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De algemene oplossing van deze differentiaalvergelijking 1s 
L(s) = L(O) • exp { f s _e_-_z_-_1 dz}. z 
0 
Het blijkt dus dat L(s) een gehele analytische functie vans is. 
We kunnen ook schrijven: 
L(s) = L( o). exp 
-z 
e - 1 
----dz+ 
z 
r e-zz-1 dz}= 
= L(O) exp 
-z 
e - 1 dz - logs+ 
z f
00 e-z 
-- dz 
z f
oo -z 7 dz}= 
s 
J
oo -z 
=-; exp {- ez dz} voor zekere constante c. 
s 
Men gaat gemakkelijk na dat 
lim s L(s) = f(O), 
9➔00 
zodat c = 1 moet zijn. 
Conclusie: 1 L(s) = - exp {-
s f
oo -z 7 dz}, (s > 0), 
s 
Opmerking: Men kan aantonen dat L(O) = eY, waarbij y de constante 
van Euler is: 
y = lim ( 1 
n➔oo 
1 1 +-+-+ 2 3 
1 
+ - - log n), 
n 
zodat we ook kunnen sclirijven 
L(s) = exp{y + f
s -z 
e - 1 } 
----dz. 
z 
0 
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Een toepassing van de omkeerformule veor Laplace-transformaties 
Op het interval [-1,0] zij een continu differentieerbare funktie 
f gegeven zodanig dat 
-- fo f(O) f(u) du, 
-1 
Gevraagd wordt het definitiegebied van f uit te breiden tot [-1, 00 ) 
zodanig dat 
f(x) = fx f(u) du 
x-1 
voor alle x > 0. 
= 
Verder wordt gevraagd naar het asymptotisch gedrag van f(x) voor 
grote waarden van x. 
Oplossing: We tonen eerst aan dat de gevraagde voortzetting inder-
daad mogelijk is. 
Aangezien f moet voldoen aan 
f(x) = fx f(u) du 
x-1 
moet f gezocht worden onder de continue funkties op [-1, 00 ), Uit 
deze integraalbetrekking volgt dan tevens dat fop x > 0 differen-
tieerbaar moet zijn, met 
f'(x) = f(x) - f(x-1), x > O. 
Beperken we voorlopig x tot het interval O ~ x < 1 dan is f(x-1) 
een bekende continue funktie. 
De oplossing van bovenstaande differentiaalvergelijking (met rand-
J
O 
voorwaarde f(O) = f(u) du) luidt: 
f(x) X = e {f( 0) -
-1 
Ix ·U e f(u-1) du}, 
0 
(O<x<1). 
= == 
,. 
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Men gaat gemakkelijk na dat deze f op O ~ x ~ 1 inderdaad voldoet 
aan de betrekking: 
f(x) 
-
- Ix f(u) du. 
x-1 
Stel dat de continue funktie f reeds bepaald is op·[-1,x
0
J met 
x0 > O, dan. is 
-x Ix f(x) = ex {e O f(x
0
) - e-u f(u-1) du} 
XO 
de voortzetting van fop [x0 ,x0+1]. Ga dit na. 
De gevraagde voortzetting is dus inderdaad mogelijk. 
Voor de bestudering van het asymptotisch gedrag van f voor x + 00 , 
zullen we gebruik maken van de Laplace-transformatie van f. 
Eerst tonen we aan dat f begrensd is op [-1, 00 ) zodat we inderdaad 
zinvol over de Laplace-transformatie van f kunnen spreken (op 
Res= cr > o). 
Zij M = max I f(x) I en zij M* > M. 
xd-1 ,OJ 
Als f niet begrensd is, dan moet er een kleinste getal a> 0 zijn 
zodanig dat lr(a)I = M*. 
Maar dit zou met zich meebrengen dat' 
M*=lf(a)I = lfa f(u) du! < 1.M* = M* 
a-1 
hetgeen een tegenspraak is. 
Conclusie: I f(x) I ~ M voor alle x > -1. 
De Laplace-transformatie van f bepalen we voor cr > O als volgt: 
L(s) -sx e f(x) dx -sx e f(u) du} dx = 
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= 
e-sx IX 100 Joo -sx 
-s f(u) du e -s {f(x) - f(x-1)} dx = 
x-1 O O 
=¾Io 
-1 
f(u) du+; L(s) - ; j00 e-sx f(x-1) dx = 
0 
= f(O) + Mtl - l I 1 
s s s 
-s 
-sx e 
e f(x-1) dx - - L(s). 
s 
0 
Dus: 
-s f(O) - r -sx f(x-1) dx L( s) • ( s-1+e ) = e op cr > 0. 
0 
Schrijven we 
1/!(s) = f(O) - f -sx f(x-1) dx, ( s E C) e 
0 
dan is 1/J een op het gehele complexe vlak regulaire funktie 
-s (= gehele funktie). In alle punten s EC mete + s - 1 ~ 0 
geldt dus 
,,,( s) 
L ( s ) = --'"'-'--"---
-s 
e + s - 1 
Aangezien bij voorbaat duidelijk is dat L(s) op cr > 0 regulair is, 
-s ligt het voor de hand te vermoeden date + s - 1 geen nulpunten 
heeft op cr > O. Dat dit vermoeden juist is blijkt als volgt: 
-s + 1 -s e s -e + s - 1 = s . = 
s 
1 -s f { 1 - e } { 1 -sx dx}; = s. - = s. - e s 
0 
op (J > 0 geldt 
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-crx 
e dx < 1 
0 0 
zodat 
J
1 
1 - e-sx dx ~ 0 op cr > O. 
0 
Op cr > 0 geldt dus: 
L ( s) = _ __,_1/J (=s..,_) -
-s 
e + s - 1 
Daar fop x > 0 continu differentieerbaar is, is fin de buurt van 
elk punt x0 _> 0 van begrensde variatie, zodat volgens de omkeer-
formule geldt: 
f(x0 )- = 2:. lim 
• . i A+oo -s e + s -
ds 
waarbij o een (willekeurig te kiezen) positieve constante is. 
Om de bepaling van f uit L(s) effectief door te zetten zullen we 
L(s) wat nader moeten bestuderen. 
Aangezien alle op [-1,00 ) constante funkties aan 
f ( X) = f X f ( U) du , ( X > 0 ) , 
x-1 
voldoen mogen we zonder beperking der algemeenheid veronderstellen 
dat f(O) = O. 
Dus: 
1/J( s) = 
-sx 
= -{-e-
-s 
J
1 
0 
-sx 
e 
f(x-1) 
- .l {f( ... 1) + r = s ,, 
0 
f(x-1) dx = 
I 1 r -sx _e_ f' (x-1) dx} = -s 
0 0 
-sx f' (x-1) dx}. e 
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Beperken we cr tot een begrensd interval [a,b] c R dan is 
[.P(s)[ 2_f.r{[f(-1)[ + J1e-ox [f'(x-1)[a.xl 
.s.. Ts"f .s.. I ~ I , ( s = cr+i t) , 
waarbij C een constante is; bijvoorbeeld 
1 
C = Jf(-1) [+of e-•x [f'(x-1)[dx. 
Met behulp van de Landau-Bachman notatie kunnen we dus schrijven 
lip(s) I = o({) ,(a 2- cr 2- b; ltl + 00 ). 
Beperken we cr nogmaals tot [a,b] dan is voor grote waarden van t 
'-S 
e + s-1 'f O 
= Isl - e-0 -1 .:::_ Isl - e-a - 1. 
Dus 
1 1 1 1 I I <----<----= 0(-t), (a< cr~b;ltl +oo), 
e-s+s-1 = lsl-e-a-1 = ltl-e-a-1 --
Samenvattend kunnen we dus zeggen: 
L( s) = 0 ( ¼), ( a ~ cr .S.. b; It I + 00 ). 
t 
Vervolgens bestuderen we de singulariteiten van L(s). Aangezien 
iµ(s) een gehele funktie is kan L(s) alleen maar singulariteiten 
hebben in de nulpunten -s + s-1. van e 
We weten reeds dat -s + s-1 op cr > 0 e geen 
Op cr = O heeft -s + s-1 het enige nulpunt e 
Immers, uit 
0 = e-s + s-1 -it = e + it-1 = 
=cost - 1 sin t + it-1 
,. 
nulpunten heeft, 
s = o. 
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volgt cost= 1 en sin t = t, (t ER) 
met al s. enige oplo ssing t = 0, 
Het zal blijken dat e-s + s~1 op a< 0 oneindig veel nulpunten 
beeft. 
Uit O = e~!3 + s-1 = e-(a+it)+(a+it) -1 = 
-a 
= e (cos t - i sin t) + a + it - 1 
volgt: [e-a cost = 1 - a 
e -a sin t = t. 
Ui t de eer ste van deze vergelijkingen volgt, wegen s a < O, dat 
cos t > O moet zijn. 
Dus: - f + k,2TI < t < f + k,2TI, (k = 0,1,2,3, ••... ). 
Verder is met (a, t) ook ( cr ,-t) een oplo ssing, zodat we on s kunnen 
beperken tot t > 0 ( t = 0 is geen oplo ssing) . 
Dan moet ook sin t > O zijn, zodat 
k,2TI < t <TI+ k,2TI, (k = 0,1,2,3,,, •. ). 
Gevolg: k,2TI < t < f + k,2TI, (k = 0,1,2,3,, •.•• ). 
Ui t l:et stel sel vergelijkingen leidt men gemakkelijk af dat 
t 
a = 
- tg t 
t / -20' ( )2 I = e - 1-o . 
t 
De afgeleide van 1 - -·- is tg t 
t 
tg t - --2-
cos t 
-------=----
tg2 t 
(2t -
2 sin2 t 
sin 2t) 
en deze vorm is posi tief, wegen s sin 2t < 2t op t > O, 
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zodat 1 - _t_ stijgend is op b.v. k.27T < t < 27T + k,2,r. tg t 
t 1T De kromme cr = 1 - tg t met k,27T < t < 2 + k,2,r en k = 0,1,2,3,.,., 
ver lo opt al s volgt: 
I 
--4---------------1 
1T 
------------------ 2 
-----------"---,--------,:>O I 0 
1 
, 1:20 ( )2' De kromme t = Ve - 1-cr op cr < 0 verloopt al s volgt: 
t 
0 
Aangezien t ➔ coals cr-+ - 00 leest men li.J.t beide figurea af 
- s 7T date + s-1 in elke strook k,27T < t < 2 + k.27T met k = 1,2,3, ... 
precies een nu.lpunt \ heeft. 
Al deze nulpunten \. zijn enkelvoudig want 
d ( -s ) -s 
- e + s-1 = -e + 1 ds 
heeft haar nulpunten uitsluitend op de imaginaire as. 
Het nulpunt s = 0 is van de orde 2, want voor s in de buurt van 0 
geldt: 
-s s
2 
s
3 
e + s-1 = 2! - 3! + •...•••. 
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Betreffende L(s) = ---1/J~(s_) __ kunnen we dus zeggen dat L(s) in 
e-s+ s-1 
s = sk en ins= sk (k = 1,2,3, ••• ) hoogstens een pool van de 
eerste orde heeft met residu 
P(sk) = lim (s-sk) L(s.) = 
S➔Sk 
lim p(s) 
ijJ(sk) 
= 
-
= 
, •S 
-s 
S➔Sk (e -s + s-1)-(e k + s -1) k 1 -e + k 
s - s k 
1jJ ( sk) 
P (sk) = 
ijJ(sk) 
= en 
sk sk 
In het punts= 0 heeft L(s), wegens ijJ(O) = O, ook hoogstens een 
pool van de eerste orde; het residu van deze pool is 
ijJ(s)-ljJ(O) 
lim s 1P (s) 
-s 
= lim ____ s __ = 21/J'(O). 
s➔O . e-s + s-1 s➔O e + s-1 
2 
s 
Nu is ••(s) =
0
I1 .-sx xf(x-1)dx 
zodat 
.., xf(x-1 )dx. ,/ I ( Q ) =QI 1 
Hiermee zijn alle singulariteiten van L(s) voor ons doel voldoende 
bestudeerd. 
We gaan nu over tot de berekening van f: 
Voor x > 0 geldt (x willekeurig doch constant) 
cr+Ai 
f(x) = -2 . lim 1 . I 7T1 A-';«> 
a-Ai 
esx L(s) ds, (a> 0). 
* Voor een a0 tussen Oen a 1 = Re s 1 geldt 
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* . * . 
a+Ai a +Ai a -Ai a-Ai 0 0 { I + I + J + I } sxo L(s )ds 2ip 1 ( o) e = 21ri 
a-Ai a+Ai * . * . a0+Ai a -Ai 0 
of 
a+Ai 
f sxo L(s)ds e 21Ti 
a-Ai 
Wegens L(s) 1 = 0(2)' 
t 
* a0+Ai 
lim I sxo L(s)ds e A-roo 
a+Ai 
zodat we vinden dat 
f(x) 1 = 2iJ;'(O) + -2 . 1Tl 
* . a0+Ai 
= 21J; I ( 0) 
- 21Ti { I + 
cr+Ai 
(a* < Re s < a; 
o= = ltl -+ 00) 
a-Ai 
lim J sxo L(s)ds = A-+oo 
cr -Ai 0 
* . a +Ai 
0 
e 
* . a0-Ai 
J 
* . a0+Ai 
is 
= 0 
lim 
A-roo f SX e L(s)ds, (x > 0). 
* . a -Al 0 
a-Ai 
+ I 
* . cr -Ai 0 
}e 
Herhalen we deze procedure een aantal malen dan vinden we dat 
-n skx skx 
f(x) = 21/J I ( 0) + I {e p ( sk) + e p(sk)} + 
k=1 
* . a +Ai 
n 
1 . I sx L(s)ds, (x > o) + 2° llm e 1Tl A-+oo 
* . a -Al 
n 
sxo 
L(s)ds. 
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* waarbij o 
n 
een constante is tussen cr 
n 
Voor de restintegraal 
* . cr +Ai 
-2 . lim 
'!Ti A-+oo "I esx L(s)ds 
* . a -Ai 
n 
kunnen we, wegens L(s) = 0(-1) als Jtl-+ 00 , 
t2 
schrijven 
* . cr +00 i 
n 
I esx L( s )ds 
en deze integraal is absoluut convergent. 
In absolute waarde is deze integraal 
00 
* I 0 X n JL( s) I dt < e = = 2'1T 
-00 
* 0 X 00 ;n ( * . e JL(s)Jdt, (s =-- = cr +it) 2'1T J n 
_oo 
Re sn+ 1• 
* en-aangezien on< 0 is, gaat deze vorm voor x-+ 00 exponentieel 
naar nul. 
-Daar Re sk = Re sk < 0 vinden weals bijzonder gevolg van het 
bovenstaande: 
lim f(x) 
x-+<» 
1 
= 2 J x f(x-1)dx. 
0 
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De sommatieformule van Poisson 
Omtrent de functie $: R ➔ R veronderstellen we 
1) $ is integreerbaar op elk interval [a,b] c R. 
2) $ is absoluut integreerbaar op R; d.w.z. 
3) 
4) 
00 
f l$(x)!dx is een convergente oneigenlijke integraal 
00 
00 
de reeks l 
n=-oo 
$(n+ !TI) is op -TI< t .::_ TI uniform convergent. 
00 
de functie ~: R ➔ ~met ~(t) = l t $(n+ -) 2TI 
n=-oo 
is continu en van begrensde variatie op [-TI,TI]. 
Onder deze veronderstellingen geldt: 
00 
~(t) = -k2Tiui e $(u)du, ( t E IR) 
oo N 
waarbij we l hier definieren als lim l 
k=-00 N➔oo k=-N 
Substitutie van t = 0 in deze formule levert 
00 00 
I $ (n) = I 
n=-oo k=-oo 
waarbij ~ de Fourier-transformatie van$ is. 
Deze laatste formule heet wel de sommatieformule van Poisson. 
' 
,. 
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Bewijs: Uit de gemaakte veronderstellingen volgt dat ~ periodiek 
is met periode 2TI en dat ~ over [-TI,TI] integreerbaar is. 
We kunnen dan de Fourier-reeks van~ beschouwen. Daar ~ van 
begrensde variatie en bovendien continue is kunnen we concluderen 
dat ~ door haar Fourier-reeks wordt voorgesteld op geheel ~: 
a 00 
~(t) = 2° + l (8k cos kt+ bk sink t). k=1 
De Fourier-constanten van~ berekenen weals volgt: 
TI 
'\ = ~ I O(t) cos kt dt = 
= ~ J'rrTI 00 
-TI 
{ l ~(r + ~TI)} cos kt dt = 
r=-00 
= ¾ !TI { I 
-TI 
~(r + .:L.) • cos kt} dt = 2TI 
r=-00 
= ~ r!_ j"o(r + ;,)cos kt dt = 
-TI 
(verwisseling van sommatie en integratie is toegestaan wegens 
de uniforme convergentie van de te integreren reeks) 
1 
= -TI 
r+~ J- 2• I .;u) cos(k 2,( u-r) )du = 
r-2 
= 2 rI_oo lr+io(u) cos 2k,u du• 
' 1 r-2 
t (substitutie r + - = u) 2TI 
= 2_f o(u) cos 2kTIU du (wegens de convergentie van r !Hx)ldx). 
-00 
_,.,..,,-·•· 
Analoog is bk = 
~J ~(u)sin 2kTIU du 
,. 
Dus: 
~(t) =_
00
f004>(u)du + 2 I 
k=1 
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roo 
{cos kt J
00 
cp(u) cos 2kTIU du+ 
kti -kti co 
+ _e __ ~_e __ .:..I $(u) sin 2kmi du}= 
J
oo 
00 kt' foo 
= . cp(u)du + l {e _1
00 
cp(u)(cos 2k,ru - i sin 2k,ru)du + 
k=1 
-co 
-kti Joo + e -co cp(u)(cos 2kTiu + i sin 2kTiu)du} = 
:J 
:J 
o(u)du ·ki1 { ekt~OOJOO $(u)e-2k,u du+ .-kt~Joo O(u)e2k•udu 
N 
cp(u)du + lim l { ..... } = 
N-+oo k=1 
= lim l cp(u)e- TIUdu = N ekti_
00
J00 2k 
N➔00 k=-N 
00 
kti V 
e cp ( 2kTI) •. 
Een toepassing van de sommatieformule van Poisson, 
Voor de functie cp : IR ➔~ nemen we 
<I> (x) 
2 
-TIX W 
= e , (x € IR) 
waarbij ween positieve constante 1s, 
Q,E.D. 
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Men gaat gemakkelijk na dat aan de gestelde voorwaarden. betreffende 
~ inderdaad voldaan is (~(t) is in dit geval continu differentieer-
baar). 
We berekenen de Fourier-transformatie van~ in de punten 2k1r als 
volgt: 
V 
~ (2k1f) :J Joo 2 -2k1rxi -2k1rxi - TIX w e ~(x)dx : 00 e dx = 
:J ( 
2 2kx.) 
-,rW X + -i 
e w dx = 
2 
-1rw{ (x + !½. )2 + !L} :J e " ,,2 dx = 
,rk2 ( k. )2 
- -- r -nt X + f w 
= e e dx 
-00 
1fk2 
lim r - 1rw(x + ~) - -- w w = e e A+oo 
-A 
,rk2 A k. 
2 
dx 
- 7 +J w-1-e_,rw z2 
= e lim dz = 
A+oo 
-A+ !½_ 
= 
(ga dit na met de confour-integratie stelling van Cauchy) 
,rk2 
= 
w e 
,rk2 
--w 
= e 
" Dus: ~(2k1r) = 
1 Joo -x2 ✓1rw e dx 
-oo 
1rk2 
--
= .- ~:2 Joo 
-00 
2 
-1TWX 
e dx = 
e c,--,.---✓w 
w 
met c = ~1f f 00 e -x2 dx. 
-oo 
Substitutie van dit resultaat in de formule van Poisson 
levert dan: 
00 
I 
n=-00 
2 00 
-1Tn W C , 
e =7w l 
k=-oo 
Schrijven we 
00 2 
e 
-98-
2 1 
-1Tk -
w 
e(w) = I e-1Tn w , (w > 0) 
n=-oo 
dan geldt dus 
C 
e(w) = Tw 
Stellen we hierin w = 1 dan blijkt c = 1 te zijn, 
1 Dus : e ( w) = lw 1 e (;) , (w > 0) 
een betrekking die zowel in de zuivere - als in de toegepaste 
wiskunde een belangrijke rol speelt. 
