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Abstract
The transformation of the path integral measure under the reduc-
tion procedure in the dynamical systems with a symmetry is consid-
ered. The investigation is carried out in the case of the Wiener–type
path integrals that are used for description of the diffusion on a smooth
compact Riemannian manifold with the given free isometric action of
the compact semisimple unimodular Lie group. The transformation
of the path integral, which factorizes the path integral measure, is
based on the application of the optimal nonlinear filtering equation
from the stochastic theory. The integral relation between the kernels
of the original and reduced semigroup are obtained.
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1 Introduction
The standard approach to the path integral quantization of the gauge field
theories is based on the Faddeev—Popov method [1], by which a path in-
tegral over invariant variables is rewritten as a path integral over variables
constrained by some gauge conditions. But in order to obtain such a repre-
sentation it is necessary to separate the path integral measure on two parts
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related, correspondingly, with the gauge–invariant (independent) and the
gauge–dependent (or group) degrees of freedom. However, in general it is
unknown: does this separation of the path integral measure leads (or not) to
a some Jacobian in the path integral measure.
In the present paper we consider the path integral quantization problem
for the scalar particle which moves on a manifold with a given group action.
In this problem, as in gauge field theories, an original manifold can be re-
garded as a total space of the principle fiber bundle. As a consequence of
such a representation, we get a new way of the coordinatization of an initial
manifold. The coordinate functions of a chart in the manifold atlas can be
given by invariant variables related with the orbit space and by the group–
valued variables defined by the group element which ”measures” the distance
between the considered point in the total space of the fiber bundle and the
base point which can be reached along the orbit.
The path integral quantization of our problem was considered in [2, 3] by
using the definitions of the path integrals based on discrete approximations.
In our papers [4, 5], we studied the quantization of this problem with the
help of the path integrals in which the path integral measures were defined
by the stochastic processes. It was found there, that the factorization of the
path integral measure can be performed by applying the nonlinear filtering
equation from the stochastic process theory.
The description of the orbit space evolution in gauge field theories are usu-
ally given by the constrained (or dependent) coordinates. It means, that the
corresponding variables should meet the additional conditions (the gauges).
From the local point of view, these additional conditions (given by the sys-
tem of equations) define a local submanifold in the original manifold. In
turns, the submanifold can be regarded as a local section of the principal
fiber bundle.
Since there is a local isomorphism between the initial principle fiber bun-
dle and the trivial principal fiber bundle which has this local submanifold as
the base space [6], we can also make use these dependent coordinates as the
coordinates on our principal fiber bundle.
If these local submanifolds (the local sections) are the parts of a some
global submanifold (a global section) then our initial principal fiber bundle
is a trivial one. And in this case, our dependent coordinates have the global
meaning. But in general, there is no a global section in the principal fiber
bundle. So, in a local neighborhood of the each point of the initial manifold,
one should introduce its own dependent coordinates.
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After performing the local factorization of the path integral measure into
the ”the group measure” and the measure that are given on the local section,
one should to solve the problem of the definition of a some global measure
related with the set of these local measures.
Recently [7], it was found the possible solution of such a problem. In this
paper it was shown a way of description of the global path integral measure
in terms of the local measures. Therefore, from the principal point of view,
the problem of the introduction of the dependent coordinates leads us to the
consideration of the particular case of the trivial principal fiber bundle.
The representation of the orbit space path integrals as the integral over
the dependent variables were studied in many papers (see, for example,
[8, 9, 10]). But the path integral measure factorization questions was not
considered there. In the present paper, we will investigate the behavior of
the path integral measure under changing the path integral variables for the
dependent ones in the Wiener–like path integrals that are used to describe
the ”quantum” motion of the scalar particle on a smooth compact Rieman-
nian manifold (without boundary) on which the free effective isometric action
of the compact semisimple unimodular Lie group is given.
2 Definitions
The objects of our consideration will be the path integrals representing the
solution of the backward Kolmogorov equation given on a smooth compact
Riemannian manifold P:

(
∂
∂ta
+
1
2
µ2κ△P(pa) + 1
µ2κm
V (pa)
)
ψtb(pa, ta) = 0
ψtb(pb, tb) = φ0(pb), (tb > ta),
(1)
In this equation µ2 = ~
m
, κ is a real positive parameter, △P(pa) is
a Laplace–Beltrami operator on manifold P, and V (p) is a group–invariant
potential term. In a chart (U , ϕA) with the coordinate functions QA = ϕA(p),
the Laplace – Beltrami operator is given as
△P(Q) = G−1/2(Q) ∂
∂QA
GAB(Q)G1/2(Q)
∂
∂QB
,
where the matrix GAB(Q) is inverse to the matrix of the Riemannian metric
GAB given in the the coordinate basis { ∂∂QA}, G = det(GAB).
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In order to get the Schro¨dinger equation from the equation (1) one should
perform the transition to the forward Kolmogorov equation and then to put
κ = i in obtaining equation. In case of some analytical restrictions imposed
on the coefficients of the the backward Kolmogorov equation, its fundamental
solution satisfies also a forward equation. However, the transition from the
Wiener–like path integrals to the Feynman’ ones is a special problem which
needs an additional investigation and does not considered in the paper.
There are different representations of the solution of the equation (1) in
terms of the path integral. We will use the definition of the path integral from
[11], together with the assumptions that all necessary analytical conditions
for this take place in our paper. By [11], the solution of (1) can be written
as follows:
ψtb(pa, ta) = E
[
φ0(η(tb)) exp{ 1
µ2κm
∫ tb
ta
V (η(u))du}
]
=
∫
Ω−
dµη(ω)φ0(η(tb)) exp{. . .}, (2)
where η(t) is a global stochastic process on a manifold P, µη is the path
integral measure on the path space Ω− = {ω(t) : ω(ta) = 0, η(t) = pa+ω(t)}
defined by the probability distribution of a stochastic process η(t).
On charts (U , ϕ) in the atlas for the manifold P, the global stochastic
process η(t) is defined by the local processes ϕ(η) = ηϕ(t) ≡ {ηA(t)} that are
solutions of the stochastic differential equations:
dηA(t) =
1
2
µ2κG−1/2
∂
∂QB
(G1/2GAB)dt+ µ
√
κXAM¯(η(t))dw
M¯(t), (3)
where the matrix XA
M¯
is defined by the local equality
∑nP
K¯=1
X
A
K¯
X
B
K¯
= GAB.
Here and in what follows we denote the Euclidean indices by over–barred
indices.
According to [11], the global semigroup determined by the equation (2)
acts in the space of smooth and bounded functions on P. It is defined by
the limit (under the refinement of the time interval) of the superposition of
the local semigroups
ψtb(pa, ta) = U(tb, ta)φ0(pa) = limqU˜η(ta, t1) · . . . · U˜η(tn−1, tb)φ0(pa), (4)
where, in turns, each of the local semigroup U˜η is related with the local
representative of the global stochastic process η.
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One of the main advantage of the definition (4) is that it gives us an
opportunity to derive the transformation properties of the path integral of
(2) by studying the local semigroups U˜η
1:
U˜η(s, t)φ(p) = Es,pφ(η(t)), s ≤ t, η(s) = p,
These local semigroup are also defined by the path integrals with the
integration measures determined by the local representatives ϕP(η(t)) =
ηϕ
P
(t) ≡ {ηA(t)} of the global stochastic process η(t).
3 Principal fiber bundle coordinates
The problem, which we consider in the paper, is related with the investigation
of the reduction procedure in the dynamical systems with the symmetry. Due
to the symmetry, the initial dynamical system is reduced to the system that
can be described in terms of the invariant variables. The geometry of this
problem is well developed [12].
A free (effective) action of the compact semisimple group Lie G on a
smooth compact manifold P2 leads to the orbit–fibering of the manifold P.
And we can regard the manifold P as a total space of the principal fiber
bundle P (M,G) where the orbit space M is a base space.
The principal bundle picture means that locally manifold P has the prod-
uct structure: pi−1(Ux) ∼ Ux × G, where Ux is an open neighborhood of the
point x = pi(p) which belongs to the chart (Ux, ϕx) of the bundle P (M,G).
Therefore, we can equally use the principal bundle coordinates for the coordi-
natization of our manifold P. In other words, we can express an initial coor-
dinates QA of the point p in terms of the principal bundle coordinates (xi, aα)
(i = 1, . . . , NM, NM = dimM, α = 1, . . . , NG , NG = dimG, NP = NM+NG).
We could take the set of the functionally independent and G–invariant
functions that are solutions of the special differential equations as the in-
variant coordinates xi(Q) (the orbit space coordinates) of a point. However,
in many cases finding of solutions of these differential equations becomes a
very difficult problem. Hopefully, there is also an another method of the
1In the following, we omit the the potential term of the Hamiltonian operator as it is
inessential for us in performing the path integral transformations. It will be recovered in
final formulas.
2In our case this is an isometric action on a Riemannian manifold.
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orbit space coordinatization in which the necessary invariant coordinates are
introduced with the help of the gauge constraints.
It is supposed, that in each sufficiently small neighborhood of the point
p, belonging to the manifold P, there are a set of the functions {χα(Q), α =
1, . . . , NG}, that can be used (by the equations χα(Q) = 0) to determine a
some local submanifold of the manifold P. It is required that the submanifold
should have the transversal intersection with each of the orbits. Then the
coordinates on the manifold P can be introduced as follows.
By our assumption, we have the action of the group G on the manifold P:
p˜ = pa, or in coordinates: Q˜A = FA(QB, aα), where QA are the coordinates
of a point p. We assume that it is a right action, i.e., (pa1)a2 = p(a1a2):
F (F (Q, a1), a2) = F (Q,Φ(a1, a2))
where Φ is the function which determines the group multiplication law in the
space of the group parameters.
The group coordinates aα(Q) of a point p are defined as a coordinates
of that group element which carries the point p to the local submanifold
{χα(Q) = 0}. These group coordinates are given by the solution of the
following equation:
χα(FA(Q, a−1(Q))) = 0.
The invariant coordinates xi(Q) of p are the coordinates of that point of
the submanifold {χα(Q) = 0} which is obtained from the point p under the
action of the group element with the coordinates aα(Q). If the submanifold
{χα(Q) = 0} is given parametrically: QA = Q∗A(xi), the coordinates xi(Q)
are defined by the equation:
Q∗A(xi) = FA(Q, a−1(Q)).
We refer to [13] where this way of the coordinatization was considered and
where the geometrical generalization of the Bogolubov coordinate transfor-
mation method from [14] was obtained.
The path integral transformation induced by replacement of coordinates
QA for (xi(Q), aα(Q)) and the factorization of the path integral measure was
considered in [5]. In the present paper we study the same problem, but now
together with the group coordinates aα (obtained by previous method) we
will use the constrained (or dependent) coordinates Q∗A : {χα(Q∗A) = 0} of
the corresponding point on the local submanifold {χα = 0} of the original
manifold P.
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We will assume, that these local submanifolds form a global submanifold
Σ in the original manifold P. Therefore, our principal fiber bundle P (M,G)
is a trivial one.
Provided that the coordinates Q∗ are constrained: {χα(Q∗) = 0}, the ini-
tial coordinates QA of a point p are given by the equation QA = FA(Q∗A, aα).
Later we will see that an apparent ambiguity of a transition from QA to
(Q∗A, aα) is compensated by the presence of the corresponding projection
operators in resulting expressions.
The representation of a Riemannian metric of the manifold P in new
coordinates (Q∗A, aα) is derived from the transformation of the coordinate
vector fields. It is given as follows:
∂
∂QB
= FCB (F (Q
∗, a), a−1)NAC (Q
∗)
∂
∂Q∗A
+FEB (F (Q
∗, a), a−1)χµE(Q
∗)(Φ−1)βµ(Q
∗)v¯αβ (a)
∂
∂aα
. (5)
Here FCB (Q, a) ≡ ∂F
C
∂QB
(Q, a), χµE ≡ ∂χ
µ
∂QE
(Q), (Φ−1)βµ(Q) – the matrix which is
inverse to the Faddeev – Popov matrix:
(Φ)βµ(Q) = K
A
µ (Q)
∂χβ(Q)
∂QA
(Kµ are the Killing vector fields for the Riemannian metric GAB(Q)), the
matrix v¯αβ (a) is inverse to the matrix u¯
α
β(a). The det u¯
α
β(a) is a density of a
right invariant measure given on the group G.
Finally, NAC is a matrix form of the projection operator (N
A
BN
B
C = N
A
C )
which project onto the orthogonal to the Killing vector field subspace:
NAC (Q) = δ
A
C −KAα (Q)(Φ−1)αµ(Q)χµC(Q).
In (5), this projection operator is restricted to the submanifold {χα = 0}:
NMD (Q
∗) ≡ NMD (F (Q∗, e)),
NMD (Q
∗) = FBD (Q
∗, a)NAB (F (Q
∗, a))FMA (F (Q
∗, a), a−1).
The formula (5) is similar to the corresponding formula from [9, 15]. On
treatment of the dependent coordinate we refer, for example, to [16].
As an operator, the vector field ∂
∂Q∗A
is defined by the rule:
∂
∂Q∗A
ϕ(Q∗) = (P⊥)
D
A(Q
∗)
∂ϕ(Q)
∂QD
∣∣∣∣
Q=Q∗
,
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where P⊥ is a projection operator on the tangent plane to the submanifold
given by the gauges:
(P⊥)
A
B = δ
A
B − χαB(χχ⊤)−1βα(χ⊤)Aβ .
Here (χ⊤)Aβ is a transposed matrix to the matrix χ
ν
B:
(χ⊤)Aµ = G
ABγµνχ
ν
B, γµν = K
A
µGABK
B
ν .
The above projection operators have the following properties:
(P⊥)
A˜
BN
C
A˜
= (P⊥)
C
B, N
A˜
B (P⊥)
C
A˜
= NCB .
In new coordinate basis the metric GAB is written as a metric G˜AB(Q
∗, a)
with the following components:(
GCD(Q
∗)(P⊥)
C
A(P⊥)
D
B GCD(Q
∗)(P⊥)
D
AK
C
µ u¯
µ
α(a)
GCD(Q
∗)(P⊥)
C
AK
D
ν u¯
ν
β(a) γµν(Q
∗)u¯µα(a)u¯
ν
β(a)
)
, (6)
where the projection operators P⊥ depend on Q
∗, i.e., they are restricted to
the submanifold, GCD(Q
∗) ≡ GCD(F (Q∗, e)):
GCD(Q
∗) = FMC (Q
∗, a)FND (Q
∗, a)GMN(F (Q
∗, a)).
The pseudoinverse matrix G˜AB(Q∗, a) to the matrix (6) is as follows:(
GEFNCEN
D
F G
SDNCS χ
µ
D(Φ
−1)νµv¯
σ
ν
GCBχγC(Φ
−1)βγN
D
B v¯
α
β G
CBχγC(Φ
−1)βγχ
µ
B(Φ
−1)νµv¯
α
β v¯
σ
ν
)
. (7)
In (7), v¯σν ≡ v¯σν (a) and other components depend on Q∗.
The pseudoinversion of G˜BC means that
G˜ABG˜BC =
(
(P⊥)
C
B 0
0 δαβ
)
.
The determinant of the matrix (6) is equal to
(det G˜AB) = detGAB(Q
∗) det γαβ(Q
∗)(detχχ⊤)−1(Q∗)(det u¯µν(a))
2
×(det Φαβ(Q∗))2 det(P⊥)CB(Q∗).
It does not vanish only on the surface {χ = 0}. On this surface det(P⊥)CB is
equal to unity.
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4 Transformation of the stochastic process
and the semigroup
In result of the coordinate replacement, the local stochastic processes ηA(t)
on the principal fiber bundle, will get their new representations. Applying
the methods of [11] to obtained local processes we can form a new global
process ζ(t). It means that we have performed the transformation of the
global process η(t) to the process ζ(t).
The global process ζ(t) has two kind of the local components:
(Q∗A(t), aα(t)). The components aα(t) describe the part of the stochastic
evolution that originates from the stochastic evolution that was given on the
group G. The Q∗A(t)—evolution has its origin in the stochastic evolution
given on the submanifold Σ.
Although the process Q∗A(t) is described in terms of the dependent co-
ordinates, the transformation of the local stochastic process ηA(t) for the
process ζA(t) = (Q∗A(t), aα(t)) is, in fact, the phase space transformation of
the process ηA(t). It take place because the variables Q∗A are constrained
by the condition: χα(Q∗) = 0 and it is valid for the stochastic processes too.
But it is known that the phase space transformation of the stochastic
processes does not change the probabilities. It means that the action of
the local semigroup U˜η on a function ϕ0(p) is equal to the expectation of
the transformed function given a σ–algebra generated by the transformed
process ζA(t).
On charts of the manifold P, this transition to new coordinates can be
considered as follows. The local semigroup
U˜η(s, t)φ0(p) = Es,pφ0(η(t)), s ≤ t, η(s) = p
for the process η(t) which is restricted to the chart (Vp, ϕP),
ϕP(η(t)) = ηϕ
P
(t) ≡ {ηA(t)},
can be written as
U˜η(s, t)φ0(p) = Es,ϕP(p)φ0
(
(ϕP)−1(ηϕ
P
(t))
)
, ηϕ
P
(s) = ϕP(p).
The phase space transformation of the local stochastic processes
ηA(t) = FA(Q∗B(t), aα(t))
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transforms the local semigroup U˜η:
U˜η(s, t)φ0(p) = Es,ϕ˜P (p)φ0
(
(ϕ˜P)−1(ζ ϕ˜
P
(t))
)
= Es,ϕ˜P (p)φ˜0
(
ζ ϕ˜
P
(t)
)
,
where
(
ϕ˜P
)−1
=
(
ϕP
)−1 ◦ F and φ˜0 = φ0 ◦ (ϕ˜P)−1.
Notice, that there is a local isomorphism of the principal fiber bundle
P (M,G) and the trivial principal fiber bundle PΣ = Σ×G → Σ [6, 7]. From
this fact it follows that we can introduce such charts in the atlas for the
total space P of the principal fiber bundle P (M,G) that are related with the
submanifold Σ.
Therefore, in our local semigroups we should take the expectation values
with respect to the measures defined by the probability distribution of the
local processes ζ ϕ˜
P
(t) = (Q∗A(t), aα(t)). If these processes are consistent
with each other on overlapping of the charts, we can define, by the method
of [11], the global process and global semigroup In turns, the fact of the
consistence of the local processes is verified by studying the transformations
of the local stochastic differential equations that are used to define the local
stochastic processes.
5 Stochastic differential equations
Let us consider the stochastic differential equation for the component Q∗A
of the local stochastic process ζA(t) = (Q∗A(t), aα(t)). We suppose that the
stochastic differential equation for this variable has the following form:
dQ∗A(t) = b∗A(t)dt+ c∗AB¯(t)dw
B¯(t), (8)
where we should define explicitly the drift and the diffusion coefficient.
Being subjected to the constraint condition χα(Q∗) = 0, the coordinates
Q∗A are the functions of QA:
Q∗A = FA(Q, a−1(Q)).
The stochastic variable ηA(t) will have the same dependence on the stochastic
variable Q∗A(t).
Applying the Itoˆ differentiation formula to the stochastic variable Q∗A(t)
we rewrite the left–hand side of the equation (8) as follows:
dQ∗A(t) =
∂Q∗A
∂QE
dηE(t) +
1
2
∂2Q∗A
∂QE∂QC
< dηE(t)dηC(t) > . (9)
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Then, putting an expression of the stochastic differential dηA(t) from (3)
into the right–hand side of (9), we obtain:
dQ∗A(t) =
∂Q∗A
∂QE
(
−1
2
µ2κGPB(η(t)) ΓEPB(η(t))dt
+ µ
√
κXEM¯(η(t))dw
M¯(t)
)
+
1
2
∂2Q∗A
∂QE∂QC
< dηE(t)dηC(t) >, (10)
where ΓEPB are the Christoffel coefficients for the Riemannian metric GAB.
In order to express the stochastic variable ηA(t) in the last equation in terms
of Q∗A(t) and aα(t) we make use the equation ηA(t) = FA(Q∗B(t), aα(t)).
After such a transformation we find that the coefficient which stands at
the differential dt in the obtained expression will be the drift of the equation
(8). And, correspondently, the term at the stochastic differential dw(t) will
be the diffusion coefficient. As a result we obtain the following equation for
Q∗(t):
dQ∗A(t) =
1
2
µ2κ
[
NACN
R
M(G(Q
∗(t))−1/2
∂
∂Q∗R
(
G(Q∗(t))1/2GCM(Q∗(t))
)
+NACLG
CL −GPCNKC KMµM (Φ−1)µνχνP +GPCNACKEµP (Φ−1)µνχνE
+GPBNACK
C
µB(Φ
−1)µνχ
ν
P
]
dt+ µ
√
κNAC X˜
C
M¯(Q
∗(t))dwM¯(t). (11)
In this equation all variables depend on Q∗(t) and by additional lower in-
dices we denote the corresponding derivatives. (For example, NACL(Q
∗) ≡
∂
∂QL
NAC (Q)|Q=Q∗.)
Also, X˜ from (11) is defined by
∑nP
K¯=1
X˜
A
K¯
(Q∗)X˜B
K¯
(Q∗) = GAB(Q∗).
The drift term of equation (11) has another representation, which is re-
lated with the geometrical objects that are specific for the considered prob-
lem. In order to the derive this representation we make use the following
expansion of the operator Laplace – Beltrami from [3]:
1
2
△P = 1
2
(
⊥GAB∇A∇B −KAµ γµν(∇AKBν )∇B +KAα γαβ∇BKBβ ∇B
)
, (12)
where ⊥GAB = GAB − KAα γαβKBβ , and ∇A is the symbol of the covariant
derivative which is obtained from the Christoffel coefficients for the original
Riemannian metric GAB(Q).
If we replace Q for (Q∗, a) in (12), then it can be shown that the drift
in (11) is a sum of two terms: bAI (Q
∗) and bAII(Q
∗). They are equal to those
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coefficients at the first partial derivatives over Q∗ that come from the first and
the second terms of the right–hand side of the equation (12) after changing
the variables. The third term of expansion of the laplacian in (12) does not
give the contribution to the terms with partial derivatives over Q∗.
Performing necessary evaluations, we find that bAII(Q
∗) is the projection
of the mean curvature vector of the orbit
jD(Q)
∂
∂QD
=
1
2
ΠDA(Q)γ
αβ(Q)
[∇Kα(Q)Kβ(Q)]A ∂∂QD
on the submanifold {χα = 0}. The projection is given with the help of the
transformed metric G˜AB as follows:
G˜SLG˜
(
jD
∂
∂QD
,
∂
∂Q∗S
)
∂
∂Q∗L
,
where before taking the projection one should change the variables Q in
jD ∂
∂QD
for Q∗ and a. The projection operator ΠDA = δ
D
A − KDµ γµνKCν GCA
extracts the direction which is normal to the orbit: ΠDAK
A
α = 0.
As a result of the projection we get the following expression for the
bAII(Q
∗):
bAII(Q
∗) =
1
2
GEUNAEN
D
U
[
γαβGCD(∇˜KαKβ)C
]
,
in which all the values from the right–hand side depend on Q∗ and by
(∇˜KαKβ)C(Q∗) we denote
KAα (Q
∗)
∂
∂QA
KCβ (Q)
∣∣∣∣
Q=Q∗
+KAα (Q
∗)KBβ (Q
∗)Γ˜CAB(Q
∗),
where
Γ˜CAB(Q
∗) =
1
2
GCE(Q∗)
(
∂
∂Q∗A
GEB(Q
∗) +
∂
∂Q∗B
GEA(Q
∗)− ∂
∂Q∗E
GAB(Q
∗)
)
.
The relation of bAI (Q
∗), which comes from the first term of an expansion
of the laplacian in (12), with the geometry of the problem can be found as
follows.
In the local picture, the projection onto the orbit space M, which is
locally isomorphic to Σ, is realized by replacement of the coordinates: QA =
12
Q∗A(x). Under this replacement the first term in the right–hand side of
equation (12) transforms into the Laplace – Beltrami operator of the manifold
(M, hij) with the induced metric
hij(x) = Q
∗A
i (x)G
H
AB(Q
∗(x))Q∗Bj (x).
We can also regard the orbit space as a submanifold of the (Riemannian)
manifold (P, GHAB(Q)) with the degenerate metric GHAB.
The orbit space diffusion is described locally by the following stochastic
differential equation:
dxi(t) = −1
2
µ2κhkl(x(t))Γikl(x(t))dt + µ
√
κX im¯(x(t))dw
m¯(t),
in which the Christoffel coefficients correspond to the metric hij(x).
But, besides the standard description of this diffusion in terms of the
internal variables that are given on the submanifold, there is a description
of the same diffusion with the help of the stochastic differential equation
defined in terms of the variables of the external manifold. In [17], it was
considered the particular case of such a description when it was used the
Euclidean space as an external manifold. It is not difficult to find a similar
discription for a general case (see Appendix A).
To derive the corresponding stochastic differential equation of our prob-
lem one should repeate the evaluation that was done in Appendix A.
We remark, that in our case the metric GHAB of an external manifold is
degenerated one. Therefore, instead of the relation (A.4) from Appendix A
we will have
hkl(x)Γikl = G
H
AB
(
Q∗Aklh
kl + HΓACDQ
∗C
k Q
∗D
l h
kl
)
himQ∗Bm,
where the multiplication GHAB(Q
∗(x)) HΓBCD(Q
∗(x)) is defined as
GHAB
HΓBCD =
1
2
(
GHAC,D +G
H
AD,C −GHCD,A
)
. (13)
In (13), by the derivatives we mean the following: GHAC,D ≡ ∂G
H
AC(Q)
∂QD
∣∣∣
Q=Q∗(x)
.
Repeating all the steps that was done in the Application we can show
that in result of the replacement of the variables the drift of the obtained
stochastic differential equation coincides with the coefficient which stands at
the first partial derivative over Q∗ in the term that arise from the first term
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of the expansion of the laplacian in (12). Hence, this drift coincides also with
bI . The last means that bI should be related with the geometric values that
characterize the orbit space.
Performing the aforementioned transformations we get the following ex-
pression for bI :
bAI (Q
∗(x)) = −1
2
GEM (Q∗(x))NCE (Q
∗(x))NBM (Q
∗(x))HΓACB (Q
∗(x)) + jAI ,
where jI is the mean curvature vector of the orbit space. It can be evaluated
as follows:
jAI =
1
2
(
δAB −NAB (Q∗(x))
)
hij(x)
[
Q∗Bij +Q
∗P
i Q
∗L
j
HΓBPL (Q
∗(x))
]
.
But, as a function, the mean curvature is given on a submanifold. So,
similarly to that as was done in the Application A, we can redefine the
stochastic variable Q∗(x(t)) for a new stochastic variable Q∗(t). (We denote
a new stochastic variable by the same latter.)
Notice, that from equation (13) the Christoffel symbols HΓBCD are defined
up to the terms TBCD that are satisfied to G
H
ABT
B
CD = 0. However, this
ambiguity is not essential, since bI can be also presented as
bAI = −
1
2
NAE
HΓECDN
C
KN
D
U G
KU +
1
2
NALMN
L
KN
M
U G
KU .
Therefore, in result of the transformation of equation (8) we get the fol-
lowing stochastic differential equation:
dQ∗A(t) = µ2κ
(
−1
2
GEMNCEN
B
M
HΓACB+j
A
I +j
A
II
)
dt+µ
√
κNAC X˜
C
M¯dw
M¯ , (14)
where all the values from the right–hand side now depend on Q∗(t) and we
have introduced a new notation for bAII . In new notation it is denoted by j
A
II .
As for the stochastic differential equation for the group variable aα(t), it
can be obtained by the same method as it was done for the variable Q∗A(t).
It can be found that this equation is the following:
daα = −1
2
µ2κ
[
GRSΓ˜BRS(Q
∗)ΛβBv¯
α
β +G
RPΛσRΛ
β
BK
B
σP v¯
α
β
−GCANMC
∂
∂Q∗M
(
ΛβA
)
v¯αβ −GMBΛǫMΛβB v¯νǫ
∂
∂aν
(v¯αβ )
]
dt
+µ
√
κv¯αβΛ
β
BX˜
B
M¯dw
M¯ , (15)
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where v¯ ≡ v¯(a) and other coefficients depend onQ∗. Also, we have introduced
a new notation:
ΛαB = (Φ
−1)αµχ
µ
B.
In (15), the Christoffel symbols Γ˜BRS(Q
∗) are obtained from ΓABC(Q), if in its
definition we rewrite the derivatives by the formula (5).
Therefore, the stochastic process ζ(t) is given locally by the solution of
the stochastic differential equations (14) and (15). On charts of the manifold
the set of the solutions of these equations determine the local stochastic
evolution families of mappings of the manifold P.
As in [11], with these local families it is possible to define the global
stochastic process ζ(t) which consist of two components related with the
stochastic evolution on the submanifold Σ (the gauge surface) and with the
stochastic evolution on the orbit of the principal fiber bundle.
The performed transformation of the stochastic process η(t) results to the
corresponding transformation of the global semigroup (4). Now our semi-
group is determined by the superposition of the local semigroups U˜ζϕP :
ψtb(pa, ta) = limqU˜ζϕP (ta, t1) · . . . · U˜ζϕP (tn−1, tb)φ˜0(Q∗a, θa), (16)
where
U˜ζϕP (s, t)φ˜0(Q
∗
0, θ0) = Es,(Q∗0,θ0)φ˜0(Q
∗(t), a(t)), Q∗(s) = Q∗0, a(s) = θ0.
We will write this global semigroup in the following symbolical form:
ψtb(pa, ta) = E
[
φ˜0(ξΣ(tb), a(tb)) exp{ 1
µ2κm
∫ tb
ta
V˜ (ξΣ(u))du}
]
,
where ξΣ(ta) = Q
∗
a, a(ta) = θa , ϕ
P (pa) = (Q
∗
a, θa) and we have taken into
account the omitted potential term.
From (14) and (15) it follows that the coordinate representation of the
differential generator of the semigroup related with the stochastic process
ζ(t) is given by
1
2
µ2κ
(
GCDNACN
B
D
∂2
∂Q∗A∂Q∗B
−GCDNACNBD HΓEAB
∂
∂Q∗E
+ jAI
∂
∂Q∗A
+jAII
∂
∂Q∗A
+GABΛαAΛ
β
BL¯αL¯β −GRSΓ˜BRSΛαBL¯α −GRPΛσRΛαBKBσP L¯α
+GCANMC
∂
∂Q∗M
(ΛαA) L¯α +2G
BCNACΛ
α
BL¯α
∂
∂Q∗A
)
+
1
µ2κm
V˜ .
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Here, all the values, except for L¯, depend on Q∗.
6 Factorization of the path integral measure
In [4, 5], a new method of factorization of the path integral measure was
proposed. Here, we will apply it to our case of constrained (by the equation
χα(Q∗) = 0) integration variables.
The main idea of [4] was in exploiting the stochastic differential equation
from the nonlinear filtering theory [18, 19]. This equation describes the
evolution of the conditional mathematical expectation of the signal process
( the process a(t) in our case) with respect to the σ–algebra generated by an
observable process (the stochastic process Q∗(t)).
In order to make use of this equation we transform each local semigroup
U˜ζϕP from (16) as follows:
U˜ζϕP (s, t)φ˜(Q
∗
0, θ0) = E
[
E[φ˜(Q∗(t), a(t)) | (FQ∗)ts]
]
. (17)
The above transformation is based on the properties of the conditional ex-
pectation of the Markov processes. Such a path integral transformation can
be also regarded as an analog of the transition from the multiple integrals to
the repeated ones in the ordinary integration.
Being the integrand of the ”repeated” integral, the conditional expecta-
tion
ˆ˜
φ(Q∗(t)) ≡ E
[
φ˜(Q∗(t), a(t)) | (FQ∗)ts
]
,
should satisfy the nonlinear filtering equation. With account of our stochastic
differential equations (14) and (15), we get that it will be as follows:
d
ˆ˜
φ = −1
2
µ2κ
(
GRSΓ˜BRSΛ
β
B +G
RPΛσRΛ
β
BK
B
Pσ −GCANMC
∂
∂Q∗M
(ΛβA)
)
×E[L¯β φ˜ | (FQ∗)ts]dt +
1
2
µ2κGCBΛνCΛ
κ
BE[L¯νL¯κφ˜ | (FQ∗)ts]dt
+µ
√
κΛβCΠ
C
KX˜
K
M¯E[L¯βφ˜ | (FQ∗)ts]dwM¯ , (18)
Further transformation of the equation (18) consists in separation of the
space variables from the group ones. It can be done by applying the Peter
16
– Weyl theorem to the function φ˜ considered as the function on a group G.
An expansion of this function in a series yields
φ˜(Q∗, a) =
∑
λ,p,q
cλpq(Q
∗)Dλpq(a) ,
where Dλpq(a) are the matrix elements of an irreducible representation T
λ of
the group G: ∑qDλpq(a)Dλqn(b) = Dλpn(ab).
By the properties of the conditional mathematical expectations we have
E[φ˜(Q∗(t), a(t)) | (F)Q∗)ts] =
∑
λ,p,q
cλpq(Q
∗(t)) E[Dλpq(a(t)) | (FQ∗)ts]
≡
∑
λ,p,q
cλpq(Q
∗(t)) Dˆλpq(Q
∗(t)),
where
cλpq(Q
∗(t)) = dλ
∫
G
ϕ˜(Q∗(t), θ)D¯λpq(θ)dµ(θ),
(dλ is a dimension of an irreducible representation and dµ(θ) is a normalized
(
∫
G
dµ(θ) = 1) invariant Haar measure on a group G).
Then, in a similar manner as it was done in [4, 5] one can derive the
stochastic differential equation for the conditional expectation Dˆλpq:
dDˆλpq(Q
∗(t)) =
−1
2
µ2κ
{[
GRSΓ˜BRSΛ
µ
B +G
RPΛσRΛ
µ
BK
B
Pσ −GCANMC
∂
∂Q∗M
(ΛβA)
]
×(Jβ)λpq′Dˆλq′q(Q∗(t))−GCBΛαCΛνB (Jα)λpq′(Jν)λq′q′′Dˆλq′′q(Q∗(t))
}
dt
+µ
√
κΛνCΠ
C
K(Jν)
λ
pq′Dˆ
λ
q′q(Q
∗(t))X˜KM¯(Q
∗(t))dwM¯(t), (19)
in which (Jµ)
λ
pq ≡ (∂D
λ
pq(a)
∂aµ
)
∣∣∣
a=e
are the infinitesimal generators of the repre-
sentation Dλ(a):
L¯µD
λ
pq(a) =
∑
q′
(Jµ)
λ
pq′D
λ
q′q(a).
Notice, that in general, the conditional expectation Dˆλpq(Q
∗(t)) depend
also on the initial points Q∗0 = Q
∗(s) and θα0 = a
α(s) besides the of the
stochastic processes Q∗(t).
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The solution of the linear matrix stochastic differential equation (19) can
be written [20] as:
Dˆλpq(Q
∗(t)) = (←−exp)λpn(Q∗(t), t, s) E[Dλnq(a(s)) | (FQ∗)ts], (20)
where
(←−exp)λpn(Q∗(t), t, s) =←−exp
∫ t
s
{1
2
µ2κ
[
γ¯σν(Q∗(u))(Jσ)
λ
pr(Jν)
λ
rn
−
(
GRSΓ˜BRSΛ
β
B +G
RPΛσRΛ
β
BK
B
Pσ −GCANMC
∂
∂Q∗M
(ΛβA)
)
(Jβ)
λ
pn
]
du
+µ
√
κΛβC(Jβ)
λ
pnΠ
C
KX˜
K
M¯dw
M¯
}
(21)
is a multiplicative stochastic integral. This integral is a limit of the sequence
of time–ordered multipliers that have been obtained as a result of breaking
of a time interval [s, t]. The time order of these multipliers is given by the
direction of the arrow aimed to the multipliers at greater times.
With account of the representation for Dˆλpq obtained in (20) and (21) we
rewrite our local semigroup (17) as follows:
U˜ζϕP (s, t)φ˜(Q
∗
0, θ0) =
∑
λ,p,q,q′
E[cλpq(Q
∗(t))(←−exp)λpq′(Q∗(t), t, s)]Dλq′q(θ0), (22)
where we have taken into account that
E[Dλnq(a(s)) | (FQ∗)ts] = Dλnq(a(s)) = Dλnq(θ0).
In order to obtain the global semigroup by the methods of [11] one should
break the time interval [ta, tb] and should take the superposition of the local
semigroups that are similar to (22). Then, the global semigroup for the global
process is obtained as a limit (under the refinement of the subdivision of the
time interval) of the superposition of these local semigroups. The relation
between the global semigroup obtained in result of the limiting procedure
can be written simbolically in the following form:
ψtb(pa, ta) =
∑
λ,p,q,q′
E[cλpq(ξΣ(tb))(
←−exp)λpq′(ξΣ(t), tb, ta)]Dλq′q(θa) (23)
(ξΣ(ta) = pi|Σ ◦ pa),
where ξΣ(t) is a global stochastic process defined on the submanifold Σ. This
process is described locally by the equations (14).
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Thus, our initial original path integral has been rewritten as the sum of
the matrix semigroups (the path integrals) that are given on the submanifold
Σ. The differential generator (the Hamiltonian operator) of these matrix
semigroups is
1
2
µ2κ
{[
GCDNACN
B
D
∂2
∂Q∗A∂Q∗B
−GCDNECNMD HΓAEM
∂
∂Q∗A
+
(
jAI + j
A
II
) ∂
∂Q∗A
]
(Iλ)pq + 2N
A
CG
CPΛαP (Jα)
λ
pq
∂
∂Q∗A
−
(
GRSΓ˜BRSΛ
α
B +G
RPΛσRΛ
α
BK
B
Pσ −GCANMC
∂
∂Q∗M
(ΛαA)
)
(Jα)
λ
pq
+GSBΛαBΛ
σ
S(Jα)
λ
pq′(Jσ)
λ
q′q
}
(24)
where (Iλ)pq is a unity matrix.
The operator acts in the space of the section Γ(Σ, V ∗) of the covector
fiber bundle, which is associated with the trivial principal fiber bundle pi :
Σ × G → Σ. The scalar product in this space of the sections is defined as
follows:
(ψn, ψm) =
∫
Σ
〈ψn, ψm〉V ∗
λ
det Φαβ
det1/2(χµAG
ABχνB)
dvΣ, (25)
where dvΣ is the Riemannian volume element of Σ.
An integration measure of the scalar product of the formula (25) has been
obtained from the Riemanian volume element of the manifold P, in which we
have changed the variables QA for (Q∗i, aα). Also, we have used an equality:
detGAB(Q
∗i, Q∗α(Q∗i), aµ) =
det ((GΣ)AB) det
−1
(
(GBCχνBχ
µ
C)Φ
−1α
µΦ
−1β
ν v¯
σ
αv¯
ρ
β
)
.
Notice, that the metric (GΣ)AB(Q
∗i, Q∗α(Q∗i)) is a restriction of the metric
(P⊥)
C
A(Q
∗)GCD(Q
∗)(P⊥)
D
B(Q
∗) to the surface Σ.
Performing the transformation of the measure in the integral (25), we can
also to present the scalar product as∫
〈ψn, ψm〉V ∗
λ
det Φαβ
NG∏
α=1
δ(χα(Q∗))det1/2GAB dQ
∗1 ∧ . . . ∧ dQ∗NP .
By taking an inversion of (23) we get the representation of standing under
the sign of sum semigroups (the path integrals) in terms of the semigroups
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that are given on the manifold P. As in [5], we will do it for the kernels of
the corresponding local semigroups.
Provided that the analytical restrictions are fulfilled, the semigroup from
the left–hand side of (23) ) can be presented as
ψtb(pa, ta) =
∫
GP(pb, tb; pa, ta)φ0(pb)dvP(pb). (26)
Using the partition of the unity subordinated to a local finite covering
of the manifold P and having in mind that there is a local isomorphism of
PΣ(Σ,G) with the trivial principal fiber bundle ϕΣαb(UΣαb) × G, by which a
chart of the atlas of the manifold P is changed for the chart ϕΣαb(UΣαb) × G,
we get the following expression for the right–hand side of (26):∫
ϕΣαb
(UΣαb
)×G
˜˜µαb(xb)GP(αb, F (Q
∗
b , θb), tb; βa, F (Q
∗
a, θa), ta)φ˜0(Q
∗
b , θb)dv(Q
∗
b)dµ(θb),
(27)
where dv(Q∗) is the same volume measure as in (25) and
dµ(θ) = det u¯αβ(θ) dθ
1 . . . dθNG is a Haar measure on a group G.
Also, the right–hand side of (23) can be presented locally as
∑
αb
∫
ϕΣαb
(UΣαb
)
ρ˜αb(xb)
∑
λ,p,q,q′
Gλq′p(αb, Q
∗
b , tb; βa, Q
∗
a, ta)c
λ
pq(Q
∗
b)D
λ
q′q(θa)dv(Q
∗
b).
(28)
Comparing (27) and (28) we find the relation between the local Green
functions: ∫
G
GP(αb, F (Q
∗
b , θb), tb; βa, F (Q
∗
a, θa), ta)D
λ
pq(θb)dµ(θb) =∑
q′
Gλq′p(αb, Q
∗
b , tb; βa, Q
∗
a, ta)D
λ
q′q(θa),
which, with account of the unimodularity of the group G, can be easily re-
versed:
Gλmn(αb, Q
∗
b , tb; βa, Q
∗
a, ta) =
∫
G
GP (αb, Q
∗
b , θ, tb; βa, Q
∗
a, e, ta)D
λ
nm(θ)dµ(θ).
(29)
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In this formula e corresponds to the unity element of the group G and
GP (αb, Q
∗
b , θb, tb; βa, Q
∗
a, θa, ta) ≡ GP(αb, F (Q∗b , θb), tb; βa, F (Q∗a, θa), ta).
Since in the paper we have confined ourselves by the case of the trivial
principal fiber bundle, then the gluing these local Green functions to the
global Green functions can be done with the transition coordinate functions
defined for the charts of the manifolds.
Hence, the equality (29) can be extended from the local charts to the
whole manifold and in result we obtain the relation between the Green func-
tion defined on the global manifolds:
Gλmn(piΣ(pb), tb; pi(pa), ta) =
∫
G
GP(pbθ, tb; pa, ta)D
λ
nm(θ)dµ(θ). (30)
The path integral from the left–hand side of this equality can be written
symbolically as
Gλmn(piΣ(pb), tb; piΣ(pa), ta) =
E˜ ξΣ(ta)=piΣ(pa)
ξΣ(tb)=piΣ(pb)
[
(←−exp)λmn(ξΣ(t), tb, ta) exp
{
1
µ2κm
∫ tb
ta
V˜ (ξΣ(u))du
}]
=
∫
ξΣ(ta)=piΣ(pa)
ξΣ(tb)=piΣ(pb)
dµξΣ exp
{
1
µ2κm
∫ tb
ta
V˜ (ξΣ(u))du
}
×←−exp
∫ tb
ta
{1
2
µ2κ
[
γσν(ξΣ(u))(Jσ)
λ
mr(Jν)
λ
rn
−
(
GRSΓ˜BRSΛ
β
B +G
RPΛσRΛ
β
BK
B
Pσ −GCANMC
∂
∂Q∗M
(ΛβA)
)
(Jβ)
λ
mn
]
du
+µ
√
κΛβC(Jβ)
λ
mnΠ
C
KX˜
K
M¯dw
M¯
}
. (31)
The semigroup defined by this kernel acts in the space of the equivariant
functions:
ψ˜n(pg) = D
λ
mn(g)ψ˜m(p),
that are isomorphic to the functions ψn from the space of the sections Γ(Σ, V
∗)
of the associated covector bundle:
ψ˜n(F (Q
∗, e)) = ψn(Q
∗).
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The method by which we have obtained the integral relation between Gλmn
and GP , can be regarded as the realization of the reduction procedure in the
path integrals for the dynamical systems with a symmetry.
The reduction onto the zero–momentum level, i.e., when λ = 0, estab-
lishes the the relation between the path integrals that are used for descrip-
tions of a quantum motion of the scalar particle on an initial manifold P and
on the the orbit space manifold M.
In our case, in order to represent the motion on the orbit space, we have
used an additional gauge surface ξΣ, on which the corresponding diffusion
was given by the stochastic differential equations (14). In these equation
there is an ”extra” term, the drift jII , which is not directly related to the
orbit space M. Without this term we would have the stochastic process
which could completely correspond to the diffusion on the orbit space.
In path integrals the transformation in which we change the stochastic
process ξΣ with the local stochastic differential equation (14) for the process
ξ˜Σ, with the stochastic differential equation
dQ∗A(t) = µ2κ
(
−1
2
GEMNCEN
B
M
HΓACB + j
A
I
)
dt+ µ
√
κNAC X˜
C
M¯dw
M¯ , (32)
can be made with the help of the Girsanov transformation formula.
In our case, because of the presence of the projection operators in diffusion
matrices of equations (14) and (32) we have the degenerate diffusion matrices.
It restricts the application of the standard Girsanov formula.
But if we will remain in the frame of the predefined ambiguities, that
originate from using of the projection operators, we can still derive the Gir-
sanov formula. In our case it will be also based on the uniqueness (modulo
the above ambiguity) of the solution of the parabolic differential equation
with the operator given by the diagonal part of the operator (24) and on
the application of the Itoˆ differentiation formula for the composite function
together with the account of the following formula:
(GABNCAN
D
B )((P⊥)
E
DG
H
EM(P⊥)
M
L ) = (P⊥)
C
L .
In result, the Radon–Nicodim derivative of the measure µξΣ with respect
to the measure µξ˜Σ will be as follows:
dµξΣ
dµξ˜Σ
(ξ˜Σ(t)) = exp
∫ t
ta
[
−1
2
µ2κ
(
(P⊥)
L
AG
H
LK(P⊥)
K
E
)
jAIIj
E
IIdt
+µ
√
κGHLK(P⊥)
L
Aj
A
IIX˜
K
M¯dw
M¯
]
.
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Performing such a change of the integration variables in that path integral
which is obtained as a result of the reduction to λ = 0 momentum level, we
get the following integral relation:
GΣ(Q
∗
b , tb;Q
∗
a, ta) =
∫
G
GP(pbθ, tb; pa, ta)dµ(θ),
where the kernel GΣ is presented by the path integral
GΣ(Q
∗
b , tb;Q
∗
a, ta) =
∫
ξ˜Σ(ta)=Q
∗
a
ξ˜Σ(tb)=Q
∗
b
dµξ˜Σ exp
{
1
µ2κm
∫ tb
ta
V (ξ˜Σ(u))du
}
× exp
∫ tb
ta
{
−1
8
µ2κGABNDAN
L
B
[
γαβGDC(∇˜KαKβ)C
]
×
[
γµνGLE(∇˜KµKν)E
]
dt+
1
2
µ
√
κNDP
[
γαβGCD(∇˜KαKβ)C
]
X˜
P
M¯dw
M¯
}
(Q∗ = piΣ(p)).
The semigroup determined by this path integral acts in the space of the
scalar functions given on Σ.
Remarks, that there is a difference between the formula obtained here
and an analogous formula from [5]. In the present formula the reduction
Jacobian has an additional stochastic integral. It is possible to get rid of
this stochastic integral with the help of the corresponding Itoˆ identity. As
it needs an additional investigation we does not make this transformation in
the present paper.
7 Conclusion
From our path integral transformation it follows that the path integral mea-
sure is not invariant under the reduction (the formulas (30) and (31)).
The obtained reduction Jacobian reveals an interesting geometrical struc-
ture. Namely, it is related with the mean curvature vector of the orbit over
the point belonging to the base space in the principal fiber bundle. After re-
placement of the variables in the path integral this mean curvature together
with the mean curvature of the orbit space adds to the standard drift term
of the stochastic differential equation (14).
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We may suppose that the sum of two mean curvature comes from the
mean curvature of the manifold P provided that it is considered as being
embedded in some manifold with a bigger dimension.
Acknowledgments. I thank to A.V.Razumov for the discussion of var-
ious geometrical problems, V.O.Soloviev and V.I.Borodulin for valuable ad-
vises and help.
Appendix A
Stochastic differential equation on a submani-
fold
Let the manifold M be embedded into the smooth (compact) finite dimen-
sional Riemannian manifold with a metric GAB(Q). We assume that this
embedding is locally given by the equations QA = QA(xi), where {QA} is a
coordinate system on the external manifold and {xi} – on M. Then, on M
we have an induced metric: hij(x) = Q
A
i (x)Q
B
j (x)GAB(Q(x)).
The stochastic process ξ(t) = {xi(t)}, with the differential generator
1/2△M (△M is a Laplace—Beltrami operator on M) can be determined
by the solution of the stochastic differential equation with the following local
representation:
dxk(t) = −1
2
hij(x(t))Γkij(x(t))dt +X
k
m¯(x(t))dw
m¯(t),
(
∑
m¯
Xkm¯X
l
m¯ = h
kl). (A.1)
Now we will define the same stochastic process, but we will make use the
variables QA that are related with the external manifold. We assume that
the stochastic differential equation which describes the stochastic process on
a submanifold can be written as
dQA(t) = aAdt+ X˜AM¯dw
M¯(t), (A.2)
where aA and X˜A
M¯
(t) are some (and not defined yet) functions of Q(t). Also,
we require that at the initial moment of time the process QA(t) be on the
submanifold M.
In order to find the explicit expressions for the coefficients of equation
(A.2) we will apply the Itoˆ differentiation formula to the function QA =
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QA(xi(t)). As for the stochastic variables xi(t), we will assume that they
satisfy the equation (A.1).
Then, comparing the result of such a differentiation with the expression
in the right–hand side of (A.2), we find that the coefficient aA is equal to
aA = −1
2
QAi (x(t))h
kl(x(t))Γikl(x(t)) +
1
2
QAij(x(t))h
ij(x(t)). (A.3)
But
hkl(x)Γikl(x) = GAB(Q(x))
(
QAkl(x)+
+ ΓACD(Q(x))Q
C
k (x)Q
D
l (x)
)
him(x)QBm(x)h
kl(x) (A.4)
(see, for example,[22]). Taking this into account and using the projection
onto the tangent space to the manifold M:
NCB (Q(x)) = GBA(Q(x))Q
A
i (x)h
ij(x)QCj (x),
we can transform (A.3) to another form
aA = −1
2
NAP h
ijQCi Q
D
j Γ
P
CD −
1
2
NAP Q
P
klh
kl +
1
2
QAklh
kl. (A.5)
Since the components of the mean curvature vector of the submanifold is
given by
jD =
1
2
(δDB −NDB )hij
[
∇QPi ∂∂QP
(
QLj
∂
∂QL
)]B
=
1
2
hij(QAi Q
B
j Γ
D
AB +Q
D
ij −NDC QAi QBj ΓCAB −NDC QCij),
we can rewrite (A.5) as follows:
aA(Q(x)) = −1
2
GEM(Q(x))NCE (Q(x))N
B
M (Q(x))Γ
A
CB(Q(x)) + j
A. (A.6)
where jA is, in fact, the function given on a submanifold, i.e., jA ≡ jA(Q(x)).
This follows from the fact that the mean curvature can be also defined with-
out using an explicit coordinate expression (for example, by the Weingarten
map).
Before proceeding to the determination of the diffusion coefficient X˜A
M¯
(t)
we notice, that the difussion coefficients of the equations (A.1) and (A.2) are
defined only up to the orthogonal transformations.
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From the equality
X˜
A
M¯dw
M¯ = QAi X
i
m¯dw
m¯,
which can be derived from (A.2) in result of the application of the Itoˆ differ-
entiation formula, it follows that∑
M¯
X˜
A
M¯ X˜
B
M¯ =
∑
m¯
QAi X
i
m¯Q
B
j X
j
m¯ = h
ijQAi Q
B
j = G
CDNACN
B
D .
These equations define X˜A
M¯
:
X˜
A
M¯ = N
A
CX
C
M¯ , (
∑
M¯
X
D
M¯X
C
M¯ = G
CD).
At last, redefining the coordinates QA(x(t)) of the stochastic process for
new coordinates QA(t) (together with the requirement, that at the initial
moment of time a new process was also given on a submanifold ), we get
the following local stochastic differential equation for the components of the
stochastic process on a submanifold M:
dQA(t) =
(
−1
2
GEMNCEN
D
MΓ
A
CD + j
A
)
dt+NACX
C
M¯dw
M¯ , (A.7)
where all the functions in right–hand side of this equation depend on QA(t).
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