Abstract-Time-domain Wavelength Interleaved Networking (TWIN) is a new optical network architecture which achieves a good balance between scheduling flexibility and deployment cost. In this paper, we solve the wavelength assignment problem for TWIN networks using topology sharing approach. We show that determining the wavelength assignment that use the minimum number of wavelengths is a NP-Complete problem. Four greedy heuristics are presented to compute the approximated solution within reasonable time. The evaluation results show that performing sorting on destination trees and wavelengths improves the assignment results, especially under low traffic loads. However, performing sorting brings some extra overheads to the sort heuristics' running time, but overall computation costs are still acceptable.
I. INTRODUCTION Time-domain Wavelength Interleaved Networking (TWIN)
is an optics-based transport network architecture that aims to provide cost effective optical grooming [1] - [3] . It overcomes the link utilization problems in OCS but avoid the high cost and delays resulting from OEO converters being deployed at all the optical switches [1] . TWIN performs optical grooming only at its edge switches and the network core is purely based on passive wavelength-selective switches (WSS) that route the wavelengths from their ingress ports to the appropriate egress ports [4] . In a TWIN network, the edge nodes can be either sources or destinations. Source nodes collect data units from various clients and assemble data units for the same destination into one burst. When sending the burst, the source changes its fast-tunable laser to the wavelength uniquely assigned to that destination [5] . The intermediate nodes route optical bursts based purely on the wavelength of the burst. When the burst is received at its destination, it is disassembled and forwarded to the corresponding clients. As current optical switches cannot separate the bursts that share the same wavelength, only traffic with the same destination may share a wavelength in the timedomain. This constraint leads to tree-like routes in the network for every destination, where the destination is the root and the sources are the leaves.
In this paper, we discuss the wavelength assignment problem for TWIN networks (TWIN-WA). We solve this problem using a two-phase process: Tree Construction and Tree-Wavelength Assignment. Tree-Construction groups the traffic demands with the same destination together and constructs the corresponding destination trees. Tree-Wavelength Assignment process assigns wavelengths to the destination trees constructed in the previous This work was supported, in part, by the National Science Foundation under grants 0312038, 0829916 and 0622423.
step. The goal of the Tree-Wavelength assignment phase is to minimize the total number of wavelengths needed to accommodate the traffic demands.
In this paper, we show that the minimum number of destination trees can be constructed using a greedy approach in the Tree Construction phase. For the Tree-Wavelength Assignment problem, we prove its NP-Completeness by reducing the Graph-Coloring problem to it. We propose a greedy strategy that matches destination trees and wavelengths one by one. We also proposed two tree sorting methods and two wavelength sorting methods to regulate the order of tree-wavelength matching. When different tree sorting and wavelength sorting methods are applied to the tree-wavelength assignment scheme, four heuristics are presented: MC-BF, MC-MF, MP-BF and MP-MF. Extensive simulations are conducted to evaluate the performances of these heuristics. The results show that performing sorting on destination trees and wavelengths improves the assignment results, especially under low traffic loads. However, performing sorting brings some extra overhead to the sort heuristics' running time, but overall computation costs remain acceptable. In large topologies with heavy workload, the heuristic without any sorting becomes competitive as it can provide similar scheduling performance with much less computational cost.
The rest of this paper is organized as follows. In Section II, we discuss related work. In Section III, we explain the TWIN architecture in detail and define the TWIN-WA problem formally. In Section IV, a greedy algorithm for Tree-Construction is presented. In Section V, we prove the NP-Completeness of Tree-Wavelength assignment problem and four heuristics are discussed. Section VI presents an experimental evaluation of the four heuristics for Tree-Wavelength assignment. Section VII gives the conclusions.
II. RELATED WORK
Optical Circuit Switching (OCS) with wavelength-dimension multiplexing (WDM) [6] provides the most economical solution for high speed optical networks. However, the inflexible routing scheme and coarse multiplexing granularity make it only suitable for the long-lived large bulk data transfers. On the other hand, Optical Packet Switching (OPS) [7] and Optical Burst Switching (OBS) [8] have been proposed to provide subwavelength scheduling granularity and the capability of dynamic routing. However, the ultra-high speed optical-electronicoptical switches that are required in the OPS/OBS networks are normally expensive and difficult to maintain. The high cost in deployment and maintenance inhibit the use of OPS and OBS in modern networks.
Time-domain Wavelength Interleaved Networking (TWIN) has been proposed to fill the gaps between OCS and OPS/OBS. The architecture of TWIN is introduced in [1] . [9] presents some basic ideas in the routing the burst scheduling in TWIN networks and proposed a performance measurement framework. [3] investigated the optical burst scheduling problem in TWIN networks. Meanwhile, [10] focused on the providing better QoS in TWIN networks. They introduced an Integer Linear Programming formulation that minimize the queueing delay of the optical bursts.
In this paper, we focus on the wavelength assignment problem for TWIN networks. [11] - [13] together provide a summary on the existing wavelength assignment strategies. The most popular wavelength assignment strategies are First-Fit and Best-Fit, where the wavelengths are matched with the request according to a random order or to their remaining capacities.
In TWIN networks, the simplest wavelength assignment strategy is to assign each destination tree an individual wavelength. However, when the number of destination trees are more than the available wavelengths, we need to establish some mechanism so that multiple destination trees can share one single wavelength without collision. This process is denoted as wavelength reuse. Most existing wavelength reuse algorithms are Time Dimension Multiplexing based [2] , [14] . However, the traffic flows in their scenarios cannot be transmitted at the max rate as the link capacity is shared by different destination tree in different time slices. This constraint may not be necessary in many scientific and commercial applications, where the job finish time is critical for the workflow. Moreover, TDM based wavelength reuse requires comprehensive optical burst scheduling algorithms, especially when the network delay is considered. Our algorithm considers the wavelength reuse problem in a different direction: multiple destination trees share one wavelength if their topologies are compatible. In our approach, once the wavelength is assigned for the destination trees, the source nodes of all assigned traffic flows can work in a full load to transmit their bursts without worrying about the flow collisions on the optical links that shared by different destination trees, which greatly simplifies the burst scheduling.
III. NETWORK MODEL AND PROBLEM DEFINITION
On the spectrum of optical networks, TWIN networks reside between the OCS and OPS networks. Compared to these traditional optical networks, the TWIN poses following new features:
1) Similar to traditional OCS networks, TWIN's data bursts travel along the light path using a pre-assigned wavelength. However, a wavelength can be shared by multiple traffic flows from different sources, only if their total flow size does not exceed the wavelength capacity. 2) As current optical switches cannot separate the bursts that share the same wavelength, traffic on one optical link has to be routed to the same destination if they are using the same wavelength. So TWIN light paths with same destination are grouped together as a tree structure where the destination is the root and the sources are the leaves. Wavelengths are assigned to each of these trees, rather than to a single light path. Figure 1 Each destination tree has to be assigned to a wavelength before the transmission can start. In the simplest case, T 1 is assigned wavelength W 1 and T 2 is assigned wavelength W 2 . During the transmission, S 1 and S 2 interleave their traffic to D 1 and D 2 by tuning the color of their laser to the corresponding wavelength. For each node in the communication network, a routing table is maintained to indicate the outgoing port for different wavelengths. When the traffic arrive at the internal switches, routing is performed using only the rules in the routing table and the color of the incoming bursts. This guarantees that optical bursts of a given wavelength will be routed to the intended destination. For example, in Figure 1 , node a must combine the traffic from node S 1 and d on wavelength W 1 and forward is to the link that connects to node b, according to the routing table. Node b, after receiving the bursts on wavelength W 1 , will forward them to node D 1 , which is their destination. For traffic whose required bandwidth is fraction to the wavelength capacity, TWIN networks will greatly facilitate their scheduling by providing more flexible and finer-grained routing and wavelength assignment scheme. Most optical networks still use static routing in the high speed mode as changing the routes on-the-fly incurs very high overheads. Therefore, in this paper, we also assume that the path for each source/destination pair as pre-computed, and focus our research on the wavelength assignment problem for TWIN networks (TWIN-WA). Given a TWIN network G =< V, E >, a traffic demand is defined as r = (s, d, bw), where s, d ∈ V is the source and destination node of the traffic flow, and bw ∈ (0, 1] is the fraction of the wavelength capacity required. TWIN-WA takes a set of traffic demands R as input. The goal is to accommodate the all demands r ∈ R using a minimum number of wavelengths.
IV. TREE CONSTRUCTION
In a TWIN network G < V, E >, a destination tree for node D i is denoted as T (D i ) = (< S >, D i ), where < S > is the set of all source nodes in T (D i ). Given the set of traffic demands R, we need to first construct destination trees from the light paths before we can actually assign the wavelength. This process is called Tree-Construction. The goal of this process is to minimize the total number of the destination trees in the result set T (D).
In this paper, we allow the traffic request (s, d, bw) to be partitioned into multiple sub-requests that can be assigned to different destination trees. This is reasonable as most modern optical switches are capable of transmitting/receiving data bursts on different wavelengths simultaneously. As long as the destination nodes are capable of package ordering and reassembly, fulfilling one request with multiple data flows is totally feasible. On the other hand, if we simply merging all the light paths with the same destination, the resulting destination tree may not be admissible to the network, as the total flow size for one destination may exceed the wavelength capacity. Moreover, when composing the destination trees, we should try to use up all the wavelength capacities, as the unutilized capacity cannot be shared by other destination trees.
Based on the above observations, we proposed the following greedy approach to compute the minimum destination tree set. Our Tree-Construction algorithm first groups the traffic demands according to their destination. This can be done by simply scanning the demand set once. For each group, the corresponding destination trees are constructed greedily. If adding the current light path to the current destination tree would exceed its wavelength capacity, we split the current request into two sub-requests. The first part joins the current tree and uses all its remaining capacity. The second part starts a new destination tree into which we attempt to merge the remaining paths in the current group. The optimality of this greedy algorithm is obvious as the number of result trees is minimized for each destination nodes. The time complexity of this tree construction algorithm is O(|V | * |R|), where |R| is the size of the traffic demand set and |V | is the number of nodes in the network, which bounds length of all possible light paths.
V. TREE-WAVELENGTH ASSIGNMENT
When a data burst is ready to be sent out, the source node need to know which wavelength it will use to transmit the burst for its intended destination. In TWIN network, this is decided by the tree-wavelength assignment process. In traditional optical networks, wavelengths are assigned to specific light paths. However, in TWIN networks each destination tree is assigned a wavelength. In this section, we discuss different strategies of assigning wavelengths to destination trees. The destination trees are constructed in the previous tree constructing phase. Our goal is to minimize the number of wavelengths that we use to accommodate all the trees.
A. Generic Form of the Tree-Wavelength Assignment Problem
We note that in TWIN networks, two destination trees that share some links cannot be assigned to the same wavelength, as the TWIN switches will not be able to distinguish their traffic. So, trees that have common links are considered in conflict for wavelength assignment. On the other hand, trees that do not share any link can be assigned the same wavelength without interference. Such trees are said to be compatible.
Another observation for tree-wavelength assignment is that a destination tree may be assigned more than one wavelength. That is, some source-destination paths may use one wavelength while the other paths use a different wavelength. In particular, we can divide a destination tree into a compatible part and a conflict part with respect to a current wavelengths that has already been assigned to some other trees, and assign the compatible part to the current wavelength. Note that the split always starts from the source nodes (leaf nodes), and ends at the destination (root). Since the destination nodes is able to receive data flow from multiple wavelengths simultaneously, splitting destination tree as described does not affect the correctness of the data transmission. However, it provides more flexibility when we resolve the conflicts among destination trees.
Based on the above observations, the generic form of the tree-wavelength assignment problem is as follow: Given a set of destination trees DT = (t 0 , · · ·, t i ) on a TWIN network G < V,E >, minimize the total number of wavelengths that are needed to accommodate all the trees in DT , without violating the following constraints: 1). Destination trees that share a wavelength should be compatible with each other. 2). Destination tree obtained from the tree construction phase is either assigned a single wavelength, or split into several parts with each part being assigned to different wavelengths.
Theorem 1: The above tree-wavelength assignment problem is NP-Hard.
Proof: We prove this by reducing the Graph-Coloring problem to the tree assignment problem. Graph-Coloring is a well-known NP-Complete problem. Given a graph G < V, E >, we want to color all the vertices with a minimum number of colors such that no two adjacent vertices have the same color.
We first construct a corresponding TWIN-WA instance based on a Graph-Coloring instance G < V, E >. For each node v i in G, we initialize a corresponding tree t i , which only contains its root node r i . For each link (v i , v j ) in G, we insert a new edge (n ij 1 , n ij 2 ) to both trees t i and t j . We append this new edge to the last inserted node in the tree, so the tree has a chain-like structure. Figure 2 gives a simple example. Node v 1 and v 2 are adjacent in G. So we have edge (n 12 1 , n 12 2 ) appended to nodes r 1 and r 2 for trees t 1 and t 2 respectively. For the same reason, edge (n 13 1 , n 13 2 ) is appended to node n 12 2 in t 1 and node r 3 in t 3 . After we finish the above steps for all links in E, we have a destination tree set DT = (t 1 , t 2 , ···, t n ). We construct a TWIN network G t from DT by merging the topology of all the trees in DT . In the example, we obtain a 7-node graph G t by merging trees t 1 , t 1 and t 3 in DT .
From the construction of DT and G t , we can see that if two vertices v i and v j are adjacent in G, tree t i and t j must have a common link n ij 1 and n ij 2 , which means t i and t j are in conflict in the tree-wavelength assignment process for network G t . On the other hand, if two trees t i and t j are in conflict for wavelength assignment, they must share the edge from n ij 1 to n ij 2 and that edge is the only link that is common to both trees. From the construction, there must be a link between vertices v i and v j in G. Meanwhile, if the trees are all in the shape of a chain, as in our construction, splitting a tree brings no benefit to the wavelength assignment process. Therefore, in the optimal assignment for DT on G t , every tree in DT is assigned to a single wavelength. Now, let k be the minimum number of colors we need to color G and m be the minimum number of wavelengths we need to accommodate all the trees in DT . Based on the above observation, we claim that k = m. First, we show that k wavelengths is sufficient, if we can color G using at most k colors. Our wavelength assignment scheme is to assign tree t i the wavelength W j , j ≤ k if the corresponding vertex v i in G is colored using color C j . Since t i will not be split, and all the vertices in G that are colored with C j cannot be adjacent to each other, we can guarantee that t i will be compatible to any other trees that are assigned the wavelength W j . Now, we show that G also can be colored without conflict using at most m different colors, whenever m wavelengths are sufficient for the constructed tree set DT . For each node v i in G, if its corresponding tree t i is assigned to wavelength W j , it will be colored with C j . Since there is no conflict in W j , nodes with color C j will not be adjacent to each other in G. Therefore the color of v i is valid.
From the above statements, Graph-Coloring can be reduced to the tree-wavelength assignment problem in polynomial steps. So tree-wavelength assignment is a NP-Hard problem.
B. Greedy Heuristics
In this section, we propose a set of greedy heuristics to compute an approximately optimal assignment in reasonable time. These heuristics have a similar main process when computing the wavelength assignment. However, they differ from each other in the order the input destination trees and the existing wavelengths are assigned.
The main idea of our greedy heuristics is as follows. The destination trees in DT are checked one by one according to the tree sorting order. A destination tree is matched against already assigned wavelengths according to the wavelength sorting order. For tree t i and wavelength W j , if part of t i can fit into wavelength W j , t i is divided and a part of it is assigned the W j . The rest of t i is then matched against the wavelengths W j+1 and so on. If all the in-use wavelengths together cannot accommodate t i , a new wavelength is opened for the unassigned part of t i .
We propose 2 different approaches to sort the destination trees.
1) Most Conflicts Tree First (MC):
The trees are sorted in decreasing order of to the number other trees in DT with which they have a conflict, denoted as CN i . This is sorting criterion is based on the idea that if we assign trees with more conflicts first, we may reach the minimum number of required wavelengths very quickly. Then, for those trees with less conflicts, there is a higher chance that they will fit into the existing wavelengths. 2) Most Processed Tree First (MP): Let P i be the number of conflicted trees of t i that have already been assigned wavelengths. Instead of choosing trees with larger CN i values, we pick up trees that has higher P i values. Each time after a tree is assigned, the P i values of all the unassigned trees are updated and the one with the largest P i value is chosen as the next tree to be assigned wavelengths. When multiple trees have the same P i , the tie breaker will be the value of their CN i value. The thought behind this ordering is similar to the MC ordering. Moreover, M P order is hoped to improve the M C order by keeping the priorities synchronized with the result of the existing assignments. We also propose two sorting orders for wavelengths.
1) Best-Fit Wavelength First (BF):
The in-use wavelengths are sorted in the decreasing order of the number of links in the network that do not use this wavelength. This order is updated every time a tree-wavelength assignment is completed.
2) Most-Fit Wavelength First (MF):
Every time before a destination tree is being assigned, the existing wavelengths are sorted by the size of the subtree they can accommodate for the current tree. We measure the subtree size by counting the number of source nodes that can be contained in the current wavelength. If one wavelength can hold a larger number of the source nodes and their corresponding light paths, it will have higher priority during the matching. The wavelengths re-ordering is triggered at runtime whenever the current tree is changed. Either a split on the current tree, or a new tree is taken out from DT for assignment. We also note that there is no need to completely sort all the wavelengths during the updates. The only wavelength we are interested in is the one that can accommodate the largest subtree. Therefore we only need to find the Most-Fit wavelengths, rather than sort all wavelengths. Combining the different tree sorting and wavelength sorting methods together, we obtain 4 different heuristics for tree- 
VI. EVALUATION

A. Experimental Framework
In this section, we measure the performance of the wavelength assignment heuristics described in Section V and evaluate how different sorting schemes affect the performances in various scenarios. Besides comparison on the optimality of the their assignments, we also measure the execution time of each heuristic and study how execution time varies with network size and workloads. We implemented a no-sort version of the greedy heuristics that does not do the sorting steps for either the destination trees or the wavelengths. By comparing the no-sort heuristic with the ones we proposed in Section V-B, we can investigate the impact of the sorting steps. For every test case, we also provide a lower-bound for the optimal solution (LB). The lower-bound is computed by counting the occurrences of each network links in all destination trees. The maximum count among all the links is the lower bound for the minimum number of wavelengths we need. With this bound, we can estimate how well our heuristics can do in the experiments.
To simulate a optical network, we use a 25-node mesh-torus topology, a real world 19-node MCI network ( Figure 3 ) and several randomly generated topologies. Since the test results from MCI and Mesh topology are very similar to each other, in this paper we only present the results from MCI and Random topologies.
For each test case, the maximum number of traffic demands is bounded by the number of source-destination pairs. This number is denoted as MaxLoad. For example, in a 100-node random network, if we mark 40% of the nodes as source nodes and 20% nodes as destination nodes, we will have at most 800 different source-destination pairs. That would be the maximum number of light paths that we need to handle in the test case.
During the experiments, our workloads are varied from 20% of MaxLoad to 100% of MaxLoad. , , Figures 4 and 5 present the evaluation results for our wavelength assignment heuristics under various traffic loads in MCI and random networks. In the experiments, we produce traffic loads that are 20%, 40%, 60%, 80% and 100% of the MaxLoad. From the experimental results, we make the following observations: 1) All 4 heuristics that we propose in Section V-B generate better assignments than the no-sort heuristic in all test scenarios. These heuristics outperform the no-sort heuristic with more obvious margins in the light traffic loads (less than 60%) than in heavy traffic loads. This shows that the sorting the trees and wavelengths provides more help to the wavelength assignment when the network is less occupied. When the networks links are saturated, rearrange the order of match will not be able to improve the scheduling much.
B. Evaluation Results
2) Among the four greed heuristics, MP-MF heuristic gives the best performance in all test cases. Regarding the sorting methods for the destination trees, the MP heuristics provides better assignments than the MC heuristics. This means adjusting the tree order dynamically provides more reasonable matching orders during the tree-wavelength assignment. On the other hand, the MF heuristics outperform the BF heuristics when the workload is high (more than 80%). However, when the workload is less than 40%, the performances of MF heuristics and BF heuristics are comparable. This shows that when the traffic load is high, a more careful choice on the wavelength, like MF, is necessary to provide a better assignment. When there are plenty of resources available, a relatively crude sorting, like BF, is sufficient. 3) When the traffic load is light, the sorted heuristics provide a results close to the lower bound, i.e. a very good approximation on the optimal solution. When traffic load is high, the assignments from the heuristics are relatively far away from the lower bound. However, this does not necessarily mean that the heuristics cannot approximate the optimal solutions under high workloads, as the lower bounds may not tightly bound the optimal solutions when traffic load is high. 4) The number of wavelengths needed increased with the traffic load. In small networks like MCI and Mesh, the need for extra wavelengths increases faster than in large random networks. The reason is that it is less likely to find disjoint light paths for different source-destination pairs. When traffic load increases, conflicts are more frequent in small networks than in large networks. Figure 6 presents the performance of the heuristics on random topologies of various sizes when the number of traffic demands is 800. We can see that with the increase of the network capacity, fewer wavelengths are required to accommodate the request set. However, when the network size is more than 400 nodes, the improvements are almost negligible. Figure 7 presents the running time of our wavelength assignment heuristics under different workloads. We see that the no-sort heuristic is always the fastest algorithms. Although the sorted heuristics are relatively slow compared to the no-sort heuristics, their overall computational costs are still acceptable. In the worst case, the average scheduling time is less than 30 seconds for the slowest heuristic. 
VII. CONCLUSION
In this paper, we discuss the wavelength assignment for TWIN networks. We propose a 2-step process to compute the wavelength assignment for a given set of the traffic demands. The goal of our scheduling algorithm is to find the assignment that use the minimum number of wavelengths. We show that this wavelength assignment problem is NP-Complete and four greedy heuristics are presented to compute an approximated solution within reasonable time. Extensive experiments are performed to evaluate the optimality and the running time of the heuristics. The results show that sorting the destination trees by their degree of conflicts and sorting the wavelengths according to their available resources are effective approaches to improve the heuristics performance. However, certain overheads on the Heuristics' running times are introduced by the sorting process.
