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Abstract 
 
 
 
 
 
Abstract 
This thesis contains results of numerical investigations of magnetisation 
dynamics in nanostructed ferromagnetic materials. Magnetic systems have been 
simulated using the open source micromagnetic solver: Object Oriented Micromagnetic 
Framework (OOMMF), and thoroughly analysed using my own software: semargl. 
 A systematic study of collective magnonic modes confined in 2D and 3D 
systems of rectangular ferromagnetic nano-elements is presented. The collective 
character of the excitations results from the dynamic magnetic dipole field. The 
magnetization dynamics of isolated rectangular elements is found to be spatially non-
uniform which means that the dynamic dipolar coupling is highly anisotropic. A semi-
analytical theory of collective magnonic modes has been developed to evaluate the 
properties of the dynamic magnetic dipole field. It was found that the theory is only 
valid for certain eigenmodes of the isolated element. In particular the modes where the 
magnetic dipole coupling between the elements is much lower than the internal energy 
of the corresponding eigenmodes of the isolated element. 
It is then demonstrated that the confinement of spin waves is strongly affected 
by the ground state of the system. In particular it has been found that symmetry 
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properties of the topology of 2D arrays affect the dynamics of the strongly localised 
modes. The effect is found to be significant for arrays of any number of elements. At the 
same time the relative contribution of the localized modes to the uniform response 
decreases with the number of elements in the array. 
The dispersion relation of spin waves in 2D arrays of rectangular nano-
elements has been calculated for the first time using micromagnetic simulations. The 
form of the dispersion is used to estimate the spatial anisotropy of the dynamic dipolar 
coupling. 
Simulations of the 3D confinement of spin waves in stacks of magnetic nano-
elements have been performed. The calculation of both the dispersion and spatial 
profiles of the corresponding magnonic modes facilitates the investigation of the 
localisation of collective spin waves. Furthermore the dispersion of collective magnonic 
modes has been calculated for stacks of rectangular nano-elements for a range of in-
plane aspect ratios. 
Finally, a numerical method has been developed to extract the scattering 
parameters of magnonic logic devices. This method has been demonstrated by applying 
it to the simplest possible magnonic device so that the results could be compared to an 
analytical expression of the scattering parameters. 
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Introduction 
 
 
 
 
 
I Introduction 
 
 Many aspects of the modern world require an enormous amount of 
computational power to be available to the user. With increases in computational power 
frequently opening previously inaccessible avenues of investigation and 
implementation, the impact that the continued improvement in computing power has on 
advancement of the modern world is clear. In particular, as life becomes more ‘digital’, 
more storage space and computational resources are required to satisfy the needs of 
each individual. However, semiconductor technology is fast approaching its inherent 
limits. According to studies of the various semiconductor vendors downscaling of 
semiconductor transistors cannot be done below 16 nm
1
, while industry already has 
reached the value of 32 nm. According to the Moore’s law2 the transistor packing 
density increases by approximately a factor of two every two years. Therefore it is 
expected that in the upcoming few years this well-known law will be broken. Thus 
alternatives to semiconductor technology are required if the progress predicted by 
Moore’s law is to continue. The possible alternatives to semiconductor technology are: 
quantum computing
3
, graphene technology
4
, optical computing
5
 and bio-computing
6
.  
Essentially, only graphene technology can adopt the ecosystem of semiconductor 
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technology (by replacing semiconductor transistors with those made using graphene
7
). 
In contrast, other technologies require a completely new approach to computation
8
. 
Meanwhile it is known that spin waves (periodic disturbances in the order of 
magnetic moments in magnetic materials) have characteristic frequencies in the 
gigahertz
9
 and sub-terahertz
10
 bands. Thus, it is expected that spin waves could be 
utilized in computer processors with high computational performance. This could 
potentially increase the computational power of computers as their performance is 
generally fixed by their clock rates
11
.  Spin wave devices could be either integrated into 
semiconductor chips (by means of hybrid chips) or pure spin wave architecture could be 
developed. The latter is the preferred solution as no additional spin wave-to-current (and 
vice versa) conversion would be required. Such a conversion could potentially reduce 
the performance of the circuit and increase its power consumption due to the finite 
efficiency of the conversion. Nevertheless, if required, the conversion could be done by 
several methods, for instance by utilizing the inverse spin Hall effect
12
, spin Seebeck 
effect
13
 or by using spin transfer torque oscillators
14
. It has been shown numerically that 
digital logic devices could be realised using spin waves
15
. Moreover it has been found 
that by utilising so-called “magnonic crystals” (magnetic media with periodic 
modulation of the magnetic parameters) it is possible to process analogue signals in the 
gigahertz band without the need for additional conversion of the frequency or analogue 
to digital conversion of the signal, as is the case for the existing semiconductor 
technology. This ensures higher performance and dynamic range. In particular, signal 
filters and delay lines have been demonstrated experimentally
16
 and numerically
17
. The 
main advantage of these devices over semiconductor devices is that it is possible to tune 
them using an externally applied magnetic field.  Semiconductor devices on the other 
hand cannot be easily tuned and usually operate within fixed frequency bands. The other 
advantage is that the dynamic properties of the magnetic structure can be tuned by 
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patterning the magnetic medium
18
.  The magnetic interactions have a very complex 
anisotropic character and therefore even minor changes of the geometry of the magnetic 
structures could result in significant changes of their dynamic properties. 
The very complex structure of the magnetic energies of magnetic nano-systems 
is also the subject of fundamental research. The main properties of spin waves have 
been studied extensively in systems supporting collective magnonic modes, such as 
1D
19
, 2D
20
 and 3D arrays
18
 of magnetic nano-elements. It has been found that the 
dispersion of collective spin waves in such structures is strongly anisotropic. Moreover 
the form of the dispersion is found to be dependent on the history of the applied field, 
an effect known as hysteresis.  Therefore, it can be concluded that the behaviour of such 
magnetic systems has several degrees of freedom and that each of these is of a very 
complex nature. Moreover, spin waves are found to interact with different excitations of 
the lattice such as phonons
21
 and excitons
22
. Furthermore, in metals spin waves interact 
with free electrons, which typically enhance the spin wave relaxation
23
. 
The dynamics of spin waves is described by the non-linear Landau-Lifshitz 
equation
24
  and a wide range of non-linear effects has been observed
25,26,27,28
. Some of 
these effects (such as the self-focusing of spin waves
25
) have analogues in non-magnetic 
structures and are due to the strong anisotropy of magnetic interactions in the 
aforementioned systems. Finally, the Bose-Einstein condensation of magnons (the 
quanta of spin waves) has been observed recently
29
. Nevertheless, the dynamical 
properties of the Bose-Einstein condensate of magnons have not been studied 
numerically so far. 
As lasers operating on femtosecond timescales are now available it is possible 
to investigate spin waves on   timescales of hundreds of femtoseconds
30
. In particular it 
is possible to switch the magnetization on timescales of around 100 fs, a process that 
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cannot be described by the theory developed by Landau and Lifshitz
31
. Such processes 
typically involve the modification of the electronic structure of the magnetic materials 
and so have to be addressed by a quantum approach. 
Despite the fact that the majority of observed effects involving spin waves 
could be described by the Landau-Lifshitz equation it does not allow one to derive the 
analytical solution in most cases. Moreover, the ground state of nanoscale magnetic 
structures is typically non-uniform. This makes the form of the Landau-Lifshitz 
equation even more complicated. Thus for some cases only numerical solutions can be 
evaluated, and so there are a growing number of numerical studies on the topic of spin 
waves as magnonics (the study about spin waves) continues to develop
32
. 
In this thesis I present examples of numerical studies performed in the 
magnonics group of the University of Exeter in collaboration with the Institute of 
Magnetism and Donetsk National University in Ukraine. I developed a set of unique 
methods developed by myself and my supervisor Dr. Volodymyr Kruglyak. These 
methods have allowed us to numerically study several magnetic systems in ways 
commonly adopted in the other fields of solid state physics. It will be demonstrated that 
problems typically addressed by analytical theories can also be solved using numerical 
calculations. Lastly, I will show how numerical simulations can be used to predict new 
results in the field of magnonics. 
Chapter II describes the theoretical background of the topic of magnetism. 
Although the described theoretical results have been derived for bulk materials or 
infinite thin films they are crucial in understanding spin wave phenomena on the 
nanoscale. Moreover, they serve to illustrate that a full theoretical description of 
magnetic systems is an involved and complex task. 
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Chapter III describes the numerical tool used in our studies – the Object 
Oriented Micromagnetic Framework (OOMMF) and the main principles and methods 
of the numerical calculations that were performed are presented. Finally a comparison 
of OOMMF with other numerical tools is presented in attempt to demonstrate that 
OOMMF has the highest degree of versatility and performance currently available. 
Chapter IV describes the numerical methods developed by myself and Dr. 
Volodymyr Kruglyak to analyse the results of our numerical calculations. The software 
used to implement said numerical methods has been developed by myself during my 
PhD. Each method is accompanied by examples of the analysis so that the reader can 
understand how the method should be applied.  In addition an insight into the 
architecture of the developed software is provided to illustrate to the reader that our 
software provides unique options for data analysis as well as having outstanding 
computational performance. 
Chapter V describes the numerical and theoretical study of several dynamic 
properties of pairs of magnetic nano-elements. The spatial anisotropy of the dynamic 
dipolar coupling is addressed in this study. It has been found that despite the simplicity 
of the investigated system the latest theoretical approach does not fit with the numerical 
observations for the various parameters of the system. 
Chapter VI describes the study of collective oscillations of 2D arrays of 
magnetic nano-elements and thereby extends the study presented in Chapter V. In 
particular we have found that the frequencies of the localised modes of the arrays are 
strongly correlated with the parity of the array (in terms of the number of elements in 
one column of the array). Additionally, we have found that some eigenmodes of the 
elements comprising the array have a non-rigid character, and so their spatial profile can 
be altered by strong inter-element interaction. Thus, when the elements form a closely 
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packed array, the eigenstates of the elements change, and so the collective bands of the 
arrays may not simply originate from the eigenstates of the isolated element.  
Chapter VII  represents a numerical study of the 3D confinement of spin waves 
in stacks of magnetic nano-elements. In particular we have found that the sign of the 
dispersion of collective spin waves is strongly correlated with the ellipticity of the 
eigenmodes of the isolated nano-element. Moreover we have found that the finite width 
of the magnonic bands results in localisation of spin waves in the regions of increased 
internal field. 
Chapter VIII describes a method of numerical calculation that facilitates the 
extraction of the scattering parameters of the system. This method could be used to 
characterise magnonic devices in a way similar to that used to characterise modern day 
electronics. The scattering parameters could be measured experimentally by Vector 
Network Analyser Ferromagnetic Resonance (VNA-FMR) technique
33
. The results 
presented in this chapter also highlight the limitations of numerical calculations and 
provide some insight into the areas where a classical theoretical approach could be 
implemented. Finally we have found that imperfections in magnetic systems could 
cause an accumulation of the energy of the propagating spin waves resulting in the 
formation of localised modes. This effect has been observed experimentally
34
, however 
the experimental work on this topic is still an emerging field. 
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Background 
 
 
 
 
 
II Background 
II.1 History of magnetism  
 
It has long been known that particular materials show magnetic properties. 
Nevertheless the first step towards a quantitative understanding of this phenomenon was 
made only in the 19
th
 century by Ampere. He discovered that circulating currents are 
responsible for the creation of magnetic fields. He therefore attributed the magnetic 
properties to the presence molecular currents of unknown nature. An attempt was then 
made by Langevin
35
 and Weiss
36
, independently, to make a quantitative theory of 
paramagnetic and ferromagnetic properties of materials. Langevin introduced an 
empirical theory of paramagnetism based on the assumption that only the external field 
acts on the magnetic moments of the paramagnetic material resulting in a small net 
magnetic moment in the direction of the applied field. In order to explain the significant 
net magnetic moment of ferromagnets Weiss introduced so-called “molecular fields” 
that are proportional to the net magnetic moment of the ferromagnets. However, the 
origin of the molecular fields has not been explained. The first explanation for the origin 
of the molecular field was made by Frenkel
37
 and Heisenberg
38
 based on the principles 
of quantum mechanics. In fact, the electrostatic (Coulomb) interaction between two 
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electrons depends on the relative orientation of their spins. The corresponding part of 
the Coulomb interaction is the so-called exchange interaction. This follows from the 
Pauli principle and the fact that wave functions (or “electron clouds”) of the atoms 
(molecules) overlap. In ferromagnets the minimum exchange interaction energy is 
realised when the spins are parallel to each other, therefore the exchange interaction is 
responsible for the magnetic ordering observed in ferromagnetic materials. Usually the 
exchange interaction is found to be isotropic. Therefore the exact orientation of the net 
magnetization is attributed to the presence of other magnetic interactions. In particular it 
is related to the energy of the magnetocrystaline anisotropy (Akulov
39
) and magnetic-
dipole interaction (Frenkel
40
 and Heisenberg
41
). The interplay between these 
interactions is responsible for the spatial configuration of the magnetisation in 
ferromagnetic samples. 
Furthermore, it was found that ferromagnetic materials support dynamic 
behaviour of the magnetization. Landau and Lifshitz developed a phenomenological 
theory to describe the dynamics and relaxation in ferromagnetic materials
31
. The Landau 
– Lifshitz theory predicts, that the ground state of the magnetic system is realized when 
the magnetization M(r) is parallel to the so-called “internal field” of the ferromagnet, 
Hint(r).  
The theory developed by Landau and Lifshitz is phenomenological and is 
based on classical principles. More strict phenomenological theory based on the 
principles of quantum mechanics was later proposed by Heisenberg
42
 and Holstein and 
Primakoff
43
. 
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II.2 Paramagnets 
 
Paramagnetic materials show an increase of the net magnetic moment when 
subject to external magnetic field. This effect is attributed to the fact that atoms of the 
paramagnetic elements have non-compensated electron spins, as required by the Pauli 
principle, thus each atom has a non-zero magnetic moment. The interaction energy 
between the magnetic moments of different atoms is smaller than the thermal energy. 
This means that in the absence an applied field the orientation of the magnetic moments 
is highly disordered and the net magnetic moment vanishes. When a magnetic field, of 
magnitude H, is applied the magnetic moments align along the direction of the applied 
field due to the Zeeman interaction and the net magnetic moment no longer vanishes 
(Figure II.2-1). 
 
Figure II.2-1 
 
Schematics of the paramagnetic order in the absence (a) and 
presence (b) of an applied magnetic field. 
 
Langevin derived a simple expression that relates the magnetic moment of the 
unit atom (  ) with the net magnetic moment of the paramagnet ( ) as given by 
      (
   
   
) (II.2-1) 
(a) (b)
H≠0H=0
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where   is the total number of atoms in the system and              
 
 
 is the 
Langevin function. In the high temperature limit  →   the Langevin function becomes 
zero     →  . In contrast, for low temperature  →   the Langevin function 
approaches to unity     →  . Thus either by increasing the value of the applied field or 
by decreasing the temperature of the sample it is possible to align the magnetic 
moments along a given direction so that the net moment will reach the value of    . 
 The paramagnetic susceptibility of paramagnets,  , is inversely proportional to 
the temperature  and is defined by Curie’s law as 
  
 
 
 (II.2-2) 
where   
   
 
   
 is a constant. For paramagnetic materials   is small and is in the range 
of            . 
According to quantum theory, in the absence of a magnetic field, states with 
different projections of the magnetic moment on a given axis are degenerate. When an 
external magnetic field is applied, the degenerate states split into levels separated by 
intervals of  
      , (II.2-3) 
where   and   are the gyromagnetic ratio and the reduced Planck’s constant, 
respectively. Transitions between these states as a result of the absorption of photons of 
energy   is known as electron paramagnetic resonance. The resonant condition is 
given by 
       (II.2-4) 
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II.3 Ferromagnets 
 
In contradistinction to paramagnetic materials, there is a class of materials that 
can have a significant net magnetic moment without the presence of an externally 
applied magnetic field. Such materials are called ferromagnets. It follows that there is a 
magnetic interaction between the magnetic moments of the system that leads to the 
observed magnetic ordering. Weiss attempted to quantitatively describe the 
phenomenon of ferromagnetism by expanding the theory developed by Langevin. In 
particular he introduced molecular fields in the form of 
      (II.3-1) 
where   is a large constant. The molecular fields are assumed to be specific to the 
ferromagnetic materials. The net magnetic moment of the system is now defined by 
      (
        
   
). (II.3-2) 
Thus the susceptibility is given by 
   
 
    
, (II.3-3) 
where    is known as the Curie temperature. Above this temperature ferromagnets lose 
their magnetic ordering and become paramagnetic. This effect can be explained by the 
fact that the energy of the thermal motion of the magnetic moments overcomes that 
responsible for the ferromagnetic ordering. 
Despite the fact that the Weiss theory gives some quantitative agreement with 
the experiment it does not give an explanation of the origin of the molecular fields on 
which it relies. Moreover it does not predict the direction of the net magnetic moment of 
the system. 
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II.4 Exchange interaction 
 
The energy of the dipolar coupling of two magnetic moments is small 
compared to the thermal energy   . Therefore at room temperature the magnetic dipole 
interaction cannot be responsible for the magnetic ordering observed in ferromagnets. 
Nevertheless, the Coulomb interaction of two electrons separated by the same distance 
as the magnetic dipoles described above is large enough to overcome the energy of the 
thermal motion. 
Quantum mechanics predicts that the mean energy of the Coulomb interaction 
of two electrons depends on the relative orientation of their spins. Electrons are 
Fermions and so are subject to the Pauli Exclusion Principle which states that no two 
indistinguishable fermions can occupy the same quantum state. Thus the exact form of 
the wavafunction of system of electrons depends on the spin coordinates. 
 
Figure II.4-1 
 
Schematic representation of the exchange interaction between two 
atoms. 
Let us consider a molecule consisting of two atoms
46
. If the wave functions of 
the electrons of the two atoms overlap, then there is a possibility for the electrons to be 
s1 s2
+ +
 
 
25 
 
exchanged within the two atoms (Figure II.4-1). According to the Pauli principle, this 
process changes the spatial form of the wave function of the molecule.  
In cases of magnetic interaction of electrons spins could be neglected, the 
wavefunction of the system of interacting atoms (molecules) could be expressed as a dot 
product of spatial and spin dependant parts, which are independent from each other. It is 
worth to point that according to Pauli principle, the full wavefunction (consisting of 
spatial and spin-dependant parts) is anti-symmetric with respect to the coordinates and 
spins. Therefore, anti-symmetric spin-dependant part corresponds to the symmetric 
spatial and vice-versa. In other words, total spin of the exchanged electrons defines the 
symmetry of the spatial wavefunction. If the total spin of the system is either      
     or          , then the spatial part of the wavefunction of the molecule 
becomes either anti-symmetric or symmetric respectively. Such modifications to the 
form of the wavefunction change the energy state of the molecule. Microscopically 
configurations with different total spin localizes in different points of the space, thereby 
enhancing or reducing Coulomb interaction. 
Van Vleck
44
 derived the expression for the energy of the exchange interaction 
      
 
 
                  , (II.4-1) 
where   and     are constants and     is the so-called exchange integral, and 
characterises the type and strength of the interaction between the two spins. Dirac
45
 
showed that the first two terms in (II.4-1) could be neglected as they are independent of 
the spins of the interacting electrons, so that the exchange interaction between two spins 
becomes 
                , (II.4-2) 
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Therefore if         , then the exchange energy is minimised when the two spins are 
parallel. Such magnetic ordering corresponds to the ferromagnetic state. In contrast, if 
        , then the exchange energy minimum is realised for the anti-parallel 
orientation of the two spins. This state corresponds to anti-ferromagnetic ordering. It is 
worth noting that the exchange integral        decays rapidly with distance, as the 
overlapping between electron orbits of interacting atoms (molecules). Therefore the 
exchange interaction is a local phenomenon, and so only the neighbouring atoms can 
effectively interact via the exchange interaction. 
The macroscopic expression for the exchange interaction energy can also be 
derived phenomenologically
46
 by expressing density of exchange energy into Taylor 
series. By taking into account symmetry of the magnetisation with respect to time and 
assuming that sample is infinite, the exchange energy takes the form of 
  ∫
 
 
   
  
   
  
   
  
 
, (II.4-3) 
where     is a second-rank tensor that denotes the strength of the exchange interaction. 
The vector multiplication is dot product if it is not stated otherwise. If the material is 
isotropic then the second-order tensor reduces to a scalar:  . The components of the 
exchange tensor are related to the exchange integral by 
    
  
   
  
 , (II.4-4) 
where 0J  is the exchange integral of the neighbouring atoms and   is the lattice 
constant of the material. 
Expressions (II.4-2) and (II.4-3) apply to the case of a direct exchange 
interaction. However in most ferromagnets the magnetic moments are placed at large 
distances from each other, and so they cannot interact directly due to the highly 
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localised nature of the exchange interaction. In ionic crystals, e.g. Yttrium Iron Garnet 
(YIG), the exchange interaction is realised through the anions placed in between the 
interacting magnetic moments. In contrast the exchange interaction in metals propagates 
via conducting electrons. Nevertheless, the form of the exchange interaction remains the 
same for any type of indirect exchange interaction, while the value of the exchange 
integral (exchange tensor) should be renormalized. 
Despite the fact that the exchange interaction is responsible for the magnetic 
ordering some ferromagnetic materials do not show a net magnetic moment in the 
absence of an applied magnetic field. This phenomenon is related to the formation of 
magnetic domains
47
 whereby the entire volume of the ferromagnet is subdivided into 
sub regions known as magnetic domains. Such domains are characterized to a first 
approximation by a parallel alignment of the magnetic moments within their volume - 
the relative orientation of the magnetic moments within a domain can vary. The 
formation of magnetic domains cannot be explained in terms of the exchange interaction 
detailed above. 
II.5  Magnetic dipole energy 
 
Although the exchange interaction is responsible for the magnetic ordering of 
the system it is independent of the orientation of the ordered spins relative to the 
crystallographic axes. Therefore the exchange interaction cannot lead to the steady state 
of the magnetic system. 
In addition to the strong and short range exchange interaction, there is another 
class of relatively weak but important magnetic interactions that should be considered. 
These interactions are anisotropic, which means that the equilibrium magnetization has 
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preferred orientations (directions that correspond to the minimum of the energy of the 
interactions). These interactions define the ground state of the system.  
The first and most important of these weak interactions is the magnetic dipole 
(or simply dipole) interaction. The dipole interaction is due to the fact that each atom of 
the magnetic material has a dipole moment, so that the atoms interact as an array of 
magnetic dipoles, given by 
   
 
 
∑
(    )   
                 
   
 
   
 
(II.5-1) 
where   and    are the magnetic moments of atoms (molecules) at the i
th
 and j
th
 sites 
of the lattice, while     is the radius vector between them. The dipolar interaction decays 
much slower with distance than the exchange interaction and is non-local. By this it is 
meant that each magnetic moment in the system interacts with every other magnetic 
moment. 
 In the continuous approximation expression (II.5-1) reduces to a simpler form 
given by 
    
 
 
∫      
 
 
(II.5-2) 
where    is known as the dipolar field. It can then be seen by inspection that the dipolar 
part of the free energy density of the ferromagnet is given by 
    
 
 
   , (II.5-3) 
The value of the dipolar field can be derived by solving the magnetostatic 
Maxwell equations with appropriate boundary conditions, as given by: 
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(II.5-4) 
Thus, the dipolar field is frequently referred to as the magnetostatic field. The 
magnetostatic approximation is valid only if the group velocity of electromagnetic 
waves in the chosen medium is far greater than that of magnetic excitations (e.g 
magnons). If this is not the case then the full time-dependent Maxwell equations have to 
be solved in order to find the dipolar field. The solution of the system of equations 
(II.5-4) is given by: 
           
     ∫         
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(II.5-5) 
where      is the magnetostatic potential.  
If the ferromagnet is magnetized uniformly (for instance, by a substantially 
large applied magnetic field) then expression (II.5-5) reduces to the form 
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(II.5-6) 
where        is the demagnetising tensor. In the system of coordinates where the axes 
are defined by the axes of symmetry of the sample under investigation, the 
demagnetising tensor can be diagonalised. The sum of the diagonal components (the 
trace) of the tensor is always equal to unity  
  (      )    
(II.5-7) 
In the case of a perfectly spherical ferromagnet the diagonal components of the 
demagnetizing tensor are equal to each other:              
 
 
 Therefore the 
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demagnetizing field inside the sphere is uniform (while the field could be non-uniform 
outside).  
According to the Eq. (II.5-6) the tensor of demagnetising coefficients        
depends only on shape of the system, and therefore magnetostatic interaction is mainly 
sensitive to the shape of the sample. 
The equilibrium state of the unsaturated ferromagnet is defined by the interplay 
between the exchange and dipolar interactions. The minimum of the dipolar energy is 
only possible if the value of the dipolar field is reduced as follows from (II.5-2). To this 
end the ground state of the sample is subdivided into magnetic domains, so that the net 
magnetisation vanishes. An example of magnetic domains formed in a NixFe1-x 
(Permalloy) film is presented below in Figure II.5-1. 
 
Figure II.5-1 
 
Coexisiting weak and strong stripe domains in a sputtered 1800 nm 
thick Permalloy film with a small perpendicular anisotropy
48
 
II.6 Magnetic anisotropy energy 
 
It has been found that bulk magnetic materials can be relatively easily 
magnetized along certain directions (easy axis), while a greater external field is required 
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along other directions (hard axis)
39
. Typically the easy axis is related to the 
crystallographic axes of the sample and therefore the magneto-crystalline anisotropy. In 
magnetic thin films, the magneto-crystalline anisotropy is also derived from the broken 
symmetries of the crystal at the lateral edges of the sample or at interfaces with other 
materials. 
In general the magneto-crystalline anisotropy is due to the spin-orbit 
interaction. In particular the full magnetic moment of the system (orbital moment plus 
spin) interacts via Coulomb interaction with the electrostatic field of the crystal lattice, 
created by ions which are external to the considered full magnetic moment. The 
problem of the evaluation of the magneto-crystalline anisotropy is complicated from the 
quantum mechanical standpoint. Nevertheless, phenomenologically magneto-crystalline 
anisotropy can be defined more easily. Assuming that the absolute value of the 
magnetization is a constant it is possible to express the magneto-crystalline anisotropy 
energy in the form of a power series in the magnetization. Only even powers of the 
magnetization are meaningful since the system should obide by symmetry constraints in 
time. Finally, the series should contain only those combinations of magnetization 
vectors that follow the crystallographic symmetry of the sample. For instance, for the 
simple case of uniaxial anisotropy the corresponding energy density can be written as 
          
  (II.6-1) 
where    and   define the strength and direction of the uniaxial magneto-crystalline 
anisotropy respectively. If      then the energy of magneto-crystalline anisotropy is 
minimised when   , and so vector   defines direction of easy magnetisation. 
II.7 Zeeman energy 
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The Zeeman interaction is the interaction of the magnetic moments of atoms 
with an external magnetic field. The energy density of the Zeeman interaction is given 
by 
           (II.7-1) 
where    is the external  field. There are no restrictions on the form of the applied field, 
(i.e. it could be a static field, a time-dependent field etc.). In micromagnetic simulations 
a time-dependent applied field is often used to excite magnetisation dynamics (Sections 
V-VIII).  
II.8 Equation of motion of the magnetization 
 
The phenomenological theory of magnetization dynamics and relaxation was 
developed by Landau and Lishitz
31
. They assumed that the absolute value of the 
magnetization is constant so that the dynamics of the magnetization are expected to 
have a processional form. By analogy with the classical equation of precession of a 
magnetic moment in an external field they derived an equation that includes 
contributions from all of the magnetic energies described above. This equation is called 
the Landau-Lifshitz equation and is given by 
  
  
   [      ]    
(II.8-1) 
where      and   are the effective magnetic field and the relaxation term respectively. 
The Landau-Lifshitz equation keeps the length of the magnetization vector constant 
   
  
   (which could be showed by multiplying both sides of (II.8-1) by M); however 
different relaxation terms could alter it. A schematic representation of magnetization 
precession is shown in Figure II.8-1. According to the Landau-Lifshitz equation, the 
magnetization precesses about the direction of the internal effective field. The first term 
 
 
33 
 
of the Landau-Lifshitz equation represents the torque that causes the magnetic moment 
to precess, while the relaxation term causes the magnetization to move towards the 
equilibrium state. 
 
Figure II.8-1 
 
Schematic representation of the magnetization precession around 
the direction of the internal effective magnetic field. 
The metastable state of the system is given by: 
[      ]    (II.8-2) 
Therefore in metastable the magnetization is parallel to the effective field as it was 
mention before. The equilibrium state of the magnetisation requires internal field 
becomes zero       . 
The value of the effective field is derived from the free energy density of the 
magnetic medium 
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The free energy density includes contributions from all magnetic energies present in the 
magnetic system.  
In general, the relaxation term is given by  
   ̂         ̂        (II.8-4) 
where  ̂  and  ̂  are the relaxation tensors
49
 of rank 3. The relaxation term given by 
expression (II.8-4) includes relaxation processes that do not preserve the absolute value 
of the magnetization. An equation of motion that also does not preserve the length of 
the magnetization vector was proposed by Bloch
50
. The modified Bloch equation is 
given by 
  
  
   [      ]       
  
  
      
(II.8-5) 
where    is the relaxation frequency, while    and    are the initial value of the 
magnetization of saturation and the absolute value of applied field, respectively. 
However, if the relaxation preserves the length of the magnetization vector, 
then the relaxation term could be represented by one of the following forms 
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(II.8-6) 
The first and second forms of the expression for the relaxation term shown in (II.8-6) 
were proposed by Landau-Lifshitz, and Gilbert respectively.   is the Landau-Lifshitz 
dissipation constant, while   is the Gilbert damping constant. If the Landau-Lifshitz 
equation is used with the Gilbert damping term, then it is called the Landau-Lifshitz-
Gilbert (LLG) equation. All numerical studies presented in this manuscript have been 
performed using the LLG equation. In the limit of small angle precession (linear 
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approximation), all three forms of the dissipative term given by expressions (II.8-5) and 
(II.8-6) are equivalent.  
Typically garnets are characterized by small magnetic losses around     . 
Metals show much larger damping of around      due to interactions between magnons 
and free electrons. 
Spatially non-uniform dynamical solutions to the Landau-Lifshitz equation are 
called spin waves (SW). 
II.9 Uniform magnetization precession 
 
Despite the fact that solutions of the Landau-Lifshitz equation can be non-
uniform in space, the spatially uniform solutions are of particular interest because they 
could be both easily measured
51
 and derived analytically.  
Uniform precession is characterized by the in-phase motion of magnetic 
moments within a magnetic system. Thus it is not possible to distinguish a particular 
magnetic moment from the rest. From this point of view it is possible to reduce the 
Landau-Lifshitz equation to the case of only one magnetic moment precessing in an 
internal field. Such an approximation is a widely used analytical approach and is called 
the macrospin approximation.  
The frequency of uniform precession can be directly derived from the LLG 
equation. For the isotropic ferromagnetic ellipsoid magnetized along one of its 
symmetry axes (e.g. z-axis) by a applied field Hb, the frequency of uniform precession 
in the ellipsoid is given by 
    √                    (       )    
(II.9-1) 
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The above expression (II.9-1) was derived by Kittel
52
, and is known as the Kittel 
formula. In experimental studies uniform precession is referred to as uniform 
ferromagnetic resonance. 
For the case of a ferromagnet of a spherical shape, the Kittel formula (II.9-1) 
reduces to  
       (II.9-2) 
Therefore for a spherical sample the frequency of uniform precession does not depend 
on its magnetisation. 
For a magnetic thin film magnetized in-plane, only one component of the 
demagnetisation tensor has a non-zero value
24
. Therefore the frequency of uniform 
precession is given by 
    √            (II.9-3) 
Thus for magnetic thin films the frequency of uniform precession depends upon the 
value of the saturation magnetisation  . This property is widely used in experiments to 
determine the value of the magnetization of saturation of the sample by measuring the 
frequency of uniform precession. 
Finally the frequency of the ferromagnetic resonance does not depend on the 
exchange stiffness, since all magnetic moments of the system are oriented along the 
same (precessing) direction. Thus the energy of the exchange interaction remains of 
zero value. 
II.10 Non-uniform precession of the magnetisation. 
Magnetostatic waves 
 
In the general case solutions of the LLG equation are spatially non-uniform. 
Thus the macrospin approximation could not be applied and the LLG equation has to be 
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solved in both the spatial and temporal domains. As the magnetization becomes non-
uniform the dynamic dipolar field cannot be described in terms of the demagnetizing 
tensor, and so Maxwell equations have to be solved with appropriate boundary 
conditions to find magnetic dipolar field. In addition if the spatial profiles of the 
magnetization are non-uniform then the exchange interaction is expected to contribute 
to the magnetisation dynamics. 
In the limiting case of spin waves with wavelength much longer than the 
exchange length the contribution of the exchange interaction becomes negligible 
compared to that of the dipolar interaction. If in addition the spin wave vector of, k, is 
much greater than that of light 
  
 
 
 
(II.10-1) 
then it is possible to neglect the dynamical part of the Maxwell equations so that the 
dipolar field can be described by the magnetostatic Maxwell equations alone. The 
corresponding solutions of Landau-Lifshitz equation are known as magnetostatic waves. 
 The dispersion of magnetostatic waves can be derived from the generalised 
Walker equation
53
 
      ̂      (II.10-2) 
where  ̂ is the high frequency permeability tensor that describes the temporal dispersion 
of spin waves and is derived from the solution of the LLG equation. The solution of 
equation (II.10-2) must satisfy the following boundary conditions
24
 
   
  
 
   
  
 
 ̂       ̂      
(II.10-3) 
where τ and n denote tangent and normal vectors of the boundary. 
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The exact form of the magnetostatic potential given by the solution of equation (II.10-2) 
is divided into two classes of magnetostatic waves. If the magnetostatic potential is 
localized in the entire volume of the sample then the spin waves are called volume 
magnetostatic waves. In contrast, if the magnetostatic potential is only significant near 
the lateral surfaces of the sample, then the corresponding spin waves are called surface 
waves.  
 
Figure II.10-1 
 
Schematic representation of forward-volume magnetostatic spin 
waves geometry is shown together with their dispersion for the 
case of a normally magnetized thin magnetic YIG film (the 
illustration is taken from Ref. 24). 
In the general case of magnetostatic waves equation (II.10-3) is not easily 
solved. Nevertheless it is possible to derive analytical solutions in some limiting cases 
so that the properties of the corresponding spin waves can be investigated. 
Let us consider the case of an infinite isotropic magnetic thin film magnetized 
normal to the plane. We will also consider spin waves of with small wavevectors, and 
so the exchange interaction could be neglected. For spin waves propagating in the plane 
of the film (Figure II.10-1), the magnetostatic potential has the following form
24
: 
                       
      (II.10-4) 
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where   and   are some constants defined by the boundary conditions (II.10-3). Hence 
the potential has a volume form and so here we have a case of volume magnetostatic 
waves whose dispersion is given by
24 
         √  (   
    
  
    
    
) 
(II.10-5) 
where     denotes the order of the standing modes in the confined direction and   is 
the thickness of the film. The dispersion of the volume magnetostatic waves considered 
above is positive so that the signs of the group and phase velocities are the same. Thus, 
the energy of the wave propagates along with its wavefront. Such waves are called 
Forward-Volume Magnetostatic Spin Waves (FVMSSW). 
 
Figure II.10-2 
 
 
Schematic representation of the backward volume magnetostatic 
spin waves geometry is shown together with their dispersion for 
the case of the tangentially magnetized thin magnetic film of YIG 
(the illustration is taken from Ref. 24). 
If the film is magnetized tangentially (Figure II.10-2), the magnetostatic 
potential has a volume form given by
24
 
                       
          . (II.10-6) 
The dispersion of such waves is then given by 
24
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(II.10-7) 
where   denotes the angle between the equilibrium magnetisation and  the wave vector 
of the propagating volume magnetostatic wave. The dispersion of such waves is 
negative and so energy and phase travel in opposite directions. As a result such waves 
are called Backward Volume Magnetostatic Spin Waves (BVMSSW). 
 
Figure II.10-3 
 
Schematic representation of the Damon-Eshbach magnetostatic 
waves geometry is shown together with their dispersion relation 
for the case of a YIG thin film magnetised tangential to the plane. 
The wave vector of the propagating spin waves is perpendicular 
to the equilibrium magnetization (the illustration is taken from 
Ref. 24). 
The form of the dispersion of BVMSSW depends monotonically on the angle 
between their wave vector and the static magnetisation (Figure II.10-2). In the limiting 
case of the wave vector perpendicular to the static magnetization (Figure II.10-3), the 
form of the magnetostatic potential becomes
24
 
                               (II.10-8) 
The potential has a surface form and so the magnetostatic waves have surface character. 
Their dispersion is given by
24
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(II.10-9) 
The group velocity of the surface spin waves is positive as in case of FVMSSW. 
The expression for the dispersion of the surface magnetostatic waves (II.10-9) was 
obtained by Damon and Eshbach
54
, therefore surface magnetostatic waves are often 
called Damon-Eshbach magnetostatic waves. 
Despite the fact that an analytical expression for the dispersion of 
magnetostatic spin waves can be easily derived for the geometries considered it is not 
possible to derive such an expression for more complicated systems, such as unsaturated 
samples of finite dimension. 
 
II.11 Conclusions 
 
Ferromagnetic systems are characterized by a wide range of magnetic 
interactions of different origins and the magnetisation dynamics in such systems has a 
complex character. In addition the Landau-Lifshitz equation is non-linear adding a 
further complication. Magnetization dynamics in realistic samples is not readily 
described analytically in the most cases. Therefore for some cases it is only possible to 
solve the Landau-Lifshitz equation numerically. In particular this applies to the 
problems of magnonics - an emerging area of magnetism that focuses on the 
investigation of spin waves on the nanoscale
32
. 
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Object Oriented Micromagnetic Framework 
 
 
 
 
III Object Oriented Micromagnetic Framework 
III.1 Introduction 
 
The Object Oriented Micromagnetic Framework (OOMMF) is an open-source 
software package
55
 that generates numerical solutions of the Landau-Lifshitz-Gilbert 
(LLG) equation in the time and spatial domains. OOMMF utilizes the well-established 
Finite Difference Time Domain (FDTD) method to solve the LLG equation. The 
principal idea of this method is to replace the continuous volume of the sample with a 
discrete mesh of rectangular cells (with uniform magnetic moment), and so the LLG 
equation can be solved for each individual cell separately. The differential operators 
underlying the LLG equation are replaced by the corresponding finite difference 
operators
56
. The spatial discretization is fixed by the user while the temporal 
discretization is estimated dynamically by the OOMMF solver. 
The rectangular discretization used in OOMMF can lead to artefacts due to the 
“step-like” sampling of the surfaces of the sample. Such sampling artefacts could 
potentially distort the results of simulations. Nonetheless real world nanoscale samples 
also have rough surfaces and so the spatial discretization can in principle be used to 
recreate edge and surface roughness which are common features of devices fabricated 
on the nanoscale.  
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OOMMF calculates both the effective field and the solution of the LLG 
equation. It supports calculation of various magnetic energies, including the Zeeman, 
magnetostatic, exchange, two-fold and four-fold magnetic anisotropies energies.  
As compared to analytical theories, OOMMF does not make any particular 
assumptions on the dynamics of magnetic moments (such as the approximation of small 
angle precession) or assumptions related to the calculations of the magnetic energies. 
Therefore in many cases results obtained using OOMMF can be more general than 
those obtained from analytical theories. This is why OOMMF has become widely used 
to analyse experimental data for cases where analytical theories cannot be developed. 
By varying the numerical model one aims to reveal the origin of the effects observed in 
the experiment. 
In principle OOMMF and other micromagnetic packages could be used to 
evaluate the limitations of analytical theories, as will be shown in Section V. If results 
obtained with micromagnetic simulations and analytical theories are different, 
micromagnetic packages could then be used to estimate the origin of the difference, 
depicting additional terms which should be taken into account in the analytical theory as 
discussed in Section V. 
Finally, micromagnetic simulations can be used to predict new effects even in 
cases where experimental and, or, analytical approaches could not be as easily applied. 
An example of such predictions is provided in Section VII. 
However, any numerical simulations are limited by the available computational 
resources. This means that samples with micrometre dimensions could not be simulated 
using fine meshes. For some applications one can use larger cell sizes to simulate even 
micrometre sized samples. Using of the large cells (as compared to exchange length 
which defines the range of exchange interaction) gives rise to error in the numerical 
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calculation of the exchange energy. Therefore if  large cells are used the results of the 
micromagnetic simulations should be always validated by performing simulations with 
different cell dimensions so as to estimate the effect of their size upon the results. If the 
difference is acceptable in terms of the studied model then one can proceed with the 
simulations that utilise large cells.  
From other end, one cannot refine the mesh used in the simulation beyond 
limits of the continuous approximation
46
 underling the LLG equation. Therefore 
OOMMF cannot be used to solve problems where the continuous approximation is not 
valid, e.g. for cells having dimensions comparable to the lattice constant. 
III.2 A History of Object Oriented Micromagnetic Framework 
 
OOMMF has been developed by Mike Donahue and Don Porter at the Applied 
and Computational Mathematics Division (ACMD) of the National Institute of 
Standards and Technologies (NIST) in close cooperation with the Micromagnetic 
Modelling Activity Group (µMAG). The first public demo was released at the Joint 
MMM-Intermag conference (San Francisco, January 6-9, 1998). At that point, 
evaluation of the 3D spins on 2D meshes was the main goal of the software. After the 
first public demonstration OOMMF became more widely used within the magnetic 
community. Since then micromagnetic problems attempted have become more 
complicated, requiring a more flexible 3D solver to be developed.  
The first public release of OOMMF with a 3D solver was made at the OOMMF 
Workshop 2000, held at NIST/Gaithersburg MD on 18-August-2000. Along with the 
ability to simulate 3D meshes the new solver provided more flexibility in terms of 
specifying the model to be used in the simulations. In particular any magnetic 
parameters of the system (such as the magnetisation of saturation, the exchange stiffness 
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etc.) could be defined point-wise. For this purpose OOMMF began to provide a 
powerful scripting engine. Additionally, a new Application Programming Interface 
(API) was presented to third-party developers who could extend the 3D solver already 
built in to OOMMF so as to support new energy terms or equations of motion of 
magnetisation. Currently there are a growing number of extensions developed for 
OOMMF’s 3D solver57. The list includes; spin-transfer torque, thermal energy and other 
effects.  
 
Figure III.2-1 
 
The schematic images of the spatial discretization into regular 
rectangular cells are shown for rectangular (a) and circular (b) 
geometries.  
 
The growing demands of 3D simulations pushed OOMMF developers to adapt 
their software for multicore environments so that the software could utilize the full 
power of modern computers. This modification significantly decreases the time required 
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for large scale simulations which is of great benefit to any study. Currently there is no 
public release of the parallelized version of OOMMF. Nonetheless developer builds are 
available on-demand from Mike Donahue
58
. The set tests provided in
59
 show an almost 
linear relationship between the OOMMF performance and the number of CPU cores 
available in the system. This means that simulations performed on a four-core computer 
are four times faster than those performed on a single-core system. As the number of 
CPU cores increases rapidly from year to year OOMMF becomes ever more powerful 
opening new opportunities for micromagnetic simulations. 
III.3 Finite Difference Method 
 
The 3D micromagnetic solver in OOMMF is based on the FDTD scheme. This 
means that differential operators in the LLG equation are replaced with corresponding 
finite difference operators so that the LLG equation can be integrated by use of one of 
several well-known numerical schemes (such as the Euler or Runge-Kutta schemes). 
More specifically a Finite Difference (FD) method means that the volume of the 
problem is discretised into rectangular cells. The magnetization is assumed to be 
uniform within each cell. An example of such a discretization is presented in Figure 
III.2-1. OOMMF utilizes the so-called central difference scheme; in which spins are 
located in the centre of the rectangular cells of the mesh. The coordinates      of each 
given spin on the mesh are given by,       
  
 
     
  
 
     
  
 
     , where   , 
   and    denote the dimensions of the discrete cells. By estimating the difference 
between the volumes of the continuous and discretised samples we can quantify the 
significance of artefacts due to the process of discretisation as given by 
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   ∫         
 
∑ ∑∑       
         
 
(III.3-1) 
where      defines the volume of the sample. If the |    |     then the effect of the 
induced artefacts will be negligible. 
Figure III.2-1(a) shows that the discretization of rectangular geometries does not 
lead to artefacts. In particular, the volume and shape of the discretised sample are 
preserved so that |    |   . Meanwhile for the elliptical geometry (Figure 
III.2-1(b)), the volume is not preserved, |    |   , and so  artefacts are introduced 
due to the discretisation. Nevertheless by decreasing the cell dimensions we can make 
the difference in the two volumes approach the limit |    | →   where the artefacts 
would be negligible. However, as discussed above, one cannot reduce the dimensions of 
the cell below the natural physical limits, e.g. below the lattice constant. In particular 
the lattice constant of Permalloy (Py) is 0.3 nm, which defines the lower limit of the 
mesh refinement. Moreover as the cell size decreases the required computational power 
increases, making the duration of the simulations considerably longer. OOMMF does 
not have dedicated algorithms to control the spatial discretization so it must be 
controlled by the user. 
Assuming that the sample is discretized, the LLG equation takes the form 
     
  
      [         
   ]  
    
    
 [     
     
  
] 
(III.3-2) 
where     ,     
   
,     ,      and     
  denote the values of the magnetisation, the 
internal field, the gyromagnetic ratio, the Gilbert damping constant and the saturation 
magnetisation respectively, at the site in the mesh with the  ,   and   indices. The LLG 
equation can now be rewritten as 
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(III.3-3) 
where           is an as yet unspecified function that depends on time and the dynamic 
magnetisation. 
To integrate the discrete LLG equation in the time domain the first order time 
derivatives of the magnetisation 
     
  
 are replaced by the corresponding finite 
difference operators. Thus the time domain becomes discretised and each particular 
point of time,   , is given by:           , where     is set of  time steps chosen by 
the solver during the integration. For the classical Runge-Kutta method
60
 (which is 
among the integration methods of the 3D solver of the OOMMF) the value of the 
magnetization,           at the     time step is given by  
                    
 
 
                
    (           )   
    (   
 
 
            
 
 
  )    
    (   
 
 
            
 
 
  )    
                          
(III.3-4) 
Then the error of numerical calculation is estimated. If for every cell in the 
mesh the error is smaller than some predefined value the time step becomes successful 
and the solver proceeds to the next time step. If the error is larger than the predefined 
value then the time step is reduced and the entire calculation is repeated. One step of the 
rk4 method involves 11 evaluations of
 
     
  
. The rk4 is the fourth-order method and so 
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the absolute value of the error per step and its accumulation are of the order     and 
    , respectively. 
III.4 Exchange energy 
 
The local character of the exchange energy was discussed in Section II.4. This 
means that for each particular point of space the exchange energy is calculated in the 
vicinity of that point and no other points of the sample contribute to the exchange 
energy of the cell. 
 
Figure III.4-1 
 
The schematic representation of the spatial kernel that is used in the 
calculation of the exchange energy. 
The Laplace operator in the expression of the exchange energy (II.4-3) is 
replaced with its finite difference equivalent. Thus for a given cell with indices  ,   and 
 , the discretized form of the expression of the exchange energy could be represented as 
mijk mi+1, j, kmi-1, j, k
mi, j+1, k
mi, j-1, k
mi, j, k-1
mi, j, k+1
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a convolution of the exchange stiffness tensor      with the combination of the 
magnetic moments of the neighbouring cells. 
In OOMMF, the exchange energy is calculated by means of the six-neighbour 
scheme. The schematic image of the convolution kernel is shown in Figure III.4-1. For a 
given cell with indices i, j and k the exchange energy is given by 
    
      ∑        
               
(         )
 
        
 
(III.4-1) 
where    represents the volume that contains those six neighbouring cells, and      
and      represent reduced magnetizations 
    
  
 and 
    
  
 respectively. In the case of 
quasi-2D meshes the six-neighbour scheme reduces to the four-neighbour scheme. 
The six-neighbour scheme does not include the diagonal elements in the 
vicinity of the given cell and so only the cells on the major axes contribute to the 
exchange energy. Thus, if two magnetic materials are connected together, but the 
connected cells are laying on the diagonals of the mesh for the given cell, these 
materials will not interact through the exchange coupling.  
The exchange stiffness tensor could be represented in terms of exchange length 
as 
        
    
        
 
 
 
(III.4-2) 
where     
  is the exchange length of the magnetic moments with indices  ,  ,   and  , 
 ,  . By substituting (III.4-2) into (III.4-1), we obtain  
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(         )
 
       
 
(III.4-3) 
The exchange length defines the range of the exchange interaction in the 
material. Therefore only the magnetic moments that lie at the sphere whose radius is 
that of exchange length are can interact with one another via the exchange interaction. 
However expression (III.4-3) could be used to estimate the energy of the exchange 
interaction if the distance between the spins is larger than the exchange length. In this 
case the value of the exchange interaction will be reduced relative to the case where the 
distance between moments is less than the exchange length.  If the exchange interaction 
is of particular interest for simulations and, or, plays a significant role in the observed 
effects then in order to calculate its energy correctly one should use a mesh formed by 
cells with dimensions such that |         |         . In particular the value of the 
exchange length in Py is approximately 5nm. Therefore each dimension of the 
rectangular cells forming the mesh of the sample should be smaller than 5nm. 
Nevertheless if for some reason certain dimensions of the mesh are expected to have a 
reduced impact of the exchange energy then the cell size could be increased above the 
value of the magnetostatic-exchange length for those directions as described in Sections 
V-VII. 
III.5 Magnetostatic field  
 
The magnetostatic interaction described in Section II.5 has a non-local 
character. Therefore for each particular point in space the value of the magnetostatic 
field is a superposition of those magnetostatic fields created by all other points within 
the volume of the sample. If the sample is discretized then the calculation of the 
magnetostatic field within a given cell requires the summation of the magnetostatic 
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contributions from every cell of the mesh. Such a straightforward approach requires 
significant computational resources and is therefore impractical in most cases. 
To calculate the value of the magnetostatic field the 3D solver in OOMMF 
utilizes the convolution theorem
61
. If the magnetostatic interaction has a non-local 
character in real space it becomes local in reciprocal space. If we assume that the 
magnetization is uniform within each cell then the demagnetizing tensor of the cell,      
can be calculated with high accuracy using the expression developed in Refs. 62,63. If 
the mesh is discretised in the regular way so that the cell size is constant across the 
mesh then the demagnetizing tensor needs to be calculated only once i.e.       . 
Therefore in the discretised reciprocal space the value of the demagnetizing field at the 
cell with indices  ,   and    is given by: 
 ̃   
     
        ̃   ̃     (III.5-1) 
where “~” denotes the Fourier image of the given variable. The value of the 
demagnetizing field in real space is calculated by taking an inverse Fourier transform of 
equation (II.5-1)  
    
     
         
    ̃   ̃    , (III.5-2) 
Where       denotes backward FFT. 
The Fourier image of the demagnetizing tensor is calculated only once when 
the simulation is initialised. Thus the calculation of the demagnetizing field requires one 
forward and one backward Fast Fourier transformation in 3D. This method has great 
computational advantages over the straightforward calculation detailed earlier and is 
also used in other micromagnetic packages
157
. 
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III.6 Magnetic anisotropy 
 
The anisotropy has a local character and so its energy depends on the magnetic 
moment of a particular point in the sample. When the volume of the sample is 
discretised the expression for the energy of the uniaxial anisotropy (II.6-1) becomes 
    
                         , (III.6-1) 
where       and      denote the cell-wise values of the uniaxial anisotropy constant and 
the directions of the anisotropy axis respectively. 
III.7 Other energy terms 
 
As soon as a version of OOMMF containing a 3D LLG solver was released the 
comprehensive API become open to third-party developers. Therefore, the out-of-the-
box functionality of OOMMF could be extended by means of additional extensions 
written for particular purposes. Several such extensions have become publically 
available since the initial release of the 3D solver in OOMMF. A complete list of the 
extensions can be found in Ref. 57. Here is a partial list of the extensions: 
a) Modelling of the finite temperature via a field term of the Langevin type64. 
b) One-dimensional periodic boundary conditions65. 
c) Uniaxial anisotropy with a fourth order term66. 
d) Cubic anisotropy with sixth and eighth order terms67. 
e) Spin-torque terms describing current-induced domain wall motion68. 
f) Two-dimensional periodic boundary conditions69. 
In addition the 3D solver in OOMMF provides an extension for calculating the 
spin-transfer torque by means of the Slonczewski term
70
. Therefore one can conclude 
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that OOMMF covers the major aspects of magnetization dynamics described by the 
LLG equation. 
III.8 Multi-Threaded Micromagnetic framework 
 
When the parallelized version of the 3D solver in OOMMF was not available I 
modified the serial version of OOMMF to gain performance improvements in multi-
core computing environments. The project acquired the name of Multi-Threaded 
Micromagnetic Framework (MTMF). The main purpose of this project was the 
calculation of magnetization dynamics in 2D arrays of rectangular elements, with the 
number of elements higher than in the recent studies
89
, (typically, 3x3 or 5x5). The 
serial version of OOMMF did not provide sufficient computational power to simulate 
such arrays on practical timescales. I therefore utilised the OpenMP framework to 
partially parallelize the serial code of OOMMF. In particular, calculation of the 
exchange and magnetostatic energies and the Runge-Kutta solver were thoroughly 
parallelized. In addition the FFT and vector operations within the core of the 3D solver 
in OOMMF were rewritten in terms of SSE instructions
71
, rather than the pure C++ 
code. 
Measurements performed on a test sample containing ~1.5·105 cells showed a 
performance improvement of around ~2.8 when running on four computational cores. 
Thus our group acquired a powerful tool before the public availability of the 
parallelized version of OOMMF. This allowed us to simulate the magnetization 
dynamics of arrays of rectangular elements containing more elements than all previous 
studies. The majority of the data presented in Section VI was calculated using this 
MTMF software. 
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However the OpenMP parallelization has some weak points limiting the 
performance enhancement that one can ultimately achieve with this method. In 
particular, in a system with several CPUs each processor has its own local memory and 
the software should take this into account since access to the non-local memory 
generates performance penalties and thereby reducing overall computational 
performance. The scenarios of such memory access patterns are called Non-Uniform 
Memory Access (NUMA)
72
 and are supported by the majority of the available operating 
systems. However the developer should manually take care of the memory access 
patterns in the software in order to achieve maximum performance. The OpenMP 
framework does not support NUMA explicitly, and so, the MTMF software does not 
scale as well on systems with several physical CPUs. 
III.9 OOMMF as compared to the other micromagnetic packages 
 
OOMMF has been extensively used by the magnetic community and has 
proven its capability in describing experimental results and giving insight into the 
physical phenomena underlying the experimental observations. Nevertheless there are 
other micromagnetic solvers available. A list of the major packages is given in Table 
III.9-1. 
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Package name Type of 
license 
PBC Spin 
transfer-
torque 
support 
Method of 
calculation 
Multicore 
support 
Supported 
platforms 
OOMMF Freeware 2D Yes FDTD Yes  Win32 
UNIX 
Linux 
NMag  Freeware 3D Yes Finite 
Elements 
Yes  UNIX 
Linux 
MagPar Freeware No Yes Finite 
Elements 
Yes Win32 
UNIX 
Linux 
LLG Commercial 2D Yes FDTD No Win32 
MicroMagus Commercial 2D Yes FDTD Yes  Win32 
 
Table III.9-1 
 
A comparison chart of the available micormagnetic solvers. 
The table shows that OOMMF is among the most flexible packages available. 
It provides support for virtually any computational platform on the basis of a free 
software licence. The memory requirements of the Finite Elements Method (FEM) are 
an order of magnitude greater than those of the FDTD method. Therefore calculations of 
large samples require amounts of memory that are not always available for regular users 
without access to computational clusters or supercomputers. 
Commercial packages (such as LLG and MicroMagus) have very limited 
features and suffer from relatively poor performance on multicore machines. In addition 
the algorithms of the calculations used in the commercial software are “closed” 
providing the user with little insight into the methods by which the calculation carried 
out. However they do provide a graphical interface to the user together with data 
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analysis functions which sometimes considered being more important than other 
features. 
III.10 Conclusions 
 
Here I have described how OOMMF, which is used for the studies described in 
this thesis, is a very versatile tool for micromagnetic studies. It provides a 
comprehensive set of features together with support for state-of-the-art computational 
techniques. The algorithms for the calculations used in OOMMF have been widely 
adopted and validated within the other fields of physics. There is also a number of 
studies available suggesting that OOMMF provides the most adequate solutions of the 
LLG equation as compared to the other micromagnetic packages
73
.  
The functionality of OOMMF can be expanded by means of additional 
extensions. The development of OOMMF is still on-going and the development of such 
extensions is supported by the OOMMF core developers upon request.  
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Semargl: A Tool for Advanced Processing of real space sampled data 
 
 
 
 
 
IV Semargl: A Tool for Advanced Processing of Real Space 
Sampled Data 
IV.1 Introduction 
 
OOMMF and other numerical micromagnetic packages solve the LLG 
equation in real space and the time domain. In order to gain an insight into the magnetic 
processes underlying the simulations one has to analyse the data thoroughly. However 
the currently available micromagnetic packages do not provide tools for in depth data 
analysis and so only simple data manipulations can be done (such as the spatial 
averaging of the data). Any extensive data processing requires third-party tools to be 
developed and implemented. 
There are many possibilities in terms of data analysis. One way is to use 
commercially available software (such as Origin
74
). The main disadvantage of this 
method is that commercial software is made to be simple and user-friendly and so the 
performance of software is reduced at the expense of the user experience. For instance 
such packages keep several instances of the data in order to perform so-called “undo” 
operations. Therefore large amounts of data cannot be analysed because of the limited 
size of the computer memory. Moreover commercial software is usually designed to be 
 
 
59 
 
compatible with several recent and legacy computational platforms. Thus most recent 
computational technologies are usually not supported by professional third-party 
software.  So, the performance of the commercial software is usually far below the 
possibilities of the recent computational platforms and architectures meaning that only 
results from small simulations (in terms of the number of cells in the mesh) can be 
analysed on practical timescales. 
Another approach is to use high-level programming languages (e.g. MatLab
75
) 
in order to develop custom software for the data analysis. Nevertheless in the fault-
tolerant environments (such as MatLab) some assumptions are made on the memory 
layout and computational technologies in order to prevent software from crashes and, 
or, security vulnerabilities. Therefore in high-level programming languages the memory 
initialization and access patterns are not optimised. This limits the maximum amount of 
data that can be analysed. In addition the memory access performance is limited which 
provides the main bottleneck for calculations. The high-level computational languages 
do not provide tools for the low-level tuning of the code and developers must therefore 
rely on the optimization capabilities of the compilers of high-level programming 
languages. Typically the compilers do not include the most recent computational 
capabilities such as the latest processor instruction sets. Therefore the performance of 
the compiled code is further limited. In summary,  despite the fact that data analysis 
using a code written in a high-level programming language has benefits over the use of 
third-party software the computational performance and memory consumption of such 
implementations are still below the limits required for the analysis of large sets of data. 
Finally, one can use regular programming languages (such as C/C++) in order 
to develop the data analysis software. This gives the developer full control over the 
memory management and computational features. Therefore the custom code can 
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include all recent computational technology and can be thoroughly optimised for high 
performance calculations. This approach gives the developer the possibility to use the 
properties of particular data set in order to make assumptions within the code that can 
lead to major performance improvements. 
I present custom software called semargl that has been developed by myself for 
the analysis of large amounts of data produced by micromagnetic simulations. The 
software is free to use and it is available for download from 
www.magnonics.org/semargl/ and includes unique methods of data analysis. Initially it 
was written in order to analyse data generated by OOMMF. However any data probed 
on a regular mesh could be analysed. For instance, the Nmag package has special 
extensions that transform data on an irregular mesh (widely used by FEM packages) 
into the form usable in OOMMF. Therefore semargl can be used to analyse data 
generated by Nmag as reported in Ref.73. At the present stage of development semargl 
is parallelized using the OpenMP framework. Its performance in single processor 
systems scales linearly with the number of computational cores. The parallelization is 
tuned to support NUMA by means of local-to-processor memory allocation. Therefore 
the performance of semargl scales almost linearly with the number of processors 
available in the system. semargl is not implicitly optimised for modern processor 
architectures. For this we rely on the compilation capabilities of C/C++ compilers. The 
DFT routines used in semargl are derived from the AMD ACML library
76
 as permitted 
by its license. Our tests have shown that the AMD ACML library utilises the processor 
power on both AMD and Intel processor architectures excellently. 
IV.2 Data pre-processing 
 
The main advantage of custom data analysis software using low-level 
languages is the full control over the memory management afforded to the user. In 
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particular all operations with large arrays of data are done in-place and so no additional 
memory is required for the processing, except perhaps some small fraction of the 
temporal storage. The data operations in semargl are non-reversible and so the software 
does not store several instances of the data thereby reducing the workload on the 
memory. 
semargl software has been developed with the analysis of linear magnetization 
dynamics in mind as described in Ref.24. Therefore we assume that the amplitude of the 
magnetization precession is small.  
The result of micromagnetic simulation is the set of magnetisation vectors 
           defined on discrete meshes both in time and spatial domains, and so      is 
the radius-vector of the cell of the 3D mesh with indices  ,  ,  , and    denotes the value 
of the time corresponding to the n
th
 time step. Due to the nature of the analysis our 
software requires that the spatial and time discretization be regular. Therefore results 
produced by the micromagnetic solvers based on the FEM scheme have to be 
interpolated to form a regular mesh. The latter interpolation is not a part of semargl and 
must to be done using other third-party software tools, as it is done for instance in 
nmagprobe
160
. The ground state of the magnetization is of the form            . 
Then the deviation of the system from the ground state is calculated as follows 
   (       )   (       )             , (IV.2-1) 
This approach is valid even for large angle precession as long as the ground 
state is not altered by the excitation field. If necessary the subtraction of the 
magnetization of the ground state can be bypassed by user with the full magnetization 
vector being analysed in this case. 
In linear approximation the form of the dynamic magnetization is given by 
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   , (IV.2-2) 
where    is the amplitude of precession and   is the corresponding frequency. 
Therefore spectral analysis requires only one component of the dynamic magnetization 
to be analysed in order to extract the resonances of the system. This component is 
orthogonal to the magnetization vector of the ground state, since the dynamic 
component of the magnetization parallel to the magnetization vector of the ground state 
is expected to be zero in the linear case. Therefore semargl allows the user to analyse 
only one component of the magnetization and thereby reduces the memory footprint by 
a factor of three. Nevertheless if the trajectory of precession is of interest to study then 
semargl can be used to analyse separately each particular component of the 
magnetization. The results can then be combined using third-party software. By 
performing the analysis in three stages we introduce a performance overhead caused by 
the multiple data loading from the storage devices. However the memory footprint is 
reduced allowing us to analyse larger data sets. At the same time the time for the data to 
load could be reduced by using Solid State Drive (SSD) based Storage which allows one 
to load data almost 5 times faster than when a regular magnetic data storage device is 
used. 
IV.3 Probes 
 
There are situations where it is necessary to analyse data from only a part of 
the simulated sample. This could be used for example to reproduce experimental 
conditions in the form of the profile of the optical spot used to probe the magnetic 
signal
92
 in pump probe experiments that utilise ultra-fast lasers. There are also cases 
where the system exhibits a very complex dynamic response and so it is more 
convenient to analyse some of its parts separately so as to understand the origin of the 
overall response. Therefore semargl allows one to choose the part of the sample to be 
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analysed by using the concept of “probes”. In particular semargl allows one to specify 
rectangular probes and can simulate the skin-depth and profile of the optical spot, which 
is assumed to have a Gaussian distribution. In this case, the general form of the probe is 
given by 
 (    )   
  
(          
)
 
      
          
 
 , 
(IV.3-1) 
where  ,      ,   and      
  denote the diameter and position of the centre of the optical 
spot and skin depth and surface of the sample, respectively. The probe can be applied 
not only to the entire sample, but to any of its rectangular regions. 
In general, the probes affect all other calculations performed by semargl. The 
probe should be specified only once since all operations performed by semargl are non-
reversible. 
semargl software provides the user with an abstract representation of the 
sample based upon the absolute values of the magnetisation in the ground state or at one 
of the time steps, depending on the type of data pre-processing used. If the pre-
processing involves the ground state of the magnetisation, then the image is extracted 
from the ground state. Otherwise, one of the time steps is used. 
IV.4 Real space - time domain data analysis 
 
In certain situations, analysis of the data in the real space time domain has 
some advantages over those in the real space frequency and reciprocal space frequency 
domains. In particular data represented in this way could be used to study scattering 
processes.  
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After the pre-processing described above the data takes the form of an array of 
scalar values. The data could be projected onto the (0, 1) interval and mapped to the 
predefined colour space. The colour space used by semargl takes gradation of blue and 
red for negative and positive values, respectively. semargl allows one to visualize the 
projection of the data onto each  axis of the system under investigation. In particular to 
visualize the    component of the magnetization along the  ̂  axis and data can be 
averaged along the other axes by taking 
         
 
  
∑ ∑  (    ) (       )  , (IV.4-1) 
where   and   denote the number of cells in the mesh along the  ̂  and  ̂  axes 
respectively. The main disadvantage of such an averaging scheme is that any anti-
symmetric magnetization dynamics along  ̂  and  ̂  will be averaged out. Nevertheless 
by configuring the probe function in such a way as to break the symmetry of the anti-
symmetric modes it is possible to detect them. 
 
Figure IV.4-1 
 
A schematic diagram of a simple magnonic device is shown. The 
device is represented by the Co layer in-between the Py 
waveguides. The regions marked “D” have magnetic parameters of 
Py with high damping so as to prevent back reflections of spin 
waves. 
 
Input waveguide
Output waveguide
Device-under-testLocalized pumping 
supporting propagating 
SW regime Regions marked 
with D are damped 
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The real space time domain analysis detailed above has been applied to the 
geometry presented in Figure IV.4-1. The results are presented in Figure IV.4-2. 
 
Figure IV.4-2 
 
The propagation of spin waves is shown in the real space - time 
domain. The blue line represents the wave front of spin waves 
(marked as (X)). 
 
The sample under investigation is a 1D Py nanowire. The end regions of the 
sample have an increased value of the damping constant - marked “D”. A Co layer is 
placed in the centre of the nanowire. Magnetization dynamics are excited by a small 
transient pulsed magnetic field localized in the small region near the left edge of the 
wire. We observe propagating spin waves moving along the length of the nanowire 
from the region on the left where the pulsed excitation was localised. The sloping line 
(X) represents the wave front of the spin waves. At some point the spin wave reaches 
the Co layer and is scattered from it. Some portion of the spin waves reflects back from 
the Co layer, while another part propagates through it. The interference of spin waves 
inside the Co layer leads to the formation of standing spin waves localized with the Co 
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layer. Figure IV.4-2 suggests that propagation of the spin waves in the layers with 
increased damping is negligible. 
Thus by analysing the data in the real space - time domain allows one to use 
micromagnetic simulations to study the scattering of spin waves from non-uniformities 
in 1D magnonic waveguides and has the potential for further studies in 2D and 3D 
samples. 
IV.5 Real space - frequency domain data analysis 
 
In the time domain the magnetization dynamics at each point in the sample are 
a superposition of the different modes excited in the system. Therefore one cannot 
analyse the spatial character of each mode separately. However by transforming the 
magnetization dynamics into the frequency domain one can study the real space 
evolution of individual modes independently. For example this method could in 
principle be used to analyse the efficiency of magnonic crystals at desired operational 
frequencies. This could allow the prediction of the formation of band gaps and their size 
by analysing the spatial attenuation of spin waves.  
This method is closely related to the one described earlier in Section IV.4. The 
only difference is that the data is transformed into the frequency domain prior to the 
spatial averaging. The absolute value of the amplitude of the Fourier image is spatially 
averaged as  
 ̅        
 
  
∑ ∑  (    )| ̃(       )|  , (IV.5-1) 
In doing so, we exclude any phase information from the analysis. Therefore the 
spatial averaging performed using expression (IV.5-1) does not cancel any anti-
symmetric modes. This gives one a great advantage over the real space time domain 
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analysis described in Section IV.4. Finally the spatially averaged data are then mapped 
onto the colour space as described in Section IV.4 
 
Figure IV.5-1 The propagation of spin waves as a function of their frequencies is 
shown. 
 
An example of the real space frequency domain is shown in Figure IV.5-1. The 
geometry of the problem is identical to that described in Section IV.4. Essentially, 
Figure IV.5-1 represents a temporal Fourier image of Figure IV.4-2. 
The data presented in Figure IV.5-1 suggests that the Co layer acts as a 
frequency selector for spin waves. In particular some spin waves pass through the Co 
layer while some are almost completely reflected from it. The Co layer accumulates 
some energy from the incident spin waves as is seen from the increased amplitude of the 
spin waves within the Co layer. Moreover resonant energy absorption is observed at 
higher frequencies of around 3.3 THz. In addition it is seen that at the lower frequencies 
the efficiency of the excitation of the spin waves is small. This could be attributed to the 
fact that spin waves cannot be excited below the FMR frequency of Py. The FMR 
frequency of Co is higher than that of Py in large part due to the higher value of the 
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saturation magnetization in Co. Within the range of frequencies between the FMR 
frequencies of the Py and Co the incident spin waves are completely reflected from the 
Co interface through which their propagation is not allowed. 
The analysis of the data in the real space - frequency domain yields new 
advantages as compared to those in the real space - time domain. In particular one can 
study the spatial character of spin waves separately for each particular mode of the 
system. 
IV.6 Frequency domain data analysis 
 
Spectral analysis is one of the crucial methods for the investigation of the 
resonances of a magnetic systems. semargl software has three different methods by 
which to extract the frequency response of the system from the spatially and time 
resolved data produced by micromagnetic simulations. 
Experimental techniques only have access to the spatial response of the system 
averaged over length scales which are limited by their spatial resolution. In particular 
current optical techniques have a diffraction limited spatial resolution of around 400 
nm
92,77
. Thus the magnetisation dynamics in truly nanoscale samples cannot be resolved 
in space at present and only the spatially averaged response can be measured. Therefore 
the first method realised in semargl simply reproduces the process of the data 
acquisition used in time-resolved experiments. At each time step the data is averaged 
over the volume of the sample in the real space and then transformed into the frequency 
domain by applying Discrete Fourier Transformation (DFT) as 
 ̅         (
 
   
∑ ∑ ∑  (    ) (       )   ), 
(IV.6-1) 
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where   is the number of cells along  ̂  axis and      is the temporal DFT. This method 
has several disadvantages. First of all any anti-symmetric excitations of the system will 
be suppressed as discussed above. Nevertheless this is on par with experimental 
observations. The second disadvantage is the lack of spatial resolution when the simple 
averaging scheme is applied. In particular in order to understand the nature of the 
resonances of the system it is vital to investigate the spatial profile of each particular 
mode. 
The second method implemented in semargl is free from the disadvantages 
described above. In particular it can be used to reconstruct the spatial profiles of the 
magnonic modes. Moreover the method does not suppress anti-symmetric modes. 
Therefore using the second method one should be able to extract virtually all possible 
resonances of the system limited only by the type of the excitation used in the 
simulations. Indeed if the symmetry of the excitation is orthogonal to that of a particular 
mode then either it will not be excited at all or its amplitude will be vanishingly small.  
For the second method the temporal Fourier image is calculated for each cell in 
the mesh prior to the averaging as 
 ̃(       )      ( (    ) (       )), 
(IV.6-2) 
The total spectrum is then calculated by averaging the Fourier amplitudes ),(~ ijklm r  
from 
 ̅     
 
   
∑ ∑ ∑ | ̃(       )|   , (IV.6-3) 
The spatially resolved temporal Fourier images of the magnetization calculated using 
expression (IV.6-2) are essentially the set of profiles of the magnetisation for any 
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particular frequency. Therefore the image of a particular mode could be reconstructed 
by mapping the amplitude of the mode onto the colour space at the frequency of     
 (    )   ̃(       )|    
, (IV.6-4) 
The frequency of the resonances    can be extracted from the calculated spectra using 
either expression (IV.6-1) or (IV.6-3). Therefore the second method gives much greater 
insight into the dynamical processes occurring in the investigated system as compared 
to the first method described earlier. 
The spectrum calculated using the second method contains contributions from 
all modes of the system. Sometimes it is more convenient to analyse only lower-order 
modes (modes having a low number of nodal lines) while excluding higher-order modes 
from the analysis. The presence of the higher-order modes can effectively increase the 
line width of the resonances making the spectrum insufficiently clear for the analysis. 
Moreover by reducing the impact of the higher-order modes it is possible to suppress 
some artefacts of the simulations; this will be described in Section IV.8. The third 
method of spectrum calculation aims to address the problem of the analysis of the 
modes within a certain range of values of wave vector.  
In order to exclude the impact of higher-order modes on the response of the 
system one has to transform the real space frequency domain data into the reciprocal 
space by applying the spatial DFT as follows 
 ̃(       )      ( ̃(       )), 
(IV.6-5) 
where     denotes the spatial DFT. Then only modes with whose wave vectors lay 
within a certain range |      | are averaged in the reciprocal space as shown by 
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 ̅     
 
  
∑ ∑ ∑ | ̃(       )|   , (IV.6-6) 
where    denote the number of cells in the reciprocal space lying within the range of 
the wave vectors spanning |      |. 
The only disadvantage of the third method is the lack of possibility to 
reconstruct the spatial profiles of the modes as the entire data is transformed into the 
reciprocal space. Nevertheless it is possible to reconstruct the spatial profiles of the 
resonances using the second method with the frequencies extracted from the spectrum 
calculated using expression (IV.6-6).  
Examples of the spectral analysis performed using the three different methods 
are presented in Figure IV.6-1. The different methods of analysis were applied to an 
isolated nano-element made of Py. The lateral dimensions of the element are 100x50x10 
nm. An external field of 1.5 kOe was applied along the long axis of the element. The 
profiles of the Fourier amplitude and the phases of the modes were extracted using the 
second method. The spectrum acquired with the first method shows a reduced number 
of resonant peaks, as expected. The third method suppresses the mode of frequency at 
approximately 29.27 GHz. The spatial profile of this mode suggests that it is perfectly 
anti-symmetric, so that the phase of the oscillations is shifted by π between the adjacent 
cells. This mode is expected to have a frequency far above the considered range because 
of the large effect of the exchange interaction. Therefore we attribute the observation to 
artefacts in the simulations. Since such artificial modes have very large wave vectors 
they can be easily suppressed by using the third method of analysis. 
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Figure IV.6-1 The spectra of magnetization dynamics along with the spatial 
profiles of the dominant magnonic modes are shown for an isolated 
nanoscale rectangular element. 
 
The reduced amplitude of non-uniform modes can be explained by their 
reduced coupling to the uniform excitation normally used in the simulations.  
Finally by utilizing the three methods of analysis described above it is possible 
to extract the entire set of resonances of the system along with their spatial profiles. 
Such an approach is very useful for studies of spin wave confinement in a variety of 
magnetic structures. However this method does not allow one to investigate the 
dispersion of spin waves quantitatively. Only qualitative analyses could be performed 
by estimating the dependence of the mode frequencies on the number of nodal lines in 
the mode spatial profiles. 
IV.7 Reciprocal space - frequency domain data analysis 
 
The dispersion of excitations is the most widely used approach for the 
characterization of systems in solid state physics. As compared to the data represented 
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in the real space time domain the dispersion gives complete information about the 
system in a form that is most suitable for gaining understanding as well as further 
analysis. For instance band-gaps in the dispersion relation are an indication of some 
spatial periodicity of particular parameters of the system. The width of the band-gap 
gives insight into the depth of the periodic modulation of said parameters. In addition 
the dispersion could be used to detect localized modes since they have no spatial 
dispersion. Therefore in order to investigate spin waves in magnetic systems it is 
essential to be able to extract the full magnonic dispersion relation from micromagnetic 
simulations. 
To calculate the dispersion of spin waves one should transform the real space 
time domain data into the reciprocal space frequency domain as given by expression 
(IV.6-5). As spin waves are characterized by spatial dispersion, in the reciprocal space 
frequency domain they exist only in particular points as given by their dispersion 
relation    . Therefore local maxima of the magnetization amplitude  ̃(       ) in the 
reciprocal space frequency domain correspond to spin wave excitations. Thus, by 
applying a suitable algorithm to estimate the coordinates of the local maxima of 
 
 ̃(       ), it is possible to extract the frequencies and the wave vectors of spin waves 
in the given system. In particular the spin wave dispersion could be extracted by 
estimating the roots of the following equation 
  ̃(       )
     
|
        
 
  ̃(       )
   
|
          
    
(IV.7-1) 
However equation (IV.7-1) cannot be easily solved in the general case. Moreover the 
system can have several dispersion branches with very close differential parameters 
(such as gradients). Thus, the reconstruction of the shape of the dispersion curve 
requires sophisticated algorithms to distinguish different dispersion branches to be 
 
 
74 
 
developed. Therefore at the present stage of its development the semargl software 
cannot extract quantitatively the dispersion of spin waves in the form of tabulated data. 
Nevertheless, this feature has been implemented for the case of a single dispersion 
branch (the case which can be simply analysed without sophisticated algorithms of 
separating of different dispersion brunches) as described in Section VIII. At the 
moment, this feature is missing from the semargl3 software and planned to be 
implemented in future releases. 
The qualitative character of the dispersion can be investigated by mapping 
magnetization amplitude the  ̃(       ) onto the colour map as discussed in Section 
IV.4. Then the shape of the dispersion and its main features can be estimated. Moreover 
the acquired image could be overlapped with an image one obtained experimentally that 
gives the same information, e.g. the regular Brillouin Light Scattering (BLS)
78
,
79
.  
The main advantage of this technique for the calculation of magnonic 
dispersion curves is that the amplitude of the spin waves,  ̃(       ),  is always 
extracted in addition to the values for their wave vectors and frequencies. This 
amplitude can be used to study scattering processes in the magnetic system, as will be 
discussed in Section VIII.
 
An example of the spin wave dispersion extracted from OOMMF simulations 
is shown in Figure IV.7-1. The simulations were performed on the structure investigated 
experimentally in Ref. 80. In particular a Py stripe having dimensions of 40 µm x 0.6 
µm x 30 nm was studied. An external field of 2.9 kOe was applied parallel (Figure 
IV.7-1(a)) and perpendicular (Figure IV.7-1(b)) to the long axis of the stripe. Several 
dispersion branches were observed when the field was parallel to the major axis of the 
sample. In the region of small wave vectors the entire set of dispersion branches is 
characterized by negative dispersions as it is expected for the BVMSSW geometry
24
. 
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When the value of the wave vectors increases the exchange interaction eventually 
overcomes the magneto-static interaction at which point positive dispersion is observed. 
The presence of several dispersion branches is associated with spin wave confinement 
in the transverse direction. In particular observed dispersion branches differ by the 
values of the transverse component of the wave vector. 
 
Figure IV.7-1 
 
The spin wave dispersion is shown for the directions parallel (top 
panel) and perpendicular (bottom panel) to the direction of 
magnetisation in the ground state. 
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The transverse direction is characterized by positive dispersion as it coincides 
with the geometry studied by Damon and Eshbach
81
. Thus a higher value of the 
transverse wave number corresponds to branches of higher frequencies. The intensity of 
these branches decreases as the value of the transverse wave vector increases. This 
effect is related to the fact that when modes become more spatially non-uniform their 
coupling to the uniform excitation decreases. 
When the field is applied perpendicularly (Figure IV.7-1(b)) positive 
dispersion is observed. This is in agreement with the expectations for the Damon-
Eshbach geometry. As in the case of BVMSSW geometry several dispersion branches 
are observed. The lowest frequency branch is associated with spin waves localized in 
the demagnetized regions - where the value of the internal field is reduced
144
 and so the 
frequencies are reduced as compared to the higher frequency group. The BVMSSW 
geometry does not have such demagnetized regions therefore this type of spin waves is 
not observed in the case when the field was applied along the major axis of the wire. 
The transverse component of the wave vector is now associated with the BVMSSW 
geometry. Thus, if the value of the transverse component of wave vector increases the 
frequency of the dispersion branch decreases. The reduced intensity of the dispersion 
branches could be explained by their reduced coupling to the spatially uniform 
excitation field as was described above for the BVMSSW geometry. 
In conclusion the calculation of the spin wave dispersion gives one a powerful 
tool for understanding the physics of the observed effects. 
IV.8 General notes on the analysis of the data using semargl 
software 
 
The major disadvantage of computational techniques such as FDTD and FEM 
is that the volume of the sample and the time domain are discretised. Thus continuous 
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functions are replaced with ones that are defined only at certain points in space and 
time. The parameters of the spatial and temporal sampling define the properties of the 
Fourier transformation of the discrete datasets. Therefore the parameters of the 
discretization may affect the analysis performed by the semargl software.  
Let us consider a volume discretised in a mesh with cells having dimensions of 
r , while the time domain is regularly divided into intervals of time t . Thus 
according to the Nyquist–Shannon sampling theorem82,83 the bandwidth of the spatial 
and temporal signals for the given discretisation will be limited by 
     
 
  
 
     
 
  
 
(IV.8-1) 
where      and      define the maximum possible values of the wave vector and the 
frequency corresponding to the sampling in space and time respectively. Thus, if the 
bandwidth of the continuous signal        is above the maximum value of the discrete 
representation            as given by the Nyquist–Shannon sampling theorem, the 
shape of the continuous signal may be misrepresented by the sampling. In particular the 
signals at wave vectors or frequencies above the limiting values cannot be distinguished 
from the lower frequency signals that lie within the allowed bands. This effect is 
referred as signal aliasing. Typically signal aliasing results in additional artificial signals 
appearing in the discretised data. 
Therefore any simulations should be adjusted in order to exclude aliasing of the 
signal. In particular the excitation frequency of the spin waves has to be lower than the 
bandwidth of the simulations, fixed at      by the time domain sampling. The same 
applies to the spatial character of the excitation, and so the spatial profile of the 
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excitation should have a bandwidth lower than      fixed by the dimensions of the 
spatial mesh. 
If the form of the excitation is not fixed by the study, e.g. the investigation is 
not aiming to reproduce experimental conditions, and then there is a simple method to 
control the spatial and frequency bandwidths of the excitation. The method is based on 
the unique properties of the sinc function, which defined as 
        
       
  
 
(IV.8-2) 
The representations of the sinc function in the real and reciprocal
 
domains are shown in 
Figure IV.8-1. The useful feature of the sinc function is that its Fourier image is given 
by the rectangular function        . Therefore by varying the parameter   of the sinc 
function it is possible to control its bandwidth. 
 
Figure IV.8-1 The temporal (left panel) and frequency (right panel) profiles of the 
sinc function are shown. 
 
In simulations it is necessary to define the temporal and spatial profiles of the 
excitation using a superposition of sinc functions to control the bandwidth of the 
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excitation. For instance if the excitation is realized by means of a time-varying applied 
field then the spatial and temporal profile of this field have to be defined by 
                                      (IV.8-3) 
where h0 denotes the amplitude of the excitation, while    and    are its spatial and 
frequency bandwidths respectively. Thus by simply adjusting the bandwidth of the 
excitation so that        and         it is possible to avoid the artefacts of 
sampling so that the analysis performed by semargl will not produce artefacts. 
IV.9 Conclusions 
 
semargl software provides a unique infrastructure for the analysis of dynamical 
data from micromagnetic simulations. By combining the information acquired using the 
entire set of analysis methods implemented in semargl it is possible to understand the 
physics of the effects observed in the studied system. For instance the dispersion 
analysis can be followed by the spectral analysis in order to reconstruct the spatial 
profiles of the modes of different dispersion branches. 
semargl software has been developed to support only data produced by 
OOMMF simulations. Nevertheless by converting the output of any micromagnetic 
package to the format of OOMMF data it is possible to use semargl with virtually any 
micromagnetic package. semargl software extracts all necessary information about the 
simulation from the headers of OOMMF files. Therefore in order to make semargl work 
correctly third-party converters should be strictly compliant with the OOMMF format of 
data
55
. There is only one converter at the moment in the form of an extension to the 
Nmag micromagnetic package. Despite the fact that it is not strictly compliant with 
OOMMF specifications it could be used to convert the data into the OOMMF format. 
Thus the data produced by Nmag could be analysed using the semargl software
73
. 
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Finally, semargl includes most recent computational technologies, such as 
parallel processing techniques. Therefore it can utilize all computational resources in a 
range of computational environments, thereby making processing extremely fast. 
Nevertheless the software is in an active stage of development and I am planning to 
adopt General-Purpose Computing on Graphics Processing Units (GPGPU) technology 
in order to make analysis even faster as shown in Ref. 84. Additionally semargl 
software has been developed with as small a memory pressure as makes possible to 
analyse large dataset produced by micromagnetic simulations. 
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Collective precessional modes of pairs of closely spaced magnetic nano-elements 
 
 
 
 
 
V Collective precessional modes of pairs of closely spaced 
magnetic nano-elements 
 
V.1  Introduction 
 
There are several different magnetic interactions that define the collective 
oscillatory behaviour of coupled magnetic moments (spins). This results in spin waves 
(magnons)
24,46
 exhibiting very different properties from many other kinds of waves 
(quasi-particles)  currently studied in solid state physics. Moreover, the magnetic-dipole 
interaction is highly anisotropic and spatially non-uniform, leading to an anisotropic 
dispersion and a strong confinement of spin waves. In the past decade spin waves in 
isolated magnetic elements of different shapes and sizes, as well as arrays, have been 
extensively studied
85,86,87,88,89,90,91,92,93,94,95
. Interest in such systems has been fuelled by 
both the existing and potential applications of spin waves and nano-patterned magnetic 
media in high density data storage
96
, microwave signal processing
97,98
 and magnonic 
meta-materials
92,32
. 
As the packing fraction of magnetic arrays increases, the magnetic-dipole 
coupling between elements also increases and eventually reaches a point where it has a 
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dramatic effect on dynamical behaviour of the system. In particular the magnetization 
dynamics are no longer described by precessional (spin wave) modes of individual 
elements. Instead collective normal modes of precession are formed
92
. This behaviour is 
common to all systems of coupled oscillators, and a thorough understanding of such 
behaviour forms a fundamental part of any field of modern solid state physics. 
Collective spin waves in closely packed 2D magnetic arrays have been observed by 
Time Resolved Scanning Kerr Microscopy (TRSKM)
89,92
 as well as Brillouin Light 
Scattering (BLS)
87,91,94
, with the interpretation usually based upon qualitative agreement 
with micromagnetic simulations or analytical models. This highlights the need to gain a 
greater understanding of the collective spin wave modes observed in systems of closely 
packed magnetic elements. 
In this chapter I present a numerical and theoretical study of collective spin 
wave modes in pairs of magnetic elements, as this is the simplest magnetic system in 
which collective precessional modes can be observed. The study is based upon 
comparison of results of micromagnetic simulations performed in OOMMF with results 
generated using an analytical theory that generalises the theory proposed in Refs. 86, 
93. The analytical theory allows one to calculate the frequencies of collective modes of 
virtually any system of coupled magnetic elements and takes the spectrum and 
associated mode profiles of an isolated element as its starting point. The spectrum and 
mode profiles of the isolated element are calculated using micromagnetic simulations. 
V.2  Theory 
 
Perturbation theory is applied to the numerical solution of the Landau-Lifshitz 
equation for an isolated element (e.g. the one shown in Figure V.2-1(a)) in order to 
calculate the splitting of the element’s resonant spin wave modes induced by the 
magnetic-dipole interaction with its environment in pairs of such elements (e.g. those 
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shown in Figure V.2-1(b) and (c)). This is a generalisation of the approach developed in 
Ref. 86 for an array of magnetic dots in a vortex state. Although this approach is also 
applicable to arbitrarily large or infinite arrays of magnetic elements, the corresponding 
general theory and its comparison with micromagnetic simulations is beyond the scope 
of this thesis. 
Let us first assume a uniform magnetization along the long axis of the elements 
              for their ground state. For an isolated element, any spin wave mode 
can then be represented by the normalized magnon amplitudes a
+
 and a which are 
expressed as magnon creation and annihilation operators
86
  
      √          
           
       √          
           
(V.2-1) 
Here the functions      and       describe the non-uniform mode profile and 
are normalized by such that ∫            
   
  . For an isolated element the 
Hamiltonian takes the canonical form           , where      is the mode 
frequency. The coupling between the precessional dynamics of the same mode located 
in different elements which are centered at points   and     is determined by the 
magnetic dipole interaction. For the case of two interacting elements this can be written 
through the operators   
    and   
    , corresponding to the first and second elements 
of the system, as 
        
      
     
 
 
[(  
 
   
 )  
    (  
 
   
 )  
        ] (V.2-2) 
where   is the radius-vector connecting the centres of the elements. The coefficients are 
given by 
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(V.2-3) 
where    
         
|       |
,   is the gyromagnetic ratio,    is the saturation magnetization 
and the over    and    is performed over the first and second elements, respectively. The 
coefficients   
 
 and   
  are calculated for different orientations of the elements in the pair 
using the same functions      and      that are obtained from simulations of an 
isolated element. The normal mode frequencies of the coupled elements can then be 
represented by 
   √(     
 )      
    (V.2-4) 
In the following, the frequencies    of the dominant modes and the 
corresponding functions      and      were extracted from OOMMF simulations 
performed for the isolated element shown in Figure V.2-1(a). The results are then used 
in conjunction with equations (V.2-1) - (V.2-4) to calculate the frequency splitting of 
the dominant modes in the isolated element into the corresponding acoustical and 
optical modes of the pairs of elements that shown in Figure V.2-1(b) and Figure 
V.2-1(c). The splitting is then compared with the corresponding values extracted from 
simulations performed for the pairs of elements. 
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Figure V.2-1 The geometry of the problem is presented for an isolated magnetic 
element (a) and for pairs of magnetic elements with their major (b) 
and minor (c) axes aligned. Indices I and II represent the spatially 
uniform and anti-symmetric excitation fields respectively.  Red and 
black correspond to mutually opposite directions of the excitation 
field. The insets are schematics of the coordinate system of the 
calculations and the orientation of the bias magnetic field. 
 
V.3  Micromagnetic simulations 
 
Throughout the simulations 100 x 50 x 10 nm
3 
rectangular elements with 
rounded corners of radius of curvature 10 nm were assumed (Figure V.2-1). The 
magnetic parameters were close to those of Py
99
, with the magnetic anisotropy 
neglected. To increase the spectral resolution the damping constant was set to a reduced 
value of 10
-4
. The discretisation cell was taken as 2.5 x 2.5 x 10 nm
3
. The magnetic 
ground states of the samples were obtained by means of a quasi-adiabatic relaxation 
from the completely in-plane saturated state at a field of 1300 Oe which was then 
gradually reduced in 5 Oe steps to the state at a bias field, Hb, of 200 Oe. The initial 
saturation and the applied fields were all parallel to the same in-plane direction, which 
(b) 
d 
h 
h 
h 
h 
I 
II 
Hb 
φ 
x 
y 
z 
d 
h 
h 
h 
h 
II I 
(a) (c) 
d 
h 
Hb
 
 
86 
 
was canted by 10° from the major axis of the element; the reason for the canting will be 
explained later. 
In the dynamical simulations the prepared static states were excited by an out-
of-plane magnetic field with a sinc temporal profile:      
   (            )
            
 and 
amplitude        ;             is the cut-off frequency of the excitation.  The 
centre of the excitation field was shifted by a time,   , spanning 20 zeroes of the sinc 
function. The dynamical states,      , of the samples were recorded within 80 ns after 
the excitation with a step size,   , of 10 ps. The subsequent Fourier analyses were 
therefore limited to frequencies up to     
 
   
       . The ground magnetic state 
was subtracted from the transient magnetic states so that only the dynamic 
magnetization was analysed.  The mode spectra were calculated by means of a point-
wise DFT with a rectangular square window applied to the time resolved data and 
subsequent averaging of the DFT amplitude over the entire sample (method 2 of 
semargl as described in Section IV.6). The frequencies of the individual modes were 
extracted by fitting the spectral peaks to Lorentzian functions. Finally, spatial profiles of 
the amplitude and phase of individual modes at fitted frequencies were re-constructed 
from the point-wise DFT data. The spatial profiles were used to classify the character of 
the observed modes.  Modes whose amplitudes are localized near the edges of an 
element were identified as “edge-type”, while de-localized modes were identified as 
“bulk-type”89. 
As shown in Figure V.2-1 three different geometries were considered; (a) an 
isolated element, (b) a pair of elements with their shorter edges facing each other (and 
hence their major axes aligned with one another), and (c) a pair of elements with their 
longer edges facing each other (and hence their minor axes aligned with each other). 
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Two sets of simulations were performed, the first with a spatially uniform excitation 
field and the second with an anti-symmetric excitation field. Symmetric (acoustical) and 
anti-symmetric (optical) modes are expected to be excited by the uniform and anti-
symmetric fields respectively.  
The individual elements (both in isolation and when forming one half of a  
pair) were found to favour the “flower” ground state. It is also possible to induce the S 
state by increasing the tilt angle of the bias field. We found that the ground magnetic 
state had little or no influence on the dominant mode frequencies, while it affects their 
profiles more significantly. As a result the discussion in this thesis is limited to results 
obtained for elements in the flower state. 
V.4  Results 
 
The spectra of spin waves excited in the isolated element by applying uniform 
and anti-symmetric driving fields are shown in Figure V.4-1(a) and Figure V.4-1(b) 
respectively. In both cases two dominant modes were observed, a finding which is 
consistent with Ref. 92. For symmetric excitation, acoustic “edge” (AE) and acoustic 
“bulk” (AB) modes were observed at frequencies of               and      
          , respectively. For the anti-symmetric excitation optical edge (OE) and 
optical bulk (OB) modes were observed at frequencies of                and      
           respectively. The acoustical modes are characterized by the uniform phase 
profile, while optical modes experience a phase shift of π. The change from the 
acoustical to optical character therefore manifests itself via an additional nodal line in 
the phase profile and the associated increase in the non-uniformity of the amplitude 
profile, which could also be interpreted as an increase of the effective wave number 
associated with the mode.  However, this change is accompanied by frequency shifts of 
opposite sign - “red” and “blue” - for the cases of the edge and bulk modes respectively.  
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This difference can be explained by the different relative importance of the exchange 
and magneto-dipole interactions for the two mode types.  The exchange and magneto-
dipole interactions induce blue and red frequency shifts respectively in both cases.  
Taking the bulk mode behaviour as a reference, the reduced effect of the exchange 
interaction upon the edge mode frequency is explained by the additional nodal line 
being located where the mode amplitude is already minimal.  The enhanced effect of the 
magneto-dipole interaction could be due to the increased localization of the mode 
amplitude in the demagnetized regions near the edges, since region of localization 
slightly changes when the mode character changes from acoustical to optical. 
 
Figure V.4-1 The spectra of spin waves excited in the isolated element are shown 
for the case of a spatially uniform (a) and an anti-symmetric (b) 
excitation together with the corresponding mode profiles. The 
optical edge and bulk modes show reduction and increasing of their 
frequencies with respect to corresponding acoustical modes.  
 
Figure V.4-2 shows mode spectra calculated from simulations for pairs of 
elements in which elements faced each other with their shorter side (2x1 arrays), with 
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the edge-to-edge separation, d, equal to 5, 10, 20, and 50 nm. The various spectra each 
contain three dominant peaks. The frequencies of the collective acoustical modes are 
always higher than those of the corresponding collective optical modes, although the 
difference is small in the case of AB and OE modes (using the classification introduced 
earlier for the isolated element). In each spectrum the highest frequency peak 
corresponds to either an acoustical or optical collective mode (according to the 
symmetry of the excitation) that has an AB character within individual elements. The 
corresponding amplitude profile is nearly identical to that observed in the isolated 
element. The AB mode can therefore be said to have a profile that is “rigid” with 
respect to the magneto-dipole interaction between elements in this geometry. 
Such “rigidity” is not observed in the case of the AE and OE modes. The 
amplitude profiles of the collective AE and OE modes differ from those of the same 
modes observed in isolated elements so much that the two opposite edges of an 
individual element might even appear to act independently. The AE and OE modes can 
therefore be said to have profile that is “soft” with respect to the magnetic dipole 
interaction between elements. The identified “rigidity” of the bulk and “softness” of the 
edge modes is consistent with the aforementioned frequency changes experienced by 
the modes upon “twisting” their profiles by 180 degrees that is required to convert them 
from the acoustical to optical character. 
Figure V.4-3 shows mode spectra calculated from simulations of pairs of 
elements in which the elements faced one other with their longer side (1x2 arrays), with 
the edge-to-edge separation, d, equal to 5, 10, 20, and 50 nm.  Again, the spectra each 
contain three dominant peaks with the highest frequency peak always corresponding to 
the collective mode originating from the AB mode of the isolated element. In contrast to 
the 2x1 case, the frequencies of the collective acoustical modes can be both lower and 
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higher than those of the corresponding collective optical modes. The AB mode is still 
quite “rigid”, while the AE and OE modes can still be said to have profiles that are 
“soft” with respect to the magneto-dipole interaction between elements. However, 
neither manifest themselves as clearly as in the case of the 2x1 arrangement. 
 
Figure V.4-2 The mode spectra of the pairs of elements with their major axes 
aligned (2x1 arrays) are shown together with the associated mode 
profiles. In each panel the lower and upper spectra correspond to 
excitation by a uniform and an anti-symmetric field respectively. 
The convention applies to the insets showing the mode profiles and 
frequencies. 
3 4 5 6 7 8 9 10 11 12 13 14
 
 
N
o
rm
al
iz
e
d
 F
F
T
 A
m
p
li
tu
d
e 
(a
rb
. 
u
n
it
s)
Frequency (GHz)
12.15 GHz 7.13 GHz 4.08 GHz 
4.11 GHz 9.26 GHz 12.25 GHz 
12.07 GHz 6.18 GHz 4.08 GHz 
4.08 GHz 7.68 GHz 12.14 GHz 
11.96 GHz 5.21 GHz 4.04 GHz 
4.05 GHz 6.04 GHz 12.02 GHz 
11.85 GHz 4.37 GHz 3.95 GHz 
3.96 GHz 4.61 GHz 11.88 GHz 
d = 5 nm 
d = 10 nm 
d = 20 nm 
d = 50 nm 
 
 
91 
 
 
 
Figure V.4-3 The mode spectra of the pairs of elements with their minor axes 
aligned (1x2 arrays) are shown together with the associated mode 
profiles. The different panels correspond to different edge-to-edge 
separations. In each panel the lower and upper spectra correspond 
to excitation by a uniform and an anti-symmetric field respectively. 
The convention applies to the insets showing the mode profiles and 
frequencies. 
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Figure V.4-4 The collective mode frequencies are plotted as a function of the 
edge-to-edge separation, d, for pairs of elements with their major 
(a) and minor (b) axes aligned with one another, i.e. for the 2x1 and 
1x2 geometries respectively. The frequencies at an infinite edge-to-
edge separation denote those calculated for the corresponding 
modes of an isolated element. In panel (a), the curves 
corresponding to the acoustical and optical OE modes virtually 
overlay one another. 
V.5  Discussion 
 
Figure V.4-4 shows the dependence of the mode frequencies identified in 
Figure V.4-2 and Figure V.4-3 upon the edge-to-edge separation, and confirms the 
earlier observation that unlike the frequencies of AE collective modes, the OE and AB 
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collective modes appear to be nearly insensitive to their symmetry and to the variation 
of the edge-to-edge separation in the 2x1 geometry.  The greater sensitivity of the 
frequency of the AE collective modes is explained by the smaller average distance 
between the precessing areas of the neighbouring elements as compared to the OE and 
AB collective modes. In contrast to the 2x1 geometry, the frequencies of all collective 
modes in the 1x2 geometry are shown to be sensitive to their symmetry and the 
variation of the edge-to-edge separation. One can also see, with the exception of the 
collective acoustical AB mode in the 1x2 geometry, that the frequencies of all the 
collective modes are greater than those of the corresponding modes of an isolated 
element. 
Figure V.5-1 shows the simulated and analytical results for the dependence of 
the mode splitting resulting from the magneto-dipole interaction between elements upon 
the edge-to-edge separation. The analytical results are calculated by substituting 
numerically evaluated frequencies and profiles (     and     ) of the eigen modes of 
the isolated element as shown in Figure V.4-1. From simulations a maximum value of 
2.13 GHz was found for the collective AE-type mode in the 2 x 1 geometry for an edge-
to-edge separation of 5 nm. The simulated profiles of the 2 x 1 AE-type modes indicate 
that the magnetization precesses only near the neighbouring edges, leading to a stronger 
dynamic interaction. This interaction is significantly stronger than that between the 
edges of the same element leading to the difference between frequencies of the 
acoustical and optical modes of the isolated element of only 0.33 GHz. The size of the 
splitting in the 2x1 and 1x2 geometries remains comparable despite the difference in the 
average distance between precessing regions. 
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Figure V.5-1 The absolute values of the frequency splitting are plotted as a 
function of the edge-to-edge separation for the 2x1 (panels (a) and 
(b)) and 1x2 (panel (c)) geometries. The simulated and analytical 
curves are denoted “(s)” and “(t)” in the legend respectively. 
The analytical theory describes the data well overall with the best agreement 
found for the bulk modes and then generally for the 1x2 geometry. This corresponds to 
the case when the modes preserve their character in individual elements despite the 
inter-element interaction, and hence to the case when the assumptions of the analytical 
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theory are most applicable. The analytical theory considers all mode profiles as rigid 
although the profile of the edge modes shows a great deal of flexibility when subject to 
dynamical magneto-dipole fields from neighbouring elements. 
V.6  Conclusions 
 
This chapter describes results of analytical and numerical calculations of 
collective spin wave modes in pairs of magnetic nano-elements. The difference in 
frequency of the symmetric (acoustical) and anti-symmetric (optical) modes as a 
measure of the strength of interaction between different elements has been investigated. 
For small edge-to-edge separations, the magneto-dipole interaction between 
neighbouring edges of the different elements can greatly exceed the combined magneto-
dipole and exchange interaction between edges of the same element. The mode profile 
then becomes "soft" and differs substantially from that in isolated elements. The 
proposed perturbation theory, which uses the mode profile in an isolated element as an 
input and thus goes beyond the macrospin approximation, is adequate for the 
description of the mode splitting for medium and even small edge-to-edge separations 
provided that the mode profile remains "rigid". 
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Collective behaviour and modes localization of the 2D arrays of magnetic nano-
elements 
 
 
 
 
 
VI Collective magnonic modes in finite sized 2D arrays of 
magnetic nano-elements 
VI.1 Introduction 
Several decades of investigations of spin waves (magnons)
24,46
 in continuous 
and inhomogeneous magnetic media, isolated magnetic elements of different shapes and 
sizes and arrays of those have revealed both rich phenomenology
20,86,88,89,93,94,100-116
 and 
important opportunities for technological applications
32,98,117-119
. As far as arrays of 
nano-elements are concerned, the spin wave theory has followed two main 
methodological approaches. 
The early analyses either avoided or neglected the interaction between 
individual elements within arrays, so that conclusions were drawn from theories 
developed for isolated elements
86,103,118,120-125
  Hence, within this approach the mode 
structure of an isolated constituent element was in the focus. 
At high packing fractions, the magneto-dipolar coupling between elements 
within arrays could not be neglected anymore, leading to formation of collective normal 
modes of precession with a magnonic band spectrum
32,126-128
. Hence, at this extreme, 
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infinitely large arrays of magnetic elements were typically modelled, taking advantage 
of the Bloch theorem or periodic boundary conditions
86,89,107,93,111,113,126-133
. 
Micromagnetic simulations performed with specialized software packages (e.g. 
OOMMF or MicroMagus) have become an efficient, handy, and therefore widespread 
tool by which to model the spectrum of the observed spin wave modes
86,103,89 
,92,105,94,109,110,112,114,123,125
 and, more recently, magnonic dispersion
134,135
 and scattering 
parameters10. Due to limitations connected with the available computing power, the 
simulations were often performed for finite-sized (e.g. 3 x 3) arrays of magnetic nano-
elements
89,92,94,112,123,136,137
, with the expectation that the main features observed 
experimentally from much larger arrays would still be reproduced, at least qualitatively. 
The modification of the magnonic spectrum when elements are combined into larger but 
still finite arrays (or clusters of elements) has received independent attention only 
recently
138-140
. 
In this chapter, I present a systematic numerical study of collective magnonic 
modes in arrays composed of magnetic elements that are similar to those investigated in 
previous Chapter of this thesis. 
VI.2 Micromagnetic simulations 
In the simulations, we considered arrays of rectangular 100x50x10 nm
3
 
elements with rounded corners with the radius of curvature of 10 nm. The arrays 
consisted of N x N elements with N ranging from 2 to 11. In addition, the dispersion of 
collective spin waves was calculated for an array of 30 x 30 elements.  The magnetic 
parameters were close to those of Permalloy (Py)
99
, with the magnetic anisotropy 
neglected.  
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Figure VI.2-1 The static magnetic configuration and geometry used in the 
calculations. 
To increase the spectral resolution, the damping constant was set to a reduced 
value of     . The discretization cell was 2.5 x 2.5 x 10 nm3. The magnetic ground 
states of the samples were obtained by quasi-adiabatic relaxation from the perfect in-
plane saturated state, first, at the field of 1300 Oe, and then, gradually (in 5 Oe steps) to 
the state at the bias field    of 200 Oe.  The initial saturation and the applied fields 
were all parallel to the same in-plane direction, which was canted by 10° from the major 
axis of the element. Both the isolated nano-element and arrays of those favoured the 
ground state of the “flower” type (Figure VI.2-1). The details of the simulations and 
methods of their post-processing (e.g calculation of the spectrum and dispersion) can be 
found in Sections IV and V. 
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VI.3 Results of simulations 
The mode spectrum of the isolated element excited by a uniform pulsed 
magnetic field could be found in Chapter V. Two dominant modes are observed. The 
lower and higher frequency spectral peaks correspond to the edge and bulk modes 
respectively, labelled here as “acoustic edge” (AE) and “acoustic bulk” (AB) modes, in 
agreement with our earlier studies 
92,136,140
. However, in contrast e.g. to Ref. 92, the 
edge and bulk modes here have comparable amplitudes. In principle, by exciting the 
element with non-uniform (e.g. an anti-symmetric) pulsed fields, anti-symmetric modes 
(e.g. so called “optical edge” (OE) and “optical bulk” (OB) modes) could also be 
observed, as discussed in previous Chapter. 
In Section V, we have studied in detail how the modes of the isolated element 
give rise to collective normal modes of a closely spaced pair of such elements. In an 
array (cluster) of elements, the number of collective modes deriving from each mode of 
the isolated element is generally equal to the number of coupled elements within the 
array (cluster). Hence, the complexity of the collective spectrum of the arrays rapidly 
increases with their size. At the same time, the separation between neighbouring 
spectral peaks decreases. To resolve the peaks, the simulated time has to be increased, 
while the damping constant has to be reduced, with the latter also impacting the stability 
and thereby speed of the calculations. With these considerations in mind, a series of 
simulations for arrays of 11x11 elements with different edge-to-edge separations was 
run first, so that the strength of the magneto-dipole coupling between elements could be 
optimized so as to facilitate analysis of the character of the collective magnonic modes. 
The resulting spectra are shown in Figure VI.3-1(a). The edge-to-edge separation of 5 
nm was chosen for further analyses unless stated otherwise. 
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Some important observations can be made already from Figure VI.3-1. The 
spectra are dominated by two collective magnonic bands originating from the two 
modes of the isolated element. The bands consist of discrete peaks corresponding to 
standing collective spin waves confined within the arrays of finite size. The “bands” 
originating from the AE and AB modes of the isolated element behave differently as the 
edge-to-edge separation decreases, which can be interpreted in terms of the 
nonuniformity of the stray magnetic field created by elements within the array (Figure 
VI.3-1(b) and (c)). 
At the edges of a particular element (i.e. in the region of localization of the AE 
mode), the stray dipolar field from the neighbours is dominated by that from the 
magnetic charges at the nearest “external” edge, i.e. the one located just across the edge-
to-edge gap (Figure VI.3-1(b)). The stray field is antiparallel to the self-demagnetizing 
field from the own edge magnetic charges of the element itself. Hence, as the edge-to-
edge separation decreases, the total magnetic field in the edge region increases, and the 
frequency of the collective AE modes therefore also increases.   
In contrast, the frequencies of the AB collective modes decrease as the edge-to-
edge separation decreases. Hence, for this mode, the stray field from the neighbours 
adds to the self-demagnetizing field of each particular element and works against the 
applied magnetic field (Figure VI.3-1(c)). This is a result of the smaller centre-to-centre 
distance between elements in the direction perpendicular to their long axis, and hence, a 
greater contribution to the stray magnetic field from the neighbours facing the element 
with their long edges. 
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Figure VI.3-1 (a) The spectra of the 11x11 array are shown for different values 
of the edge-to-edge separation between the elements. The 
different symbols follow evolution of the lowest order 
(“fundamental”) modes of the same character within individual 
elements. (b) and (c) The characteristic distances determining the 
frequency shift of the collective modes are schematically shown 
for the acoustic edge (b) and acoustic bulk (c) modes together 
with schematics of the stray magnetic field. 
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The width of both the AE and AB bands increases as the edge-to-edge 
separation decreases. Hence, the dynamic dipolar coupling between the elements 
increases for both mode types, as expected.  To study the anisotropy of the coupling, we 
have calculated the dispersion of the collective spin waves for an array of 30x30 
elements (Figure VII.3-3). A positive dispersion is observed for the “transverse 
direction”, i.e. direction perpendicular to the major axis of the array (Figure VI.3-2, top 
left panel), which corresponds to the so called the Damon-Eshbach geometry (the 
magnonic wave vector is perpendicular to the static magnetization). At the same time, 
the direction parallel to the major axis of the array (“longitudinal direction”) is 
characterized by a negative dispersion across the whole bands (Figure VI.3-2, top right 
panel), which corresponds to the so called backward-volume geometry (the magnonic 
wave vector is parallel to the static magnetization). The anisotropy of the dispersion is 
associated with the strong anisotropy of the dynamic magneto-dipole coupling
92,94
. The 
width of the magnonic bands is greater for the magnonic wave vector perpendicular to 
the static magnetization, indicating a stronger dispersion and hence a stronger dynamic 
coupling between elements facing each other with their longer edges. 
Three dominant dispersive bands are observed for the transverse direction. The 
two higher frequency bands originate from the AE and AB modes of the isolated 
element. The lowest frequency band originates from the OE mode of the isolated 
element, where it not expected to be excited by the uniform pulsed field. So, the 
excitation of such modes observed here should be attributed to the effect of interaction 
within the system of closely packed magnetic elements. The modes are however beyond 
the scope of this thesis and will be addressed elsewhere. 
The longitudinal direction reveals several magnonic bands, differentiated not 
only by the different spatial characters of the originating modes of the isolated element 
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but also by different values of the transverse component of the magnonic wave vector. 
The latter effect is barely visible in the transverse direction due to the weaker dispersion 
in the longitudinal direction. 
The widths of the AE and AB magnonic bands for the transverse direction are 
similar. The observation indicates that the dynamic dipolar coupling in this direction is 
similar for the modes, i.e. the dynamic stray fields generated by the modes have similar 
symmetries and strengths. This is consistent with the effective distance between the 
regions of localization of the modes in the transverse direction being equal in both 
cases.  
The situation is different for the longitudinal direction for which the widths of 
the AE magnonic bands are greater than those of the AB bands. Hence, the 
corresponding dynamic coupling for the edge mode is greater than that for the bulk 
mode, as was shown in Ref. 140 for pairs of elements and now generalized to the case 
of 2D arrays. 
In addition to the dispersive bands, horizontal bands are observed in Figure 
VI.3-2. The bands are due to modes localized near the boundaries of the array as a 
whole. Due to the static magnetic charges at the boundaries, the internal field in their 
vicinity is reduced as compared to that in the interior of the array. So, the mode 
frequencies tend to be smaller than those observed within the dispersive magnonic 
bands. The relative contribution of the localized modes to the dynamic response of 
arrays to uniform excitation increases as the number of elements in the array decreases.  
This effect is similar to that observed in Ref. 136 for individual elements to lead to the 
crossover to non-uniform precession upon reduction of the element size. 
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Figure VI.3-2 The dispersion and spectrum of spin waves in a 30x30 array of 
magnetic nano-elements is shown for the first Brillouin zone. 
The top left and right panels show the dispersion of the spin 
waves propagating along the transverse and longitudinal 
directions respectively. The bottom panel shows the spectrum 
corresponding to the dispersion shown in the top panels. The 
inset magnifies a portion of the spectrum. 
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Figure VI.3-3 The spectra of spin waves excited in NxN arrays of elements are 
shown for N increasing from 2 (bottom curve) to 11 (top curve). 
The symbols mark peaks corresponding to fundamental modes of 
the same character within individual elements. The insets show the 
spatial profiles of the amplitude of modes corresponding to spectral 
peaks marked by arrows. 
The bottom panel of Figure VI.3-2 shows the spectrum corresponding to the 
dispersion shown in the top panels. We observe several groups of peaks.  The average 
peak height for the different groups decreases as their average frequency increases.  Let 
us note now that the peak heights are expected to scale inversely with the order of the 
corresponding modes. Indeed, higher order modes have a greater number of nodal lines. 
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Hence, the corresponding net dynamic magnetization is smaller (for the same mode 
amplitude) for higher order modes. Moreover, the reduced average dynamic 
magnetization of the higher modes results in a weaker coupling to the uniform 
excitation. Hence, we can conclude that the groups follow the positive dispersion, and 
taking into account the top panels of Figure VI.3-2, they correspond to the different 
quantization orders in the transverse direction (top left panel). 
However, within each group, the peak height increases (and hence the order 
decreases) as the frequency increases. This corresponds to the negative dispersion and 
hence quantization in the longitudinal direction (top right panel). The groups can be 
distinctly observed in the present case due to the different dispersion strengths for the 
transverse and longitudinal directions, as was noted earlier. 
Figure VI.3-3 shows mode spectra calculated for     arrays with   ranging 
from 2 to 11. The spectra of an isolated element and a 2x2 array of such elements differ 
drastically. In particular, the spectrum of the 2x2 array has three dominant modes. The 
spatial profiles of their Fourier amplitudes reveal that the lowest frequency mode (not 
observed in the isolated element) is an edge type mode localized near the lateral 
boundaries of the array. At the same time, the mode cannot be ascribed to the AE type, 
which is consistent with the softness of edge modes observed in pairs of such 
elements
140. The higher frequency modes should be classified as “de-localized” 
collective modes, with the edge mode again showing remarkable softness. We do not 
observe such splitting into de-localized mode and that localized near the array 
boundaries for the AB mode of the isolated elements. This could be understood by 
taking into account its high frequency and the “rigidity” of its spatial profile140. 
The spectra shown in Figure VI.3-4 reveal that the frequency of the 
fundamental mode of the AB character is nearly independent of the number of elements 
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within the arrays. The only significant change is observed when the number of elements 
increases from 1 to 2x2. This might suggest that, even despite the long range nature of 
the magneto-dipole interaction, the nearest neighbours provide the dominant 
contribution to the frequency of the fundamental AB mode, while the dipolar fields 
created by elements in each of the more distant coordination spheres (or rather 
“coordination circles”) tend to cancel. However, this interpretation would ignore the 
collective character of the mode. Instead, we suggest that the observed immunity of the 
fundamental AB mode to the number of elements in the arrays is explained by the 
preserved in-plane aspect ratio of the     arrays with different values of  . 
 
Figure VI.3-4 The frequencies of the dominant magnonic modes are shown as a 
function of the number of elements within the array. 
As opposed to the fundamental AB mode, the frequency of the fundamental 
mode of the AE character decreases as the number of elements of the array increases.  
We attribute the observation to the strong confinement of the AE mode near the element 
edges. As a result of the confinement, the precession within each “bi-column” of edges 
(two columns of edges separated by the gap) is sensitive mostly to its own effective in-
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plane aspect ratio. Hence, the precession frequency behaves (at least to some degree) as 
that of a rod magnetized perpendicular to its length. As the size of the array increases, 
the length of such a “rod” also increases, and the precession frequency therefore 
decreases. At even larger array sizes, the field from more distant columns of edges 
(“rods”) becomes more significant, and the in-plane aspect ratio of the whole array 
becomes the dominant factor. Eventually, we observe that the dependence of the 
frequency of the fundamental AE mode upon the number of elements in the array 
saturates. 
The frequencies of higher-order modes of the AB and AE character both show 
a similarly strong dependence upon the number of elements in the arrays.  This can be 
easily understood taking into account that the collective modes of the same order are 
actually characterized by different values of the collective wave number in arrays of 
different sizes. In addition, the non-uniformity of the internal magnetic field in the 
arrays as a whole begins to contribute to the frequency and character of modes with 
significant amplitude near the outer array boundaries that are perpendicular to the 
applied magnetic field. 
Similarly to the case of continuous magnetic elements
89,92
, we observed modes 
of the AE character localized near the outer array boundaries that are perpendicular to 
the applied magnetic field. The frequency of such modes depends non-monotonically on 
the number of elements within the array.  In particular, when the number of elements is 
smaller than 5 x 5, the frequencies of the localized modes in arrays with even number of 
elements in the column are greater than those in arrays with odd numbers of elements.  
Then, the dependence has a plateau. Finally, when the number of elements becomes 
greater than 8 x 8, an opposite dependence is observed as the frequencies of the 
localized modes in “odd” arrays become greater than those in “even” arrays. 
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Figure VI.3-5 The spectrum of spin waves excited in the arrays of 11x11 elements 
is shown for the case of the spatially uniform excitation together with 
the corresponding modes profiles.  The mode profiles organized as 
follows: the top and bottom images in each pair represent spatial 
profiles of the FFT amplitude and phase, respectively. The top pairs 
of images in each group correspond to the Γ-point of the Brillouin 
zone where the frequency is highest for the group. 
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To shed some light onto the behaviour, we have analysed the spatial profiles of 
the localized AE modes in the different arrays. We find that the modes are mainly 
localized in four boundary elements of the arrays (two elements at each side). The 
magnetization in the elements is affected most by the ground magnetic states of the 
arrays as a whole. Hence, we believe that the frequency of the modes is determined by 
the details of the symmetry of the ground magnetic state of the array and of the 
associated landscape of the internal static and dynamic magnetic fields.   
VI.4 Discussion 
We begin the discussion by noting that, similar to the case of pairs of elements 
considered in Ref. 140, the AE modes do not preserve their spatial character within 
individual elements. Indeed, the spatial profiles of the collective AE modes shown in 
Figure VI.3-5 reveal that, for the AE modes, the “collective” nodal lines that are 
perpendicular to the major axis of the array can cross the elements.  This contradicts the 
common assumption that such arrays of strongly interacting magnetic elements could be 
considered as arrays of “rigid” oscillators. 
In the present case of closely packed elements, the interaction between the 
neighbouring elements is strong. Hence, it is plausible that the interaction might 
overcome the energy of a particular AE mode of the individual element.  In this case, it 
could be more appropriate to consider the AE mode of an individual element as two 
modes localized at its opposite edges (see Section V). The dynamical interaction 
between the two edge modes is weak. Hence, when the elements are combined into 
closely packed arrays, the nearest edge regions of neighbouring elements might form (at 
some frequencies) more “rigid” entities than the individual elements themselves. The 
corresponding collective modes of the array could then be considered as those deriving 
from these new entities rather than the AE modes of the isolated elements.  Nonetheless, 
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for the sake of simplicity of notations, we will continue referring to the modes as of the 
AE type. 
 
Figure VI.4-1 The average value of the superposition of the static applied and 
demagnetizing fields is shown for (a) the localized AE modes, (b) the 
fundamental AE modes, and (c) fundamental AB modes. 
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Further inspection of the mode images showed that the AE mode of the 
isolated element has a rigid profile along the transverse direction, in contrast to the 
longitudinal one. The AB mode of the isolated element is found to be rigid along both 
transverse and longitudinal directions. In other words, the spatial profile of the AB is 
preserved in the collective modes of the arrays. 
 
Figure VI.4-2 The spatial profiles of the Fourier amplitude (left) and phase (right) 
of the localized AE modes are shown for arrays with number of 
elements ranging from 2x2 to 11x11. The modes are strongly 
localized in the edge columns of the arrays, and so, the edge 
columns are shown. 
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To gain a quantitative understanding of the observed mode frequencies, it is 
common to calculate the average values of the static internal field over the areas of the 
mode localization. The underlying assumption is that the mode frequency should scale 
with the average field value. The approach is widely adopted in literature for the 
explanation of frequencies of various localized modes in both isolated elements
123
 and 
arrays of anti-dots
141
. Here, we present a version of the method refined to facilitate the 
evaluation of the average value of the internal field separately for each particular mode. 
Let us assume that the spatial distribution of the mode is given by its Fourier 
amplitude mi, where i refers to the different cells of the mesh used in the simulations. 
The spatial profile is normalized so that ∑      . Then, the average field is calculated 
as 〈 〉  
∑      
  
 where the summation is performed over all cells in the micromagnetic 
model and    and    are internal field and magnetisation vector of ground state, 
respectively. In the present study, we have used the method to calculate the average 
values of the sum of the applied and demagnetizing fields. 
We have calculated the average values of the static fields for the fundamental 
and localized AE modes and the fundamental AB mode. The results of the calculations 
are shown in Figure VI.4-1. For each mode type, the average value of the field increases 
with the number of elements in the array. The increase should be accompanied by an 
increase of the mode frequencies. However, the opposite trend is observed. On the 
positive side, Figure VI.4-1(a) shows some correlation between the characters of 
variation of the field and frequency for the localized AE mode. In particular, when the 
number of elements in the array is greater than 7x7, the average field of odd arrays is 
enhanced as compared to even arrays. Even though the value of the enhancement is 
quite small, the observation confirms that the average value of the field is sensitive to 
the parity of the arrays, at least in the regions of localization of the AE modes. Due to 
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the demonstrated failure of the static internal field to explain the observed variation of 
the mode frequencies with the number of elements in the arrays, we have to conclude 
that the variation is dominated by the dynamical interaction. 
The spatial profiles of the localized AE modes are presented in Figure VI.4-2. 
The images reveal that, depending on the parity of the array, the modes are localized 
mainly in one or two elements of the edge column. In particular, when the number of 
elements is smaller than 5x5, the modes occupy two edge elements of even arrays, while 
in odd arrays only a single element is occupied. When the number of elements ranges 
from 5x5 to 7x7, a single element is occupied in both even and odd arrays. Finally, if 
the number of elements is greater than 7x7, the modes mainly occupy two elements and 
one element in odd or even arrays, respectively. So, we conclude that, if the localized 
mode mainly occupies one element, then the contribution of the dynamical interaction is 
reduced. In contrast, if the mode is localized in two elements, the effect of the dynamic 
magneto-dipole coupling is enhanced. 
The spatial profiles of the localized modes suggest that they are formed by the 
eigen mode(-s) of the individual element(-s) that are localized only in the single edge 
region of the element(-s), and so, we can call them single edge (SE) modes. The modes 
have not been resolved in the simulations of the isolated element. In contrast to the AE 
and AB modes, the side-by-side interaction of the SE modes of the same phase 
increases the frequency of the collective mode, explaining the observed non-monotonic 
dependence of the frequency upon the number of elements in the arrays. A similar effect 
has been observed in Section V in a form of AE modes with abnormal dispersion. Here, 
the variation is enhanced even further due to the specific non-monotonic dependence of 
the average internal field upon the number of elements in the arrays identified earlier. 
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Thus, one can say that the ground magnetic state and the associated profile of 
the static magnetic field have a dual effect upon the dynamics of the localized modes. 
Firstly, the average value of the field affects the frequencies of the modes directly, and 
secondly, the profile of the field determines the strength of the contribution of the 
dynamic magneto-dipole interaction to the mode frequencies. 
VI.5 Conclusions 
In summary, I have showed that the dynamic response of the array is 
dominated by the delocalized collective magnonic modes. It has been found that static 
dipolar interaction play different roles for the modes of different spatial profiles. 
Moreover, it has been found that 2D arrays of closely packed magnetic elements show 
strong anisotropy of the dynamic dipolar coupling. In particular, the dynamic interaction 
along the column of the array is by an order of magnitude stronger than that along the 
rows. Finally, it has been found that the dynamics of the strongly localized modes of the 
edge character is strongly affected by the symmetry of the ground state of the system. In 
particular, arrays having odd or even number of elements along the columns show 
different frequencies of the localized modes of the edge character. In principle, the 
conclusions of this study are verifiable experimentally by the time resolved scanning 
Kerr microscopy (TRSKM)
92
 or Micro-focus Brillouin Light Scattering (µBLS)116. 
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Localized magnon states in finite stacks of magnetic nanoelements 
 
 
 
 
VII Localized magnon states in finite stacks of magnetic 
nanoelements 
VII.1 Introduction 
 
The recent renaissance of interest in magnonic crystals
127
 – media with 
periodic modulation of magnetic parameters – has led to several important advances in 
the understanding of propagation, confinement, and quantization of spin waves
24
 in 
magnetostatically coupled 1D
130
 and 2D
20,86,88
 arrays of magnetic elements as well as 
2D arrays of antidots (holes in otherwise continuous films)
142
. In contrast to the 
numerous studies of spin waves confined in continuous nano- and micro-scale magnetic 
elements 
143,85,123,144,145
, magnonics
146
 has emerged as a field aiming at investigation of 
propagating spin waves in nano-structured magnetic samples, with a promise of re-
programmable magneto-electronic devices
32,98,147
. 
The outlined progress is however in striking contrast to studies of nano- and 
micro-scale magnetic elements in three dimensions (3D).  Experimentally, the situation 
is due to the lack of adequate techniques
32
. On the other hand, numerical micromagnetic 
modeling
134,135,140
 is limited by available computing power. The analytical theory has 
shown most progress so far
129,148
, yet with only the simplest models addressed. 
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Figure VII.1-1 The geometry of the problem is schematically shown. The inset 
shows the coordinate system used in the calculations together with 
the orientations of the bias and excitation magnetic fields. 
 
In this Chapter, I present a numerical study of collective magnonic modes in 
stacks of thin magnetic nanoelements. The spectrum, dispersion, and spatial character of 
magnonic modes are extracted from simulations performed using OOMMF and 
thoroughly analysed. The calculations reveal that the sign of the dispersion within 
magnonic bands is determined by the spatial character and ellipticity of the modes of the 
isolated element that give rise to the bands.  In particular, we find that, in our sample, 
the magnonic bands originating from the edge and quasi-uniform delocalized 
(fundamental) modes have negative dispersion, while the higher order delocalized 
modes give rise to bands with positive dispersion. Moreover, we have identified a 
critical value of the ellipticity at which the magnonic dispersion changes its sign. I 
demonstrate that the critical value of the ellipticity is defined by the properties of the 
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magneto-dipolar interaction. Furthermore, the finite width of the magnonic bands 
governs the localization of magnonic modes near regions of increased internal magnetic 
field, complementing the earlier discovery of mode confinement within so called spin 
wave wells
144
. 
VII.2 Simulations setup 
 
The simulations were performed for stacks of 60 and 240 elements formed by 
rectangular Lx50x10 nm
3
 elements (see Figure VII.1-1) with rounded corners, with the 
radius of curvature of 10 nm and length L ranging from 30 to 200 nm. The element-to-
element separation is 10 nm. The magnetic parameters are close to those of Py
99
, with 
the magnetic anisotropy neglected and the value of the Gilbert damping constant 
reduced to 10
-4
. The discretization cell was set to 2.5x2.5x10 nm
3
, i.e. each element was 
one cell thick. The magnetic ground states of the samples were prepared by quasi-
adiabatic relaxation from the perfect saturation tilted in-plane by 10
o
 from the x axis, 
first, at the field of 3000 Oe, and then in 10 Oe steps, to the state at the bias field Hb of 
1500 Oe. 
In the dynamical simulations, the samples were excited by a small broadband 
magnetic field, localized in the center of the stack and directed along the z axis and 
uniform in the (x,y) plane. Dynamical states M(r,t) were recorded every 10 ps within 
the first 80 ns of each simulation and used to calculate cell-wise Fourier spectra with the 
DFT. The frequencies of individual modes were extracted by fitting peaks in the sum of 
DFT amplitude spectra from all cells of the sample to the Lorentzian function. The 
spatial profiles of the amplitude and phase of individual modes at fitted frequencies 
were then re-constructed from the cell-wise DFT data. 
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To calculate the dispersion of spin waves in the 3D samples studied here, we 
have extended the method developed for 1D case in Refs. 134 and 135. The results were 
visualized by applying the 4D DFT to the entire simulated (in the real space and time) 
data set, and then summing the obtained Fourier amplitudes in the reciprocal space over 
the (kx,ky) plane for each value of kz. The 2D representation of the spin wave dispersion 
obtained in this way contained contributions from both symmetric and anti-symmetric 
modes. 
VII.3 Results and discussion 
 
 
Figure VII.3-1 The mode spectrum of the isolated 100x50x10 nm
3
 element is 
shown.  For each mode, the top and bottom images represent the 
spatial distributions of the DFT amplitude and phase 
respectively, while the numbers are the frequencies in GHz. 
Figure VII.3-1 shows a typical spectrum of spin waves excited in the isolated 
100x50x10 nm
3
 element, with 3 dominant modes observed in the frequency range of 30 
GHz. The two lowest frequency modes are the “edge” and “bulk” modes respectively, 
discussed e.g. in Ref. 140. The highest frequency mode shown is a higher order “bulk” 
mode, with further higher order modes observed beyond the shown frequency range.  
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Figure VII.3-2 The magnonic dispersion is shown for stacks of 240 (left half) 
and 60 (right half) elements with dimensions of 100x50x10 nm
3
. 
The insets show the spatial profiles of the modes of the isolated 
element, while the dashed lines represent their frequencies. The 
arrows point to the magnonic bands formed from the modes of 
the isolated element. The solid vertical lines show the boundaries 
of the Brillouin zone. 
The positive dispersion of the modes is determined by the dominant effect of 
the exchange interaction. For the edge mode, the ellipticity of precession is very small 
(        , where    and   are components of the dynamic magnetization). For 
the fundamental bulk mode, dynamics is still dominated by the in-plane component 
N=240 N=60
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(         ). Finally, for the higher order bulk mode, the out- and in-plane 
components of the dynamic magnetization are of the same order of magnitude  
(       ). 
In stacks, the magneto-dipolar coupling between elements splits modes of the 
isolated element into bands of collective magnonic modes (Figure VII.3-2). The 
frequencies of the collective modes in the centre of the Brillouin zone (Figure VII.3-2) 
are generally lower than those of the corresponding modes of the isolated element 
(Figure VII.3-1). This can be attributed to the effect of the static stray magneto-dipole 
field from the neighbours, since the field adds to the own demagnetizing field of each 
element. There are dispersive magnonic bands, which are characterized by different 
signs of dispersion, and also some dispersionless modes, which are represented by the 
horizontal lines. The intensity of the dispersionless modes is generally lower than that 
of the dispersive ones. This is due to the weaker coupling of the dispersionless modes to 
the local excitation, which can be explained by their reduced amplitude in the centre of 
the stack. 
Two dispersion branches are observed for the lowest standing mode 
corresponding to the edge mode of the isolated element (Figure VII.3-1). The spatial 
profiles of the modes in the planes of individual elements reveal that the dispersion 
branches starting from the higher and lower frequencies originate from the symmetric 
and antisymmetric edge modes of the isolated element respectively. The width of the 
band originating from the symmetric edge mode is greater than that of the 
antisymmetric edge modes, indicating that the stray field coupling for the antisymmetric 
edge modes is somewhat weaker than that for the symmetric edge modes. 
For the edge and fundamental bulk modes, the collective modes at the 
boundaries of the Brillouin zone have frequencies that are smaller than those of modes 
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in the centre of the Brillouin zone, i.e. a red shift (negative dispersion) is observed. At 
the same time, a blue shift (positive dispersion) is observed for the higher order bulk 
modes. We therefore observe either negative or positive dispersion depending on the 
mode profile within individual elements. 
To interpret the observation, let us consider a chain of magnetostatically 
coupled magnetic moments (spins). In a chain magnetized parallel (perpendicular) to its 
length, the static stray magnetic field from the neighbours is approximately parallel 
(antiparallel) to the static orientation of individual spins, thereby increasing (decreasing) 
the frequency of their precession for both uniform and non-uniform collective modes. In 
contrast, the effect of the dynamic stray field depends on the relative phase of 
precession of the neighbouring spins and is therefore different for uniform (in the centre 
of the Brillouin zone) and non-uniform (e. g. at the boundaries of the Brillouin zone) 
precession. 
In the present study case of magnetization perpendicular to the length of the 
chain, the dynamic magnetic moment has two components – one parallel and one 
perpendicular to the chain. For the case of in-phase (out-of-phase) precession for the 
modes in the centre (near the boundaries) of the Brillouin zone, the stray field due to the 
component of the neighbour’s dynamic magnetic moment parallel to the chain is 
parallel (antiparallel) to the dynamic magnetic moment of individual elements, thereby 
decreasing (increasing) the frequency of their precession via decreasing (increasing) the 
“restoring force” acting upon the spins.  In contrast, the effect of the stray field due to 
the component of the neighbour’s dynamic magnetic moment perpendicular to the 
chain is exactly opposite. 
So, the interaction due to the dynamic magnetic moments parallel and 
perpendicular to the chain leads to positive and negative contributions to the dispersion 
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respectively. The resulting dispersion of the collective modes of the chain is therefore 
determined by the relative strength of the two opposite effects that is in turn determined 
by the ellipticity of precession. 
So, for the edge and fundamental bulk mode, the ellipticity is small, and their 
precession is dominated by the dynamic magnetization perpendicular to the direction of 
stacking, leading to the observed negative dispersion. The ellipticity is more significant 
for the bulk mode, leading to its weaker dispersion. In contrast, the trajectory of 
precession of the higher order bulk modes is almost circular with a significant 
component parallel to the direction of stacking, leading to their observed positive 
dispersion. The strength of dispersion varies depending on the exact mode profile, 
which could in principle be addressed by a quantitative simultaneous account of both 
the ellipticity, amplitude and phase profiles of the modes as described in Ref. 140. This 
is however beyond the scope of the present study. 
To quantify the effect of ellipticity on the dispersion of the collective magnonic 
modes, we performed additional simulations in which the size of the constitutive 
elements along the major axis was varied from 30 to 200 nm. The simulations were 
done for stacks of 60 elements, since the previous simulations (Figure VII.3-2) had not 
revealed any significant differences in the responses of stacks of 60 and 240 elements. 
For each eigen mode of the isolated elements of each size, the weighted 
average value of the ellipticity was calculated as  ̅  
∑  ̃ 
  
 
 
 
  
∑  ̃  
where  ̃  denotes the 
Fourier amplitude of the given mode in i
th
 cell and the summation is performed over the 
volume of the element. Then, the widths of the corresponding magnonic bands were 
extracted from the dispersions calculated for the stacks of such elements, with the 
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positive and negative values of the width values assigned to the positive and negative 
dispersion respectively. The results are presented in Figure VII.3-3. 
Generally, the ellipticity of the modes of the isolated element increases as their 
frequency increases, in line with the enhanced role of the exchange interaction for 
higher frequency modes.  The ellipticity of the lower frequency modes is defined mainly 
by the anisotropic dipolar energy, leading to the non-circular precession.  For higher 
frequencies, the dynamics is dominated by the isotropic exchange interaction, and so, 
the precession is almost circular (Figure VII.3-3). Generally, the ellipticity of the 
fundamental bulk mode decreases as the size of the element increases, which could be 
understood by the increasing shape anisotropy and decreasing exchange interaction. In 
turn, the ellipticity of the edge mode increases with the size of the element, which could 
be attributed to changes of the mode profile. 
 
Figure VII.3-3 The widths of the collective magnonic bands are shown as a 
function of the ellipticity of the corresponding modes of the 
isolated elements. 
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The main feature of the data presented in Figure VII.3-3 is the presence of the 
critical value of the ellipticity           above which the magnonic dispersion 
becomes positive. Only two modes were found to have ellipticities below the critical 
value.  In particular, the edge mode always has ellipticity below the critical value. The 
fundamental bulk modes have ellipticity below the critical value only for elements that 
are larger than 75 nm. Hence, by altering the dimensions of the constituent elements, it 
is possible to control the magnonic dispersion in the stack; at least as far as the 
fundamental bulk mode is concerned. The observed gradual decrease of the ellipticity of 
the higher order bulk modes with the size of the element suggests that they might also 
show negative dispersion eventually. 
The critical value of the ellipticity is found to be independent of the shape of 
the isolated element, suggesting that it could be related to the fundamental properties of 
the magneto-dipole interaction.  To verify this hypothesis, we applied the theory of 
collective modes developed in Ref. 140 to the case of a stack of two elements. Then, the 
critical value of the ellipticity can be evaluated analytically as   √
 
 (  
 )
 
  
       
where   
  denotes the z-component of the unit vector between the two points of 
interacting elements (for our particular case   
   ). The account of higher-order 
multipole moments would obviously change the value. Nevertheless, the result is 
already very close to the one obtained from simulations (      . The analytical theory 
suggests that the critical value of the ellipticity is invariant to the magnetic parameters 
and shape of and the distance between the elements, but will be different for different 
stacking geometries. 
Figure VII.3-4 (a) and (b) presents the spatial character of the two groups of 
dispersionless modes shown in Figure VII.3-2. The spatial character of modes of the 
isolated element is preserved in the corresponding collective modes of the stack.   
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Figure VII.3-4 The spatial maps of the Fourier amplitude corresponding to the 
localized modes originating from the bulk (a) and high order bulk 
(b) modes of the isolated element (shown Figure VII.3-2). The top 
and bottom images in each row represent the spatial distributions of 
the magnetization amplitude and phase respectively. The numbers 
above the images represent the mode frequencies in GHz. The 
insets show the profile of the projection of the sum of the 
demagnetizing and applied fields onto the static magnetization for 
the major symmetry axis of the stack (z symmetry axis). 
 
However, the amplitude of the latter modes varies in the stacking direction, 
which is perpendicular to that of the applied field. As expected, the frequencies of the 
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modes increase as they become more strongly localized near the top and bottom of the 
stack, where the static internal magnetic field is strongest (Figure VII.3-4 (c)). 
To understand the mechanism of localization, let us consider the spatial 
character of a spin wave mode of a particular frequency. If the static internal magnetic 
field is non-uniform, the dynamic magnetic field must also vary so as to keep the mode 
frequency constant. The dynamic field depends upon the non-uniformity of precession 
in the region of interest. The character of the dependence is in turn determined by the 
character of the spin wave dispersion in the vicinity of the mode frequency. So, 
assuming that some effective “local value” of the wave number could be introduced, the 
increase of the static field must result in an increase (decrease) of the wave number for 
negative (positive) dispersion. The mode has propagating character (real wave number) 
as long as the dispersion can account for the variation of the static field. However, in the 
region of the sample where the required compensation cannot be achieved by the 
variation of the real wave number (classically forbidden region), the spin wave number 
acquires an imaginary value. Finally, the proposed mechanism of localisation of 
magnons is similar to the propagation of the electron in the spatially non-uniform 
potential, and so the same framework could be applied to magnons in order to find 
stable localised states. 
In the present case of the magnonic band spectrum, additional limitations on 
the wave number are imposed by the edges of the Brillouin zones, with the maximum 
compensation determined by the width of the magnonic band. In particular, in magnonic 
bands with negative dispersion (e.g. those originating from the edge and fundamental 
bulk modes), the effective wave number decreases from the top and bottom of the stack 
towards its centre (Figure VII.3-4(a)), until the centre of the Brillouin zone is reached (if 
reached at all), with the corresponding point (element of the stack) playing role of a 
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classical “turning point”. In magnonic bands with positive dispersion (e.g. those 
originating from the higher order bulk modes), the effective wave number increases 
from the top and bottom of the stack towards its centre (Figure VII.3-4(b)), and the 
turning point is located where the boundary of the Brillouin zone is reached. The 
maximal amplitudes of the modes are observed (i.e. the modes are localized) between 
either two turning points, or the boundaries of the stack, or a turning point and a 
boundary of the stack.  Depending on the relative strength of the dispersion and the 
variation of the internal field (Figure VII.3-4(c)), there is a possibility of spin wave 
trapping between two turning points (defined by the top and bottom of the magnonic 
band) located on the slope of the non-uniform internal magnetic field.  Data presented in 
Figure VII.3-2 confirms that the number of the localized states decreases as the 
dispersion within and hence the width of the associated magnonic bands increases, 
consistent with the localization mechanism described above. 
VII.4 Conclusions 
 
In summary, we have studied the spectrum and dispersion of magnonic modes 
in stacks of dipolarly coupled magnetic elements. In particular, we have found that the 
sign of the magnonic dispersion is determined by the spatial character and ellipticity of 
the corresponding modes of an isolated element. Moreover, we have determined a 
critical value of the ellipticity at which the sign of the magnonic dispersion changes 
from negative to positive in a discontinuous way. The discovered effect opens a new 
way of tailoring the dispersion of collective spin waves in magnonic crystals. Moreover, 
we have observed a new type of the spin wave localization. In contrast to the previous 
studies
144
, the localization is associated with regions of increased rather decreased 
internal magnetic field formed near the boundaries of the stack.  
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Micromagnetic method of s-parameter characterization of magnonic devices 
 
 
 
 
 
VIII Micromagnetic method of s-parameter characterization of 
magnonic devices 
 
VIII.1 Introduction 
 
Nanoscale magnonic devices open an intriguing path towards analog signal 
processing in the sub-terahertz frequency band
32,149,150
. In particular, the use of 
propagating spin waves
24,46
 offers direct processing, in which no frequency conversion 
is required prior to the signal manipulation, thereby reducing processing time and 
facilitating real-time devices. This is in addition to the long known opportunity to 
combine the signal processing with the re-configurability and data storage functionality 
within the same chip. As the number of concepts and modifications of magnonic 
devices continues to rapidly grow
98,149,151,152,153,154,155,156
, there also grows the demand 
for methods of performance evaluation without building prototypes or developing 
theoretical models at the microscopic level of description. 
Here, we propose a numerical micromagnetics version of such a method, in which 
magnonic devices are considered as two-port linear networks and can therefore be 
described in terms of their s-parameters (i.e. reflection and transmission characteristics).  
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The magnonic “device-under-test” is situated between input and output magnonic 
waveguides. The dispersion relations and amplitudes of spin waves in the input and 
output are calculated from micromagnetic simulations using the methodology described 
e.g. in Refs. 134 and 135.  The results are then used to derive the reflection and 
transmission characteristics (coefficients) of the evaluated device as a function of the 
spin wave frequency. The calculations in this paper have been performed using the 
OOMMF. However, any of the existing micromagnetic packages
157,158,159,160
 could also 
be used for this purpose, at least in principle, provided that the required data analysis 
software is developed. 
VIII.2 Method 
 
The geometry of the micromagnetic problem is shown in Figure VIII.2-1. The 
sample has a total length of 10.5 µm, a width of 100 nm, and a thickness of 10 nm. Its 
inner part consists of the 2.5 µm long “input” and “output” waveguides (marked as I 
and III respectively) and the 100 nm long “device-under-test” (marked as I). The input 
and output waveguides are made of Py
99
 and the device-under-test (considered here for 
the purpose of demonstration) is represented by a uniform cobalt layer
161
. The Gilbert 
damping constant α is set to the same value 0.001 in the three layers. The outer layers 
(marked as “D”) have the same magnetic parameters as the input and output 
waveguides, except the Gilbert damping constants. The latter are now set to 0.1 in order 
to absorb spin waves reaching the layers and thereby to suppress back reflection from 
the layers and hence also from the ends of the sample. No anisotropy other than that 
naturally resulting from the magneto-dipole energy is included in the calculation. 
First, the ground state is obtained by relaxation from a perfect saturated state 
along the length of the sample to the state at the bias field Hb of 1 kOe applied in the 
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same direction. Then, the sample is excited by applying a highly localized transient 
magnetic field with temporal profile 
                      (VIII.2-1) 
at the boundary between the left damped layer and the input waveguide (I). The 
amplitude of the transient field is          . Ideally, the field defined by temporal 
profile (VIII.2-1) should lead to excitation of propagating spin waves of nearly equal 
amplitude at frequencies up to the cut-off value of           , which is not the case in 
practice due to the limited duration of the simulation. In order to partly suppress the 
corresponding distortion of the excitation spectrum, the centre of the transient field is 
delayed relative to the start of the simulation by time t0 equal to 10 periods of the sinc 
function. Each simulation is run for 8 ns and the data are recorded every            . 
The corresponding frequency bandwidth      of the simulations is equal to      
                  .  So, the condition           necessary to prevent aliasing, is 
satisfied. 
The cell size of the rectangular mesh is equal                         
      , and so, the width and thickness of the mesh cell coincide with the 
corresponding dimensions of the sample. Hence, the model is one dimensional (1D). So, 
wave vectors   ,    and    of the incident, reflected, and transmitted spin waves 
respectively are parallel to the length of the sample and therefore to the bias magnetic 
field and the static magnetisation. The wave vector bandwidth of the simulations is 
                         
    . Prior to the Fourier analysis, the static 
magnetization profile is subtracted from the dynamical data, in order to extract the pure 
dynamic component of the magnetization         The method described below is then 
applied to the z-component of the dynamic magnetisation        . 
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The method implemented here for the s-parameter extraction is based on the 
method of the magnonic dispersion calculation developed and described in Refs. 134 
and 135. The main idea is to make use of information about spin wave amplitudes 
       that is obtained as a result of the calculation of spin wave dispersion       
similar to those shown in Figure VIII.2-2. By applying this method separately to the 
input and output waveguides, one can calculate the complex Fourier amplitudes of the 
input and output signals and form complex transmission and reflection coefficients as 
their ratios. However, the practical realization of the idea meets some difficulties, as 
detailed below. 
 
Figure VIII.2-1 The top panel shows the geometry of the micromagnetic 
problem. The bottom panel schematically shows the coordinate 
dependence of the magnetic parameters (except damping) in 
the sample. Both schematics are drawn not to scale. 
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The results of the time domain simulations are obtained as a 2D array of data 
        ), where   and   are integer indices of the mesh cells and time steps 
respectively. By performing a 2D Fourier transform of the data, spin wave amplitudes 
         are calculated as a function of discrete valued wave vector    and frequency 
   (Figure VIII.2-2). First, we find the dispersion in the form of a continuously valued 
frequency defined on the discrete mesh of the wave number,           We assume 
that the spin wave dispersion      is equivalent for the forward (     ) and backward 
(     ) propagating spin waves, i.e.              162. For each |i|, we use cubic 
interpolation to find frequencies          as points at which functions         
         of continuously valued frequency   reach their local maxima
163
. Then, we 
extract the amplitudes of the backward and forward propagating spin waves separately 
from the       and       branches of the dispersion respectively using bilinear 
interpolation of          to            with the latter now being a discrete 1D set of 
data. The interpolation algorithm is adjusted so that the discretization of the frequency 
rather than wave vector remains equidistant. This allows us to use the same frequency 
mesh to compare amplitudes of spin waves extracted from different simulations. This is 
preferred since we are interested in the frequency (rather than wave number) 
dependence of the s-parameters.  
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Figure VIII.2-2 The dispersion of spin waves in the “input” waveguide is 
shown for simulations performed in exchange (a) and dipolar-
exchange (b) approximations. The colour intensity represents 
the absolute value of the spin wave amplitude.  
Ideally, the s-parameters could be extracted from a single simulation. However, 
due to effects connected with the finite damping and group velocity of spin waves in the 
input and output waveguides, two different simulations have to be performed. First, we 
perform a reference simulation for a sample like the tested one but in which the device-
under-test is replaced by a uniform layer with the properties, width and thickness of the 
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input and output waveguides and the length of the device-under-test. The reference 
sample is therefore magnetically uniform. Reference amplitudes     
 
    and       
 
    
of the forward spin waves in the input and output waveguides respectively are then 
calculated as functions of the frequency. Then, simulations for the sample with the 
device-under-test are performed, and amplitudes   
     and     
 
    of the reflected 
from and transmitted through the device-under-test spin waves propagating in the input 
and output waveguides respectively are obtained.  
 Finally, the values of s-parameters     and     are calculated as  
    
  
 
    
       
    
    
 
      
       
(VIII.2-2) 
where      and      are the transmission and reflection coefficients respectively. The 
damped regions must of course be excluded from the analysis. For each particular 
problem (i.e. magnonic device tested), the length of the input and output waveguides 
has to be optimized so as to obtain the required spectral resolution of the subsequent 
Fourier analyses and to allow spin waves with the smallest group velocities to reach the 
device-under-test well within the simulation time. 
VIII.3 Application to the uniform inclusion of Cobalt as the 
device-under-test 
In order to demonstrate advantages and limitations of the method, we apply it to 
calculation of the reflection and transmission characteristics of a device-under-test 
represented by a uniform inclusion of Co. Figure VIII.3-1 shows the dispersion of spin 
waves calculated for the reference sample (excluding damped regions) and then 
“digitized” using the method described in Section VIII.2. In OOMMF, the simulations 
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can be easily performed in dipole-exchange, dipole (magnetostatic) and exchange 
approximations. The exchange and dipole-exchange approximations produce very 
similar results at frequencies above about 100 GHz, while the dipole and dipole-
exchange curves agree only in close vicinity of the uniform ferromagnetic resonance 
frequency, i.e. at wave numbers up to about          . 
 
Figure VIII.3-1 The dispersion curves of spin waves calculated from 
simulations for the reference sample (excluding damped 
regions) and then digitized is shown for dipole-exchange (DE), 
dipole (D) and exchange (E) approximations. The curves are 
marked by “s” in the legend. The analytical curve (t) calculated 
in the exchange approximation is also shown. The upper inset 
shows the same dispersion on a greater scale. The bottom inset 
shows, as a function of the spin wave frequency, the absolute 
value of the difference between the analytical and simulated 
curves calculated in the exchange approximation in the units of 
the Co layer thickness. 
0 50 100 150 200 250 300 350 400
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
 DE (s)
 E (s)
 E (t)
 D (s)
 
 
F
re
q
u
en
cy
 (
T
H
z)
Inverse wavelength (10
6
 m
-1
)
10 20 30 40 50
0
20
40
60
80
 
 F
re
q
u
en
cy
 (
G
H
z)
Inverse wavelength (10
6
 m
-1
)
0.2
0.4
0.6
0.8
0.2 0.4 0.6 0.8
 
 Frequency (THz)
d
|k
s-
k
t| 
(2

)
 
 
137 
 
In the exchange approximation, the dispersion can also be easily calculated 
analytically, facilitating verification of the method. The comparison appears to show an 
excellent agreement between the theory and simulations at frequencies up to about 0.5 
THz. At higher frequencies, the simulated dispersion curve has a downward curvature 
as a result of the discrete nature of the numerically solved problem
164
. Indeed, the 
highest frequency and wave number accessible in the simulations correspond to the 
edge of the Brillouin zone of the spectrum of the 1D chain of spins with a period equal 
to the cell size. Nevertheless, at such a high values of wavevectors, continuous 
approximation used to derive magnonic dispersion analytically is not valid anymore, 
and so discrete model of ferromagnetic media must be used. It is worth noting that 
magnonic dispersion calculated with discrete model of ferromagnetic media will also 
has downward curvature. 
Figure VIII.3-2 shows the squared amplitudes of the reflection and transmission 
coefficients simulated and analytically calculated in the exchange approximation. The 
curves are characterized by a quasi-periodic alteration of regions of high and low 
transmission and reflection. The alteration originates from the Fabry-Perot resonance of 
spin waves in the cavity represented by the Co layer, with the frequency of alteration 
determined by its thickness. The predictions of the simulations and analytical theory for 
positions of the minima and maxima of reflection and transmission agree at lower 
frequencies < 200 GHz, while slowly “dephasing” at higher frequencies and then 
coming into phase again at frequencies about 1 THz. The dephasing originates from the 
difference between simulated and analytical dispersion curves illustrated in the bottom 
inset of Figure VIII.3-2. The amplitude of variation of the simulated transmission 
coefficient agrees well with the analytical theory, while the simulations tend to 
underestimate the variation in the reflection coefficient. 
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Figure VIII.3-2 The squared amplitudes of the simulated (s, solid lines) and 
analytical (t, dashed lines) reflection (R) and transmission (T) 
coefficients are shown for the exchange approximation. 
The latter discrepancy could be attributed to the effect of (small but finite) 
damping in the simulations and then to accumulation of spin wave energy in and in the 
vicinity of the Co layer. In principle, the damping in the latter could be included in the 
theory. However, it has to be set to zero in the input and output waveguides since the 
incident and scattered spin waves are defined “at infinity”. In contrast, the amplitude 
extracted from simulations represents a result of averaging over the entire length of the 
waveguide. At the same time, the Co layer is expected to lead to appearance of localized 
“defect” modes164,165. The localized spin waves gain their energy from the incident spin 
wave and hence might lead to the observed discrepancy. 
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Figure VIII.3-3 The sum of the squared absolute values of the simulated 
reflection and transmission coefficients is shown for the case of 
Co layer with zero (solid line) and non-zero (α = 0.001, dashed 
line) damping. The frequencies at which the sum is not equal to 
unity correspond to those of the minimum transmission of the 
spin waves through the Co layer. 
So, Figure VIII.3-3 compares the sums of the squared absolute values of the 
simulated reflection and transmission coefficients extracted from simulations with the 
damping in the Co layer set to zero and a finite value (α = 0.001). One can notice a set 
of frequencies at which the sum falls below unity and hence the energy conservation 
law is violated. The effect is more significant in the case of zero damping. This favours 
the interpretation based on the energy accumulation by the spin wave modes localized at 
the Co layer. 
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Figure VIII.3-4 The squared absolute values of the reflection (R) and 
transmission (T) coefficients simulated in the case of exchange 
(E, solid lines) and dipolar-exchange (DE, dashed lines) 
approximations are shown. 
Figure VIII.3-4 compares the frequency dependences of the reflection and 
transmission coefficients calculated in the dipole-exchange and exchange 
approximations. Both reflection and transmission curves agree well at frequencies 
above about 200 GHz, as expected from the similarity of the corresponding dispersion 
curves in the frequency range, as shown in Figure VIII.3-2. This demonstrates the 
applicability of the exchange approximation at the high spin wave frequencies. This 
allows one to exploit the analogy existing between the exchange spin waves and the 
motion of an electron in a non-uniform potential, pointed out and exploited e.g. in Refs. 
165, 166, 167. The analogy is due to the fact that Landau-Lifshitz equation could be 
rewritten to the form of Schrodinger equation, where Hamiltonian is replaced by the 
effective field.  
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VIII.4 Conclusions 
 
In this Chapter, I have proposed a micromagnetic method by which to evaluate 
performance of magnonic (spin wave) devices. We have applied the method to a simple 
rectangular magnetic non-uniformity and have successfully calculated its reflection and 
transmission coefficients. Our calculation has shown that the accumulation of energy by 
spin wave modes localized on the non-uniformity might lead to a significant reduction 
of the reflection coefficient, although the effect depends on the value of damping in the 
non-uniformity. We have shown that the technique is very efficient in the sub-terahertz 
band, albeit faces some difficulties in the low gigahertz band associated with the low 
group velocity of spin waves. We have shown that the exchange approximation is well 
suited for description of propagating spin waves at THz frequencies. However, our 
results have also demonstrated that the accuracy of the approximation in a particular 
problem depends upon the relative value of the spin wave wavelength and the 
characteristic scale of the non-uniformities in the problem. At THz frequencies, the 
dispersion obtained from the simulations deviates from that calculated using the 
continuous medium approximation. This deviation not only emphasizes the discrete 
nature of the micromagnetic simulations, but also suggests that micromagnetic solvers 
based on truly atomistic models are required and might well be feasible computationally 
in future. Indeed, the cell size in the presented simulations is only a few times greater 
than the inter-atomic distance in the considered magnetic materials’ although one 
should note that the implemented micromagnetic model is one-dimensional. The 
proposed method is directly comparable to vector network analyser ferromagnetic 
resonance (VNA-FMR) measurements of magnonic structures and will therefore prove 
useful for experimentalists working in the area of magnonics. 
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Conclusions 
 
 
 
 
 
IX Conclusions 
The linear magnetization dynamics in nano-patterned samples has a very 
complicated character. A certain number of factors make developing of the analytical 
solutions of the problems presented here almost impossible. Therefore it is crucial to 
utilize different approaches to the solutions of such systems. One of the possible ways is 
the micromagnetic simulations. Moreover, micromagnetic simulations could be used 
along with the analytical approaches. This gives even more insight into dynamic 
behaviour of the nanoscale magnetic systems. 
In Chapter IV, we have developed a numerical tool which allows one to 
analyse the real space and time domain data generated by micromagnetic packages. In 
particular our software allows one to extract the spectrum (or dispersion where 
applicable) of spin-wave modes along with their spatial profiles. This gives virtually full 
information about the system. Our implementation benefits from reduced memory 
pressure and exceptional runtime performance. It is the only publically available 
solution with the described set of capabilities. We have proved its effectiveness through 
the analysis of the simulations of several large-scale problems including the results 
presented in this manuscript. 
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In Chapter V, the dynamic dipolar coupling of two nanoscale rectangular 
elements have been estimated by the frequency difference between the acoustical and 
optical modes. In general it has been found that edge mode of the isolated element is 
subject to larger coupling then the bulk mode. We showed that for two elements placed 
edge-to-edge the frequencies of the optical modes are lower than that of acoustical. The 
situation is opposite when the elements are placed side-by-side. This is in line with the 
symmetry of the dipolar field. Then the results have been compared against an 
analytical theory. A good agreement has been found for the bulk mode, while only 
qualitative agreement has been found for the edge mode. This suggests to us that 
approximation of the rigid oscillators used in the theory is only valid for bulk mode. 
Indeed micromagnetic simulations confirmed that profile of the edge modes is changed 
for the closely packed pair. So the energy of interaction of the neighbouring edge 
regions of different elements exceeds the internal energy of the edge mode, so the latter 
is non-rigid. 
In Chapter VI, the theory study of pairs of closely packed elements has been 
extended to the case of 2D arrays. The dispersion of the magnonic modes has been 
calculated numerically for the first time. Moreover we have found that approximation of 
3x3 arrays which is widely used in the literature is not valid to describe the large arrays. 
The localized states of the arrays are found to be sensitive to the parity of the arrays 
(defined by parity of the number of elements within the column of arrays). In particular 
the symmetrical properties of the ground state give rise to the dynamic dipolar coupling 
of the localized modes. We have proposed a method how the influence of the ground 
state could be evaluated by estimating a weighted average of the static internal field for 
each particular mode.  It has been found that dispersion of collective modes is much 
stronger across the columns of arrays then along the rows. This is in line with the 
observations for the pairs of elements. 
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The investigation of 3D confinement of spin waves in stacks of dipolar coupled 
rectangular nano-elements provided in Chapter VII revealed that the sign of the group 
velocity of the magnonic modes is in strong correlation with the ellipticity of the 
originating modes of the single element. In particular there is a critical value of the 
ellipticity above which the dispersion of magnonic modes becomes positive. Numerical 
simulations of the stacks of elements of different in-plane aspect ratio depict that this 
critical value is independent on the shape of the element.  The latter has been confirmed 
by simple analytical considerations. Thus, we conclude that critical value of ellipticity is 
fixed by the topology (fine structure) of the sample only. This opens new ways in 
tailoring the dispersion of spin waves in magnetic nano-structures. Additionally, we 
have found that finite width of the magnonic bands results in localization of modes on 
the regions of gradually increasing internal field. This is in contrast to the previous 
studies, where similar effect has been observed but for gradually decreasing fields (by 
the analogy to localizations on potential wells in quantum mechanics). 
In Chapter VIII, the method for the estimation of scattering parameters of 
magnonic devices is proposed. It is based on the calculation of the dispersion of spin 
waves in input and output waveguides, so that the amplitudes of propagating spin waves 
could be extracted. The values of scattering parameters are calculated as a ratio of 
corresponding amplitudes of reflected and transmitted waves to the amplitude of the 
incident spin waves. We have applied the method to the simplistic model of a uniform 
inclusion (by analogy to the rectangular potential barrier in quantum mechanics). The 
analytical expression has been derived for the given problem in exchange 
approximation. We have found that our method is in a good agreement with an 
analytical theory. Nevertheless, we have found that dispersion of spin waves calculated 
in OOMMF differs from that of analytical theory. In particular the analytical theory is 
developed for the continuous approximation, while OOMMF simulates a lattice of 
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magnetic moments. For the large wave vectors the continuous approximation is not 
valid. Thus dispersion calculated by OOMMF has more realistic shape. In order to 
reproduce the correct dispersion of spin waves in the regions of the large values of 
vectors it is essential to run atomistic scale simulations. Nevertheless we have found 
that OOMMF could be used to study spin waves in Permalloy with the frequencies up to 
200 GHz. Finally, we have found that potential barrier supports existence of localized 
modes. This explains the break of the energy conservation law observed in our 
simulations, since localized modes accumulate energy from the incident spin waves. 
This effect is not accounted in the calculations of scattering parameters. 
Here we have demonstrated through the set of systematic investigations, that 
micromagnetic simulations could be successfully used to predict the results unknown 
before. Moreover they can be used to estimate the approximations of the analytical 
theories, when it is not possible from experimental point of view. Thus micromagnetic 
simulations are essential tool for exploration of magnetic systems on nanoscale. 
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