fusion, flatness-based control is also efficient in making the mobile robot track any desirable trajectory. The structure of the paper is as follows: In Section 2 principles of flatness-based control are analyzed and examples are given for finite dimensional systems. In Section 3, the applicability of flatness-based control to mobile robot systems is examined. In Section 4 the problem of sensor fusion for mobile robot navigation is studied. Sensor fusion of measurements coming from odometer and sonar sensors is performed for the estimation of the mobile robot's state vector. The reconstructed state vector is then used in the flatnessbased control algorithm to make the robotic vehicle track the desirable trajectory. In Section 5, simulation experiments are carried out. First, it is shown how flatness-based control succeeds tracking of the desirable trajectory for the mobile robot when the complete state vector is measurable. Next, flatness-based control generates the control signal using the state vector which is reconstructed after the fusion of measurements from distributed sensors. Finally, in Section 6, concluding remarks are stated.
Flatness-based control

Differential flatness for finite dimensional systems
A finite dimensional system is considered. This can be written in the general form of an ODE, i.e.
( , , ,..., ), 1, 2,..., 
The quantity w denotes the system variable, while , 1,..., 
which implies that the derivatives of the flat output are not coupled in the sense of an ODE, or equivalently it can be said that the flat output is differentially independent.
2. All system variables, i.e. the components of w (elements of the system's state vectors) can be expressed using only the flat output y and its time derivatives It is noted that for linear systems the property of differential flatness is equivalent to that of controllability. Next, two examples is given to clarify the design of a differentially flat controller for finite dimensional system. Example 1: Flatness-based control of a nonlinear system [Laroche, B. et al., (2007 
It can be verified that property (1) 
from which two possible solutions are derived, i.e.: . Keeping the largest of these two solutions one obtains:
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Using the flat output and its derivatives, the system of Eq.(5) can be written in Brunovsky (canonical) form: Therefore, a transformation of the system into a linear equivalent is obtained and then it is straightforward to design a a controller based on linear control theory. Thus given the reference trajectory T with () tu t → steering the system from an initial to a final state. In [Rouchon, P. (2005) ] it has been shown that such control can be obtained explicitly, according to the following procedure: the Laplace transform of Eq. (11) gives
Then the system can be written in the form [Lévine, J. & Nguyen, D.V. (2003) ]:
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There is a one to one linear correspondence between the trajectories of Eq. (11) 
for all functions
The results can be extended to the case of a harmonic oscillator with damping. In that case Eq. (11) is replaced by [Rouchon, P. (2005)] 2 2 2 2 , 1,...,
where the damping coefficient is , while the other model parameters can be written as:
These formulas show simply that is the tangent angle of the curve traced by P and ) tan(φ is the associated curvature. With reference to a generic driftless nonlinear system
the dynamic feedback linearization consists in finding a feedback compensator of the form 
and the matrix multiplying the modified input
which means that the desirable linear acceleration and the desirable angular velocity can be expressed using the transformed control inputs 1 u and 2 u . Then, the resulting dynamic compensator is (return to the initial control inputs v and ω )
The extended system is thus fully linearized and described by the chains of integrators, in Eq. (29), and can be rewritten as
The dynamic compensator of Eq. (30) has a potential singularity at
e. when the unicycle is not rolling. The occurrence of such singularity is structural for non-holonomic systems. This difficulty must be obviously taken into account when designing control laws on the equivalent linear model. A nonlinear controller for output trajectory tracking, based on dynamic feedback linearization, is easily derived. Assume that the robot must follow a smooth trajectory
x tyt which is persistent, i.e. for which the nominal velocity xx dp x yy dp y ek ek e ek ek e one can calculate the control inputs v and ω applied to the robotic vehicle, using Eq. (24).
The above result is valid, provided that the dynamic feedback compensator does not need the singularity
The following theorem assures the avoidance of singularities in the proposed control law [Oriolo, G. et al., (2002) 
Fusion of distributed measurements using the Extended Kalman Filter
The control law for the unicycle robot described in subsection 2. 
is the Jacobian of φ calculated at ˆ() 
Likewise, γ is expanded about The resulting expressions create first order approximations of φ and γ . Thus the linearized version of the plant is obtained: 
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• Time update. Compute:
The schematic diagram of the EKF loop is given in Fig. 1(a) . Next, the problem of fusing measurements coming from distributed sensors will be solved using the Particle Filtering method. The fused data are used again to estimate the state vector of a mobile robot and the reconstructed state vector will be used in closed-loop control. In the general case the equations of the optimal filter used for the calculation of the statevector of a nonlinear dynamical system do not have an explicit solution. This happens for instance when the process noise and the noise of the output measurement do not follow a Gaussian distribution. In that case, approximation through Monte-Carlo methods can used. As in the case of the Kalman Filter or the Extended Kalman Filter the particles filter consists of the measurement update (correction stage) and the time update (prediction stage) [Thrun, S. et al., (2005) 
b. The correction stage
The a-posteriori probability density was performed using Eq. (44). Now a new position measurement z(k) is obtained and the objective is to calculate the corrected probability density 
Resample for substitution of the degenerated particles. Time update: compute state vector
where
The stages of state vector estimation with the use of the particle filtering algorithm are depicted in Fig. 1(b) .
Resampling issues in particle filtering a. Degeneration of particles
The algorithm of particle filtering which is described through Eq. (44) N → , which means that the particles are degenerated, i.e. they lose their effectiveness. Therefore, it is necessary to modify the algorithm so as to assure that degeneration of the particles will not take place [Crisan, D. & Doucet, A. (2002) ].
When eff k N is small then most of the particles have weights close to 0 and consequently they have a negligible contribution to the estimation of the state vector. The concept proposed to overcome this drawback of the algorithm is to weaken this particle in favor of particles that have a non-negligible contribution. Therefore, the particles of low weight factors are removed and their place is occupied by duplicates of the particles with high weight factors.
The total number of particles remains unchanged (equal to N ) and therefore this procedure can be viewed as a "resampling" or "redistribution" of the particles set. The particles resampling mentioned above maybe slow if not appropriately tuned. There are improved versions of it which substitute the particles of low importance with those of higher importance [Arulampalam, S. et al., (2002) ], [Kitagawa, (1996) Sorting of particles' weights gives
.. Two other methods that have been proposed for the implementation of resampling in Particle Filtering are explained in the sequel. These are Kitagawa's approach and the residuals resampling approach [Kitagawa, G. (1996) ]. In Kitagawa's resampling the speed of the resampling procedure is increased by using less the random numbers generator. The weights are sorted again in decreasing order u are produced in a deterministic way [Campillo, F. (2006) ].
In the residuals resampling approach, the redistribution of the residuals is performed as follows: at a first stage particle 
Simulation tests
Flatness-based control using a state vector estimated by EKF
The application of EKF to the fusion of data that come from different sensors is examined first [Rigatos, G.G. & Tzafestas, S.G. (2007)] . A unicycle robot is considered. Its continuoustime kinematic equation is:
Encoders are placed on the driving wheels and provide a measure of the incremental angles over a sampling period T . These odometric sensors are used to obtain an estimation of the displacement and the angular velocity of the vehicle ) (t v and ) (t ω , respectively. These encoders introduce incremental errors, which result in an erroneous estimation of the orientation θ . To improve the accuracy of the vehicle's localization, measurements from sonars can be used. The distance measure of sonar i from a neighboring surface j P is thus taken into account (see Fig. 2 (a) and Fig. 2(b) ). Sonar measurements may be affected by white Gaussian noise and also by crosstalk interferences and multiples echoes. The inertial coordinates system OXY is defined. Furthermore the coordinates system
OXY is considered ( Fig. 2(a) ). 
Each plane j P in the robot's environment can be represented by j r P and j n P (Fig. 2(b) Uk− is applied.
The measurement update of the EKF is
The time update of the EKF is The vehicle is steered by a dynamic feedback linearization control algorithm which is based on flatness-based control [Oriolo, G. et al., (2002) The following initialization is assumed (see Fig. 3 Fig. 3(a) . Moreover, results on the tracking of a circular reference path are given in Fig. 4(a) , while the case of tracking of an eight-shaped reference path is depicted in Fig. 5(a) . Tracking experiments for EKF-based state estimation were completed in the case of a curved path as the one shown in Fig. 6(a) .
Flatness-based control using a state vector estimated by Particle Filtering
The particle filter can also provide solution to the sensor fusion problem. The mobile robot model described in Eq. (48), and the control law given in Eq. (54) ξ . The measurement noise distribution was assumed to be Gaussian. As the number of particles increases, the performance of the particle filterbased tracking algorithm also improves, but this happens at higher demand for computational resources. Control of the diversity of the particles through the tuning of the resampling procedure may also affect the performance of the algorithm. The obtained results are given in Fig. 3(b) for the case of motion along a straight line on the 2D plane. Additionally, results on the tracking of a circular reference path are given in Fig. 4(b) , while the case of tracking of an eight-shaped reference path is depicted in Fig.  5(b) . Tracking experiments for PF-based state estimation were completed in the case of a curved path as the one shown in Fig. 6(b) . From the depicted simulation experiments it can be deduced that the particle filter for a sufficiently large number of particles can have good performance, in the problem of estimation of the state vector of the mobile robot, without being subject to the constraint of Gaussian distribution for the obtained measurements. The number of particles influences the performance of the particle filter algorithm. The accuracy of the estimation succeeded by the PF algorithm improves as the number of particles increases. The initialization of the particles, (state vector estimates) may also affect the convergence of the PF towards the real value of the state vector of the monitored system. It should be also noted that the calculation time is a critical parameter for the suitability of the PF algorithm for real-time applications.
When it is necessary to use more particles, improved hardware and parallel processing available to embedded systems, enable the PF to be implemented in real-time systems [Yang, N. et al., (2005) ]. 
Conclusions
The paper has studied flatness-based control and sensor fusion for motion control of autonomous mobile robots. Flatness-based control stems from the concept of differential flatness, i.e. of the ability to express the system parameters (such as the elements of the state vector) and the control input as relations of a function y called flat output and of its higher order derivatives. Flatness-based control affects the dynamics of the system in a way similar to control through feedback-linearization. This means that writing the system variables and the control input as functions of the flat output enables transformation of the system dynamics into a linear ODE and subsequently permits trajectory tracking using linear control methods. For linear systems differential-flatness coincides with the property of controllability. Flatnesswww.intechopen.com based control is applicable to finite dimensional systems (linear or nonlinear) as well as to infinite dimensional systems, such as the ones usually described by PDE. The problem of motion control of the mobile robots becomes more complicated when the robot's state vector is not directly measurable but has to be reconstructed with the use of measurements coming from distributed sensors. Consequently, the control input generated by the flatness-based control algorithm has to use the estimated state vector of the robotic vehicle instead of the real one. Extended Kalman and Particle filtering have been tested in the problem of estimation of the state vector of a mobile robot through the fusion of position measurements coming from odometric and sonar sensors. The paper has summarized the basics of the Extended Kalman Filter, which is the most popular approach to implement sensor fusion in nonlinear systems. The EKF is a linearization technique, based of a firstorder Taylor expansion of the nonlinear state functions and the nonlinear measurement functions of the state model. In the EKF, the state distribution is approximated by a Gaussian random variable. Although the EKF is a fast algorithm, the underlying series approximations can lead to poor representations of the nonlinear functions and the associated probability distributions. As a result, the EKF can sometimes be divergent.
To overcome these weekness of the EKF as well as the constraint of the Gaussian state distribution, particle filtering has been introduced. Whereas the EKF makes a Gaussian assumption to simplify the optimal recursive state estimation, the particle filter makes no assumptions on the forms of the state vector and measurement probability densities. In the particle filter, a set of weighted particles (state vector estimates evolving in parallel) is used to approximate the posterior distribution of the state vector. An iteration of the particle filter includes particle update and weights update. To succeed the convergence of the algorithm at each iteration resampling takes place through which particles with low weights are substituted by particles of high weights. Simulation tests have been carried out to evaluate the performance of flatness-based control for the autonomous mobile robot, when using the EKF and the particle filter for the localization of the robotic vehicle (through the fusion of measurements coming from distributed sensors). It has been shown, that comparing to EKF, the PF algorithm results in better estimates of the mobile robot's state vector as the number of particles increases, but on the expense of higher computational effort. Consequently, the flatness-based controller which used the robot's state vector coming from the particle filter, had better tracking performance than the flatness-based controller which used the robot's state vector that was estimated by the EKF. It has been also observed that the accuracy in the localization of the mobile robot, succeeded by the particle filter algorithm depends on the number of particles and their initialization.
