We introduce a large class of non-parametric spot volatility estimators based on delta sequences and conceived to include many of the existing estimators as special cases. The full limit theory under infill asymptotics and finite timehorizon is first derived in the pure diffusive settings. We then extend our class of estimators to include Poisson jumps and/or financial microstructure noise in the observed price process. The resulting estimators are shown to be robust to both the disjoint and joint contribution of the above effects. As a development of our results, we perform an accurate analysis of the Fourier method by studying the distribution theory of the spot volatility estimator and by improving the computational aspects of the algorithm. Empirical evidence from the stock index futures market is finally provided.
Introduction
In the last decade, the larger availability of high-frequency financial data sets has spawned considerable econometric research on integrated volatility, and in particular on realized volatility (see Barndorff-Nielsen and Shephard (2007) and Bandi and Russell (2007) among others). More recently, the interest has moved to study the variability of the price dynamics at a particular point in time, the so-called instantaneous or spot volatility. With this paper we aim to wide and sustain the class of the existing estimators in the field by proposing a method to estimate the spot volatility of a univariate semimartingale model in the presence of Poisson jumps and microstructure noise. Although an estimate of the instantaneous volatility could be obtained by differentiating the integrated volatility, as in Bandi and Renò (2008) , a more direct approach to the problem would be desirable. One possibility consists in assuming that the volatility process is a function of the observable state variable X t itself and nonparametric techniques can be applied both in absence (Florens-Zmirou, 1993; Bandi and Phillips, 2003; Renò, 2008) and in presence of jumps (Johannes, 2004; Bandi and Nguyen, 2003; Mancini and Renò, 2009) . Fully non parametric methods where volatility is instead not constrained to be a function of the state variable include the idea of rolling sample volatility estimators, as in Foster and Nelson (1996) and Andreou and Ghysels (2004) , and the kernel based method in Kristensen (2007) , subsequently also in Fan and Wang (2008) and Mykland and Zhang (2008) . An alternative using Fourier and wavelet analysis is due to Mancino (2002, 2009) and Genon-Catalot et al. (1992) respectively, while Ogawa and Sanfelici (2008) propose a two-step regularization scheme designed to filter microstructure noise. Finally, Boudt et al. (2008) combine integrated measures with an intraday periodic pattern robust to jumps.
The purpose of our study is to define a large class of non parametric estimators of instantaneous volatility in order to generalize the aforementioned methods. In particular, we extend the kernel estimator of Kristensen (2007) through sequences of functions which are asymptotically equivalent to the distribution of a Dirac delta function and are known as delta sequences. For applications of delta sequences in statistics see, for instance, Watson and Leadbetter (1964) and Walter and Blum (1979) . Although a traditional kernel function can be seen also as a delta sequence, our class is shown to be much wider. Moreover, the study of the asymptotic theory (see Section 2) reveals that the estimators therein are normally distributed when the number of observations diverges to infinity in a fixed interval [0, T ] and the maximum interval between observations (not necessarily equally spaced) shrinks to zero. Our findings are derived for diffusions under mild assumptions on the driving coefficients of the stochastic differential equation. In Section 3 we study the robustness of the proposed class of estimators to the presence of financial microstructure noise and finite activity jumps. In particular, we devise a two-scale spot volatility estimator in the spirit of Zhang et al. (2005) to deal with the market noise, while jumps are incorporated into the process through a threshold alike estimator as in Mancini (2009a) . More importantly, we propose a robust estimator to the joint contribution of both effects. As a by-product, in Section 4 we provide the asymptotic limit of the Fourier estimator in Malliavin and Mancino (2002) , specializing the weak convergence result recently obtained in Malliavin and Mancino (2009) for the whole stochastic process σ(t, ω) to the case of random variable σ(t). We also analyze the role played by the different bandwidths the Fourier method is based on. Section 5 presents an empirical analysis using high-frequency stock index futures where our proposed estimator is applied to detect average intraday volatility patterns. Section 6 concludes.
Spot Volatility Estimation in the Basic Setting
We assume to work in a filtered probability space (Ω, F, (F t ) 0≤t≤T , P) satisfying the usual conditions (Protter, 1990 ) and on which a standard Brownian motion W t is defined. Our results are based on the set of assumptions outlined below. Assumption 1. The logarithmic price process X(t) defined on [0, T ] is a real stochastic process following the dynamics
with initial condition X 0 measurable with respect to F 0 and where µ(t) and σ(t) are adapted and a.s. bounded process uniformly in
there exists C t > 0 and 0 < γ ≤ 1 such that, in a neighborhood of t,
2)
The class of processes for σ(t) we wish to estimate pointwise is larger than the class of differentiable functions, and it includes the important case where σ(t) is generated itself by a Brownian motion as in a stochastic volatility model, see Kristensen (2007) or Revuz and Yor (2001) . However, it does not include jumps in the volatility process.
Suppose the process X t is observed n times at instants 0 = t 0 < t 1 < . . . < t n = T , not necessarily equally spaced and with T fixed. We set ∆
In this case, we can define the quadratic variation of time H(t) as in Mykland and Zhang (2006) , namely,
which we assume to be a continuously differentiable function. In the restrictive case of equally spaced observations, ∆ i n = ∆ n and H ′ (t) = 1. When observations are more (less) concentrated around t, then we have
Denote by ∆X i = X t i − X t i−1 . Our proposed estimator takes the form
where f n (·) is a sequence of real functions whose properties are specified below.
Assumption 2. The following two assumptions hold:
For each integer n, the real function f n (x) : R → R is zero outside D, belongs to L 4 (R) and is continuous and differentiable in D with sup x∈D f ′ n (x) ≤ Cf n (0) for a suitable constant C > 0 which does not depend on n.
ii) Define by C + t the class of stochastic processes defined on [0, T ] and almost surely non-negative, bounded and continuous in a neighborhood of t ∈ [0, T ]. We assume that for all ϕ ∈ C
where c f is a constant in ]0, 1] and R n (t) = o p (1).
The intuition behind Assumption 2 is the following. We first ask mild smoothness conditions on f n (x) in a neighborhood of zero; such conditions will be applied in the proofs below. Eq. (2.5) can be reformulated with the short-hand notation
where δ(x) is known as the Dirac delta function. It follows that f n (x) is a delta sequence. Watson and Leadbetter (1964) provide sufficient conditions for a sequence of functions to be a delta sequence. However, we are not interested to all the possible sequences since we have to impose some regularity conditions to make the estimation of spot volatility possible. In Eq. (2.6) we choose to normalize f 2 n (x) by f n (0), but f n (0) can be replaced by any sequence a n able to deliver the same result, such as a n = f 2 n (x)dx or a n = sup x∈D f n (x). Eq. (2.6) also implies that g n (x) = f 2 n (x)/(c f f n (0)) fulfills Eq. (2.5). Finally, Eq. (2.7) is a sufficient condition for the central limit Theorem 2.2 below and is automatically met if g n (x) satisfies Eq. (2.6).
From Assumption 2, we can easily deduce the rate of convergence of R n (t) when
. This is an important aspect because R n (t) estimates the asymptotic bias term. Hereafter, proofs will be postponed to the Appendix.
Proposition 2.1. Assume that Assumptions 1 and 2 hold. Then
Note that, by taking ϕ(s) = I {t−s∈D} , Eq. (2.5) implies
and Eq. (2.6) implies that the value of the constant c f can be recovered by
The constant c f can be any number in ]0, 1] if f n (0) = sup x∈D f n (x) (see Proposition A.1 in the Appendix).
We now list some relevant examples of sequences f n (x) satisfying Assumption 2. Other examples can be found in Walter and Blum (1979) .
Example 1: Kernels Kernel functions are possible f n (x) sequences. In Kristensen (2007) , kernels are first applied to spot volatility estimation. Define a positive function K(x) such that R K(x)dx = 1 and K 2 = R x 2 K 2 (x)dx < ∞, together with other technical conditions.
Then define 8) where the bandwidth h n → 0. We can then interpret f n (0) as the inverse of the bandwidth being f n (0) =
as shown in Kristensen (2007) , with c f = K 2 /K(0). For the Epanechnikov kernel c f = 4/5, while c f = 1/ √ 2 in the case of the most commonly used Gaussian kernel.
Example 2: Trigonometric functions
A second important example is the Dirichlet Kernel given by
where
(2.9)
Note that the Dirichlet kernel, beyond being negative at some points, cannot be casted in the form (2.8). In this case, f n (0) = 2n + 1 and c f = 1. A positive trigonometric example is given by f n (x) = F n (x) where F n (x) is the Fejér Kernel Example 3: Estimation at boundaries When estimating σ 2 (t) at the boundary t = 0, a suitable choice is a delta sequence f n (x) of the form
with f n (0) = n 1 2 and c f = 1.
The following theorem derives the asymptotic distribution of the proposed volatility estimator (2.4).
Theorem 2.2. Let Assumptions 1 and 2 hold. If n, f n (0) → ∞ in such a way that
where the above convergence is in distribution.
Note that the central limit theorem condition R n (t) = o p f n (0)∆ n can be rewritten as f n (0) 1+2γ ∆ n → ∞ by Proposition 2.1 and is consistent with the requirement
Remark 1. (Choice of the optimal f n )
The choice of the optimal f n relies on the usual bias-variance tradeoff considerations (see Kristensen (2007) , among the others). In the proof of Theorem 2.2 we have seen that the bias of σ 2 n,f (t) is proportional to R n (t), the latter being O p (f n (0) −γ ) by Proposition 2.1.
It follows that the mean-square error optimal f n (0) is proportional to (∆ n )
. By imposing further differentiability to f n , we easily find that the integrated mean-square error optimal (asymptotic) choice is the Epanechnikov kernel, namely, a function f n such that
, where x + = max(x, 0). For the form of the optimal kernel when estimating at boundaries see Zhang et al. (1999) .
Remark 2. (Small sample correction)
In small samples, it is advisable to use the estimator
for which is immediate to derive the same asymptotic results as in Theorem 2.2 given
Remark 3. (Equivalent estimators)
All the estimators of the form
Therefore, the class of our estimators can be defined modulo the difference of o p f n (0)∆ n uncorrelated terms.
Estimation in presence of jumps and microstructure noise
In this section we show that, with proper adjustments, the estimator σ 2 n,f (t) can be employed to the analysis of a more general data generating process where prices are affected by microstructure noise or can display a finite number of jumps, two important aspects that play a relevant role in the study of financial time series.
Robustness to microstructure noise
We assume that the logarithmic prices X t i are observed at discrete times t 0 , . . . , t n and are subject to an observation error as follow
where Y t i is the efficient price satisfying Assumption 1, i.e. the price that would be observed in absence of market frictions, and ε i denotes the noise component.
Assumption 3. The microstructure process ε is iid and independent of Y with mean
Lemma 3.1. Let Assumption 2 and 3 hold. If
It is immediate to see that the market microstructure-induced bias is given by
and that is diverging at rate n. However, when appropriately corrected by a factor
, a consistent estimate of the noise variance can be obtained and is of the form
To reach a consistent and normally distributed estimator of the spot variance, we follow the approach in Zhang et al. (2005) and construct a two-scale alike estimator with overlapping prices at the lower frequencies.
1 Define an integer n < n and set
The following Theorem shows that σ 2,T S n,n (t) is a consistent and normally distributed estimator in presence of microstructure noise, although the rate of convergence is slower respect to the case of uncontaminated prices.
Theorem 3.2. Let Assumptions 2 and 3 hold. If n, f n (0), n → ∞ in such a way that
Remark 4. (Optimal choice of subsamples)
The value n = c(∆ n ) − 2 3 in Theorem 3.2 corresponds to the optimal choice, see Zhang et al. (2005) . Other options for n still lead to the asymptotic normality but at different rate of convergence and with a different asymptotic variance.
Robustness to jumps
We now consider the case where a finite number of Poisson jumps is added to the stochastic integral driving the state variable dynamics.
where Y (t) fulfills Assumption 1. J(t) is a doubly stochastic Poisson process with bounded jumps c J (t), such that P({c J (t) = 0}) = 0, and non-explosive counting process N t with adapted intensity λ(t).
Following the approach in Mancini (2009a), we define our estimator to be
where I {·} denotes the indicator function and ϑ n is a suitable sequence.
2 As an alternative, Aït-Sahalia and Jacod (2009) apply a flat kernel estimator similar to (3.7), while Veraart (2008) proposed a locally averaged bipower combined with an indicator function. Both approaches allow for infinite jump activity in the data.
Theorem 3.3. Let Assumptions 2 and 4 hold. If n, f n (0) → ∞ and ϑ n → 0 in such a way that f n (0)∆ n → 0 and ϑ n ∆ n log 1 ∆n
2 As in Corsi et al. (2009) , θ n can be time dependent and it is also allowed to be a stochastic process.
In this paper, the only consider the case of ϑ n as a sequence for simplicity.
Robustness to both microstructure noise and jumps
We finally provide a robust estimator to the simultaneous contribution of microstructure effects and jumps, still adopting the two scales approach. In this case, we can only rely on the concept of bipower variation (Barndorff-Nielsen and Shephard, 2004 ) to validate our idea as a threshold based estimator would converge to zero in the presence of market noise (Mancini, 2009b) . In particular, we define
Differently from the estimators introduced above, we cannot derive a central limit theorem in presence of jumps for σ 2,BP n,n,f (t). Note that, while we remove the effect of jumps from the term (3.9), this is not necessary for the second term in Eq. (3.8) because market noise prevails. The following Theorem formalizes this intuition.
Theorem 3.4. Let Assumptions 2 and 3 hold with Y (t) satisfying Assumption 4. As n, f n (0), n → ∞, in such a way that nf n (0)∆ n → 0, then
Remark 5. (Small sample correction)
In small samples, the estimator has multiple sources of bias (weighting as in Remark 2, subsampling, jumps). Thus, it can be corrected by using
of estimators. The Fourier methodology builds on the idea to relate the Fourier transform of the log-price process X(t) to the Fourier transform of the volatility function σ 2 (t). In particular, the spot volatility estimator is defined to be
and
is the Fourier transform of dX t . Here τ = 2πt/T and τ i = 2πt i /T are rescaled times. Mancino (2002, 2009) 
when n, n ′ , N → ∞. They also provide a weak convergence result for the whole stochastic process σ 2 (t) but the asymptotic distribution properties of σ 2,F n,n ′ ,N (t) are, to our knowledge, still unknown. In order to apply the Fourier estimator it is necessary to set two parameters, both functions of the sample size n: the number of coefficients of the price process n ′ and the number of volatility coefficients N (we will omit the dependence on n for clarity). A typical value for the first parameter is n ′ = n/2, also known as Nyquist frequency (Priestley, 1979) , while the second should be chosen in a way such that N n ′ → 0. The Fourier estimator does not belong directly to our class of estimator but it can be rearranged into the sum of two terms, one coinciding with σ 2 n,f (t), where f (·) is a properly rescaled Fejér kernel, and the other given by a cross-product term. This is well specified in the next Proposition where the central limit theorem for the Fourier spot volatility estimator is also provided and the role played by the cross term is discussed in further detail.
Proposition 4.1. The Fourier estimator given in (4.1) is such that
(4.5) where
(4.6)
and 2 hold and n ′ and N be sequences depending on n such that, when n, n ′ , N → ∞,
Instead, if
where the above convergences are in distribution.
Depending on the ratio
, we can distinguish two rates of convergence: if
n ′ dominating the variance and leading to a slower convergence; instead, if
which implies a faster rate of convergence.
In the latter case, the asymptotic variance reaches its minumum at cH
, for instance, when the observations are equally spaced, i.e. H ′ (t) = 1, and n ′ = n 2 (Nyquist frequency). A larger n ′ is prevented by the so-called aliasing effect but is allowed if H ′ (t) < 1, that is, if observations are unevenly spaced and more concentrated around t than they are on average. Therefore, when
, the Fourier estimator falls within the class of estimators (2.4) with f n (·) given by the Fejér kernel (2.10) plus a negligible term (see Remark 3). In the pure diffusive case it is then convenient to remove the cross-terms 3 : it leads to the same asymptotic distribution but the number of computational steps is dramatically reduced from O(n 2 ) to O(n). Kanatani (2004) made a similar remark in the case of the integrated volatility estimation.
The above concepts are clearly illustrated in Figure 4 .1 where it is apparent as the trajectory estimated with the Fourier method without cross products (circles) and the one obtained setting n ′ = n 2 (solid line) perfectly overlap.
In light of the above results, we can conclude that the Fourier estimator can be seen as member of our class and, as such, it is always possible to replace the Fejér kernel with a kernel able to deliver a smaller integrated mean square error, like the Epanechnikov kernel. Moreover, we can correct the estimator in the presence of jumps and/or microstructure noise as suggested in the previous Sections.
Empirical application
In this final Section, we use high-frequency financial data to implement the proposed estimator (3.10). Our data set consists of all the tick-by-tick transactions of the S&P 500 stock index future in 1999. We restrict our attention to prices between 8.30 a.m. and 3.15 p.m. and to the contracts closest to maturity. We interpolate the data to a grid of 5 seconds using the previous-tick scheme. Transactions are recorded over 251 trading days for a total of 4, 860 price returns per day. We set n = 12, corresponding to oneminute returns for the lowest frequency. We use the Epanechnikov kernel and h = 15 jumps are eliminated by local bipower variation. 4 Figure 5 .1 plots the estimated intraday spot volatility averaged across days and calculated in daily time units. The well known U −shape is clearly detected, as it was already observed in previous studies, see for instance Andersen and Bollerslev (1997) . However, our technique offers a fully nonparametric alternative to other estimators proposed in the literature (see the recent paper of Boudt et al. (2008) among the others), besides being robust to both microstructure noise and jumps. Note that, although the impact of the truncation can be sensible to large price changes, on average such effect becomes marginal due to the infrequent presence of very big jumps. Figure 5 .1 also shows the estimate of the microstructure variance V ε as given in Section 3.1.
4 The threshold level is set equal to 9 times the local volatility obtained with bipower variation. As in Corsi et al. (2009) , this procedure can be fully justified asymptotically.
Conclusions
We enlarged the class of spot volatility estimators using the peculiar property of the localizing functions to converge in probability to a Dirac delta function. As a consequence, kernels can be replaced by delta sequences whose only differentiability conditions around zero are relevant, together with their speed of convergence to the delta function. Under mild hypotheses on the data generating process, we provide a complete asymptotic theory for the estimators within the class and we propose suitable changes to assess the effect of microstructure noise and/or finite jump activity. We tested the resulting estimator on a time series of high-frequency stock index futures and clearly displayed the intraday volatility pattern in the stock market. As an important special case, we found the asymptotic distribution of the Fourier spot volatility estimator.
In particular, we carefully examined the estimation methodology and showed that it can be sensibly improved by removing the cross product term, although it remains a potentially inefficient member of our class.
A Proofs
In what follows, with the notation (...)dx we refer to an integral over R.
Proof of Proposition 2.1. By the mean value theorem, there exists ξ n,x such that f n (x) = f n (0) + f ′ (ξ n,x )x for all x ∈ [−1/2f n (0), 1/2f n (0)] and using the bound on the first derivative in Assumption 2, we have |f n (x) − f n (0)| ≤ Cf n (0)|x|. Therefore, from Eq. (2.5) with the test process
Using instead the test process ϕ(s) = σ 2 (s)I {|t−s|≤1/(2fn (0))} and the local Hölder property (2.2),
Again, by the mean value theorem and the bound on the first derivative we obtain
whereC is a suitable constant.
Proof. Using the same arguments as in the proof of Proposition 2.1, we have
f n (x)dx = 1, since f n (x) is positive in the interval [−1/2f n (0), 1/2f n (0)] for n large enough. The value c f = 1 can be obtained with f n (x) = nI {|x|≤ 1 2n } . To reach the lower limit let a n = n − 1 n 2 and consider the function 5 drawn in Figure A .1 and defined as
Simple algebra shows that Proof of Theorem 2.2. By Girsanov's theorem, it is not restrictive to set µ(t) = 0, see Kristensen (2007) and Lee and Mykland (2008) . For a given number z > 0 and taking ϕ(s) = σ 2 (s)I {|t−s|>z} , Assumption 2 implies that, in probability,
Therefore, only the convergence in a neighborhood of t matters and we can assume that the property
We start by proving convergence in law. Consider the difference
By the mean value theorem, there exist
and using the properties of f n specified in Assumption 2,
The last term follows from the fact that σ 2 (t) is a bounded process, i.e.
and from the definition of the quadratic variation of time in Eq. (2.3). Finally, using Eq. (2.5),
To derive a central limit theorem for n i=1 U i , we refer to Theorem VIII.3.33 in Jacod and Shiryaev (2003) . According to this result, the following are sufficient conditions
The first condition can be derived by the Ito isometry
For condition (ii) we have
Using the local Hölder property (2.2) of σ 2 (t) and considering only the terms with the lowest infinites-imal order, for the first conditional expectation we note that
Similarly, we have
By the above results, together with Assumption (2.6) and using the differentiability of H(t) which
Finally, proceeding as earlier, it can be shown that
. This completes the proof of the convergence in law of σ 2 n,f (t). For the convergence in probability the condition R n (t) = o p f n (0)∆ n is not required. Indeed, we first compute
Then, we compute the conditional expectation with respect to the volatility trajectory
using the conditional independence of (∆X i ) 2 and (∆X j ) 2 for i = j and the fact that
Finally, we obtain
where the first three terms vanishes in probability while the last one is
(2.6). The application of the law of iterated expectation completes the proof.
Proof of Lemma 3.1. We follow the proof of Theorem 2.2. Again, we set µ(t) = 0. Write
First notice that A n and C n are independent and Cov(A n , B n ) = Cov(B n , C n ) = 0. For the A n term we can simply apply Theorem 2.2. Now define U B,i := 2f n (t
and using Eq. (2.7),
It follows that the slower term is C n . If we set
by Theorem 2.2 and z n B n p → 0 with rate ∆ n f n (0) − 1 2 for the last set of calculations. Now write
As in the proof of Theorem 2.2, we have that
which implies Eq. (3.2).
Proof of Theorem 3.2. As before, we set µ(t) = 0. Write
Using the mean value theorem and f
and together with Theorem 2.2,
End effects are o p (nf n (0)∆ n ) and can be systematically neglected. For the term
where we used the Hölder property, the mean value theorem and that
for sufficiently large n. Using similar techniques we can show that
where the above convergence is in distribution. Thus S n = σ 2 (t) + O p f n (0)∆ n n and since Cov(A n , B n ) = 0, we also have
Note that subsampling does not improve the asymptotic variance because of the localization procedure induced by the Dirac delta sequence. For integrated volatility instead, subsampling provides a factor 4 3 instead of 2. We now evaluate the remaining terms using the independence between Y (t) and ε t and the following identities, which hold under our assumptions for every i, j > 1
n,i+n−1 . Then, for sufficiently large n,
where we have applied the law of large numbers. Similarly
Similarly, we can also show that
. This implies the asymptotic mixed normality of R 1,n with the variance above. In the same way, set
where the orders refer to the expression within brackets. Analogously, it can be shown that
Moving to cross-terms, we have:
and the same applies between R 2,n and R 3,n while R 1,n and R 3,n are independent. Therefore, the leading order terms are S n and R 1,n = O p fn(0)
n , the rates of convergence of S n and R 1,n are the same and what stated in the Theorem follows. Mancini (2009a) , for n large enough we can write
where the first term, using Theorem 2.2, satisfies the central limit theorem, while the second term is
, where N T is the Poisson counting process, and is vanishing in the limit.
Lemma A.2. Let the conditions of Theorem 2.2 hold. Define
Proof. Set µ(t) = 0. As in Lee and Mykland (2008) , define the process d X s = σ(t i−1 )dW s over the interval [t i−2 , t i ]. Using Burkholder-Davis-Gundy inequality and Eq. (2.2),
The proof then follows as in Lee and Mykland (2008) , Section A.2, given that
where U 1 , . . . , U n denotes a collection of iid standard Normal random variable.
Lemma A.3. Let the conditions of Theorem 3.2 hold. Then
Proof. Consider:
By the relation |a + b||c + d| ≤ |a||c| + |d||b| + |b||c| + |a||d| and the modulus of continuity of continuous semimartingales we have 
Moving to the integral form, we find that By the definitions of Dirichlet and Fejér kernel as given in equations (2.9) and (2.10), we then get σ 2,F n,n ′ ,N (t) = σ Finally, by Theorem 2.2 and the equality Cov(φ n,F,D (t), σ 2 n,F ) = 0, we get Eq. (4.8).
