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ABSTRACT
Every living organism possesses a genome that contains within it a unique set of genes, a substantial
number of which encode proteins. Over the last 20 years, it has become apparent that organismal
complexity arises not from the specific complement of genes per se, but rather from interactions
between the gene products - in particular, interactions between proteins. As an inevitable conse-
quence of the crowded cellular interior, most protein-protein interactions are fleeting. However,
many are significantly more long-lived and result in stable protein complexes, in which the con-
stituent subunits are obligately dependent on their binding partners. Despite the abundance of
protein complexes and their critical importance to the cell, we currently have an incomplete un-
derstanding of the mechanisms by which the cell ensures their correct assembly.
In the chapters that follow, I have attempted to improve our understanding of the regulatory
systems underlying assembly of protein complexes, and the way in which assembly as a whole affects
the behaviour of the cell. The thesis opens with an extended literature review covering the currently
available methods for characterising protein complexes. After this introduction, chapters 2-4 are
concerned with regulatory mechanisms and biological implications common to the assembly of all
protein complexes. Chapter 5 diverges from this work, and describes a family of evolutionarily
related proteins that regulate the behaviour of condensins and cohesins.
Bacterial and archaeal genomes contain far less non-coding DNA than eukaryotes, and cod-
ing genes are often packaged into discrete units known as operons. The proteins encoded within
operons are usually functionally related, either through participation in metabolic pathways or as
subunits of heteromeric protein complexes. Since protein complexes assemble via ordered path-
ways, we reasoned that there might be a signature of assembly order present in operons, the genes
of which are translated in sequential order. By comparing computationally predicted assembly
pathways with gene order in operons, we demonstrated this to be the case for the large majority
of operon-encoded complexes. Within operons, gene order follows assembly order, and adjacent
genes are substantially more likely to share a physical interface than those further apart. This work
demonstrates that efficient assembly of complexes is of sufficient importance as to have placed major
constraints on the evolution of operon gene order.
Following this study of bacterial operons, I present results from research investigating how pat-
terns of protein degradation in eukaryotes are influenced by the formation of protein complexes.
This showed that, whilst most proteins display exponential degradation kinetics, a sizeable minority
deviate considerably from this pattern, instead being more consistent with a two-step degradation
process. These proteins are predominantly members of heteromeric complexes, and their two-step
decay profiles can be explained using a model under which bound and unbound subunits are de-
viii
graded at different rates. Within individual complexes, we find that non-exponentially decaying
proteins tend to form larger interfaces, assemble earlier, and show a higher degree of coexpres-
sion, consistent with the idea that bound subunits are degraded at a slower rate than unbound or
peripheral subunits.
This model also explains the behaviour of proteins in aneuploid cells where one or more chro-
mosomes have been duplicated. In general, protein abundance scales with gene copy number, so
that the immediate effect of duplicating a chromosome is to double the abundance of the proteins
encoded on it. However, previous analyses of mass spectrometry data, as well as my own, have
shown that the abundance of many proteins on duplicated chromosomes is significantly attenuated
compared to what one would expect. These proteins, like those with non-exponential degradation
patterns, are very often members of larger complexes. Since the overall concentration of a pro-
tein complex is constrained by that of its least abundant members, duplicating a single subunit
will predominantly increase the unbound, unstable fraction of that subunit. The results from this
work strongly suggest that the apparent attenuation of many proteins observed in aneuploid cells
is indeed a consequence of the failure of these proteins to assemble into complexes.
Finally, I present a study concerning an important, universally conserved family of protein com-
plexes, namely the SMC-kleisins. Two members of this family, condensin and cohesin, are respon-
sible for two hallmarks of eukaryotic chromatin organisation: the formation of condensed, linear
chromosomes, and sister chromatid cohesion during cell division. Unlike other SMC-kleisins,
condensin and cohesin possess a number of regulators containing HEAT repeats. By developing
a computational pipeline for searching and clustering paralogous repeat proteins, I was able to
demonstrate that these regulators form a distinct sub-family within the larger class of HEAT repeat
proteins. Furthermore, these regulators arose very early in eukaryotic history, hinting at a possible
role in the origin of modern condensins and cohesins.
LAY SUMMARY
All cells are made up of a complex mixture of biological macromolecules, including carbohydrates,
lipids, and proteins. Proteins, the subject of this thesis, are tiny, vibrating strings of amino acids
with a strictly defined sequence and three-dimensional structure. Every cell in your body, of which
there are some 50 trillion, contains further trillions of proteins that, collectively, are responsible for
carrying out virtually every biological process you can imagine, from the moment you are born, to
the moment you die.
However, although each protein is present in many copies in the cell, the full set of unique protein
species is comparatively small. What is more, the number of protein-coding genes that an organism
has bears almost no relationship to the perceived complexity of that organism. For a humbling
illustration of this, consider the fact that your genome - that of a human - contains approximately
20,000 genes, whereas the pufferfish contains closer to 50,000 and even the lowly banana has more
than 36,000. What is it then about this collection of genes that allows us to contemplate the
difference between our selves and a banana, whilst the banana just lies there, fruitily?
Part of the explanation stems from the fact that proteins interact extensively with one another.
Across the entire proteome (the collection of all proteins present in a cell), a substantial fraction
of proteins form stable complexes. Haemoglobin, for example, is made up of two alpha and two
beta globin subunits. Without the tendency of proteins such as the globins to interact, the level of
complexity that we see across the spectrum of life - even in the simplest microorganisms - would
never be possible. However, we know very much less about these protein complexes than we do
about their constituent subunits. In particular, we only have a basic understanding of how the cell
regulates their assembly, ensuring that proteins are produced at the right time and in the right place.
In this work, I have attempted to explain why protein complexes matter, looking at some of the
ways in which the cell enables complexes to assemble, and what the biological implications of this
process are. For example, from studying the organisation of bacterial genes, it is clear that the order
in which their genes are encoded closely matches the order in which the resulting protein complexes
assemble. This implies that these creatures must be under strong evolutionary pressure to assemble
protein complexes quickly and efficiently.
Concerning human biology, the later chapters describe a model of protein complex behaviour
that explains some of the features that we see in aneuploid cells - that is, cells which have an ab-
normal number of chromosomes. This is a state familiar to many of us as Down’s syndrome, in
which people affected have an extra copy of chromosome 21. In closing, the work presented here,
supported by that of many others, demonstrates the fundamental importance of protein complexes
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1 INTRODUCTION
1.1 WHAT ARE PROTEIN COMPLEXES?
Earth’s biosphere is built around an ancient, universally conserved metabolic network, which chan-
nels solar and chemical energy into thermal energy wherever life exists, collectively accounting for
a vast energy flux across the face of the planet. The primary catalysts of this network are proteins
– large biological macromolecules formed from chains of amino acids. In addition to catalysis,
proteins are involved in almost all other biological processes, making them integral to every cell
on Earth. Without proteins and the interactions they make with their environment, life would be
limited to simple, autocatalytic reactions occurring at the interfaces between water, rocks, and the
atmosphere.
Proteins are complex molecules; each one consists of tens to thousands of amino acids linked
by covalent peptide bonds between their terminal amine and carboxyl groups. There are 20 amino
acids widely used by biological organisms, and thus an N residue sequence can be composed in 20N
different ways - for a typical 200 residue protein this is 1.6×10260 possible sequence combinations.
In addition to its sequence, the function of a protein is critically dependent on its three-dimensional
(3D) structure, as defined by bond angles between pairs of residues. As a result of this sequence
and structural variability, the theoretical complexity of the protein universe is essentially limitless.
Furthermore, sequence space currently appears to be growing randomly, in that common protein
functions (if not folds) can exist even whilst sequence similarity approaches that of random se-
quences4,5.
However, despite the complexity and specificity inherent in each protein, the diversity of life
that we see around us is not a product of individual proteins, but rather of the interactions between
them. Indeed, the function of a protein is usually stated in terms of its connections with other
biological molecules. In the case of enzymes, interactors are typically small metabolites, but most
since proteins are not enzymes, the majority of biologically interesting interactions are simply with
other proteins. Most of these protein-protein interactions are fleeting, arising as a result of dense
intracellular crowding, and may or may not be functional. Often though they last longer, producing
stable protein complexes, the formation of which is generally essential to the proper function of the
constituent protein subunits. This thesis is concerned with the assembly of such protein complexes,
and asks how and why they form, and what the wider biological implications of these assembly
processes are?
Before we go on, it is helpful to define some terms: with respect to the quaternary structure of a
protein, there are three classes that can be used to encompass all possible structures. To start with, a
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single protein chain that exists without forming stable interactions with other proteins is known as
a monomer. More common is the case where interactions occur between identical copies of a single
protein species; in this case the resulting complex is known as a homomer. Finally, heteromers are
formed from groups of distinct, non-identical proteins. In addition to these three categories, I will
also refer to the stoichiometry of complexes - that is, the numbers and ratios of different subunits
that make up the whole.
Stable protein complexes are common, whether homomeric or heteromeric. Given this, an im-
portant question is: what evolutionary processes give rise to protein complexes? A major con-
tributor, particularly to homomers, is likely to be genetic drift. This idea was first laid out in an
influential paper by Michael Lynch6. In this work he describes a simple model in which transitions
between multimeric states are represented as a Markov process, with transition probabilities being
dependent on mutation rate and selection pressure. The implication arising from this work is that,
under neutral to modest selection pressure - which is the case for the large majority of eukaryotic
genomes - mutations causing homomerisation of a given protein will arise regardless of the direction
of selection. Multiple studies have now been published that strongly support this idea7–9.
Genetic drift is a major driver of evolution, particularly in multi-cellular eukaryotes such as
ourselves, and non-adaptive evolution must therefore be viewed as an important null hypothesis
before turning to adaptive explanations10,11 for the formation of protein complexes. However,
there are numerous benefits provided by a modular system of protein formation. For example,
when considering the metabolic cost of synthesising proteins, it may be more effective to split a
large protein into parts, so that errors in translation are restricted to smaller units. Since the error
rates in gene expression are such that they present a major challenge to the viability of life, this
reason seems to be particularly plausible12. More spectacular examples of modularity in action can
be seen with complexes such as ATP synthase, the ribosome, or the cell translation machinery, all
of which it is hard to imagine existing in forms other than their present ones.
Another potentially adaptive and widespread phenomena arising from the formation of protein
complexes is that of allostery. The original definition of the term given by Monod, Changeux and
Jacob13 referred to modulation of protein activity by small molecules binding away from the active
site, but this has since been extended to include cooperative effects between proteins. The classic
example of allostery is haemoglobin, in which the binding of oxygen to one subunit increases the
binding affinity of neighbouring subunits by propagating structural changes through the subunit
binding interfaces14. Intriguingly, whilst one might expect beneficial allosteric mechanisms to be
uniformly conserved, it turns out that the opposite is often true; as a case in point, haemoglobin is
known to differ mechanistically across species15–17.
1.2 A BRIEF HISTORY OF RESEARCH ON PROTEIN COMPLEXES
The tendency of proteins to form complexes and the functional implications of this behaviour has
been recognised since the earliest days of molecular biology. Though it is unclear who was the first
to explicitly note their existence, it seems likely that interest in protein complexes arose in tandem
with investigations into the nature of viruses. In 1935, W. M. Stanley reported the isolation of ‘a
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crystalline material which has the properties of tobacco-mosaic virus’ (TMV), and demonstrated
that this material was predominantly composed of protein18. However, it is not obvious whether or
not he understood the implications of finding such a structure for proteins beyond those comprising
the TMV capsid. Either way, this period in time marks a turning point for the field of biology, and
over the next few decades much of the groundwork was laid for our current understanding of protein
structure.
As if to usher in the era, 1944 saw the publication of Erwin Schrödinger’s classic book: ‘What is
Life?’19, which inspired a number of scientists, particularly physicists, to try their hand at biology.
Amongst these were names such as Francis Crick, James Watson and Maurice Wilkins, who were
are best known for their discovery in 1953 of the structure of DNAi. Also familiar with the book,
though not so enamoured with it20, was Max Perutz, who was at the time working on haemoglobin.
By this point, it was clear that many proteins were multimeric assemblies, and by 1955 the TMV
capsid had been explicitly described as a self-assembling homomer comprised of several thousand
identical subunits21. All that remained for the study of proteins and their complexes to begin
in earnest was the production of the first structural models. This feat was achieved before the
end of the decade by John Kendrew and Max Perutz; first with monomeric myoglobin22, and
shortly thereafter, tetrameric haemoglobin23. In solving these near-atomic resolution structures,
they opened up the door to the new field of structural biology.
Following the Second World War, technology improved rapidly, and during this period structural
biology was one of the most productive fields in all of science; X-ray crystallography in particular
deserves special mention, having led to 14 Nobel Prizes since 1914. Of these, uncovering the
structure of the ribosome - a huge complex consisting of dozens of protein and rRNA subunits - is
perhaps the crowning achievement24–26.
However, whilst X-ray crystallography was in its heyday, other fields were not silent. A classic
molecular biology technique that appeared in the late 80’s was the yeast-2-hybrid assay (Y2H)27, in
which two proteins of interest are fused to a DNA binding domain and a transcriptional activator
domain, allowing binary interactions (or lack thereof ) between the proteins to be detected by the
expression of a reporter gene. This assay has been enormously successful, with the original paper
having been cited nearly 7000 times since publication; despite its age it is still relevant today, notably
through use in a high-throughput manner28. However, though simple and cost-effective, there are
inherent limitations to the technique: most obviously, the involvement of bulky reporter domains
risks disrupting or preventing subtle interactions between many proteins. As a result, approaches
using mass spectrometry have largely superseded Y2H as the method of choice for quantitative
studies of the interactome.
Mass spectrometry is at least as old as X-ray crystallography, but its use in the study of pro-
tein complexes did not become possible until the development of soft matrix-assisted laser desorp-
iInfamously, Rosalind Franklin was snubbed by Watson and Crick, who did not properly credit her for her essential
work in producing the X-ray diffraction patterns that were used to solve the structure. After her experiments on
DNA, Franklin was also involved in pioneering work using crystallographic electron microscopy to investigate the
structure of viruses. Sadly, she died in 1958 at the age of 37, before achieving the recognition she deserved, but this
work later led to her protegé, Aaron Klug, winning the 1982 Nobel Prize for Chemistry. It seems possible that had
she lived, Franklin would have been in line for two Nobels, so maybe she gets the last laugh in the eyes of history.
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tion/ionisation (MALDI) and related techniques by Karas, Bachmann, Hillenkamp and Tanaka29,30.
A short while after these breakthroughs, electrospray ionisation (ESI) also became available for use
with proteins31. Both MALDI and ESI are now essential tools in biology, and by coupling mass
spectrometers with liquid chromatography (LC) and affinity purification it is possible to infer the
existence of protein complexes from large scale protein interaction data.
Computational biology was launched in the ‘60s by the prescient efforts of researchers such as
Margaret Dayhoff and Russell Doolittle, and has now developed into a mature field capable of
tackling diverse and important problems, including the modelling of protein structure. The first
steps in computational biology were predominantly concerned with producing tools and databases
for protein sequence analysis (at a time when less than 100 proteins had been sequenced!32), but
very quickly work began on force fields for modelling simple chemical structures33. Michael Levitt
began trying to apply these early force fields to the problem of protein structure in 1968 during
a stay in John Kendrew’s lab at the LMB34; eventually this work, along with that of others in the
community, led to the development of CHARMM35 (Chemistry at HARvard Molecular Mechan-
ics) and AMBER36,37 (Assisted Model Building and Energy Refinement), both of which are still
amongst the most popular force fields in use today.
However, molecular dynamics is computationally intensive, and it has only recently become
useful as far as protein complexes are concerned. In contrast, in the early 21st century, when com-
puters were not yet powerful enough to model large proteins, the number of sequences available
to researchers was beginning to explode, and this wealth of data made homology modelling possi-
ble38,39. This has had a huge impact on our ability to predict structures, and currently aids a variety
of structural methods by providing templates to guide model building.
Protein complexes as distinct entities are important, but the proteome as a whole is a highly
dynamic ensemble, and our understanding of either is not complete without considering the pro-
cesses behind assembly and disassembly of complexes. The following chapters are predominantly
concerned with assembly, and as we shall see, the process is of great biological importance. Many
phenomena can be better understood by taking assembly into account - for example, the evolution
of gene order in bacteria (chapter 2), or the attenuation of protein levels observed in aneuploid cells
(chapter 4). However, it has only been recently that the technical developments highlighted above
have reached a level of sophistication where they can be used to investigate these processes. Since
the work in this thesis is built upon these techniques, this chapter provides a broad overview of the
current state-of-the-art in structural, non-structural, and computational methods for investigating
protein complexes.
1.3 STRUCTURAL CHARACTERISATION OF PROTEIN COMPLEXES
Being able to visualise something when we are studying it is an invaluable aid to our understanding,
and this is certainly true for proteins. In this regard, the field of structural biology is a satisfying one,
as it enables us to picture (however unrealistically) molecules that exist at a scale far below anything
in our day-to-day experience. Though the field was given life by X-ray crystallography, cryo-EM and
NMR spectroscopy are nowadays equally important, with each technology occupying its own niche
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in terms of the type of problem it is best-suited to. Together, these technologies are responsible for
the solution of many thousands of protein structures, and have together have revolutionised biology,
medicine and the pharmaceutical industry.
1.3.1 X-ray crystallography
X-ray crystallography was the first method to make the field of structural biology a reality, bringing
together three separate technologies, each important in its own right. These technologies include:
methods for overexpression and purification of proteins, the production of powerful X-ray sources,
and computational methods for solving X-ray diffraction patterns. By and large, the ways in which
X-ray crystallography can be used to determine protein structure are the same for monomeric pro-
teins and those which form complexes. There are however some important differences and ad-
ditional difficulties that need considering in the latter case. Although cryo-EM seems poised to
overtake X-ray crystallography as the method of choice for the solution of large heteromeric struc-
tures, there have been a number of exciting developments in crystallography that look set to ensure
its future for many years to come. In the following section I will highlight of some of these advances,
and attempt to give a summary of the current state of the field.
Protein expression, purification, and crystallisation
Acquiring samples of purified protein is a requisite first step for almost all of the methods discussed
in this chapter, and X-ray crystallography is no exception. Though I will describe the basic principles
with the production of crystals in mind, much of what follows is very general and is applicable to
many other techniques; for further reading, general reviews on the topic of protein purification can
be found in the bibliography40–42.
A typical procedure for the expression of protein for crystallisation involves transforming E. coli
with a plasmid containing your protein of interest, usually under the control of a strong, inducible
promoter43. For monomeric bacterial proteins this system is simple and easy to use, but express-
ing heteromeric protein complexes is often considerably more challenging, particularly those of
eukaryotes. The key difficulty in the expression of heteromers lies in the production of sufficient
quantities of pure sample, as in non-native host systems protein complex assembly is often inef-
ficient or simply incomplete, making purification and subsequent crystallisation challenging. For
eukaryotic proteins, this is compounded further by the fact that most undergo alternative splicing
and other post-transcriptional or -translational events, the machinery for which is generally lacking
in bacteria.
Prior to any bench work, improvements in the cellular yield of bacterial heteromers can be
achieved by carefully considering the design of the expression vector in light of the assembly path-
way of the protein complex in question. As will be discussed in detail in chapter 3, the order of
genes within operons is under selection to match the assembly order of protein complexes1. It has
been demonstrated experimentally that taking this fact into account can markedly increase com-
plex assembly efficiency, and that yields of heteromers in their fully-assembled native state can be
improved by using the native operon structure in expression vectors44,45.
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When purifying protein complexes there is a tradeoff between obtaining highly pure samples and
ensuring that the intermolecular bonds between subunits are not disrupted. Though the diversity
of methods for protein purification is bewilderingly high, in practice most methods suitable for
protein complexes are variations on affinity purification. Here too, careful experimental design can
pay dividends, and when possible it is generally preferable to produce bait proteins that are expressed
at endogenous levelsii. Ideally, the number of purification steps would be limited in order to retain
as much protein in its native state as possible, but in practice multiple purification steps are often
required before the sample is pure enough to crystallise. Methods such as dynamic light scattering47
can be used to assess sample purity and readiness for crystallisation.
In most cases it will be necessary to tailor the expression and purification process to the protein
complex of interest. Depending on the orientation of subunits within the structure for example,
different subunits may make better or worse bait proteins, as will N- or C-terminal purification
tags. Similarly, some complexes may be disrupted by the presence of metal ions, in which case
other beads, e.g. those coated in calmodulin, may be more suitable. Ultimately, though there has
been progress towards high-throughput expression and purification pipelines48, much of this work
still relies on trial and error informed by the expertise of individual structural biologists and research
technicians.
Surprisingly however, the main bottleneck in X-ray crystallography is crystallisation, despite hav-
ing been largely automated by the development of screening robots. Having said that, there have
been some important methodological developments in the crystallisation of membrane proteins,
which will also be useful for many membrane complexes. For example, an exciting new method
- X-ray solvent contrast modulation - has recently been used to visualise the interaction between
membrane proteins and the phospholipid bilayer49. However, this method does not do away with
the requirement for good quality crystals, and these are still largely obtained through trial and error
- beyond a few general rules of thumb we still do not have a good understanding of how different
proteins will behave under different crystallisation conditions.
Diffraction pattern acquisition
Once suitable crystals have been obtained however, the main hurdle has been hurdled and image
acquisition can begin. In contrast to earlier steps, enormous progress has been made in this do-
main since William L. Bragg first demonstrated X-ray diffraction from sodium chloride crystals in
191350. By far the most important development in the field has been that of synchrotron X-ray
sources. Synchrotrons are able to produce X-rays at far higher intensities than traditional sources,
and as such greatly reduce the time it takes to produce diffraction patterns. Technical properties
of the beamline can also be manipulated, for example narrowing it in order to focus on the best
quality region of the crystal, thus improving the quality of the resulting diffraction pattern.
iiSomewhat counterintuitively, increasing the abundance of a single subunit may actually decrease the yield of the
native complex. To understand this, imagine a trimer, assembled linearly as follows: A-B-C. If the concentration of
subunit B were to be doubled, the resulting imbalance in stoichiometry would lead to A and C being preferentially
sequestered in the form of A-B and B-C dimers, which are incompatible with the original trimeric structure. The
idea that differentially modulating subunit expression within complexes can be deleterious is known as the balance
hypothesis46, and will be discussed in more detail in coming chapters.
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More recently, X-ray free electron lasers (XFELs, figure 1.1) have begun to make an appearance in
structural biology. It is hard to overstate the impact that this technology will have on the field, since
XFELs are capable of producing peak beam energies approximately ten orders of magnitude greater
than current 3rd generation synchrotrons51, and in doing so enable a radically different approach
to crystallography. The principle benefit of all this additional power is that the time needed to
generate a diffraction pattern is drastically reduced: from hours to femtoseconds. A crystal in the
path of such high-energy photons will be vaporised almost instantaneously, but since the diffraction
pattern will be obtained faster than the sample is destroyed, this proves not to be a problem - a fact
first noted by Neutze et al.52, giving rise to the term ‘diffraction before destruction’. Of course, this
generates a need for a great many crystals in order to obtain diffraction patterns of the structure from
all angles, but this too is not a major issue, since these crystals only have to be a few nanometres in
size. In fact, since nanoscale crystals are far easier to grow, the method also circumvents the tedious
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produced by SASE 
Figure 1.1.: X-ray free electron lasers
An XFEL produces high energy X-rays by a process known as self-amplified spontaneous emission (SASE).
An electron bunch is accelerated close to the speed of light using superconducting niobium resonators.
When this passes through the undulator, the wiggling motion induced by the magnets causes the electrons
to emit photons. As these photons are travelling only slightly faster than the electrons, they interact with
the electrons as they catch them up at each period in the undulator. Over the length of the undulator, this
causes the electrons to bunch into very thin disks, which emit intense, synchronised flashes of X-ray laser
light. These femtosecond X-ray pulses are then guided into the experiment cabin, where they encounter
a stream of protein nano-crystals, producing diffraction patterns from each one.
Structure determination
Interpretation of the crystal diffraction pattern required the solution of a long-standing challenge
in the early days of X-ray crystallography, namely the phase problem53. The phase problem exists
due to the fact that, whilst diffraction patterns capture the amplitude of diffracted photons from a
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crystal (seen as the intensity of spots on the photograph), the phase of those photons is lost in the
process of image acquisition. Unfortunately, it is the phases of the diffracted photons, rather than
their amplitudes, that carry most of the information about the underlying crystal structure. Indeed,
it was the eventual solution of this problem by Max Perutz that was the key to his and Kendrew’s
determination of the first protein structures.
Perutz’s breakthrough came when he realised that a technique previously used for phasing crystals
of much smaller molecules could also be applied to proteins. This method, known as isomorphous
replacement (IR)54, involves soaking the crystal in a solution containing heavy metals. Crucially,
the incorporation of heavy metals into the crystal does not significantly alter its structure, and as
a result, the position of spots in the diffraction pattern remain almost unchanged, whilst subtle
differences in their intensity point to the location of the heavy atoms. This provides an essential
reference point for calculation of the missing X-ray phases.
For large protein complexes, polynuclear metal clusters are often used in place of individual
heavy atoms because of their particularly electron density and associated isomorphous or anomalous
scattering signal55. This approach has recently been used to good effect in solving the structure of
the notoriously difficult mediator complex56. However, different methods for solving the phase
problem have been established in addition to IR, most notably multiple wavelength anomalous
diffraction57 (MAD). This method operates on different principles to IR but is popular since it is
limited only by the quality of the diffraction pattern provided to it.
As a consequence of the ever-expanding number of structures in the Protein Data Bank58 (PDB)
and the widespread availability of sequence data, it is often possible nowadays to avoid de novo
phasing altogether. Molecular replacement by homology modelling (discussed later) makes use of
the fact that closely related sequences generally have similar folds, and therefore can be used as a
template to guide brute-force calculation of diffraction pattern phases. There are currently several
programs that automate this process - for example, Phaser59, which is available within the widely
used CCP4 software suite60.
1.3.2 Cryo-electron microscopy
X-ray crystallography has been, and will continue to be, an enormously useful too for investigating
proteins and protein complexes. However, a recent resurgence in cryo-EM has had a transforma-
tive effect on structural biology - particularly on our ability to solve the structures of large protein
complexes above 300 kDa in size. Its unique affinity for large complexes is especially convenient
since these are often prohibitively difficult to crystallise, in large part due to compositional het-
erogeneity of the purified samples, which cryo-EM can more easily handle. The two methods are
therefore highly complementary, and indeed many structures are solved to good resolution by a
combination of the two - cryo-EM for the coarse-grained structure, and X-ray crystallography for
atomic resolution detail of individual subunits. Likewise, NMR also has difficulty handling large
complexes, and thus can be used effectively in combination with cryo-EM.
As interest in cryo-EM increases (in March 2017 the Wellcome Trust announced a £20M grant
for cryo-EM equipment in several UK laboratories), there are signs that single-particle cryo-EM
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is making incursions into the size and resolution niche currently occupied by X-ray crystallogra-
phy. Illustrating this, two important symbolic barriers were recently broken in a 2016 Cell paper
describing the structures of two homomeric complexes: isocitrate dehydrogenase and glutamate
dehydrogenase61. The former weighs in at just 93 kDa, and is the first single-particle cryo-EM
structure of a <100 kDa complex, whilst the latter was resolved to 1.8Å, breaking the <2Å resolu-
tion barrier. As we shall see, the remarkable technological achievements displayed in this paper and
several others have been driven by dramatic improvements in the two key areas of image acquisition
and image processing62.
Image acquisition in single-particle cryo-EM
The first major development behind cryo-EM’s current flourishing came with the replacement of
photographic film by digital direct electron detectors, specifically monolithic active pixel sensors
(MAPS). It was not until relatively recently that digital detectors came into widespread use, and
until the arrival of MAPS, film was the medium that achieved the best possible detective quantum
efficiencies (DQE)63. DQE is a measure of the signal to noise ratio that can be achieved relative to




Where S/Nin and S/Nout are the input and output signal-to-noise ratios respectively; a DQE
of 1 would imply that the detector was not responsible for any noise in the image. For reference,
film has a DQE of around 0.3, whereas the current state-of-the-art digital detectors achieve roughly
twice that.
Ultimately, DQE is the most important factor in choosing whether to use film or digital detec-
tors, but now that MAPS have surpassed film in that regard, several other compelling advantages
of digital detectors can exploited. From a practical standpoint, they are significantly faster to use
than film, since images can be viewed immediately after collection and their acquisition can be
automated. They can be used to produce high frame-rate videos, enabling them to be run in count-
ing mode, where instead of integrating the signal produced by each incident electron across all the
pixels in which a charge was registered, only the pixel with the highest charge is counted65. This
is conceptually similar to the way in which certain microscopy techniques achieve super-resolution
images, and the company Gatan has recently brought this idea to market a with a dedicated super-
resolution mode for their K2 Summit detector.
One exciting new technology which is beginning to make its presence felt is the Volta phase-plate,
which can be used to directly modulate phase contrast during image acquisition. In order to be
able to correctly distinguish between different particles in the sample it is important to have good
contrast in the images. Unfortunately, the method by which this contrast is currently changed
relies on defocusing the image slightly and as a result, if greater contrast is required, it comes at
the expense of resolution. The Volta phase-plate circumvents this issue by modulating the phase
directly, without affecting the focus of the image66. Though the principle has been around for some
time, it was not until recently that various practical issues were solved, enabling Bai and colleagues
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to produce a 3Å structure of the 20S Proteasome, thus matching the resolution achieved by defocus
methods67. Most impressively, the same group has just this year published a 3.2Å structure of the
64kDa haemoglobin molecule68.
Image processing and structure determination
A second important factor in cryo-EM’s success has been the appearance of better image processing
software, which has enabled researchers to get the most out of the concurrent improvements in
imaging hardware. In addition to improving resolution, the emergence of electron detectors capable
of producing high frame-rate videos in counting mode has a secondary benefit, in that it enables
beam-induced motion blurring in the images to be corrected computationally, a feat first achieved
by two groups almost simultaneously in 201369,70. Since the reduction in signal quality incurred
by beam-induced movement is around five-fold if uncorrected71, this was a major breakthrough at
the time, and is now standard protocol that can be carried out with the popular image-processing
program RELION72,73.
Computational progress has also been essential for image classification (figure 1.2). In single-
particle cryo-EM, individual protein complexes are fixed in random positions and orientations in
the flash-frozen sample - to determine the structure, each particle captured in the imaging process
must first be categorised according to its orientation. For symmetrical structures, the number of
particles required in the image is usually considerably lower than for asymmetric structures, since
multiple axes of symmetry effectively make many of the observed orientations redundant. This
has the effect of increasing the effective number of images of symmetric particles, and conversely,
ensures that the solution of asymmetric structures is more challenging.
Dealing with structural and compositional heterogeneity is a related problem, which arises from
imperfect sample purification or the presence of different functional states of the complex. Com-
putational approaches for dealing with this arrived in 1998 with a maximum likelihood method
for classifying two-dimensional (2D) images75; 3D classification methods, being much more com-
putationally intensive, did not appear till later, but are now an area of active development, since
they are currently one of the major bottlenecks in structure determination76–78. In practice, mul-
tiple rounds of image classification and refinement are usually carried out, beginning with removal
of low quality particles, followed by 2D and 3D image classification and finishing with polishing
steps.
Cryo-electron tomography
Although single-particle cryo-EM offers good resolution without the need for crystallisation, it still
requires that the protein of interest be purified first, thus ruling out many of the protein complexes
present in the cell, including those embedded in the cell membrane. Cryo-electron tomography
offers an attractive alternative in these cases, as it allows imaging of protein complexes in their
native environment, albeit with a significant reduction in the resolution achievable. By and large,
the processes involved in cryo-ET are similar to those of cryo-EM, with the key difference being that
one acquires images by rotating the sample through a range of different tilts, rather than relying on
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Figure 1.2.: Image classification in single-particle cryo-EM.
(A) Theoretical electron micrograph of the human 26S proteasome produced by a detector with DQE =
1.0. (B) Image produced by detector with lower DQE, resulting in noise and phase contrast issues. (C) 2D
image classification of proteasome particles into categories corresponding to their orientation. (D) Fitted
3.8Å resolution model. Produced using K2 summit detector and processed in RELION; PDB ID: 5T0C,
EMDB ID: 833274
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the protein naturally being present in many different orientations. As an aside, this tilting method
is also used to produce images in electron crystallography79.
By reconstructing the set of images produced from these different tilts, a tomogram of the struc-
ture of interest can be built. Because the exact orientation of the sample is known for each image,
confounding factors such as other proteins or biological structures can be removed from the image,
which would not be possible if one were to attempt single-particle cryo-EM on a non-purified sam-
ple. The downside to this approach is that the sample can only be tilted up to a certain point, as
the effective thickness of the sample in the path of the electron beam increases with the angle of the
sample. As a result, there is always a ‘wedge’ of data missing from the set of images of a complex,
seriously limiting the resolution achievable from a single structure.
However, an important development of cryo-ET is subtomogram averaging, otherwise known
as single-particle tomography80. Here, multiple tomograms of different particles in the sample
are produced, and then averaged in similar fashion as for images in cryo-EM81. This averaging
process can fill in the missing wedges in the data, provided the proteins in the sample are present
in a sufficient variety of orientations82. Though the technique is not yet able to reliably achieve
atomic resolutions, it is not far off83, and the lure of imaging protein complexes in their natural
environment will almost certainly ensure its continued development.
1.3.3 Nuclear magnetic resonance spectroscopy
Many biologically important protein complexes exist in a dynamic ensemble of conformational
states, or contain subunits that only interact very weakly with each other. Such complexes do not
lend themselves well to characterisation by crystallographic or cryo-EM methods, which can only
resolve a single structural conformation at a time. Nuclear magnetic resonance spectroscopy is well
suited to investigating these cases as the proteins are visualised in solution, rather than crystallised or
frozen. On the other hand, NMR has traditionally struggled to resolve structures beyond 30kDa
due to the fact that the relaxation of nuclear spin orientations is very efficient for large, slowly
tumbling molecules. This has the effect of broadening the peaks observed in NMR spectra and,
coupled with the fact that large molecules naturally produce more complex spectra than smaller
ones, ensures that using NMR to study protein complexes is challenging.
Solution NMR spectroscopy of multi-subunit protein complexes
An essential tool for investigating large complexes is transverse relaxation-optimized spectroscopy84
(TROSY), which uses constructive interference between different relaxation effects to improve the
resolution of chemical shifts. Equally important is the use of deuterium (2H) labelling85. Like
TROSY, this improves resolution by increasing the relaxation time of molecules. A further exten-
sion of these concepts is methyl-TROSY, which makes use of isotopically labelled 13C1H3 methyl
groups set against a highly deuterated background. Because methyl groups produce especially in-
tense resonances, they are easily identifiable within NMR spectra, and furthermore they are well
dispersed within nearly all protein structures86. Using this technique it is possible to resolve pro-
teins with molecular weights into the low hundreds of kDa, overlapping slightly with the lower
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limits achievable by cryo-EM.
For yet larger protein complexes, or those with more heterogeneous structures, the complexity
of the spectra itself becomes the limiting factor, rather than the spin relaxation rates. In these cases,
clever use of isotope labelling can often simplify matters considerably (for a nice review, see Zhang
and van Ingen87). Segmental labelling is one such example, in which isotopically labelled regions of
the protein are spliced in using inteins or sortases88. Unsurprisingly, this is fraught with technical
difficulties, but despite these the method has been used to great effect in studying large protein
structures, from the 0.6MDa ClpB disaggregase chaperone89 to prion protein amyloid fibrils90.
Solid-state NMR
The latter of these studies - characterising amyloid fibrils - made use of solid-state NMR spec-
troscopy. As the name suggests, this requires sample in a solid state, which is then spun rapidly
inside the magnetic field, as opposed to the molecule of interest being free to tumble in solution.
This is possible because of a quirk of NMR that leads to the delightfully named ‘magic angle spin-
ning’ technique91,92. When the sample is tilted at the magic angle θm relative to the external
magnetic field (such that cos2 θm = 13 ), the peaks on the NMR spectra become much sharper,
enabling structure to be determined. Magic angle spinning in effect mimics the natural tumbling
of molecules in solution, but since the rate of ‘tumbling’ is no longer dictated by the size of the
macromolecule being observed, solid-state NMR can be used to probe much larger structures (e.g.
amyloid fibrils).
It is also well suited to studying membrane-embedded protein complexes, as a result of the fact
that proteins in lipid bilayers are by default oriented in a single direction. Through careful sample
preparation, this natural orientation can be preserved during the course of the NMR experiment,
allowing high-resolution spectra to be produced directly from the sample by aligning it at the correct
angle to the external magnetic field93. A number of impressive complexes have recently been solved
using both oriented-sample methods and magic angle spinning94–96.
1.3.4 Electron paramagnetic resonance spectroscopy
Electron paramagnetic resonance (EPR) spectroscopy is related to NMR spectroscopy, but differs
in that it detects species with unpaired electrons, rather than nuclei more generally. This is possible
due to the Zeeman effect97: In a static magnetic field B0, the magnetic moment of the unpaired
electron aligns with the field in either a parallel or anti-parallel direction, with an associated energy
level for each direction. An electron moving between these two states will emit a photon with energy
corresponding to the difference between the two levels, and in this way the species containing the
electron can be detected.
The precise energy of the emitted photon is dependent on several factors, including the strength
of B0 and, more importantly, the local electronic environment of the species in question. In partic-
ular, hyperfine coupling leads to characteristic splitting of peaks in the spectra, allowing functional
groups such as methyls to be easily identified.
The difficulty in applying EPR spectroscopy to the study of protein structure lies in the relative
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scarcity of unpaired electrons in biological molecules. Proteins with naturally occurring parama-
gentic species such as the haem iron in haemoglobin make good candidates, or alternatively the
problem can be overcome by site-directed spin labelling98,99. These labels can be tailored to the
problem in question; for example measuring responses to pH changes, or behaviour under reduc-
ing conditions. For a review of the topic see Klare, 2013100.
Combined with site-directed spin labelling, EPR is a powerful tool for investigating complex
macromolecular systems and process. One such example is to demonstrate that the partially dis-
ordered mitochondrial ATPase inhibitor underergoes pH-dependent conformational changes in its
dimeric state101. Perhaps more impressively, the PsaC subunit in photosystem I has been moni-
tored through a number of assembly steps, showing several conformational changes corresponding
to the binding to the complex of both PsaC and other subunits102.
1.4 NON-STRUCTURAL CHARACTERISATION OF PROTEIN COMPLEXES
Structural methods are an essential tool for describing and understanding protein complexes, but by
definition they have fairly limited applicability beyond providing structural information. If we wish
to have a complete characterisation of a given complex, structural methods alone are insufficient,
as there is a great deal of useful information that cannot be determined solely from snapshots of a
given conformational state. For example, the pathways by which protein complexes assemble, or
the degree to which their subunit composition varies under different conditions.
It is important to try and understand the behaviour of protein complexes within the context
of the wider proteome. Many cellular phenomena can be best explained as emergent properties
of the complete network of protein-protein interactions, and mass spectrometric techniques have
been particularly useful in quantifying the protein interactions that take place within cells. Through
technological innovation and clever experimental design, mass-spectrometry has proven to be highly
versatile, and has been used for a number of different purposes, including elucidation of protein
complex assembly pathways103,104, investigations into the evolutionary history of complexes105,
and generation of richly detailed interactome datasets106.
1.4.1 Native mass spectrometry
The arrival of soft ionisation MS techniques in the ‘80s was of critical importance for the study
of protein complexes, as it allowed delicate non-covalent interactions between proteins to be pre-
served in the gas phase, making it possible to study intact protein complexes via MS. Combined
with the later development of time-of-flight mass analysers, this method became known as native
MS. Because native MS does not interfere with the intermolecular bonds between protein complex
subunits, it can be used to study properties such as stoichiometry, compositional heterogeneity,
and dynamic processes such as assembly or disassembly.
Electrospray ionisation mass spectrometry
The ionisation method of choice for native MS is currently ESI, as MALDI requires the sample of
interest to be mixed with a matrix, which is then ionised using lasers. This matrix is usually formed
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from crystallised organic acids, and as such is generally too harsh for complexes to be maintained in
their native state, with a few exceptions107. In contrast, ESI uses the sample as is, and ionises it by
passing it through a narrow glass capillary to which a high voltage is applied, causing the charged
sample to be aerosolised as it leaves the capillary. Through successive Coulomb fission events and
evaporation of solvent from the sample, the ions in this mist rapidly enter the gas phase as they
move towards the mass analyser.
Another important benefit of ESI over MALDI is that it produces multiply charged protein ions
with regularity108. This is useful when coupling ESI to tandem MS, where the protein sample is
first analysed in its native state, before being fragmented and subject to a second round of mass
analysis. Single charge proteins produce little useful information upon fragmentation as only a
single peptide fragment will be charged, essentially wasting much of the protein. Having multiple
charges per ion also reduces the corresponding m/z ratio. This is important when investigating
larger proteins and protein complexes, since (historically at least) the operative range of quadrupole
mass analysers has been limited to about 4000 m/z. For this reason, time-of-flight mass analysers
have been the mainstay of native MS for many years (reviewed by Radionova et al.109), since they
have good resolving power and sensitivity over a much wider range than traditional quadrupole
analysers. In 2005 however, Orbitrap analysers became available110, and subsequent developments
since then have pushed the limits of their operative mass range into the tens of thousands m/z.
Another hugely important development in ESI came with the introduction of much narrower
capillaries in the electrospray devices, leading to nano-ESI111. Coupled with lower sample flow
rates, this improves ionisation efficiency substantially112; equally importantly, it greatly reduces the
amount of sample required for each experiment. This enables analysis of proteins that are hard to
purify in large quantities, or makes it possible to run experiments investigating dynamic processes
that take place over the course of seconds to minutes.
Applications of native mass spectrometry
Due to its low sample requirements and sensitive treatment of the intermolecular interactions,
native MS is very versatile. A common and technically straightforward use of the method is simply
to determine the constituent parts of a particular protein complex, which can be done via tandem
MS113,114. The weights of individual subunits from the complex are determined in the first round
of mass analyses, with identities being inferred from fragmented peptides in the second round.
From this starting point, it is then possible to generate interaction maps based on the weights of
peaks corresponding to different subunit combinations, as well as getting an idea of relative binding
strengths.
More interesting is the use of native MS in time-resolved studies, for example: following subunit
exchange processes between heat-shock proteins115, observing conformational changes of mem-
brane complexes upon ligand binding116, and determining protein complex assembly and disas-
sembly pathways103. This last example, which is of particular importance to the rest of this thesis,
can be achieved by adding different chaotropic agents to the solution containing the intact protein
complex, then observing the intermediates that are produced across different concentrations.
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1.4.2 Cross-linking mass spectrometry
Cross-linking mass spectrometry (XL-MS) uses chemical cross-linkers to provide distance con-
straints between different residues in a protein complex. These can either be intramolecular or
intermolecular, and as such XL-MS be used to produce low-resolution structural information, par-
ticularly on the interfaces between different subunits. It is particularly effective when used in combi-
nation with more established structural techniques or together with computational modelling, and
as such has become an central part of the new, integrative approach to structural biology117–119.
Chemical cross-linkers
The power of XL-MS comes from the availability of a wide variety of different cross-linkers that
impose specific distance constraints on the interactions being probed. These can be tailored to the
question at hand, with the selection of cross-linker lengths placing different constraints on the in-
teractions that can be studied. Similarly, the biochemical specificity of these linkers can be used
to look at interactions between specific functional groups. Most commonly used are homobifunc-
tional cross-linkers that join primary amines120, i.e. lysine residues or N-termini, with spacer arm
lengths ranging from ~3Å to ~35Å.
Heterobifunctional linkers (in contrast to homobifunctional ones) allow different groups to be
targeted, for example joining amine to carboxyl (aspartate, glutamate, C-termini) groups. More
nuanced experiments can be performed by using some of the more exotic linkers that are currently
being produced. Heterobifunctional photoreactive cross-linkers such as aryl azides are attractive
for in vivo applications since they are inert until photoactivation, at which point they rapidly form
non-specific cross-links with chemical moieties in their immediate environment. Photoreactive
analogues of some amino acids have also been discovered, enabling incorporation of linkers into
the protein sequences themselves121.
Notable applications of XL-MS
XL-MS is well suited to looking at flexible complexes that cannot be observed using cryo-EM or
X-ray crystallography. A good example of this is the family of SMC-kleisin complexes that will be
discussed in chapter 5. These complexes are essential for accurate cell division and are formed of
heterodimeric, coiled-coil SMC subunits, joined by a disordered kleisin subunit to form a trimeric
ring structure that entraps DNA. Several crystal structures of the various the subunit interfaces
(minus flexible regions) are available, but thus far XL-MS has been the only method that has had
success modelling the topology of the entire complex122. Interestingly, cross-links between the two
SMC arms suggest that when not encircling DNA the SMC arms are collapsed in on themselves.
A more formidable test of XL-MS comes from the ongoing effort to understand the structure of
the nuclear pore complex (see Beck and Hurt, 2016123). Due to their enormous size (~120 MDa
in humans, compared to ~3.5 MDa for the ribosome) and high degree of compositional variation
between species, it is difficult to distinguish between subunits, many of which are paralogues of
each other. In such cases, XL-MS can provide essential information about the specific identity
of different subunits and their contacts, allowing the identification of ambiguous subunits within
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larger cryo-EM electron density maps124,125.
1.4.3 Affinity-purification mass spectrometry
In its simplest guise, AP-MS enables the identification and quantification of the interaction part-
ners of a given protein. The general principle is as follows: a column containing beads capable of
capturing your bait protein is prepared. Native cell extract (though sometimes over-expression of
the protein of interest is required) is then washed over the column, leading to the capture both
the bait and proteins bound to it via co-immunoprecipitation. The eluent is generally subjected to
peptide fractionation, and mass-spectrometry is then used to quantify either the relative or absolute
abundances of members of the purified complex. For high-throughput studies, multiple proteins
are used as baits, enabling large interaction maps to be generated.
Though conceptually simple, AP-MS is an enormously powerful technique, and one that deserves
more attention than it is going to get here. Fortunately, several reviews have been written on the
topic, and I therefore direct the reader to these126–128; in particular, that by Morris and colleagues
is excellent127. For the sake of brevity, the paragraphs that follow are limited to just the most
important variations of a method that has been instrumental in achieving our current understanding
of the protein interactome105,106,129,130.
Single-step versus tandem affinity purification
There are two approaches to affinity purification in widespread use - single-step and tandem affinity
purification131 (TAP, figure 1.3). In the former, the bait protein is either expressed under com-
pletely endogenous conditions and captured using antibodies, or expressed with a tag such as green
fluorescent protein132 and captured using methods appropriate to the tagging system. In contrast,
TAP makes use of a unique TAP-tag, which consists of a protein A domain and a calmodulin bind-
ing peptide, linked by a Tobacco etch virus (TEV) protease cleavage site. This tag enables a two-step
purification procedure that results in stringent purification of complexes, though sometimes at the
expense of weak but specific interactions.
TAP necessarily requires tagging of the bait protein, but in the single-step procedure it is possible
to avoid this if desired, in which case it is referred to as endogenous purification. The are some
straightforward trade-offs to consider when deciding whether to use endogenous or tagged proteins:
For non-tagged baits, you have the benefit of capturing the protein in its native state. However, this
comes at the substantial cost (both in time and money) of having to raise specific antibodies against
the protein in question. Furthermore, there are difficult issues associated with cross-reactivity and
specificity when using antibodies, particularly in studies where multiple proteins are being targeted.
Though there are methods that attempt to deal with these issues (most notably QUICK133), in the
majority of large-scale studies prior tagging of bait proteins is likely to be more practical.
When using AP-MS to carry out interactome studies there are some fairly compelling advantages
to using single-step procedures over TAP. The purpose of TAP is to remove as many contaminants
or non-specific interactors as possible from the purified protein complex. This was essential in the













































Figure 1.3. Tandem affinity
purification protocol
TAP differs from single-step purifica-
tion procedures in that it requires two
distinct washing steps. This is possi-
ble due to the TAP tag, which con-
sists of a protein A domain linked
to bait protein via a TEV cleavage
site and a calmodulin binding pep-
tide. Cell extract is passed through
the first IgG column, which captures
the bait protein via the protein A do-
main. By adding TEV protease to the
column, the bait protein and it’s in-
teractors are released from the col-
umn. This eluent is then added to a
second column containing calmodulin
beads to which the calmodulin binding
peptide attaches. Addition of ethy-
lene glycol tetraacetic acid (EGTA)
causes the protein complex to be
released from the beads. Due to
the fairly intense washing process that
the protein complex undergoes, there
is a fairly high chance of weak in-
teractors being removed in addition
to non-specific contaminants. Single-
step procedures are more likely to re-
tain these interactions at the expense
of overall sample purity.
contaminants in the sample would be erroneously annotated as members of the protein complex.
However, there have been enormous improvements in the sensitivity of mass spectrometers since
TAP was first described; with these improvements, particularly in the area of label-free quantifi-
cation (LFQ), it has become possible to discriminate between proteins present at biologically sig-
nificant concentrations and background noise. In doing so, the importance of weak, non-obligate
interactions between proteins has become more apparent106,134. Since TAP removes these weak
interactors, its utility is becoming increasingly restricted to situations where extremely pure pro-
tein is required, e.g. for crystallisation. Therefore single-step procedures combined with accurate
quantification should be generally be considered preferable to TAP for large-scale studies. Follow-
ing this reasoning, a promising new technique named affinity-enrichment purification has recently
been described that deliberately uses only very mild washing steps135.
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Quantification of protein abundances
The emergence of quantitative mass spectrometry, via both label-based and label-free methods, has
had a transformative effect on the field of proteomics. For our purposes, the principal benefit
arising from the ability to quantify protein abundances is that it allows the stoichiometry of protein
complexes to be determined. This is essential for distinguishing obligate interactions from transient
ones, and more generally for providing a complete characterisation of the complex. The difficulty
in using MS as a quantitative tool is that, whilst the location of peaks on the mass spectrum allows
identification of peptides, peak intensity alone is not sufficient to determine peptide abundance.
Label-based methods such as SILAC136 (stable isotope labelling and culturing) and iTRAQ137
(isobaric tag for relative and absolute quantitation) and others138,139 allow for either relative or
absolute quantification.
A significant drawback to label-based methods is their cost, which can be prohibitive. An al-
ternative approach is LFQ, methods for which are based on either spectral counting140,141 or peak
intensity-based algorithms. Spectral counting is a conceptually simple, semi-quantitative approach
which has been widely used (and possibly abused142). Intensity-based algorithms undoubtedly
offer more accurate quantification; for the interested reader, comparative analyses and reviews of
several available methods are available143,144. One recently developed algorithm of note that has
been enthusiastically received by the community is MaxLFQ145, which is available as part of the
larger MaxQuant software package146.
Inferring protein complexes from interaction data
The data returned from high-throughput techniques such as those we have been discussing are typ-
ically presented as lists of pairwise interactions and measures of interaction strength, using proxies
such as co-fractionation likelihood in place of true binding affinities. From this starting point,
the challenge is then to infer the identity and presence of protein complexes, known or otherwise.
Since these pairwise interaction data can be represented in graph form, a common approach to
identifying complexes is graph clustering. As might be expected given the generalisable nature of
the problem, the literature on this topic is substantial - both specific to protein-protein interactions
and otherwise. A comprehensive review of the topic covering both theory and application can be
found here147.
One particularly successful example in this category is the Markov Cluster algorithm148 (MCL),
which is based on the principle that if you take a random walk through a graph, the strongest clusters
will be those groups of nodes that you tend to stay in for longest. Despite its age, MCL is still com-
petitive149, and has been used in a number of excellent interactome papers since its release105,150.
Other notable mentions include COACH and ClusterOne151,152, the latter of which is one of the
few alternatives to compare favourably with MCL. A very different approach that seems promis-
ing is Nano Random Forests, which uses machine learning to identify groups of strongly covarying
proteins153. As a supervised learning method, it is well suited to investigating known complexes un-
der different experimental conditions, in contrast to those previously mentioned, which are better
placed for discovery of novel complexes.
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1.4.4 Super-resolution microscopy
Super-resolution microscopy, so named because it breaks the diffraction limit for light microscopy
described by Ernst Abbe154, revolutionised cell biology when it arrived on the scene, enabling vi-
sualisation of sub-200nm structures (e.g. virus particles, microtubules). The resolution achievable
has continued to drop since stimulated emission depletion155 (STED) and stochastic emission tech-
niques156–158 became available, and it is now possible to resolve objects well into the nanometre
range, thus enabling the study of protein complexes in their natural environment.
Single molecule localisation microscopy
Though there are now several different ways to beat the diffraction limit, those that are most often
used in biology fall under the banner of ‘single molecule localisation microscopy’iii (SMLM). Com-
mon to all of these techniques is the use of photoswitchable fluorescent dyes, which are turned on
and off in such a way that only a very small number of molecules are turned on at any given time.
This allows for a Gaussian point spread function to be fitted to each fluorescence event, enabling the
precise localisation of the molecule responsible. Within the larger SMLM category, there are meth-
ods that achieve localisation by shaping the light source used to excite molecules, and those that
stochastically switch on and off a sparse, well-separated subset of molecules within the field of view.
A widely used example of the former is STED microscopy, which typically achieves resolutions in
the region of 50nm (see figure 1.4).
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Figure 1.4. Lasers in STED microscopy
STED microscopy achieves super-resolution im-
ages by using two collinear laser beams to ex-
cite molecules in a very small area, allowing in-
dividual molecules to be illuminated separately.
This is achieved with two lasers, one that excites
the fluorophores, and another doughnut-shaped
de-excitation laser. These are fired in very
rapid overlapping pulses, resulting in just those
molecules in the doughnut hole being able to flu-
oresce. Point spread functions are then mapped
to the well-discriminated fluorescent events, and
these used to precisely determine the location of
the fluorescing molecule.
In contrast, Stochastic Optical Reconstruction Microscopy156 (STORM) discriminates between
molecules by using a weak light source to excite a random selection of molecules in the sample.
Provided each fluorescing molecule is separated by a distance equal to no more than half the required
resolution, they can be distinguished accurately from their point spread functions. The beauty of
STORM is that, in its original form, only a single red laser is needed to both turn on and turn
iiiIn 1952, Schrödinger wrote: ‘we are not experimenting with single particles, any more than we can raise Ichthyosauria
in the zoo’159. Which goes to show that Jurassic Park is no laughing matter.
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off the Alexa Fluor dye. This means that a steady application of low intensity light will cause the
labelled molecules to continually blink on and off, allowing a picture to be built up gradually over
the course of a few minutes. Though not as fast as other super-resolution methods, STORM,
PALM (photoactivated localisation microscopy) and others in this category can achieve incredibly
good resolutions of just a few nanometres in scale.
Super-resolution protein complexes
Most of the complexes studied to date with SMLM have been large and highly abundant, thus
lending themselves well to the technique. Ground state depletion microscopy for example (which
is related to STED) has been used in particularly attractive work determining the relative location
of different Nup subunits in the nuclear pore complex160. This was achieved using a system cou-
pling GFP-Nup fusion proteins with fluorescent anti-GFP nanobodies to localise each subunit161.
Making use of image classification in a similar fashion to cryo-EM, multiple NPC particles were
averaged to generate highly accurate measurements of the diameter of the pore formed by each
subunit. They were then able to determine the relative location of each subunit within the larger
complex by comparing the diameter of these rings.
1.5 COMPUTATIONAL PREDICTION OF PROTEIN COMPLEX STRUCTURE
Frequently, experimental methods for determining protein complex structure are not possible, or
tellingly, are simply no longer the best use of a researcher’s time and money. Prediction of pro-
tein structure from sequence, first prophesied by Anfinsen in 1973162, has been a long-standing
challenge that has until recently been impossible in practice, for want of both sequence data and
computational power. However, the genomic era has seen exponential increases in both of these ar-
eas, along with a similar expansion in the number of experimentally determined protein structures.
Accordingly, there has been a concomitant improvement in our ability to predict structures com-
putationally. Unusually for academia, two important and long-running competitions have been
instrumental in driving progress in the field. Both competitions - CASP (Critical Assessment of
protein Structure Prediction163) and CAPRI (Critical Assessment of PRediction of Interactions164)
- are now an integral part of the community, providing much-needed benchmarks and progress
reports that enable both users and developers to keep track of the rapidly changing state of the art.
Broadly speaking, the field of protein structure modelling can be divided into two overlapping
subgroups, albeit separated mostly by their philosophical stances. Older, and currently more prac-
tical, are top-down approaches based on the use of templates for the structures being modelled;
these templates are selected based on close sequence similarity with the target protein or complex.
In contrast, there is equal interest in prediction of structure from first principles - an approach
exemplified by molecular dynamics (MD). Template-based modelling (TBM) and MD represent
opposite sides of the protein modelling community, but in practice there is a great degree of overlap
between the two, and most of the methods that I will describe below use elements from both.
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1.5.1 Top-down modelling of protein complex structure
The extent of the improvement in predictive power is such that, for individual sequences with close
sequence similarity (60+%) to known structures, it is usually possible to produce structures that
are within a few ångströms of the experimentally determined version, as measured by root-mean-
square-deviation of residue distances and other metrics165,166. This is the process known as TBM,
and nowadays it is routinely used to facilitate experimental structure determination of single protein
chains.
For protein complexes, regardless of whether the structures of individual subunits are already
known, it is often possible to reach a realistic approximation of the correct complex structure by
a combination of homology modelling and molecular docking. Though most applicable for in-
vestigating protein-ligand interactions, molecular docking combined with homology modelling is
becoming increasingly viable for protein-protein interactions, as evidenced by numerous recent
studies and the results from the CASP and CAPRI competitions167–170.
Template-based modelling
TBM is based on the principle that the degree of sequence divergence in homologous proteins is
closely related to their structural similarity171. Once a suitable template is found - realistically with
at least 40% sequence identity with the target protein - the sequences are aligned and conserved
regions are used to map fragments of the target onto the template structure. This is followed by
replacement of the loop regions and final model refinement.
There are numerous methods based on extensions of this basic protocol that enable modelling of
complete protein complexes, in addition to individual subunits172–174. One important and widely
used strategy for template identification is threading, or dimeric threading, in the case of modelling
complexes175,176. Threading differs slightly from approaches based solely on sequence homology,
in that it relies more on fold recognition than sequence similarity - this is assessed by a scoring
function - the template that is eventually selected is the one which minimises this function. As a
general rule, threading is used when the target sequence has particularly low sequence similarity
with other known proteins, but in practice, most modern software takes these decisions out of
the hands of the user. For a broad overview of the currently available software and experimental
strategies for TBM, readers should see the recent review on the topic by Szilagyi and Zhang177.
Prediction of protein-protein interfaces
Template-based methods work by mapping the sequence of the target proteins of interest onto a
template of the protein complex, without explicitly modelling the interface until later refinement
steps. In contrast, ‘molecular docking’ begins with subunits in their monomeric form, and models
the interface directly by attempting to minimise the potential energy landscape of the bound pro-
teins. This is achieved by sampling the conformational space of the two proteins with respect to
each other and scoring the different interfaces that can be formed between them178.
These two steps (sampling and scoring) can be handled in a number of ways. Conformational
sampling is computationally very intensive, since two chains moving in three dimensions produces
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six degrees of freedom from the get-go, and allowing side-chain and backbone movements increases
this number drastically. Thus, at least initially, almost all docking methods assume the proteins
of interest to be rigid bodies, and fix the orientation of one protein with respect to the other.
This reduces the complexity of the sampling problem greatly. Fast Fourier transforms179 were the
first method to make molecular docking possible, but other approaches have subsequently been
developed too. These include Monte Carlo search180 and normal mode analysis181, the former of
which is of note because of its use in RosettaDock182,183 - one of the most popular and successful
docking programs. A second popular program is HADDOCK184,185, which uses a gradient-based
search method.
Scoring of interfaces is another non-trivial problem. As in the wider field of structure modelling
(which encompasses docking) solutions to this problem tend to take the form of either physical or
empirical, knowledge-based methods. In the former camp, force field scoring functions186 are used
to model the energy of the system in a given conformation, and typically involve a large number
of parameters relating to attributes such as Van der Waals interactions and intramolecular strain
energies. The latter consists of conceptually simpler techniques including counting of intermolec-
ular contacts and scoring based on prior knowledge of statistically likely interactions gleaned from
sources such as the PDB187,188.
1.5.2 De novo structure prediction
The docking methods described above are contingent on having structures available for the proteins
whose interactions you are trying to model. However, it is often the case that there is no solved
structure or suitable template available for use with homology modelling. In the past, this would
have meant that the best one could do would be to try and predict secondary structure regions and
likely interfaces or infer the presence of binding domains from homologous sequences using tools
such as JPred4189 or databases such as PFAM and UniProt190,191. With this in mind, researchers
have begun to make inroads into de novo structure prediction, as well as looking at ways in which
the difficulties of true de novo prediction can be circumvented using sequence information alone.
Using protein coevolution to infer intermolecular contacts
Using the evolutionary sequence record to inform structure prediction is an idea that has been
around for at least 20 years192, but has been held back by the fact that it is very challenging to dis-
tinguish coevolving sites that indicate direct amino acid contacts from transitive ones. For example:
if residues A and B are in contact, and residues B and C are in contact, then A and C may also show
a strong coevolutionary signal, despite interacting via an intermediary residue. Over the entire pro-
tein sequence, this blurring of coevolutionary signal is sufficient to prevent meaningful structure
prediction. The major breakthrough in tackling this problem was achieved with the development of
an algorithm named Direct Coupling Analysis193,194, which extends Shannon’s concept of mutual
information195 and enables direct and indirect residue contacts to be distinguished from each other.
Deborah Marks and her colleagues have now implemented this algorithm in a more generally ap-
plicable and user-friendly format, enabling the method’s widespread use in the structure-prediction
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community196–198.
Though originally used for single protein structures, this method is equally applicable to protein
complexes, as intermolecular contacts are subject to many of the same coevolutionary pressures as
intramolecular ones. EVcouplings (from the Marks group) has recently been applied to protein
complexes198. Out of a set of 82 protein complexes with unsolved structures, 32 had a sufficiently
good sequence record as to be able to predict the entire complex de novo, whereas others were suffi-
cient to predict intermolecular contacts, but not the entire structure. Unfortunately, a limitation of
this technique is identification of homomeric contacts, since without additional information these
cannot be distinguished from intramolecular interactions. A related issue is that many nominally
heteromeric interactions arise from homomeric interactions between genes that have undergone
duplication and subsequent genetic drift199–201. In such cases, it may not be possible to acquire a
sufficient number of sequences for structure/interaction prediction, particularly if the proteins in
question have diverged recently.
Molecular Dynamics
At present, we are still a long way from saturation of structure and sequence space, as is clear from
recent studies sampling viral and prokaryotic genomes202–204. As such, a substantial proportion of
the protein universe is beyond the reach of either TBM or EVCouplings. Molecular dynamics is a
simulation method that models the behaviour of all the atoms or molecules in a dynamical system.
This is typically achieved, as for the force field method introduced earlier, by numerically solving
Newton’s equations of motion for the entire system of particles. Being rooted in basic physical
principles, and unlike most of the other techniques we have discussed, MD is enormously versatile,
and is used widely in other fields outside of biology205–207. From our perspective, much of its power
lies in its ability to span multiple cellular scales - it has been used to study processes ranging from
the molecular details of ligand binding to the assembly of virus capsids208,209.
Though ab initio MD methods exist that explicitly include the electronic configurations of all
atoms as parameters in the model, these are not practical for systems beyond a few atoms in size
and across timescales of more than a few picoseconds. For biological macromolecules on the scale
of protein complexes, empirical force fields are used instead. These describe an approximation of
the potential energy of the system through a function with the general form U(R), where R =
{r1, ..., rn} describes the coordinates of the atoms in the system. It is this same potential energy
function that is minimised in molecular docking simulations. In slightly more detail, U(R) can be
described as follows:
U = Ebonding + Enon−bonding
Ebonding = Ebonds + Eangles + Etorsions
Enon−bonding = Eelectrostatic + EV an der Waals
Each of the energy terms in the above equations are themselves functions of the atom coordi-
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nates and empirically determined constraints such as bond strength, molecular weight and so on.
Though computationally more efficient for ignoring the electronic degrees of freedom, a drawback
of force field methods is that large changes such as the making or breaking of covalent bonds cannot
be modelled. However, in the case of protein complexes this is rarely a problem. Many different
force fields have been tailored to different purposes, but for studying protein-protein interactions
AMBER36,37 and CHARMM35 are particularly relevant. The dedicated structure prediction soft-
ware FoldX210 uses a proprietary force field, though with similar construction to the general one
described above.
At present, computational power is only just beginning to reach the level at which the assem-
bly of protein complexes can be modelled from scratch. The two major obstacles barring further
progress are the size of proteins, and the timescales on which assembly takes place. Currently, only
small proteins or protomers can be modelled, and even then only across very short timescales. This
is unfortunate, since folding and protein complex assembly takes place over timescales of microsec-
onds to minutes. However, a recent exciting study by Plattner and colleagues211 has had some
success using hidden Markov models in combination with thousands of MD simulations starting
from different points, selected so as to maximise the efficiency of conformational space exploration.
This enabled them to model the bacterial ribonuclease barnase in complex with its inhibitor barstar
with impressive accuracy. Associated, dissociated and transition states were observed across 2 mil-
liseconds of modelling time, and predicted thermodynamic parameters were in strong agreement
with those obtained from independent experimental results.
1.5.3 Protein complex databases and repositories
Since the first print-format directories of protein sequences were produced by Margaret Dayhoff32,
protein sequence and structure databases have become an integral part of the research infrastruc-
ture in biology. These databases range in size from manually curated lists of proteins or protein
complexes involved in specific cellular processes, to vast data repositories such as UniProt or the
PDB. The benefit of these larger repositories is clear, since without them the task of collating data
from different experiments would be impossible for any single researcher. However, smaller datasets
from individual papers are often extremely useful too, as they offer nuance and context that can’t be
obtained from data compiled from multiple sources. A selection of useful databases and repositories
of protein complexes or interactions are summarised in table 1.1 below.
1.6 ANSWERING QUESTIONS ABOUT THE PROPERTIES OF PROTEIN COMPLEXES
Armed with the methods covered in the preceding pages, there are numerous biological questions
we can attempt to answer about the cell and the behaviour of protein complexes within it. Most
obviously, the question of what proteins look like is enabled by structural methods such as X-ray
crystallography and cryo-EM. This is useful beyond simple curiosity, as understanding the mecha-
nistic details of a protein or protein complex’s action enables us to make better decisions about the
design of future experiments or drug development. More broadly, we can also investigate how the
cell maintains protein stoichiometry, and how these mechanisms interact with and facilitate the
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Name Description References
Protein Data Bank Very large repository of structural information on proteins
and protein complexes.
58
IntAct IntAct Molecular Interaction Database. Manually curated
database of protein-protein interactions compiled from lit-
erature sources and direct user submissions.
212
Complex portal Manually curated list of protein complexes from a selection
of model organisms. Related to IntAct.
213
hu.MAP Human Protein Complex Map. Generated by integrating
three previously released datasets using machine learning.
105,106,130,214
CORUM The comprehensive resource of mammalian protein com-
plexes. Starting to show its age somewhat, but still widely
used as a gold standard set of experimentally validated mam-
malian protein complexes.
215
Complex census A Census of Human Soluble Protein Complexes. This is an
important paper that was released in 2012, covering 3000
human soluble complexes. Data was obtained by biochem-
ical fractionation and MS.
216
BioPlex 2.0 AP-MS study of the human interactome, covering some
25% of the human proteome.
130,217
Table 1.1.: Useful repositories for research on protein complexes
assembly of individual complexes. These two questions are the primary focus of this thesis.
1.6.1 Maintenance of cellular stoichiometry
A typical cell contains thousands of different protein species - less in most bacteria and archaea,
and more in most eukaryotes, particularly multicellular ones such as ourselves. Imbalances in the
expression of proteins are usually deleterious, and a variety of aberrant behaviours can be attributed
to them; cancer, for example, can be caused by changes in the expression of various oncogenes or
tumour suppressors.
More generally, members of heteromeric protein complexes are particularly sensitive to changes
in expression, as they impact not just on the protein in question, but also those that it interacts
with. Strong evidence for this comes from observations that yeast strains that are heterozygous for
single gene knockouts tend be particularly unfit when those genes are members of complexes46;
similarly, mass spectrometric studies218,219 (using iBAQ and SILAC, respectively) have shown that
ribosomal subunits produced in excess are rapidly degraded by the ubiquitin proteasome system.
This is telling, since it implies that there are significant fitness costs to having unbound subunits
free in solution indefinitely. There are many reasons why this might be, including the need to
avoid protein mis-interactions, which imposes considerable constraints on the evolution of protein
surfaces220.
Surprisingly however, early pulse-chase studies on the assembly of alpha and beta spectrin in birds
and mammals showed that these subunits were not being synthesised in stoichiometric proportions,
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but rather in highly unequal ratios, with excess protein being degraded later221–223. From an an-
thropomorphic design perspective this is unexpected, since it would presumably be more efficient
to avoid imbalances in the first place.
To what extent can the relative synthesis rates of subunits be controlled? Is spectrin a special
case or is unequal synthesis and degradation the norm? One would naïvely expect the most effi-
cient approach to be production of subunits precisely in accordance with their stoichiometry, but
measuring this accurately is challenging. This is because of the different ways in which gene expres-
sion can be controlled, namely synthesis and degradation rates at both mRNA and protein levels.
Mass-spectrometric analyses of whole-cell protein extracts give an idea of steady state protein abun-
dances, but it is difficult to deconvolve the relative contributions of synthesis and degradation rates.
Metabolic pulse-chase experiments such as those used for spectrin have had more recent successes
when used in combination with SILAC MS224, but these are still not perfect due to the lag times
incurred by the labelling process.
An elegant method for measuring translation rates directly exists in the form of ribosome foot-
print profiling225,226. This method works by deep sequencing ribosome-protected mRNA frag-
ments and counting the number of fragments associated with each gene. The assumption under-
lying this being that every ribosome bound to an mRNA will produce one protein, and therefore
that the number of ribosome-protected fragments is a good indicator of translation rate.
Ribosome profiling has been used to demonstrate that, in E. coli at least, stoichiometric synthesis
is far more common than unequal synthesis227. This is less surprising than would be the case in
eukaryotes, since many protein complexes are encoded within operons, which likely removes much
of the potential variance in expression due to transcription. However, even for complexes such as
F0F1 ATP synthase, in which some subunits are present in many copies, subunits are translated in
the correct proportions, with significant differences in ribosome density for different genes within
the polycistronic mRNA.
Less clear is whether proportional synthesis is also the norm in eukaryotes. Limited ribosome
profiling data from S. cereviasae suggests that some complexes at least are synthesised stoichiometri-
cally228, but the majority of studies (including the work described in chapter 3) suggests that most
eukaryotes do not show the same tight control of synthesis seen in bacteria.
1.6.2 Assembly of protein complexes
Another theme running throughout this thesis is the importance of ordered assembly of protein
complexes. A method pioneered by Carol Robinson’s group in Oxford was nano-ESI MS, which
allowed dynamic processes such as the assembly or disassembly of protein complexes to be observed
in real-time114. The first paper to make use of this method explicitly to study the assembly order of
protein complexes focused on homomers103, and demonstrated that both assembly order and the
evolutionary trajectory of subunit gain could be predicted well by interface size.
This work was subsequently extended to heteromers, showing that, like homomers, assembly
pathways of heteromers can also be predicted by a hierarchy of interface sizes104. These are also
evolutionarily conserved, with gene fusions being significantly more likely to occur in cases in which
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assembly order is preserved. More recently, it has also been shown that the number of coevolving
residues between two proteins is a similarly good predictor of assembly order229.
The natural question arising from the ability to determine assembly pathways in vitro is how
much they matter in vivo? Evidence of evolutionary conservation is a good indicator of biological
importance, but to what degree does efficient assembly matter to eukaryotes compared to prokary-
otes? One way in which ordered assembly could be facilitated is through co-translational assembly
of protein complexes. In prokaryotes, there is direct evidence for this from a study on the assembly
of luciferase, which made use of fluorescence resonance energy transfer to show that the molecule
was assembled most efficiently co-translationally from subunits encoded on the same operon44.
In eukaryotes, despite the very different genomic organisation and scale on which assembly takes
place, there is nonetheless good evidence for co-translational assembly being common230, further
supporting the idea that efficient assembly is universally important and therefore worth continued
investigation.
1.7 DISCUSSION
The study of protein complexes is currently undergoing a sea-change, brought about by the recent
breakthroughs in structural biology, the emergence of mass spectrometry as a quantitative tool, and
ongoing developments in computational techniques. The methods presented here offer a broad
selection of those that can be used to study the physical characteristics and behaviour of protein
complexes, but unavoidably there are some omissions, such as small-angle X-ray scattering231 and
hydrogen-deuterium exchange MS232.
A common theme that I have tried to highlight in this review is the overlap between the many
different fields concerned with characterising protein complexes. Most of these overlaps have had a
synergistic effect on the technologies involved; this has been particularly obvious in cryo-EM, where
hardware improvements have directly driven the development of new image processing software,
but many other examples exist across structural biology and further afield. To point out a few
explicitly: homology modelling has enabled much faster processing of diffraction patterns and
electron density maps, improvements in purification techniques benefit essentially all of the non-
computational techniques we have discussed, and many of the advances in imaging in cryo-EM
will likely be transferable to XFELs.
This leaking of technologies across fields has facilitated the rise of integrative structural biology,
which is becoming the most powerful approach to investigations on protein complexes. Many of
the most impressive structures published in the past couple of years have been the product of com-
binations of methods, for example: the transcribing mammalian PolII complex233, the nuclear pore
complex mRNA export platform234, and the Mediator complex235. A second common feature of
all of these papers is their focus on mechanistic descriptions of function or assembly, demonstrating
a welcome move away from purely descriptive studies. Given the direction the field is moving in,
early-career structural biologists should not to be content with specialising in one method or the
other51,236, but should endeavour to be at least familiar with most of the topics covered here.
The shift from purely descriptive studies to mechanistic ones emphasises the fact that there is
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more to proteins and protein complexes than simple descriptions of structure. Of particular im-
portance for the rest of this thesis, there is much to be gained from understanding the assembly
process of protein complexes. Indeed, thanks to native MS studies, it is now well established that
this occurs along ordered, thermodynamically favourable pathways, and papers on the topic have
been published continually since this fact was first demonstrated103,104,229,237,238.
On a larger scale, inventive use of mass spectrometry is enabling rapid improvement in our
understanding of how individual protein complexes fit into the wider proteome. In a standout
study from the group of Matthias Mann106, the proteome of HeLa cells was quantified in such a way
as to accurately capture interaction stoichiometries and global cellular abundances. Although not
unexpected, the results from this work clearly demonstrate that the large majority of interactions,
though important, are fairly weak. In contrast, stable complexes formed from interactions with
stoichiometric ratios on the order of 1:1 are significantly rarer, but nonetheless highly connected
through these weaker interactions.
The long-term objective of the techniques we have discussed in this review is to give a complete
and unified understanding of the cellular proteome, in both its constituent parts and its behaviour
at scale. The progress we have made towards this aim would scarcely have been imaginable to
the researchers who first began studying proteins in the 1950s, there is no reason to suspect that
the next 50 years will not see even greater progress. In many of the fields I have discussed there
are novel technologies that will be revolutionary in years to come - nowhere more so than with
the development of XFELs and serial femtosecond X-ray crystallography; it will be fascinating to
see the new studies that this technology enables. Alternatively, perhaps cryo-EM will be able to
continue along its current trajectory to overtake crystallography as the go-to method in structural
biology?
In the field of mass spectrometry, although there are no obviously disruptive technologies on the
horizon, continuing improvements in the sensitivity and accuracy of detectors are assured. Algo-
rithmic development in MS is another area in which improvements are needed. Currently, there
are seemingly intractable issues with peptide discrimination and quantification that need address-
ing, as evidenced by our first serious attempts to map the human proteome239–241. Nonetheless,
the inherent versatility of the method across different cellular scales ensures the field’s relevance in
the decades to come, particularly as we move towards single-cell biology242.
Last, but by no means least, computational modelling of proteins continues to go from strength
to strength. Though not a panacea for the difficult challenges we still face in structural biology,
as the diversity of sequences and structures increases, so too will our ability to leverage computa-
tional power to fill in the gaps through homology modelling. Molecular dynamics too is finally
approaching a point at which we can use it to study real-time processes of complex assembly, and
with tantalising hints of progress in the world of quantum computing, the future looks bright for
the study of protein complexes.

2 OPERON GENE ORDER IS OPTIMISED FOR
ORDERED ASSEMBLY OF PROTEIN
COMPLEXES
2.1 INTRODUCTION
Work carried out over the course of the last decade has revealed that protein complexes, both ho-
momeric and heteromeric, assemble via ordered, energetically favourable pathways. Assembly and
disassembly pathways can be observed in vitro using ESI-MS114, and by looking at gene fusions
it has been shown that these pathways are evolutionarily conserved103,104. These experiments are
laborious and time-consuming, but fortunately assembly order can be predicted with good accu-
racy computationally if the structure of the complex is available; in most cases, assembly order is
simply determined by interface size, with larger interfaces assembling earlier. This has been con-
firmed independently by a recent study using a combination of MS, NMR spectroscopy and EM,
and a second study showing assembly order can be predicted by the number of coevolving residues
between different subunits229,238.
Given the central importance of protein complexes to most biological processes, there is a strong
pressure on the cell to ensure that they assemble correctly in a timely and efficient manner. How-
ever, this process is inherently stochastic, and takes place in a cellular environment in which the
background concentration of protein and other biological macromolecules is incredibly high243.
For heteromeric protein complexes, this presents a serious problem: how do protein subunits ex-
pressed from different genes find each other in such a crowded environment? The cost of failure
is not trivial, since misassembly or non-specific interactions with other proteins can lead to the
formation of toxic aggregates. To give an example familiar to many of us, the formation of such
aggregates is implicated in a number of neurodegenerative diseases244.
If the assembly pathways that are observed in vitro also occur in vivo, then we might expect to
see evidence of this in the regulatory systems possessed by the cell. In bacteria and archaea, protein
complexes are often encoded within operons245,246, where multiple genes are transcribed onto a
single polycistronic mRNA. This presents a possible opportunity for enhancing the efficiency of
protein complex assembly - if physically interacting genes are closer together within operons, then
this would increase the likelihood of those subunits finding each other upon being translated. Thus,
we reasoned that there might be some correspondence between operon gene order and assembly
order. The results from this work show that this is indeed the case.
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2.2 RESULTS
2.2.1 Encoding protein complexes within operons is likely to facilitate efficient assembly
In order to test the hypothesis, we acquired a large set of heteromeric protein complex structures
from 70 bacterial and archaeal species. Describing these protein complexes as lists of non-redundant
gene/subunit pairs, we then mapped the location of each gene pair in the genome of the species it
came from. Out of a total of 1079 gene pairs, 368 were encoded within the same transcriptional unit
- that is, translated from the same mRNA (figure 2.1A), with the remaining 711 being transcribed
separately.
By transcribing genes in operons, any differences in expression levels due to transcription rate
are automatically removed, and instead variation in observed protein abundances must be due
to differences in translation or degradation rates. It has been suggested therefore that one of the
primary benefits of encoding protein complexes in operons is the reduced stochasticity in gene
expression associated with operons44,247,248, which is consistent with observations demonstrating
that stoichiometry of most protein complexes is tightly controlled in E. coli227. In figure 2.1B, we
demonstrate that in E. coli, as expected, protein abundances (obtained from PaxDB249) of gene
pairs encoded in the same transcriptional unit are more closely correlated than those not. The same
trend was seen when combining data across all organisms for which structures and operons were
available, as well as when using absolute protein synthesis rates using ribosome-profiling data227
(figure A.1).
The likelihood of protein complex subunits randomly encountering each other in the cell is
greater for highly expressed complexes. Since operons will necessarily lead to co-localisation of its
freshly translated proteins, the benefit to being operon-encoded should be particularly strong for
lowly expressed protein complexes243,250. Supporting this prediction, in figure 2.1C, we show that
there is a highly significant tendency for operon-encoded subunits to be less abundant, with an
approximately order of magnitude difference in the median abundance of the two groups.
2.2.2 Adjacent genes within operons are more likely to physically interact
As suggested by the fact that lowly expressed protein complexes are more likely to be encoded
in operons, close proximity upon translation probably enhances the efficiency of assembly (figure
2.2A). Supporting this idea, others have noted previously that adjacent genes are more likely to
physically interact245,246, though these studies do not explicitly focus on operon-encoded genes.
When comparing the number of adjacent genes that physically interact (208 interacting pairs
out of 220 total) with the number of non-adjacent interacting pairs (77 out of 148), there is a
much higher tendency for adjacent genes to share a physical interface (odds ratio = 15.8, p-value
= 5 × 10−22, Fisher’s exact test). In figure 2.2B we show that this tendency extends beyond just
adjacent genes, with the effect continuing for the first two intervening genes. A highly similar
trend is observed using pairwise interaction data obtained from a large Y2H screen in E. coli28
(figure 2.2C); this is again significant when comparing the likelihood of adjacent vs. non-adjacent
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Figure 2.1.: Encoding protein complexes within operons enhances assembly efficiency
(A) Transcription, translation and assembly for heterodimeric subunits encoded by the same vs. different
transcriptional units. (B) Differences in protein abundance correlations (Spearman’s ρ) for gene pairs
encoded within the same vs. different transcriptional units. The correlation between genes encoded within
the same operon is significantly higher than for those in different transcriptional units (p-value = 0.002),
as determined by randomly shuffling pairs between groups 105 times. (C) Protein complexes encoded
within operons are significantly less abundant on average than those encoded in different transcriptional
units, with significance determined using the Wilcoxon rank-sum test. Adapted from figure 1, Wells et al.1
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Figure 2.2.: Adjacent genes within operons are more likely to encode physically interacting subunits
(A) Within a given complex, although all subunits interact indirectly, not all must necessarily share a physical
interface. Within operons, the genes that code for these subunits can either be adjacent or non-adjacent.
(B) Subunit pairs separated by number of intervening genes. Each bar is subdivided into those pairs that
physically interact and those that don’t. We define a physical interaction between two genes as their
sharing an interface of > 200Å. (C) Analogous to B, but using binary interaction data obtained from Y2H
screens28. Error bars are 68% Wilson binomial confidence intervals. (D) Physical interfaces between
adjacent genes are significantly larger on average than either non-adjacent genes or those encoded in
different transcriptional units. P-values were calculated using Wilcoxon rank-sum tests. Adapted from
figure 2, Wells et al.1
Since the median length of operons in our dataset is fairly small (four genes), the number of
possible gene pairs is only slightly skewed towards non-adjacent: a four gene operon has three
adjacent and three non-adjacent pairs, but the number of non-adjacent pairs increases rapidly as
operons get larger. We therefore reasoned that the apparent tendency of adjacent gene pairs to
physically interact might just be an artefact of the high representation of such pairs in our dataset.
To control for this possibility, we generated a null model in which all of the genes were shuffled
within their operons. We then compared the number of observed gene pairs that were both adjacent
and interacted with the number expected under the null model, and repeated this process 105 times
(figure 2.3A). In all cases the number of observed interacting pairs was significantly greater than
expected by chance. As before, this is also significant, to a lesser degree, when using pairwise
interaction data generated by Y2H assays with E. coli (figure 2.3B).
Since many of the possible gene pairs in our dataset arise from a particularly large operon in
Thermus thermophilus (the nqo operon, which encodes respiratory chain complex 1), we repeated
these analyses excluding this operon, and considering this operon alone (figure A.2). These were
both significant, indicating that the result was not due to features unique to this operon. It also
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Figure 2.3.: Relationship between gene pair proximity and likelihood of physical interaction
(A) The number of physically interacting genes at different distances compared to a null model in which
gene order in operons is shuffled. (B) shows the same result using binary interaction data from Y2H
screens28. To assess the significance of the observed tendency for genes closer together within an operon
to physically interact, permutation tests were performed by shuffling the order of genes within operons
105 times. In each trial (i.e. a single shuffling of gene orders), the total number of intervening genes
between physically interacting subunits was counted; to calculate the p-value, the number of occasions that
this expected number of intervening genes (based on shuffled operons) was less than the true figure was
divided by the number of trials. Adapted from figure S2, Wells et al.1 See also figure A.2.
The observation that adjacent genes are more likely to physically interact could have an effect
on the interpretations of earlier work showing that gene fusion events tend to preserved the order
of assembly104, since adjacent genes often undergo fusion events251. To test whether this earlier
observation was affected by our newer findings, we repeated the test for assembly-conserving fu-
sions using only adjacent genes, and found that there was still a significant tendency for fusions to
conserve assembly order (figure A.3).
In addition to the increased tendency of adjacent gene pairs within operons to form a physical
interface, we also observed that these interfaces are typically larger than those formed by non-
adjacent gene pairs. Figure 2.2D shows the distribution of interface sizes for those proteins that
physically interact within a protein complex. Whilst there is significant overlap in the interface
size distributions (since they are not normalised between complexes), there is nonetheless a clear
difference between adjacent and non-adjacent gene pairs, regardless of whether encoded within the
same operon or not. This is surprising, and hints at a relationship between gene order and assembly
order, since we know that larger interfaces tend to form earlier than smaller ones103,104,238.
2.2.3 Operon gene order closely matches order of assembly
Building on this finding, we next considered whether or not there could be a correlation between
the assembly order of protein complexes and their gene order within operons. Thus far, we have
demonstrated that there is a spatial relationship between gene order and protein complex assembly,
in that adjacent genes are more likely to physically interact, and form larger interfaces when they do
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so. However, since the assembly of a protein complex does not occur instantaneously, there is also
a temporal aspect of the problem to be considered. Within bacterial and archaeal systems, there
are two factors that impose a temporal order on the expression of genes encoded within operons.
The first of these is the phenomenon of co-transcriptional translation, in which ribosomes begin
translating nascent mRNA as it is being transcribed252–254. The second is translational coupling,
in which translating ribosomes proceed directly from one gene to the next, without being released
from the mRNA255,256.
Both of these have the effect, initially at least, of ensuring that genes towards the 5’ end of the
mRNA transcript will be translated before those at the 3’ end. Thus, if protein complex subunits
that tend to assemble earlier were encoded at the start of operons, then this would likely increase
the efficiency of assembly. There are three different ways in which a given pair of adjacent genes
can assemble once translated. If the two proteins form a heteromeric interface, then assembly is
simultaneous and gene order is interchangeable for that pair without affecting assembly efficiency.
Alternatively, if the first interface to form is homomeric, then gene order does have an effect - either
gene order can match assembly order, in which case the first gene to be translated will also form an
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Figure 2.4.: Operon gene order reflects protein complex assembly order
(A) Three possible scenarios for the relationship between gene order and assembly order for a single gene
pair. (B) Conservation of gene order for the three possible relationships described in A. Error bars are
Wilson binomial confidence intervals and p-values were calculated with Fisher’s exact test. (C) Assembly
order matches gene order in 79.2% of gene pairs whose order is evolutionarily conserved. P-value was
calculated using the binomial test. Adapted from figure 3, Wells et al.1
To investigate the potential relationship between gene order and assembly order, we predicted
assembly pathways for all of the operon-encoded heteromeric gene pairs in our dataset, then sepa-
rated all of the 220 adjacent pairs into the three categories described above. We then considered the
tendency of gene order in each of these three groups to be evolutionarily conserved. As shown in
figure 2.4B, there is a significant tendency for gene order to be conserved in cases where it matches
assembly order. This suggests that gene order is constrained by the requirement that it not interfere
with protein complex assembly.
Considering the 72 pairs where gene order is evolutionarily conserved and assembly of one sub-
unit happens before the other, we found that there was a striking correspondence between gene
order and assembly order (figure 2.4 C). In 57 out of 72 pairs gene order matched assembly order
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(79%, p-value = 7× 10−7, binomial test), compared to just 10 out of 29 cases (34%) where gene
order was not conserved. Thus, selection for ordered protein complex assembly appears to be a
major driver of gene order in prokaryotic operons.
The likelihood of a physical interaction between two protein decreases as the number of interven-
ing genes between them on an operon increases (figure 2.2). We see a similar trend when looking
at the relationship between gene and assembly order, with the two features becoming less likely to
match as the distance between the two genes on the operon increases (figure A.4). This is unsurpris-
ing, as once proteins have dispersed around the site of translation, the beneficial effect of protein
co-localisation arising from tightly controlled gene order becomes lost.
A feature of operons that some studies have noted is for genes towards the start of operons
to be expressed at higher levels257,258 i. This leads to a possible alternative explanation for the
correspondence between gene order and assembly order. If there is some requirement for earlier
assembling proteins to be expressed at higher levels, then this could produce the same observation
for different reasons. To rule out this hypothesis, we note that there is no relationship between
assembly order and protein abundance and that gene order is a better predictor of assembly order
than abundance (figure A.5). We do however see a weak, though insignificant, trend for upstream
















26/47 (55.3%) 36/67 (53.7%) 20/43 (46.5%)
Gene order is not
evolutionarily
conserved
5/10 (50.0%) 10/16 (62.5%) 3/9 (33.3%)
Total 31/57 (54.5%) 46/83 (55.4%) 23/42 (44.2%)
Table 2.1.: Relationship between gene order and abundance for adjacent heteromeric subunits
Previous works have reported a significant tendency for upstream genes in operons to be more
abundant257,258. Looking only at proteins that are members of protein complexes and encoded
adjacent to each other within operons, we see a slight tendency for upstream genes to be more
abundant. However, this is not significant (using the binomial test), and the trend is contradicted
altogether when using ribosomal footprinting data227. Adapted from table S1, Wells et al.1
iIf correct, the explanation for this given by Lim et al. is interesting258. As a result of coupling transcription and
translation, genes at the 5’ end of an operon will be transcribed and available to ribosomes before those at the 3’ end.
Since ribosome binding occurs almost as soon as transcription is underway, 5’ genes will be actively translated for
slightly longer than those at the distal end of the operon. However, to explain the magnitude of the effect they saw,
they inferred that the efficiency of translation must be ~sixfold greater during transcription than after. A satisfying
mechanistic explanation of this was not given at the time, but the recent discovery of the expressome complex254
suggests a plausible answer.
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2.2.4 Gene order matters most for lowly expressed protein complexes
Despite the majority of adjacent gene pairs having gene orders that correspond with assembly order,
a significant proportion do not (~25% of pairs, disregarding whether or not gene order is conserved).
What might account for the lack of correspondence in these cases? One possibility is that other
constraints on gene order override protein complex assembly in these cases. Other studies have
noted an analogous trend for gene order to match the order of metabolic pathways250,259, so it is
possible that similar biological phenomena could be influencing our results. However, analysis of
gene ontology (GO) terms260 did not reveal anything promising (figure A.6).
A more plausible explanation stems from our earlier observation that encoding subunits within
operons is more common for lowly expressed protein complexes. In the immediate local environ-
ment of the active polyribosome, the concentration of interacting subunits will be high, but will
drop off rapidly as the protein diffuses away from the site of translation. For proteins that are ex-
pressed at high levels, precise control of gene order might therefore be less important, since subunits
still have a good chance of finding each other away from the site of translation. In figure 2.5, we
show that in E. coli this does indeed seem to be the case, indicating that the minority of gene pairs
in which gene order does not correspond to assembly order can mostly be explained by their high
abundance. As for comparisons of operon-encoded and non-encoded complexes (figures 2.1, A.1),
we see the same trend when considering all organisms in our dataset, and also when using absolute


































Figure 2.5. Gene pairs whose
assembly order does not match
gene order are highly expressed
P-values were calculated with
Wilcoxon rank-sum tests.
Adapted from figure 4, Wells et
al.1 See also figure A.7.
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2.3 DISCUSSION
These findings have a number of important consequences. From a technical standpoint, they
demonstrate that computational predictions of assembly order are largely accurate and biologi-
cally meaningful. Together with earlier studies on the evolutionary conservation of assembly path-
ways103,104, it is now fairly clear that in vitro pathways are similar to those in vivo - at the very
least in bacteria. In eukaryotes it is known that chaperones play an extensive role in the assembly of
complexes261, and proteins that rely on these extensively probably deviate from easily predictable
assembly pathways. In archaea on the other hand, we simply don’t know enough about them to
make confident assertions about the regulatory mechanisms they use to aid assembly of complexes.
For one thing, we have substantially less structural and sequence information available for them204,
and for another, it is known that the structure of their operons differs from the canonical bacterial
template262.
An important assumption in this work is that expression control is primarily at the level of
translation, with the mRNA-level expression of protein complex subunits being relatively constant
within operons. In E. coli, which accounts for most of the data in this study, a substantial number
of operons can produce alternative transcripts, thanks to the presence of internal promoters and
terminators within operons263. In this work we have used the DOOR 2.0 database of prokaryotic
operons, which distinguishes between operons and transcriptional units, i.e. a single mRNA output
from an operon, and have used the latter in all analyses. Nonetheless, it is possible that some of the
subtleties arising from overlapping transcriptional units within operons have been missed in this
work.
Bearing these caveats in mind, we can nonetheless infer some interesting biological details about
the assembly process. For example, the fact that there should be such a strong correspondence
between gene order and assembly order for lowly expressed complexes implies that assembly must be
taking place very close to the site of translation. This is because once proteins begin to diffuse away
from the polyribosome, any knowledge about the order in which they were translated is rapidly lost.
In the case of less abundant protein complexes, the effect of diffusion away from each other would
be particularly strong, and as a result the selective benefit they get from minimising the spatial and
temporal distance between interacting subunits is probably larger than for more abundant proteins.
Taking this argument further, it seems likely that in many cases operon-encoded complexes as-
semble co-translationally. In the specific case of the Vibrio harveyi heterodimeric luciferase complex,
this has been demonstrated experimentally44, and there is considerable evidence pointing to this
being a common occurrence on a wider scale, not only in archaea and bacteria but also eukary-
otes230,264,265.
These results demonstrate that the pressure to assemble protein complexes quickly and efficiently
has been a major constraint on the evolution of gene order in bacteria. However, eukaryotes are
enormously different from bacteria and archaea in ways that prevent such a system as the one
described here from being possible. Most obviously, the majority of eukaryotic species do not
possess operons, and due to the existence of the nucleus, none couple transcription and translation.
Indeed, the existence of operons appears to be largely decided by genome size and complexity, which
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on average is much greater in eukaryotes than prokaryotes266. And yet, given the increased size of
most eukaryotic cells, along with the diversity of intracellular organelles and compartments, it seems
that the need for regulatory systems that facilitate protein complex assembly should be at least equal
to that of prokaryotes, if not greater. The following chapters discuss a biological phenomenon that
appears to be driven by such requirements.
3 DEGRADATION KINETICS OF PROTEINS ARE
EXPLAINED BY ASSEMBLY OF PROTEIN
COMPLEXES
3.1 INTRODUCTION
In the previous chapter, we saw how gene order in bacteria is optimised for assembly of protein
complexes, in line with studies demonstrating that bacterial protein complex subunits are produced
in proportions that correspond closely to the stoichiometry of the complex227,267. However, it is less
clear that this is the case in eukaryotes, and the challenge they face in assembling protein complexes
is compounded by the issues arising from their increased cell size and organisational complexity.
Furthermore, as described in an influential paper by Papp, Pál and Hurst46, there is a significant
fitness cost to stoichiometric imbalances in the expression of eukaryotic protein complex subunits -
this is known as the balance hypothesis. The effects of this dosage sensitivity manifest in phenomena
such as the rapid degradation of excess ribosomal subunits219,268, reduced noise in expression of
dosage sensitive genes269 and an under-representation of heteromer subunits in regions with high
copy number variation270 (CNV).
How does the eukaryotic cell balance the need for rapid and efficient protein complex assembly
with the pressure to avoid the deleterious consequences of imbalanced expression of subunits? There
are several ways to consider this question, but one that I have found to be important comes from
a study on protein degradation kinetics, carried out in collaboration with McShane et al2. Here, I
present the key results arising from this work, extended with some additional analyses relating to
protein complex assembly and the balance hypothesis46.
This project stems from a question posed by Matthias Selbach’s lab, specifically: does the proba-
bility of a protein molecule being degraded remain constant over its lifetime? Early studies reached
the conclusion that most intracellular protein degradation follows first order kinetics, implying that
proteins have a fixed probability of being degraded at any moment in time271,272. However, it is not
hard to imagine scenarios in which this assumption would be violated - for example, if proteins be-
come unstable as they accumulate damage over time, or if they accumulate modifications marking
them for destruction; alternatively, nascent proteins might initially be less stable than mature ones.
There is some evidence for the latter scenario from early experiments showing that many proteins
(including basigin and cystic fibrosis transmembrane conductance regulator) are degraded within
the first few hours following synthesis273–275. Similarly it has been shown that ubiquitination of
nascent proteins is common, and even occurs co-translationally with some regularity276,277.
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Considerable effort has already been invested in studying protein turnover using ribosome foot-
print profiling and mass spectrometric methods224,225,278–280, particularly since the discordance
between mRNA and protein abundance first became apparent281,282. However, most of the work
thus far has focused on synthesis, since degradation is challenging to measure due to the difficulties
in tracking newly synthesised proteins over extended time periods. To overcome this issue, my
collaborators on the project performed pulse-chase experiments using the artificial amino acid azi-
dohomoalanine (AHA)283,284. Combining this with SILAC mass spectrometry136, they were able
to track protein abundance changes in mammalian cells across seven time points spanning a 32-
hour period. The results from this experiment yielded exciting insights into the nature of protein
complex assembly in eukaryotes, lending themselves to a simple model that successfully predicts
protein behaviour in aneuploid cells.
3.2 RESULTS
3.2.1 Measuring protein degradation kinetics
Early attempts at using pulse-chase experiments to follow protein degradation were hampered by
the long pulse times required to label a sufficient proportion of proteins, which often considerably
overlapped with the lifetimes of the proteins being studied285. This issue can be overcome with
AHA - a bioorthogonal amino acid that has previously been used with comparatively short labelling
times to track rapid changes in the proteome286. In order to measure changes in labelled protein
abundance over time (figure 3.1A), mouse fibroblasts (NIH 3T3) were grown in heavy, medium
and light SILAC medium, then pulse-labelled with AHA for one hour. The samples were then cold
chased in AHA-free medium for durations specific to each of the three SILAC labels. Heavy cells
were always harvested immediately after the pulse for use as the t0 reference point for subsequent
quantification. Medium and light samples were collected after cold chases of 1, 2, 4, 8, 16 and
32hrs, split across three independent replicates.
Samples were combined after harvesting to avoid introducing further batch effects and AHA
proteins were enriched from this mixture on an alkyne agarose resin. The changes in protein abun-
dance at each time point relative to t0 were then quantified using LC-MS/MS. Mass spectra (MS1)
for peptides from Filamin alpha (Flna), Cathespin L1 (Ctsl1) and Basigin (Bsg) are shown in figure
3.1B. Each of these three proteins displays a different decay profile, with Flna being very stable
and decaying exponentially. Ctsl1 also decays exponentially but at a much faster rate, and ceases
to be detected at time points beyond 8hrs. Finally, and most interestingly, Bsg appears to decay
non-exponentially, with a rapid drop in abundance over the 8hrs hours, but very little change for
the last 24hrs of the experiment. This is consistent with the earlier reports of Bsg in human cell
lines undergoing rapid degradation during the first few hours of its life274.
Controls to were carried out to verify that AHA did not induce premature translation termination
or affect protein stability. Decay profiles were normalised using a set of abundant and very stable
proteins to control for differences in cell number across samples. In total 5,257 proteins were
quantified (figure 3.1), and after quality control (e.g. removing proteins with fewer than four data
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Figure 3.1.: Quantification of protein degradation kinetics by metabolic pulse-chase labelling
(A) Experimental setup for AHA pulse chase experiment. After a 1hr AHA pulse, each SILAC culture is
harvested at different time point, with heavy cells being used as the t0 reference point. After harvesting
the cell cultures are combined, AHA proteins are enriched and then quantification of abundances carried
out using tandem mass spectrometry. (B) This process was repeated in triplicate to obtain seven time
points at intervals from 0 to 32 hours. Plots show mass spectra for three peptides from Flna, Ctsl1
and Bsg respectively. Relative changes in abundance are calculated from the area under different peaks.
(C) Processed decay profiles for 5,247 proteins, with Flna, Ctsl1 and Bsg illustrating different possible
degradation profiles. Adapted from figure 1, McShane et al.2
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the work can be found in the methods and supplementary material of the original research paper2.
3.2.2 Many proteins are degraded non-exponentially
Having acquired a large set of decay profiles, we next attempted to classify proteins according to
their degradation profiles. Adapting a method previously used to study mRNA degradation287,
one- and two-state Markov models were fitted to the data for each protein (figure 3.2A). Under the
first model, there is a single transition rate (and probability) KA that describes the probability of a
protein being degraded at any given moment in time. Under the second, there are assumed to be
two states with different degradation rates, KA and KB . A protein in state A can thus either be
degraded or transition to state B, at which point its degradation probability will change. The one-






















1-state RSS = 0.003
2-state RSS = 0.003
2-state AIC p = 0.076
1-state RSS = 0.011
2-state RSS = 0.011
2-state AIC p = 0.016
1-state RSS = 0.844
2-state RSS = 0.009







2-state AIC p < 0.2
|Δ-score| < 0.15




Figure 3.2.: Non-exponentially degraded proteins are common
(A) One- and two-state Markov models used to model protein degradation profiles. KX describe tran-
sition probabilities between different states. (B) Markov models fitted to profiles of Flna, Ctsl1 and Bsg.
Both Flna and Ctsl1 are equally well fitted by either model (i.e. KA ≈ KB), as measured by the residual
sum of squares (RSS), and therefore the simpler one-state model is selected. In contrast, Bsg is better fit
by a two-state model, indicated by the favourable RSS and high AIC. (C) Under conservative thresholds
for AIC and ∆-score 10% of proteins are degraded non-exponentially. Adapted from figure 2, McShane
et al.2
To determine which was the better fit for each protein, we used the Akaike information crite-
rion288 (AIC), which imposes a penalty for additional parameters and therefore gives preference to
the one-state model if both explain the data similarly well. However, AIC describes goodness of
fit, but not the extent to which non-exponential degradation occurs; for example, a protein may be
better fit by the two state model but only deviate weakly from a single degradation rate. To include
this feature in classifications, a measure was developed (∆-score) to assess the degree to which a
pre-decided time point deviates from that expected under an exponential distribution. Specifically,
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the distance of the data point at t4 from the line fit by the one-state model between t0 and t8 (see
methods in the original paper for details - appendix A.2). ED proteins were then classified as those
which had a 2-state AIC < 0.2 and |∆| < 0.15, NED proteins as those with AIC > 0.8 and
|∆| > 0.15, with proteins not meeting either criteria being undefined. Using the example cases of
Flna, Ctsl1 and Bsg (figure 3.2B), we found that the first two are best fit by the one-state model,
whereas the two-state model is preferred for Bsg, as one would expect from a visual assessment of
the plots.
When we applied this classification scheme to the set of 3,292 proteins whose decay profiles
passed quality control and for which ∆-scores could be calculated, we found that the majority
of proteins (49%) were degraded exponentially, consistent with traditional models (figure 3.2C).
Strikingly however, some 10% of proteins are best fit by a non-exponential model of degradation,
despite the conservative nature of our classifier. A particularly unexpected finding was that in all
NED cases, KA was greater than KB , indicating that these proteins are always initially rapidly
degraded, before becoming more stable later in their lives. This suggests that, at least in the 32
hour time period we used, age- or damage-related destabilisation is rare, if it occurs at all.
3.2.3 NED proteins are degraded via the ubiquitin-proteasome system
There are two cellular systems concerned with degradation of proteins - the ubiquitin-proteasome
system and the lysosomal system. To determine which of these was primarily responsible for degra-
dation in the case of NED proteins, my collaborators inhibited each in turn using MG132, or
wortmannin in combination with bafilomycin A1, respectively. Dimethyl sulfoxide was used a as
a carrier control, and deviation from behaviour versus this control was measured by the change in
∆-score. Of these two treatments, MG132 lead to a marked decrease in NED character, whilst
wortmannin in combination with bafilomycin A1 had no appreciable effect (figure 3.3). This indi-
cates that initial rapid degradation of NED proteins is due to the ubiquitin-proteasome pathway,
whilst the lysosomal system plays a negligible role.
3.2.4 NED proteins are enriched in heteromeric protein complexes
Based on analysis of a previously published set of manually curated protein complexes289, my col-
laborators had found that NED proteins appeared to be over-represented in protein complexes.
Building on this finding, I mapped proteins from the degradation dataset to protein structures from
the PDB, revealing that approximately 70% of NED proteins are members of heteromeric protein
complexesi, which is a significant enrichment compared to either monomers or homomers (figure
3.4A). To exclude the possibility that this trend was driven exclusively by the ribosome (subunits of
which are prevalent in our structural dataset), I repeated this analysis with ribosomes filtered from
the dataset and obtained the same trend, with comparable statistical significance (figure A.8A).
iThough this may be a conservative estimate since protein complexes, particularly larger ones, are still somewhat under-
sampled in the PDB relative to monomeric or homomeric structures. Intriguingly, the number of novel homomeric
and monomeric proteins released per year appears to be slowing down290,291. However, this is probably a result of
increased interest in solving heteromeric structures caused by the technological developments discussed in chapter
1, rather than a sign of saturation of monomeric structure space.
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Figure 3.3.: NED proteins are degraded via the ubiquitin-proteasome system
(A) Example case showing hypothetical decrease in∆-score caused by treatment at 4 and 8hr time points.
(B-C) Results from treatment with MG132 or wortmannin in combination with bafilomycin A1, demon-
strating significant reductions in NED protein ∆-score caused by the former. P-values calculated with
one-sided Wilcoxon rank-sum tests; ***p < 0.0001. (D) Effect of MG132 on degradation of all proteins
versus dimethyl sulfoxide control. (E) Control demonstrating inhibition of lysosomal degradation with
the wortmannin-bafilomycin A1 combination (labelled ‘Autophagy’). The accumulation of the autophagy
marker LC3-II indicates that lysosomal degradation has been successfully blocked. Adapted from figure 4,
McShane et al.2
Several independent studies have suggested that assembly of protein complexes stabilises the
proteins involved292–294. These earlier studies are therefore supported by our findings that, firstly,
NED proteins in our dataset exclusively transition to more stable states with age, and secondly, are
enriched in heteromeric protein complexes.
Further supporting these studies, I observed a highly significant tendency for NED proteins to
be found in large heteromers (measured in terms of number of unique subunits) compared to ED
proteins (figure 3.4B). This is a reasonable finding if one assumes that as the size of complexes
increases, so too will the proportions of subunits that are protected from degradation. Again, I
repeated this analysis excluding ribosomes, and the enrichment of NED proteins in large complexes
remained largely unchanged (figure A.8B).
Within individual protein complexes, NED proteins also tend to form larger interfaces than ED.
Importantly, this trend holds when controlling for number of unique subunits (figure 3.4C), since
larger complexes typically contain larger interfaces and from the last analysis we know that NED
proteins are also enriched in these complexes. Intriguingly, despite the fact that NED proteins are
not enriched in homomers (complexes with one unique subunit), there is nonetheless a significant
tendency for homomeric NED proteins to form larger interfaces than ED.
Since there is a strong relationship between interface size and protein complex assembly order104,
it seemed likely that NED proteins would assemble earlier. Assembly order predictions were gener-
ated for the complexes in our structural dataset, and then normalised between 0 and 1, with lower
numbers indicating earlier assembly. Since the assembly order of small complexes is relatively unin-
formative, I restricted the analysis to protein complexes with more than five subunits. Comparing
the assembly position of NED and ED subunits, there is a weak tendency for the latter to assemble
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Figure 3.4.: NED proteins are enriched in heteromeric protein complexes
(A) NED proteins are proportionally much more common in heteromers than either monomers or homo-
mers. P-values were calculated with Fisher’s exact test, comparing the number of heteromeric subunits to
monomeric or homomeric. (B) Considering only heteromeric protein complexes, NED proteins are more
evenly distributed across the range of sizes, as measured by the number of unique subunits in each complex.
P-value calculated using a modified Kolmogorov-Smirnov test to account for the discrete distribution of
subunit counts - see R package ‘dgof ’295. (C) NED proteins tend to form larger interfaces, including when
controlling for protein complex size. (D) NED proteins also tend to assemble earlier. Assembly order is
predicted using the method described in Marsh et al.104, and normalised between zero (early) and one
(late). (E) Mean coexpression scores were calculated for each protein, based on all pairwise correlations
with other proteins in the complex of interest. Expression of NED proteins are significantly more likely
to be closely correlated with other subunits, compared against ED. P-values in panels C-E calculated with
Wilcoxon rank-sum tests. Adapted from figure 5, McShane et al.2
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Finally, I looked at the tendency for NED and ED proteins to be coexpressed with other members
of the protein complex. To assign a single coexpression score to each protein complex subunit, I
calculated the mean pairwise mRNA coexpression score between that subunit and all others in the
complex. Comparing the two degradation classes, the expression of NED proteins is more tightly
coupled to the rest of the complex (figure 3.4E).
3.2.5 Results are replicable across species and protein complex datasets
In order to ensure that these results were not specific to the mouse cell line being used (NIH 3T3),
which has previously been shown to have an abnormal karyotype296, my collaborators repeated
the AHA-SILAC experiments using a human cell line (RPE1). This cell line was shown to have a
normal karyotype, with the exception of partial trisomies of chromosomes ten and twelve. Their
analyses of this data revealed that most proteins retain ED or NED character in human/mouse
orthologues, and that ∆-score profiles of human versus mouse proteins are correlated (Pearson’s
correlation coefficient, r = 0.39, p < 2.2x10−16). I then repeated the structural analyses described
in figure 3.4 using the human dataset; this produced highly similar results (figure A.9), albeit with
weaker statistical significance - probably as a result of the lower quality of the human data, with
49% of proteins passing quality control in this dataset compared to >60% in the mouse data.
Using non-structural data from CORUM215 I repeated the coexpression analysis using mouse
(figure 3.5A) and human data (figure A.10) datasets. In both cases there was a significant tendency
for NED proteins to be more highly coexpressed. Since proteins from larger complexes such as
the ribosome or proteasome tend to be highly correlated in their expression, I also split proteins
into bins based on the number of unique subunits in the complex they were associated with (figure
3.5B). This showed that whilst there is a (not unexpected) tendency for NED coexpression to be
stronger in larger complexes, overall the trend is not driven exclusively my complex size.
A final interesting analysis comes from looking at a mass-spectrometric dataset in which protein
complexes were identified and quantified according to their stoichiometries and absolute abun-
dances106. This approach allowed them to distinguish between ‘core’ protein complex subunits,
which were identified by their closely matched stoichiometries both within complexes and across
the entire cell. If NED proteins are indeed core subunits, as our analyses seem to suggest, then we
would expect them to be enriched in the core set from the mass-spectrometric dataset. This turns
out to be the case, with human NED proteins being significantly more likely to be identified as
core interactors compared to ED (Fisher’s exact test, odds ratio = 3.0, p < 2.2x10−16).
3.2.6 Protein complex assembly explains degradation kinetics
Collectively, these observations suggest that NED proteins tend to be core subunits within pro-
tein complexes, whereas ED proteins are more likely to be monomeric/homomeric or participate
as peripheral subunits within heteromers. A simple model that would explain why core members
of subunits would display non-exponential degradation kinetics is shown in figure 3.6A. If core
subunits are more abundant than peripheral subunits, then there would always a fraction of pro-
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Figure 3.5.: Increased NED protein coexpression is not unique to structural data
(A) Replicate of figure 3.4E using mouse data and experimentally validated protein complexes from CO-
RUM215. The bimodal distribution of NED subunits is likely due to the strong influence of the ribosome,
which is tightly regulated and contributes a substantial number of all proteins in the dataset. (B) This trend
holds when controlling for the size of protein complexes, measured in terms of number of unique subunits.
P-values calculated with Wilcoxon rank-sum tests.
50 Degradation kinetics of proteins are explained by assembly of protein complexes
estimated absolute protein abundances after the AHA pulse using intensity-based absolute quan-
tification224 (iBAQ), and mapped these to the set of protein complexes they used previously289.
Normalising abundances relative to the mean of each complex, we found that NED proteins within
complexes were significantly more abundant than ED (figure 3.6B), consistent with our model. In












































A B Figure 3.6. NED proteins are pro-duced in excess in heteromeric com-
plexes
(A) Model showing how overproduc-
tion and subsequent degradation of ex-
cess NED subunits facilitates protein
complex assembly. (B) NED sub-
units are significantly more abundant per
complex than ED proteins. Log2 abun-
dance fold change of each subunits cal-
culated against the mean abundance of
each complex. P-value calculated with
Wilcoxon rank-sum test. Adapted from
figure 5, McShane et al.2
The finding that NED proteins (core protein complex subunits) tend to be over-produced rel-
ative to ED (more peripheral) is somewhat paradoxical in light of the dosage balance hypothesis
described by Papp et al46. This hypothesis states that changes in gene expression that affect the
stoichiometric imbalance should be deleterious, and indeed there is much evidence to support this;
however much of it relates to large changes in gene expression caused by copy number variants. If
excess heteromeric subunits are rapidly degraded, as demonstrated by the results presented in this
chapter, then this suggests that smaller fluctuations in expression might be better tolerated by het-
eromers than monomeric or homomeric proteins - more specifically, increases in expression should
be better tolerated than decreases, since these can be degraded. To test this idea, I mapped expres-
sion quantitative trait loci (eQTL) data from the Genotype-Tissue Expression297 (GTEx) project
onto a set of human protein complexes; if correct, then heteromers should on average have more
eQTLs per gene. Separating these out by quaternary structure category revealed that, contrary to
this hypothesis, the number of significant eQTLs per gene is lower for heteromeric subunits, in
accordance with results supporting the balance hypothesis (figure 3.7). Moreover, there are not
meaningful differences between the number of upregulating and downregulating eQTLs across
different quaternary structure types.
3.3 DISCUSSION
This study of protein degradation kinetics revealed that many proteins are degraded non-exponentially,
indicating that examples previously reported in the literature are in fact part of a widespread phe-
nomenon. To explain these observations, we proposed a model in which protein complex assem-

























Figure 3.7. eQTLs are less frequent
for heteromeric proteins
If rapid degradation of excess het-
eromer subunits acts to increase robust-
ness in the expression of protein com-
plexes, then we would expect eQTLs
to be better tolerated in these pro-
teins. However, this does not appear
to be the case, as evidenced by the
lower frequency of eQTLS per gene in
heteromers. P-values calculated with
Wilcoxon rank-sum tests.
next chapter, this model successfully explains protein attenuation in aneuploid cells. In addition,
the findings support the idea that many heteromers, particularly larger ones, possess sets of core
subunits, the structural and behavioural properties of which differ markedly from peripheral or
non-essential subunits. However, the work also raises questions: for example, what are the mecha-
nisms that explain why assembly into complexes stabilises proteins, and why are eukaryotic protein
subunits not produced at levels corresponding to their stoichiometry, as appears to be the case in
bacteria227?
There are a few mechanisms could explain why proteins are stabilised upon binding. The simplest
is that there is a safety-in-numbers effect, whereby proteins in large complexes that bury more
surface area are less accessible to the proteasome. This is certainly consistent with the tendency of
NED proteins to have larger interfaces and assemble earlier. However, this alone does not explain
why NED subunits are initially degraded faster than ED subunits within complexes. One factor
that is probably important is ubiquitination - it would be interesting to see if there is enrichment
for ubiquitination sites in NED proteins or protein complex subunits in general, as some evidence
seems to point to298. If this is the case, are ubiquitination sites enriched or depleted in protein
interfaces, and can ubiquitinated proteins still assemble into functional complexes?
The published work this chapter derives from discusses a number of possible reasons why NED
proteins might be overexpressed relative to ED. One interesting idea is that overexpression of core
subunits represents a simple mechanism for controlling levels of the holocomplex. If the cen-
tral NED subunits are constitutively overexpressed as a single, correlated group relative to late-
assembling ED subunits, then the levels of the fully assembled complex can be modulated by that
of the ED subunits alone. This fits with the observation that expression of ED subunits is often de-
coupled from that of the rest of the complex. On the other hand, since most heteromeric subunits
are NED, the finding that eQTLs are still less common in heteromers suggests that NED proteins
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are not necessarily any more robust to changes in expression.
A simpler alternative is that overexpression of early-assembling core subunits is a necessity in
ensuring efficient assembly, since the encounter of interacting proteins is concentration dependent,
and eukaryotes do not benefit from the high local concentration of subunits produced by encoding
heteromers in operons. This scenario goes some way to explaining why eukaryotic subunits are not
expressed at stoichiometric ratios, and does not contradict the balance hypothesis, since proteins
may be expressed non-stoichiometrically, but nonetheless at tightly controlled levels.
In summary, this study shows that non-exponential degradation of proteins is commonplace,
and is driven by the ubiquitin-proteasome system and the inherent instability of core heteromeric
subunits. It is important to note that whilst NED character is conserved across species, it is not
an inherent property of the proteins themselves, but rather an emergent phenomena caused by the
requirements of protein complex assembly in eukaryotes. This can be shown by the fact that NED
character decreases in response to repressing the proteasome, and also by the way in which proteins
behave in aneuploid cells.
4 AUTOSOMAL DOSAGE COMPENSATION IN
ANEUPLOID CELLS
4.1 INTRODUCTION
Cancer cells are renowned for their high levels of chromosomal instability and unusual, sometimes
bizarre karyotypes. The state in which a cell has an abnormal number of chromosomes is known as
aneuploidy, and occurs to degrees in all known cancers. However, it is common even in non-cancer
cells, and is a pervasive feature in most eukaryotic organisms. Isolates of wild yeast strains for ex-
ample have been found to harbour a variety of different karyotypes,299. In humans, approximately
0.1% of the population carries an extra copy of chromosome 21300, a karyotype that famously re-
sults in Down’s syndrome. In most cases however, aneuploidies that have been acquired through
the germ-line or early in development are lethal - highlighting this, a recent study of spontaneous
miscarriages found that approximately 45% were the result of aneuploidies301, and the true figure
is probably higher still, since studies in mice suggest that mosaic aneuploid embryos fail to develop
much beyond gastrulation, and thus would often pass clinically undetected302.
Mechanistically, aneuploidy is the result of chromosomes failing to separate properly during
cell division, either through non-disjunction of sister chromatids or delays in the movement of
chromosomes to opposite poles of the cell during anaphase303. For a cell that gains a chromosome,
the immediate effect is a doubling of the copy number of all the genes residing on it, thus leading
to a significant increase in mRNA and protein production. However, a recurring feature noted
in several studies is that a considerable number of these proteins are attenuated compared to their
expected abundances.304–306.
This attenuation is generally thought to be caused by post-translational degradation of excess
protein complex subunits, since attenuated proteins are enriched in protein complexes, and their
mRNA transcript abundances scale correctly with copy number. Strongly supporting this, the
model presented in the previous chapter explaining non-exponential degradation of proteins also
correctly predicts the attenuation of proteins in aneuploid cells. In this chapter, I will briefly elab-
orate on this idea and attempt to explain some of the similarities and differences between non-
exponential degradation in wild type cells and protein attenuation in aneuploid cells.
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4.2 RESULTS
4.2.1 Attenuation of protein complex subunits is unique to heteromers
First, to confirm that attenuation of protein complex subunits is a feature unique to heteromers,
I made use of data from Dephoure et al.305. This dataset describes the relative fold change in the
abundance of 2,581 genes from disomic S. cerevisiae strains. Using the same definition given by







where disomic and wildtype refer to the abundance of individual proteins in the two different
cell populations. This value ensures that the observed SILAC ratio is at least three standard devia-
tions away from the expected mean value of 1.0 (equivalent to doubling abundance). One of the
key findings from this paper was that attenuated proteins were enriched in a set of multi-subunit
complexes obtained from a dataset of yeast complexes compiled from the experimental literature307.
After replicating this finding using the same dataset (figure A.11), I mapped this aneuploidy dataset
onto structures from the PDB. This structural dataset confirmed these earlier observations that at-
tenuation of expression is more common for members of multi-subunit protein complexes, and

















Figure 4.1.: Attenuation of protein complexes is unique to heteromers
Members of protein complexes are significantly more likely to be attenuated upon doubling of gene copy
number. However, this effect is almost entirely driven by heteromeric complexes, with disomic ratios that
differ significantly from that seen in monomers (median log2 disomic ratios of 0.623 and 0.948 respectively,
Wilcoxon rank sum test p-value = 4.315e-22). In contrast, homomers (median 0.942) behave much the
same as monomers and the difference between them is not at all significant.
Importantly, this observation is consistent with the model presented in chapter 4, in which non-
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exponential degradation is a consequence of excess protein complex subunits being degraded more
rapidly than bound ones. Adapted to this situation, disomic ratio is dependent on the ratio of bound
to unbound subunits. Duplicating a single subunit in a heteromer increases the unbound, unstable
fraction of that protein, which is promptly degraded, leading to a lower disomic ratio. Proteins
that are predominantly monomeric should not experience any systematic attenuation, since their
degradation rate will not be affected by binding partners and should remain roughly constant.
Likewise, subunits of homomeric complexes will not be attenuated since changes in gene copy
number will not cause stoichiometric imbalances.
4.2.2 Similarities and differences between wild type subunit degradation and aneuploid attenu-
ation
Many of the features we see in ED and NED proteins reappear here, suggesting that they are dif-
ferent manifestations of the same underlying biological phenomena. For example, as complex size
increases, the average disomic ratio of subunits decreases (figure 4.2), analogous to the enrichment
of NED proteins in large complexes. As before, this is probably explained by the fact that larger
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Figure 4.2.: Degree of attenuation increases with increasing complex size
The abundance of monomers and homomeric subunits is largely determined by gene copy number, with
log2 disomic ratios being approximately normally distributed about 1. Heteromeric subunits however
become increasingly likely to be attenuated as the increasing number of unique subunits. “Significant”
attenuation is defined here by a threshold value of < 0.6, highlighted by the dashed red line. Structural and
non-structural datasets have been combined here.
In contrast, if one imagines a typical heterodimer, the observed attenuation for each subunit
will be determined by the degree to which its binding partner buffers that subunit. This in turn is
dependent on binding affinities, dissociation rates and starting concentrations. For example, if the
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starting concentration of A is much higher than B, then even doubling [B] will have little effect on
the amount of unbound B, and thus it will appear to be non-attenuated.
One observation raised in Dephoure et al. is that almost all complexes have at least one non-
attenuated subunit. An interesting idea mooted to explain this is the possibility that complexes
require at least some stable subunits to act as a scaffold for the rest of the complex. If this were
the case, then we would expect to see non-attenuated proteins being amongst the first to assemble.
However, if we compare the disomic ratio of those subunits that assemble first against those that
assemble last (figure 4.3), we find a clear (albeit weakly significant when controlling for number of
unique subunits) tendency for early-assembling subunits to be attenuated. This finding matches the
observations showing that NED subunits tend to assemble earlier than ED subunits, and is incom-
patible with the idea of stable proteins acting as scaffolds for protein complex assembly. Consistent
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Figure 4.3.: Subunits that bind late to the complex are less likely to be attenuated
Red line indicates ‘attenuated’ threshold. P-values are Wilcoxon rank sum tests indicating the difference in
disomic ratio between the first and last subunits to assemble. ‘Mid’ subunits are all those that are neither
first nor last to assemble. The non-significant values are probably mostly due to the fact that the ‘first’ and
‘last’ subunit numbers are highly limited by the number of available PDB structures, which is relatively low
for the larger complexes.
An interesting difference between NED proteins and attenuated proteins is in their abundance.
At first glance, one might expect to see a similar case as for the NED proteins, where within com-
plexes NED proteins tend to be more abundant than ED. However, when we look at this for the
disomic ratio data there is no significant difference between proteins whose abundance is attenuated
and vice versa (figure A.12). On reflection, this makes sense - in wild type cells, the more abundant
protein will be degraded non-exponentially, whereas in aneuploid cells, the natural abundance of
the protein is rendered insignificant compared to the effect of copy number changes.
Less easy to explain however is the fact that attenuated proteins appear to show a greater propen-
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sity to disorder than non-attenuated (figure 4.4). This is in contrast to NED and ED, in which
the latter were found to be more disordered2. One possibility that could explain this discrepancy
is that in aneuploid cells - in which protein abundance has been drastically increased - disordered
proteins are simply aggregating instead of being degraded. Though I have not yet tested this idea
formally, there is evidence to suggest that disorder is correlated with aggregation propensity308.


























Figure 4.4. Attenuated proteins show increased
disorder
A single disorder score for each protein in a set of
protein complexes was produced by taking the me-
dian value from all residues, where per-residue dis-
order scores were predicted using IUPred309. Pro-
teins were taken from a set of complexes produced
by combining structural data with that from the Pu
et al. dataset307. P-value calculated with Wilcoxon
rank-sum test.
4.2.3 Aneuploidy leads to increased heteromeric protein aggregation
Protein aggregation is in an important aspect of aneuploidy that has not yet been explored in a high-
throughput manner. Beyond the possibility that it could explain this discrepancy between disorder
propensity in NED and attenuated proteins, it is also possible that the apparent attenuation of some
proteins could be due instead to aggregation. However, measuring this is technically challenging
due to the difficulty of isolating and quantifying the aggregated fraction of cells. Nonetheless, a
pilot study carried out in collaboration with the Amon lab at MIT has produced some interesting
results that merit further exploration in the near future.
The protocol followed for this pilot is essentially the same as that described in Dephoure et al.,
with the key difference being that instead of carrying out measurements on the whole cell lysate (in
8M urea), the lysate is spun down and the aggregate fraction extracted for further use. Disomic:wild
type ratios were calculated in the same manner as before, with proteins being classified as either
‘aggregating’ or ‘highly aggregating’. The threshold for the latter is set semi-arbitrarily at a disomic
ratio ≥ 1.5, where a value of one would indicate a straightforward doubling of protein abundance
in the aggregate fraction.
At least in aneuploid cells in which chromosome copy numbers have been increased, one would
expect to see an increased propensity for aggregation across the cell, and particularly for proteins on
affected chromosomes. This is certainly the case, and furthermore, there is an increased tendency for
heteromeric proteins to aggregate more than expected upon copy number duplication (odds ratio
= 2.392818, p-value = 0.038, comparing heteromeric to monomeric proteins). As was the case for
attenuation in whole-cell measurements, there was no significant difference between monomeric
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and homomeric proteins.
I then compared those proteins which were found to be highly aggregating with those that are
attenuated and found a weak tendency for the different classes to be mutually exclusive (figure
4.5). This suggests that proteins are either aggregate extensively, are actively attenuated, or behave
neutrally and simply double their abundance in either soluble or insoluble fractions of the cell.
Importantly, this tells us that attenuation in aneuploidy is unlikely to be an experimental artefact
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Figure 4.5. Comparison of attenua-
tion and aggregation propensity
Separating proteins into groups accord-
ing to whether they are attenuated or
highly-aggregating demonstrates that for
proteins to be both heavily attenuated
and highly aggregated is unusual.
Intriguingly, there are no obvious features that suggest why some proteins are rapidly degraded
whilst others are prone to excessive aggregation. Like attenuated proteins, highly-aggregating pro-
teins share features with NED proteins and show indications of being core protein complex sub-
units, as indicated by attributes such large interfaces and being highly coexpressed within complexes
(figure 4.6).
4.3 DISCUSSION
Supplementing the finding that NED predicts the response of proteins to aneuploidy, these analyses
go further in explaining the connection between attenuation in aneuploid cells and non-exponential
degradation in normal cells. Both sets of results suggest that the assembly of a complex is not centred
on stable scaffold proteins, but rather on a core set of unstable, highly expressed subunits. The first
subunits to assemble tend to be rapidly degraded, with significant stabilisation occurring upon
binding, as indicated by the NED data and again here. In contrast, the last subunits to bind tend
to be comparatively stable in both bound and unbound states. The take home point from this is
that both NED and attenuation behaviour are caused by rapid decay of excess protein complex
subunits - this is further supported by a recent study revealing highly consistent observations with











































Figure 4.6.: Features of aggregating proteins
(A) Highly aggregation prone proteins form larger interfaces. (B) And are more highly coexpressed with
other subunits within complexes. In both cases NA stands for not available, but this does not necessarily
mean non-aggregating, since it could include proteins which only form aggregates in either wild type or
aneuploid states. P-values calculated with Wilcoxon rank-sum tests.
The clearest difference between attenuation such as that seen in aneuploid cells or tumours, and
non-exponential degradation common to all cells, is in the fact that NED is the result of relatively
slight differences in protein expression within complexes, whereas attenuation is the result of much
larger increases in expression affecting all of the proteins on affected chromosomes. However, there
are still important questions to be tackled in understanding the behaviour of aneuploid cells - we
have started to address one of these with a preliminary study of changes in aggregation propensity
caused by aneuploidy.
One important point to note is that classifying proteins as ‘aggregating’ or ‘highly aggregating’
does not take into account proteins which simply don’t aggregate at all, or proteins which do not
aggregate in wild type cells but do in aneuploid. Similarly, whilst the aggregating fraction of proteins
is certainly much smaller, with the data we currently have it is not possible to make quantitative
comparisons of relative amounts of aggregated vs. non-aggregated proteins.
Additionally, there are work-in-progress issues in distinguishing between technical and biological
noise in measuring the change in abundance of the aggregating fraction of proteins. As the quan-
tity of protein that can be purified from the aggregating fraction of the cell is very small, there is
substantial noise in the measurements. The data from each experiment is therefore normalised by
mean-centring (see methods), such that the mean of data points from each experiment is identical.
This reduces the variance in measurement of aggregate disomic ratios (supplementary figure
A.13), but comes at the expense of being able to investigate the relationship between chromosome
size and aggregation propensity. For example, it is possible that duplicating larger chromosomes
leads to a greater overall increase in aggregation propensity across the cell. Additional replicates of
selected chromosomes are being planned to better establish the extent to which noise in the data is
attributable to technical differences compared to biological ones.
The most pressing question that remains from this work is why some proteins are attenuated
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whilst others aggregate. Work from other groups220,310, has shown that members of protein com-
plexes are aggregation-prone. Our data supports this, since we see that highly aggregating proteins
are enriched in heteromeric complexes and many attributes of aggregated proteins are shared by
NED and attenuated proteins. The simplest reason that explains why some proteins are aggregated
therefore is seems to be simply that they are less efficiently degraded. Testing this hypothesis will
be a priority as this study goes forward.
5 HAWK PROTEINS: A PARALOGOUS FAMILY OF
EUKARYOTIC SMC-KLEISIN REGULATORS
5.1 INTRODUCTION
The evolution of protein complexes differs from that of individual proteins in that functional adap-
tations, beneficial or otherwise, can be driven by gain and loss of subunits, in addition to the
mechanisms that operate on individual proteins291,311,312. In this chapter I will discuss a case in
which the replacement of one family of subunits with another has played an essential role, namely
in the evolution of condensin and cohesin.
The SMC-kleisins (Structural Maintenance of Chromosomes) are an ancient family of protein
complexes found in archaea, bacteria and eukaryotes. As the name suggests, these complexes have
roles relating to maintenance of chromosomal architecture and DNA integrity, and operate at vari-
ous stages of the cell cycle313,314. Structurally, they are distinguished by their unusual tripartite ring
formation, comprising two SMC arms that form a V-shaped dimer, linked by a largely disordered
kleisin subunit (figure 5.1). In eukaryotes there exist three main subfamilies of the SMC-kleisins:
condensin, cohesin, and Smc5/6, whereas prokaryotes have at least three that we know of - Muk-















Figure 5.1. Eukaryotic members of
the SMC-kleisin family of protein com-
plexes
Eukaryotic SMC-kleisis are formed from
SMC heterodimers linked at a ‘hinge’ do-
main. Each arm is connected via kleisin
subunits (yellow) which bind to globular
nucleotide binding domains (NBD). Var-
ious regulators interact with the kleisin -
kites in the case of Smc5-6 and hawks
in the case of condensin and cohesin.
In cohesin, Pds5 and Scc2 are thought
to compete for binding space on Scc1
(kleisin)315. Adapted from figure 1, Wells
et al.3
Condensin and cohesin are involved in many cellular processes, including two hallmark features
of eukaryotic cell division - condensation of chromosomes and sister chromatid cohesion316. Both
complexes have been studied extensively, and condensin in particular is currently the subject of
intense interest due to its central role in loop extrusion, a beautiful model that looks increasingly
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likely to be the correct mechanistic explanation for chromosome condensation317–320. In contrast
to condensin and cohesin, the structure and function of the Smc5/6 complex is less well under-
stood, but is thought to be more closely related to prokaryotic SMC-kleisins321 and is involved in
DNA repair, specifically the resolution of recombination intermediates during mitosis and meio-
sis322,323. In practice however, across the extensive literature on the family (reviewed recently by
Frank Uhlmann324) the evidence indicates that there is a considerable degree of functional overlap
between different members of the family, in both prokaryotes and eukaryotes.
In addition to the SMC and kleisin subunits, numerous regulatory proteins are also associated
with the complexes. One such group of regulators is the Kite proteins (Kleisin interacting winged-
helix tandem elements), which form dimers that interact with the SMC-kleisin rings in bacteria,
archaea, and the eukaryotic Smc5/6 complex321. However, these are missing from condensin and
cohesin, which instead interact with a number of proteins containing tandem HEAT (Huntingtin,
EF3, PP2A, TOR1) repeat motifs325.
HEAT repeat proteins are a highly diverse family that is involved in cell processes ranging from
signalling (beta-catenin in the Wnt pathway326) to intracellular transport (clathrin adaptors327 and
karyopherins328). Though it has been known for many years that a subset of these HEAT proteins
are involved in the regulation of condensin and cohesin329, neither their evolutionary history nor
the extent of their coverage in the SMC family has been investigated. Building on the recent
description of the Kite family, we asked whether this subset descends from a single ancestral HEAT
repeat protein, and when this ancestor appeared.
Due to the nature of HEAT repeat proteins and repetitive sequences in general, these question
presents non-trivial technical difficulties. Repetitive sequences can and often do diverge rapidly
upon duplication330; illustrating this, the average sequence identity between mammalian HEAT
repeat proteins and insect orthologues is just 13%331. This makes accurate sequence alignment
challenging, and therefore classical methods for homology detection fail on all but the most similar
of these proteins. To tackle this problem I developed a computational approach based on extensive
profile HMM searches and network clustering. Using this method, we were able to answer impor-
tant questions about the origin of the HEAT protein regulators of condensin and cohesin, and thus
we propose naming the group Hawks, i.e. HEAT proteins associated with kleisins.
5.2 RESULTS
5.2.1 Resolving evolutionary relationships between repeat proteins
To detect potential paralogues of the candidate hawk proteins, I first used HHblits332 to search the
Saccharomyces cerevisiae proteome (UniProt ID UP000002311) for proteins with strong sequence
similarity to the candidates. This immediately showed highly significant alignments between dif-
ferent members of the hawk group - alignments that were not detectable by less sensitive, but more
widely used methods such as PSI-BLAST333. However, these searches also revealed significant sim-
ilarities with other proteins from the HEAT family without known connection to SMC-kleisins.
This raises an important issue, and motivated the development of a more rigorous method for
assessing relationships.
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By definition, repeat proteins contain multiple copies of a homologous sequence motif. As-
suming for the sake of argument that each repeat has a roughly similar probability of producing
a significant alignment, then the more repeats a protein has, the greater the probability of it ap-
pearing as a significant hit in searches with homologous repeat proteins. Thus, when searching for
relatives of the hawks, the presence of many proteins in the list of hits may not be indicative of close
relationships, but rather a reflection of the fact that large HEAT proteins have more opportunities
to produce significant alignments.
In order to deal with this issue, we reasoned that, if two repeat proteins are closely related via a
single common ancestor, then they should each produce high-ranking alignments with the other,
regardless of which was used as the query sequence (alignments are ranked in a fashion familiar to
users of BLAST) In contrast, high-ranking alignments between highly diverged repeat proteins and
generic proteins containing many canonical copies of the repeat motif should only appear when the
diverged protein is used as a query. This is because the diverged protein will be attracted to large
repeat proteins in a way that isn’t true to the same extent in reverse.
Thus, for every ‘seed’ protein queried, I performed reciprocal searches using all proteins that
produced significant alignments with that seed. Using the combined results from these searches,
I generated a network, with each protein being represented by a node, and edges between them
being weighted by the mean of the two alignment ranks. Thus, edges with high weights are broadly
indicative of closer ancestry between two nodes than edges with lower weights. Finally, I clustered
these networks using the MCL algorithm148, which in our case revealed numerous well-defined
sub-families of HEAT-related proteins. This method is summarised graphically in figure 5.2 below,
and is also discussed in detail in methods section 7.2.4.
To initiate our network, I selected a semi-arbitrary set of candidate hawk proteins from budding
yeast (S. cerevisiae), including known HEAT repeat proteins and those that we suspected might be
related. After carrying out Amongst a large number of diverse clusters, all HEAT repeat proteins
known to interact with the α-, β- and γ- kleisins313,314 form a distinct, and highly robust cluster.
Repeating this in humans and S. pombe, two clusters are formed, one containing SA/Scc3 proteins
and a number of pseudogenes, and another containing all remaining condensin and cohesin hawks.
The human network is shown below, with clusters represented by different colours (figure 5.3), and
additional networks from yeast species are available in appendix figures A.14 and A.15.
It should be noted here that the three species networks are not independent from each other,
but are complementary. This is a result of the fact that HHblits generates profile HMMs for each
protein, which themselves are generated from multiple sequence alignments. Orthologous proteins
from related species will therefore contain a considerable degree of overlap in the information con-
tent of their profile HMMs. However, replicating the networks in multiple species is useful as it
allows us to look for hawks that may have been gained or lost in different species, such as Pds5A
and Pds5B.
In order to validate the clustering of the hawks into a single group, I first carried out permutation
tests by randomly shuffling the ranks of all alignments and regenerating the networks based on the
newly assigned ranks. I repeated this process 106 times, and each time observed whether or not a
cluster containing all the hawks, or all but the Scc3-related hawks was obtained. The results from






























Figure 5.2.: Graphical summary of method
Computational pipeline for generation of homology networks in a single species. See methods 7.2.4 for
further details. Adapted from figure S1, Wells et al.3
this showed the hawk clustering to be highly significant in all three networks (p-value < 1×10−6),
with minor reductions in significance being achieved by allowing other proteins to cluster along with
the hawks. As expected from the way in which alignment significance is calculated, I did not find
a significant correlation between the length of alignment and its rank, indicating that clustering is
not unduly affected by the size of the proteins involved.
I then sought to confirm that individual clusters in the networks contained useful biological
information. Several known protein families were recapitulated in individual clusters, for example
the Maestro family in the human network, whose members contain a shared HEAT-like repeat
motif, and the clathrin adaptor family327,334. In addition, GO-term analysis demonstrated that
many clusters are significantly enriched for similar biological processes (table 5.1). We are therefore
confident that this method is robust, and that the clustering of hawks in a self-contained group is
not an artefact.
5.2.2 Nse5 and Nse6 are erroneously annotated as containing HEAT repeats
Two proteins that are associated with the Smc5-6 complex (in S. pombe), Nse5 and Nse6, have been
previously reported as containing HEAT repeats321,337,338, analogous to the hawks. Our analysis
fails to support these earlier findings. Both Nse5 and Nse6 are markedly shorter than typical HEAT







































































































































Figure 5.3.: Evolutionary relationships between HEAT repeat proteins captured by network clustering
Homo sapiens network. Different colours represent different clusters obtained by MCL and the hawk
clusters are ringed in black. Thicker edges indicate higher mutual ranks and to aid visualisation only edges
with a mean true positive probability ≥ 99.5% are shown. Subgraphs and individual nodes that become
disconnected upon application of this threshold are not shown, with the exception of the STAG2 paralogues
and associated pseudogenes; though closely related to the hawk cluster, they appear to have diverged
significantly further than other members and cluster separately in the human and S. pombe networks.
NCAPG2 resides in the PDS5 cluster but is not shown here due to edge weights not reaching the required
threshold - all are above 97% but below 99.5%. Also note the clathrin adaptors - white labels, circled in
red. Adapted from figure S2, Wells et al.3
1000 residues in length, and other HEAT proteins are often longer still. Though both proteins were
included as seed sequences for the generation of our networks, neither clustered with the rest of the
hawks, or indeed with anything else in the case of Nse5. On the basis of this initially unexpected
finding, I manually inspected the results from the Nse5-6 HHblits searches, and found that neither
had alignments meeting reasonable significance thresholds with either the hawks or indeed any
other HEAT proteins.
We then searched the literature for the primary HEAT annotations of these two proteins. To
our knowledge, the first paper to suggest that Nse6 contained HEAT repeats was Pebernard et
al., 2006339, which assigned the annotation on the basis of a result from a now obsolete structure
prediction program, 3D-PSSM340. I therefore tried to replicate the finding with Phyre2341, the
successor program to 3D-PSSM, and found that the best-matched fold was a pair of alpha helices
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Cluster GO Description GO-ID P-val Cluster %
8 sister chromatid segregation 819 1.32E-08 38.4
8 nuclear division 280 2.21E-08 53.8
7 protein amino acid phosphorylation 6468 8.36E-07 100
7 post-translational protein modification 43687 8.66E-06 100
3 NLS-bearing substrate import into nucleus 6607 4.75E-18 63.6
3 protein import into nucleus 6606 2.68E-15 72.7
2 protein transport 15031 1.07E-04 60
2 establishment of protein localization 45184 1.07E-04 60
1 response to indole-3-methanol 71680 2.25E-03 15.3
1 protein complex assembly 6461 4.83E-02 30.7
Table 5.1.: Sample GO-term enrichments
Exemplary GO-term enrichments from a selection of H. sapiens network. A complete list of cluster mem-
bers can be found in appendix table A.1. P-values calculated with hypergeometric test and corrected for
false discovery rate using the Benjamini-Hochberg method335,336
arising from an Integron cassette protein (PDB code: 3JRT). The Phyre2 score for this prediction
was marked as being low confidence (56%) and the template protein has no similarity to typical
HEAT repeat proteins.
Curiously, I did see one hit with HHblits between Nse6 and Cnd3 in S. pombe spanning a region
approximately the length of 1 repeat (51 residues). However, this was ranked 8th out of a total of
10 alignments (typical proteins yield tens to hundreds), with a true positive probability of 9.8%,
an expect value of 340 and p-value of 0.067. This alignment disappeared under different search
parameters (both more and less sensitive), was not detected in humans, and budding yeast does
not appear to have any orthologues of Nse6. This clearly does not meet reasonable significance
thresholds, but it is hard not to be intrigued. Whilst it could be indicative of either convergent
or highly divergent evolution, it seems most likely that it that it is a spurious result arising from
multiple testing.
With respect to the Nse5 annotation, I was unable to find any published evidence for it con-
taining repeats in either the Pebernard paper or others, and am unsure as to where the annotation
originally came from. Using HHRepID342, I then searched for any evidence of repeats, HEAT or
otherwise, but found none under a range of different parameters and sensitivities. However, having
ruled out the possibility of Nse5-6 being bona-fide hawks, an important result arises, namely that
condensins and cohesins have hawks, but have lost the kites. In contrast, Smc5-6 is alone amongst
eukaryotic Smc-kleisin complexes in retaining kites (the Nse1/3 subunits), but lacking hawks.
For the avoidance of further confusion, I would also note that S. cerevisiae’s Kre29, though likely
performing a similar role to S. pombe’s Nse6343, shows no indication of being evolutionarily re-
lated. In humans however Slf2, although approximately twice the length, does produce significant
alignments through its C-terminal end with Nse6 (true positive probability: 97.8%, expect value:
2.81 × 10−6). Finally, The cohesin regulator Scc4/MAU2 interacts with Scc2 and contains tetra-
tricopeptide repeats, which are superficially similar in structure to HEATs. We initially considered
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the possibility that it might be related to the hawks; ultimately however, Scc4 (PDB code: 4XDN)
is structurally very different, with much tighter curvature and a different alpha-helix layout. In
terms of sequence, there is no apparent homology between Scc4 and any of the hawks, and thus
we feel confident in saying that Scc4 is unrelated to the hawks.
5.2.3 Evolutionary origin of the hawk family
Having demonstrated the close evolutionary relationship between hawks, we next looked to a pos-
sible origin for the family. Searches of sequence databases revealed orthologues in a set of species
collectively accounting for all of the eukaryotic family tree (table 5.2), strongly suggesting that the
last eukaryotic common ancestor (LECA) contained at least one member of the family. It is known
that several archaea species contain proteins with PBS lyase HEAT-like repeat domains344, and I
therefore decided to look for repeats in the recently discovered lokiarchaeaota, which is a member
of the Asgard archaeal superphylum, members of which are amongst the closest relatives to the
eukaryotes345,346. Although several significant hits were found, based on sequence annotations and
simple size comparisons it seems almost certain that these proteins are not directly related to the
hawks. Interestingly however, when I integrated them into the existing networks, they predomi-
nantly clustered with the clathrin adaptor and coatomer families, and the former of these appears
to be amongst the most closely related families to the hawks (figures 5.3, A.17, A.18). The close
relationship between hawks and clathrin adaptors is also consistent with results from the paper
originally identifying HEAT repeats in hawk proteins329.
5.2.4 Structural support for a common ancestor of hawks
Finally, I used recently published Pds5B350 (PDB ID: 4PJU) and SA2351 (5HDT) structures to
further validate our findings from sequence analysis. Both structures share significant similarity in
terms of overall morphology and their known interaction partners, Rad21 and Wapl. Furthermore,
as the abridged version of this work was undergoing peer review3 (see appendix A.2), the structures
of Scc2 from Chaetonium thermophilum315 and Eremothecium gossypii352 (5T8V and 5ME3) were
released, and they too shares the characteristic S-shape of Pds5B and SA2, which differs noticeably
from most other HEAT proteins.
Pds5B and its orthologues in yeast contain a large, centrally located insertion or deletion that
manifests as a large protrusion from the side of the structure (figure A.16). When I split the structure
on either side of this alignment, I found that the two parts on either side aligned very well to the
SA2 structure, with TM-scores significantly higher that expected for unrelated sequences (figure
5.4A), an observation that was also noted independently by Lee et al.353. Although a degree of
skepticism is warranted due to the fact that tandem structural repeats are probably more likely
to produce significant structural alignments than more traditional structures, the similarities here
are convincing. Further supporting this, I generated multiple sequence alignments of metazoan
orthologues of Pds5B and SA2 and used these to map sequence conservation onto the surfaces of
the two structures, revealing broadly similar patterns of conservation that correspond to the binding
regions of Rad21 and Wapl (figure 5.4B)
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Supergroup Group Species Hawks
Archaeplastida Viridiplantae Arabidopsis thaliana yes
Archaeplastida Rhodophyta Galderia sulphuraria yes
Archaeplastida Glaucophyta Cynanophora paradoxa no
Excavata Diplomonadida Giardia lamblia no
Excavata Parabasalia Trichomonas vaginalis yes
Excavata Kinetoplastida Trypanosoma cruzi yes
Opisthokonta Fungi Saccharomyces cerevisae yes
Opisthokonta Metazoa Homo sapiens yes
Amoebozoa Mycetozoa Dictyolstelium discoideum yes
Amoebozoa Lobosa Naegleria gruberi yes
SAR Rhizharia Plasmodiophora brassicae yes
SAR Stramenopiles Aphanomyces invadans yes
SAR Alveolata Oxytricha trifallax yes
Unknown Haptophyta Emiliana huxleyi yes
Unknown Cryptophyta Guillardia theta yes
Table 5.2.: Sample of eukaryotic supergroups with hawk orthologues
Sequences were searched for manually using PSI-BLAST and HMMER333,347. G. lamblia (4th
from top) is an intriguing case since it possesses Smc orthologues and carries successfully
carries out chromosome condensation and segregation348, but apparently lacks an obvious
Scc1/Rad21 kleisin orthologue348,349. In light of this, it is less surprising that it does not
possess hawks either, since all of those associated with cohesin (and probably of condensin)
are known to bind to the kleisin subunit. Of course, the obvious question arising from this































SA2 C’ realigned to Pds5B C’ 
TM-score = 0.64
Figure 5.4.: Structural similarities between human hawks Pds5B and SA2
(A) Structural alignment of Pds5B and SA2. Overall, the two structures align moderately well, but are dis-
rupted by a large indel in the middle of Pds5B, which appears to be conserved across all Pds5 orthologues.
When splitting the Pds5B structure into three pieces at the start and end of this indel, the two terminal
pieces align much better to SA2. (B) Both structures bind the alpha-kleisin Rad21 and Wapl. They have
similar patterns of conservation along the convex face of their structures, corresponding to the binding
location of Rad21. Similarly, towards their N-termini they both have Wapl binding sites. Adapted from
figures 1 and S2, Wells et al.3
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5.3 DISCUSSION
The results of this work lead to a number of conclusions, giving rise to the tentative model shown
in figure 5.5. Firstly, we are confident that the hawk family is descended from a common ancestor.
Although they have diverged too far from each other to build an accurate phylogenetic tree, their
robust clustering into a single group, along with their structural and functional similarity strongly
suggests that they are monophyletic. This explanation is more parsimonious than the alternative, in
which convergent evolution lead to multiple HEAT repeat proteins being recruited independently
to the Smc-kleisins for similar functions. Nonetheless, it will be of great interest to see the structures
of the hawks associated with the condensins, as these will provide a more complete picture than we











Figure 5.5. Proposed origin of eu-
karyotic SMC-kleisins
Kite proteins are found in many bacterial
and archaeal SMC-kleisins, and also the
eukaryotic Smc5-6. We suggest that,
very early in eukaryotic history, an an-
cestral HEAT repeat protein related to
the modern-day clathrin adaptors be-
came associated with the ancestral eu-
karyotic SMC complex. Over time, sub-
sequent duplications of this protein dis-
placed the kites and lead to the con-
densin/cohesin split. Adapted from fig-
ure 1, Wells et al.3
It also seems likely that previous papers that had annotated Nse5 and Nse6 as containing HEAT
repeats are incorrect on this point. I was unable to replicate the findings first reported by Pebernard
et al.339, using a number of more powerful approaches. Since Nse5 and Nse6 are not hawks, this
implies that Smc5-6 is unique in having retained the kite proteins, and has either lost or never had
hawks. Thus it seems that the gain of ancestral hawk proteins via successive gene duplications may
have been the decisive event that initiated the evolution of present day condensins and cohesins.
The fact that various hawk homologues are found across all extant eukaryotic branches suggests
that they arose around the time of LECA, if not earlier. It does not seem likely that archaeal
species possessed them, though the similarity between HEAT proteins in lokiarchaeota, the clathrin
adaptors and the hawks is also indicative of their early evolution. It is interesting to speculate about
how these results fit into other studies on the origin of the nucleus354,355, and the degree to which
linear chromosome condensation does or does not overlap with the evolution of nuclear structure.
Finally, there has been considerable debate about whether or not bacterial homologues of the
SMC-kleisin complexes are ‘bacterial condensins’, as they are commonly referred to as314,356,357.
Our analysis demonstrates that there are definite compositional differences between those SMC-
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kleisins that contain kite proteins, including prokaryotic SMC-kleisins and Smc5-6, and those with
hawks - condensin and cohesin - on the other. Nonetheless, there are consistent reports of bacterial
SMC-kleisins being involved in behaviour highly similar to that of eukaryotic condensin320,356.
This suggests that there may at least be functional overlap between prokaryotic and eukaryotic




6.1 INSIGHTS INTO THE NATURE OF PROTEIN COMPLEXES
In this work I have attempted to develop our understanding of the mechanisms by which the
cell regulates protein complex assembly, and of the implications this process has for the proteome
as a whole. After a literature review covering the currently available methods that can be used
to study protein complexes, I began by describing a study of gene order in prokaryotic operons,
demonstrating that bacterial gene order matches the assembly order of protein complexes. This
was followed by work on protein degradation kinetics in mammalian cells, which revealed novel
insights into the nature of eukaryotic protein complex assembly. Using a simple model developed
in that chapter, I then showed how rapid degradation of excess heteromeric subunits could explain
the phenomenon of protein attenuation in aneuploid cells. Finally, I described the Hawk proteins -
an important family of condensin and cohesin regulators descended from an ancestral HEAT repeat
protein.
Aside from this last excursion into evolution, the primary focus of this thesis has been on regula-
tory mechanisms governing the assembly of protein complexes, both in prokaryotes and eukaryotes.
Chapter 2 focused on prokaryotes - bacteria in particular - demonstrating that gene order in oper-
ons is under evolutionary selection pressure to match the assembly order of heteromeric protein
complexes. Earlier work had shown that gene fusions were more likely to be fixed if they preserved
the order of assembly104, but since these are relatively rare events, the finding that operon gene order
is also constrained provides stronger evidence for the biological importance of ordered assembly.
It is now clear that significant fitness benefits can be achieved via mechanisms that guide assembly
down thermodynamically favourable pathways.
A second important implication from this study relates to the location of assembly in bacteria. In
order for gene order to have a beneficial effect on assembly efficiency, assembly must be taking place
very close to the site of translation. This implication has been directly supported by an experimental
paper in which showed that operon-encoded luciferase subunits associated co-translationally in E.
coli44. Furthermore, numerous empirical reports and theoretical arguments in the literature indicate
that this is not a phenomena unique to prokaryotic operons264,265.
Eukaryotic protein complexes do not benefit from being encoded in operons, and therefore other
mechanisms must have evolved that allow robust assembly of complexes. An important distinction
between prokaryotes and eukaryotes is that the latter typically have smaller effective population
sizes - this places constraints on the ability of selection to leverage small fitness benefits358,359.
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However, protein complexes are such a fundamental part of the cell that the process of assembly
is certainly not left entirely to chance. One such mechanism with the power to facilitate assembly
of eukaryotic complexes is pointed to in chapter 3 - a study of protein degradation kinetics. This
study revealed that many proteins are degraded non-exponentially, and this appears to be a result
of rapid degradation of excess protein complex subunits.
The key finding from this work is that eukaryotic protein complexes - in contrast to prokaryotic
ones227 - are not expressed at levels in accordance with their stoichiometries. Instead, eukaryotic
protein complex assembly appear to assemble around core subunits that are overexpressed relative
to their stoichiometric requirements, with excess protein being rapidly degraded (figure 6.1). These
are fundamentally different mechanisms, and reflect the differences in genome architecture between
these domains of life.
A consequence of the behaviour of eukaryotic heteromers during assembly can be seen in aneu-
ploid cells. Specifically, in the attenuation of proteins that occurs in response to increasing chro-
mosomal copy number. From collaborative work carried out with others2 and my own later in-
vestigations on the topic (chapter 4), it now seems clear that this phenomenon is a direct result of
degradation of excess protein subunits, as has been suggested previously305,306,360. Having said that,
there are still questions surrounding the degree to which protein aggregation occurs in aneuploid
cells, and how much this confounds observations of attenuation.
Finally, whilst the characterisation of the Hawk family of condensin and cohesin regulators does
not directly relate to assembly, it does shed light on the evolution of a fascinating group of protein
complexes, namely the SMC-kleisins. The fact that the hawks appear to originate very early in
eukaryotic history suggests that they played an important role in the evolution of condensin and
cohesin’s present-day functions, and highlights more broadly the importance of subunit gain and
loss in the evolution of protein complexes105,361. Enticingly, the relationship between the hawks
and the clathrin adaptor proteins hints at a link with the proto-coatomer hypothesis362,363, and
raises questions about how closely intertwined the emergence of linear chromosome condensation
was with the evolution of the nucleus.
6.2 QUESTIONS ARISING FROM THIS WORK
Many new - and some old - questions are suggested by this work. As an obvious starting point,
whilst coexpression of protein complex subunits is ubiquitous, it is still not at all clear how this
is achieved in eukaryotes. Although eukaryotic gene order is non-random (see review by Hurst et
al.364), there is very little clustering of genes in the manner of operons, which might lead to co-
regulation due to spatial proximity of active transcription factors. However, even in the absence of
spatial clustering, it seems to be rare for protein complexes to be co-regulated by single transcription
factors365.
This is a question that, whilst especially pertinent to the assembly of protein complexes, is rel-
evant to any biological processes that require coordinated gene expression. The failure of simple
mechanisms to explain coexpression suggests that it is an emergent property of the transcription fac-
tor network, involving multiple transcription factors operating at different regulatory levels366,367,
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Figure 6.1.: Models of prokaryotic and eukaryotic heteromer assembly
(A) Thermodynamically favourable assembly pathway for a hypothetical protein complex. (B) Prokaryotes
frequently encode heteromeric protein complexes within operons. Subunits from these are encoded in
the same order as they assemble, and are expressed in proportions closely matching the stoichiometry
of the complex. Furthermore, they benefit from a high degree of colocalisation afforded by operons,
and cotranslational assembly is almost certainly commonplace. (C) Eukaryotes do not encode protein
complexes within operons, but instead appear to compensate for the lack of co-regulation incurred by this
by overexpressing core subunits and rapidly degrading the excess.
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but explaining this will therefore require a deeper understanding of cellular transcription factor net-
works. Projects such as ENCODE have done much to further progress in this domain, but there
are still fiery debates in the field, even about seemingly basic issues such as the size of the functional
genome368–370.
One point of interest from the work on gene order in operons is the implication that cotransla-
tional assembly is likely the default for operon-encoded protein complexes. In the case of prokary-
otic operons, it is easy to imagine this being true, but less so for eukaryotes, in which each protein
is encoded on a separate mRNA. Nonetheless, there is considerable evidence for cotranslational as-
sembly taking place in eukaryotes too, not only for homomeric complexes but also for heteromers -
two reviews on this topic are included in appendix A.2. Still, there are plenty of unanswered ques-
tions on the topic of where in the cell assembly takes place. Without doubt, extensive subcellular
localisation of proteins does occur, but whether or not this is sufficiently specific as to make an
appreciable difference on assembly efficiency is still unknown.
With respect to the work on protein degradation kinetics, there are several leads that would be
interesting to follow up on. The fact that both NED character and attenuation in aneuploid cells
are reduced by repressing the proteasome motivates one to ask what role ubiquitination plays in
the regulation of protein complex assembly and degradation? There is evidence that both ubiq-
uitination and acetylation sites are enriched in heteromeric protein complexes298,371, which hints
at considerable complexity in the regulation of protein complex degradation372. An interesting
project would be to ask whether or not such modifications affect the ability of protein complexes
to assemble - one way of investigating this might be to look at whether there is any enrichment or
depletion of modified lysine residues in the interface regions of protein subunits.
Also, whilst it seems likely that rapid degradation of excess subunits is of benefit partly because it
reduces the likelihood of off-target interactions - the need for which is an important constraint on
protein evolution220 - there are more subtle mechanisms for controlling expression that could also
be facilitated by this system. Under the model described in chapter 3, the simplest interpretation
of a protein complex containing both ED and NED proteins is that the NED proteins appear as
such because they are present in excess, and thus have both bound and unbound subunits, whereas
the ED proteins are fully bound, hence the single degradation rate.
This implies that the ED subunits are limiting for the overall abundance of the complex, and
therefore by controlling the expression of a small number of ED subunits, overall levels of the pro-
tein complex could be modulated relatively simply. Testing this hypothesis would be challenging,
though not impossible, and would require changes in subunit expression to be monitored over
extended time periods or in response to cell perturbations. Interestingly, some circumstantial evi-
dence for this idea exists in a nice paper showing that many protein complexes involved in the yeast
cell cycle consist of a mixture of constitutively and periodically expressed subunits373.
There is still scope for further investigation into the attenuation of proteins in aneuploid cells. For
example, although there seems to be a strong connection between NED and attenuation, the latter is
a phenomena caused by fairly drastic changes to the karyotype of a cell. Duplicating a chromosome
could reasonably be expected to increase protein aggregation in the cell, and from preliminary
(unpublished) work this certainly seems to be the case, with members of protein complexes being
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particularly affected - the question now is to try and understand what dictates why some proteins
aggregate whilst others are degraded.
6.3 CLOSING REMARKS
Over the preceding pages I have presented work relating to numerous aspects of protein complexes
and the mechanisms by which they assemble. Beyond these contributions, there is still an enormous
amount to be discovered, and it is my hope that some of the value of this work will be in the new
research it motivates. With the wealth of additional biological data that becomes available each
year, there is plenty of opportunity to learn more, and if the many excellent papers I have read over
the last three years are anything to go by, then protein complexes will continue to be a fascinating




The methods provided in this chapter relate to work performed either exclusively by myself or
in direct collaboration with others. Except where strictly necessary, any details relating to work
that I was not closely involved with have not been included - these can instead be found in the
online versions of the published papers included in appendix A.2. For the sake of accuracy I have
only made minimal changes to descriptions as they appear in the published documents. Unless
indicated otherwise, most of the sections that follow should therefore be considered as quotes from
the published versions, edited for clarity. In these cases, I have obtained permission for reuse where
required. Additional code relating to this work can be found at: https://github.com/jonwells90.
7.2 METHODS
7.2.1 Chapter 2: Operon gene order is optimised for ordered assembly of protein complexes
Protein structural datasets
We started with the full set of prokaryotic X-ray and electron microscopy structures in the PDB on
June 12, 2014. We considered all heteromeric pairs of subunits from the same complex, defined
as having at least two different protein chains of at least 30 residues each and mapping to different
UniProt sequences from a single species. Complexes with known quaternary structure assignment
errors374 were excluded. Very large complexes with more than 24 subunits were excluded, because
we have not shown that the assembly of these can be predicted accurately from their structures.
Heteromeric subunit pairs were filtered for redundancy at the level of 50% sequence identity.
Mapping subunit pairs to operons
Operon datasets were downloaded from the DOOR2 database375. Relevant datasets were identified
based on the species and strain of each gene pair. After converting GI numbers to UniProt accession
identifiers in each dataset, the set of gene pairs was mapped to the operon data. Operons encoding
both members of a pair were added to a reference dictionary, with the locus and directionality of
each gene being used to arrange constituent genes in order of expression. In rare cases where the
copy number of a gene within an operon was found to be greater than one, the position of the
gene in the operon was taken to be that of the first copy to be encountered, reading in the 5’ to
3’ direction. The set was then filtered to remove redundant operons (i.e. identical operons from
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similar strains or species). In total, 368 gene pairs (220 adjacent) were mapped to 192 unique
operons, with the remaining 711 pairs being expressed in different transcriptional units. Similarly,
we also mapped a set of 2,562 binary protein-protein interactions (IM-22059)28 to the E. coli K-12
W3110 operons for the analysis displayed in figure 2.2C.
To assess whether the gene order of a pair was evolutionary conserved, we used the STRING v9.1
database376. For each pair, we manually assessed, using the STRING online interface, whether all
occurrences of a given gene pair shared the same gene order within their local evolutionary group
as defined in STRING. This is at the level of phylum (e.g. Firmicutes or Euryarchaeota) or class
for proteobacteria. Gene pairs present across only a very limited evolutionary range (less than three
genera) were not considered to be evolutionarily conserved. Gene pairs associated with evolutionary
gene fusion events were identified as those sharing >40% sequence identity with a gene pair with
evidence for fusion in STRING, similar to what has been done previously104.
Abundance measurements
We mapped all protein complex subunits in our dataset against the sequences of prokaryotic pro-
teins from PaxDB v4.0249, selecting abundance measurements from proteins with >90% sequence
identity to a subunit. The results in figures 2.1 and A.7 only use abundance measurements from
E. coli, but the analyses in table 2.1 and figures A.1, A.5, and A.7 are repeated using combined
measurements from all available prokaryotes and also using protein synthesis rates derived from
ribosomal profiling227.
Prediction of assembly pathways
Ordered protein complex assembly pathways were predicted in a manner very similar to what has
been done previously104. First, the complex is considered in terms of its constituent subunits and
the sizes of the interfaces that can be formed between any pair of subunits are calculated with
AREAIMOL60. Our model assumes that assembly will proceed via formation of the largest pos-
sible interface. The process is then repeated by calculating all possible interfaces that could form
between subunits and subcomplexes until the full complex is assembled. To define which of a pair
of subunits assembles first and which assembles later, we consider the first step of assembly that
brings the two subunits together within the same (sub)complex. Whichever subunit was part of a
larger subcomplex prior to this step is defined as assembling first. For example, in the blue pathway
in figure 2.4A, the blue subunit homodimerizes first and then interacts sequentially with the free red
subunits, so the blue subunit is defined as assembling first. If, alternatively, the first step of assem-
bly had been a heterodimerization between the blue and red subunits, then both subunits would
be classified as assembling simultaneously. The source code for predicting assembly pathways from
protein complex structures is available at https://github.com/marshlab/assembly-prediction.
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7.2.2 Chapter 3: Degradation kinetics of proteins are explained by assembly of protein com-
plexes
Protein structural dataset
Starting from the entire set of protein structures in the Protein Data Bank on 2016-02-24, we
searched for all polypeptide chains with >70% sequence identity to a human or mouse gene. For
genes that map to multiple chains, we selected a single chain sorting by sequence identity, then
number of unique subunits in the complex, and then the number of atoms present in the chain.
Pairwise interfaces were calculated between all pairs of subunits using AREAIMOL60. The nor-
malised assembly order was calculated for all complexes, excluding those containing nucleic acid
chains, by first predicting the (dis)assembly pathway as previously described using all the pairwise
interfaces from each heteromeric complex104 and implemented in the assembly-prediction pack-
age1. For subunits with multiple copies within a single complex, the average assembly order of each
subunit type was considered. The normalised assembly order was defined so that the first subunit
to assemble has a value of 0, the last has a value of 1, and the average value for all unique subunits
in a complex is equal to 0.5.
Non-structural dataset
To complement the analysis of protein complexes of known structure, we also performed coexpres-
sion analyses on the non-redundant ‘core’ set of mammalian complexes from CORUM215 (down-
loaded 2015-10-20). As CORUM preferentially uses human complexes in its non-redundant set,
homologous mouse versions of each complex were generated by replacing each subunit/gene with
its mouse counterpart, provided sequence identity was at least 70%. Sequence identities were cal-
culated by collecting all mouse sequences for which NED/ED classifications were available and
running BLAST on these against all genes in the CORUM core set. In cases where the identity of
a subunit was ambiguous (as defined by CORUM), the first possible subunit for which homology
data were available was selected.
For further validation of the tendency of NED proteins to be ‘core’ subunits, processed mass
spectrometric data was acquired from the dataset published by Hein et al.106. Their definition of
core stoichiometry signature was used, specifically those proteins matching the criteria of resid-
ing in the circle with radius: 1 (in log10 units), centred at: -0.5, 0 (abundance stoichiometry to
interaction stoichiometry, see figure 3B106).
Coexpression analyses
Coexpression data were downloaded from COXPRESdb377 (mouse dataset: Mmu.v13-01.G20959-
S31479; human dataset: Hsa.v13-01.G20280-S73083). For each complex, the mean coexpression
of each available subunit was calculated, using pairwise correlations with all other available subunits
in the complex. Cases where fewer than three unique subunits were present in the complex were
discarded, due to calculations of average coexpression for each protein being superficially identical.
82 Methods
eQTL analyses
Human protein complexes were downloaded from the PDB (2016-11-24) using a minimum se-
quence identity of 90% for all chains in order to exclude structures such as human-viral complexes.
eQTL data for 53 tissues was acquired from GTEx (v6p release) and then mapped to the human
complexes. In order to maximise the available data, tissue datasets were selected by using whichever
tissue maximised the number of available eQTLs for each complex.
7.2.3 Chapter 4: Autosomal dosage compensation in aneuploid cells
Protein structural dataset
A large collection of S. cerevisiae complexes was compiled from the PDB by mapping any structures
containing chains that mapped with at least 90% sequence identity to yeast proteins. Where over-
lapping subcomplexes existed, those with the greatest number of unique subunits were retained.
Genes from these complexes were then mapped to the yeast aneuploidy dataset provided in De-
phoure et al.305. Wherever genes mapped to multiple PDB structures, structures were selected on
the basis of highest sequence identity. Assembly order predictions were calculated using the same
assembly-prediction package as previously described1.
Aggregation dataset
To briefly summarise, the experimental protocol for acquiring SILAC aggregation data is essentially
the same as that described in Dephoure et al.305, with the exception being that the whole cell lysate
is centrifuged to extract the aggregated fraction separately. The data from the aggregate fraction
in each experiment are initially normalised (by our collaborators) by subtracting the average of all
log2 disomic ratios from single-copy genes (which should theoretically be zero) from each protein
in the aggregate.
Further normalisation is carried out using mean centring. Specifically, each data point is rescaled
such that the mean of all data points in each experiment (i.e. each disomic yeast strain) is equal
to the overall mean disomic ratio of all experiments combined. This has the effect of reducing the
variance attributable to batch effects - see figure A.13.
Normalised abundance calculations
Protein abundance data for yeast was acquired from PaxDB v4.0249 and mapped to each gene in
the structural dataset. These values were then normalised as follows:
f(x) = log2 x− log2m
Where m is the median abundance of subunits within each complex. This normalisation proce-
dure allows abundance differences to be measured in terms of log2 fold-change.
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Disorder predictions
Disorder predictions for the complete set of protein sequences from S. cerevisiae were generated
using the command line version of IUPred Version 1.0309,378, with the output being a disorder
score for each residue in the sequences. An overall score for each protein was given my taking the
mean disorder score across all residues.
7.2.4 Chapter 5: Hawk proteins: A paralogous family of eukaryotic SMC-kleisin regulators
Construction of homology networks
Proteome fasta files for S. cerevisiae, S. pombe and H. sapiens were downloaded from the UniProt
reference proteomes databank191 (2016-04) and HHSuite v.3.0.0 was compiled from source332,379.
HHsuite databases were constructed as per the protocol described in the HH-suite manual (avail-
able at http://www.mpibpc.mpg.de/soeding or https://github.com/soedinglab/hh-suite), using the
clustered uniprot20_2016_02 database. It should be noted that due to the fact that HHsuite
databases are generated from large multiple sequence alignments for each protein, the resulting
species databases are not independent. Orthologous proteins in each species will, by virtue of that
fact, produce profile HMMs with significant overlap.
Seed sequences for putative members of the Hawk family were selected semi-arbitrarily for each
species. Each seed was searched against the uniprot20 database using HHblits332 (local align-
ment, two iterations). Predicted secondary structure was added to each MSA/profile HMM using
PSIPRED380. The resulting profile HMMs were then searched against the relevant species-specific
database using HHsearch (local alignment, single iteration, no pre-filter) to generate a list of at
most 500 putative paralogues from each seed. In turn, each one of these sequences was subjected
to the same procedure, producing a large set of nodes and edges, with nodes representing proteins
and edges representing alignments between them, weighted by the rank of the alignment.
The resulting graph was filtered by removing edges arising from alignments with a length of less
than 100 columns (accounting for the length of 2 HEAT repeats), an expect-value of greater than
0.01 (thus controlling the false-discovery rate) or a true positive probability of less than 15%. Edge
weights were then normalised according to the following formula, such that the normalised rank




, 1 ≤ r ≤ 500
At this stage, each edge has a direction, pointing from the protein used as a query sequence to the
returned paralogous protein. As such, a given pair of nodes can be connected by either one edge
or two - the former only being possible if a protein appeared exclusively in the second round of
searches and was therefore not queried itself. In order to make the graph undirected, all nodes with
a degree of less than 2 were discarded and the remaining edges between each pair of nodes combined
and weighted by the geometric mean of normalised alignment ranks. Since the geometric mean is
always lower than the arithmetic mean, this avoids giving too much weight to results from proteins
with very few significant alignments.
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Finally, clustering was carried out using the mcl algorithm with an inflation parameter I = 2.5
for all networks148. Initial network construction and parameter setting was performed on a fully-
labelled S. cerevisiae network, but S. pombe and H. sapiens replicates were performed on blinded
graphs, with genes in each cluster only being revealed after all filtering and cluster parameters had
been fixed. GO term enrichment analysis was carried out using the Cytoscape BiNGO app, with
GO ‘Biological Process’ annotations336. P-values were generated using the hypergeometric test and
corrected for false discovery rate using the Benjamini-Hochberg method335,336.
Homology network permutation tests
Assuming a null hypothesis under which alignment ranks contain no information about the relative
likelihood of two proteins being related, a single control network was constructed for each species.
This was generated from the observed network by randomising the edge weights between each pair
of nodes. This was achieved by pre-filtering alignments as usual, but randomly assigning ranks.
These were then normalised and averaged as for the observed network. Each random network was
then clustered and each cluster tested for membership of Hawk proteins; specifically we ask: does
there exist a cluster in the random graph containing exclusively those proteins from the largest
Hawk cluster in the observed graph? This process was repeated 106 times for each species, and the
resulting p-value calculated as the number of times the complete Hawk cluster was seen, divided
by the number of trials.
Searching for lokiarchaeota HEAT repeat sequences
13 Lokiarchaeota proteins containing HEAT repeats were downloaded from the UniProt database;
9 on the basis of UniProt sequence annotations and an additional 4 proteins, including 2 frag-
ments, on the basis of HHsuite searches and manual inspection. These sequences were searched
against our human HHsuite database, and the resulting human sequences searched back against the
lokiarchaeota database. A sub-graph was built using the same parameters as for the main eukaryote
networks, leaving exactly 10 archaeal proteins remaining after quality control. The resulting set of
edges was concatenated onto the human network and re-clustered.
Mapping of repeat domain boundaries
Sequences from S. cerevisiae hawks and clathrin adaptors were used to generate multiple sequence
alignments with HHblits. Multiple sequence alignments were generated with the uniprot20_2016_02
database. These alignments were subsequently passed to the HHRepID web server
(https://toolkit.tuebingen.mpg.de/hhrepid). The threshold p-value for assigning repeat domain
families was kept at 0.01, and the threshold for suboptimal self-alignments was set to 0.1, also the
default. The number of HHblits iterations was set to 0 since we had produced our own MSAs
in the preceding step. Repeat predictions were collected from the HHRepID results with align-
ment stringencies between 0.0 and 0.3, depending on which value produced highest confidence
predictions.
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Structural alignments and conservation mapping
Structures for human Pds5B and SA-2 were downloaded from the PDB (5HDT350 and 4PJU351
respectively, 28.04.2016). Structures were aligned in PyMol using TM-align381,382, both glob-
ally and locally by splitting SA-2 and Pds5B at residues L436 and Y462 respectively and realign-
ing each half. Conservation mapping was performed using multiple sequence alignments gener-
ated as follows: For Pds5B and SA-2, 1000 metazoan sequences for each were retrieved from the
NCBI non-redundant sequence database using blastp, then clustered to 90% sequence identity
with usearch383,384. The remaining sequences were then aligned in forward and reverse direc-
tions with MAFFT, MUSCLE and GlProbs, with a final composite MSA being generated with
MergeAlign385–388. Finally, these were mapped onto the PDB structures in Chimera389.
Analysis of putative Nse5 and Nse6 HEATS
Specific searches for HEAT-containing Nse5 and Nse6 homologues were carried out with the same
parameters as for the main network – HHblits with 2 iterations to generate profile HMMs, followed
by HHsearch to find significant alignments in the three main species datasets. Kre29 was used in
place of Nse6 for S. cerevisiae, and Slf2 for Human. Subsequent searches using HHblits/HHsearch
were carried out with more iterations for the HHblits step – this increases sensitivity but at the cost
of accuracy in determining relative rank of alignments. Additional searches were performed in a
wider variety of species using the proteome datasets available on the HHSuite webserver. Next,
HHRepID342 was used to try and detect repeats within Nse5-6 themselves (as opposed to HEAT
containing homologues). As before, human Slf2 was also checked, as was Kre29. Iterations ranging
from 3-8 were used to generate the profile HMMs, thus spanning a wide range of sensitivities.
Finally, a literature search was performed to try and identify the published evidence for the Nse5-
6 HEAT annotations. On the basis of evidence for HEATs in Nse6 presented by Pebernard et al.339,
we attempted to replicate their finding using the structural prediction server 3D-PSSM, which is
now obsolete340. Following this, we used the Phyre2 web server341 with the Nse6 sequence (UniProt









Figure A.1.: Additional comparisons of subunits pairs encoded in the same vs. different transcriptional
units
(A) This figure shows the results from the same analysis as figure 2.1 B-C but using PaxDB abundance
data for all organisms. The correlations between those pairs encoded in different transcriptional units
is significant (p-value = 0.004), and calculated as figure 2.1 (B) Same as figure 2.1B-C but using protein
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Figure A.2.: Relationship between gene pair proximity and likelihood of physical interaction, controlling
for nqo operon
Panels (A) and (B) relate to the nqo operon from Thermus thermophilus, which encodes respiratory chain
complex 1. Due to its size (17 genes), it accounts for more than half of non-adjacent gene pairs in our
dataset (78/148). Within both the dataset when excluding it this operon and within the operon by itself
(B), the observed number of interacting genes is higher than expected by chance. P-values calculated as
for figure 2.3. Adapted from figure S2, Wells et al.1
Figure A.3.: Gene fusion events conserve assembly order in adjacent gene pairs
Error bars represent Wilson 68% binomial confidence intervals and p-values were calculated with Fisher’s
exact test. Adapted from figure S3, Wells et al.1
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Figure A.4.: Comparison of gene order, assembly order and interface size for adjacent and non-adjacent
gene pairs
Plots on the left describe the percentage of gene pairs for which assembly order matches gene order, split
into adjacent pairs, those separated by a single intervening gene, and those separated by more than 1
gene (only genes with evolutionarily conserved order are shown.) Error bars are 68% Wilson binomial
confidence intervals. On the right, plots show the distribution of interface sizes for interacting pairs where
gene order matches or doesn’t match assembly order. P-values calculated with Wilcoxon rank-sum tests.
Adapted from figure S4, Wells et al.1
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Figure A.5.: Gene order is a better predictor of assembly order than protein abundance
All gene pairs are those where gene order is conserved, error bars are 68% Wilson binomial confidence
intervals and p-values are Fisher’s exact test. Adapted from figure S5, Wells et al.1
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Figure A.6.: Enrichment analysis of gene ontology terms for gene pairs in which assembly order does
not match gene order
Top five significant, non-redundant GO term enrichments for gene pairs in our dataset. In the above plots,
‘Other’ refers to cases where gene order is not conserved or where there is no well-defined assembly
order.GO terms were filtered for redundancy, with terms appearing together in more than 50% of proteins
in the GOA database, then only the most significant term was included in the non-redundant set. Error
bars are 68% Wilson binomial confidence intervals and p-values were calculated using approximations of
Fisher’s exact test, based on 2 × 106 Monte Carlo iterations. The apparent enrichment for ‘organelle’
stems from just three complexes, and is thus probably not meaningful. Adapted from figure S6, Wells et
al.1
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Figure A.7.: Additional comparisons of protein abundance for pairs where gene order matches assembly
order and vice versa
These plots are the same as the analysis in figure 2.5, but using abundance data from all organisms or
absolute protein synthesis rates. Adapted from figure S7, Wells et al.1
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Figure A.8.: Enrichment of NED proteins in heteromers is independent of the presence of ribosomes
Since ribosomal subunits are prevalent in our dataset and are known to be degraded rapidly when in
excess219,268, I repeated the analyses in figure 3.4A-B, again finding highly significant differences.























0.7 0.3 0.5 0.002



























0.00 0.25 0.50 0.75 1.00






−0.2 0.0 0.2 0.4 0.6 0.8











Figure A.9.: Non-exponentially degraded proteins are common - human
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Figure A.10.: Increased NED protein coexpression is not unique to structural data - human
Replicated version of figure 3.5 using human data generated from RPE1 cells.
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Figure A.11.: Replicate of fig. 5A-B, Dephoure et al.
Those proteins not found in the Pu et al.307 dataset are approximately normally distributed around 1, i.e.
are not attenuated at all upon gene duplication, with a median disomic ratio of 0.96. In contrast, proteins
that are found in complexes are significantly attenuated, with a median of 0.68. 7 outliers with values < -3



























e Figure A.12. Log2 fold-change in subunit abun-
dance vs. median subunit abundance
When calculating the fold change of subunit abun-
dance relative to the median subunit abundance
within a complex, there is no significant differ-
ence between attenuated and non-attenuated pro-
teins. This is in contrast to NED vs. ED, in which
the former tend to be relatively more abundant.
Fold change was calculated as log2 (subunit abun-
dance/median abundance).
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Figure A.13.: Pre- and post-normalisation of aggregation data
Pilot aggregation data pre- (A) and post-normalisation (B). Chromosomes are arranged ordered by size,
from smallest to largest, as measured by number of genes. ‘Non-disomic average’ refers to all proteins on
non-duplicated chromosomes, averaged across all experiments in which they are detected. Normalisation
carried out by...
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Figure A.14.: Clustered yeast network with inter-cluster edges
Saccharomyces cerevisiae network with inter-cluster edges retained. Only edges with HHsearch true positive
probability greater than 99.5% are shown for the sake of clarity. Related to figure 5.3. Clathrin adaptors
are shown with white labels. Adapted from figure 1, Wells et al.3
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Figure A.15.: Homology networks from human and fission yeast
Clustered networks fromH. sapiens (A), S. cerevisiae (B), and S.pombe (C), with inter-cluster edges removed.






Figure A.16. Pds5 indel from three species
Structural alignment of the indel region from
Pds5/B in H. sapiens (teal), S. cerevisiae (green)
and L. thermatolerans (orange, 5HDT, 5FRR and
5F0N respectively, marked with asterisk in figure
5.4). Whilst there is no clear sequence conserva-
tion, the extended alpha-helix (centre) is appar-
ently a defining feature of the region. Adapted






























Figure A.17. Lokiarchaeal HEAT repeat pro-
teins integrated into human network
Lokiarchaeal HEAT-like proteins (larger circles, red
edges) show no indication of being directly related
to the hawks, but do show highly significant simi-
larity to one subgroup of the clathrin adaptor pro-
teins, supporting recent evidence of an archaeal
origin for these proteins346
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Full length
TM-score = 0.46
Figure A.18.: Structural similarity between hawks and clathrin adaptors
Structural alignment of L. thermatolerans Pds5 (5F0O, teal) and human AP2B (2XA7, orange). The TM-
score of 0.46 indicates that the similarity is unlikely to be due to chance alone; having said that, care should
be taken not to over-interpret the similarity as it is relatively to achieve good structural alignments of repeat
proteins such as these.
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Gene Cluster Gene Cluster Gene Cluster
RICTOR 1 SYO1 1 pmo25 1
HSF2BP 1 HYM1 1 SPBC216.01c 1
HGH1 1 HGH1 1 ctnnbl1 1
ZYG11B 1 USO1 1 rng3 1
PSMD5 1 VMA13 1 uso1 1
ANKAR 1 SHE4 1 hgh1 1
TTC12 1 VAC8 1 SPBC1703.03c 1
CTNNB1 1 VID28 1 arz1 1
INSC 1 UFD4 1 vma13 1
ARMC4 1 SRP1 1 SPAC12B10.01c 1
JUP 1 CIN1 2 SPAC26H5.04 1
ARMC9 1 RTP1 2 imp1 1
KIFAP3 1 LAA1 2 cut15 1
CFAP69 1 VAC14 2 vac8 1
UNC45B 1 HSH155 2 ecm29 2
ARMC8 1 TPD3 2 paa1 2
ATP6V1H 1 UTP20 2 mms19 2
ARMC2 1 ECM29 2 prp10 2
ARMC6 1 GCN1 2 alp1 2
RSPH14 1 IPI1 3 mot1 2
PKP4 1 TTI1 3 utp20 2
ARMC3 1 UTP10 3 knd1 2
RAP1GDS1 1 MET18 3 gcn1 2
HEATR3 1 RRP12 3 tti1 3
UNC45A 1 PSE1 3 utp10 3
SPAG6 1 KAP104 3 sip1 3
C1orf228 1 KAP123 3 kap104 3
ARMC5 1 KAP95 3 kap123 3
TTI2 2 SCY1 4 sal3 3
PELP1 2 KOG1 4 kap95 3
DNAAF5 2 TFC6 4 pof3 4
KPNB1 2 VPS15 4 nuc2 4
TNPO2 2 CEX1 4 rad3 4
UTP20 2 RQC1 5 stt4 4
IPO5 2 TRA1 5 tor2 4
TNPO1 2 CTR9 5 tor1 4
TTI1 2 TOR2 5 SPBC20F10.03 5
BTAF1 2 TOR1 5 dis1 5
HEATR1 2 CSE1 6 peg1 5
HEATR6 2 KAP120 6 SPBC25H2.03 5
RANBP6 2 NMD5 6 alp14 5
RRP12 2 KAP114 6 xpo1 6
IPO4 2 SXM1 6 los1 6
MEI1 3 YCG1 7 kap111 6
CCDC79 3 YCS4 7 SPAC328.01c 6
KPNA7 3 PDS5 7 SPBC11G11.07 6
KPNA4 3 IRR1 7 upf2 7
TMCO6 3 SCC2 7 cbc1 7
KPNA5 3 LOS1 8 cwf22 7
KPNA6 3 MSN5 8 tif471 7
KPNA1 3 CRM1 8 rpn1 8
KPNA2 3 KAP122 8 rpn2 8
TRIP12 3 MTR10 8 taf2 8
KPNA3 3 SDA1 9 lia1 8
TEX10 4 NOC3 9 rtp1 9
MROH2A 4 NOC4 9 apl1 9
ECM29 4 MAK21 9 apl2 9
MROH1 4 TIF4632 10 apl6 9
MROH7 4 TIF4631 10 pds50 10
MROH6 4 STO1 10 cnd10 10
GCN1 4 SGD1 10 cnd30 10
H. sapiens S. cerevisiae S.pombe
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Gene Cluster Gene Cluster Gene Cluster
MROH2B 4 GEA2 11 mis40 10
MROH5 4 GEA1 11 ppk321 11
MRO 4 SEC7 11 ppk191 11
BRAT1 5 MON2 11 ppk31 11
SF3B1 5 MSH6 12 mon22 12
PPP4R4 5 YEF3 12 sec712 12
VAC14 5 HEF3 12 sec722 12
TBCD 5 NEW1 12 SPAC4F10.09c3 13
PPP2R1A 5 HSE1 13 noc33 13
PPP2R1B 5 VPS27 13 SPBC1604.06c3 13
PPP4R1L 5 GGA2 13 lsb54 14
KIAA1468 5 LSB5 13 SPAC1F3.054 14
PPP4R1 5 LIA1 14 SPBC25H2.16c4 14
VEPH1 6 APL2 14 ipi15 15
AP5Z1 6 APL6 14 SPBC1105.015 15
AP1G1 6 APL1 14 rrp125 15
AP4E1 6 NRD1 15 apl46 16
AP2A1 6 RTT103 15 apl36 16
AP3D1 6 PCF11 15 apl56 16
AP2A2 6 CHD1 16 par27 17
AP1G2 6 INO80 16 par17 17
SCYL1 7 MOT1 16 SPAC18B11.118 18
PIK3R4 7 ENT2 17 tsc28 18
STK36 7 ENT3 17 SPBC337.039 19
SCYL2 7 ENT1 17 ctk39 19
SCYL3 7 APL3 18 mip10 20
ULK4 7 APL4 18 SPBC16H5.130 20
STKLD1 7 APL5 18 sec731 21
NCAPG 8 BNR1 19 sec741 21
NCAPD3 8 BNI1 19 hse12 22
NIPBL 8 YBP1 20 sst42 22
NCAPD2 8 YBP2 20 SPAC1142.043 23
PDS5B 8 HSM3 21 nop143 23
NCAPG2 8 TSC11 21 SPAC1071.03c4 24
PDS5A 8 SAP155 22 fes14 24
ARMC12 9 SAP185 22 rec115 25
ARMCX3 9 YAP1801 23 psc35 25
ARMCX6 9 YAP1802 23 tra16 26
ARMCX2 9 IRA1 24 SPAC1F5.11c6 26
ARMC7 9 TAO3 24 kap1137 27
ARMCX1 9 RPN1 25 SPCC550.117 27
ARMC10 9 RPN2 25 sec268 28
MTTP 10 SIL1 26 sec218 28
TAF2 10 FES1 26 ste209 29
HEATR9 10 YTA7 27 SPCC18.17c9 29
HEATR4 10 RFC1 27 kap1090 30
INTS4 10 TEL1 28 kap1140 30
DOHH 10 MEC1 28 ent11 31
API5 11 STU1 29 SPCC794.11c1 31
AP1B1 11 STU2 29 tef32 32
AP4B1 11 SEC21 30 elf12 32










H. sapiens S. cerevisiae S.pombe
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Gene Cluster Gene Cluster
RPRD1A 13 ARID1B 30
SCAF4 13 ARID2 30
RPRD2 13 ARID1A 30
RPRD1B 13 PKP1 31
STAG3L4 14 PKP2 31
STAG3 14 PKP3 31
STAG3L1 14 SIL1 32
STAG2 14 HSPBP1 32
STAG1 14 SARM1 32
DIAPH3 15 CTNND1 33
DIAPH2 15 ARVCF 33
FHDC1 15 CTNND2 33
DIAPH1 15 IPO11 34
INF2 15 CSE1L 34
XPO5 16 IPO9 34
IPO13 16 MMS19 35
XPO1 16 CAND2 35
XPO6 16 CAND1 35
XPOT 16 CAB39 36
EPN1 17 CAB39L 36
HGS 17 FANCI 37
STAM 17 FANCD2 37
UVSSA 17 FAM178B 38
INTS7 18 SLF2 38
COPB1 18 RRP1B 39
COPG1 18 RRP1 39
COPG2 18 PPP6R2 40
ARMCX5 19 PPP6R1 40
GPRASP2 19 USP9X 41
BHLHB9 19 USP9Y 41
GPRASP1 19 ARHGAP44 42
KRT2 20 ARHGAP17 42
KRT10 20 KIAA1524 43
KRT9 20 USO1 43
NOC4L 21 TELO2 44
NOC3L 21 TANGO6 44
CEBPZ 21 PUM1 45
ARFGEF2 22 PUM2 45
ARFGEF1 22 ATM 46
ARFGEF3 22 ATR 46
NUP58 23 PSMD2 47
CNOT3 23 PSMD1 47
NUP214 23 MROH9 48
CWC22 24 MROH8 48
UPF2 24 DAAM1 49
NOM1 24 DAAM2 49
TRRAP 25 EIF4G3 50
SMG1 25 EIF4G1 50
MTOR 25 FHOD1 51
FRYL 26 FHOD3 51
NF1 26 IFRD2 52
FRY 26 IFRD1 52
PPP4R3A 27 IPO8 53
PPP4R3B 27 IPO7 53
PPP4R3CP 27 STAG3L2 54
FMNL2 28 STAG3L3 54
FMNL1 28 HEATR5A 55
FMNL3 28 HEATR5B 55
FAM65C 29 APC 56
FAM65A 29 APC2 56
FAM65B 29
H. sapiens H. sapiens
Table A.1.: Complete list of hawk clusters
A.2 Published papers 105
A.2 PUBLISHED PAPERS
This appendix includes all papers published during the course of my PhD studies. The first three are
novel research publications that form the basis of the material in chapters 2-5 respectively, whereas
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SUMMARY
The assembly of heteromeric protein complexes is
an inherently stochastic process in which multiple
genes are expressed separately into proteins, which
must then somehow find each other within the cell.
Here, we considered one of the ways by which
prokaryotic organisms have attempted to maximize
the efficiency of protein complex assembly: the orga-
nization of subunit-encoding genes into operons.
Using structure-based assembly predictions, we
show that operon gene order has been optimized to
match the order in which protein subunits assemble.
Exceptions to this are almost entirely highly ex-
pressed proteins for which assembly is less stochas-
tic and for which precisely ordered translation offers
less benefit. Overall, these results show that ordered
protein complex assembly pathways are of signifi-
cant biological importance and represent a major
evolutionary constraint on operon gene organization.
INTRODUCTION
The assembly of proteins into complexes is integral to a wide
range of biological processes. Although we now have extensive
knowledge of the diverse quaternary structures formed by pro-
tein complexes (Goodsell and Olson, 2000; Janin et al., 2008;
Marsh and Teichmann, 2015; Ahnert et al., 2015), much less is
known about how they assemble and how assembly is regu-
lated. In recent years, advances in electrospray mass spectrom-
etry techniques have provided major new insights into in vitro
assembly, allowing the assembly and disassembly pathways of
protein complexes with diverse quaternary structure topologies
to be elucidated in detail (Hernández and Robinson, 2007).
In homomers, formed from the self-assembly of a single type
of polypeptide chain, experimentally identified assembly inter-
mediates often correspond to putative evolutionary precursors,
so that the evolutionary history of a complex is reflected in its
assembly pathway (Levy et al., 2008). Heteromers, formed
frommultiple distinct subunits, also tend to assemble and disas-
semble via ordered pathways that have a strong tendency to
be evolutionarily conserved (Marsh et al., 2013). Although these
experiments can be time-consuming, ordered assembly path-
ways can usually be predicted with very good accuracy from
the known three-dimensional structure of a complex (Levy
et al., 2008; Marsh et al., 2013). Given the many thousands of
protein complex structures that are now available, this enables
the study of assembly on a larger scale using computationally
predicted assembly pathways.
Within the cell, assembly is much more complex and stochas-
tic than in vitro, particularly in heteromers wheremultiple protein-
coding genes must first be transcribed to mRNA and translated
into protein, and those proteins must then find each other and
assemble. Assembly is especially difficult for lowly expressed
proteins, for which the stochastic variations in relative subunit
concentrations are greater and the probability of interaction is
lower (Kovács et al., 2009; Swain et al., 2002). How do cells
cope with this? Does assembly within the cell follow similar or-
dered pathways as those observed in vitro and predicted
computationally? Where does assembly occur within the cell?
Has the regulation of gene expression been optimized for protein
complex assembly order, as appears to be the case for the large
multi-subunit bacterial flagella (Kalir et al., 2001)? Here we were
able to address all of these questions by considering the relation-
ship between protein complex assembly and gene organization
in prokaryotic operons.
RESULTS
Operon-Encoding of Protein Complexes Is Likely to
Enhance the Efficiency of Assembly
Many operons contain genes encoding different subunits of the
same protein complex (Dandekar et al., 1998; Mushegian and
Koonin, 1996) that can then be transcribed onto the same poly-
cistronic mRNA. We first searched for heteromeric protein com-
plexes of known structure from all prokaryotic organisms where
at least two of the subunits are encoded by different genes from
the same operon. In total, we identified 368 non-redundant pairs
of subunits from the same heteromer encoded by different genes
from the same operon (Figure 1A, left) from 70 different bacterial
and archaeal species. This compares to 711 pairs encoded
by different transcriptional units (i.e. translated from different
mRNAs) from the same species (Figure 1A, right).
It has been suggested previously that a major advantage of
operon-encoded complexes is their more efficient assembly
because of smaller stochastic fluctuations in relative concen-
tration than would occur if separate transcription steps were
required for each subunit (Shieh et al., 2015; Sneppen et al.,
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2010; Swain, 2004). Unsurprisingly, it has been observed that
proteins encoded by the same operon tend to be coexpressed
(Wang et al., 2005). Similarly, in Figure 1B, we demonstrate a
stronger correlation in E. coli protein abundance measurements
(Wang et al., 2015) between pairs of subunits encoded by the
same operon compared with pairs of subunits encoded by
different transcriptional units.
If operonsdoprovideamechanismtominimize thestochasticity
of assembly, then we can further predict that lowly expressed
complexes should be more likely to be in operons because their




Figure 1. Operon Encoding of Protein Com-
plex Subunits Enhances the Efficiency of
Assembly
(A) Comparison of assembly for heterodimers
where different subunits are encoded by different
transcriptional units and where genes encoding
both subunits are present on the same operon.
(B) Correlation (Spearman’s r) between abundance
measurements from subunit pairs encoded by
different transcriptional units or by the same
operon. The correlation for subunit pairs encoded
by the same operon is significantly higher than for
those encodedbydifferent transcriptional units (p =
0.002), ascalculatedby randomlyshuffling thepairs
between two groups of the same size 105 times.
(C) Comparison of protein abundance measure-
ments for subunits from operon-encoded com-
plexes versus other subunits from complexes
encoded by different transcriptional units. Boxes
represent quartile distributions, and whiskers
extend up to 1.53 the interquartile range. The
p value was calculated with Wilcoxon rank-sum
test.
Figure S1 shows these comparisons using protein
abundance measurements combined from multi-
ple organisms and with E. coli protein synthesis
rates.
et al., 2002). This is supported by a highly
significant (p = 6 3 10!8) tendency for
operon-encoded subunits to be lower in
abundance than subunits from complexes
encoded by different transcriptional units
(Figure 1C). Although there is an overlap
between the groups, this suggests that
lowly expressed genes encoding inter-
acting subunits may have experienced
stronger evolutionary pressure to be
located on the same operon because of
their more stochastic assembly. Alterna-
tively, because of the efficiency of their
assembly, operon-encoded subunits may
only need to be expressed at lower levels.
Operon-Encoded Subunits Tend to
Be Encoded by Neighboring Genes
and Form Large Interfaces
In addition to simply having genes en-
coding interacting subunits on the same
operon, another way to enhance the efficiency of assembly
would be to position the genes close together. If two genes en-
coding interacting subunits are close, then the newly translated
subunits will also be close and more likely to encounter each
other than if the two genes are farther apart (Figure 2A). In fact,
the tendency for adjacent genes to code for interacting proteins
has long been recognized (Dandekar et al., 1998;Mushegian and
Koonin, 1996).
In Figure 2B,weplot the number of subunit pairs from the same
complex by the distance between their genes within the operon.
Strikingly, we see that 220 of 368 subunit pairs (59.8%) are
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encoded by adjacent genes. Furthermore, because not all sub-
unit pairs from the same complex physically interact with each
other (e.g., blue-purple and red-purple in Figure 2A), we note
that the tendency to form a physical intersubunit interface within
the complex is much higher between the adjacent (208 of 220)
compared with non-adjacent (77 of 148) pairs (p = 5 3 10!22,
Fisher’s exact test). Finally, this is supported further through anal-
ysis of a large set ofE. colibinary protein-protein interactions (Ra-
jagopala et al., 2014) where we confirmed that proteins encoded
by adjacent genes are much more likely to interact (Figure 2C).
Importantly, we show in Figure S2 that the tendency for interact-
ing proteins to be close within an operon is highly significant
compared with a null model in which gene order is randomized.
Figure 2D compares the sizes of interfaces formed between
subunits encoded by adjacent genes, subunits encoded by
non-adjacent genes from the same operon, and subunits en-
coded by different transcriptional units. We observe a highly sig-
nificant tendency for adjacent subunits to be larger, although the
interface size distribution is very broad and there is considerable
overlap between the groups. This is especially interesting when
considering that larger interfaces within a complex will usually
assemble earlier than smaller interfaces (Levy et al., 2008; Marsh
et al., 2013). This provides further evidence that operon structure
appears to have been evolutionarily optimized for protein com-
plex formation. Even when we consider only physically interact-
ing proteins, those that form larger interfaces and are, therefore,
likely to assemble earlier are much more likely to be encoded by
adjacent genes.
The above observation could potentially have implications for
our previous finding that evolutionary gene fusion events tend to
conserve existing assembly pathways (Marsh et al., 2013)
because fusion often occurs between adjacent genes. However,
we show in Figure S3 that, even if only subunit pairs encoded by
adjacent genes are considered, there still appears to be evolu-
tionary selection for assembly-conserving fusions.
OperonGeneOrder Is Optimized for the Order of Protein
Complex Assembly
The above results suggest that operon-encoded subunits will
often be synthesized very close to each other within the cell.
A
B C D
Figure 2. Genes Encoding Interacting Subunits of the Same Complex Tend to Be Close Together on an Operon
(A) Illustration of how operon structure can be related to quaternary structure with a hypothetical four-subunit heteromer. Pairs of subunits from the same complex
can be encoded by genes that are adjacent on an operon or farther apart.
(B) Number of subunit pairs encoded by the same operon, grouped by the distance between their encoding genes. Subunit pairs are also divided into those that
interact physically, which we define as forming an interface of >200 Å, and those that do not interact physically.
(C) Percentage of pairs of E. coli genes from the same operon for which a binary yeast two-hybrid interaction could be detected. Error bars represent 68%Wilson
binomial confidence intervals.
(D) Distribution of interface sizes formed between physically interacting subunit pairs encoded by adjacent or non-adjacent genes on the same operon or between
subunits encoded by different transcriptional units. Boxes represent quartile distributions, and whiskers extend up to 1.53 the interquartile range. The p values
were calculated with Wilcoxon rank-sum test.
Cell Reports 14, 679–685, February 2, 2016 ª2016 The Authors 681
However, there is also a temporal component to this in that up-
stream genes will tend to be translated before downstream
genes. This is first due to coupled transcription and translation,
where the upstream gene that is transcribed first will also be
translated first (Gowrishankar and Harinarayanan, 2004), and
second to translational coupling, in which translating ribosomes
can continue on to downstream genes (Oppenheim and Yanof-
sky, 1980). Therefore, if genes are arranged so that the gene
order matches the order of subunit assembly, then the newly
translated subunits will be more likely to interact quickly.
We illustrate this in Figure 3A with the example of a hypothet-
ical operon containing two adjacent genes, blue and red. If these
genes encode different subunits of the same complex, then there
are three possible relationships between gene order and assem-
bly order. First, the assembly order could be the same as the
gene order if the blue subunit that is translated first also assem-
bles first. Second, the assembly order could be different than the
gene order if the blue subunit assembles last. Finally, both sub-
units could assemble simultaneously, as would be the case for a
simple heterodimer where the first step of assembly is the het-
eromeric interaction between different subunits.
Using our previous observation that assembly pathways
can be predicted using interface sizes from three-dimensional
structures of protein complexes (Marsh et al., 2013), here we
predicted the assembly pathways for all operon-encoded het-
eromers in our dataset and classified each of the 220 adjacent
gene pairs into one of these three groups. We then considered
the tendency for gene order to be evolutionarily conserved in
each group (Figure 3B). Interestingly, the evolutionary conserva-
tion of gene order is significantly higher in cases where it is the
same as the predicted assembly order. This suggests that the
evolutionary constraint on gene order is much stronger when it
is optimized for assembly.
Next, we consider 72 gene pairs where gene order is evolu-
tionarily conserved and where one subunit is predicted to
assemble before the other. Figure 3C illustrates the striking cor-
respondence between gene order and assembly order, with 57
pairs (79.2%) having the same assembly order as gene order
(p = 7 3 10!7, binomial test). In contrast, when the gene order
is not evolutionary conserved, only 10 of 29 gene pairs show cor-
respondence between gene order and assembly order. There-
fore, selection for ordered protein complex assembly appears
to be a major evolutionary determinant of operon gene order.
We can also consider the relationship between gene order and
assembly order for non-adjacent genes. Although the dataset is
smaller, the relationship between gene order and assembly or-
der appears to get weaker between genes that are more distant
(Figure S4). This is likely due to weaker spatial and temporal
coupling between non-adjacent genes that are translated farther
apart from each other, as evidenced by the fact that subunits en-
coded by non-adjacent genes are much less likely to physically
interact with each other (Figure 2B). Interestingly, the relationship
between gene order and assembly order is stronger for proteins
that interact physically, particularly those that form large inter-
faces. Similarly, subunit pairs encoded by adjacent genes where
gene order and assembly order are the same tend to have signif-
icantly larger interfaces (Figure S4).
A possible alternative explanation for the correspondence
between gene order and assembly order could be if earlier-
assembling subunits need to be expressed at higher levels.
Specifically, there is evidence of a linear relationship between
expression levels and the proximity of genes to the start of
operons (Lim et al., 2011; Nishizaki et al., 2007). This is weakly
supported in the dataset used here, with proteins encoded by
upstream genes showing a slight but not significant tendency
to bemore abundant (Table S1). Importantly, we find that protein
expression levels show essentially no relationship with assembly
and that gene order is a significantly better predictor of assembly
order (Figure S5).
Operon Gene Order Is Most Important for the Assembly
of Lowly Expressed Proteins
Despite the strong correspondence between protein complex
assembly and operon organization, there is still discordance
A B C
Figure 3. Operon Gene Order Reflects the Order of Protein Complex Assembly
(A) Illustration of the three possible relationships between gene pair order and subunit assembly order.
(B) Evolutionary conservation in pairs of adjacent genes encoding subunits of the same complex. The p values were calculated with Fisher’s exact test. Error bars
represent 68% Wilson binomial confidence intervals.
(C) When considering adjacent gene pairs with evolutionarily conserved gene order that encode different subunits of the same protein complex, the predicted
assembly order is the same as the gene order in 57 of 72 cases. The p value was calculated with a binomial test.
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between gene order and assembly order in >20% of cases
where gene order is evolutionarily conserved. This suggests
that there must be other factors besides assembly order that in-
fluence gene order conservation. For example, the operon order
of enzyme genes is known to correlate with metabolic pathway
order (Kovács et al., 2009; Zaslaver et al., 2006), although this
seems unlikely to explain gene order in operon-encoded com-
plexes. A search for gene ontology terms (Huntley et al., 2015)
enriched in subunit pairs where gene order is either the same
or different than assembly order revealed little that could ac-
count for the results observed here (Figure S6). Furthermore, if
gene position can affect expression levels, as mentioned above,
then there may be some evolutionary pressure to conserve gene
order; for example, to not disrupt the relative subunit stoichiom-
etry (Marsh et al., 2015).
The fact that operon gene order closely follows assembly
order suggests that assembly must occur very shortly after
protein synthesis because the more time newly synthesized
subunits have to diffuse before assembly the less the order of
gene expression should matter. Building on this, we hypothesize
that the relationship between operon order and assembly order
should be stronger for lowly expressed proteins. If they do
not assemble quickly, diffusion will reduce the probability of
two low-concentration subunits encountering each other. In
contrast, the chance of interaction between highly expressed,
abundant proteins will be greater, and so there is less need for
assembly to occur close to the site of protein synthesis.
In Figure 4, we plot the distributions of intracellular protein
abundance measurements for subunits where conserved gene
order follows assembly and for those where it does not. Those
proteins where assembly order is the same as gene order tend
to bemuch lower in abundance (p = 0.008,Wilcoxon test). There-
fore, it appears that the correspondence between gene order
and assembly order can mostly be attributed to lowly expressed
proteins for which assembly is more stochastic. Interestingly,
subunits where both assemble simultaneously are intermediate
in abundance, consistent with the fact that gene order should
show no correspondence with assembly in these cases.
DISCUSSION
Overall, a number of important conclusions can be drawn from
these results. First, protein complex assembly within the cell ap-
pears to often follow the same ordered pathways that can be
characterized experimentally and predicted computationally,
at least in the case of operon-encoded complexes. Although
there will certainly be some exceptions, particularly in cases
where assembly chaperones are involved or subunits are trans-
lated in different parts of the cell, these results strongly support
the physiological relevance of using in vitro or computational
methods to study assembly.
Second, the remarkable correspondence between predicted
assembly order and gene order further validates the utility of
structure-based assembly predictions. Given the huge number
of protein complex structures now known, this opens the door
to future large-scale analyses of protein assembly pathways
and their regulation, evolution, and role in biological function
and disease.
This work also tells us something about where assembly
occurs within the cell. For the low-abundance, operon-encoded
complexes studied here, assembly must occur very close to the
site of translation for gene order to have such a significant effect.
In some cases, assembly may even occur co-translationally,
involving at least one nascent chain still in the process of being
translated (Duncan and Mata, 2011; Wells et al., 2015), as has
been demonstrated recently for the operon-encoded bacterial
luciferase complex (Shieh et al., 2015).
Finally, these results strongly support thebiological importance
of assembly pathways and suggest that co-ordinating both the
timing and location of translation is important for maximizing the
efficiency of stochastic protein complex assembly. The fact that
operon gene order has been optimized for assembly order in
many protein complexes suggests that assembly order is often
very important and that there is significant benefit from tightly
co-ordinating gene expression and protein assembly. Given that
eukaryotes do not have operons that allow multiple protein sub-
units to be translated from the same polycistronic mRNA, it will
be interesting to systematically investigate which other mecha-
nisms might be employed to enhance the efficiency of assembly.
EXPERIMENTAL PROCEDURES
Protein Structural Datasets
We started with the full set of prokaryotic X-ray and electronmicroscopy struc-
tures in the PDB on June 12, 2014. We considered all heteromeric pairs of
Figure 4. Cases Where Evolutionarily Conserved Gene Order Does
Not Follow Assembly Order Tend to be Highly Expressed
Boxes represent quartile distributions of protein abundance measurements,
and whiskers extend up to 1.53 the interquartile range. The p values were
calculated with a Wilcoxon rank-sum test.
Figure S7 shows these comparisons using protein abundance measurements
combined from multiple organisms and with E. coli protein synthesis rates.
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subunits from the same complex, defined as having at least two different pro-
tein chains ofR30 residues each and mapping to different UniProt sequences
from a single species. Complexes with known quaternary structure assign-
ment errors (Levy, 2007) were excluded. Very large complexes with >24 sub-
units were excluded, because we have not shown that the assembly of these
can be predicted accurately from their structures. Heteromeric subunit pairs
were filtered for redundancy at the level of 50% sequence identity.
Mapping Subunit Pairs to Operons
Operon datasets were downloaded from the DOOR2 database (Mao et al.,
2014). Relevant datasets were identified based on the species and strain of
each gene pair. After converting GI numbers to UniProt accession identifiers
in each dataset, the set of gene pairs wasmapped to the operon data. Operons
encoding both members of a pair were added to a reference dictionary, with
the locus and directionality of each gene being used to arrange constituent
genes in order of expression. In rare cases where the copy number of a
gene within an operon was found to be greater than one, the position of the
gene in the operon was taken to be that of the first copy to be encountered,
reading in the 50 to 30 direction. The set was then filtered to remove redun-
dant operons (i.e., identical operons from similar strains or species). In total,
368 gene pairs (220 adjacent) were mapped to 192 unique operons, with
the remaining 711 pairs being expressed in different transcriptional units.
These are provided in Dataset S1. Similarly, we also mapped a set of 2,562
binary protein-protein interactions (IM-22059) (Rajagopala et al., 2014) to
the E. coli K-12 W3110 operons to calculate the result in Figure 2C (provided
in Dataset S2).
To assess whether the gene order of a pair was evolutionary conserved,
we used the STRING v9.1 database (Franceschini et al., 2013). For each
pair, we manually assessed, using the STRING online interface, whether all
occurrences of a given gene pair shared the same gene order within their local
evolutionary group as defined in STRING. This is at the level of phylum (e.g. Fir-
micutes or Euryarchaeota) or class for proteobacteria, with all groups provided
in Dataset S1. Gene pairs present across only a very limited evolutionary range
(less than three genera) were not considered to be evolutionarily conserved.
Gene pairs associated with evolutionary gene fusion events were identified
as those sharing >40% sequence identity with a gene pair with evidence for
fusion in STRING, similar to what has been done previously (Marsh et al.,
2013).
Abundance Measurements
Wemapped all protein complex subunits in our dataset against the sequences
of prokaryotic proteins from PaxDB v4.0 (Wang et al., 2015), selecting abun-
dance measurements with >90% sequence identity to a subunit. The results
in Figures 1 and 4 only use abundance measurements from E. coli, but the
analyses in the Figures S1, S5, and S7 and Table S1 are repeated using
combinedmeasurements from all available prokaryotes and also using protein
synthesis rates derived from ribosomal profiling (Li et al., 2014).
Prediction of Assembly Pathways
Ordered protein complex assembly pathways were predicted in amanner very
similar to what has been done previously (Marsh et al., 2013). First, the com-
plex is considered in terms of its constituent subunits and the sizes of the
interfaces that can be formed between any pair of subunits are calculated
with AREAIMOL (Winn et al., 2011). Our model assumes that assembly will
proceed via formation of the largest possible interface. The process is then
repeated by calculating all possible interfaces that could form between sub-
units and subcomplexes until the full complex is assembled. To define which
of a pair of subunits assembles first and which assembles later, we consider
the first step of assembly that brings the two subunits together within the
same (sub)complex. Whichever subunit was part of a larger subcomplex prior
to this step is defined as assembling first. For example, in the blue pathway in
Figure 3A, the blue subunit homodimerizes first and then interacts sequentially
with the free red subunits, so the blue subunit is defined as assembling first. If,
alternatively, the first step of assembly had been a heterodimerization between
the blue and red subunits, then both subunits would be classified as assem-
bling simultaneously. The relative order of assembly for each subunit pair is
included in Dataset S1, and all predicted assembly pathways are provided in
Dataset S3. The source code for predicting assembly pathways from protein
complex structures is available at http://github.com/marshlab/assembly-
prediction.
The full set of gene ontology associations for complexes where assembly
order and gene order are the same or different is provided in Dataset S4.
SUPPLEMENTAL INFORMATION
Supplemental Information includes seven figures, one table, and four datasets
and can be found with this article online at http://dx.doi.org/10.1016/j.celrep.
2015.12.085.
AUTHOR CONTRIBUTIONS
J.M. conceived and designed the research. J.W., T.B., and J.M. performed the
computational analyses. J.M. wrote the manuscript with contributions from all
authors.
ACKNOWLEDGMENTS
We thank Sarah Teichmann for helpful discussions and comments on the
manuscript. This work was supported by a University of Edinburgh Chancel-
lor’s Fellowship and Medical Research Council Career Development Award
MR/M02122X/1 (to J.A.M.).
Received: August 25, 2015
Revised: November 7, 2015
Accepted: December 17, 2015
Published: January 21, 2016
REFERENCES
Ahnert, S.E., Marsh, J.A., Hernández, H., Robinson, C.V., and Teichmann, S.A.
(2015). Principles of assembly reveal a periodic table of protein complexes.
Science 350, aaa2245.
Dandekar, T., Snel, B., Huynen, M., and Bork, P. (1998). Conservation of gene
order: a fingerprint of proteins that physically interact. Trends Biochem. Sci.
23, 324–328.
Duncan, C.D.S., and Mata, J. (2011). Widespread cotranslational formation of
protein complexes. PLoS Genet. 7, e1002398.
Franceschini, A., Szklarczyk, D., Frankild, S., Kuhn, M., Simonovic, M., Roth,
A., Lin, J., Minguez, P., Bork, P., von Mering, C., and Jensen, L.J. (2013).
STRING v9.1: protein-protein interaction networks, with increased coverage
and integration. Nucleic Acids Res. 41, D808–D815.
Goodsell, D.S., and Olson, A.J. (2000). Structural symmetry and protein func-
tion. Annu. Rev. Biophys. Biomol. Struct. 29, 105–153.
Gowrishankar, J., and Harinarayanan, R. (2004). Why is transcription coupled
to translation in bacteria? Mol. Microbiol. 54, 598–603.
Hernández, H., and Robinson, C.V. (2007). Determining the stoichiometry and
interactions ofmacromolecular assemblies frommass spectrometry. Nat. Pro-
toc. 2, 715–726.
Huntley, R.P., Sawford, T., Mutowo-Meullenet, P., Shypitsyna, A., Bonilla, C.,
Martin, M.J., and O’Donovan, C. (2015). The GOA database: gene Ontology
annotation updates for 2015. Nucleic Acids Res. 43, D1057–D1063.
Janin, J., Bahadur, R.P., and Chakrabarti, P. (2008). Protein-protein interaction
and quaternary structure. Q. Rev. Biophys. 41, 133–180.
Kalir, S., McClure, J., Pabbaraju, K., Southward, C., Ronen, M., Leibler, S.,
Surette, M.G., and Alon, U. (2001). Ordering genes in a flagella pathway by
analysis of expression kinetics from living bacteria. Science 292, 2080–2083.
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Do young and old protein molecules have the same
probability to be degraded? We addressed this
question using metabolic pulse-chase labeling and
quantitative mass spectrometry to obtain degrada-
tion profiles for thousands of proteins. We find
that >10% of proteins are degraded non-exponen-
tially. Specifically, proteins are less stable in the first
few hours of their life and stabilize with age. Degra-
dation profiles are conserved and similar in two cell
types. Many non-exponentially degraded (NED) pro-
teins are subunits of complexes that are produced
in super-stoichiometric amounts relative to their
exponentially degraded (ED) counterparts. Within
complexes, NED proteins have larger interaction
interfaces and assemble earlier than ED subunits.
Amplifying genes encoding NED proteins increases
their initial degradation. Consistently, decay profiles
can predict protein level attenuation in aneuploid
cells. Together, our data show that non-exponential
degradation is common, conserved, and has impor-
tant consequences for complex formation and regu-
lation of protein abundance.
INTRODUCTION
Pioneering experiments by Rudolph Schönheimer established
that proteins are in a dynamic state of synthesis and degradation
(Schoenheimer, 1942). The subsequent discovery of lysosomes
and the ubiquitin-proteasome system (UPS) provided detailed
insights into the molecular mechanisms of cellular protein ho-
meostasis. It is now well-established that proteins are exten-
sively turned over, that this process is specific, and that the sta-
bility of individual proteins can vary under different physiological
conditions (Ciechanover, 2005).
Despite these mechanistic insights, the kinetics of cellular
protein degradation are still not well understood. Early analyses
indicated that intracellular protein degradation follows first order
kinetics (Goldberg and Dice, 1974; Schimke and Doyle, 1970).
Accordingly, protein degradation is thought to be an exponential
decay process in which young and old proteins have the same
degradation probability per unit time (i.e., degradation rate) (Fig-
ure1A).However, there is substantial evidence thatproteindegra-
dationdoesnot always followfirst-order kinetics. Pulse-chaseex-
periments by Wheatley et al. (1980) indicated that a substantial
fraction of proteins are degraded within the first 2 hr after synthe-
sis. In addition, thenewly synthesized immature formsof proteins,
like the cystic fibrosis transmembrane conductance regulator
(CFTR) and basigin (CD147), were found to be rapidly degraded
while the ‘‘older’’ mature forms were stable (Tyler et al., 2012;
Ward and Kopito, 1994). It was also observed that proteins can
be ubiquitinated co-translationally (Duttler et al., 2013), that
most ubiquitinated proteins in a cell are relatively young (Kim
et al., 2011), and that MHC class I peptides sometimes show
higher turnover than their source proteins (Bourdetsky et al.,
2014). Finally, it has been estimated that !30% of newly synthe-
sized proteins are quickly degraded (Schubert et al., 2000),
although this number was questioned in later studies (Vabulas
and Hartl, 2005). Collectively, these studies suggest that decay
probabilities of proteins can vary as a function of their molecular
age. However, to the best of our knowledge, the degradation ki-
neticsof individual proteinshasnot yetbeen investigatedglobally.
To systematically assess cellular protein degradation kinetics,
we sought to perform pulse-chase experiments on a proteome-
wide scale. The general idea is to metabolically label a popula-
tion of proteins with a short pulse and then to quantify how
much of this population is left after different lengths of chase.
We and others have previously used stable isotope labeling by
amino acids in cell culture (SILAC) to study protein synthesis
and turnover (Andersen et al., 2005; Doherty et al., 2009; Hinkson
and Elias, 2011; Jovanovic et al., 2015; Kristensen et al., 2013;
Larance et al., 2013; Schwanhäusser et al., 2011; Selbach
et al., 2008). A disadvantage of these approaches is that they
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require rather long labeling times. Metabolic labeling with bio-
orthogonal amino acids has emerged as an attractive alternative
(Dieterich et al., 2006). Cells can incorporate the artificial amino
acid azidohomoalanine (AHA) into newly synthesized proteins
instead of methionine (Kiick et al., 2002). AHA contains an azide
group enabling capture of proteins via click chemistry (Dieterich
et al., 2006). Combining AHA with SILAC enables relatively short















































































2 h 1 h 0 h
8 h 4 h 0 h
32 h 16 h 0 h
m/z756 760
2 h 1 h 0 h
8 h 4 h 0 h






2 h 1 h 0 h
8 h 4 h 0 h





























0 5 10 15 20 25 30
n=5247
Figure 1. Global Quantification of Protein
Degradation Kinetics by AHA Pulse-Chase
(A) Exponential decay can be recognized as a
straight line (in a semi log plot) indicating that the
degradation rate is constant, i.e., young and old
molecules have the same degradation probability
per unit time.
(B) Experimental setup for global pulse-chase ex-
periments. SILAC-labeled cells are pulse-labeled
with azidohomoalanine (AHA) and either directly
harvested (time point 0 hr) or chased in medium
without AHA (cold chase). Samples are combined,
AHA containing proteins are enriched, digested, and
analyzed by liquid chromatography-tandem mass
spectrometry (LC-MS/MS).
(C) Measured MS1 spectra for three peptides
representing the major types of decay profiles
detected. Filamin alpha (Flna, ASGPGLNTTGVPAS
LPVEFTIDAK) shows slow exponential degradation,
cathepsin L1 (Ctsl1, NLDHGVLLVGYGYEGTDSNK)
shows fast exponential degradation, basigin (Bsg,
VLQEDTLPDLHTK) shows non-exponential degra-
dation.
(D) Decay profiles of individual proteins based on the
median of three biological replicates (gray traces).
Note that due to the experimental design not all
proteinswere detected at all time points. Increases in
protein levels over time are theoretically impossible
and probably reflect measurement noise. High-
lighted profiles depict proteins shown in (C) and are
based on all three replicates (mean ± SD). Outliers
(>130% protein left) were removed.
See also Figures S1, S2, and S3.
Here, we combined AHA and SILAC to
obtain a global survey of protein degrada-
tion kinetics. We find that a sizable fraction
of proteins are degraded non-exponen-
tially. Many non-exponentially degraded
(NED) proteins aremembers of heteromeric
protein complexes that are over-produced
relative to other members of the same
complex. Thus, in contrast to recent find-
ings in bacteria (Li et al., 2014), dispropor-
tional protein synthesis appears to be
common and evolutionarily conserved in
metazoans. Our data allowed us to predict
how protein levels change in response
to gene copy-number alterations in aneu-
ploid cells. Global quantification of protein
degradation kinetics reveals an unex-
pected layer of posttranslational regulation with important func-
tional implications.
RESULTS
Combining Metabolic Pulse Labeling and
Click-Chemistry for Global Pulse-Chase Experiments
To perform proteome-wide pulse-chase experiments we com-
bined AHA and SILAC labeling (Figure 1B). First, cells are fully
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labeled heavy, medium-heavy, or light using SILAC. Second, all
three cell populations are pulse-labeled with AHA for 1 hr. This
relatively long pulse labeling time was chosen to allow sufficient
label incorporation. Heavy cells are harvested immediately after
the pulse while medium-heavy and light cells are chased in
AHA-free medium for different lengths of time. All three cell pop-
ulations are then combined and lysed. AHA-containing proteins
are purified from the mixed lysate. After digestion into peptides,
SILAC-based quantification reveals how much of the pulse-
labeled fraction remains at different time points.
We first confirmed that click chemistry-based capturing of
heavy AHA-labeled proteins is highly specific and reproducible
(Figures S1A–S1C). Next, we checked if AHA might itself affect
protein degradation kinetics and found no evidence for this
(Figures S1D–S1G). Peptides derived from both the N-terminal
and C-terminal halves of AHA-labeled proteins had similar
intensities, suggesting that AHA does not induce premature
termination (Figure S1H). Collectively, these data indicate that
AHA pulse-chase (AHA p-c) enables specific enrichment of
newly synthesized proteins with no apparent impact on protein
stability, consistent with previous reports (Cohen et al., 2013; Di-
eterich et al., 2006; Howden et al., 2013; tom Dieck et al., 2015).
For global quantification of protein degradation kinetics, we
performed three parallel triple-SILAC experiments with different
chase times (1, 2, 4, 8, 16, and 32 hr) in mouse fibroblasts
(NIH 3T3). Heavy cells were always harvested immediately after
the pulse and served as a common reference point. Exemplary
mass spectra for a stable protein (filamin A [Flna]) andan unstable
protein (cathepsin L [Ctsl1]) show expected slow and fast
degradation, respectively (Figure 1C). The levels of basigin
(Bsg) quickly decreased after the chase but then stabilized after
!4 hr. This is consistent with the observation that most of the
newly synthesized immature basigin is degraded while the
mature form of the protein is stable (Tyler et al., 2012). We com-
bined the data from the three triple-SILAC experiments to obtain
kinetic profiles with seven time points. To compensate for differ-
ences in cell numbers, we normalized the data using a selected
set of very stable proteins (Figure S2; STAR Methods). We also
subtracted background signals which could otherwise give rise
to erroneous degradation profiles. The entire large-scale experi-
mentwas carried out three times, thus yielding data from three in-
dependent biological replicates. In total, we obtained profiles for
5,247 proteins (Figure 1D). After applying several quality filters
(Figure S3A) we kept 3,605 profiles for further analysis (Fig-
ure S3E). Approximately half of these profiles were derived from
at least two biological replicates, allowing us to assess reproduc-
ibility. Overall, reproducibility was very good with coefficients of
variation (CVs, computed in log space) of <10% at time point
32 hr for !90% of the proteins (Figure S3F).
Stochastic Modeling Reveals Extensive
Non-exponential Degradation
To model our experimental protein degradation profiles, we
adapted a Markov chain-based approach previously used to
study mRNA decay (Figure 2A) (Deneke et al., 2013). We consid-
ered two different models. In the first model proteins only exist in
a single state ‘‘A’’ that is characterized by a constant decay prob-
ability. This ‘‘1-state model’’ therefore describes exponential
degradation (ED). The second model has an additional state:
newly synthesized proteins first populate state A from where
they can either be degraded or transit to state B, which is char-
acterized by a different decay probability. This ‘‘2-state model’’
thus describes non-exponential degradation (NED). To distin-
guish between both scenarios, we compared the relative quality
of both models for each protein degradation profile using the
Akaike information criterion (AIC) (Akaike, 1974). This approach
considers the trade-off between the goodness of fit and model
complexity (that is, the number of parameters). Hence, the
2-state-model is only preferred when the improved fit outweighs
the increased complexity. The AIC thus provides a conservative
estimate of the fraction of NED proteins. Degradation profiles of
Ctsl1 and Flna were better explained by the 1-state model (Fig-
ure 2B). In contrast, the degradation profile of basigin was better
explained by the 2-state model.
Overall, we found that the profiles of 509 proteins are better
explained by the 2-state model (Figure 2C, AIC probability
>0.8). This corresponds to !14% of the 3,605 proteins that
passed our quality criteria (Figure S3). We conclude that a
sizable number of proteins show a tendency toward NED.
In principle, the 2-state model can describe two different sce-
narios: when the degradation rate in state A is higher than in state
B (kA > kB) the model describes proteins that become more
stable as they age. Alternatively, when the degradation rate in
state B is higher than in state A (kB > kA) the model describes
destabilization of older proteins. Intriguingly, we only observed
age-dependent stabilization (Figure 2D). This is surprising, as
we originally expected proteins to become more unstable over
time due to the cumulative effects of age-related damage. How-
ever, in our cell line model and within the time period monitored
(32 hr) we did not find any evidence for this.
While our AIC probability describes the relative quality of both
models, it does not provide information about the extent of NED
for individual proteins. We therefore also measured the distance
of intermediate data points from the linear fit in the semi log plot
(Figure 2E). This delta score (D-score) is a simple measure for
theextent of non-exponentiality of individual degradationprofiles.
We then defined NED and ED proteins based on their AIC proba-
bilities andD-scores (STARMethods).With these filters,!10%of
proteins were classified as NED and!50% as ED. The remaining
proteins were classified as undefined (‘‘UN,’’ Figure 2F). For all
subsequent analyses, we relied on this classification (Table S1).
In summary, our global quantification of cellular protein degrada-
tion kinetics reveals thatmanyproteins becomemore stable once
they have survived the first few hours of their existence.
NED Can Be Validated by Independent Methods
Although AHA labeling does not appear to globally affect protein
degradation (Figure S1), it is still possible that labeling with an arti-
ficial amino acid introduces systematic biases. We therefore
wanted to validate our data with independent methods. First, we
compared protein degradation rates in the present study with
previously published dynamic SILAC data from the same cell
line (Schwanhäusser et al., 2011) and found overall good agree-
ment (Figures S4A–S4D). Second, we used classical radioactive
pulse-chase and immunoprecipitation to confirm degradation
kinetics of an ED and an NED protein (Figure S4E). Finally, to
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systematically validate our classification, we designed a novel
SILAC-based strategy (Figure 3A): we pulse-labeled light cells
with heavySILACmedium for 4 hr. At this timepoint, the proteome
consists of two populations of protein molecules: light proteins,
which are older than 4 hr, and heavy proteinswith an age between
0 and4hr.Weharvested half of the cells to quantify theH/L ratio at
this time point. Because NED proteins become more stable with
age, the younger heavy protein molecules should degrade faster
than the older light ones. We therefore cultivated the other half
of cells on medium-heavy growth medium for 8 additional hours.
This resulted in the expected decrease in H/L ratios for NED but
not for ED proteins (Figures 3B–3D). Label swap experiments
and different chase times confirmed this finding (Figures S4F–
S4H).We computed aNED validation score based on the average
rank of proteins across these SILAC pulse-chase experiments
(Figures3Eand3F).Thisscore indicateshowwell non-exponential
degradation could be validated for individual NED proteins and is





Figure 2. Many Proteins Are Degraded Non-
exponentially
(A) Graphical representation of the two Markov
models applied. The 1-state model and 2-state
model reflect exponential degradation and non-
exponential degradation, respectively.
(B) Fitting both models to the exemplary profiles
from Figure 1D. For Flna and Ctsl1, both models
have residual sum of squares (RSS) of similar size.
The Akaike information criterion (AIC) therefore
recommends the simpler 1-state model. The profile
of Bsg is better explained by the 2-state model.
(C) Histogram of all probabilities for the 2-state
model for all proteins that passed our quality
criteria.
(D) All proteins with a 2-state probability >0.8 had
a larger initial (kA) than subsequent degradation
rate (kB).
(E) The delta score (D-score) as a measure for the
extent of non-exponential degradation. For each
profile, a straight line is drawn between the 0 and
8 hr time point (in semi log plot). The D-score
corresponds to the distance of the measurement
at 4 hr from this line. Positive and negativeD-scores
indicate age-dependent stabilization and destabi-
lization, respectively.
(F) Fractions of exponentially degraded (ED),
non-exponentially degraded (NED), and undefined
(UN) proteins defined by their AIC probabilities and
D-scores.
See also Figure S3.
longer pulse times and thus lower sensi-
tivity, a low validation score of a NED pro-
tein should not be interpreted as evidence
for erroneous classification.
The Ubiquitin Proteasome System
Mediates NED
Havingshown that a sizable number of pro-
teins are non-exponentially degraded, we
next asked how degradation occurs. The
two major cellular protein degradation systems are the protea-
some and the lysosome. We therefore used drugs, MG132 or
wortmannin in combinationwith bafilomycin A1, to inhibit protea-
somal or lysosomal degradation, respectively. To assess non-
exponential degradation, we performed AHA p-c experiments
with 4 and 8 hr chase times in the presence of the inhibitor or car-
rier controls (DMSO). The impact of both pathway inhibitions on
NED was quantified by measuring their impact on the D-score
(Figure 4A). Proteasome inhibition reduced D-scores of most
NEDproteins (Figures 4Band4D; TableS2). In contrast, inhibition
of the lysosome did not have an observable impact (Figures 4C
and 4E; Table S2). We conclude that the ubiquitin proteasome
system is involved in the initial degradation ofmostNEDproteins.
Many NED Proteins Are Members of Multiprotein
Complexes
Wenext characterized features that distinguish ED andNED pro-
teins and found that NEDproteins are on averagemore abundant
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and have a higher degree of secondary structure (Figure S5A).
Moreover, many NED proteins are members of annotated
heteromeric complexes (Figures S5A and S5B). Mapping the
data to protein structures showed that 70% of NED proteins
are members of heteromeric protein complexes, which is a sig-
nificant enrichment relative to ED and UN proteins (Figures 5A
and S5C; Table S3).
Many complexes contain both NED and ED proteins. There-
fore, we investigated if the properties of NED and ED proteins
in complexes differ. We found that NED proteins have signifi-
cantly larger interaction interfaces within complexes (Figure 5B;
Table S3). It has been shown that complexes form via ordered
and evolutionarily conserved assembly pathways (Marsh et al.,
2013). We found that NED subunits assemble significantly earlier
than ED subunits (Figure 5C; Table S3). Finally, we found that the
NED subunits show stronger correlated coexpression with other
subunits of the same complex, while the ED subunits show less
coherent expression (Figures 5D and S5D; Table S3). Together,
these data indicate that NED proteins are typically core compo-
nents of multiprotein complexes while ED proteins tend to be
more peripheral.
A long-standing hypothesis is that proteins are stabilized by
complex formation (Goldberg, 2003). While several individual ex-
amples support this idea (Blikstad et al., 1983; Lam et al., 2007;
Toyama et al., 2013) it has, to the best of our knowledge, not yet
been investigated systematically. We reasoned that complex
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Figure 3. Validation of AHA p-c Data
(A) Experimental design for direct validation of non-
exponential decay. Light (L) cells are pulsed with
heavy (H) SILAC medium for 4 hr and split into
two populations. The first population is harvested
immediately while the second is chased for 8 hr in
medium-heavy SILAC medium (M chase). If new
proteins are less stable than old proteins their H/L
ratio is expected to decrease during the chase.
(B and C) Two example spectra from an ED (B) and
a NED protein (C) confirm this expectation.
(D) Proteins in the SILAC p-c experiment were
classified according to their degradation profile.
Only NED proteins show significantly (alpha = 0.05)
reduced H/L ratios after the chase compared to all
proteins. ***p value <0.0001 from a one-sided
Wilcoxon rank-sum test.
(E) Density distributions of ranked SILAC ratios for
NED and ED proteins averaged across all four ex-
periments (D and Figures S4F–S4H). NED proteins
were assigned a validation score (0 = low validation
score; 5 = high validation score) that scales relative
to the median of the ED protein distribution.
(F) Counts of NED proteins for the different vali-
dation score bins.
See also Figure S4.
if NED proteins were produced in excess
relative to ED proteins, the degradation
of the non-assembled subunits would
lead to non-exponential decay. We there-
fore analyzed the abundance of newly
synthesized proteins directly after the pulse. To this end, we
normalized the data in a complex-centric manner (Figure 5F).
We found that NED proteins are indeed over-synthesized relative
to ED proteins in the same complex. Moreover, while the initial
degradation rates (i.e., the degradation rates of state A) of NED
proteins within a complex varied considerably, their second
(state B) degradation rates were more similar and close to the
degradation rates of the ED subunits (Figure S6). Thus, many
NED proteins in complexes appear to be produced in super-stoi-
chiometric amounts relative to their ED counterparts.
To independently validate these findings, we performed the
same complex-centric analysis on ribosome profiling data (Sub-
telny et al., 2014) and observed the same trend (Figure 5G). To
directly assess the link between complex assembly and NED
we focused on the ribosome—a complex rich in NED proteins.
Because the ribosome consists of proteins and rRNAs, ribosome
assembly can be inhibited by blocking rRNA transcription. We
found that actinomycin D treatment increased the initial degra-
dation of ribosomal proteins (Figure 5H), consistent with our hy-
pothesis and with previous data (Lam et al., 2007).
NED Is Evolutionarily Conserved
All data presented so far are based on the analysis of mouse
fibroblasts (NIH 3T3). We therefore asked if our findings are due
to specific features of this model system. For example, even
though NIH 3T3 cells are derived from primary cells, a recent
cytogenetic study revealed a complex rearranged karyotype
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(Leibiger et al., 2013). It is therefore possible that the super-stoi-
chiometric synthesis of NED proteins is due to genomic amplifi-
cation of the corresponding genes. In this case, our data would
have little relevance for other model systems.
To test this possibility, we analyzed the diploid human retinal
pigmented epithelial cell line RPE-1. Low coverage whole
genome sequencing of this cell line confirmed that, with the
exception of partial trisomies for chromosome 10 and 12, it is
mostly diploid (Figure S7). We performed three independent
large AHA p-c experiments to obtain degradation profiles for
4,079 proteins. A total of 47% and 9.4% of the proteins that
passed the quality filters (n = 3,133) were classified as ED and
NED, respectively (Figure 6A, left bar; Table S4). These fractions
are similar to the mouse fibroblast data. We then grouped the
human proteins according to the degradation profiles of their
mouse orthologs (Figure 6A). Human orthologs of mouse NED
proteins were enriched in NED proteins. Conversely, human or-
thologs of mouse ED proteins were enriched in ED proteins. In
addition, theD-scores of the human proteins and their mouse or-
thologs were significantly correlated (Figure 6B). This is surpris-
ing, especially because there aremany reasonswhy degradation
profiles may actually differ (cell-cycle properties, overall prote-
ome composition that may drastically differ between both cell
types). We also found that human NED proteins that are part of
multiprotein complexes tend to be produced in super-stoichio-
metric amounts (Figure 6C), consistent with the mouse data
(Figure 5F). This observation still holds when human proteins
are classified according to the degradation profile of their mouse
orthologs, further supporting the notion of conservation.
To further assess the conservation of NED, we used ribosome
profiling data from different species (human, HEK293 [Liu et al.,
2013], mouse [Shalgi et al., 2013], zebrafish [Chew et al., 2013],
and Caenorhabditis elegans [Nedialkova and Leidel, 2015]). We
classified proteins in these datasets according to the degrada-
tion profiles of their human orthologs (in RPE-1 cells). We then
normalized the ribosome protected fragment (RPF) reads in a
complex-centric manner. We found that orthologs of human
NED proteins tend to be over-synthesized in mouse and zebra-
fish (Figure 6D). The trend also holds in C. elegans although it
is not significant. Together, these data show that non-exponen-
tial degradation is not mainly due to ‘‘erroneous’’ protein over-
production caused by genomic rearrangements in a specific
cell line. Instead, our findings show that protein degradation ki-
netics are—at least partially—conserved between species and
independent of the cell type.
NED Predicts Protein Level Attenuation in Aneuploidy
Based on our findings, we propose a simple model that explains
the relationship between protein degradation kinetics and com-
plex formation (Figure 7A). Accordingly, NED proteins are over-
produced relative to the ED proteins in the same complex.
Therefore, only a fraction of the overproduced proteins are
stabilized by complex formation while the rest are degraded.
Importantly, this overproduction occurs in disomic cells and is
thus not generally due to aneuploidy. However, we reasoned
that aneuploid cells would allow us to test the model: genomic
amplification of NED proteins should increase their over-pro-
duction and thus the initial degradation (Figure 7A). Conse-
quently, amplification of genes encoding NED proteins should
not lead to correspondingly increased protein levels. Instead,
NED proteins should be attenuated, i.e., their protein levels
should remain relatively constant despite the genomic amplifi-




Figure 4. NED Is Decreased by Proteasome Inhibition
(A) To quantify the impact of inhibitors on non-exponential degradation the D-score in treated and control cells is compared.
(B and C) Distributions of net D-scores for ED, UN, and NED proteins displayed as boxplots. The proteasome inhibitor MG132 significantly reduced D-scores of
NED proteins (one-sided Wilcoxon rank-sum test; ***p < 0.0001) while the autophagy inhibitors wortmannin and bafilomycin A had no significant impact (alpha =
0.05). Numbers of proteins in each group are depicted. Classification of proteins is based on the original AHA p-c experiment (Figure 2F).
(D) We estimated the effect of MG132 on general protein degradation by plotting ‘‘% protein remaining’’ for all proteins with or without treatment. MG132
stabilized the majority of the measured proteins.
(E) To control for inhibition of lysosomal degradation, samples acquired in parallel to the MS experiment were analyzed by western blot and probed against the
autophagy marker LC3-II and for b-actin. ‘‘Autophagy’’ in the plot refers to the inhibitor combo.







Figure 5. NED and Protein Complexes
(A) NED proteins are significantly overrepresented in heteromeric protein complexes (Fisher’s exact test, heteromeric versus monomeric or homomeric subunits).
Numbers within bars represent raw subunit counts. The trend holds when ribosomal proteins are excluded (Figure S6C).
(B) NED proteins tend to form larger interfaces in complexes than ED proteins. Subunits were binned by the number of unique subunits per complex to control for
the fact that NED proteins are overrepresented in larger complexes. P values were calculated using Wilcoxon rank-sum tests, comparing NED to ED. Subunit
counts are given along the bottom.
(C) NED subunits of large complexes (greater than five unique subunits) tend to assemble earlier than ED subunits. Normalized assembly scores of 0-to-1 indicate
the first-to-last steps of a given (dis)assembly pathway. P values were calculated using Wilcoxon rank-sum tests. Raw subunit counts are given within each box.
The difference in assembly order was not significant for smaller complexes.
(D) NED proteins show stronger coexpression (mRNA level). For each subunit, the average coexpression correlation coefficient is calculated with all other
subunits within the same complex. P value is calculated with the Wilcoxon rank-sum test comparing NED to ED.
(E) A simple model can explain non-exponential degradation of subunits of a heteromeric complex: NED proteins (turquoise) are synthesized in super-stoi-
chiometric amounts relative to ED proteins (red). Only a fraction of the NED protein molecules is stabilized by complex formation while the excess is degraded.
(F) NED proteins tend to be produced in super-stoichiometric amounts. Protein abundances after the pulse (t = 0 hr) were normalized in a complex centered
manner. p values are based on one-sided Wilcoxon rank-sum tests.
(legend continued on next page)
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To test this prediction, we took advantage of RPE-1 cells that
were engineered to carry one additional copy of specific chro-
mosomes (Stingele et al., 2012). Low coverage genome
sequencing (Figures S7A and S7B) and chromosome painting
(Figures S7C and S7D) verified that these cells are trisomic for
chromosome 5 and part of chromosome 11. We therefore also
performed AHA p-c experiments with these ‘‘RPE-1 trisomic’’
cells (Table S5). We then compared protein production in
RPE-1 and RPE-1 trisomic cells using abundance levels after
the pulse as a proxy. As expected, proteins encoded by trisomic
regions were upregulated in trisomic cells (Figure 7B). Note
that chromosome 10 and 12 were also partially trisomic in the
parental cell line and therefore excluded from subsequent
analyses.
We next compared the extent of non-exponential degradation
in RPE-1 and RPE-1 trisomic cells using the D-score. Proteins
encoded in disomic regions of the genome had similar D-scores
in both cell lines (Figure 7C). However, consistent with our pre-
diction, NED proteins in trisomic regions displayed significantly
increased non-exponential degradation as measured by the
change in their D-scores. Importantly, this behavior was specific
for NED proteins and not observed for ED proteins. We conclude
that increasing over-production of NED proteins tends to in-
crease their initial degradation.
Aneuploidy has severe developmental effects, it is the leading
cause of mental retardation and spontaneous abortions, as well
as a hallmark of cancer (Santaguida and Amon, 2015). However,
the functional consequences of aneuploidy are only beginning to
emerge. Studies in yeast and mammalian cell lines have shown
that mRNA levels generally scale with gene copy numbers. How-
ever, protein levels are sometimes attenuated toward the euploid
state. It has also been noted that most attenuated proteins are
members of multiprotein complexes (Dephoure et al., 2014; Gei-
ger et al., 2010; Stingele et al., 2012). However, not all proteins in
multiprotein complexes are attenuated and not all proteins that
are attenuated are part of (known) multiprotein complexes.
Our model predicts that NED proteins should be attenuated.
To test this idea, we directly quantified relative changes in
steady-state protein levels in RPE-1 and RPE-1 trisomic cells
in a separate SILAC experiment. We found that NED proteins en-
coded in trisomic regions were more attenuated than ED pro-
teins (Figure 7D). This is consistent with our model, even though
interpreting the data is complicated by the rather small number
of NED proteins in trisomic regions. We also observed this effect
in the subset of proteins that are part of annotated complexes
(Figure 7E). Hence, protein degradation kinetics can explain
why some proteins in complexes show more attenuation (NED
proteins) than others (ED proteins). Moreover, even for the sub-
set of proteins that are not part of an annotated complex, NED
proteins showed more attenuation than ED proteins (Figure 7F).
Collectively, these data show that NED can help to predict pro-
tein level attenuation in aneuploidy.
DISCUSSION
Our kinetic analysis of protein stability reveals widespread
age-dependent degradation. We find that kinetic profiles are
similar in two different cell types and conserved between
mouse and humans. Many non-exponentially degraded pro-
teins are subunits of multiprotein complexes that are produced
in excess. Accordingly, we propose a simple model in which
only a fraction of newly synthesized NED proteins is stabilized
by complex formation while the rest are degraded. This model
can help to predict how changes in DNA copy-number affect
protein levels.
While the AHA p-c method employed here has many advan-
tages, it is also important to keep its limitations in mind. For
example, due to the technical challenges of AHA p-c, our data
are not comprehensive. We do not know how our findings
extrapolate to the uncovered part of the proteome. Also, the
pulse time of 1 hr is too long to capture events on the timescale
of minutes. Therefore, our data cannot be used to estimate the
extent of co- or peri-translational degradation (Duttler et al.,
2013; Schubert et al., 2000; Wheatley et al., 1980). Moreover,
because our longest chase time is 32 hr, we cannot tell what hap-
pens to older proteins. It is possible that longer chase times
would reveal age-dependent destabilization. Additionally, the
seven time points we covered allowed us to distinguish between
a 1-state and a 2-state model, whereas more complex multi-
stage models would require measurements at more time points.
Increasing the number of data points per profile would also
decrease the number of proteins we could not classify as NED
or ED. We classified these unclear cases as ‘‘undefined’’—a
purely technical definition that has probably no biological signif-
icance. Finally, despite validation by independent methods, we
cannot fully rule out biases in our AHA p-c data.
We find that some proteins become very stable after they
have survived the first few hours of their molecular life. We
have experienced that this surprises many scientists because
they intuitively believe that all proteins are constantly turned
over. However, our finding is consistent with other observations.
For example, SILAC labeling of post-mitotic cells typically re-
mains incomplete despite long labeling times (Liao et al.,
2008). Moreover, using metabolic labeling of rats, Toyama
et al. (2013) identified several proteins with extraordinarily long
lifespans in the rat brain. The latter study also provided evidence
that the high stability of one protein, Nup96, is due to its deposi-
tion into a stable complex.
The observation that mammalian cells overproduce specific
subunits of multiprotein complexes is surprising and in marked
contrast to Escherichia coli where subunits were reported to
be made in precise proportion to their required stoichiometry
(Li et al., 2014). Why are mammalian cells producing excess
amounts of specific proteins? We would like to discuss four
potential answers to this question:
(G) Complex-centered analysis of ribosome profiling data supports super-stoichiometric production of NED proteins. p values are based on one-sided Wilcoxon
rank-sum tests.
(H) Inhibition of rRNA synthesis with actinomycin D selectively increased D-scores of ribosomal proteins. See Figure 4A for experimental design. P values are
based on one-sided Wilcoxon rank-sum tests.
See also Figure S5 and Table S3.
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(1) It is possible that only a fraction of newly synthesized pro-
teins adopt a functional state while the rest are terminally
misfolded and thus degraded. However, because NED
proteins tend to be relatively short and well-structured
(Figure S5A) this explanation does not seem to generally
hold.
(2) The observation that ED proteins tend to be disordered
(Figure S5A) suggests an alternative explanation: disor-
dered proteins are often harmful when overexpressed,
which is probably due to their tendency to make promis-
cuous interactions (Vavouri et al., 2009). Overproduction
of NED proteins may have evolved to ensure that poten-
tially harmful ED proteins are never alone: The super-stoi-
chiometric synthesis of ‘‘benign’’ NED subunits would be
a failsafe mechanism against deleterious effects of unbal-
anced production of the more harmful ED proteins. NED
proteins would thus have a chaperone-like function to-
ward their cognate ED proteins.
(3) ED proteins might have evolved as limiting factors to facil-
itate the coordinated regulation of protein complex abun-
dance: Upregulating an ED protein would stabilize inter-
acting NED proteins and thus increase the abundance
of the entire complex. Conversely, reducing the expres-
sion of the limiting ED protein would decrease complex
abundance. This explanation resonates well with the
finding that mRNAs encoding ED proteins show less co-
expression with mRNAs encoding other subunits and
have longer 50 and 30 UTRs (Figure 5D and data not
A B
C D
Figure 6. NED Is Evolutionarily Conserved
(A) Relative fractions of NED (turquoise), ED (red), and undefined (gray) proteins in the diploid human epithelial cell line RPE-1. Wemapped human proteins to their
mouse orthologs and grouped them according to their degradation profile in mouse fibroblasts. Human proteins with ED mouse orthologs are enriched in ED
proteins. Similarly, human proteins with NED mouse orthologs are enriched in NED proteins. P values are based on a hypergeometric test.
(B) Orthologous human and mouse proteins show significantly correlated D-scores. Pearson’s correlation coefficient (R) is derived from all plotted D-score pairs.
(C) NED subunits of protein complexes are synthesized in super-stoichiometric amounts relative to other subunits in human (left). This is even the case when the
mouse definitions (for ED, UN, and NED) are used on the human dataset (right).
(D) Analysis of ribosome profiling data from several species confirms that the super-stoichiometric synthesis of NED proteins is evolutionarily conserved.
Depicted p values are based on one-sided Wilcoxon rank-sum tests.
See also Figure S7.
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shown). It also fits to data from yeast showing that most
complexes consist of both constitutive and periodically
expressed subunits (de Lichtenberg et al., 2005) and to
the finding that complex stoichiometry can vary across
tissues in mammals (Ori et al., 2016).
(4) Overproduction of NED proteins may be important for
ordered complex assembly (Marsh et al., 2013; Matalon
et al., 2014): because the formation of protein-protein
interactions depends on protein concentration, the rela-
tive abundance of proteins may in part determine the
assembly order. This explanation is consistent with our
observation that NED proteins tend to assemble earlier
(Figure 5C).
Which (if any) of these four possibilities explains protein over-
production and NED remains to be investigated. It is likely that
different reasons are relevant for different proteins. It is also
important to note that not all NED proteins are components of
(known) multiprotein complexes. NED of monomers could be
due to many different molecular mechanisms. For example,
NED of CFTR and basigin appears to be due to failed protein
folding in the ER (Tyler et al., 2012; Ward and Kopito, 1994).
More generally, biphasic degradation can be due to the exis-
tence of distinct pools of a protein. For example, these pools
may reflect residency in different compartments (cytosol, nu-
cleus, mitochondria, extracellular, etc.), different posttransla-
tional modification states (glycosylation, phosphorylation, etc.),
or assembly into different complexes. While our manuscript
focuses on the latter possibility, this is by no means the only
possible explanation. Finally, while we have interpreted the
age-dependent rate as giving information on the aging of every
individual molecule, we would like to note that an alternative
interpretation based on frailty theory (Aalen, 1994) would give
similar fitting quality.
A B
C D E F
Figure 7. NED, Aneuploidy, and Attenuation
(A) A model depicting the expected impact of gene amplification on protein synthesis and degradation. In normal (that is, disomic) cells NED proteins are over-
synthesized relative to ED proteins in the same complex. Degradation of the excess molecules gives rise to their NED profile. Genomic amplification of NED
proteins further increases over-production and thus initial degradation.
(B) Log2 fold changes of protein abundances after pulse in RPE-1 cells and RPE-1 cells carrying extra copies of specific chromosomes (sorted by chromosome
and genomic position). The data were divided into disomic (black), trisomic (orange) and ambiguous regions (gray) based on genome sequencing data (Figure S7).
Regionswith significantly different protein abundance in comparison to the disomic cells aremarkedwith asterisks (one-sidedWilcoxon rank-sum; ***p < 0.0001).
(C) NED proteins show increased initial degradation (D-scores) when the corresponding genes are in trisomic regions. Degradation of ED proteins is not affected.
(D–F) NED predicts protein level attenuation. We compared steady-state protein levels in RPE-1 and RPE-1 trisomic cells using standard SILAC. Boxplots show
log2 fold changes for ED and NED proteins in trisomic regions compared to all proteins in disomic regions. This analysis is shown for all proteins (D), proteins that
are part of complexes (E), and proteins that are not part of complexes (F). The number of analyzable protein pairs is displayed below each boxplot. P values were
computed using one-sided Wilcoxon rank-sum tests and are shown for significantly different distributions (alpha = 0.05).
See also Figure S7.
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Our results have significant implications for aneuploidy. First,
we confirm the previous observation that amplified genes en-
codingmembers of multiprotein complexes are often attenuated
at the protein level (Dephoure et al., 2014; Geiger et al., 2010;
Stingele et al., 2012). This finding was interpreted in the light
of the longstanding idea that unassembled subunits of com-
plexes are unstable (Goldberg, 2003). Accordingly, overproduc-
tion caused by gene amplification is attenuated for proteins
in complexes. Our findings considerably extend this concept.
The important difference is that we already observe unbalanced
subunit production at baseline (Figure 7A). Consequently, our
model can explain why only some subunits of complexes show
attenuation (Figure 7E). More broadly, our data help to predict
how protein levels change in response to altered protein produc-
tion. We expect that this will turn out to be useful for compre-
hending the complex cellular phenotypes of aneuploidy and so-
matic copy-number alterations in cancer. The data might also
help to explain posttranslational buffering (Battle et al., 2015).
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by Hawk proteins
Jonathan N. Wells1, 
Thomas G. Gligoris2,*, 
Kim A. Nasmyth2, 
and Joseph A. Marsh1,*
Mitotic chromosome condensation, 
sister chromatid cohesion, and higher 
order folding of interphase chromatin 
are mediated by condensin and 
cohesin, eukaryotic members of 
the SMC (structural maintenance of 
chromosomes)–kleisin protein family. 
Other members facilitate chromosome 
segregation in bacteria [1]. A hallmark of 
these complexes is the binding of the two 
ends of a kleisin subunit to the apices 
of V-shaped Smc dimers, creating a 
tripartite ring capable of entrapping DNA 
(Figure 1A). In addition to creating rings, 
kleisins recruit regulatory subunits. One 
family of regulators, namely Kite dimers 
(Kleisin interacting winged-helix tandem 
elements), interact with Smc–kleisin 
rings from bacteria, archaea and the 
eukaryotic Smc5-6 complex, but not with 
either condensin or cohesin [2]. These 
instead possess proteins containing 
HEAT (Huntingtin/EF3/PP2A/Tor1) repeat 
domains whose origin and distribution 
have not yet been characterized. 
Using a combination of profi le Hidden 
Markov Model (HMM)-based homology 
searches, network analysis and structural 
alignments, we identify a common 
origin for these regulators, for which we 
propose the name Hawks, i.e. HEAT 
proteins associated with kleisins.   
HEAT repeat proteins are a highly 
diverse family, a small subset of which 
regulate cohesin and condensins in 
eukaryotes (Figure 1A). Building on the 
recent description of the Kite family, we 
asked whether this subset descends 
from a common ancestral HEAT repeat 
protein. However, this question presents 
signifi cant technical diffi culties. Repetitive 
sequences can diverge rapidly; indeed, 
the average sequence identity between 
Correspondence
mammalian HEAT repeat proteins and 
insect orthologues is just ~13% [3]. This 
makes accurate sequence alignment 
challenging, and classical methods for 
homology detection fail on all but the 
most similar of these proteins. To tackle 
this problem we developed a novel 
network-based approach. Briefl y, this 
utilises extensive profi le–profi le HMM 
searches [4] to generate a network, 
which is then clustered to reveal groups 
of paralogous proteins (for details, see 
Supplemental Methods and Figure S1A 
in Supplemental Information, published 
with this article online). 
Applying this method to budding 
yeast, we fi nd that amongst a large 
number of diverse clusters, all HEAT 
repeat proteins known to interact with -, 
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Figure 1. Hawk proteins form an evolutionarily related cluster and have displaced Kites in 
condensin and cohesin.
(A) The amino- and carboxy-terminal domains of the Smc polypeptides together form the globu-
lar nucleotide-binding domain (NBD). Kleisin subunits (yellow) then close the ring, topologically 
entrapping DNA in the process. In Smc5-6, Kite proteins interact with kleisins. In cohesin, Scc2 
competes with Pds5 for its binding site on the kleisin. (B) Cohesin (Scc3, Scc2, Pds5) and con-
densin (Ycs4, Ycg1) HEAT regulators form a compact Hawk cluster (circled). Each cluster rep-
resented by a single colour. For clarity, only edges with a mean probability 99.0% are shown. 
Disconnected sub-graphs are hidden — the exception to this is Scc3, which is the weakest 
member of the hawk cluster and has been manually added (dashed edges). Above this thresh-
old, the Hawk cluster has strong links to TPD3 (Protein phosphatase PP2A regulatory subunit 
A) and APL2 (Clathrin assembly protein large beta-1 chain). Members of the latter family (white 
labels) retain some of the strongest links to both hawks and lokiarchaeal proteins. (C) Despite a 
pairwise sequence identity of ~15%, SA2 and Pds5B (4PJU and 5HDT, respectively) are similar, 
with a TM-score of 0.44 (scores lower than 0.3 are spurious and alignment signifi cance increases 
rapidly above 0.5). The top scoring local sequence alignment between the two HMM profi les was 
between Pds5B residues 311–418 and SA2 residues 285–400. Using TMalign to perform a pair-
wise structural alignment between these resulted in a fi t with a TM-score of 0.73. The alignment is 
disrupted by a large indel in Pds5B — realigning SA2 to the region directly after this produces an 
improved TM-score of 0.64. The amino-terminal region of Pds5B has been truncated for clarity. 
(D) In the LECA Smc–kleisin ancestor, the Kite dimer was presumably fl anked by the ancestral 
HEAT-protein/Hawk. Successive duplications of Hawks led to the Kites being displaced. The lack 
of Hawks in Smc5-6 suggests that it diverged earlier from the cohesins and condensins, whose 
specialised functions were facilitated by the recruitment of the Hawk family.
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(Figure 1B). Similarly, in humans, two 
closely interacting clusters containing 
all condensin and cohesin Hawks 
are formed (Figure S1B,C and Figure 
S2A). These clusters are robust to 
changes in network parameters and 
are highly signifi cant (p-value < 1 x 
10-6, permutation tests). Additionally, 
several other known protein families 
were recapitulated in individual clusters. 
GO-term analysis of biological processes 
also demonstrated highly signifi cant 
enrichment in multiple clusters, e.g. the 
karyopherin  subunits, KPNA1–7. We 
therefore conclude that our method is 
effective and that Hawks form a distinct 
subgroup within the larger HEAT family. 
Two important conclusions stem 
from these observations. First, NIPBL/
Scc2 — the cohesin DNA loader — is 
confi dently included in the Hawk cluster. 
This conclusion is now strongly supported 
by the recent biochemical studies of 
the Chaetomium thermophilum yeast 
Scc2, which is found to bind robustly 
to C. thermophilum Scc1 [5]. Second, 
our analysis fails to support the previous 
proposal that Nse5 and Nse6 associated 
with the eukaryotic Smc5-6 holocomplex 
contain HEAT repeats. Neither contains 
detectable repeats and searches for 
paralogues returned few proteins, 
none of which contained HEATs (see 
Supplemental Methods). Furthermore, 
a literature search revealed no evidence 
for Nse5 containing repeats, while the 
Nse6 annotation is based on a structural 
prediction which we were unable to 
replicate [6]. These negative fi ndings 
indicate that Smc5-6 is alone amongst 
eukaryotic Smc–kleisin complexes in 
retaining Kites (the Nse1–3 subunits) and 
lacking Hawks.
We next turn to a possible origin for 
the Hawk family. Orthologues were 
found in almost all eukaryote species 
we tested, collectively accounting for all 
major extant branches of the eukaryotic 
tree. We searched for related sequences 
in Lokiarchaeota, currently the closest 
known archaeal relatives of the Last 
Eukaryotic Common Ancestor (LECA). 
Several lokiarchaeal HEAT repeat 
proteins produced signifi cant alignments 
with Hawks; furthermore, we fi nd that 
the lokiarchaeal HEATs predominantly 
cluster with clathrin adaptor proteins, 
which share sequence and structural 
similarity with the Hawks (Figure 1B 
and Figure S2B) [7]) These observations 
lead us to tentatively suggest that the 
ancestral Hawk protein derived from an 
ancient group of HEAT proteins related 
to the clathrin adaptor family, and that 
this occurred close to or even prior to the 
prokaryote–eukaryote split.
An independent test of our conclusion 
that Hawks derive from a common 
ancestor is provided by structural analysis 
of yeast subunits Pds5/Pds5B and Scc3/
SA2 (e.g. [8,9]). From sequence analysis 
we see that the remaining Hawks are of 
a similar size, with similar distributions 
of repeats identifi ed from sequence, 
particularly when compared to the clathrin 
adaptors (Figure S2C). Pds5B and 
SA2 also align well structurally, though 
disrupted by an indel in Pds5B (Figure 1C 
and Figure S2D) [10]. When this region 
was omitted, the alignment improved 
considerably (Figure 1C). Finally, SA2 
and Pds5B display similar patterns of 
conservation along their spines (Figure 
S2E). These similarities between SA2 
and Pds5B are particularly striking 
since SA2/Scc3 appears to be the most 
diverged member of the Hawk clusters. 
Supporting this further, the structure of 
Scc2 from C. thermophilum [5] shows 
that its carboxy-terminal region has a very 
similar shape and structure to Pds5, albeit 
lacking the indel found in the latter.
Based on our main conclusions — the 
strong clustering of Hawks, their deep 
conservation across eukaryotes, and their 
absence from Smc5-6 complexes — we 
propose a model for the Smc-kleisin 
complex in LECA (Figure 1D). According 
to our hypothesis, the ancestral Hawk 
protein was recruited to the complex very 
early in eukaryotic history. Successive 
duplications of this protein displaced 
the Kites, leading to the predecessor 
of modern condensins, containing two 
Hawk regulators (similar to budding 
yeast’s Ycs4 and Ycg1), and to the 
cohesins, with three (Pds5, Scc3 and 
Scc2). An outstanding question from 
this model is whether or not Smc5-6 
gained and then lost Hawks, or whether 
its lack of Hawks indicates that it forms 
a branch distinct from the cohesins and 
condensins. In any case, our results show 
that the Smc–kleisins can be separated 
into two groups — those containing Kites, 
and those containing Hawks; of these, 
the Hawk–Smc–kleisins appear to be 
uniquely eukaryotic. Both cohesin and 
condensin share the ability to organize 
loops of chromatin fi bres around an axial 
core and cohesin may have later acquired 
the ability to hold sister chromatids 
together and to be cleaved by separase. 
A key question now emerging is whether 
the replacement of Kites by Hawks was 
mechanistically associated with the 
acquisition of these novel functions.
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Abstract
The interaction of biological macromolecules is a fundamental attribute of cellular life. Proteins, in particular,
often form stable complexes with one another. Although the importance of protein complexes is widely
recognized, we still have only a very limited understanding of the mechanisms underlying their assembly
within cells. In this article, we review the available evidence for one such mechanism, namely the coupling of
protein complex assembly to translation at the polysome. We discuss research showing that co-translational
assembly can occur in both prokaryotic and eukaryotic organisms and can have important implications for
the correct functioning of the complexes that result. Co-translational assembly can occur for both homomeric
and heteromeric protein complexes and for both proteins that are translated directly into the cytoplasm and
those that are translated into or across membranes. Finally, we discuss the properties of proteins that are
most likely to be associated with co-translational assembly.
Introduction
Proteins within the cell must carry out their important
functions in an environment that is highly crowded and are
in constant physical contact with various other proteins,
metabolites and macromolecules [1,2]. Apart from many
transient interactions, which may or may not have important
functional duties, e.g. cellular signalling [3,4], many if not
most intracellular proteins function as subunits of more long-
lived protein complexes [5,6]. Despite the fact that complex
formation is crucial for understanding the function (and
malfunction) of many proteins, the fundamental mechanisms
behind the assembly of individual proteins into complexes
with defined quaternary structure have often been neglected
and little is known about the in vivo assembly process. One
interesting aspect of protein complex assembly is the degree to
which it is coupled to the cellular translation machinery. Are
the subunits fully translated before finding their interaction
partners and forming their defined quaternary structure in
a post-translational assembly pathway? Or do some protein
interactions form as the individual subunits are still being
translated, through co-translational assembly?
The general process of the maturation of a functioning
protein involves folding and translocation of the polypeptide
as well as complex assembly. In recent years, there has
been a growing body of evidence showing that the protein
folding process can often occur while the polypeptide is
being translated, i.e. co-translationally involving the nascent
polypeptide chain [7–12]. Although this could arise due to
the basic energetics of protein folding, there are also potential
functional benefits to co-translational folding. For example,
Key words: co-translational assembly, heteromer, homomer, protein interactions, quaternary
structure, translation.
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it may provide a means of tuning the potential energy
landscape by lowering the energy of folding intermediates.
A co-translational folding process also contributes to the
earlier formation of secondary and tertiary structures making
unfavourable inter-domain aggregation events less likely.
The assembly of protein complexes can, in many ways, be
considered analogous to protein folding, in that it typically
follows a specific pathway via energetically favourable
assembly intermediates [13,14]. It is therefore natural to
envisage that assembly could also sometimes occur co-
translationally and even be functionally advantageous. Many
protein complex subunits are highly dynamic or unstable
in isolation [15] and so rapid assembly during translation
minimizes the opportunities for misfolding or aggregation.
If the subunits assemble through a series of lower energy
intermediates of nascent polypeptides, it would lower the
overall energy of the assembly, analogous to the tuning
of folding. Co-translational protein interactions can also
be viewed as a means of ensuring a precisely ordered
assembly process and for avoiding unfavourable inter-subunit
aggregation. Contrary to co-translational folding however,
the kinetics of co-translational assembly are not only a
function of the rate of assembly, but also highly dependent
on the concentration of available assembly partners in close
proximity to the polysome.
Although co-translational assembly has received much less
attention than co-translational folding, numerous cases have
been reported over the years, beginning with observations
of specific proteins associating co-translationally with the
cytoskeleton [16–19]. Furthermore, recent evidence suggests
that the phenomenon might be widespread [20]. Here
we review several examples of co-translational assembly,
discussing reasons why it occurs and the functional benefits
that it can provide. Although there are many transient
protein–protein interactions that occur co-translationally, e.g.
involving chaperones [21] or targeting signal sequences for
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translocation [22], here we will focus on the assembly of
stable protein complexes.
Co-translational assembly of homomers
Protein complexes can be broadly split into two categories
based upon their quaternary structure: homomers, formed
from the self-assembly of a single subunit type and
heteromers, formed from multiple distinct subunits. There are
two ways in which co-translational homomer assembly can
occur. In one, a newly translated subunit is released and then
interacts with another still-translating copy of itself, most
probably on the same polysome from which it was translated
(Figure 1A). Alternatively, co-translational assembly could
involve interaction between two nascent chains on the same
polysome (Figure 1B).
An early example of co-translational assembly of a ho-
momer came from investigations into the well-characterized
bacterial homotetramer β-galactosidase [23,24]. The en-
zymatic activity of β-galactosidase is only evident after
the conformational changes that are required for tetramer
formation have taken place. In these experiments, it was
shown that the enzymatically active form of the complex
could be observed at the same time as nascent polypeptide
chains. It became clear that not only the folding, but also
the assembly into the functioning enzyme occurred in a co-
translational manner. The authors suggested that this was due
to the proximity of the nascent polypeptides, as monomers
from adjacent ribosomes dimerized before forming the final
tetrameric structure.
The reovirus attachment protein σ1 forms a homotrimer
and can be divided into two segments: an N-terminal tail that
is anchored in the virion and a globular C-terminal domain
that is responsible for virion attachment (Figure 2). Curiously
it was found that the trimerization of the two regions takes
place using two different mechanisms [25]. Assembly of
the N-terminal region, which is translated first, was found
to occur co-translationally, at neighbouring ribosomes that
had passed the midpoint of the mRNA strand. In contrast,
trimerization of the globular C-terminal region, which is
translated last, was found to be highly chaperone- and ATP-
dependent and occurs post-translationally.
The tumour suppressor p53 forms a homotetramer with
dihedral symmetry. Although both alleles of p53 are often
mutated or non-functional in cancer cells, mutations in
a single allele often display a dominant-negative effect.
Depending on the location of the mutation, numerous factors
contribute to this effect, but a key aspect relates to the
mechanism of p53 tetramer assembly and the extent to
which it is coupled to translation. It was demonstrated
that this process occurs by an initial co-translational
dimerization of p53, with tetramers forming separately and
post-translationally [26]. The suggested driving force for
this assembly mechanism was the stabilization of the dimer
through hydrophobic interactions between the N-termini.
A direct effect of this co-translational assembly is that the
possible stoichiometries of the fully assembled complex
Figure 1 Co-translational assembly of protein complexes
In all panels, moving from left (5′) to right (3′) on the polysome (i.e.
the mRNA bound to multiple ribosomes), we can see increasingly long
nascent chains being translated. Homomer assembly can occur in two
ways. In (A), a full-length subunit is released and binds to a nascent
chain, forming a co-translationally assembled homodimer. In (B), two
nascent chains from the same polysome interact with each other. For
heteromer assembly (C), a different subunit (red) encoded by a different
gene binds to a nascent chain, forming a co-translationally assembled
heterodimer. These are hypothetical examples of co-translational
assembly based upon PDB ID: 2I99 (homodimer) and PDB ID: 2DCU
(heterodimer).
C©2015 Authors; published by Portland Press Limited
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Figure 2 Structure of the reovirus attachment protein σ1
In this homotrimeric complex (PDB ID: 3S6X), the extended N-terminal
region (blue) is known to assemble co-translationally, whereas the
globular C-terminal region (red) assembles only post-translationally.
This highlights the idea that co-translationally forming interfaces should
generally localized towards the N-termini of proteins, as they will
spend more time as part of a nascent chain and have more time to
co-translationally interact.
are constrained: p53 dimers will always be homomers of
either the wild-type or the mutant version of the protein.
Consequently, one-fourth of the resulting homotetramers
will be fully wild-type, as opposed to only one-sixteenth in a
situation where co-translational dimerization does not occur.
This suggests that the co-translational dimerization step has a
strong influence on the magnitude of the dominant-negative
effect observed.
NF-κB1 (nuclear factor of kappa light polypeptide gene
enhancer in B-cells 1) is a member of the NF-κB family of
transcription factors and is involved in regulation of several
cellular processes, particularly the inflammatory response
[27]. The complex exists predominantly as a heterodimer
of p50 and p105 subunits, with the p50 subunit being a
truncated form of p105. Full-length p105 comprises an N-
terminal Rel homology domain (RHD) and a larger C-
terminal ankyrin-repeat domain that functions as an I-
κB-like inhibitor of mature NF-κB1. Between these two
domains lie a nuclear-localization signal and a glycine-rich
region that acts as the site of endoproteolytic cleavage by
the 26S proteasome [28]. Active NF-κB1 requires cleavage
and degradation of the C-terminal domain of p105 to form
mature p50 [29]. A key question arising from this observation
is how the proteasome degrades p105 while sparing p50.
Building on early observations that free p50 rapidly associates
with other Rel family proteins in vitro, Lin et al. [30]
demonstrated in vivo that p50–p105 heterodimers assemble
on the same polysome via co-translational homodimerization
of p50 RHDs [31] (Figure 3). This is coupled with co-
translational processing by the proteasome; crucially, it is
the process of dimerization that appears to act as a physical
barrier to degradation of p50. In support of this, it was
shown that deletion of the second sub-domain of RHD
(essential for dimerization) led to a significant reduction
in the amount of p50 observed upon expression of the
mutant NF-κB1 gene. This suggests that in the absence of
dimerization, p105 is completely degraded. If so, this provides
a clear example of how co-translational assembly can be
functionally important; in this case, co-translational assembly
is essential for the production of mature NF-κB1, with the
active p50 subunit being placed under immediate control of
the inhibitory p105 subunit by the process. Subsequent post-
translational activation then depends on phosphorylation and
ubiquitin-mediated cleavage of the remaining p105 ankyrin-
repeat domain.
Co-translational assembly of heteromers
The assembly of heteromers is inherently more complex than
for homomers, due to the fact that it involves interactions
between distinct proteins that are usually encoded by
different genes. Those interacting proteins must somehow
find each other within the cell. Co-translational interaction,
in which a fully translated protein finds its way to the nascent
chain of another protein (Figure 1C), provides a way to
minimize the stochasticity of assembly by increasing the
chance of subunit encounter.
One example of a heteromeric interaction with both co-
and post-translational assembly mechanisms is the covalent
disulfide bond formation between heavy and light chains
in the immunoglobulin molecule. Despite earlier evidence
of post-translational formation of the disulfide linkers, it
was shown that over-production of light chains in the
endoplasmic reticulum (ER) in certain cell types lead to
light-heavy chain heterodimerization on the nascent heavy
chain, purely due to light chain abundance in the proximity
of the translating heavy chain transcript [32]. Thus protein
expression levels and abundance are likely to be important
regulators of whether or not heteromeric assembly occurs
co-translationally.
The yeast histone methyltransferase, COMPASS (complex
proteins associated with Set1p), is comprised of eight different
subunits. In work originally designed to investigate the role of
mRNA in COMPASS function, a four-member sub-complex
of COMPASS (formed by the proteins Swd1p, Spp1p, Shg1p
and Set1p) was found to interact with SET1 mRNA [33].
Crucially, formation of the mRNA-associated sub-complex
was found to be dependent on active translation, indicating
that the subunits are binding to the nascent Set1p protein as
it is translated. Furthermore, whereas structural data are not
available for the full complex, it appears that the binding sites
of Shg1p, Swd1p and Spp1p are localized to the N-terminal or
central region of Set1p; this is consistent with co-translational
assembly as these regions are translated earlier [33,34].
Previously, the first systematic analysis of co-translational
assembly has been performed. Duncan and Mata [20] used
ribonucleoprotein immunoprecipitation-microarray (RIP-
Chip) experiments to identify mRNA sequences associated
with 31 proteins from Schizosaccharomyces pombe [20].
Here they found that 12 of these (38 %) co-purified with
the mRNAs of known interaction partners. Importantly,
as for the COMPASS example, co-purification was found
to be dependent on active translation, indicating that
interactions are probably occurring between proteins and
nascent peptides, rather than protein and mRNA. These
C©2015 Authors; published by Portland Press Limited
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Figure 3 Co-translational assembly of p50–p105 heterodimer
The p50 protein is ∼400 residues in length and comprises of a RHD, nuclear localization signal (NLS) and C-terminal
glycine-rich region (GRR), which is targeted by the proteasome. The p105 protein differs only in that it contains an additional
ankyrin-repeat domain. During translation, the RHDs of two nascent polypeptides dimerize, though it is unclear as to
whether this occurs while both chains are being actively translated (as shown here) or between freshly synthesized p105
and the actively translating chain, as in Figure 1(A). As very rapid dimerization of the RHDs is essential to prevent complete
degradation of p50–p105 by the proteasome (which also occurs co-translationally), it seems plausible that the former
scenario is correct.
interactions were also found to be highly specific; Cdc2p,
for example, was found to co-purify with just two mRNAs,
despite having a large number of known and hypothesized
protein interaction partners. Interestingly, the fact that these
mRNA–protein interactions are so specific has since been
used by the same group to predict novel protein–protein
interactions [35].
Co-translational assembly of secreted and
membrane complexes
The above examples involve co-translational assembly within
the cytoplasm, but many proteins are directly translocated
into or across membranes during translation. In eukaryotes,
membrane and secreted proteins are translated at the rough
ER. In investigations into the assembly of the extracellular
human tenascin protein, responsible for cell adhesion, it was
shown that the hexameric complex is formed without any
assembly intermediates being observed [36]. As soon as the
tenascin protein is experimentally detectable, it appears to be
co-translationally assembled into its active hexamer structure.
In this case, the authors suggested that the arrangement
of the membrane-bound polysome at the ER, where the
ribosomes have been seen to form various circular loops and
spirals, directly resulted in the homomer acquiring its circular
hexamer shape.
A further example of ER membrane influence on co-
translational assembly is seen in voltage-gated potassium
cation channels. These channels are tetrameric with interfaces
located at the N-terminal region of the subunits [referred to
as the tetramerization (T1)-domains]. In experiments using
Xenopus laevis oocytes, it was shown that T1–T1 association
occurred between ribosome-attached subunits and the ER
membrane was postulated to regulate the local concentration
of the interacting domains [37]. In the related human ether-
à-go-go related gene (hERG1), responsible for the potassium
channel hERG, the two subunits hERG1a and hERG1b are
isoforms of hERG1, arising from two mRNA splice-variants
[38]. The isoforms are identical apart from the important N-
termini and it was observed that the two N-termini localize
and bind to each other co-translationally. This mechanism is
crucial to avoid unfavourable aggregation events involving the
hERG1b subunits and is mediated by the ER, which ensures
co-localization of the transcripts.
Finally, there is evidence that the plant D1 transmembrane
protein assembles co-translationally into the photosystem II
complex [39,40]. This is an interesting example as the D1
protein frequently experiences photodamage and experiences
a high rate of turnover. Thus the ability of D1 to be translated
directly into the chloroplast membrane and co-translationally
assemble allows photosystem II to be quickly repaired. It is
also notable that translational pausing is known to occur at
C©2015 Authors; published by Portland Press Limited
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specific sites during the translation of D1 [41], potentially
allowing time for assembly to occur [42], analogous to how
translational pausing can facilitate protein folding [12].
Perspectives
Here we have highlighted a number of examples of
homomeric and heteromeric protein complexes that assemble
co-translationally. However, we still have very little idea
about the frequency of the phenomenon. One systematic
analysis suggested that it might be quite widespread, yet this
work considered only a very small fraction of known proteins
in fission yeast [20]. In addition, questions remain about the
specific mechanisms by which co-translational interactions
occur. For example, it is unclear whether binding events are
limited to those occurring between one nascent and one fully-
folded chain or whether dimerization ever occur while both
chains are being translated. Thus, there is considerable future
potential for both large- and small-scale screens looking for
evidence of co-translational assembly.
Why do some protein complexes assemble co-
translationally whereas others do not? Although possible
functional benefits have been discussed here, it is important
to remember that co-translational assembly has not ne-
cessarily been selected for evolutionarily in all cases. Co-
translational assembly could occur simply because a free
subunit encounters a nascent chain and their interaction is
energetically favourable. In fact, for some proteins, there may
be evolutionary pressure to avoid co-translational assembly.
Although we only have experimental evidence of co-
translational assembly for a fairly small number of complexes,
we can make some predictions about which complexes might
be most likely to assemble co-translationally:
 All things being equal, homomers should be more likely
to co-translationally assemble than heteromers, since
interacting subunits can be translated from the same
polysome and local subunit concentration will be high.
 Many prokaryotic complexes are encoded in operons,
so that interacting proteins are often translated off the
same polycistronic mRNA. This ensures that interacting
subunits are in close physical proximity upon translation
and facilitates a higher rate of complex assembly [43]. Thus
we can predict that operon-encoded heteromers should be
more likely to undergo co-translational assembly.
 For both homomers and heteromers, the likelihood of
co-translational assembly should be greater for highly
abundant proteins, as this will increase the chance that an
interaction partner encounters and binds a nascent chain
still in the process of being translated.
 Localization towards N-terminal regions is likely to be a
general feature of interfaces that form co-translationally,
since this will allow more time for co-translational
assembly to occur. Therefore, complexes with N-terminal
interfaces should be more likely to have formed co-
translationally.
 Subunits that are highly flexible or disordered in isolation
[15] could benefit from co-translational assembly, as this
would avoid them spending unnecessary time free and
susceptible to proteases in the cell.
 The first step of a protein complex assembly pathway is the
most probable to occur co-translationally. Thus we may
be able to use experimental characterization or structure-
based prediction of assembly order [13,14] to identify
subunits and interfaces that are most likely to form co-
translationally.
Finally, there are major questions remaining about how
co-translational assembly is regulated and how proteins
are localized to polysome, especially for heteromers with
subunits translated from different mRNA molecules. This
is especially important for eukaryotic complexes, which
have a much greater propensity to form heteromers [44,45],
compared with bacterial proteins, which are more likely to
self-assemble into homomers [46] or be encoded in operons.
Much more work is needed to fully understand how the
assembly of heteromeric complexes occurs within eukaryotic
cells, both co- and post-translationally and how it is regulated.
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Regulation, evolution and consequences of
cotranslational protein complex assembly
Eviatar Natan1, Jonathan N Wells2, Sarah A Teichmann3 and
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Most proteins assemble into complexes, which are involved in
almost all cellular processes. Thus it is crucial for cell viability
that mechanisms for correct assembly exist. The timing of
assembly plays a key role in determining the fate of the protein:
if the protein is allowed to diffuse into the crowded cellular
milieu, it runs the risk of forming non-specific interactions,
potentially leading to aggregation or other deleterious
outcomes. It is therefore expected that strong regulatory
mechanisms should exist to ensure efficient assembly. In this
review we discuss the cotranslational assembly of protein
complexes and discuss how it occurs, ways in which it is
regulated, potential disadvantages of cotranslational
interactions between proteins and the implications for the
inheritance of dominant-negative genetic disorders.
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Introduction
Many proteins can assemble into protein complexes [1,2].
Although there is tremendous diversity in the types of
quaternary structures that can be formed [3,4], at the
simplest level, protein complexes belong to two catego-
ries: homomers, formed from multiple copies of the same
protein subunit, and heteromers, which have at least two
distinct subunits with different amino-acid sequences.
While homomers and heteromers are both prevalent across
evolution, most prokaryotic complexes are homomers,
while most eukaryotic complexes are heteromers [5–7].
Protein complexes are crucial for a large number of biolog-
ical functions, and different types of protein quaternary
structures have been shown to facilitate different biological
functions and allosteric regulation [8,9–12]. A large num-
ber of other benefits have been proposed [4,13]. For
example, considering the possibility of acquiring mutations
during transcription and translation, it is more efficient to
synthesize a larger structure in modules of subunits. Im-
portantly, it also allows fine spatial and temporal regulation,
and reduces folding complexity in forming unique shapes
such rings or filaments. It has also been shown that multiple
identical domains of the same polypeptide chain are prone
to aggregation [14] due to formation of domain-swapped
structures during cotranslational folding [15]. Therefore,
translating these domains as separate polypeptides that
later assemble into a large complex can be less risky.
Finally, it is important to emphasize that, while clearly
there are many advantages to protein complexes, protein
oligomerization is not always functionally beneficial and
the result of evolutionary selection, but may be explained
by simple nonadaptive processes [6,16].
In recent years, we have learned a considerable amount
about the processes by which proteins assemble into
complexes. We know that proteins generally assemble
via ordered pathways that tend to be evolutionarily con-
served [17,18]. Moreover, these assembly pathways ap-
pear to be biologically important both in prokaryotes [19]
and eukaryotes [20]. However, there are still unanswered
questions about how the cell regulates protein complex
assembly, and where assembly actually occurs within the
cell. A logical place to begin addressing this is in the initial
stages of protein synthesis and folding.
Cotranslational folding and assembly
The phenomenon of cotranslational folding has received
considerable attention in recent years. Although the exact
frequency at which cotranslational folding occurs in either
prokaryotes or eukaryotes is unknown, there is a large
body of computational [21–23] and experimental work
[24,25,26,27] supporting and defining its likelihood.
Significantly, these works emphasize the balance be-
tween the rate of translation, for example, as a function
of charged-tRNA availability [28] or mRNA secondary
structure [29–31], and the rate of protein folding. For
reviews on the topic we recommend [32–34].
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There are several reasons why proteins might acquire
secondary structure during translation, sometimes even
while still inside the ribosome exit tunnel [24,35,36]. For
example, folding cotranslationally can modify the poten-
tial energy landscape to avoid nonproductive intermedi-
ates that would prevent the protein from reaching its
native state [28]. However, cotranslational folding also
reduces the propensity of deleterious non-specific inter-
actions with the crowded cellular milieu or with other
polypeptides on the same polyribosome. In other words,
the protein primarily folds to protect itself from nonspe-
cific interactions, but in doing so also allows assembly
with native partners.
Given the prevalence of cotranslational folding, it is
natural to imagine that assembly could also occur cotran-
slationally, especially given that folding and assembly are
so intimately related [37]. This could potentially be
beneficial for many of the same reasons as cotranslational
folding; in particular, it could protect the protein from
non-specific interactions, which is crucial due to the
presence of the exposed interfaces making the unassem-
bled subunits very sensitive to aggregation. This is par-
ticularly true for soluble homomers, which typically form
larger hydrophobic interfaces than heteromers, and are
thus more prone to misinteraction [38]. Although cotran-
slational assembly has received far less attention than
cotranslational folding, it has been known of for a long
time, with the first example we are aware of being
homotetrameric b-galactosidase published in 1964 [39].
More recently, evidence is emerging that the phenome-
non may be widespread [34,40].
How does cotranslational assembly occur
within the cell?
During cotranslational assembly, at least one of the pro-
tein subunits begins to assemble while it is still in the
process of being translated, that is, the interaction
involves a nascent chain. This can occur via either cis
or trans mechanisms. The cis mechanism (Figure 1a)
involves the assembly of polypeptides from the same
mRNA; this can refer either to the case where an interac-
tion occurs while both chains are still in the process of
being translated, or when a nascent chain binds to a fully
translated protein released by the same mRNA. In con-
trast, the trans mechanism (Figure 1b) involves the as-
sembly of a polypeptide from one mRNA with the
product of another, and can apply to either heteromeric
or homomeric assembly.
The rate at which cotranslational assembly will occur is a
function of the affinity of the subunits for one another,
and their effective concentration. However, concentra-
tion in this case is not purely determined by the number
of proteins in solution, but also by the density of nascent
polypeptides on the polyribosome. An important param-
eter influencing this is the length of time a nascent
polypeptide spends attached to the mRNA, which in turn
depends on numerous factors, including mRNA second-
ary structure [30], the availability of charged-tRNAs, the
overall length of the mRNA, and elements such as anti-
Shine-Dalgarno sequences in mRNA [41]. Thus, concen-
tration is a function of multiple variables, but for simplic-
ity can be summarized as the total number of nascent
polypeptides within the polyribosome’s sphere of influ-
ence at a particular point in time.
At this point, we would like to propose an additional
role to the secondary structure of mRNA. As mentioned
above, the secondary structure of mRNA affects trans-
lation rate, thus regulating nascent chain folding into its
correct fold. However, it is likely that many mRNAs
form more complex structures than that of the two-
dimensional structure, and thus the polyribosome and
consequently the ribosome tunnels will be orientated in
a particular way. These trajectories will influence both
the probability of clashing between nascent chains,
which will affect the stability of monomers, and the
probability of cotranslational complex assembly. It is
therefore important to understand the native three-
dimensional of the polyribosome, continuing recent
efforts [42,43].
The cell broadly regulates both cis and trans mechanisms.
For cis, the number of ribosomes, which is a function of
‘initiation rate’ (how many), ‘elongation’ (how long), and
‘termination’, will determine its frequency of occurrence.
For the trans mechanism, concentration can be increased
by active transport of the same-gene mRNAs transcripts
to a specific location in the cell, a mechanism which has
been observed in both eukaryotes [44] and prokaryotes
[45,46]. It is worth mentioning that this factor is rarely
discussed in the literature, and should be taken into
account while discussing mRNA localization of protein
complexes.
Cotranslational assembly of operon-encoded
complexes
At this juncture, it is important to highlight the stark
differences between eukaryotic and prokaryotic assembly
of protein complexes, specifically for heteromers. In
eukaryotes, cotranslational assembly of heteromers must
occur in trans, either through co-localization of mRNAs
encoding interacting proteins, or through localization of
fully folded proteins to active polysomes (Figure 1b). In
contrast, prokaryotes often encode protein complex sub-
units in operons, whereby distinct protein subunits can be
translated from the same polycistronic mRNA molecule
[47,48]. Thus, for operon-encoded complexes, cotransla-
tional assembly of heteromers can occur in cis in much the
same way as it does for homomers (Figure 2).
To this end, there are multiple strands of evidence
pointing to the important role operons play in facilitating
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complex assembly. In recent work using a modified
luciferase system, Shieh et al. [25] demonstrated that
encoding the genes for LuxA and LuxB within a single
operon leads to markedly improved assembly efficiency
compared to encoding them in different operons. They
were further able to show directly that interactions be-
tween LuxA and LuxB were being formed cotranslation-
ally. This was achieved by co-purifying YFP-tagged
subunits with ribosomes that were actively translating
untagged partner proteins.
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Cotranslational assembly can occur via (a) cis or (b) trans mechanisms, in which the interacting subunits are translated from either the same or
different mRNA molecules. Moreover, either one or both subunits may still be in the process of being translated when the interaction occurs. Cis
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Prokaryotic heteromers are often encoded in operons, whereby multiple genes are transcribed onto a single polycistronic mRNA. The order of
genes in operons is highly non-random, and has been selected for such that adjacent genes on the operon are more likely to physically interact as
proteins. Similarly, the order in which the protein complex assembles typically reflects the order in which the genes are encoded. This implies that
assembly occurs cotranslationally, facilitated by the close proximity of interacting subunits. Further support comes from the fact that the
correlation between gene order and assembly order is stronger for weakly expressed complexes, where it is essential that assembly takes place
rapidly, before subunits diffuse away from the site of translation.
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A complementary approach to the experimental work just
described used computational analysis of structural and
genomic data to demonstrate a strong correspondence
between operon gene order and the assembly order of
protein complexes, that is, proteins that are translated first
tend be those that assemble first [19]. Moreover, adjacent
genes in operons are far more likely to encode physically
interacting proteins that form large interfaces than those
separated by intervening DNA. For our purposes, the
important implication arising from this is that these sub-
units must be assembling cotranslationally or very shortly
after translation (i.e. peri-translationally). If not, then any
selection for gene order would be rendered effectively
neutral due to the diffusion away from the site of transla-
tion occurring prior to assembly. These studies, along
with reports of increased yield in protein complexes from
using native operon order when designing expression
vectors [49], make it clear that cotranslational assembly
of heteromers must be widespread in prokaryotes.
Factors influencing cotranslational assembly
and its influence on protein complex evolution
Clearly there are advantages to cotranslational assembly,
such as misinteraction avoidance and speed of assembly,
but are there any drawbacks that might limit its occur-
rence in nature? One such drawback was first demonstrat-
ed by Jaenicke and colleagues [50–53], who showed that
in vitro refolding of homomeric proteins after denatur-
ation is more challenging than it is for monomeric pro-
teins, presumably due to premature assembly [54]. Here
we highlight a few additional scenarios in which cotran-
slational assembly may have deleterious effects.
First, assembly may slow or even pause ribosomes from
their rapid unidirectional sliding along mRNA [55]. Sec-
ond, assembly constrains the freedom of the nascent
chain to freely rotate in all three rotational axes in the
quest for the native fold. Limiting the polypeptide’s
rotational freedom may in fact direct the protein to the
correct fold, that is, by limiting undesirable folds, but that
may not be the case for all proteins. For example, knotted
proteins, unique topological structures that form via the
thread of one terminus through a loop of an intermediate
conformer [56], are likely to avoid cotranslational assem-
bly. Last, cis cotranslational assembly may force high
proximity between two (or more) unfolded nascent
chains; in other words, upon assembly a triangle-like
conformation is adopted by the chains, with the tip of
the triangle being the assembly point connecting two
partially unfolding nascent chains. This premature assem-
bly scenario could also explain the in vitro work of
Jaenicke and colleagues.
Following this line of work, we hypothesized that cotran-
slational assembly is likely to be limited by different
constraints because of the unique situation cotranslational
assembly forces upon the nascent chains; that is, the
linking of these molecules in the midst dynamic elonga-
tion and folding processes. Therefore, we performed a
combined computational and experimental analysis to
investigate this phenomenon [57]. First, we observed
highly significant trend for interface-forming residues
in homomers to be located towards C termini across
thousands of protein structures and diverse kingdoms
of life. This was in contrast to heteromers, where no such
tendency was observed. We suspect this trend is the
result of cotranslational assembly being evolutionarily
selected against under certain circumstances: localization
of interfaces towards C-termini will reduce the chance of
cotranslational assembly since interface-forming residues
will be translated last. To address this further, we
expressed all homomers of Escherichia coli with known
structures and assessed them for their in vivo aggregation
propensities. Interestingly, the results showed that homo-
mers with N-terminal interfaces are more likely to show
an early and severe aggregation, supporting the idea that
cotranslational interactions between homomeric subunits
can lead to protein misfolding and misassembly.
We also investigated the factors that allow successful
cotranslational assembly by engineering a library of con-
structs comprising three components organized in differ-
ent orders: first, oligomerization domain that folds
cotranslationally, second, a linker, and third, reporter
genes. The position of the oligomerization domain was
critical for the stability of the protein: positioning it at the
N terminus results in misassembly, which correlates with
the propensity for assembly to occur cotranslationally, in
comparison to the well-folded C-terminal variant. How-
ever, successful assembly can still occur via the N termi-
nus if a linker extends the distance between the
oligomerization domain and the reporter, which suggests
that the increase of the linker could either decrease local
concentration and thus the propensity to assemble. Al-
ternatively, if cotranslational assembly did occur, the local
concentration of the partially unfolded nascent chains is
reduced, thus lowering the propensity for misassembly.
Finally, increasing the reporter’s folding rate also allows
successful cotranslational assembly via the N terminus,
suggesting that enhanced folding of a domain adjacent to
the assembly site increases the probability for protein
stability. This finding may also align with the notion of
extreme proximity of nascent chains upon assembly,
whereby acquiring secondary structures fast enough pro-
tects the polypeptide from non-specific interactions.
This is the first work to our knowledge to describe the
parameters by which cotranslational assembly works.
However, it mainly focused on mechanisms encoded in
the protein primary sequence, such as the location of
residues participating in assembly or protein folding rate.
Clearly, other factors such as chaperones may participate
in ensuring correct assembly both for homomers and
heteromers.
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The role of cotranslational chaperones in
regulating assembly
Chaperones play an essential role in avoiding misfolding
or aggregation, thus promoting the formation of native
tertiary and quaternary protein structure. The mechanis-
tic details of how they act vary dramatically, and chaper-
ones as a whole encompass a wide variety of unrelated
protein families. There are several chaperones that di-
rectly assist the assembly of protein complexes. For
example: the PAC family, which form intra-family het-
erodimers that assist with the assembly of heptameric
alpha-subunit rings in the proteasome [58].
However, chaperones more often facilitate assembly in-
directly, by ensuring that unfolded proteins reach their
native-state safely, thus allowing correct assembly later
[59]. Proteins are most vulnerable to formation of non-
specific interactions during the process of translation, and
thus it is unsurprising that many of these chaperones
themselves act cotranslationally. For example, Hsp70
family members, together with Hsp40 co-chaperones,
can interact cotranslationally with nascent polypeptide
chains, protecting them against premature misfolding and
aggregation [60]. Similarly, TRiC and the prokaryotic
Trigger factor act downstream, facilitating folding and
oligomeric assembly [61].
The action of chaperones is particularly important for
eukaryotic proteins, which are typically longer than
those from prokaryotes, often comprise multiple
domains, and have a higher incidence of intrinsically
disordered and flexible regions [7,62,63], which is in
stark comparison to prokaryote proteins that shift the
folding process towards a posttranslational route ([60]
and references therein). The implication for our discus-
sion is that we should expect to find more examples of
chaperone involvement, directly or indirectly, in cotran-
slational assembly.
A final intriguing case is that of cotranslational interaction
between human mitochondrially encoded COX1 and
C12ORF62 [64]. COX1 is the first subunit of cytochrome
c oxidase (complex IV of the respiratory chain com-
plexes). During translation by the mitochondrial ribo-
some, it associates cotranslationally with two membrane-
embedded assembly factors: first C12ORF62 and then
MITRAC12. This enables interaction with the nuclear-
encoded COX4, which is the second complex IV subunit
to bind. Crucially, COX4 is the trigger for the release of
COX1 by the ribosome. In COX4-depleted cells, the
nascent COX1-C12ORF62 intermediate is held in an
‘assembly-primed’ state and simply accumulates in the
mitochondrial inner membrane. As a result, those mito-
chondrial ribosomes translating COX1 are prevented
from creating further copies of COX1. The mechanistic
details of this process are not yet fully understood, but it
has a fascinating implication, namely that mitochondrial
translation activity can react to changes in the production
of nuclear-encoded proteins. When cytoplasmic produc-
tion of complex IV subunits slows, so too does mitochon-
drial production, despite the fact that the subunits in
question are encoded on different genomes.
Implications of cotranslational assembly for
the inheritance of genetic disease
The phenomenon of cotranslational assembly is not just
important for understanding protein complex regulation
and evolution: it also has potentially very important
implications for genetic disorders associated with a
dominant-negative (DN) mode of action. Essentially,
a DN effect occurs when expression of a mutant allele
can disrupt the activity of the wild type allele [65], thus
resulting in a dominant mode of inheritance. DN
effects have often been seen for genes that encode
proteins that assemble into homomers [66]. The reason
for this is simple: if the presence of a single mutant
subunit within a complex is enough to ‘poison’ of the
complex, the result will be a far greater reduction in
activity than the 50% expected for a simple heterozy-
gous loss-of-function mutation. In fact, DN mutations
tend to be significantly less destabilizing towards pro-
tein structure than other pathogenic mutations because
the mechanism requires that complex is still able to
assemble [67].
To illustrate this, we can consider the case of a homo-
tetramer encoded by a heterozygous allele. If both sub-
units are expressed at equal levels and associate
randomly, then only 1/16 (6.25%) of the assembled com-
plexes will be fully wild type homomers (Figure 3a). In
contrast, if assembly occurs in cis, that is, cotranslationally
or peri-translationally, the stoichiometry of the assembled
complexes will be different. If all assembly occurs in cis,
the homomeric products will be homogeneous, with half
of the assembled complexes being fully wild type
(Figure 3b) and half being fully mutant (Figure 3c).
Finally, if not all of the second assembly step (dimeriza-
tion of dimers) occurs peri-translationally, or there is
equilibrium exchange between tetrameric and dimeric
states, then the proportion of full wild-type complex will
be smaller, but still greater than in the case of totally
random assembly (Figure 3d). Therefore, the phenome-
non of cotranslational assembly should reduce the likeli-
hood that a DN mechanism of pathogenesis will be
observed, since the proportion of homogeneous wild-type
complex will be greater.
Importantly, the dissociation constant of the complex also
plays a role in the final ‘mixing’ with other alleles once
diffused away from the polyribosome. For example, the
p53 homotetramer, was found to dimerize cotranslation-
ally [68], which ensures that the complex is unlikely to
form mixed primary dimers in the protein’s short lifetime,
promoting a better mixing strategy in the case of DN
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mutations. Some of p53 mutations indeed behave in a DN
fashion: mostly structural mutations that can enhance
aggregation of wild type that co-exists in the same tetra-
meric complex. However, the deleterious effect of many
mutations can in fact be diluted by the wild type [69],
which may explain why some tumours discard the wild-
type allele [70].
Concluding remark
Assembly of protein complexes often occurs very close to
the site of translation. This is due to effects of cellular
crowding, which limits diffusion, and significantly
reduces the probability of lowly expressed subunits find-
ing their binding partners outside of the high local con-
centrations surrounding the ribosome. Moreover, such an
assembly limits the time of uncovered hydrophobic inter-
faces that makes the unassembled subunits very sensitive
to aggregation. Peripheral assembly will also determine
the composition of the complex, considering the presence
of disease forming alleles. Nevertheless, cotranslational
assembly can also carry a heavy cost, namely through the
formation of aggregates, whether non-specific or amyloid.
As such, the cell must strike a balance between rapid
assembly near the ribosome and avoidance of aggregation
that ensures the stability of the polypeptide’s tertiary and
quaternary structure.
To support these ideas, and to further understand the
role of cotranslational assembly in normal biological
function, as well as its potential implications mitigating
the DN effect in inherited and de novo genetic dis-
orders, there is a need for new tools and much more
experimental characterization cotranslational processes.
For example, NMR [71,72], cryoelectron microscopy
[42] and proteomics [40] have shown great
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Cotranslational assembly of a homomer encoded by a heterozygous allele affects the stoichiometry of assembled complexes and can influence
the dominant-negative mechanism of molecular inheritance. If wild-type and mutant subunits associate randomly, the distribution of
stoichiometries in (a) will be seen, and only 1/16 (6.25%) complexes will be fully wild type. If assembly is completely co- or peri-translational, then
the assembles complexes will contain either (b) all wild-type or (c) all mutant subunits. Finally, if the second assembly step (dimerization of
dimers) is not obligately cotranslational, or there is a conformational equilibrium between tetramers and dimers, then the stoichiometries of
assembled complexes can be within the ranges shown in (d).
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supramolecular protein assemblies. Chem Soc Rev 2016,
45:24-39.
A recent review that well describes the structure–function relationship of
different types protein complexes.
9. Forrest LR: Structural symmetry in membrane proteins. Annu
Rev Biophys 2015, 44:311-337.
10. Bergendahl T, Marsh JA: Functional determinants of protein
assembly into homomeric complexes. bioRxiv 2016 http://
dx.doi.org/10.1101/081745.
11. Changeux J-P: Allostery and the Monod–Wyman–Changeux
model after 50 years. Annu Rev Biophys 2012, 41:103-133.
12. Marianayagam NJ, Sunde M, Matthews JM: The power of two:
protein dimerization in biology. Trends Biochem Sci 2004,
29:618-625.
13. Ali MH, Imperiali B: Protein oligomerization: how and why.
Bioorg Med Chem 2005, 13:5013-5020.
14. Wright CF, Teichmann SA, Clarke J, Dobson CM: The importance
of sequence diversity in the aggregation and evolution of
proteins. Nature 2005, 438:878-881.
15.

Borgia MB, Borgia A, Best RB, Steward A, Nettels D,
Wunderlich B, Schuler B, Clarke J: Single-molecule
fluorescence reveals sequence-specific misfolding in
multidomain proteins. Nature 2011, 474:662-665.
Using single-molecule FRET, the authors quantify interdomain misfolding
as a function of the domains’ sequence identity via the formation of
domain-swapped mechanism.
16. Lynch M: Evolutionary diversification of the multimeric states
of proteins. Proc Natl Acad Sci U S A 2013, 110:E2821-E2828.
17. Levy ED, Boeri Erba E, Robinson CV, Teichmann SA: Assembly
reflects evolution of protein complexes. Nature 2008,
453:1262-1265.
18. Marsh JA, Hernández H, Hall Z, Ahnert SE, Perica T, Robinson CV,
Teichmann SA: Protein complexes are under evolutionary
selection to assemble via ordered pathways. Cell 2013,
153:461-470.
19. Wells JN, Bergendahl LT, Marsh JA: Operon gene order is
optimized for ordered protein complex assembly. Cell Rep
2016, 14:679-685.
20. McShane E, Sin C, Zauber H, Wells JN, Donnelly N, Wang X, Hou J,
Chen W, Storchova Z, Marsh JA et al.: Kinetic analysis of protein
stability reveals age-dependent degradation. Cell 2016,
167:803-815.
21. Sharma AK, Bukau B, O’Brien EP: Physical origins of codon
positions that strongly influence cotranslational folding: a
framework for controlling nascent-protein folding. J Am Chem
Soc 2016, 138:1180-1195.
22. O’Brien EP, Vendruscolo M, Dobson CM: Kinetic modelling
indicates that fast-translating codons can coordinate
cotranslational protein folding by avoiding misfolded
intermediates. Nat Commun 2014, 5:2988.
23. O’Brien EP, Ciryam P, Vendruscolo M, Dobson CM:
Understanding the influence of codon translation rates on
cotranslational protein folding. Acc Chem Res 2014,
47:1536-1544.
24. Nilsson OB, Hedman R, Marino J, Wickles S, Bischoff L,
Johansson M, Müller-Lucks A, Trovato F, Puglisi JD, O’Brien EP
et al.: Cotranslational protein folding inside the ribosome exit
tunnel. Cell Rep 2015, 12:1533-1540.
25.

Shieh Y-W, Minguez P, Bork P, Auburger JJ, Guilbride DL,
Kramer G, Bukau B: Operon structure and cotranslational
subunit association direct protein assembly in bacteria.
Science 2015, 350:678-680.
Elegant demonstration of cotranslational assembly in operon-encoded
protein complexes, also showing that encoding subunits within operons
leads to a marked increase in complex assembly efficiency.
26. Buhr F, Jha S, Thommen M, Mittelstaet J, Kutz F, Schwalbe H,
Rodnina MV, Komar AA: Synonymous codons direct
cotranslational folding toward different protein
conformations. Mol Cell 2016, 61:341-351.
27.

Sander IM, Chaney JL, Clark PL: Expanding Anfinsen’s
principle: contributions of synonymous codon selection to
rational protein design. J Am Chem Soc 2014, 136:858-861.
Elegant work showing the effects of cotranslational folding on the struc-
ture of the encoded protein in vivo.
28. Zhang G, Ignatova Z: Folding at the birth of the nascent chain:
coordinating translation with co-translational folding. Curr
Opin Struct Biol 2011, 21:25-31.
29. Faure G, Ogurtsov AY, Shabalina SA, Koonin EV: Role of mRNA
structure in the control of protein folding. Nucleic Acids Res
2016 http://dx.doi.org/10.1093/nar/gkw671.
30. Endoh T, Sugimoto N: Mechanical insights into ribosomal
progression overcoming RNA G-quadruplex from periodical
translation suppression in cells. Sci Rep 2016, 6:22719.
31. Endoh T, Kawasaki Y, Sugimoto N: Synchronized translation for
detection of temporal stalling of ribosome during single-
turnover translation. Anal Chem 2012, 84:857-861.
32. Nissley DA, O’Brien EP: Timing is everything: unifying codon
translation rates and nascent proteome behavior. J Am Chem
Soc 2014, 136:17892-17898.
33. Jacobson GN, Clark PL: Quality over quantity: optimizing co-
translational protein folding with non-‘optimal’ synonymous
codons. Curr Opin Struct Biol 2016, 38:102-110.
34. Wells JN, Bergendahl LT, Marsh JA: Co-translational assembly
of protein complexes. Biochem Soc Trans 2015, 43:1221-1226.
35. Kosolapov A, Deutsch C: Tertiary interactions within the
ribosomal exit tunnel. Nat Struct Mol Biol 2009, 16:405-411.
36. Bhushan S, Gartmann M, Halic M, Armache J-P, Jarasch A,
Mielke T, Berninghausen O, Wilson DN, Beckmann R: alpha-
Helical nascent polypeptide chains visualized within distinct
regions of the ribosomal exit tunnel. Nat Struct Mol Biol 2010,
17:313-317.
96 Folding and binding
Current Opinion in Structural Biology 2017, 42:90–97 www.sciencedirect.com
37. Dyson HJ, Wright PE: Coupling of folding and binding for
unstructured proteins. Curr Opin Struct Biol 2002, 12:54-60.
38. Levy ED, Teichmann S: Structural, evolutionary, and assembly
principles of protein oligomerization. Prog Mol Biol Transl Sci
2013, 117:25-51.
39. Kiho Y, Rich A: Induced enzyme formed on bacterial
polyribosomes. Proc Natl Acad Sci U S A 1964, 51:111-118.
40.

Duncan CDS, Mata J: Widespread cotranslational formation of
protein complexes. PLoS Genet 2011, 7:e1002398.
First work to provide evidence that cotranslational assembly of com-
plexes is common in eukaryotic cells, thus generalising numerous indi-
vidual examples from earlier literature
41. Li G-W, Oh E, Weissman JS: The anti-Shine-Dalgarno sequence




Brandt F, Etchells SA, Ortiz JO, Elcock AH, Hartl FU,
Baumeister W: The native 3D organization of bacterial
polysomes. Cell 2009, 136:261-271.
Using cryoelectron tomography, the authors show polysomal arrange-
ments for preferred orientation, potentially to avoid clashes between the
nascent chains and allowing access of tRNA.
43.

Mrazek J, Toso D, Ryazantsev S, Zhang X, Zhou ZH,
Fernandez BC, Kickhoefer VA, Rome LH: Polyribosomes are
molecular 3D nanoprinters that orchestrate the assembly of
vault particles. ACS Nano 2014, 8:11552-11559.
Using electron microscopy, this exciting work shows the cotranslational
assembly of the megadalton-size vault complex.
44. Martin KC, Ephrussi A: mRNA localization: gene expression in
the spatial dimension. Cell 2009, 136:719-730.
45. Montero Llopis P, Jackson AF, Sliusarenko O, Surovtsev I,
Heinritz J, Emonet T, Jacobs-Wagner C: Spatial organization of
the flow of genetic information in bacteria. Nature 2010,
466:77-81.
46. Shapiro L, McAdams HH, Losick R: Why and how bacteria
localize proteins. Science 2009, 326:1225-1228.
47. Dandekar T, Snel B, Huynen M, Bork P: Conservation of gene
order: a fingerprint of proteins that physically interact. Trends
Biochem Sci 1998, 23:324-328.
48. Mushegian AR, Koonin EV: Gene order is not conserved in
bacterial evolution. Trends Genet 1996, 12:289-290.
49. Poulsen C, Holton S, Geerlof A, Wilmanns M, Song Y-H:
Stoichiometric protein complex formation and over-
expression using the prokaryotic native operon structure.
FEBS Lett 2010, 584:669-674.
50. Jaenicke R, Seckler R: Protein misassembly in vitro. Adv Protein
Chem 1997, 50:1-59.
51. Jaenicke R: Protein folding: local structures, domains,
subunits, and assemblies. Biochemistry 1991, 30:3147-3161.
52. Seckler R, Fuchs A, King J, Jaenicke R: Reconstitution of the
thermostable trimeric phage P22 tailspike protein from
denatured chains in vitro. J Biol Chem 1989, 264:11750-11753.
53. Rudolph R, Zettlmeissl G, Jaenicke R: Reconstitution of lactic
dehydrogenase. Noncovalent aggregation vs. reactivation.
2. Reactivation of irreversibly denatured aggregates.
Biochemistry 1979, 18:5572-5575.
54. Jaenicke R, Lilie H: Folding and association of oligomeric and
multimeric proteins. Adv Protein Chem 2000, 53:329-401.
55. Proshkin S, Rahmouni AR, Mironov A, Nudler E: Cooperation
between translating ribosomes and RNA polymerase in
transcription elongation. Science 2010, 328:504-508.
56. Lim NCH, Jackson SE: Mechanistic insights into the folding of
knotted proteins in vitro and in vivo. J Mol Biol 2015,
427:248-258.
57. Natan E, Endoh T, Haim-Vilmovsky L, Chalancon G, Flock T,
Hopper JTS, Kintses B, Daruka L, Fekete G, Pal C et al.:
Cotranslational assembly imposes evolutionary constraints
on homomeric proteins. bioRxiv 2016 http://dx.doi.org/10.1101/
074963.
58. Ramos PC, Dohmen RJ: PACemakers of proteasome core
particle assembly. Structure 2008, 16:1296-1304.
59. Makhnevych T, Houry WA: The role of Hsp90 in protein complex
assembly. Biochim Biophys Acta 2012, 1823:674-682.
60. Willmund F, del Alamo M, Pechmann S, Chen T, Albanèse V,
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