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! Definizione del paradigma peer-to-peer (P2P)
! Stato dell’arte e possibile classificazione
" Sistemi/tecnologie esistenti
" Proposte in letteratura
! Il problema del data management nei sistemi P2P
" Database distribuiti con trasparenza di frammentazione,
allocazione e linguaggio
! Delineare possibili sviluppi futuri nel settore
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Cos’e’ Il P2P ?
! Varie definizioni perché interseca diverse discipline
" Reti, sistemi distribuiti, basi di dati, sistemi ad agenti, etc
! Eccone una:
" Reti di risorse autonome (peers) che formano per auto-
organizzazione sistemi a controllo decentralizzato capaci di
eseguire (efficientemente) task distribuiti
!  Parole chiave:
" Auto-organizzazione
! Sistemi che adattano la propria organizzazione interna e il
comportamento in risposta ad interazioni con l’ambiente
(l’organizzazione di compiti, le macchine partecipanti, la rete stessa,
cambiano per effetto di interazioni P2P)
" Controllo decentralizzato
! Non esiste un entità che governa centralmente il sistema, il risultato




! La caduta di un peer non comporta il collasso del sistema
" Importante dato che i peer e le connessioni possono essere  “inaffidabili”
! Possibile eterogeneità di sistemi
! All’aumentare del numero dei peer il carico computazionale
dell’intero sistema aumenta meno che linearmente (scalabilità)
Client – server
P2P
5Caratteristiche dei sistemi P2P
! Ogni peer agisce sia come client che come server e
svolge funzioni di routing (servent)
! Nessuna coordinazione centralizzata (P2P puro)
! Nessun database centralizzato
! Nessun peer ha una visione globale del sistema
! Comportamenti globali emergono dalle interazioni locali
! I peer sono autonomi (...e potenzialmente inaffidabili)
! La topologia della rete P2P evolve nel tempo
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P2P vs. Client/Server (i)
Le prestazioni dipendono dal numero di peer, dalle
strategie di routing e dalla dinamicità della rete
(frequenza di ingressi e uscite di peer)
Le prestazioni dipendono quasi esclusivamente dalla
capacità di storage e di elaborazione del server
È possibile ottenere capacità di storage e di
elaborazione superiori a qualsiasi super-computer
incrementalmente con piccoli computer
Le capacità di storage e di elaborazione del server
hanno comunque un limite superiore
Sono di norma molto eterogeneiAmbienti ad alto grado di omogeneità
Di solito hanno un livello di amministrazione ridotto,
grazie a meccanismi di auto-organizzazione
Il controllo e l’amministrazione sono generalmente
notevoli sia per i client che soprattutto per il server
Le risorse sono distribuite e i peer devono avere
capacità elaborative e di storage
Tutte le risorse risiedono nel server, i client
necessitano di poca capacità elaborativa
Il sovraccarico di un peer provoca il  degrado delle
prestazioni di quel peer
Se il server è sovraccarico decadono le prestazioni di
tutto il sistema
Il collasso di un peer provoca solo il non
raggiungimento di quel peer
Se il server collassa, l’intero sistema si ferma,
a meno di server secondari
P2PCLIENT/SERVER
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P2P vs. Client/Server (ii)
! Ovviamente anche il P2P ha punti deboli:
" La ricerca delle informazioni può non essere
scalabile in assenza di adeguate strategie
" La caduta improvvisa di un peer può comportare
la perdita di una parte di informazioni in assenza
di replicazione dei dati
" In caso di replicazione sorgono problemi di
consistenza dei dati
" Il controllo degli accessi è problematico
" In ambienti aperti problemi di sicurezza e
privacy
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Attuali e future applicazioni del p2p
! Sistemi e-commerce
" Cooperazione P2P tra aziende (catena del valore, banche…)
! Sistemi “democratici” per la condivisione di informazioni
" Aggregazione virtuale di enormi quantità di dati e risorse di
calcolo distribuiti sulle stesse macchine degli utenti internet
! Ad-hoc networks basate su dispositivi mobili (cellulari)
" Comunicazioni inter-veicolari P2P
! Grid computing
" Formazione di super-computer virtuali a scopo scientifico e
commerciale (data mining distribuito)
! Cluster di servers (Web server, E-Mail server…)
! DBMS virtuali con prestazioni e storage impossibili per
una singola macchina con l’attuale elettronica
9P2P - Sistemi/Tecnologie esistenti
! Fino a qualche anno fa era prevalentemente









! Internet stessa è nata come una rete P2P, l’idea
generale perciò non è nuova
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P2P - Proposte in letteratura








P2P e file sharing
! Il P2P deve la sua popolarità al file sharing di file
multimediali
! La comunità scientifica e industriale hanno capito in
ritardo le potenzialità





Napster – Una storia breve
! Maggio 1999
" Viene fondato il servizio di file sharing Napster Inc. da Shawn
Fanning e Sean Parker
! Dicembre 1999
" La RIAA cita Napster per aver violato i diritti di copyright
! Primo semestre del 2000
" Alcuni famosi cantanti e gruppi citano Napster
! 26 luglio 2000
" Viene ordinato a Napster di “spegnere” i server
! Febbraio 2001
" Napster chiude dopo il rifiuto da parte delle compagnie
discografiche dell’offerta di Napster per i diritti d’autore (un
miliardo di dollari)!
! Il servizio ora è attivo a pagamento (99c a brano)
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Napster - Architettura
! E’ un Database centralizzato (logicamente, in un
cluster di server)
" Che conserva l’indice dei file condivisi
! I peer(più client che peer)
" Si connettono al server(identificandosi)
" Inviano l’elenco dei file che desiderano condividere
" Possono interrogare l’indice e conoscere da chi (altro
client) possono scaricare i file
" Lo scambio avviene invece direttamente tra i peer
! E’ un ibrido tra P2P e client/server
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Napster – Comunicazione(I)
! Il protocollo di Napster è basato su Internet Protocol
(IP) standard
! Tutti i messaggi adottano il formato [length] [type] [data]
" type rappresenta il tipo di messaggio secondo la codifica
numerica di Napster la parte data è formattata in base al tipo
di messaggio
" length rappresenta la lunghezza della parte data





Napster – Servizi accessori
! Oltre al servizio di file sharing NAPSTER offriva:
" Un programma di chat (forum diversi per generi musicali)
" Un lettore mp3
" Un programma che teneva traccia degli mp3 preferiti per
successive esplorazioni
" Un servizio di instant messaging
Passiamo ora a Gnutella…
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Gnutella
! E’ il primo esempio di P2P puro
" Nessun server centrale
" Broadcast forzato
! Ogni peer (servent) inoltra i messaggi che
riceve a tutti i suoi vicini
" Ogni messaggio ha un time-to-live (TTL) che viene
diminuito ad ogni propagazione
" I messaggi hanno un ID univoco per evitare loop
! Protocollo completo Gnutella
" http://www9.limewire.com/developer/gnutella_protocol_0.4.pdf
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Gnutella – Come funziona(I)
! Ogni servent accede a Gnutella connettendosi ad
un altro servent già in rete
" Principalmente attraverso un servizio di host cache
! Richiesta di connessione:
" GNUTELLA CONNECT/<protocol version>\n\n
! Risposta positiva alla richiesta
" GNUTELLA OK\n\n
! Un servent può rifiutare la richiesta per diversi
motivi
" Pool connessioni esaurito
" Protocolli di versioni incompatibili
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Gnutella – Come funziona(II)
! La comunicazione avviene per mezzo di descriptors
(messaggi)
" Ogni descriptor è preceduto da un header:
" Descriptor id: Identificatore univoco(nella rete)del messaggio
" Payload descriptor: tipo di messaggio (es. 0x00 = Ping)
" TTL: time-to-live
" Hops: numero di propagazioni, TTL(0) = TTL(i) + Hops(i)
" Payload length: lunghezza di tutto ciò che segue l’header
! Serve per capire dove comincia un eventuale nuovo descriptor
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Gnutella – Tipi di Payload
Servent id, nome file, IP e
porta di chi richiede il push




Numero di hits, IP, porta,
speed e resultset, servent id*
Risposta ad una queryQueryHit
(0x81)
Speed minima del servent (in
kb/sec) e criterio di ricerca
Richiesta fileQuery
(0x80)
IP, porta, numero file e Kb
condivisi
Risposta a un pingPong
(0x01)
Nessuna
lunghezza payload = 0
Ricerca di servent, ci si aspetta




* Necessario per l’eventuale richiesta di push
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Gnutella – Routing(I)
! I descriptors sono instradati secondo queste semplici
regole:
" I pong descriptors devono seguire lo stesso percorso del ping che li ha
originati.
" I queryHit descriptors devono seguire lo stesso percorso della query che
li ha originati.
" I push descriptors devono seguire lo stesso percorso del queryHit  che li
ha originati.
" Ogni servent inoltra ping e query descriptors a tutti i servent a lui
connessi direttamente, tranne a quello che gliel’ha inoltrata
" Ogni servent che inoltra decrementa il campo TTL e incrementa quello
Hops. Se dopo aver decrementato TTL è 0, non inoltra
" Ogni servent che riceve un descriptor con Payload Descriptor e
Descriptor ID uguali ad uno già ricevuto non deve inoltrarlo
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Gnutella – Routing(II)
I servent non inoltrano ai
mittenti di descriptor
QueryHit e push seguono lo stesso
percorso della query
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Gnutella – Principali difetti(I)
! Alcuni studi hanno evidenziato il fenomeno dei
Free-Riders
" 70% dei peer non condividono file
" 50% delle risposte/download sono da parte dell’1% dei
peer
" E’ un problema “sociale”, non tecnico
! Conseguenze:
" Concentrazione del carico di lavoro su pochi peer, con
peggioramento delle prestazioni del sistema
" Aumento della vulnerabilità (ad eventuali crash dei peer
“importanti”)
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Gnutella – Principali difetti(II)
! Genera un alto traffico di rete
" Il protocollo di routing genera
2*(C(1+ (C-1)+ … + (C-1)^TTL))
descriptors per ogni richiesta (C = numero vicini)
" La query tipica è lunga 560 bit
" Mediamente ogni servent ha quattro vicini direttamente
connessi
" Per un TTL = 7  e  C=4 ogni query genera 26.240 messaggi
che moltiplicati per 560bit danno quasi 2Mbyte di traffico
" Con una decina di migliaia di utenti che generano centinaia di
migliaia di query il traffico di rete dovuto solo al routing in ogni
istante è dell’ordine di centinaia di Gbyte
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Gnutella – Topologia
! Si verificano proprietà di small-world* [Jovanovic 2001]




" Completamente decentralizzato, P2P puro
" Consente ricerche tramite confronto di stringhe
! Vantaggi:
" E’ semplice, robusto e scalabile grazie alle molte connessioni
tra peers
" Alta fault-tolerance grazie all’esplorazione di molti percorsi
! Svantaggi:
" La topologia è incontrollabile e imprevedibile
! E’ difficile stimare il tempo di esecuzione di una query
! E’ difficile stimare la probabilità di successo
" Problema dei free-riders
" Il protocollo causa un alto traffico di rete
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Gnutella e Napster - Conclusioni
! Sono stati sistemi pionieri del paradigma P2P(anche se
Napster non lo è del tutto)
! Assieme con Emule e Kazaa hanno portato grande interesse
sull’argomento
! Alla pari di quelli più recenti, sono basati su protocolli che si
limitano al file sharing
" Mancanza di organizzazione nella rete e nei dati
" Espressività delle query rudimentale e limitata a informazioni
superficiali (nome del file, bit rate etc.)
" Imprevedibilità sul comportamento (completezza risultati, tempi
di esecuzione etc.)
…per il data management servono strutture più efficienti!
28
Aspetti del P2P su cui intervenire (i)
! Migliorare l’efficienza di:
" Strategia di routing
! Che eviti il broadcast di messaggi
! Fault-tolerant
" Content location
! Scalabilità all’aumentare della mole di dati e di peer presenti
! Minimizzare i costi e l’impatto di entrata e uscita
dei peer
! Interoperabilità semantica
" Tra peer con risorse e modelli di dati eterogenei
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Aspetti del P2P su cui intervenire (ii)
! Garantire la continua disponibilità dei dati
" Conservandone la consistenza
! Sicurezza e privacy
" Anche se i dati (le chiavi in realtà) sono distribuiti non significa
che tutti possano vedere o modificare tutto
" Chi fa da router non deve accedere ai dati che transitano
L’obiettivo della ricerca è ottenere sistemi P2P




! Consentono la gestione di grandi database frammentati su
più nodi in rete locale o geografica
! La frammentazione del database è decisa in fase di progetto
! Consentono di eseguire query complesse
! Strategie di aggiornamento dati efficienti e consistenti
! Impiegano una coordinazione (lookup table) centralizzata





! Assenza di un server che coordina centralmente le
operazioni
! ogni peer ha una visione limitata
" Degli altri partecipanti
" Dei dati
" Della loro frammentazione
" Della loro allocazione
! la rete P2P evolve nel tempo
" Problemi di routing e di quindi di localizzazione dei dati
" Ingressi e uscite di peer (in modo autonomo e incontrollato)
" Completezza dei risultati delle query e consistenza dei dati a rischio
Database distribuiti su reti P2P
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P2PDataManagement - Interrogativi
! Può un insieme di peer senza coordinazione
centralizzata fornire:
" Ricerca efficiente su un database distribuito?
" Tempo(query)  = Log(dim(database))?
" #messaggi(query) = Log(dim(database))?
" Piccola quantità di dati memorizzati dai singoli peer rispetto alle
dimensioni dell’intero DB?
" Espressività delle query vicina a quella di SQL?
" Consistenza e supporto delle transazioni?
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Risposte
! Può un insieme di peer senza coordinazione
centralizzata fornire:
" Ricerca efficiente su un database distribuito?
" Tempo(query)  = Log(dim(database))?
" #messaggi(query) = Log(dim(database))?
" Piccola quantità di dati memorizzati dai singoli peer rispetto alle
dimensioni dell’intero DB?
La risposta è si, con i sistemi P2P strutturati che vedremo…
" Espressività delle query vicina a quella di SQL?
" Consistenza e supporto delle transazioni?
Non ancora, c’è molto lavoro da fare a riguardo…
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Classificazione dei sistemi P2P
! In base alla presenza o meno di coordinazione centrale
" Centralizzati (es. Napster)
! Indice mantenuto logicamente da un cluster di server, scambio dati diretto tra peer
" Decentralizzati (es. Gnutella, Chord, P-Grid, CAN, Pastry...)
! Nessun indice globale né coordinazione centralizzata, scambio dati diretto tra peer
! In base alla presenza o meno di organizzazione dei peer
" Non strutturati (Gnutella, OceanStore, Kazaa etc.)
! Non ci sono criteri di allocazione dei dati sulla rete P2P
" Strutturati (Chord, P-Grid, CAN, Pastry…)
! La rete è organizzata per contenuti con diversi criteri
! In base al numero di dimensioni oggetto di ricerca
" Unidimensionali (Chord, P-Grid, Pastry….)
! Strutture dati a chiave di ricerca singola
" Multidimensionali (CAN …)
! Strutture dati spaziali (spazi vettoriali), più chiavi di ricerca
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Sistemi P2P - Assunzioni
! Esiste una rete fisica che consente ai peer di comunicare
tra loro
! I peer hanno un indirizzo fisico (anche non statico)
! Per calcolare realmente le prestazioni è necessario
conoscere/assumere le caratteristiche della rete
" Ma il numero medio di hop logici è una misura molto utilizzata
! Esiste un meccanismo che consente ai nuovi peer di
prendere contatto con alcuni già in rete (es. liste di
bootstrap)
! I dati (es. record) sono identificati dalle chiavi k
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Sistemi P2P – Definizione problema
! I dati sono concettualmente rappresentati da una
tabella con un attributo chiave
! Come nei DB distribuiti classici ogni nodo pi memorizza
una porzione dei dati ed esiste una lookup table che
contiene coppie della forma (k,pi)
! La differenza nel P2P è che dobbiamo distribuire anche
la lookup table
" Partizioni orizzontali
! I peer sono quindi gestori di chiavi, che sono l’unica
cosa che entra in rete, i dati restano fisicamente sulla
macchina che li ha inseriti
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Compiti dei sistemi P2P
I compiti fondamentali dei sistemi P2P sono quindi:
! Assegnare le partizioni di lookup table ai peer
" L’idea generale è di portare (solitamente tramite hashing) le
chiavi e gli IP(o altro ID univoco) su uno spazio comune
! Lo spazio viene poi diviso tra i peer secondo criteri diversi da sistema a
sistema
" Ogni peer
! Gestisce i dati che ricadono nel sottospazio ricevuto
! Conserva riferimenti ad un certo numero di altri sottospazi (a fini di routing)
! Consentire successivamente il ritrovamento efficiente
delle chiavi
" Il peer che ricerca una chiave k consulta la propria partizione
! Se la chiave è presente ha trovato il peer che gestisce il dato corrispondente
! Altrimenti consulta la routing table e inoltra la query ad uno dei peer che fa
progredire positivamente la ricerca
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Differenze negli attuali sistemi P2P(i)
Le principali differenze sono:
" Struttura della rete (o topologia)
! Anello
! Suddivisione dello spazio multi-dimensionale in iper-rettangoli
! Albero
! Grafo
" Strategia di routing
! Broadcasting
! Per prossimità spaziale
! Scansione dell’albero
" Robustezza
! Utilizzo o meno di tecniche di replicazione dei dati
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Differenze negli attuali sistemi P2P(ii)
" Scalabilità e complessità
! La maggior parte dei sistemi in letteratura ha costi di
ricerca logaritmici per interrogazioni puntuali
" Tipi di ricerca supportati
! Mono-dimensionali o multi-dimensionali
! Exact-match o range-query
" Quantità di conoscenza della rete da parte di ogni
peer
! Natura delle chiavi (metriche di similarità)
! Numero di associazioni chiave-peer memorizzate
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Differenze negli attuali sistemi P2P(iii)
" Aggiornamento della conoscenza di un peer rispetto
all’evoluzione della rete
! Comportamento attivo (le variazioni vengono notificate)
! Comportamento passivo (nessuna notifica)
" Costruzione delle informazioni di routing
" Gestione di ingressi e di abbandoni dei peer
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ALCUNI SISTEMI P2P
