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A new transportation distance with bulk/interface interactions
and flux penalization
Léonard Monsaingeon
Abstract
We introduce and study a new optimal transport problem on a bounded domain Ω¯ ⊂ Rd, defined
via a dynamical Benamou-Brenier formulation. The model handles differently the motion in the
interior and on the boundary, and penalizes the transfer of mass between the two. The resulting
distance interpolates between classical optimal transport on Ω¯ on the one hand, and on the
other hand between two independent optimal transport problems set on Ω and ∂Ω.
Keywords: dynamical optimal transport; Benamou-Brenier formulations; unbalanced opti-
mal transport; Wasserstein distance; Wasserstein-Fisher-Rao metric; coupled Hamilton-Jacobi
equations; bulk/interface interaction
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1 Introduction
In its Monge-Kantorovich formulation [19, 32], classical optimal transport consists in minimizing
a transportation cost
min
π
∫∫
X×X
c(x, y)dπ(x, y)
1
among all transference plans π ∈ P(X ×X ) with prescribed left and right marginals πx = ̺0 ∈
P(X ) and πy = ̺1 ∈ P(X ), two given probability measures over the base space X . Although
the theory covers very general settings we shall focus in this paper exclusively on the quadratic
cost c(x, y) = 12d
2(x, y), the squared Euclidean distance on a smooth bounded (closed) domain
Ω¯ ⊂ Rd. The above minimization then defines the quadratic (squared) Wasserstein distance
W2Ω¯(̺0, ̺1) = minπ
1
2
∫∫
Ω¯×Ω¯
d2(x, y)dπ(x, y).
We refer to [41] for a rather soft introduction and to [42] for a comprehensive account of the
theory and full bibliography, see also [40, 34] for a more applied point of view.
The classical Benamou-Brenier formula [2] allows to rewrite the static problem as a dynamical
fluid-mechanics problem, namely the minimization of the kinetic energy
W2Ω¯(̺0, ̺1) = min̺,w

12
∫∫
[0,1]×Ω¯
̺|w|2 s.t. ∂t̺+ div(̺w) = 0


= min
̺,H

12
∫∫
[0,1]×Ω¯
|H |2
̺
s.t. ∂t̺+ divH = 0

 (1.1)
with no-flux boundary conditions H · n = ̺w · n = 0 on ∂Ω. We refrain from writing any
rigorous definitions and statements at this stage and refer to [2, 4, 41, 40]. Using the physical
mass/momentum variables (̺,H) = (̺, ̺w) in (1.1) allows to recast the original minimization
as a convex optimization problem in the space of measures, and also paves the way for efficient
numerical implementations [34, 40] enjoying extremely general convergence properties [27].
In this work we introduce a new transportation model on Ω¯ that behaves differently in the
interior and on the boundary while allowing for interactions between the two. On can think of
Ω¯ as an inner city and of ∂Ω as a surrounding ring road, and ρ = (ω, γ) ∈ M+(Ω¯) ×M+(∂Ω)
denotes the densities of cars in the city and on the ring road, respectively. The overall car
density ̺ = ω + γ ∈ P(Ω¯) is simply the sum of the inner density ω plus the density γ of cars
on the ring. We will try as much as possible to use the same notational distinction between
pairs ρ = (ω, γ) and total density ̺ = ω + γ in the whole paper. Upon entering or leaving the
ring road, drivers should pay a toll penalizing the car flux. We will give a rigorous definition in
Section 3, but at this stage our model can be informally written
W2κ(ρ0, ρ1) := min
{ ∫∫
[0,1]×Ω¯
|F |2
2ω
+
∫∫
[0,1]×∂Ω
|G|2
2γ
+ κ2
∫∫
[0,1]×∂Ω
|f |2
2γ
s.t.
∂tω + divF = 0 in Ω
F · n = f on ∂Ω and ∂tγ + divG = f in ∂Ω
}
(1.2)
where the endpoints ρ0 = (ω0, γ0), ρ1 = (ω1, γ1) are prescribed and such that ̺0 = ω0 + γ0 and
̺1 = ω1 + γ1 are probability measures. Here κ > 0 is a toll parameter, F is the momentum in
the interior, and G is the momentum on the road. The variable f has two possible interpreta-
tions: When viewed from the interior, f is just the normal outflux F · n of the city cars, but
when viewed from ∂Ω it is rather a source term encoding the intake of cars entering from the
city. Correspondingly, the set Γ := ∂Ω can be thought of in two different ways: First, as the
boundary of the interior set Ω where fluxes might arise from/to the interior; and second, as an
intrinsic set where γ lives, possibly exchanging mass with the outer world Ω. Depending on the
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context we try to denote ∂Ω or Γ to emphasize this idea.
By construction our model preserve the total mass: Denoting ωt, γt the inner and boundary
densities at time t, it is easy to check at least formally that the overall density ̺t = ωt + γt has
constant mass. Indeed since ∂Ω = Γ is without boundaries, integration by parts gives
d
dt
(∫
Ω¯
̺t(x)
)
=
d
dt
(∫
Ω
ωt(x) +
∫
Γ
γt(x)
)
=
∫
Ω
{− divFt}+
∫
Γ
{− divGt + ft} = −
∫
∂Ω
Ft · n+
∫
Γ
ft = 0.
However of course, neither the mass of ωt nor that of γt is conserved a priori, the whole point
is precisely that mass can be exchanged between Ω and Γ. Unbalanced optimal transport has
recently attracted considerable attention and significant efforts. This resulted in particular in the
construction of the so-called Wasserstein-Fisher-Rao distance [6, 21], also known as Hellinger-
Kantorovich metrics [29, 30]. The latter is a distance between arbitrary positive measures
γ0, γ1 ∈ M+(Γ), allowing for different masses, and can be roughly defined (here over the base
space Γ = ∂Ω) as
WFR2κ(γ0, γ1) = min
γ,G,f
{ ∫∫
[0,1]×Γ
|G|2
2γ
+ κ2
∫∫
[0,1]×Γ
|f |2
2γ
s.t. ∂tγ + divG = f in Γ
}
. (1.3)
This can be seen as an infimal convolution of the Fisher-Rao distance
FR2κ(γ0, γ1) = min
γ,G
{ ∫∫
[0,1]×Γ
κ2
|f |2
2γ
s.t. ∂tγ = f in Γ
}
(1.4)
and the Wasserstein distance
W2Γ(γ0, γ1) = min
γ,G
{ ∫∫
[0,1]×Γ
|G|2
2γ
s.t. ∂tγ + divG = 0 in Γ
}
, (1.5)
both written here on the boundary Γ = ∂Ω seen as a manifold of its own. A third quantity also
appears in disguise in (1.2), namely the Wasserstein distance in Ω¯ between interior densities
W2Ω¯(ω0, ω1) = minω,F
{ ∫∫
[0,1]×Ω¯
|F |2
2ω
s.t.
∂tω + divF = 0 in Ω
F · n = 0 on ∂Ω
}
, (1.6)
and it should be no surprise that these WFRκ,FRκ,WΓ,WΩ¯ distances will appear frequently
in this work. We refer to [28, 29, 21, 29, 8, 7, 26, 15] and references therein and thereof for a
detailed account of the unbalanced theory and various applications [20, 22, 24, 23, 25, 13, 14, 16]
(see also [17] for the so-called unnormalized optimal transport). For the sake of completeness
let us also cite [35, 36, 12, 37] for related generalized Wasserstein distances allowing for unequal
masses, and [5, 11] for partial optimal transport where only a given fraction of the prescribed
marginals is moved.
We will make a case in section 6 that our distance W2κ(ρ0, ρ1) interpolates monotonically
between W2
Ω¯
(̺0, ̺1) = W2Ω¯(ω0 + γ0, ω1 + γ1) and W2Ω¯(ω0, ω1) +W2Γ(γ0, γ1) as κ increases from
0 to +∞. In the limits of small and large toll we will recover both problems as
W2κ(ρ0, ρ1) −−−→
κ→0
W2Ω¯(̺0, ̺1) and W2κ(ρ0, ρ1) −−−−−→κ→+∞ W
2
Ω¯(ω0, ω1) +W2Γ(γ0, γ1).
Note carefully that the Wasserstein distances W2
Ω¯
(ω0, ω1) and W2Γ(γ0, γ1) allow for an arbitrary
value of the common masses ω0(Ω¯) = ω1(Ω¯) and γ0(Γ) = γ1(Γ), but implicitly take on the
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value inf ∅ = +∞ whenever the endpoints have unequal mass (since in that case they cannot be
interpolated by solutions of conservative continuity equations in (1.6)(1.5)). This will be crucial
when we take the large toll limit κ → +∞ later on, roughly speaking because in the limit the
exchange of mass between Ω and Γ is prohibited due to infinitely expensive flux.
Let us stress that at this point that, given ̺ ∈ P(Ω¯), there is no uniqueness of the decom-
position ̺ = ω + γ into the sum of a measure ω ∈ M+(Ω¯) plus a measure γ ∈ M+(Γ). A
natural choice is given by the restrictions ω = (̺
¬
Ω), γ = (̺
¬
∂Ω). Our distance W2κ(ρ0, ρ1)
between pairs ρi = (ωi, γi) accordingly induces a distance W˜2κ(̺0, ̺1) := W2κ(ρ0, ρ1) for ρi :=
(̺i
¬
Ω, ̺i
¬
∂Ω) between probability measures ̺i ∈ P(Ω¯). The latter framework is however less
tractable and lacks desirable properties (e.g completeness and constant speed characterization
of geodesics, but we shall not elaborate on this). Our use of the pairs (ω, γ) as primary variable
instead of the more classical scalar densities ̺ = ω + γ ∈ P(Ω¯) allows for more flexibility in the
arbitrary choice of such decomposition. From a practical perspective, this amounts to saying
that cars on the ring road can be of two sorts: Cars on the inner ring ω
¬
∂Ω that have not
yet paid the toll, and cars on the outer ring γ that have already gone through the toll gates.
Both are needed to describe the complete state of the system (in addition to the interior density
ω
¬
Ω, of course).
Our construction cannot be recovered as a particular case of the general abstract theory of
optimal transport over Polish spaces. In order to discriminate between interior and boundary
points one could try for example defining a partially discrete distance dκ(x, y) extending the
Euclidean distance on Ω¯ and satisfying dκ(x, y) = κ > 0 if x ∈ Ω, y ∈ ∂Ω, and then trying to
construct a transportation distance based upon dκ. The metric space (Ω¯, dκ) however fails to
be complete, and the standard theory does not apply. Another striking difference of our model
with classical optimal transport is that, due to the built-in flux penalization, mass cannot enter
the boundary at once and must therefore split along the way. We will show in section 4 that
this happens even for two point-masses ̺0 = δxΩ , ̺1 = δxΓ for two points xΩ ∈ Ω, xΓ ∈ Γ. This
phenomenon is in sharp contrast with classical Wasserstein transport, where it is known that
mass splitting can only occur at t = 0 or t = 1.
Our model is vaguely similar in spirit to [37], where a transportation distance between
subprobabilities was constructed by gluing together two copies Ω+,Ω− of the domain Ω. One
copy Ω− stores or releases mass from/to Ω+, the effective density ̺ = ̺+−̺− is a subprobability,
and total mass of ¯̺ = ̺++̺− is conserved. Our setup also sees two species interacting together
while ensuring total conservation, but our interaction is singularly located on the boundary
and the mathematical analysis is therefore quite different. Related variational models including
bulk/interface interactions have also been considered in [31, 18] for reaction-diffusion problems
on heterostructures, but the interactions were different and as far as we can tell no rigorous
mathematical analysis of the metric structure was carried.
Possible extensions In [43, Chapter 4] a one-dimensional concrete carbonation model with
boundary interaction was considered, and an ad-hoc transportation distance d2 was constructed
in Ω¯ = [0,∞). This distance discriminates the boundary x = 0 by artificially extending the
domain to {−a} ∪ [0,+∞) for a small a > 0. Mass intake is then allowed at x = −a, while
prohibiting any motion in (−a, 0]. The resulting positive cost for jumping from x > 0 to x = −a
corresponds somehow to a space discretization of our flux toll to jump from Ω to ∂Ω via a thin
boundary layer of thickness a ≪ 1: in fact in [43] the thickness is taken as a = √τ → 0 in the
small time-step limit for a modified minimizing movement scheme. This partially motivated the
present work, and we hope to use in the future our results to handle more realistic models.
In order to carry out the rigorous analysis without overburdening the exposition we chose
here to discuss bulk/interface interactions located on the boundary only, but we believe that the
approach should cover more general settings. In particular it seems natural to include internal
cracks supported on reasonably smooth lower-dimensional sets (in which case suitable boundary
conditions may be required on the tips of the cracks).
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Similarly, one could possibly consider more general weights κ2 |f |
2
θ(ω,γ) depending on both
densities in the flux penalization, for some one-homogeneous function such as the logarithmic
mean θ(ω, γ) = ω−γlogω−log γ or upwinding/downinding-weights θ(ω, γ) = λ
+[ω− γ]++λ−[ω− γ]−
for some coefficients λ± ≥ 0. For example λ+ = 0, λ− > 0 could realistically encode the fact
that the toll closes its gates in case of a traffic congestion on the road: γ > ω ⇒ θ(ω, γ) =
λ−[ω − γ]− = 0 whenever the density of cars on the road γ exceeds that in the city ω.
Finally, motion is usually more efficient on real-life ring roads than inside cities. It would
therefore be natural to include a new parameter δ > 0 and reconsider our model using the
weighted action |F |
2
2ω + δ
2 |G|
2γ + κ
2 f
2
2γ . For fixed κ > 0 the whole analysis presented here imme-
diately carries through. For large tolls κ→ +∞ we would retrieve W2κ(ρ0, ρ1)→W2Ω¯(ω0, ω1) +W2Γ,δ(γ0, γ1), where the Wasserstein distance W2Γ,δ on the boundary is now modeled on the un-
derlying scaled distance dΓ,δ = δdΓ. The small toll limit should be more delicate: indeed in this
case we expect to recover W2κ(ρ0, ρ1) → W2Ω¯,δ(̺0, ̺1), where WΩ¯,δ should now be induced by
the distance dΩ¯,δ on Ω¯ based on the heterogeneous mobility tensor Kδ(x) taking values 1 in Ω
and δ > 0 on ∂Ω. This falls out of the scope of classical optimal transport on smooth Rieman-
nian manifolds [42], and how exactly the flux cost competes with this difference in mobility is
not immediately clear. (In particular the limits δ → 0, δ → +∞ should be far from being trivial).
The rest of the paper is organized as follows: Section 2 fixes some notations and conventions
to be used throughout. In section 3 we give the rigorous definition of our distance in a measure-
theoretic context, prove that minimizers always exist, and characterize them in terms of a
coupled system of Hamilton-Jacobi equations. Section 4 computes the distance between two
Dirac masses, one one the boundary and one in the interior. This allows to grasp the delicate
balance between kinetic motion and flux in the minimization problem, and will also be useful for
technical purposes in the sequel. We then proceed in section 5 with a qualitative study of the
model, in particular we compare our distance with several other transportation distances and
we investigate topological and geometrical properties of our metric space. In section 6 we vary
the flux parameter, and prove the convergence of the distance and geodesics in the small and
large toll limits, κ → 0 and κ→ +∞. Our last section 7 contains a heuristic discussion on the
formal Riemannian structure inherited from our new transport distance, which is very similar
to and reminiscent from F. Otto’s celebrated approach for Wasserstein optimal transport [33].
2 Notations and preliminaries
Throughout the whole paper Ω ⊂ Rd will be a smooth bounded domain with boundary Γ := ∂Ω.
The outer unit normal to ∂Ω is denoted by n = n(x). We consider Γ as a smooth submanifold of
dimension d−1 without boundary, in particular no boundary terms will arise when integrating by
parts on Γ. We will abuse notations and still write ∇ = ∇Γ, div = divΓ for the induced gradient
and divergence on the boundary. (Subscripts will be used only when necessary depending on
the context.) For simplicity we shall often write
QΩ¯ := [0, 1]× Ω¯ and QΓ := [0, 1]× Γ.
We collect below some definitions and notational conventions
• If (X , d) is a Polish space we write M(X ), M+(X ), and P(X ) for the space of Borel
measures, nonnegative measures, and probability measures over X , respectively.
• If µ ∈ M(X ) and X ′ ⊂ X we define the restriction µ ¬ X ′ of µ to X ′ by (µ ¬ X ′)(B′) = µ(B′)
for all induced Borel sets B′ = B ∩ X ′.
• The total variation of a (possibly vector-valued) measure µ ∈ M(X )k is denoted by
‖µ‖ = sup
{∫
X
ϕ(x) · dµ(x) : ϕ ∈ Cb(X )k
}
5
• The variation of a measure µ is denoted by |µ|, and we write µ≪ ν when µ is absolutely
continuous w.r.t. ν (i-e |ν|(B) = 0⇒ |µ|(B) = 0). We say that µ ∈ M(X )k is supported
on a set S ⊂ X if |µ|(B) = |µ|(B ∩ S) for all Borel sets B ⊂ X .
• The narrow convergence of measures is defined by duality with bounded continuous func-
tions,
µn
∗
⇀ µ iff.
∫
X
ϕ(x)dµn(x)→
∫
X
ϕ(x)dµ(x), ∀ϕ ∈ Cb(X )
as n→ +∞, with a similar definition for vector-valued measures.
• For a Borel-measurable map T : X → Y the pushforward of a measure µ ∈ M(X ) is the
measure ν = T#µ ∈ M(Y) defined by ν(B) = µ(T−1(B)) for all Borel set B ⊂ Y, or
equivalently ∫
Y
φ(y)d(T#µ)(y) =
∫
X
φ(T (x))dµ(x)
for all φ ∈ Cb(Y).
• If a time-space measure µ ∈ M([0, 1]×X ) has a time marginal that is absolutely continuous
w.r.t. the Lebesgue measure dt on [0, 1] it can be disintegrated in time [1, Theorem 5.3.1].
In that case we write µt ∈ M(X ) for the dt-a.e. well-defined disintegration such that
µ =
∫ 1
0 (δt ⊗ µt) and we abbreviate µ = µtdt.
• The bounded-Lipschitz distance between measures µ0, µ1 ∈M+(X ) is
dBL,X (µ0, µ1) = sup
{∣∣∣∣
∫
X
Φd(µ1 − µ0)
∣∣∣∣ s.t. ‖Φ‖∞ + Lip(Φ) ≤ 1
}
and is well known to metrize the narrow convergence of probability measures. The space
(P(X ), dBL,X ) is complete [10]. It is not difficult to prove that this extends to arbitrary
positive Radon measures, and (M+(X ), dBL,X ) is complete.
• A given measure γ on Γ = ∂Ω can always be extended to a measure γ¯ ∈ M(Ω¯) on Ω¯
through ∫
Ω¯
φ(x)dγ¯(x) =
∫
∂Ω
φ|∂Ω(x)dγ(x), ∀φ ∈ C(Ω¯).
Equivalently, γ¯ is the unique measure on Ω¯ such that γ = γ¯
¬
∂Ω and supported on ∂Ω.
In the sequel we will still write γ for this extension with a slight abuse of notations and
without further mention.
• We define
P⊕(Ω¯) :=
{
(ω, γ) ∈M+(Ω¯)×M+(γ) s.t. ̺ := ω + γ ∈ P(Ω¯)
}
Finally, let us state for the record a version of the Fenchel-Rockafellar duality theorem that
will fit our purpose in section 3:
Theorem 1 ([38]). Let E,F be normed vector spaces with topological duals E∗, F ∗. Take a
continuous operator L ∈ L(E,F ) with adjoint L∗ ∈ L(F ∗, E∗), and let F : E → R ∪ {−∞} be
two proper, concave, upper semi-continuous functions. If there exists x ∈ E such that F(x) is
finite and G is continuous at y = Lx then
sup
x∈E
{F(x) + G(Lx)} = min
y∗∈F∗
{−F∗(L∗y∗)− G∗(y∗)} .
Moreover if there exists y∗ ∈ F ∗, x ∈ E such that L∗y∗ ∈ ∂(−F)(x) and Lx ∈ ∂(−G∗)(y∗) then
x achieves the sup and y∗ is a minimizer.
Here −F∗,−G∗ are the Fenchel-Legendre conjugates of the convex functions −F ,−G, and
∂(−F), ∂(−G∗) are the subdifferentials.
6
3 Existence and properties of minimizers
In this section ρ0 = (ω0, γ0) and ρ1 = (ω1, γ1) are given points of P⊕(Ω¯). As in the classical
Benamou-Brenier setting [2] the ring road distance Wκ(ρ0, ρ1) will be defined by minimizing
an action functional as in (1.2) among all possible pairs of solutions of the continuity equations
interpolating between ω0, ω1 and γ0, γ1. We stress that two continuity equations are needed, one
for ω and one for γ. Neither are conservative, and both will have an associated action functional.
3.1 Continuity equations and action functionals
The right setting is to use ω, F, γ,G, f as independent variables in a measure-theoretic frame-
work. More precisely,
Definition 3.1 (continuity equations with boundary interaction). For ρ0, ρ1 ∈ P⊕(Ω¯) we de-
note by CE(ρ0, ρ1) the set of tuples µ = (µΩ, µΓ) = (ω, F ; γ,G, f) ∈
(M(Ω¯)×M(Ω¯)d) ×(M(Γ)×M(Γ)d−1 ×M(Γ)) solving the continuity equations{
∂tω + divF = 0 in Ω
F · n = f in ∂Ω and ∂tγ + divG = f in Γ
in the weak sense with initial/terminal data ω0, ω1 and γ0, γ1, respectively. This is equivalent to∫∫
QΩ¯
∂tϕdω +
∫∫
QΩ¯
∇ϕ · dF −
∫∫
QΓ
ϕdf =
∫
Ω¯
ϕ(1, .) dω1 −
∫
Ω¯
ϕ(0, .) dω0 (3.1)
and ∫∫
QΓ
∂tψ dγ +
∫∫
QΓ
∇ψ · dG+
∫∫
QΓ
ψ df =
∫
Γ
ψ(1, .) dγ1 −
∫
Γ
ψ(0, .) dγ0 (3.2)
for all ϕ ∈ C1(QΩ¯) and all ψ ∈ C1(QΓ). We write accordingly ̺ := ω + γ ∈ M(QΩ¯).
Note that ω must really be a measure on the whole [0, 1]× Ω¯ in order to allow for test func-
tions to be C1 up to the boundary and encode the flux condition F ·n = f on ∂Ω. In particular,
a solution ω of (3.1) is a priori allowed to (and in general does) charge the boundary even if the
endpoints ω0, ω1 do not. Along the same lines, it is worth pointing out that f should be thought
of the normal flux of F only if ω, F are smooth enough, but this does not hold in our general
measure-theoretic framework. For example even for F = 0, one can take for ω ∈M+([0, 1]× Ω¯)
a singular measure supported only on the boundary, in which case our integral formulation (3.1)
simply means ∂tω = −f in the sense of distributions in (0, 1)× ∂Ω. In this setting, and borrow-
ing terminology from chemistry, the “chemical component” ω can accumulate on the boundary
while transforming into a γ species according to the elementary stoichiometry ω
+f−−⇀↽−
−f
γ. In
general f can be thought of the superposition of the normal flux F of particles arriving from the
interior and hitting the boundary, combined with the effect of ω-type particles already present
on the boundary and being transformed into γ species. (One may think of cars that just made
their way from the city to the toll area, labeled ω or γ depending on which side of the toll gate
they are currently driving.)
As expected this formulation is automatically consistent with a global kinematics, i-e with
a unique conservative continuity equation for the total density.
Proposition 3.2. Let ρ0, ρ1 ∈ P⊕(Ω¯) and µ = (ω, F ; γ,G, f) ∈ CE(ρ0, ρ1), and let G¯ ∈ M(Ω¯)d
denote the extension of G ∈M(Γ)d−1 first by zero in the normal direction G¯ = (G, 0) on Γ and
then by zero on Ω. Then ̺ := ω + γ ∈ M(QΩ¯) and H := F + G¯ ∈ M(QΩ¯)d solve{
∂t̺+ divH = 0 in Ω
H · n = 0 in ∂Ω (3.3)
in the weak sense with initial/terminal data ρ0, ρ1.
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Proof. Taking ψ = ϕ|∂Ω in (3.2), the gradient ∇ψ = ∇Γψ is nothing but the tangential gradient
∇Γ (ϕ|∂Ω) = ∇τϕ, and by definition of G¯ we can write ∇ψ · dG = ∇τϕ · dG = (∇τϕ, ∂nϕ) ·
(dG, 0) = ∇ϕ · dG¯. Summing the continuity equations (3.1)(3.2) gives the weak formulation∫∫
QΩ¯
∂tϕd(ω + γ) +
∫∫
QΩ¯
∇ϕ · d(F + G¯) =
∫
Ω¯
ϕ(1, .) (dω1 + dγ1)−
∫
Ω¯
ϕ(0, .) (dω0 + dγ0)
for all ϕ ∈ C1(QΩ¯) as required.
In order to measure kinetic energy let us first introduce the actions.
Definition 3.3 (generalized Lagrangians). For µΩ = (ω, F ) ∈ R × Rd and µΓ = (γ,G, f) ∈
R× Rd−1 × R we let
AΩ(µΩ) :=


|F |2
2ω if ω > 0
0 if (ω, F ) = (0, 0)
+∞ otherwise
and AκΓ(µΓ)


|G|2+κ2f2
2γ if γ > 0
0 if (γ,G, f) = (0, 0, 0)
+∞ otherwise
It is worth pointing out that AΩ is exactly the Lagrangian appearing in the definition (1.6) of
the Wasserstein distance, while AκΓ is the Lagrangian in the definition (1.3) of the Wasserstein-
Fisher-Rao metrics. In the sequel the quotients |F |2/ω, |G|2/γ, f2/γ should always be under-
stood in this general sense. Note that AΩ, A
κ
Γ are convex l.s.c. and 1-homogeneous. This allows
to define next the corresponding functionals on the space of measures:
Definition 3.4 (action functionals). For µ = (µΩ, µΓ) = (ω, F ; γ,G, f) an element of(
M(QΩ¯)×M(QΩ¯)d
)
×
(
M(QΓ)×M(QΓ)d−1 ×M(QΓ)
)
we set
A(µ) :=
∫∫
QΩ¯
AΩ
(
dµΩ
dλΩ
)
dλΩ +
∫∫
QΓ
AκΓ
(
dµΓ
dλΓ
)
dλΓ, (3.4)
where (λΩ, λΓ) ∈M+(QΩ¯)×M+(QΓ) are any two nonnegative Borel measures such that |µΩ| ≪
λΩ and |µΓ| ≪ λΓ. Since AΩ and AκΓ are 1-homogeneous this definition does not depend on the
choice of λΩ, λΓ.
Clearly A is convex, 1-homogeneous, and standard results [3, Theorem 3.3] show that A is
moreover lower semicontinuous w.r.t. the (sequential) narrow convergence of measures. As can
be expected, solutions of the continuity equations enjoy some nice properties, particularly those
with finite action:
Proposition 3.5 (properties of solutions of continuity equations). Any µ = (ω, F ; γ,G, f) ∈
CE(ρ0, ρ1) can be disintegrated in time as
dω(t, x) = dωt(x)dt and dγ(t, x) = dγt(x)dt.
If moreover A(µ) < +∞ then
(i) The measures ω, γ, and ̺ = ω + γ are nonnegative, and
‖ωt‖+ ‖γt‖ = ‖̺t‖ = 1 for a.e. t ∈ [0, 1]. (3.5)
Moreover |F | ≪ ω and |G|+ |f | ≪ γ.
(ii) The Radon-Nikodym densities
ut(x) :=
dF
dω
(t, x), vt(x) :=
dG
dγ
(t, x), rt(x) :=
df
dγ
(t, x),
are well-defined dω, dγ a.e. and
A(µ) = 1
2
∫∫
QΩ¯
|u|2dω + 1
2
∫∫
QΓ
(|v|2 + κ2|r|2) dγ
=
1
2
∫ 1
0
∫
Ω¯
|ut|2dωtdt+ 1
2
∫ 1
0
∫
Γ
(|vt|2 + κ2r2t )dγtdt (3.6)
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(iii) The curves t 7→ ωt ∈ M(Ω¯) and t 7→ γt ∈ M(Γ) are narrowly continuous and satisfy the
bounded-Lipschitz estimate
dBL,Ω¯(ωs, ωt) + dBL,Γ(γs, γt) ≤ Cκ
√
A(µ)|t− s| 12 s, t ∈ [0, 1] (3.7)
with Cκ = 4max(1, 1/κ). In particular the initial/terminal conditions are taken in the
narrow sense.
Proof. Regarding the disintegration, we only give the details for ω since the argument is identical
for γ. Let π(t, x) = t be the time projection. In order to disintegrate ω it suffices by [1, Theorem
5.3.1] to show that the time marginal ω¯ := π#ω is absolutely continuous with respect to the
Lebesgue measure dt on [0, 1]. Recall that, by definition of the pushforward, ω¯ is defined by the
identity ∫ 1
0
ξ(t)dω¯(t) =
∫∫
QΩ¯
ξ(t)dω(t, x), for all ξ ∈ C([0, 1]).
Fix an arbitrary ξ ∈ C([0, 1]) and let ζ(t) := ∫ t
0
ξ(s)ds ∈ C1([0, 1]). Testing ϕ(t, x) = ζ(t) in the
integral formulation (3.1) of the continuity equation gives
∣∣∣∣
∫ 1
0
ξ(t)dω¯(t)
∣∣∣∣ =
∣∣∣∣∣
∫∫
QΩ¯
ξ(t)dω(t, x)
∣∣∣∣∣ =
∣∣∣∣∣
∫∫
QΩ¯
∂tϕdω
∣∣∣∣∣
=
∣∣∣∣∣
∫∫
QΩ¯
✟
✟∇ϕ · dF +
∫
Ω¯
ϕ(1, .)dω1 −
∫
Ω¯
✘✘
✘ϕ(0, .) dω0 +
∫∫
QΓ
ϕdf
∣∣∣∣∣
=
∣∣∣∣∣ζ(1)
∫
Ω¯
dω1 +
∫∫
QΓ
ζ(t) df(t, x)
∣∣∣∣∣
≤ (‖ω1‖+ ‖f‖) · ‖ζ‖L∞ ≤ (‖ω1‖+ ‖f‖) · ‖ξ‖L1 .
Since ω1 and f have finite masses this shows that L(ξ) :=
∫ 1
0 ξ(t)dω¯(t) is continuous for the
L1(dt) norm, thus L can be extended from C([0, 1]) to the whole space L1(dt) as a continuous
linear form. This means that the measure ω¯ ∈ M([0, 1]) is in fact of the form L(t)dt for some
bounded function L such that ‖L‖∞ = ‖L‖(L1)′ ≤ ‖ω1‖ + ‖f‖. This is actually even stronger
than what we need, and entails the disintegration part of our statement.
Assume now that A(µ) < +∞.
(i) We only give the details for γ,G, f , the argument is identical for ω, F . Note that we can
always choose the reference measure λΓ := |γ|+ |G|+ |f | in (3.4). We write below γ˜, G˜, f˜ for the
corresponding Radon-Nikodym densities. Assume by contradiction that γ is not nonnegative:
Then there exists a Borel set B ⊂ QΩ¯ such that λΓ(B) ≥ |γ|(B) > 0, and γ˜(x) < 0 for λΓ-a.e.
x ∈ B. According to Definition 3.3 this means AκΓ
(
dµΓ
dλΓ
)
= AκΓ(γ˜, G˜, f˜) = +∞ on B, thus
A(µ) ≥ AκΓ(µΓ) ≥
∫
B A
κ
Γ(γ˜, G˜, f˜)dλΓ = +∞.
Now that we know γ ≥ 0, assume by contradiction that |G| is not absolutely continuous w.r.t
γ. Then there is a Borel set B such that γ(B) = 0 but |G|(B) > 0, in particular λΓ(B) ≥
|G|(B) > 0. But then γ˜(x) ≡ 0 while G˜(x) 6≡ 0 on B. Choosing any subset B′ ⊂ B such that
λΓ(B
′) > 0 and G˜(x) 6= 0 on B′, we see that AκΓ(γ˜, G˜, f˜)(x) = +∞ for λΓ-a.e. x ∈ B′ and
therefore AκΓ(µΓ) = +∞ as before. The absolute continuity |f | ≪ γ is obtained similarly.
By the previous steps ̺ = ω + γ ≥ 0 disintegrates in time, and by Proposition 3.2 ̺ also
solves the conservative continuity equation (3.3). This classically implies the mass conservation
‖̺t‖ = ‖̺0‖ = ‖̺1‖ = 1, which gives of course ‖ωt‖+ ‖γt‖ = ‖ωt + γt‖ = ‖̺t‖ due to ωt, γt ≥ 0.
(ii) In order to get (3.6), the first step allows to define u(t, x) := dFdω (t, x) and v(t, x) :=
dG
dω (t, x), r(t, x) :=
df
dω (t, x), but also allows to choose λΩ = ω and λΓ = γ as reference measures
in (3.4). The corresponding Radon-Nikodym densities are then ω˜ := dωdλΩ =
dω
dω = 1 and
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F˜ := dFdλΩ =
dF
dω = u, thus
AΩ(µΩ) =
∫∫
QΩ¯
AΩ(ω˜, F˜ )dγΩ =
∫∫
QΩ¯
AΩ(1, u)dω =
∫∫
QΩ¯
|u|2
2
dω.
Similarly, γ˜ = 1 and G˜ = v, f˜ = r in (3.4) gives
AκΓ(µΓ) =
∫∫
QΓ
AκΓ(γ˜, G˜, f˜)dγΩ =
∫∫
QΓ
AκΓ(1, v, r)dγ =
∫∫
QΓ
|v|2 + κ2r2
2
dγ.
Let us now address the second equality in (3.6). Because ω and γ disintegrate in time, step (i)
shows that F,G, f do too. Clearly the corresponding Ft, Gt, ft must be absolutely continuous
w.r.t. ωt, γt for a.e. time. In other words we can write unambiguously
dF
dω (t, x) = u(t, x) =
ut(x) =
dFt
dωt
(x), with equalities ω = ωtdt almost everywhere. (Ditto for v =
dG
dγ , r =
df
dγ .) The
second equality in (3.6) follows.
(iii) Because the bounded-Lipschitz distance metrizes the narrow convergence of measures it
suffices to establish (3.7). We only give the proof for t 7→ ωt, the argument is similar for γt. For
fixed Φ ∈ C1(Ω¯) we will estimate below the derivative of
l(t) :=
∫
Ω¯
Φ(x)dωt(x).
Note that, due to the disintegration
∫ 1
0
‖ωt‖dt = ‖ω‖ < +∞, the function l ∈ L1(0, 1) can
legitimately be considered as a distribution D′(0, 1). To compute its distributional derivative l′,
pick an arbitrary h ∈ C∞c (0, 1) and let ϕ(t, x) = h(t)Φ(x). Then (3.1) with dω(t, x) = dωt(x)dt,
dF (t, x) = ut(x)dωt(x)dt, and df(t, x) = rt(x)dγt(x)dt from the previous step, gives
〈l′, h〉D′,D = −〈l, h′〉D′,D = −
∫ 1
0
(∫
Ω¯
Φ(x)dωt(x)
)
h′(t)dt = −
∫∫
QΩ¯
∂tϕdω
=
∫∫
QΩ¯
∇ϕ · dF −
∫∫
QΓ
ϕdf +
∫
Ω¯
ϕ(0, .)︸ ︷︷ ︸
=0
dω0 −
∫
Ω¯
ϕ(1, .)︸ ︷︷ ︸
=0
dω1
=
∫ 1
0
h(t)
(∫
Ω¯
∇Φ(x) · ut(x)dωt(x)
)
︸ ︷︷ ︸
:=m1(t)
dt−
∫ 1
0
h(t)
(∫
Γ
Φ(x)rt(x)dγt(x)
)
︸ ︷︷ ︸
:=m2(t)
dt
and shows that l′ = m1 − m2. Since ‖ωt‖, ‖γt‖ ≤ ‖ρt‖ = 1 from the previous step, we have
‖ut‖L1ωt ≤ ‖ut‖L2ωt and ‖rt‖L1γt ≤ ‖rt‖L2γt . Whence by (3.6)
|l′(t)| ≤ |m1(t)|+ |m2(t)| ≤ ‖∇Φ‖∞
∫
Ω¯
|ut|dωt + ‖Φ‖∞
∫
Γ
|rt|dγt
≤
√
2(‖Φ‖∞ + ‖∇Φ‖∞)
(∫
Ω
|ut|2dωt +
∫
Γ
|rt|2dγt
) 1
2
∈ L2(0, 1).
Thus l is absolutely continuous, and by Cauchy-Schwartz inequality∣∣∣∣
∫
Ω¯
Φd(ωt − ωs)
∣∣∣∣ = |l(t)− l(s)| ≤
∫ t
s
|l′(τ)|dτ ≤ ‖l′‖L2(0,1)
≤
√
2(‖Φ‖∞ + ‖∇Φ‖∞)
(∫ 1
0
∫
Ω¯
|ut|2dωtdt+
∫ 1
0
∫
Γ
|rt|2dγtdt
) 1
2
= 2(‖Φ‖∞ + ‖∇Φ‖∞)
(∫ 1
0
∫
Ω¯
|ut|2
2
dωtdt+
1
κ2
∫ 1
0
∫
Γ
κ2|rt|2
2
dγtdt
) 1
2
≤ 2max(1, 1/κ)
√
A(µ)(‖Φ‖∞ + ‖∇Φ‖∞).
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This entails the first half of (3.7) for the interior ω component. The estimate for the boundary
component γ is established similarly and we omit the details.
The (squared) ring road distance is then
Definition 3.6. For ρ0, ρ1 ∈ P⊕
(
Ω¯
)
we set
W2κ(ρ0, ρ1) := inf
µ∈CE(ρ0,ρ1)
A(µ). (3.8)
This is always well-defined
Lemma 3.7. The quantity Wκ(ρ0, ρ1) is always finite.
Proof. Pick any point y ∈ ∂Ω. We will show below that any ρ0 ∈ P⊕(Ω¯) can be connected
to (0, δy) ∈ P⊕(Ω¯) with finite cost: By symmetry (0, δy) can also be connected to any other
ρ1, thus connecting ρ0 to ρ1 with finite cost. To this end, choose R > 0 small enough so that
x := y −R~n(y) ∈ Ω, and denote I ⊂ Ω the segment [x, y] as depicted in Figure 1.
Note that scaling time s = τt and (Fs, Gs, fs) ↔ 1τ (Ft, Gt, ft) gives an inverse scaling for the
action Aτ = ∫ τ0 (. . . )ds = 1τA. (Moving slower in time s ∈ [0, τ ], τ > 1 rather than in time
t ∈ [0, 1] takes lesser energy.) Therefore it is enough to show that ρ0 can be connected to (0, δy)
in a finite number of elementary steps, each occurring in time one with finite cost, and then
ultimately scaling back to t ∈ [0, 1] will do.
1. Pick first an interior Wasserstein geodesic (ω, F ) with zero-flux from ω0 to ω˜0 := ‖ω0‖δy,
and a boundary Wasserstein geodesic (γ,G) from γ0 to γ˜0 := ‖γ0‖δy. Setting µ :=
(ω, F, γ,G, 0) gives a solution of the generalized continuity equation (3.1)(3.2) connect-
ing ρ0 = (ω0, γ0) to ρ˜0 := (ω˜0, γ˜0) with cost
W2κ(ρ0, ρ˜0) = AΩ(µΩ) +AκΓ(µΓ) =W2Ω¯(ω0, ω˜0) +W2Γ(γ0, γ˜0) < +∞.
2. In order to connect now (ω˜0, γ˜0) = (‖ω0‖δy, ‖γ0‖δy) to (0, δy) we use a pure Fisher-Rao
geodesic between γ˜0 and δy (see [6, Proposition 4.2] or ). The latter is given by γt :=
[(1 − t)√‖γ0‖ + t]2δy, no displacement Gt = 0, and ft := ∂tγt = 2(1 −√‖γ0‖) × [(1 −
t)
√‖γ0‖+ t]δy. In order to absorb the mass variation we simply enforce ∂tωt = 0ft on the
boundary with no interior motion, in other words ωt := ω˜0−
∫ t
0
fsds and Ft = 0. It is easy
to check that ωt remains nonnegative due to the initial mass constraint ‖ω0‖ + ‖γ0‖ = 1.
The path µ := (ωt, 0, γt, 0, ft)dt connects now the desired endpoints with cost
W2κ((‖ω0‖δy, ‖γ0‖δy), (0, δy)) ≤ 0 +
∫ 1
0
∫
Γ
0 + κ2|ft|2
2γt
dt
= FR2κ(‖γ0‖δy, δy) = 2κ2
(
1−
√
‖γ0‖
)2
< +∞
and the proof is complete.
3.2 Existence
In this section we address the existence of minimizers µ in (3.8) and derive the equations for the
geodesics. This will involve infinite-dimensional convex analysis, and we start with preliminary
material. We define the “subsolution” sets
SΩ :=
{
(α, β) ∈ R× Rd : α+ |β|
2
2
≤ 0
}
, (3.9)
SκΓ :=
{
(a, b, c, d) ∈ R× Rd−1 × R× R : a+ |b|
2
2
+
|c− d|2
2κ2
≤ 0
}
(3.10)
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as well as the convex indicators
ιSΩ(α, β) :=
{
0 if (α, β) ∈ SΩ
+∞ otherwise
and
ιSκ
Γ
(a, b, c, d) :=
{
0 if (a, b, c, d) ∈ SκΓ
+∞ otherwise .
The variables α, β will be dual multipliers for ω, F , and a, b will be dual to γ,G. Due to
the nonstandard bulk/interface coupling we shall actually need two separate extra multipliers
c, d for the remaining boundary flux, and one should roughly think below of c − d as being
dual to f . We will typically take (α, β) = (∂tφ,∇φ) and (a, b, c, d) = (∂tψ,∇ψ, ψ, φ|∂Ω) for
suitable test-functions φ ∈ C1([0, 1] × Ω¯), ψ ∈ C1([0, 1] × Γ). Accordingly, (∂tφ,∇φ) ∈ SΩ
and (∂tψ,∇ψ, ψ, φ|∂Ω) ∈ SκΓ mean that φ, ψ are (smooth) subsolutions of the Hamilton-Jacobi
system
∂tφ+
1
2
|∇φ|2 ≤ 0 and ∂tψ + 1
2
|∇ψ|2 + 1
2κ2
|ψ − φ|2 ≤ 0.
Note that this coupled system of Hamilton-Jacobi equations is invariant by addition of a common
constant φ+ k, ψ + k and that the convex closed set SκΓ is thus invariant under diagonal shifts
c+ k, d+ k.
As in the Benamou-Brenier approach [2], the key is to identify the actions AΩ, A
κ
Γ as the support-
functions of SΩ, S
κ
Γ . More precisely,
Lemma 3.8. For (γ,G, f, η) ∈ R× Rd−1 × R× R the convex conjugate ι∗Sκ
Γ
of ιSκ
Γ
is
ι∗Sκ
Γ
(γ,G, f, η) =


|G|2+κ2r2
2γ if γ > 0 and f + η = 0
0 if (γ,G, f, η) = (0, 0, 0, 0)
+∞ otherwise
A possible alternative formulation is ι∗Sκ
Γ
(γ,G, f, η) = A¯κΓ(γ,G, f, η), where the extended
action on Γ is
A¯κΓ(γ,G, f, η) := A
κ
Γ(γ,G, f, ) +
{
0 if f + η = 0
+∞ otherwise , (3.11)
and AκΓ is as in Definition 3.3. Note that A¯
κ
Γ is convex, l.s.c., and one-homogeneous (as a convex
conjugate, it is a supremum of linear functions). The condition f + η = 0 reflects by duality the
invariance of SκΓ under c+ k, d+ k discussed earlier. We have similarly
Lemma 3.9. For (ω, F ) ∈ R× Rd the convex conjugate ι∗SΩ of ιSΩ is
ι∗SΩ(ω, F ) = AΩ(ω, F ) =


|F |2
2ω if ω > 0
0 if (ω, F ) = (0, 0)
+∞ otherwise
.
The proof of these two results relies on elementary finite-dimensional convex analysis and
we omit the details.
Let us write for brevity
E := C1(QΩ¯)× C1(QΓ),
and for (φ, ψ) ∈ E define the primal objective functional
J κ(φ, ψ) :=
∫
Ω¯
φ(1, x)dω1(x) −
∫
Ω¯
φ(0, x)dω0(x) +
∫
Γ
ψ(1, x)dγ1(x)−
∫
Γ
ψ(0, x)dγ0(x)
−
∫∫
QΩ¯
ιSΩ(∂tφ,∇φ)dxdt −
∫∫
QΓ
ιSκ
Γ
(∂tψ,∇ψ, ψ, φ|∂Ω)dxdt. (3.12)
The main result in this section is
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Theorem 2. For fixed ρ0, ρ1 ∈ P⊕(Ω¯) we have duality
W2κ(ρ0, ρ1) = sup
(φ,ψ)∈E
J κ(φ, ψ),
and Wκ-geodesics exist in the sense that inf = min is attained in (3.8).
Note carefully that the objective functional J κ only depends on κ through the second indi-
cator ιSκ
Γ
encoding the Hamilton-Jacobi constraint ∂tψ +
1
2 |∇ψ|2 + 12κ2 |ψ − φ|2 ≤ 0 on Γ. This
will be important in section 6 when we take the limits κ→ 0 and κ→ +∞.
Proof. We closely follow the lines of [6, Theorem 2.1]. The strategy of proof consists in identi-
fying the minimization W2κ = inf(. . . ) as the dual problem to the primal maximization supJ κ,
and applying the Fenchel-Rockafellar duality theorem 1.
We first define the unfolding operator
L : E → F
(φ, ψ) 7→ (∂tφ,∇φ ; ∂tψ,∇ψ, ψ, φ|∂Ω)
Note that L is obviously continuous for the natural C1 and C0 topologies on E,F , respectively.
The primal problem supJ κ reads
sup
(φ,ψ)∈E
{
F(φ, ψ) + G(L(φ, ψ))
}
with
F(φ, ψ) :=
∫
Ω¯
φ(1, .) dω1 −
∫
Ω¯
φ(0, .) dω0 +
∫
Γ
ψ(1, .) dγ1 −
∫
Γ
ψ(0, .) dγ0
and
G(α, β; a, b, c, d) := −
∫ 1
0
∫
Ω
ιSΩ(α, β)dxdt −
∫ 1
0
∫
Γ
ιSκ
Γ
(a, b, c, d)dxdt.
Note that, because F is linear continuous and since ιSΩ , ιSκΓ are convex l.s.c, both F andG are concave, proper, u.s.c. functionals. It is not hard to find at least a pair (φ, ψ) such
that G is continuous at L(φ, ψ) and F(φ, ψ) < +∞. (Take for example φ(t, x) = −t and
ψ(t, x) = −t, which are strict subsolutions of the Hamilton-Jacobi equations.) The Fenchel-
Rockafellar theorem 1 therefore guarantees that
sup
(φ,ψ)∈E
J κ = inf
ν∈F∗
{
−F∗(−L∗ν)− G∗(ν)
}
(3.13)
where −F∗ = (−F)∗,−G∗ = (−G)∗ are the Fenchel-Legendre (convex) conjugates of the convex
functions −F ,−G, respectively. Here L∗ : F ∗ → E∗ is the adjoint of L, and the target dual
space identifies to
F ∗ =
(
M(QΩ¯)×M(QΩ¯)d
)
×
(
M(QΓ)×M(QΓ)d−1 ×M(QΓ)×M(QΓ)
)
with elements denoted by
ν = (νΩ, νΓ) = (ω, F ; γ,G, f, η) ∈ F ∗.
(We use the notation ν instead of the previous µ = (µΩ, µΓ) = (ω, F ; γ,G, f) to emphasize the
augmented scalar variable η.) Let us compute separately the two conjugates in (3.13).
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• By definition of the Legendre-Fenchel transform we have
−F∗(−L∗ν) = sup
(φ,ψ)∈E
{〈−L∗ν, (φ, ψ)〉E∗,E − (−F)(φ, ψ)}
= sup
(φ,ψ)∈E
{F(φ, ψ)− 〈ν, L(φ, ψ)〉F∗,F }
= sup
(φ,ψ)∈E
{∫
Ω¯
φ(1, .) dω1 −
∫
Ω¯
φ(0, .) dω0 +
∫
Γ
ψ(1, .) dγ1 −
∫
Γ
ψ(0, .) dγ0
−
(∫∫
QΩ¯
∂tφdω +
∫∫
QΩ¯
∇φ · dF
)
−
(∫∫
QΓ
∂tψ dγ +
∫∫
QΓ
∇ψ · dG+
∫∫
QΓ
ψ df +
∫∫
QΓ
φ|∂Ω dη
)}
We recognize at once the convex indicator of the continuity equations with endpoints ωi, γi
and boundary flux −η, in other words
−F∗(−L∗ν) =


0 if
{
∂tω + divF = 0 with F · n|∂Ω = −η and ω|t=0,1 = ω0,1
∂tγ + divG = f with γ|t=0,1 = γ0,1
+∞ otherwise
(3.14)
Here the equations and initial-terminal/boundary conditions should be understood in the
integral sense as in Definition 3.1.
• For the second conjugate in (3.13) we denote by ξ = (α, β ; a, b, c, d) a generic element in
F , and by ν = (νΩ, νΓ) = (ω, F ; γ,G, f, η) the dual elements of F
∗. We compute then
− G∗(ν) = sup
ξ∈F
{
< ν, ξ >F∗,F +G(ξ)
}
= sup
(α,β ; a,b,c,d)∈F
{∫∫
QΩ¯
α dω +
∫∫
QΩ¯
β · dF
+
∫∫
QΓ
a dγ +
∫∫
QΓ
b · dG+
∫∫
QΓ
c df +
∫∫
QΓ
d dη
−
∫∫
QΩ¯
ιSΩ(α, β)dxdt −
∫∫
QΓ
ιSκ
Γ
(a, b, c, d)dxdt
}
,
and this clearly uncouples as
− G∗(ν) = sup
(α,β)
{∫∫
QΩ¯
α dω +
∫∫
QΩ¯
β · dF −
∫∫
QΩ¯
ιSΩ(α, β)dxdt
}
+ sup
(a,b,c,d)
{∫∫
QΓ
a dγ+
∫∫
QΓ
b ·dG+
∫∫
QΓ
c df+
∫∫
QΓ
d dη−
∫∫
QΓ
ιSκ
Γ
(a, b, c, d)dxdt
}
.
Applying [39, Theorem 5] allows to “take the convex conjugation under the integral sign”,
and exploiting lemmas 3.83.9 to identify ι∗SΩ = AΩ, ι
∗
Sκ
Γ
= A¯κΓ leads to
− G∗(ν) =
(∫∫
QΩ¯
AΩ
(
dνΩ
dL
)
dL+
∫∫
QΩ¯
A∞Ω
(
dνΩ
dνSΩ
)
dνSΩ
)
+
(∫∫
QΓ
A¯κΓ
(
dνΓ
dL
)
dL+
∫∫
QΓ
A¯κ∞Γ
(
dνΓ
dνSΓ
)
dνSΓ
)
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Here L = dxdt denotes indistinctly the Lebesgue measure onQΩ¯ orQΓ, respectively, νSΩ, νSΓ
are any nonnegative measures dominating the singular parts of |νΩ|, |νΓ|, and A∞Ω , A¯κ∞Γ
denote the recession functions of AΩ, A¯
κ
Γ. Since AΩ, A¯
κ
Γ are 1-homogeneous their recession
functions A∞Ω = AΩ and A¯
κ∞
Γ = A¯
κ
Γ, thus we can rewrite
−G∗(ν) =
∫∫
QΩ¯
AΩ
(
dνΩ
dλΩ
)
dλΩ +
∫∫
QΓ
A¯κΓ
(
dνΓ
dλΓ
)
dλΓ
for any dominating measures λΩ ≫ |νΩ| and λΓ ≫ |νΓ|.
So far we were writing ν = (νΩ, νΓ) = (ω, F ; γ,G, f, η), but let us now rather write
ν = (µΩ, µΓ, η) := (ω, F ; g,G, f ; η)
in order to relate to the action functional (3.4). With this choice, and by definition (3.11)
of the extended action A¯κΓ, we can write
− G∗(ν) =
∫∫
QΩ¯
AΩ
(
dµΩ
dλΩ
)
dλΩ +
∫∫
QΓ
AκΓ
(
dµΓ
dλΓ
)
dλΓ +
{
0 if f + η = 0
+∞ otherwise
= A(µ) +
{
0 if η = −f
+∞ otherwise (3.15)
Gathering (3.13)(3.14)(3.15), with now the correct flux condition F · n = f (since F · n = −η
from −F∗(−L∗ν) < +∞ and η = −f from −G∗(ν) < +∞), we end up with the claimed duality
sup
(φ,ψ)∈E
J κ = inf
{
A(µ) s.t. µ ∈ CE(ρ0, ρ1)
}
=W2κ(ρ0, ρ1)
Finally, recall from Lemma 3.7 that W2κ(ρ0, ρ1) = inf{. . . } is always finite: the Fenchel-
Rockafellar theorem further guarantees in that case the attainment inf = min of the dual
problem in supJ κ = inf(. . . ), and the proof is complete.
As expected, we have
Proposition 3.10. Wκ is a distance on P⊕
(
Ω¯
)
.
Proof. The symmetryWκ(ρ0, ρ1) =Wκ(ρ1, ρ0) is obvious, since the action is even in the F,G, f
variables and therefore the problem is completely time-symmetric.
For the indiscernibles, consider Wκ(ρ0, ρ1) = 0. By Theorem 2 there exists a minimizer
µ ∈ CE(ρ0, ρ1). Owing to (5.4) we see that dBL,Ω¯(ω0, ω1) + dBL,Γ(γ0, γ1) ≤ Cκ
√A(µ) = 0, thus
ω1 = ω0 and γ1 = γ0 as required. The converse is immediate: if ρ0 = ρ1 then F = G = f = 0
gives an admissible µ with cost zero.
For the triangular inequality, choose any ρ0, ρ1, ρ2 ∈ P⊕(Ω¯). By the previous step we can assume
that they are pairwise distinct. By theorem 2 there exist a minimizer µ01 = (ω01, F01 ; γ01, G01, f01)
from ρ0 to ρ1 and a minimizer µ12 = (ω12, F12 ; γ12, G12, f12) from ρ1 to ρ2, both in time t ∈ [01].
For any fixed θ ∈ (0, 1) one can easily rescale µ01  µθ01 in time t ∈ [0, θ] and µ12  µθ12 in time
t ∈ [0, 1 − θ]. Concatenating µθ01 and µθ12 in times [0, θ] ∪ [θ, 1] gives an admissible competitor
µθ02 connecting ρ0, ρ2 in time t ∈ [0, 1]. The resulting cost is
W2κ(ρ0, ρ2) ≤ A(µθ02) =
1
θ
A(µ01) + 1
1− θA(µ12) =
1
θ
W2κ(ρ0, ρ1) +
1
1− θW
2
κ(ρ1, ρ2),
and choosing θ := Wκ(ρ0,ρ1)Wκ(ρ0,ρ1)+Wκ(ρ1,ρ2) finally gives
W2κ(ρ0, ρ2) ≤
(
Wκ(ρ0, ρ1) +Wκ(ρ1, ρ2)
)2
.
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3.3 Characterization and properties of geodesics
Our next result gives a sufficient condition for µ ∈ CE(ρ0, ρ1) to be a minimizer, and provides
the geodesic equations at least formally.
Theorem 3. Fix ρ0, ρ1 ∈ P⊕(Ω¯). If µ = (ω, F ; γ,G, f) ∈ CE(ρ0, ρ1) is such that A(µ) < ∞
and, for some (φ, ψ) ∈ C1([0, 1]× Ω¯)× C1([0, 1]× Γ),
F = ω∇φ, G = γ∇ψ, f = γψ − φ|∂Ω
κ2
(3.16)
as well as
∂tφ+
1
2
|∇φ|2 ≤ 0 everywhere in QΩ¯, with equality ω − a.e., (3.17)
∂tψ +
1
2
|∇ψ|2 + 1
2κ2
|ψ − φ|2 ≤ 0 everywhere in QΓ, with equality γ − a.e., (3.18)
then µ minimizes W2κ(ρ0, ρ1) = A(µ).
We expect these Hamilton-Jacobi conditions to be also necessary, thus fully characterizing
all geodesics. However the strong C1 regularity required above for φ, ψ should not be expected
in all generality (see section 4 and in particular the 1t loss of time regularity in (4.8)), hence
we shall be content with the “sufficient” part as in our statement. Note that the condition
µ ∈ CE(ρ0, ρ1) implicitly prescribes the boundary condition ω∇φ · n = F · n = f = γ ψ−φκ2 for φ
on ∂Ω.
Proof. The argument is adapted from [6, Theorem 2.3]. With the same notations as in the
proof of Theorem 2, the Fenchel-Rockafellar duality Theorem 1 tells us that a pair (φ, ψ) ∈ E
is guaranteed to be a maximizer of the primal problem supJ κ as soon as there exists a ν ∈ F ∗
such that
(i) L∗ν ∈ ∂(−F)(φ, ψ),
(ii) L(φ, ψ) ∈ ∂(−G∗)(ν),
in which case ν is necessarily a minimizer in (3.13). Recalling that we only use the extra variable
η to eliminate the invariance φ+ k, ψ+ k, such a ν = (µ, η) = (ω, F ; γ,G, f ; η) automatically
gives a minimizer µ in(3.8).
Thus is suffices to check that (i) and (ii) hold with ν, φ, ψ as in our statement, upon setting
ν := (νΩ, νΓ) = (ω, F ; γ,G, f,−f) (i.e. taking η := −f).
Condition (i) is automatically satisfied since −F is linear and µ solves the continuity equations:
The subdifferential ∂(−F)(φ, ψ) can be identified by computing, for arbitrary (φ′, ψ′) ∈ E,
−F(φ′, ψ′) + F(φ, ψ) =
∫
Ω¯
[φ′ − φ](1, .) dω1 −
∫
Ω¯
[φ′ − φ](0, .) dω0
+
∫
Γ
[ψ′ − ψ](1, .) dγ1 −
∫
Γ
[ψ′ − ψ](0, .) dγ0
(3.1)(3.2)
=
∫∫
QΩ¯
∂t[φ
′ − φ] dω +
∫∫
QΩ¯
∇[φ′ − φ] · dF −
∫∫
QΓ
[φ′ − φ] df︸︷︷︸
=−dη
+
∫∫
QΓ
∂t[ψ
′ − ψ] dγ +
∫∫
QΓ
∇[ψ′ − ψ] · dG+
∫∫
QΓ
[ψ′ − ψ] df
= 〈L(φ′ − φ, ψ′ − ψ), ν〉F,F∗ = 〈(φ′ − φ, ψ′ − ψ), L∗ν〉E,E∗ .
This means indeed that L∗ν ∈ ∂(−F)(φ, ψ).
For (ii) we first recall from the proof of Theorem 2 and (3.15) that, writing ν = (µ, η) =
(ω, F, γ,G, f ; η), we already computed −G∗(ν) = A(µ) + ι[f=−η](ν). Exploiting the definition
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(3.11) of the extended action A¯κΓ, the constraint f = −η can be encoded into the boundary
contribution to write
−G∗(ν) =
∫∫
QΩ¯
AΩ
(
dνΩ
dλΩ
)
dλΩ +
∫∫
QΓ
A¯κΓ
(
dνΓ
dλΓ
)
dλΓ.
Here we denote again νΩ = (ω, F ) and νΓ = (γ,G, f, η), and choose any reference measures
λΩ, λΓ such that |νΩ| ≪ λΩ and |νΓ| ≪ λΓ. We want to prove that L(φ, ψ) ∈ ∂(−G∗)(ν), which
amounts to showing that
−G∗(ν′) + G∗(ν) ≥ 〈L(φ, ψ), ν′ − ν〉F,F∗
for any ν′ ∈ F ∗. To this end we first write
− G∗(ν′) + G∗(ν) =
∫∫
QΩ¯
(
AΩ
(
dν′Ω
dλΩ
)
−AΩ
(
dνΩ
dλΩ
))
dλΩ
+
∫∫
QΓ
(
A¯κΓ
(
dν′Γ
dλΓ
)
− A¯κΓ
(
dνΓ
dλΓ
))
dλΓ
where the λ’s can be chosen to dominate simultaneously |νΩ|+ |ν′Ω| ≪ λΩ and |νΓ|+ |ν′Γ| ≪ λΓ.
By Lebesgue decomposition such reference measures can always be taken of the form
λΩ = ω + ω
⊥, λΓ = γ + γ
⊥,
with ω, ω⊥ and γ, γ⊥ respectively mutually singular. Therefore
− G∗(ν′) + G∗(ν) =
[∫∫
QΩ¯
(
AΩ
(
dν′Ω
dλΩ
)
−AΩ
(
dνΩ
dλΩ
))
dω
+
∫∫
QΩ¯
(
AΩ
(
dν′Ω
dλΩ
)
−AΩ
(
dνΩ
dλΩ
))
dω⊥
]
+
[∫∫
QΓ
(
A¯κΓ
(
dν′Γ
dλΓ
)
− A¯κΓ
(
dνΓ
dλΓ
))
dγ
+
∫∫
QΓ
(
A¯κΓ
(
dν′Γ
dλΓ
)
− A¯κΓ
(
dνΓ
dλΓ
))
dγ⊥
]
=
∫∫
QΩ¯
(
AΩ
(
dν′Ω
dλΩ
)
−AΩ
(
dνΩ
dλΩ
))
︸ ︷︷ ︸
:=A(t,x)
dω +
∫∫
QΩ¯
AΩ
(
dν′Ω
dλΩ
)
︸ ︷︷ ︸
:=B(t,x)
dω⊥
+
∫∫
QΓ
(
A¯κΓ
(
dν′Γ
dλΓ
)
− A¯κΓ
(
dνΓ
dλΓ
))
︸ ︷︷ ︸
:=C(t,x)
dγ +
∫∫
QΓ
A¯κΓ
(
dν′Γ
dλΓ
)
︸ ︷︷ ︸
:=D(t,x)
dγ⊥, (3.19)
because AΩ
(
dνΩ
dλΩ
)
= 0 for dω⊥ a.e. (t, x) and AκΓ
(
dνΓ
dλΓ
)
= 0 for dγ⊥ a.e. (t, x) due to ω ⊥ ω⊥
and γ ⊥ γ⊥. Moreover, straightforward (finite-dimensional) convex analysis shows that the
subdifferentials
∂AΩ(ω, F ) =


{(
− |F |22ω2 , Fω
)}
if ω > 0
SΩ if (ω, F ) = (0, 0)
∅ otherwise
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and
∂A¯κΓ(γ,G, f, η)
(3.11)
=
{
(a, b, c, d) : (a, b, c− d) ∈ ∂AκΓ(γ,G, f)
}
=


{(
− |G|2+κ2f22γ2 , Gγ
)}
×
{
(c, d) s.t. c− d = κ2 fγ
}
if γ > 0 and f + η = 0
SκΓ if (γ,G, f, η) = (0, 0, 0, 0)
∅ otherwise
.
We recall that SΩ, S
κ
Γ were defined in (3.9)(3.10).
Remark 3.11. The quantity c − d appearing in the computation of ∂A¯κΓ is of course dual
(orthogonal) to f + η appearing in (3.11), and ∂A¯κΓ is accordingly invariant under diagonal
shifts c+ k, d+ k.
Our assumption (3.17) on φ precisely means
(∂tφ,∇φ)(t, x) ∈ ∂AΩ
(
dνΩ
dλΩ
(t, x)
)
for ω − a.e. t, x
(∂tφ,∇φ)(t, x) ∈ ∂AΩ(0) for all t, x,
hence
A(t, x) ≥ (∂tφ,∇φ) ·
(
dν′Ω
dλΩ
− dνΩ
dλΩ
)
(t, x) for ω − a.e. t, x (3.20)
B(t, x) ≥ 0 + (∂tφ,∇φ) ·
(
dν′Ω
dλΩ
− dνΩ
dλΩ
)
(t, x) for all t, x. (3.21)
Similarly, our assumption (3.18) on φ, ψ means
(∂tψ,∇ψ, ψ, φ)(t, x) ∈ ∂A¯κΓ
(
dνΓ
dλΓ
(t, x)
)
for γ − a.e. t, x
(∂tψ,∇ψ, ψ, φ)(t, x) ∈ ∂A¯κΓ(0) for all t, x,
hence
C(t, x) ≥ (∂tψ,∇ψ, ψ, φ) ·
(
dν′Γ
dλΓ
− dνΓ
dλΓ
)
(t, x) for γ − a.e. t, x (3.22)
D(t, x) ≥ 0 + (∂tψ,∇ψ, ψ, φ) ·
(
dν′Γ
dλΓ
− dνΓ
dλΓ
)
(t, x) for all t, x. (3.23)
Injecting (3.20)(3.21)(3.22)(3.23) into (3.19) gives
−G∗(ν′)+G∗(ν) ≥
∫∫
QΩ¯
(∂tφ,∇φ) ·
(
dν′Ω
dλΩ
− dνΩ
dλΩ
)
dω+
∫∫
QΩ¯
(∂tφ,∇φ) ·
(
dν′Ω
dλΩ
− dνΩ
dλΩ
)
dω⊥
+
∫∫
QΓ
(∂tψ,∇ψ, ψ, φ) ·
(
dν′Γ
dλΓ
− dνΓ
dλΓ
)
dγ +
∫∫
QΓ
(∂tψ,∇ψ, ψ, φ) ·
(
dν′Γ
dλΓ
− dνΓ
dλΓ
)
dγ⊥
=
∫∫
QΩ¯
(∂tφ,∇φ) · d(ν′Ω − νΩ) +
∫∫
QΓ
(∂tψ,∇ψ, ψ, φ) · d(ν′Γ − νΓ)
= 〈L(φ, ψ), ν′ − ν〉)F,F∗ ,
where the middle equality stems from our choice λΩ = ω + ω
⊥ and λΓ = γ + γ
⊥. This finally
entails L(φ, ψ) ∈ ∂(−G∗)(ν) and achieves the proof.
We address next the natural question of constant-speed interpolations. For any fixed ρ0, ρ1 ∈
P⊕(Ω¯) Theorem 2 always gives at least one minimizer µ = (ω, F ; γ,G, f) with action A(µ) =
W2κ(ρ0, ρ1) < +∞. By Proposition 3.5 the interior and boundary densities disintegrate in time
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ω = ωtdt and γ = γtdt, thus ρ = ρtdt as well with ρt := (ωt, γt) ∈ P⊕(Ω¯) for all t ∈ [0, 1].
Moreover t 7→ ρt is doubly narrowly continuous due to (3.7). The measure ρt ∈ P⊕(Ω¯) can thus
be evaluated unambiguously at any time, and yields a natural interpolant (ρt)t∈[0,1] between
the two endpoints. As can be expected, this interpolant is consistent with the metric notion of
constant-speed geodesics:
Proposition 3.12. Take ρ0, ρ1 ∈ P⊕(Ω¯), let (ωt, Ft, γt, Gt, ft)dt be any geodesic, and let ρt =
(ωt, γt) ∈ P⊕(Ω¯) be the corresponding interpolant, t ∈ [0, 1]. Then
Wκ(ρs, ρt) = |t− s|Wκ(ρ0, ρ1), ∀ s, t ∈ [0, 1].
Proof. The argument is fairly standard and we only sketch the proof. Since solutions of the
generalized continuity equation (Definition 3.1) can be concatenated in time, and because ρt is
doubly-narrowly continuous, it is easy to see that (ωτ , Fτ , γτ , Gτ , fτ )dτ must be optimal in any
time τ ∈ [s, t] ⊂ [0, 1] with fixed endpoints ρs, ρt, s ≤ t. A standard arc-length reparametrization
(see e.g. [22, Lemma 5.3] or the proof of [9, Theorem 5.4]) then shows that the action A(µτ ) =
|Fτ |
2
2ωτ
+
|Gτ |
2+κ2f2τ
2γτ
= cst =W2κ(ρ0, ρ1)is constant in time, and our statement immediately follows.
4 Explicit geodesics for point-masses
In this section we compute the distance and geodesics for two Dirac masses: One in the interior
(δx0 , 0), the other on the boundary (0, δxR) at a distance R > 0, and with supporting segment
I = [x0, xR) ⊂ Ω lying in the interior as depicted in Figure 1. Note carefully that we make no
assumption on the contact angle between I and ∂Ω, in particular the segment [x0, xR] may very
well be tangent to ∂Ω at xR. This will be important later on.
xR
x0
I
Ω
Γ
Figure 1: the one-dimensional segment I = [x, y]
As tempting as it might be, the interpolating measure simply cannot be a travelling Dirac
mass: Being quadratic, the flux cost |f |2/γ indeed prevents the boundary mass from instanta-
neously jumping from γt = 0 for t < 1 to γ1 = δxR and we therefore need a more clever ansatz.
All the computations below will remain formal as a first step but will allow to compute explicitly
the solution. In order to make the analysis rigorous we will then use the certification Theorem 3
to check a posteriori that the interpolant computed formally is really a geodesic.
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Two effects will be competing in the total action AΩ¯ +AκΓ: On the one hand, since the flux
penalization is exactly the Fisher-Rao Lagrangian |f |2/2γ, and because no motion should be
involved on the boundary, the sought Wκ geodesic has a strong incentive to conform as much
as possible to a Fisher-Rao geodesic at least for the boundary mass γ. The latter is known to
be quadratic in time, γt ≈ t2 and ft = ∂tγt ≈ 2t. On the other hand for our coupled model such
a growth is only possible if a nontrivial influx f = F · n arises from the interior. In the absence
of coupling the optimal motion in the interior would be given by Wasserstein displacement, and
particles would tend to move with constant velocity from x0 to xR. The previous Fisher-Rao
behaviour ft ≈ 2t rather corresponds to particle arriving at the boundary with constant accel-
eration. The two separate boundary/interior optimizers are thus incompatible with each other,
and therefore a delicate transition occurs between constant speed and constant acceleration. Let
us now try to put this heuristic discussion on more solid ground.
Since we are clearly in a one-dimensional framework we use the arc-length parametrization
r ∈ [0, R], and we set the origin r = 0 at x0 ∈ Ω with r = R at xR ∈ ∂Ω. We argue below
as if the whole problem were set in the one dimensional segment Ω¯ = I = [0, R], and we will
compute explicitly the geodesics in the variables (t, r).
Since the interior density should progressively penetrate the boundary to keep the flux cost
finite, it seems clear that ωt must spread on the line r ∈ [0, R] in some way and that the mass
initially concentrated at r = 0 must split. We thus choose to consider the interior density ωt
as a continuous superposition of Lagrangian particles initially labeled by y ∈ [0, 1], all starting
at r = 0 with infinitesimal mass dy. We denote by Xyt the position at time t of a particle with
label y, and at time t = 0
Xy0 = 0 for all y ∈ [0, 1].
Moreover since some mass of ωt must contribute to growing γt via the outflux at r = R, some
particles will eventually reach the boundary before t = 1 and should accordingly be discarded
afterwards (for if not, all the particles would reach the boundary simultaneously at t = 1− and
the flux cost would be infinite). We denote by [0, Yt] the labels of particles that have not reached
the boundary by time t, for some Yt ∈ [0, 1] still to be determined and satisfying Y0 = 1 and
Y1 = 0 (all the interior mass should vanish at t = 1). The remaining particles y ∈ [Yt, 1] have
already been absorbed at time t and should not contribute to the interior density. Whence our
ansatz:
ωt :=
∫ Yt
0
δXyt dy and γt := mtδR (4.1)
as depicted in Figure 2. Here mt = ‖γt‖ is the total mass on the boundary and should satisfy
0 R rXyt
U(y)
ωt
γt = mtδR
Figure 2: The one-dimensional superposition
the mass conservation
‖ωt‖+ ‖γt‖ =
∫ Yt
0
‖δXyt ‖dy + ‖γt‖ = Yt +mt = 1.
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In order to find the geodesic we proceed by alternate optimization: We first minimize the interior
flow of the particles for a given boundary mass profile t 7→ mt, compute the optimal cost as a
functional of m, and then we minimize the resulting cost w.r.t. all admissible m’s. We will then
reconstruct a posteriori the Eulerian fields ωt(r), ut(r), γt, ft.
1. (optimization for fixed m) Intuitively it seems obvious that an optimal mt should
increase in time from m0 = 0 to m1 = 1, and we thus assume that m˙t > 0. The key point
in this first step is that, just like in classical optimal transport, particles should have zero
Lagrangian acceleration and move with constant velocity as prescribed by the Hamilton-
Jacobi equation ∂tφ+
1
2 |∇φ|2 = 0. In other words, the velocity ut(Xyt ) should not depend
on time for a given particle Xyt , and we thus set
U(y) :=
d
dt
Xyt =
Xyt − 0
t− 0 .
(The constant speed of a particle starting from r = 0 at time 0 and located at r = Xyt at
time t.) We will eventually determine the function U(y) later on, but for now we write
the characteristics as
Xyt = tU(y).
For a given label y the particle reaches the boundary r = R in time exactly
t = τ(y) :=
R
U(y)
⇔ Xyτ(y) = R, (4.2)
and the (infinitesimal) kinetic energy carried by this particle during its whole lifespan is
deΩ(y) =
1
2
dy
∫ τ(y)
0
|U(y)|2 dt = 1
2
RU(y)dy.
The overall kinetic energy is simply
EΩ[m] :=
∫ 1
0
deΩ(y) =
R
2
∫ 1
0
U(y)dy. (4.3)
In order to make this more explicit as a functional of the given profile t 7→ mt, note
that a particle Xyt has not reached the boundary by time t if and only if t ≤ τ(y), i-e
Xyt = tU(y) ≤ R. Another crucial feature of classical optimal transport is that particles
should not cross: It is therefore natural to assume that U is a nondecreasing function of y,
the position Xyt = tU(y) is nondecreasing in y ∈ [0, 1], and the set of particles y ∈ [0, Yt]
of particles still within the domain [0, R] at time t must therefore be given by
Yt = max{y : Xyt ≤ R} ⇔ tU(Yt) = R.
By mass conservation Yt +mt = ‖ωt‖+ ‖γt‖ = 1 this also reads
U(1−mt) = U(Yt) = R
t
. (4.4)
Recalling that m˙t > 0, we can change variables y = 1−mt with dy = −m˙tdt in (4.3) and
compute the interior kinetic cost
EΩ[m] =
R
2
∫ 1
0
U(y)dy =
R
2
∫ 1
0
U(1−mt)m˙tdt (4.4)= R
2
2
∫ 1
0
m˙t
t
dt.
2. (minimization with respect to m) Now we want to minimize the total cost “interior
kinetic + boundary flux” over all admissible mass profiles t 7→ mt. The kinetic cost for
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fixed m has just been computed in the previous step, and the flux cost is explicit in terms
of mt since ∂tγt + 0 = ft simply means f
2
t /γt = (m˙t)
2/mt. We are thus trying to solve
min
m
{
R2
2
∫ 1
0
m˙t
t
dt+
κ2
2
∫ 1
0
|m˙t|2
mt
dt s.t. m0 = 0,m1 = 1.
}
For this Lagrangian
L(m, m˙, t) :=
κ2|m˙|2
2m
+
R2m˙
2t
the usual Euler-Lagrange equation reads here
d
dt
(
∂L
∂m˙
)
=
∂L
∂m
⇔ d
dt
(
κ2
m˙
m
+
R2
2t
)
= −κ
2
2
∣∣∣∣m˙m
∣∣∣∣2 .
This only depends on the logarithmic derivative m˙/m and it is therefore natural to look
for power law solutions
mt = t
α, (α > 0).
In this simple setting the previous Euler-Lagrange equation is satisfied if and only if
κ2α+
R2
2
=
κ2
2
α2 ⇔ α2 − 2α− R
2
κ2
= 0.
This quadratic polynomial in α has two real roots: The first is always negative and should
be discarded, and the second reads explicitly
α = 1 +
√
1 +
R2
κ2
. (4.5)
3. (reconstruction of the Eulerian fields) The power law mt = t
α can obviously be
inverted as t = (mt)
1/α. From (4.4) we have therefore,
U(1−mt) = R
t
=
R
(mt)1/α
=
R
[1− (1−mt)]1/α .
Since m˙ > 0 we can use y = 1−mt as an independent variable, whence
U(y) =
R
(1 − y)1/α ∀ y ∈ [0, 1].
The lifespan of an arbitrary particle can then be computed from (4.2) as τ(y) = RU(y) =
(1 − y)1/α ∈ [0, 1], and the characteristics Xyt = U(y)t are therefore
Xyt =
R
(1 − y)1/α t for t ≤ τ(y) = (1− y)
1/α. (4.6)
The upper bound Yt in our ansatz (4.1) can be computed by solving explicitly τ(Yt) = t,
leading to Yt = 1− tα. By definition (4.1) of ωt we have, for any φ ∈ C([0, R])∫ R
0
φ(r)dωt(r) =
∫ Yt
0
φ(Xyt )dy =
∫ 1−tα
0
φ
(
R
(1 − y)1/α t
)
dy.
Changing variables r = R
(1−y)1/α
t ⇔ y = 1 − (Rt/r)α with dy = α(Rt/r)α drr in this last
integral gives ∫ R
0
φ(r)dωt(r) =
∫ R
Rt
φ(r)α
(
Rt
r
)α
dr
r
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and therefore identifies
ωt = α
(
Rt
r
)α
1
r
χ[Rt,R](r)dr.
By definition the velocity field ut(r) in Eulerian coordinates is the velocity of the La-
grangian particle Xyt sitting at position r at time t. Since particles do not cross and U(y)
is nondecreasing there is a unique label yt such that X
yt
t = r for given t, r, and
ut(r) :=
[
d
dt
Xyt
]
y=yt
with yt s.t. X
yt
t = r.
The explicit expression (4.6) of the characteristics gives yt = 1− (Rt/r)α, whence
ut(r) =
R
(1 − y)1/α
∣∣∣∣
y=yt
=
r
t
.
We are now in position to exploit these formal computations rigorously:
Theorem 4. For R > 0 let x0 ∈ Ω and xR ∈ ∂Ω be two points at distance R such that the
segment [x0, xR) lies in Ω, and let ακ := 1 +
√
1 + R
2
κ2 . Then
W2κ
(
(δx0 , 0), (0, δxR)
)
=
1
2
(R2 + κ2ακ)
ακ
ακ − 1 (4.7)
and a geodesic is given by µκ = µκt dt = (ω
κ
t , F
κ
t , γ
κ
t , 0, f
κ
t )dt with
ωκt := ακ
(
Rt
r
)ακ 1
r
χ[Rt,R](r)dr, u
κ
t (r) :=
r
t
, Fκt := u
κ
t ω
κ
t (4.8)
γκt := t
ακδR, G
κ := 0, fκt := ακt
ακ−1δR. (4.9)
Before proceeding with the proof let us point out several interesting facts here:
1. The explicit cost (4.7) is of the form “transport + toll”, O(R2) + O(κ2). This illustrates
the idea that our model is essentially classical optimal transport in the interior combined
with a non-reducible toll.
2. For fixed κ we see that taking R→ 0 gives ακ → 2, in which case we recover the quadratic
Fisher-Rao ansatz γt = t
2. (We would then be transferring an ω-point mass to a γ-point
mass, both located at the same site xR ∈ ∂Ω and of course no mass displacement is involved
in that task).
3. Letting κ→ 0 for fixed R > 0 gives ακ ∼ Rκ → +∞, κ2ακ ∼ Rκ→ 0, and
W2κ((δx0 , 0), (0, δxR)) −−−→
κ→0
1
2
R2 =W2Ω¯(δx0 , δxR).
Moreover, leveraging the fully explicit expressions (4.8)(4.9), it is easy to check that the
interpolant converges narrowly to the Wasserstein geodesic in Ω¯ in the sense that ̺κ :=
ωκ + γκ
∗
⇀ ̺ := δxtdt and F
κ +Gκ
∗
⇀ H = x˙tδxtdt for xt := (1− t)x0 + txR.
4. As κ → +∞ we have ακ → 2 and W2κ((δx0 , 0), (0, δxR)) ∼ 2κ2 → +∞. This should be
expected: in this case we are trying to connect measures having very different masses in
the interior and on the boundary, therefore the necessary flux is heavily penalized by the
expensive toll κ≫ 1.
All of this will be generalized later in Section 6 when we consider the large and small toll limits
κ→ +∞, κ→ 0 for arbitrary measures.
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Proof. In order to alleviate the notations we drop the κ subscripts in the whole proof, and write
ρ0 = (δx0 , 0) and ρ1 = (0, δxR). It is not difficult to check that the interpolants (4.8)(4.9) solve
the continuity equations{
∂tωt + divr(ωtut) = 0 for (t, r) ∈ (0, 1)× (0, R)
ωtut|r=R = ft for t ∈ (0, 1) and ∂tγt + 0 = ft
in the sense of Definition 3.1. (Actually one should turn this purely one-dimensional solution
in [0, R] into a full d-dimensional solution in Ω¯ supported on the segment I = [x0, xR] ⊂ Ω¯.
This is easily achieved using the uniform one-dimensional Hausdorff measure H1I supported on
I and we omit the details.) In order to check that µt = (ωt, Ft, γt, Gt, ft) is really a geodesic
we can appeal to Theorem 3 and try to find two functions φ, ψ such that Ft = ωtut = ωt∇φ,
0 = Gt = γt∇ψ, ft = γt ψ−φκ2 , and solving the two Hamilton-Jacobi equations. With the explicit
expressions (4.8)(4.9) now at hand this becomes an easy task: Writing as before mt = ‖γt‖ = tα
and letting
φ(t, r) :=
r2
2t
, ψ(t) := φ(t, R) + κ2
m˙t
mt
=
R2
2t
+
κ2α
t
,
we have automatically
∂rφ(t, r) =
r
t
= ut(r) and γt
ψ(t)− φ(t, R)
κ2
=
m˙t
mt
= ∂tγt.
The first Hamilton-Jacobi equation is satisfied as
∂tφ+
1
2
|∇φ|2 = − r
2
2t2
+
1
2
∣∣∣r
t
∣∣∣2 = 0.
For the equation in ψ we have
∂tψ +
1
2
|∇ψ|2 + 1
2κ2
|ψ − φ|2 = ∂t
(
R2
2t
+
κ2α
t
)
+ 0 +
1
2κ2
∣∣∣∣κ2αt
∣∣∣∣2
= −
(
R2
2
+ κ2α
)
1
t2
+ 0 +
α2κ2
2
1
t2
=
1
t2
(
κ2
2
α2 − κ2α− R
2
2
)
= 0
because the optimal value (4.5) of α = ακ was derived precisely by canceling the second order
polynomial.
Unfortunately we cannot apply Theorem 3 at once because of the singular 1t factor corre-
sponding to the unavoidable mass splitting. However, (φ, ψ) have the required regularity in any
subinterval t ∈ [ε, 1], the interpolant is really a geodesic from ρε to ρ1 for all ε > 0, and rescaling
time thus gives
W2κ(ρε, ρ1) = (1− ε)
∫ 1
ε
A(µt)dt.
It is not hard to check from the previous explicit expressions that A(µt) is of course integrable
in time, hence the latter quantity converges as
W2κ(ρε, ρ1) −−−→
ε→0
∫ 1
0
A(µt)dt.
On the other hand by construction ρε is obtained by following for small times an admissible
path µ with overall finite cost starting from ρ0, hence scaling again in time
W2κ(ρ0, ρε) ≤ ε
∫ 1
0
A(µt)dt −−−→
ε→0
0
and by triangular inequality |Wκ(ρ0, ρ1)−Wκ(ρε, ρ1)| ≤ Wκ(ρ0, ρε)→ 0. This implies
W2κ(ρ0, ρ1) = lim
ε→0
W2κ(ρε, ρ1) = lim
ε→0
(1− ε)
∫ 1
ε
A(µt)dt =
∫ 1
0
A(µt)dt
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and shows that the interpolant (4.8)(4.9) is indeed a geodesic as expected.
In order to evaluate the latter integral we recall from the formal computations in the begin-
ning of the section that, by construction, the kinetic cost in the interior is exactly R
2
2
∫ 1
0
m˙t
t dt.
(This can also be checked rigorously by direct evaluation of 12
∫ 1
0
∫ R
0 |ut|2dωtdt.) Putting every-
thing together with mt = t
α, the final cost is
W2κ(ρ0, ρ1) =
R2
2
∫ 1
0
m˙t
t
dt+
κ2
2
∫ 1
0
|m˙t|2
mt
dt
=
R2
2
∫ 1
0
αtα−1
t
dt+
κ2
2
∫ 1
0
|αtα−1|2
tα
dt
=
1
2
(αR2 + α2κ2)
∫ 1
0
tα−2dt =
1
2
(R2 + κ2α)
α
α− 1
and the proof is complete.
5 Geometrical and topological properties
5.1 Comparison with other distances
Here we compare our ring road distance Wκ(ρ0, ρ1) with the distances naturally involved in the
construction, namely WΩ¯(̺0, ̺1), WΩ¯(ω, ω1), WΓ(γ0, γ1), WFRκ(γ0, γ1). We will also need to
compare it to bounded-Lipschitz distances for technical reasons.
Proposition 5.1. For any ρ0, ρ1 ∈ P⊕(Ω¯) there holds
(i)
WFR2κ(γ0, γ1) ≤ W2κ(ρ0, ρ1) (5.1)
(ii)
W2κ(ρ0, ρ1) ≤ W2Ω¯(ω0, ω1) +W2Γ(γ0, γ1), (5.2)
(iii) Writing ̺0 = ω0 + γ0, ̺1 = ω1 + γ1,
W2Ω¯(̺0, ̺1) ≤ W2κ(ρ0, ρ1) (5.3)
(iv)
dBL,Ω¯(ω0, ω1) + dBL,Γ(γ0, γ1) ≤ CκWκ(ρ0, ρ1) (5.4)
with Cκ = 4max(1, 1/κ).
Let us emphasize that the bounds (i)(ii)(iii) are optimal, as we shall see later on. In (5.2)
one should implicitly read W2
Ω¯
(ω0, ω1) = W2Γ(γ0, γ1) = +∞ for incompatible masses ‖ω0‖ =
1− ‖γ0‖ 6= 1− ‖γ1‖ = ‖ω1‖, in which case the statement is vacuous. At first sight (ii) and (iii)
may seem contradictory. This is fortunately not the case since, even with mass compatibility
‖ω0‖ = ‖ω1‖, we have genericallyW2Ω¯(ω0+γ0, ω1+γ1) <W2Ω¯(ω0, ω1)+W2Γ(γ0, γ1). (For example
take Ω¯ a ball with ρ0 =
(
1
2δO,
1
2δN
)
and ρ1 =
(
1
2δO,
1
2δS
)
, where the points N,S,O are set at
the North/South poles and at the origin.)
Proof. (i) Pick from Theorem 2 a Wκ geodesic µ = (µΩ, µΓ) = (ω, F ; γ,G, f) from ρ0 to
ρ1. Note of course that µΓ = (γ,G, f) solves the continuity equation ∂tγ + divG = f and
connects γ0, γ1. By definition (1.3) of the Wasserstein-Fisher-Rao metrics we get
WFR2κ(γ0, γ1) = min
µ′
Γ
AκΓ(µ′Γ) ≤ AκΓ(µΓ) ≤ A(µ) =W2κ(ρ0, ρ1).
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(ii) As already mentioned if the masses are incompatible our statement is vacuous, hence
we assume ‖ω0‖ = ‖ω1‖ and ‖γ0‖ = ‖γ1‖. Pick an interior Wasserstein geodesic (ω, F )
from ω0 to ω1 in Ω¯ (with zero flux), and independently a boundary Wasserstein geodesic
(γ,G) from γ0 to γ1 in Γ. Since f = F · n = 0 the two conservative continuity equations
together immediately yield a solution of the generalized continuity equation in the sense
of Definition 3.1. As a consequence µ := (ω, F ; γ,G, 0) = (µΩ, µΓ) is an admissible
competitor in (3.8) and
W2κ(ρ0, ρ1) ≤ A(µ) = AΩ(µΩ) +AκΓ(µΓ) =W2Ω¯(ω0, ω1) +W2Γ(γ0, γ1).
(iii) We use the dual characterization in Theorem 2, which for convenience we write here as
W2κ(ρ0, ρ1)
= sup
(φ,ψ)∈E
{(∫
Ω¯
φ(1, .)dω1 +
∫
Γ
ψ(1, .)dγ1
)
−
(∫
Ω¯
φ(0, .)dω0 +
∫
Γ
ψ(0, .)dγ0
)
s.t.
∂tφ+
1
2 |∇φ|2 ≤ 0
∂tψ +
1
2 |∇ψ|2 + 12κ2 |ψ − φ|2 ≤ 0
}
with E = C1([0, 1]× Ω¯)× C1([0, 1]× Γ). Putting ψ = φ|∂Ω, the gradient on the boundary
∇ψ = ∇Γψ is simply the tangential gradient ∇τ (φ|∂Ω) and the second Hamilton-Jacobi
inequality
∂tψ +
1
2
|∇ψ|2 + 1
2κ2
|ψ − φ|2 = ∂tφ+ 1
2
|∇τφ|2 + 0 ≤ ∂tφ+ 1
2
|∇φ|2 ≤ 0
is automatically satisfied as soon as φ is a subsolution. As a consequence the supremum
over all (φ, ψ) ∈ E is clearly larger than the supremum over the smaller set {ψ = φ|∂Ω} (
E, thus
W2κ(ρ0, ρ1) ≥ sup
φ∈C1(QΩ¯)
{(∫
Ω¯
φ(1, .)dω1 +
∫
Γ
φ|∂Ω(1, .)dγ1
)
−
(∫
Ω¯
φ(0, .)dω0 +
∫
Γ
φ|∂Ω(0, .)dγ0
)
s.t. ∂tφ+
1
2
|∇φ|2 ≤ 0
}
= sup
φ∈C1(QΩ¯)
{∫
Ω¯
φ(1, .)d̺1 −
∫
Ω¯
φ(0, .)d̺0 s.t. ∂tφ+
1
2
|∇φ|2 ≤ 0
}
=W2Ω¯(̺0, ̺1).
(The last equality is the well-known Kantorovich duality [42, 40] for the standard Wasser-
stein distance on Ω¯ between ̺0 = ω0 + γ0 and ̺1 = ω1 + γ1.)
(iv) Pick a geodesic µ ∈ CE(ρ0, ρ1) from Theorem 2. By Proposition 3.5 and (3.7) we see that
dBL,Ω¯(ω0, ω1) + dBL,Γ(γ0, γ1) ≤ 4max(1, 1/κ)
√
A(µ) = CκWκ(ρ0, ρ1)
and the proof is complete.
We now turn to the more specific case of measures with either the interior or boundary
densities being fixed equal for both endpoints. In that case one natural question to ask is
whether our distance can be expressed in terms of distances involving only the complementary
densities.
Proposition 5.2 (fixed interior/boundary densities).
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xR
x0
I
Figure 3: The flat ellipse and the bridge
(i) In general ω0 = ω1 does not imply W2κ(ρ0, ρ1) =W2Γ(γ0, γ1).
(ii) In general ω0 = ω1 does not imply W2κ(ρ0, ρ1) =WFR2κ(γ0, γ1).
(iii) If Ω is convex then
γ0 = γ1
ω0
¬
∂Ω = ω1
¬
∂Ω
}
⇒ W2κ(ρ0, ρ1) =W2Ω¯(ω0, ω1). (5.5)
If on the contrary Ω is not convex, it may happen that W2κ(ρ0, ρ1) <W2Ω¯(ω0, ω1).
Proof. We stress that for (iii) it is really necessary that both boundary masses ω
¬
∂Ω, γ match,
and the statement fails even if the total boundary masses match ̺0
¬
∂Ω = ̺1
¬
∂Ω as one may
have hoped for.
(i) If ∂Ω is very curved, travelling along the boundary may turn out to be more expensive
than first paying the toll to enter Ω, moving next in the interior over a much shorter
distance, and finally paying again the toll to reenter the ring road upon arrival at the
target destination.
For an explicit counterexample, take Ω a very flat ellipse with minor axis of fixed length
R but very large major axis, and pick two opposite points x0, xR on the minor axis I =
[x0, xR] as in Figure 3. We choose ρ0 := (0, δx0) and ρ1 := (0, δxR). Here ω0 = ω1 = 0
while γ0 = δx0 and γ1 = δxR . On the one hand, choosing the major axis large enough,
the distance W2Γ(γ0, γ1) = W2Γ(δx0 , δxR) = 12d2Γ(x0, xR) can clearly be made arbitrarily
large. On the other hand, using twice the very same Fisher-Rao scenario as in the proof of
Lemma 3.7, it is easy to construct an admissible path connecting first ρ0 to ρ1/3 := (δx0 , 0)
in time t ∈ [0, 1/3], moving ρ1/3 to ρ2/3 := (δxR , 0) following an interior Wasserstein
geodesic WΩ¯(δx0 , δxR) in time t ∈ [1/3, 2/3] along I = [x0, xR], and then transferring back
ρ2/3 to ρ1 = (0, δxR) in time [2/3, 1]. Taking into account the scaling in time this gives a
cost 3(1/2+R2/2 + 1/2), which is clearly smaller than W2Γ(δx0 , δxR) = 12d2Γ(x0, xR) if the
major axis is sufficiently large.
(ii) Recall from (5.1) that there always holds W2κ(ρ0, ρ1) ≥ WFR2κ(γ0, γ1), thus a counterex-
ample can only come from strict inequality. The heuristic explanation is then as follows:
It is known [6, 21] that a Wasserstein-Fisher-Rao geodesic (γ∗, G∗, f∗) always has f∗ 6= 0,
unless γ0 = γ1 (roughly speaking because f
∗ = γ∗ψ
∗
κ2 and G
∗ = γ∗∇ψ∗ for some scalar
potential ψ∗, thus f∗ = 0 would imply ψ∗ = 0 and G∗ = 0 too and therefore γ0 = γ1).
This forces F ∗ 6= 0 through the flux condition F ∗ · n = f∗, and in turn imposes a nontriv-
ial motion and strictly positive kinetic action inside Ω. It is precisely this interior kinetic
action that forces a gap W2κ >WFR2κ. However this rationale does not take into account
the fact that ω may charge the boundary and act as a reservoir f = ∂t(ω
¬
∂Ω), and some
caution must be taken.
More rigorously, take from Theorem 2 a geodesic µ = (ω, F ; γ,G, f) from ρ0 to ρ1, and
take a Wasserstein-Fisher-Rao geodesic µ∗Γ = (γ
∗, G∗, f∗) from γ0 to γ1 [6, Theorem 2.1].
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By definition of Wκ and WFRκ we always have
W2κ(ρ0, ρ1) = A(µ)
=
∫∫
QΩ¯
|F |2
2ω
+
∫∫
QΓ
|G|2 + κ2|f |2
2γ
≥
∫∫
QΩ¯
|F |2
2ω
+ inf
γ′,G′,f ′
∫∫
QΓ
|G′|2 + κ2|f ′|2
2γ′
=
∫∫
QΩ¯
|F |2
2ω
+
∫∫
QΓ
|G∗|2 + κ2|f∗|2
2γ∗
=
∫∫
QΩ¯
|F |2
2ω
+WFR2κ(γ0, γ1). (5.6)
In the middle inequality the infimum is taken along solutions of ∂tγ
′ + divG′ = f ′ con-
necting γ0, γ1 as in the definition (1.3) of WFRκ.
Hence, in order to produce a strict inequality it suffices to exhibit a pair ρ0, ρ1 ∈ P⊕(Ω¯)
such that F 6= 0. To this end take two points x0, x1 ∈ Γ far away from each other for the
intrinsic distance dΓ on Γ: we claim that any geodesic (ω, F, γ,G, f) between ρ0 := (0, δx0)
and ρ1 := (0, δx1) has F 6= 0. For if not, the integral formulation (3.1) with F = 0
easily shows that ∂t(ω
¬
Ω) = 0 and ∂t(ω
¬
∂Ω) = −f . In other words no real flux arises
from the interior density, f only consists in a pure source term, and ω
¬
∂Ω must act as a
reservoir for whatever mass must be carried to–or discharged from–the boundary. With
our choice of measures γ0 = δx0 , γ1 = δx1 , and if dΓ(x0, x1) > πκ, it is known [6, Theorem
4.1] that the Wasserstein-Fisher-Rao geodesic is of pure Fisher-Rao reaction type, namely
γt = (1−t)2δx0+t2δx1 with G ≡ 0. This prescribes ft = ∂tγt = −2(1−t)δx0+2tδx1, and the
condition ∂t(ωt
¬
∂Ω) = −ft gives by direct integration (ωt ¬ ∂Ω) = (ω0 ¬ ∂Ω) −
∫ t
0
fsds =
(1−t)2δx0−t2δx1 and contradicts the positivity at x1. As a consequence either F 6= 0 or the
middle inequality in (5.6) is strict, and in any case we obtainW2κ(ρ0, ρ1) >WFRκ(γ0, γ1)
as desired.
Remark 5.3. The exact opposite line of thoughts shows that the lower bound (5.1) is optimal.
As an example, take γ0 =
1
2δx0 and γ1 =
1
2δx1 as well as ω0 = γ1 and ω1 = γ0 for two points
x0, x1 ∈ ∂Ω. In other words, put some initial ω0 mass at x1 where g1 needs to be created, and
don’t put anything at x0 where γ0 needs to discharge. Clearly ρ0, ρ1 can be connected by a pure
“reaction” path with F = G = 0, the optimal way to do this is precisely given by the Fisher-
Rao geodesics between γ0, γ1, and thus W2κ(ρ0, ρ1) = WFR2κ(γ0, γ1) since no kinetic action is
involved |F |2/2ω = |G|2/2γ = 0 during the evolution. It is interesting to note that the total
density remains constant along the process, i-e ̺0 = ̺t = ̺1 =
1
2δx0 +
1
2δx1 .
(iii) From Proposition 5.1(ii)(iii) with γ0 = γ1 we already know that
W2Ω¯(̺0, ̺1) ≤ W2κ(ρ0, ρ1) ≤ W2Ω¯(ω0, ω1) + 0. (5.7)
With our assumption that Ω is convex and because ̺0
¬
∂Ω = (ω0
¬
∂Ω)+ γ0 = (ω1
¬
∂Ω)+
γ1 = ̺1
¬
∂Ω, standard arguments from classical optimal transport guarantee that the
whole boundary ∂Ω is fixated in the Monge-Kantorovich problem defining W2
Ω¯
(̺0, ̺1)
and therefore W2
Ω¯
(̺0, ̺1) = W2Ω¯(̺0
¬
Ω, ̺1
¬
Ω) = W2
Ω¯
(ω0
¬
Ω, ω1
¬
Ω). The very same
convexity argument with now ω0
¬
∂Ω = ω1
¬
∂Ω also guarantees that W2
Ω¯
(ω0, ω1) =
W2
Ω¯
(ω0
¬
Ω, ω1
¬
Ω), hence W2
Ω¯
(̺0, ̺1) =W2Ω¯(ω0, ω1) in in (5.7) and (5.5) follows.
To see that the convexity of Ω is really required, choose a non-convex domain Ω and some
ρ0, ρ1 with γ0 = γ1 but ω0, ω1 supported in the interior such thatW2Ω¯(̺0, ̺1) <W2Ω¯(ω0, ω1).
(Take e.g. Ω banana-shaped, with ̺0 =
1
2δx0 +
1
2δy and ̺1 =
1
2δx1 +
1
2δy for two points
x0, x1 ∈ Ω such that the segment [x0, x1] is tangent to ∂Ω at y ∈ ∂Ω.) Anticipating that
there always hold lim
κ→0
W2κ(ρ0, ρ1) = W2Ω¯(̺0, ̺1), see Theorem 7 later on, the result fol-
lows from W2κ(ρ0, ρ1) ∼ W2Ω¯(̺0, ̺1) < W2Ω¯(ω0, ω1) for small κ and the proof is complete.
(Of course the proof of Theorem 7 will not rely on the present statement and there is no
circular reasoning here.)
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Finally, let us record for completeness an easy consequence of the previous Proposition 5.1:
Proposition 5.4. For any ρ0 = (ω0, 0) ∈ P⊕(Ω¯) and ρ1 = (ω1, 0) ∈ P⊕(Ω¯) there holds
W2κ(ρ0, ρ1) =W2Ω¯(ω0, ω1) =W2Ω¯(̺0, ̺1).
Moreover a geodesic is given by (ω, F, γ,G, f) = (ω∗, F ∗, 0, 0, 0) for any interior Wasserstein
geodesic (ω∗, F ∗) between ω0 and ω1 in Ω¯.
We stress that this holds regardless of any convexity assumption and is a desired feature
of our model: In the absence of γ-mass on the boundary the dynamics should be governed by
classical optimal transport. This also shows that the bounds (5.2)(5.3) are sharp.
Remark 5.5. When including a parameter δ > 0 in the boundary kinetic cost δ2 |G|
2
2γ Proposi-
tion 5.4 may completely fail: In the opposite spirit to Proposition 5.2(i) and Figure 3, if δ ≪ 1
is sufficiently small then it may turn out to be much more efficient to first pay the toll to enter
the fast ring road, move along the ring road at a very cheap price, and then pay again the toll
to exit the ring road, rather than avoiding the toll but only move in the city.
Proof. Equality of the distances immediately follows by (5.2)(5.3) with here W2
Ω¯
(ω0, ω1) +
W2Γ(γ0, γ1) =W2Ω¯(̺0, ̺1) + 0 since γ0 = γ1 = 0. For the second part of the statement, pick any
Wasserstein geodesic (ω∗, F ∗) between (ω0, ω1). Since Wasserstein geodesics have by definition
zero-flux f = 0 on the boundary, it is easy to check that µ = (ω∗, F ∗, 0, 0, 0) ∈ CE(ρ0, ρ1)
in the sense of Definition 3.1. Moreover by the first step A(µ) = AΩ(ω∗, F ∗) + AΓ(0, 0, 0) =
W2
Ω¯
(ω0, ω1) + 0 =W2κ(ρ0, ρ1), hence µ is a geodesic.
5.2 Topological properties
Most–if not all–distances usually involved in optimal transportation share the property that
they metrize the narrow convergence, whether it be the Wasserstein, Wasserstein-Fisher-Rao,
bounded-Lipschitz distances, etc. . . By construction however, ourWκ metric clearly distinguishes
the boundary and the interior via the non-reducible toll. On the other hand the narrow conver-
gence on Ω¯ does not see any particular distinction between the interior and the boundary, thus
one could expect that our distance induces a stronger topology:
Theorem 5. The distance Wκ metrizes the “double” narrow convergence, i-e Wκ(ρn, ρ)→ 0 if
and only if ωn
∗
⇀ ω in Ω¯ and γn
∗
⇀ γ in Γ. Moreover the space
(P⊕(Ω¯),Wκ) is complete.
Note that the double narrow convergence is strictly stronger than “total” convergence ̺n =
ωn+ γn
∗
⇀ ω+ γ = ̺ in Ω¯ of the overall densities. The typical example of a sequence of totally–
but not doubly–converging sequence is ρn = (δxn , 0) and ρ = (0, δx) for a sequence xn ∈ Ω
converging to some x ∈ ∂Ω. This sequence abruptly jumps from the interior (γn = 0 for all n)
to the boundary (γ = δx) in the limit: due to the non-reducible toll this has a fixed positive
cost Wκ(δxn , δ) ≥ O(κ) > 0 and therefore the sequence cannot converge for the Wκ topology.
Proof. Let ρn = (ωn, γn) be a sequence converging to ρ = (ω, γ), i-e Wκ(ρn, ρ)→ 0. Owing to
(5.4) we see that dBL,Ω¯(ωn, ω)→ 0 and dBL,Γ(γn, γ)→ 0. Since the bounded-Lipschitz distance
metrizes the narrow convergence we see that ωn
∗
⇀ ω and γn
∗
⇀ γ in Ω¯,Γ, respectively.
Conversely, assume that ωn
∗
⇀ ω and γn
∗
⇀ γ. If ‖ωn‖ = ‖ω‖ for all n (thus ‖γn‖ = ‖γ‖ as
well) then we would be done: since the (classical, conservative) Wasserstein distances on Ω¯,Γ
metrize the corresponding narrow convergences [42, Theorem 6.9] we would immediately get by
Proposition 5.1(ii) W2κ(ρn, ρ) ≤ W2Ω¯(ωn, ω) +W2Γ(γn, γ)→ 0.
The rest of the proof below will consist in reducing to this case of fixed masses, up to paying
a negligible price. More precisely, we will construct a sequence ρ˜n = (ω˜n, γ˜n) ∈ P⊕(Ω¯) such
that W2κ(ρn, ρ˜n) → 0, ‖ω˜n‖ = ‖ω‖ and ‖γ˜n‖ = ‖γ‖, as well as ω˜n ∗⇀ ω and γ˜n ∗⇀ γ. The
previous discussion will guaranteeWκ(ρ˜n, ρ)→ 0, and by triangular inequality we will conclude
that Wκ(ρn, ρ) ≤ Wκ(ρn, ρ˜n) +Wκ(ρ˜n, ρ)→ 0.
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In order to make this rigorous, we use
εn := ‖γn‖ − ‖γ‖
as a control parameter. If εn = 0 then ‖γn‖ = ‖γ‖ and ‖ωn‖ = ‖ω‖, hence ρn needs not be
modified. Consider first the case of an excess of mass on the boundary εn > 0. By narrow
convergence we have of course εn → 0. In order to construct ρ˜n the idea is to first create an
annular gap around ∂Ω at small cost, and then to infiltrate the small excess of mass εn > 0
from ∂Ω into the small gap – again for a small price – using the geodesics between point-
masses from Theorem 4. The whole process will be accomplished in three successive steps
ρn  ρˆn  ρˇn  ρ˜n. Each new measure will remain close to the previous one in the Wκ
distance and in the narrow topology.
1. The first step will not modify γn. Pick a smooth, constant-in-time velocity field v =
v(x) pointing normally inward with unit norm on a fixed but sufficiently small tubular
neighborhood of ∂Ω, and satisfying moreover ‖v‖L∞(Ω¯) = 1. Let ωˆn := (Φv3τn)#ωn be
the measure obtained by following the v-flow starting from ωn for a time 3τn with τn
sufficiently small. Since v points inward this flow is mass conservative, ‖ωˆn‖ = ‖ωn‖.
Choosing τn small enough, each Lagrangian particle is moving over a distance at most
3τn‖v‖∞, hence W2Ω¯(ωˆn, ωn) = O(τ2n) = o(1). In particular ωˆn − ωn
∗
⇀ 0, and according
to (5.2) ρˆn := (ωˆn, γn) satisfies W2κ(ρˆn, ρn) ≤ W2Ω¯(ωˆn, ωn) + 0 → 0. Moreover since we
decided to follow the inward unit velocity field v for time 3τn we have now a tubular gap
around ∂Ω of size at least 2τn, i-e dist(supp ωˆn, ∂Ω) ≥ 2τn.
2. The second step will leave now ωˆn from the previous step unchanged. Fix an arbitrary point
y ∈ ∂Ω and choose a small rn > 0. Using only mass displacement along the boundary (i-e
∂tγ+divG = 0) it is easy to first open up a hole of size rn around y and then bring back a
small εn mass at the center y – see Figure 4. This newly defined measure γˇn was obtained by
moving first some mass (possibly of order one) over a distance at most rn, and then moving
a mass εn over a distance at most diam(Γ). As a result W2Γ(γˇn, γˆn) = O(r2n + εn) = o(1).
Moreover by construction γˇn−γˆn ∗⇀ 0 as required, and from (5.2) we see that ρˇn := (ωˆn, γˇn)
satisfies W2κ(ρˇn, ρˆn) ≤ 0 +W2Γ(γˇn, γˆn)→ 0.
3. The final step will transfer the excess of mass from Γ to Ω and pay the corresponding
toll charge, which is expected to be small since this mass εn is small. After the previous
steps we have now an interior safety cylinder of length at least τn and radius rn around
y, containing no mass except at y–see again Figure 4. Let us put inside this cylinder a
one-dimensional segment In = [xn, y] of length τn ≪ 1, for some xn ∈ Ω close to y. Using
the geodesic between point-particles from Theorem 4 and leaving everything outside of the
safety cylinder untouched, it is easy to construct an admissible path between (0, εnδy) and
(εnδxn , 0) by simply multiplying (4.8)(4.9) by εn. The resulting cost is simply εn times (4.7)
with R = |xn− y| = τn ≪ 1, and therefore the final measure ρ˜n := (ωˇn+ εnδxn , γˇn− εnδy)
satisfies W2κ(ρˇn, ρ˜n) ≤ εn 12 (τ2n + κ2ακ) ακακ−1 → 0. Moreover since only a small change of
mass εn > 0 was involved in this last step we have of course ω˜n− ωˇn ∗⇀ 0 and γ˜n− γˇn ∗⇀ 0.
This deals with the case εn = ‖γn‖ − ‖γ‖ > 0.
If εn < 0 we simply use the same three elementary steps in a different order: first modify
ωn so as to confine almost all the interior mass outside of a 2τn tubular neighborhood. Then
bring back a small mass εn to create an atomic measure εnδxn inside a small cylinder based at
y ∈ ∂Ω. Modify next γn so as to puncture a small rn neighborhood around y on the boundary.
Finally, transfer the εn-mass from the interior segment to y using a (suitably rescaled) geodesic
from Theorem 2. This settles the case εn < 0 and establishes our first statement.
For the completeness, let {ρn}n ⊂ P⊕(Ω¯) be a Cauchy sequence, Wκ(ρp, ρq) → 0 as p, q →
+∞. By the bounded-Lipschitz estimate (5.4) we see that ωn, γn are Cauchy for the dBL,Ω¯, dBL,Γ
distances, respectively. Since (M+(X ), dBL,X ) is complete, there is a pair ρ = (ω, γ) such that
ωn → ω and γn → γ for the respective bounded-Lipschitz distances. Because the latter metrize
the respective narrow convergences we have ωn
∗
⇀ ω in Ω¯ and γn
∗
⇀ γ in Γ. By the first step
this characterizes Wκ(ρn, ρ)→ 0 and the proof is complete.
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Figure 4: Discharge of the εn-excess of mass from y to xn within the small safety cylinder
6 Varying the toll
Up to now the parameter κ > 0 was fixed. In this section we investigate the behaviour of the
distance and of the geodesics in the large and small toll limits κ→ +∞, κ→ 0.
We first recall from Proposition 5.1(ii)(iii) that our ring road distance is sandwiched between
Wasserstein distances as
W2Ω¯(̺0, ̺1) ≤ W2κ(ρ0, ρ1) ≤ W2Ω¯(ω0, ω1) +W2Γ(γ0, γ1).
The upper bound should be understood here in the general sense, i-e W2
Ω¯
(ω0, ω1),W2Γ(γ0, γ1) =
+∞ in case of mass incompatibility ‖ω0‖ 6= ‖ω1‖, ‖γ0‖ 6= ‖γ1‖. Both bounds are sharp from
Proposition 5.4, and we have moreover
Proposition 6.1. For fixed ρ0, ρ1 ∈ P⊕(Ω¯) the map κ 7→ Wκ(ρ0, ρ1) is nondecreasing.
This strongly suggests that Wκ should converge as
W2Ω¯(ρ0, ρ1)←−−−κ→0 W
2
κ(ρ0, ρ1) −−−−−→κ→+∞ W
2
Ω¯(ω0, ω1) +W2Γ(γ0, γ1)
when κ varies. This is indeed the case as we shall see below, and both limits will be established
separately.
Proof. Note that the set of smooth subsolutions
Sκ :=
{
(φ, ψ) ∈ C1(QΩ¯)× C1(QΓ) : ∂tφ+
|∇φ|2
2
≤ 0 and ∂tψ + |∇ψ|
2
2
+
|ψ − φ|2
2κ2
≤ 0
}
is nondecreasing in κ. The monotonicity immediately follows from the duality
W2κ(ρ0, ρ1) = sup
(φ,ψ)∈Sκ
{∫
Ω¯
φ(1, .)dω1 −
∫
Ω¯
φ(0, .)dω0 +
∫
Γ
ψ(1, .)dγ1 −
∫
Γ
ψ(0, .)dγ0
}
in Theorem 2.
6.1 The large toll limit κ→ +∞
When κ→ +∞ the mass flux f between Ω and ∂Ω is penalized more and more heavily, and one
should expect that in the limit no such flux can persist. If ρ0, ρ1 have different masses on the
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interior and boundary then some flux is really needed in order to connect them, thus we expect
that the large toll should lead to
Wκ(ρ0, ρ1) −−−−−→
κ→+∞
+∞ for ‖ω0‖ 6= ‖ω1‖ or ‖γ0‖ 6= ‖γ1‖. (6.1)
On the other hand for compatible masses ‖ω0‖ = ‖ω1‖, ‖γ0‖ = ‖γ1‖ we have from Proposition 5.1
the upper bound
W2κ(ρ0, ρ1) ≤ W2Ω¯(ω0, ω1) +W2Γ(γ0, γ1).
As κ→ +∞ we expect that no flux should be allowed f = 0, thus the two continuity equations
in Definition 3.1 should uncouple and we are left with two independent continuity equations
∂tω + divF = 0 (with no-flux boundary conditions) and ∂tγ + divG = 0. Each has a corre-
sponding action |F |
2
2ω +
|G|2
2γ , the minimization becomes uncoupled in (ω, F ) and (γ,G), thus we
expect to retrieve W2κ(ρ0, ρ1)→W2Ω¯(ω0, ω1) +W2Γ(γ0, γ1).
In order to make this more rigorous, we first have
Lemma 6.2. For any ρ0, ρ1 ∈ P⊕(Ω¯) and any geodesic (ω, F, γ,G, f) there holds
W2κ(ρ0, ρ1) ≥
κ2
2
‖f‖2 ≥ κ
2
2
∣∣∣‖γ1‖ − ‖γ0‖∣∣∣2.
This will immediately prove (6.1).
Proof. The argument is reminiscent from the proof of Proposition 5.1(i). Pick from Theorem 2
a geodesic µ = (ω, F ; γ,G, f) from ρ0 to ρ1. By definition (and with a slight abuse of notation)
we see that
W2κ(ρ0, ρ1) = A(µ) ≥
κ2
2
∫∫
QΓ
f2
γ
=
κ2
2
∫∫
QΓ
r2 dγ,
where we exploited Proposition 3.5 to express the flux cost in terms of r = dfdγ . Owing to (3.5)
we have moreover ‖γ‖ ≤ ‖̺‖ = 1, thus by Jensen’s inequality∫∫
QΓ
r2 dγ ≥ 1‖γ‖
(∫∫
QΓ
|r|dγ
)2
≥
(∫∫
QΓ
|r|dγ
)2
= ‖f‖2
because d|f |dγ = |r|. The continuity equation ∂tγ +divG = f finally controls the mass difference
as
‖f‖ ≥
∣∣∣∣
∫∫
QΓ
1df
∣∣∣∣ (3.2)=
∣∣∣∣
∫
Γ
1dγ1 −
∫
Γ
1dγ1
∣∣∣∣ = ∣∣∣‖γ1‖ − ‖γ0‖∣∣∣.
This settles the case of incompatible masses. For the general case we have
Theorem 6. For fixed ρ0, ρ1 ∈ P⊕(Ω¯) there holds
W2κ(ρ0, ρ1) −−−−−→κ→+∞ W
2
Ω¯(ω0, ω1) +W2Γ(γ0, γ1). (6.2)
Let moreover µκ = (ωκ, Fκ ; γκ, Gκ, fκ) be any geodesic for W2κ(ρ0, ρ1). If the mass compati-
bility ‖ω0‖ = ‖ω1‖ holds (hence ‖γ0‖ = ‖γ1‖ too) then up to a subsequence
(ωκ, Fκ)
∗
⇀ (ω, F ), (γκ, Gκ)
∗
⇀ (γ,G), and ‖fκ‖ → 0 (6.3)
for two geodesics (ω, F ) and (γ,G) minimizing W2
Ω¯
(ω0, ω1) and W2Γ(γ0, γ1), respectively.
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Note that this does not say anything about the asymptotic behaviour of geodesics for incom-
patible masses. Note also that uniqueness of theWΩ¯,WΓ limit geodesics would allow to dispense
from subsequences, in which case the whole sequence of geodesics would actually converge. This
might be useful numerically speaking, although uniqueness should of course not be expected in
general without further assumptions on the geometry of Ω or on ω0, ω1 and γ0, γ1.
Proof. The convergence (6.2) was already proved in (6.1) for incompatible masses, thus in the
rest of the proof we only consider ‖ω0‖ = ‖ω1‖, ‖γ0‖ = ‖γ1‖ and therefore W2Ω¯(ω0, ω1) +W2Γ(γ0, γ1) < +∞.
We first control the flux term ‖fk‖. Since we are in the case of compatible masses we can appeal
to (5.2), and Lemma 6.2 gives
‖fκ‖2 ≤ 2
κ2
W2κ(ρ0, ρ1) ≤
2
κ2
(W2Ω¯(ω0, ω1) +W2Γ(γ0, γ1))→ 0.
We retrieve next some compactness on ωκ, Fκ, γκ, Gκ. To this end, recall first from (3.5) that we
have the mass conservation ‖ωκ‖+ ‖γκ‖ = 1, thus ‖ωκ‖, ‖γκ‖ ≤ 1 uniformly. For the momenta
Fκ, Gκ observe from (5.2) that any geodesic satisfies
1
2
∫∫
QΩ¯
|Fκ|2
ωκ
+
1
2
∫∫
QΓ
|Gκ|2
γκ
≤ W2κ(ρ0, ρ1) ≤ W2Ω¯(ω0, ω1) +W2Γ(γ0, γ1)
uniformly in κ > 0. Using the exact same Jensen inequality as in the proof of Lemma 6.2 we
see that, with Fκ = uκωκ, Gκ = vκγκ,
‖Fκ‖2 + ‖Gκ‖2 =
(∫∫
QΩ¯
|uκ|dωκ
)2
+
(∫∫
QΓ
|vκ|dγκ
)2
≤
∫∫
QΩ¯
|uκ|2dωκ +
∫∫
QΓ
|vκ|2dγκ =
∫∫
QΩ¯
|Fκ|2
ωκ
+
∫∫
QΓ
|Gκ|2
γκ
and therefore we have a uniform total variation bound ‖Fκ‖+ ‖Gκ‖ ≤ C. Prokhorov’s theorem
guarantees the weak-∗ compactness (ωκ, Fκ, γκ, Gκ) ∗⇀ (ω, F, γ,G) up to subsequences, and
we only have to prove that the limits (ω, F ) and (γ,G) are necessarily separate Wasserstein
geodesics.
This will be ensured by the following elementary result for weighted optimization problems (we
omit the proof for brevity):
Lemma 6.3. Let K be a compact set, take f, g : K → R+ ∪ {+∞} two proper, lower semi-
continuous functions, and consider
hκ(x) := f(x) + κ
2g(x), κ > 0.
Assume that for all κ there is a minimizer xκ ∈ K of hκ. Then as κ → +∞ any cluster point
x∗ of {xκ} minimizes f in Argmin g.
Here we choose K to be the set of all geodesics for all values of κ ≥ 1, which is narrowly
compact by the previous discussion and because the linear continuity equations (3.1)(3.2) are
stable under narrow limits. The functions
f(ω, F, γ,G, f) :=
1
2
∫∫
QΩ¯
|F |2
ω
+
1
2
∫∫
QΓ
|G|2
γ
and g(ω, F, γ,G, f) :=
1
2
∫∫
QΓ
f2
γ
are convex, proper, and lower semicontinuous w.r.t. the narrow (weak-∗) convergence of mea-
sures [3, Theorem 3.3], and geodesics are of course minimizers of A = f+κ2g. By definition of f2γ
(in the extended sense) the minimizers of g are nothing but solutions of the continuity equations
(3.1)(3.2) of the form µ = (ω, F, γ,G, 0) and simply assign the value
∫∫
f2
γ = 0 to g. This set
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of solutions CE(ρ0, ρ1) with f = 0 obviously identifies with the whole set of pairs (ω, F ) and
(γ,G) of independent solutions of ∂tω+divF = 0 with no-flux conditions, and ∂tγ+divG = 0,
respectively. Clearly minimizers of the sum 12
∫∫
QΩ¯
|F |2
ω +
1
2
∫∫
QΓ
|G|2
γ over all such pairs are given
by minimizers (ω, F ) of 12
∫∫
QΩ¯
|F |2
ω on the one hand, and minimizers (γ,G) of
1
2
∫∫
QΓ
|G|2
γ on
the other hand. This shows that the limits (ω, F ) and (γ,G) are indeed Wasserstein geodesics
for W2
Ω¯
(ω0, ω1) and W2Γ(γ0, γ1), respectively.
Let us finally address the convergence in distance (6.2). From (5.2), and by lower semi-continuity
of the actions with (ωκ, Fκ)
∗
⇀ (ω, F ) and (γκ, Gκ)
∗
⇀ (γ,G), we see that
lim sup
κ→+∞
W2κ(ρ0, ρ1) ≤ W2Ω¯(ω0, ω1) +W2Γ(γ0, γ1) =
∫∫
QΩ¯
|F |2
2ω
+
∫∫
QΓ
|G|2
2γ
≤ lim inf
κ→+∞
∫∫
QΩ¯
|Fκ|2
2ωκ
+ lim inf
κ→+∞
∫∫
QΓ
|Gκ|2
2γκ
≤ lim inf
κ→+∞
(∫∫
QΩ¯
|Fκ|2
2ωκ
+
∫∫
QΓ
|Gκ|2
2γκ
)
≤ lim inf
κ→+∞
(∫∫
QΩ¯
|Fκ|2
2ωκ
+
∫∫
QΓ
|Gκ|2 + κ2|fκ|2
2γκ
)
= lim inf
κ→+∞
W2κ(ρ0, ρ1),
where we used that (ωκ, Fκ, γκ, Gκ, fκ) is a geodesic in the last equality. This implies that
lim inf = lim sup = lim in this chain of inequalities and the proof is complete.
6.2 The small toll limit κ→ 0
When κ→ 0 the mass flux f between Ω and ∂Ω is barely penalized, mass can thus flow almost
freely between the interior and the boundary. The discrimination between ω and γ types of cars
on the ring road becomes weaker and weaker, in the end only the total density (ω
¬
∂Ω) + γ is
retained there, and one therefore expects to recover the classical optimal transport problem for
the total densities ̺ = ω + γ on Ω¯:
Theorem 7. For fixed ρ0, ρ1 ∈ P⊕(Ω¯) there holds
W2κ(ρ0, ρ1) −−−→
κ→0
W2Ω¯(̺0, ̺1) (6.4)
with ̺0 = ω0 + γ0 and ̺1 = ω1 + γ1. Let moreover µ
κ = (ωκ, Fκ ; γκ, Gκ, fκ) be any geodesic
for W2κ(ρ0, ρ1), let G¯κ be the extension of Gκ (by zero in the normal direction as well as inside
Ω), and set ̺κ := ωκ + γκ and Hκ := Fκ + G¯κ. Then, up to a subsequence
(̺κ, Hκ)
∗
⇀ (̺,H) (6.5)
for a Wasserstein geodesic (̺,H) minimizing W2
Ω¯
(̺0, ̺1).
Note that this does not say anything about the convergence of the fluxes fκ. This is a delicate
issue because the small cost κ ≪ 1 allows the time regularity to degenerate. As an example,
for the explicit one-dimensional geodesicW2κ((δx0 , 0), (0, δxR)) from Section 4 it is easy to check
that fκ
∗
⇀ δ1 ⊗ δxR ∈ M([0, 1]× Γ). In the limit the boundary density jumps from γt = 0 for
all t < 1 to γ1 = δxR , which explains the time-impulse δ1 in the time derivative f = ∂tγ. For
κ > 0 this transition of mass is spread over time, by as κ → 0 the transfer is delayed as much
as possible and concentrates in shorter and shorter time intervals t ≈ 1− and in the limit all
the mass jumps instantaneously. Much of the proof below will actually consist in quantifying
this delay and making sure that the blow-up
∫∫
Γ
|fκ|2
2γκ → +∞ remains slow enough so that the
effective cost κ2
∫∫
Γ
|fκ|2
2γκ → 0.
Proof. We will first establish (6.4), and then deduce convergence of the geodesics. To this end
we first recall the lower bound W2κ(ρ0, ρ1) ≥ W2Ω¯(̺0, ̺1) from Proposition 5.1, thus it suffices
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to prove that lim supW2κ(ρ0, ρ1) ≤ W2Ω¯(̺0, ̺1). In order to establish this upper bound we will
construct two measures ρκ0 = (ω
κ
0 , 0), ρ
κ
1 = (ω
κ
1 , 0) ∈ P⊕(Ω¯) supported away from the boundary
such that
Wκ(ρ0, ρκ0 ) = o(1), Wκ(ρκ0 , ρκ1 ) ∼ WΩ¯(̺0, ̺1), Wκ(ρκ1 , ρ1) = o(1) (6.6)
as κ → 0. This will require in particular transferring all the boundary mass of γ0, γ1 to the
interior at a small cost. By triangular inequality this will give the desired upper bound
lim supW2κ(ρ0, ρ1) ≤ lim sup
(
Wκ(ρ0, ρκ0 ) +Wκ(ρκ0 , ρκ1 ) +Wκ(ρκ1 , ρ1)
)
= 0 +WΩ¯(̺0, ̺1) + 0.
We only discuss the construction of ρκ0 from ρ0, the perturbation ρ
κ
1 of the other endpoint
ρ1 is obtained in the exact same fashion. The perturbation will be constructed in two steps
ρ0  ρ˜
κ
0  ρ
κ
0 , first creating an annular gap around the boundary and then infiltrating the
boundary mass inside the gap as in the proof of Theorem 5. Each step will remain o(1)-close to
the previous one in the Wκ distance as κ→ 0.
1. Pick ε = εκ small enough to be determined later on. For r > 0 we write Γ
r = {x :
dist(x, ∂Ω) ≤ r} for the closed interior r-neighborhood of Γ = ∂Ω. Let vε(x) be a smooth
velocity field with ‖vε‖L∞(Ω¯) ≤ 1, pointing inward and perpendicular to ∂Ω, with unit
norm on Γε, and vanishing outside of Γ3ε. Let ω˜κ0 := Φ
vε
2ε#ω0 be the measure obtained
by following the v-flow for times 2ε starting from ω0, keep γ˜
κ
0 := γ0 unchanged, and let
ρ˜κ0 := ω˜
κ
0 + γ˜
κ
0 . The corresponding time-flow ω˜
ε
t := Φ
vε
t #ω0 gives an admissible path
µt := (ω˜
ε
t , vεω˜
ε
t , γ0, 0, 0) connecting ρ0 to ρ˜
κ
0 in time t ∈ [0, 2ε], with cost
W2κ(ρ0, ρ˜κ0 ) ≤
2ε
2
∫ 2ε
0
∫
Ω¯
|vε|2dω˜κt dt ≤ 2ε2‖vε‖2∞‖ω˜κ‖ ≤ 2ε2. (6.7)
Here we used an appropriate scaling in time in the middle integral. Note that the new
interior density ω˜κ0 is now supported outside of Γ
2ε at a distance at least 2ε from the
boundary. This will allow below to safely perturb the remaining measures only within Γε,
without modifying at all the just-constructed ω˜κ0 .
2. The second step will transfer the yet untouched boundary mass to the interior at distance
exactly ε and for a small cost, while leaving the previous interior density ω˜κ0 untouched
outside of Γ2ε. For y ∈ ∂Ω the normal map Nε(y) := y − εn(y) takes values in Ω if ε is
small enough. Abbreviating yε := Nε(y) ∈ Ω, we define
ωˆκ0 := Nεκ#γ˜
κ
0 = Nεκ#γ0, ω
κ
0 := ω˜
κ
0 + ωˆ
κ
0 , ρ
κ
0 := (ω
κ
0 , 0).
The whole idea will consist below in connecting
γ˜κ0 = γ0 =
∫
Γ
δydγ0(y) and ωˆ
κ
0 =
∫
Γ
δyεdγ0(y)
using a superposition of geodesics between point-masses from section 4, each starting at
y ∈ Ω and ending at yε with infinitesimal mass dγ0(y). The dynamics of the resulting path
will take place entirely inside Γε, everything else will remain fixed outside, and it will be
enough to estimate the cost of this path inside Γε to control W2κ(ρ˜κ0 , ρκ0 ).
For γ0-a.e. all y ∈ Γ let ρκy = (ωκy, γκy) be the Wκ geodesic from (0, δy) to (δyε , 0)
constructed explicitly in Section 4, see Theorem 4 up to time reversal. (This geodesic
is well-defined since for all y the segment Iy = [yε, y) remains included in Ω if ε is small
enough.) This geodesic required no motion on the boundary, µκy = (ωκy, Fκy, γκy, 0, fκy),
and was supported on [0, 1]× Iy. By linear superposition it is easy to check that
ωκ := ω˜κ0dt+
∫
Γ
ωκydγ0(y), γ
κ :=
∫
Γ
γκydγ0(y)
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Fκ :=
∫
Γ
Fκydγ0(y), G
κ := 0, fκ :=
∫
Γ
fκydγ0(y)
solve ∂tω
κ + divFκ = 0 with flux fκ as well as ∂tγ
κ + divGκ = fκ, simply because
ωκy, Fκy and γκy, Gκy, fκy do so for all y. Writing
ωκ|t=0 = ω˜κ0 +
∫
Γ
ωκy|t=0dγ0(y) = ω˜κ0 +
∫
Γ
0 = ω˜κ0 ,
ωκ|t=1 = ω˜κ0 +
∫
Γ
ωκy|t=1dγ0(y) = ω˜κ0 +
∫
Γ
δyεdγ0(y) = ω
κ
0 + ωˆ
κ
0 = ω
κ
0
and
γκ|t=0 =
∫
Γ
γκy|t=0dγ0(y) =
∫
Γ
δydγ0(y) = γ0 = γ˜
κ
0
γκ|t=1 =
∫
Γ
γκy|t=1dγ0(y) =
∫
Γ
0 = 0
we see that this curve interpolates between ρ˜κ0 = (ω˜
κ
0 , γ˜
k
0 ) and ρ
κ
0 = (ω
κ
0 , 0), and there-
fore µκ = (ωκ, Fκ, γκ, 0, fκ) ∈ CE(ρ˜κ0 , ρκ0 ). This gives an admissible competitor for the
minimization problem defining W2κ(ρ˜κ0 , ρκ0 ), and because the action A is convex and 1-
homogeneous we have
W2κ(ρ˜κ0 , ρκ0 ) ≤ A(µκ) = A
(∫
Γ
µκydγ0(y)
)
≤
∫
Γ
A(µκy)dγ0(y).
Since (ωκy, Fκy, γκy, 0, fκy) is a geodesic between δy and δyε we can apply Theorem 4 and
(4.7) with R = |yε − y| = ε = εκ to compute explicitly A(µκy) = W2κ((0, δy), (δyεκ , 0)),
resulting in
W2κ(ρ˜κ0 , ρκ0 ) ≤
∫
Γ
(
1
2
(ε2κ + κ
2ακ)
ακ
ακ − 1
)
dγ0(y) ≤ 1
2
(ε2κ + κ
2ακ)
ακ
ακ − 1 (6.8)
with ακ = 1 +
√
1 + εκκ .
Taking εκ = κ gives ακ = 1 +
√
2 and W2κ(ρ˜κ0 , ρκ0 ) = O(κ2), hence from (6.7)(6.8)
Wκ(ρ0, ρκ0 ) ≤ Wκ(ρ0, ρ˜κ0 ) +Wκ(ρ˜κ0 , ρκ0 ) = O(κ)→ 0.
The very same construction allows to perturb the terminal endpointWκ(ρ1, ρκ1 ) = O(κ)→ 0
as well. In order to fully establish (6.6) it remains to check that Wκ(ρκ0 , ρκ1 ) → W2Ω¯(̺0, ̺1).
Because ρκ0 = (ω
κ
0 , 0), ρ
κ
1 = (ω
κ
1 , 0) are supported away from the boundary, Proposition 5.4
gives first Wκ(ρκ0 , ρκ1 ) = W2Ω¯(ωκ0 , ωκ1 ) = W2Ω¯(̺k0 , ̺κ1). Next, since the previous construction
gives Wκ(ρκ0 , ρ0) → 0 and Wκ(ρκ1 , ρ1) → 0, Theorem 5 guarantees that ωκ0 = ̺κ0 ∗⇀ ̺0 and
ωκ1 = ̺
κ
1
∗
⇀ ̺1 in Ω¯. We conclude by recalling that the Wasserstein distance metrizes the narrow
convergence, hence W2κ(ρκ0 , ρκ1 ) =W2Ω¯(̺κ0 , ̺κ1 )→W2Ω¯(̺0, ̺1) and (6.4) follows.
Let us now focus on the convergence of the geodesics themselves. By monotonicity in κ we
control ∫∫
QΩ¯
|Fκ|2
2ωκ
+
∫∫
QΓ
|Gκ|2
2γκ
≤ W2κ(ρ0, ρ1) ≤ W2κ0(ρ0, ρ1) < +∞
for small κ ≤ κ0. By our favorite Jensen’s inequality, with as usual ‖ωκ‖, ‖γκ‖ ≤ 1, we get the
total variation estimate
‖Fκ‖2 + ‖Gκ‖2 ≤ C
uniformly in κ→ 0. Since the total variation of the extension ‖G¯κ‖ = ‖Gκ‖ we see that, up to
a subsequence if needed, Fκ
∗
⇀ F , G¯κ
∗
⇀ G¯ for some limits F, G¯ ∈ M(Ω¯)d and
Hκ := Fκ + G¯κ
∗
⇀ F + G¯ =: H in M(Ω¯)d.
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Since ‖̺k‖ = 1 we have ̺k ∗⇀ ̺ as well, for some limit ̺ ∈ P(Ω¯). From Proposition 3.2 we know
that ∂t̺
κ + divHκ = 0 with zero flux, hence the limit automatically solves ∂t̺ + divH = 0.
Moreover by definition (1.1) of the Wasserstein distance and lower-semicontinuity there holds
W2Ω¯(̺0, ̺1) ≤
∫∫
QΩ¯
|H |2
2̺
≤ lim inf
κ→0
∫∫
QΩ¯
|Hκ|2
2̺κ
.
Being convex and 1-homogeneous the map (̺,H) 7→ ∫∫
QΩ¯
|H|2
2̺ is subadditive, hence for fixed
κ > 0∫∫
QΩ¯
|Hκ|2
2̺κ
=
∫∫
QΩ¯
|Fκ + G¯κ|2
2(ωκ + γκ)
≤
∫∫
QΩ¯
|Fκ|2
2ωκ
+
∫∫
QΩ¯
|G¯κ|2
2γκ
=
∫∫
QΩ¯
|Fκ|2
2ωκ
+
∫∫
QΓ
|Gκ|2
2γκ
≤
∫∫
QΩ¯
|Fκ|2
2ωκ
+
∫∫
QΓ
|Gκ|2
2γκ
+ κ2
∫∫
QΓ
|fκ|2
2γκ
=W2κ(ρ0, ρ1).
By the first step of the proof these two inequalities give altogether
W2Ω¯(̺0, ̺1) ≤
∫∫
QΩ¯
|H |2
2ρ
≤ lim inf
κ→0
W2κ(ρ0, ρ1)
(6.4)
= W2Ω¯(̺0, ̺1).
As a consequence W2
Ω¯
(̺0, ̺1) =
∫∫
QΩ¯
|H|2
2̺ , meaning that the pair (̺,H) is a Wasserstein
geodesic.
7 Riemannian formalism
Theorem 3 strongly suggests that geodesics should be characterized by (3.16)(3.17)(3.18), or,
written more concisely (and ignoring all the regularity and vacuum issues):{
∂tω + div(ω∇φ) = 0 in Ω
ω∇φ · n = γ ψ−φκ2 in ∂Ω
and ∂tγ + div(γ∇ψ) = γ ψ − φ
κ2
in Γ (7.1)
for some potentials φ, ψ satisfying the system of Hamilton-Jacobi equations{
∂tφ+
1
2 |∇φ|2 = 0 in Ω
ω∇φ · n = γ ψ−φκ2 in ∂Ω
and ∂tψ +
1
2
|∇ψ|2 + 1
2κ2
|ψ − φ|2 = 0 in Γ . (7.2)
As in Otto’s formalism for the Wasserstein setting [33], we wish now to view P⊕(Ω¯) as a formal
Riemannian manifold, whose Riemannian distance should agree with Wκ. In other words, we
would like to define a scalar product < ., . >ρ and a norm ‖.‖ρ in the tangent space TρP⊕(Ω¯)
at each point ρ ∈ P⊕(Ω¯) so that
W2κ(ρ0, ρ1) = inf
{∫ 1
0
‖∂tρt‖2ρtdt : ρ = (ρt)t∈[0,1] has endpoints ρ0, ρ1
}
. (7.3)
7.1 Scalar product
Here we argue at a static level. The measures F,G, f appearing below are measures acting
in space only, and can be thought as generating the infinitesimal variations ∂tρ = (∂tω, ∂tγ) ∈
TρP⊕(Ω¯) given by ∂tω+divF = 0 and ∂tγ+divG = f (with our usual flux condition F ·n = f).
Formula (7.1) strongly suggests that such a given tangent vector ∂tρ = (∂tω, ∂tγ) should identify
with a unique pair of potentials (φ, ψ) solving the elliptic system{ − div(ω∇φ) = ∂tω in Ω
ω∇φ · n = γ ψ−φκ2 ) in ∂Ω
and − div(γ∇ψ) + γψ − φ
κ2
= ∂tγ in Γ. (7.4)
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Moreover in our of construction ofWκ we decided to measure the dissipation as |u|
2
2ω +
|v|2+κ2r2
2 γ
in the “velocity” variables u = F/ω, v = G/γ, r = f/γ. Expressed in terms of the potentials φ, ψ
with u = ∇φ, v = ∇ψ, r = γ ψ−φκ2 this naturally suggests the squared norm
‖∂tρ‖2ρ :=
1
2
∫
Ω¯
|∇φ|2dω + 1
2
∫
Γ
|∇ψ|2dγ + 1
2κ2
∫
Γ
|ψ − φ|2dγ. (7.5)
By polarization the scalar product between two tangent vectors ∂tρ
1 = (∂tω
1, ∂tγ
1) and ∂tρ
2 =
(∂tω
2, ∂tγ
2) is simply
〈∂tρ1, ∂tρ1〉ρ := 1
2
∫
Ω
∇φ1 · ∇φ2 dω + 1
2
∫
Γ
∇ψ1 · ∇ψ2 dγ + 1
2κ2
∫
Γ
(ψ1 − φ1)(ψ2 − φ2) dγ (7.6)
with the corresponding identifications ∂tρ
i = (∂tω
i, ∂tγ
i)↔ (φi, ψi). This is fortunately consis-
tent with a variational representation in the momentum variables:
Lemma 7.1. For a given ∂tρ = (∂tω, ∂tγ) let ‖∂tρ‖2ρ be given by (7.4)(7.5). Then
‖∂tρ‖2ρ = min
F,G,f
{
1
2
∫
Ω¯
|F |2
ω
+
1
2
∫
Γ
|G|2
γ
+
κ2
2
∫
Γ
|f |2
γ
s.t. − divF = ∂tω, − divG+ f = ∂tγ, f = F · n|∂Ω
}
. (7.7)
All regularity issues left aside, this is precisely what allows to recast the definition (3.8) of Wκ
as (7.3) and justifies the (formal) Riemannian point of view.
Proof. For convenience we choose to use the flux f as a primary variable, and we will compute a
first variation with respect to f in order to extract some information about the global minimizers
(F,G, f). To this end let us define first the auxiliary functionals
EΩ(f) := min
F
{
1
2
∫
Ω¯
|F |2
ω
: − div(F ) = ∂tω and F · n = f
}
EΓ(f) := min
G
{
1
2
∫
Γ
|G|2
γ
: − div(G) = ∂tγ − f
}
.
It is clear that
‖∂tρ‖2ρ = inf
f
{
EΩ(f) + EΓ(f) +
κ2
2
∫
Γ
f2
γ
}
, (7.8)
and we shall compute the first variation of each term below.
A straightforward and classical computation first shows that, for an arbitrary f , the unique
minimizer F = F [f ] in the definition of EΩ is obtained in potential form by solving the elliptic
equation for φ
F [f ] = ω∇φ with
{ − div(ω∇φ) = ∂tω in Ω
ω∇φ · n = f in ∂Ω
Observe that, given ∂tω, this problem is affine in f . Fixing f and varying fε = f + εf˜ for
arbitrary directions f˜ , the corresponding Fε is therefore of the form
Fε = F + εF˜ = ω
(
∇φ + ε∇φ˜
)
with
{ − div(ω∇φ˜) = 0 in Ω
ω∇φ˜ · n = f˜ in ∂Ω .
As a consequence we have the first variation formula
d
dε
∣∣∣∣
ε=0
EΩ(fε) =
∫
Ω
F
ω
·F˜ =
∫
Ω
∇φ·∇φ˜ ω = −
∫
Ω
φdiv(ω∇φ˜)︸ ︷︷ ︸
=0
+
∫
∂Ω
φω∇φ˜ · n︸ ︷︷ ︸
=f˜
=
∫
∂Ω
φf˜ . (7.9)
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Similarly, the minimizer G = G[f ] for EΓ is obtained by solving
G[f ] = γ∇ψ with − div(γ∇ψ) = ∂tγ − f in Γ,
which is again affine in f . Fixing f and varying fε = f + εf˜ , the corresponding Gε is now
obtained as
Gε = G+ εG˜ = ω
(
∇ψ + ε∇ψ˜
)
with div(γ∇ψ˜) = f˜ in Γ
and the first variation reads
d
dε
∣∣∣∣
ε=0
EΓ(fε) =
∫
Γ
G
γ
· G˜ =
∫
Γ
∇ψ · ∇ψ˜ γ = −
∫
Γ
ψ div(γ∇ψ˜) = −
∫
Γ
ψf˜ . (7.10)
Going back to (7.8), let f be the minimizer. Choosing an arbitrary directions f˜ to perturb
fε = f + εf˜ and exploiting (7.9)(7.10), we get the first order optimality condition
0 =
d
dε
∣∣∣∣
ε=0
(
EΩ(fε) + EΓ(fε) +
κ2
2
∫
Γ
|fε|2
γ
)
=
∫
∂Ω
φf˜ −
∫
Γ
ψf˜ + κ2
∫
Γ
f
γ
f˜ .
Since f˜ was arbitrary this simply means
f = γ
ψ − φ
κ2
.
In other words, the minimizer (F,G, f) in the initial problem (7.7) is characterized by
F = ω∇φ, G = γ∇ψ, f = γ ψ − φ
κ2
,
where the pair of Kantorovich potentials φ, ψ should solve the elliptic system (7.4). Evaluating
the right-hand side of (7.7) for these optimal values gives exactly (7.5) and the proof is complete.
Let us now check that the previous computations are consistent with the metric notion of
constant-speed geodesics in Proposition 3.12:
Lemma 7.2. Let (ω, γ) and (φ, ψ) solve (7.1)(7.2) for t ∈ [0, 1]. Then ‖∂tρt‖2ρt = cst.
Proof. We compute
d
dt
‖∂tρt‖2ρt =
d
dt
(
1
2
∫
Ω
|∇φt|2 ωt + 1
2
∫
Γ
|∇ψt|2 γt + 1
2κ2
∫
Γ
|ψt − φt|2 γt
)
=
[
1
2
∫
Ω
∂tωt|∇φt|2 +
∫
Ω
ωt∇φt · ∇∂tφt
]
︸ ︷︷ ︸
:=A
+
[
1
2
∫
Γ
∂tγt|∇ψt|2 +
∫
Γ
γt∇ψt · ∇∂tψt
]
︸ ︷︷ ︸
:=B
+
1
κ2
[
1
2
∫
Γ
∂tγt|ψt − φt|2 +
∫
Γ
γt(ψt − φt)∂t(ψt − φt)
]
︸ ︷︷ ︸
:=C
Using the ω, φ equations in (7.1)(7.2), some rather tedious but straightforward computations
and integrations by parts give
A = −1
2
∫
∂Ω
|∇φt|2ft,
B =
1
2
∫
Γ
|∇ψt|2ft − 1
2κ2
∫
Γ
∇ψt · ∇
(
(ψt − φt)2
)
γt,
C =
1
2κ2
∫
Γ
∇ψt · ∇
(
(ψt − φt)2
)
γt +
1
2
∫
Γ
|∇φt|2ft − 1
2
∫
Γ
|∇ψt|2ft,
whence the desired cancellation ddt‖∂tρt‖2ρt = A+B + C = 0.
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7.2 Gradients
With a Riemannian metric at hand we can now try to make sense of Riemannian gradients for
functionals E : P⊕(Ω¯)→ R. For simplicity let us restrict here to energy functionals of the form
bulk + interface
E(ρ) = EΩ(ω) + EΓ(γ) :=
∫
Ω
EΩ(ω(x))dx +
∫
Γ
EΓ(γ(x))dx,
with the convention that EΩ = +∞ or EΓ = +∞ whenever ω or γ are not absolutely continuous
w.t.t. the Lebesgue measure on Ω,Γ, respectively.
The gradient gradWκ E can be computed by a (formal) chain rule as follows. Let ρt = (ωt, γt)
be a curve defined for times t ∈ (−ε, ε) with ρ(0) = ρ, solving the continuity equations (7.1)
for some fixed φ(x), ψ(x) representing the tangent vector ∂tρ(0) at the base-point ρ ∈ P⊕(Ω¯).
Then〈
gradWκ E(ρ), ∂tρ
〉
ρ
=
d
dt
∣∣∣∣
t=0
E(ρt) = d
dt
∣∣∣∣
t=0
∫
Ω
EΩ(ωt(x))dx +
d
dt
∣∣∣∣
t=0
∫
Γ
EΓ(γt(x))dx
=
∫
Ω
E′Ω(ω)∂tω +
∫
Γ
E′Γ(γ)∂tγ =
∫
Ω
E′Ω(ω){− div(ω∇φ)}+
∫
Γ
E′Γ(γ){− div(γ∇ψ) + f}
=
(∫
Ω
∇E′Ω(ω) · ω∇φ−
∫
∂Ω
E′Ω(ω)ω∇φ · n︸ ︷︷ ︸
=f
)
+
∫
Γ
{γ∇E′Γ(γ) · ∇ψ + E′Γ(γ)f}
=
∫
Ω
ω∇E′Ω(ω) · ∇φ+
∫
Γ
γ∇E′Γ(γ) · ∇ψ +
∫
Γ
(E′Γ(γ)− E′Ω(ω))f
=
∫
Ω
∇E′Ω(ω) · ∇φdω +
∫
Γ
∇E′Γ(γ) · ∇ψ dγ +
1
κ2
∫
Γ
(E′Γ(γ)− E′Ω(ω)) · (ψ − φ) dγ.
By definition (7.6) of the scalar product this immediately identifies the object gradWκ E(ρ) as
the pair of potentials
(φ, ψ) =
(
E′Ω(ω), E
′
Γ(γ)
)
given by the usual (L2) first variation of EΩ, EG. More explicitly, this means
gradWκ E(ρ) =
(
− div(ω∇E′Ω(ω)) , − div(γ∇E′Γ(γ)) + γ
E′Γ(γ)− E′Ω(ω)
κ2
)
(7.11)
with the implicit compatibility assumption that
ω∇E′Ω(ω) · n = γ
E′Γ(γ)− E′Ω(ω)
κ2
on ∂Ω.
The next step natural step would be to consider gradient flows
∂tρ = − gradWκ E(ρ).
This will be investigated in a subsequent work, but for the sake of completeness let us discuss
here for the record two popular cases:
1. The relative Boltzmann entropy. Take any two potentials VΩ ∈ C1(Ω¯), VΓ ∈ C1(Γ), and
define the Gibbs measure
π := (πΩ, πΓ) =
1
Z
(
e−VΩ LebΩ, e
−VΓ LebΓ
) ∈ P⊕(Ω¯)
for a unique normalizing constant Z such that πΩ+πΓ ∈ P(Ω¯) has mass one. For H(z) :=
z log z we define the relative entropy
E(ρ) = H(ρ|π) :=
∫
Ω
H
(
ω
πΩ
)
dπΩ +
∫
Γ
H
(
γ
πΓ
)
dπΓ
=
∫
Ω
{ω logω + ωVΩ}dx+
∫
Γ
{γ log γ + ωVΓ}dx.
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This gives E′Ω(ω) = log ω + VΩ + 1, E
′
Γ(γ) = log γ + VΓ + 1, and the resulting system of
PDEs is the coupled system of heat equations{
∂tω = ∆ω + div(ω∇VΩ) in Ω
∂ω
∂n + ω
∂VΩ
∂n =
γ
κ2 (log γ + VΓ − logω − VΩ) on ∂Ω
and
∂tγ = ∆γ + div(γ∇VΓ)− γ
κ2
(log γ + VΓ − logω − VΩ) in Γ.
2. The Rényi entropy . Choose a pair of exponents m = (mΩ,mΓ) with mΩ,mΓ > 1, and let
Em(ρ) :=
∫
Ω
ωmΩ
mΩ − 1dx+
∫
Γ
γmΓ
mΓ − 1dx.
This gives E′Ω(ω) =
mΩ
mΩ−1
ωmΩ−1, E′Γ(γ) =
mΓ
mΓ−1
γmΓ−1 and the gradient flow read now as
a system of Porous Medium Equations [33]{
∂tω = ∆ω
mΩ in Ω
∂(ωmΩ )
∂n =
γ
κ2
(
mΓ
mΓ−1
γmΓ−1 − mΩmΩ−1ωmΩ−1
)
on ∂Ω
and
∂tγ = ∆γ
mΓ − γ
κ2
(
mΓ
mΓ − 1γ
mΓ−1 − mΩ
mΩ − 1ω
mΩ−1
)
in Γ.
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