ABSTRACT This paper presents a novel scalable algorithm, Gradient Population Optimization (GPO), which is specifically designed to optimize cost functions with extremely high dimensionality. GPO uses the Tensorflow platform, a non-von-Neumann computation model, which implements dataflow graphs on heterogeneous computing hardware (e.g., multi-core central processing unit, graphics processing unit (GPU), and field-programmable gate array) in order to perform massively parallel processing tasks on scalable platforms, such as the cloud. GPO is based on the combination of population-based dynamics with gradientbased determinism, in which a coupling term is introduced between the local and global corrections to the positions of population's agents' positions. The GPO exhibited excellent performance in most of the standard benchmark functions that were tested. In particular, GPO demonstrated superb scalability in solving largescale optimization problems using GPU-hardware-accelerated computing platform, positing the algorithm as an effective strategy for real-life massive scale problems, such as machine learning, data mining, and modeling wireless communication systems, such as 5G and massive MIMO.
I. INTRODUCTION
Optimization algorithms are applied to a plethora of problems ranging from training neural networks [1] - [3] to optimizing antennas and microwave circuits [4] . The algorithms themselves can vary distinctly in their approach, however they share the same fundamental goal of minimizing/maximizing a particular cost function. In recent years, the reemergence of machine learning and data-driven approaches to science and industry has led to the resurgence of large-scale computing, that is, effectively processing and manipulating information and data in spaces with very high dimensions. Some deep learning networks can be parametrized by millions of unknown coefficients which all need to be determined through efficient search algorithms. The corresponding search space in these cases can easily incapacitate conventional global optimization algorithms if no methods to reduce the dimentionality are used. To further complicate the situation, most optimization and search problems often encountered in practice are inherently nonlinear, rendering them very hard to approach using standard analytical methods like those borrowed from calculus and based on the derivative operators.
Over the past few decades, a multitude of ideologies have been applied to the development of efficient optimization algorithms, each with their own intrinsic advantages and disadvantages. These algorithms may be broadly categorized by having their roots in Bayesian networks [5] , genetic reproduction [6] , gradients [7] , evolutionary populations [8] , etc. The hybridization of optimization algorithms is also relatively common [9] - [11] , as is the introduction of creative elements to existing algorithms [12] , [13] . While certain areas of optimization techniques see continuous improvement [14] , one of the main issues with contemporary advancement remains the disregard for high-dimension applications. Most optimization research seems to rigorously defend the status quo of testing advancement on functions with less than fifty dimensions [14] - [16] ; therefore, the ability of conventional optimization algorithms to scale to higher dimension problems, in our opinion, is not sufficiently understood.
The two primary difficulties of large-scale optimization, high dimensionality and non-linearity, are the main reason why global optimization techniques are becoming increasingly important in research. So far, the most popular optimization methods utilize some variation or meta-optimization of the canonical gradient descent algorithm. Gradient-based methods are routinely deployed for solving inverse modeling problems and training deep learning neural networks. The algorithm is also used to invert very large matrices and other computationally heavy numerical linear algebra processes. It seems, however, that with the perpetual increase in the size of practical datasets needed in machine learning and artificial intelligence, an increase that is showing no signs of slowing down, the dimensionality of the search space needed in order to obtain good and accurate models is only projected to go up throughout the coming years and decades. Since gradient descent methods are essentially local in nature, they are not expected to perform very well with the more complex search spaces associated with nonlinear cost functions, where the fitness landscape tends to be extremely rugged and full of local optima, making the optimization process notoriously difficult even if the volume of the search region is reduced. In other words, it is high dimensionality what appears to be the most urgent barrier against the scalablity of many existing and future machine learning and engineering algorithms.
In order to help address this problem, the present paper proposes a novel optimization algorithm designed specifically to operate efficiently on problems with both largeand very-large-dimension spaces. The proposed algorithm, named Gradient Population Optimization (GPO), is based on carefully integrating together techniques borrowed from evolutionary computing, gradient-based optimization, and massively-parallel processing. The GPO was designed to exploit a heterogeneous non-von-Neumann parallel processing framework, the dataflow graph (DFG) paradigm, which recently has been reintroduced back to the frontiers of highperformance computing research. The new GPO algorithm was implemented using the recently released computing framework TensforFlow (TF), which is based on DFG. The algorithm can be implemented on heterogeneous computing platforms comprised of multi-core CPU processors, GPU, FPGA, or even quantum processor units (QPUs), the latter expected to be become commercially available during the next few years. The proposed GPO algorithm has been developed from a standard classical PSO version and afterward compared to its parent in order to test its performance. The new algorithm appears to perform essentially better with high-dimensional search spaces as it was designed to do, and it has consistently solved problems involving tens, hundreds, and even millions of dimensions.
The basic intuition behind the GPO algorithm starts from utilizing a hybrid implementation of both local and global search mechanisms within a multi-agent (population) random search paradigm, an idea that is taken over from the PSO algorithm. Indeed, standard PSO is a combination of two distinct search mechanisms, the cognitive (local) and social (global) updates of the positions of all of the population's members, where each position x n ascribed to the nth particle is taken to be in R N , where N is the search space dimension. However, two key innovations have been introduced in order to transform the classical PSO to the new GPO algorithm: 1) A gradient operator replaces the PSO social operator.
2) An interaction is introduced between the local and global position update operators. Initially, the gradient operation had been considered ''computationally expensive'' in optimization algorithms since they involve sensitive numerical differential operations that are often prone to numerical errors. However, in recent years, very efficient symbolic implementations of the gradient operators have been developed within the framework of dataflow graphs, for example, Caffe and TensorFlow, where it is not even required to have an analytical form for the function on which the gradient will operate. Based on this, and although the local best operator in the classical PSO is very straightforward to compute, the authors have decided to consider redeploying gradients instead of that local best in the new population-based optimization approach (GPO), where now while the global search is still conducted via the global best, the local update of each particle's position is done based on a gradient operator computed for every particle independently of the others. The basic intuition behind this move is that when the number of dimensions becomes very large, the search space effectively becomes a ''continuum,'' rendering the gradient operator, which is fundamentally an infinitesimal differential operator, more efficient in discerning the rich information hidden in the continuum immediately surrounding each particle. In other words, since the gradient provides critical information about how the curvature of the fitness landscape changes in the neighborhood of the particle at question, its information-carrying capacity as a local position update operator is expected to increase with the approach to the continuum limit of N → ∞.
The second key innovation is instantiating a coupling mechanism between the newly introduced gradient (local) operator and the global best operator. This coupling, not present in the standard PSO paradigm, is implemented via a gradient clipping operation that was also found to be essential for the GPO algorithm to work. Indeed, soon after the introduction of the gradient operator to replace the local best process, the authors noticed that the gradient must be continually re-normalized in order to avoid overshooting the correct optimum location. This problem, which is already well known in gradient-based methods, has been solved here in a very special way by making the threshold clipping applied to the gradient operator also dependent on the global best. Effectively, this threshold-like clipping introduced strong nonlinear coupling between the individual local and global search operators of the GPO algorithm. The authors believe that one of the main reasons behind the very good and often surprising high performance of the proposed GPO algorithm could be precisely this coupling mechanisms. It appears that local/global interactions allows some form of ''information exchange'' to take place between the particles in addition to the standard one classically enacted via the global best operator taken alone. The extensive numerical results to be found below seem to corroborate this conclusion.
This paper is organized as follows. A general view on non-von-Neumann computing is presented in Sec. II, where the essentials of dataflow graphs, the computing paradigm adopted for implementing the proposed GPO algorithm, are briefly reviewed. Section II introduces heterogeneous computing as a high-level concept. Section III discusses the application of heterogeneous computing with dataflow graphs. Section IV describes the intricacies of function optimization, how optimization algorithms are classified, and the curse of dimensionality. Section V discusses Particle Swarm Optimization, its derivatives, and its limitations while Section VI provides the same for Gradient Descent. Section VII introduces Gradient Population Optimization and its theoretical implications. Section VIII delineates the methodology of experimentation and the necessary metrics to be evaluated. Section IX presents the results of the experiment while Section X discusses the results. Finally, conclusions are given in Section XI along with prospects for future research.
II. NON-VON-NEUMANN COMPUTING: THE DATAFLOW MODEL
It has become clear since the 1980 that achieving a truly scalalbe parallel computing system will require giving up the rigid von Neumann processor paradigm that has dominated computing since its beginning [17] . Von Neumann architecture is synonymous with sequential execution of a set of instructions stored in the global memory of the system. Each instruction contains, in addition to the opcode, either data to be processed or addresses specifying where the data is stored in the global memory. During the execution of each instruction, data is fetched from the memory's location singled out by the corresponding instruction's address and fed to the ALU or registers. The entire process of reading, loading, storing, execution, etc, is orchestrated by a global clock, the Program Counter (PC) which completely control how instructions and data are executed or manipulated in time. The essential features of this computing model is the central role played by instructions; indeed, the entire programming experience is based on what and where are the instructions to be processed. Moreover, time is essentially clock time, i.e., rigidly imposed on both hardware and software by the global marching forward of the same uniformly divided chronological units.
Dataflow [18] , [19] , which is one of the most prominent existing Non-von-Neuman models deviates from this paradigm in two fundamentally important ways: 1) Instructions are no longer the main players, but data are. The entire computing model is based on how data flow and interact with other data streams. In particular, instructions are treated as appendix to data. 2) No global memory is needed since data literally flow in the computing model in real time. 3) No PC is needed since data processing executed only when local conditions (to be discussed later) are satisfied, e.g., availability of all inputs to a given nore. These three features makes dataflow-based processors a good candidate for scalable parallel non-von-Neumann architectures. Indeed, since only the presence or absence of data tokens or streams at a given node determines whether the processing task (itself specified by the input themselves) will fire or not, then adding more nodes to the total graph does not present new synchronization problems: in truth, dataflow models are inherently synchronized provided the dataflow graph has been designed correctly.
Moreover, each processing node in the dataflow model can be executed by a different processor, thread, core, GPU, TPU, QPU, etc; in other words, the dataflow model is trivially suited for heterogeneous computing platforms, where various types of processing units can be deployed with minimal program alteration cost. In this paper, we focus on heterogeneous implementation where the hardware uses CPU and GPU. In principle, TensorFlow-based dataflow codes don't require substantial reprogramming when different processing units are deployed, making implementing scientific computing applications based on them highly desirable for scalable applications.
III. HETEROGENEOUS COMPUTING
Modern consumer-grade computers typically consist of a central processing unit (CPU) and a graphics processing unit (GPU). The CPU is responsible for processing most of the routine work delegated to the computer and is typically aggregated by four to eight homogeneous processing cores. Generally speaking, additional processing cores may translate into more efficient task parallelism assuming the software being used is designed to utilize multiple cores. Modern advancements in CPU performance, however, tend not to prioritize the integration of additional cores onto the next generation of chipsets. Primacy tends to be given to facets that directly impact single-threaded performance, such as cache and clock speed, to have a more profound enhancement on the average consumer experience. The principles of modern GPU architecture tend to differ profoundly from that of the CPU. As its name would suggest, the GPU is specifically designed for graphics rendering where highly parallel processing is paramount. The fundamental philosophy in GPU architecture design gives the quantity of processing cores precedence over the individual performance of a single core. The difference in focus on the amount of processing cores of popular CPUs and GPUs is given in Table 1 .
Over the past decade, the purpose of the GPU has been expanded to include tasks such as scientific simulation [20] , [21] , training artificial neural networks (ANN)s [22] [23], and running optimization algorithms [15] all of which were tasks exclusively performed by the CPU. The usurpation of the CPU for these tasks stems primarily from the divergent focus on architecture design paired with the liberal application of linear algebra. Contemporary scientific problems are almost immediately vectorized so that the non-sequential aspects of a complex calculation can be run in parallel, effectively utilizing the superior parallel processing ability of the GPU. However, it is important to approach the allure of exclusive GPU usage in complex applications with some skepticism. Not every calculation of a particular problem can be run in parallel. Any aspect of a problem with a sequential data coupling will inevitably face the inferior single-core performance of the GPU. Due in part to higher clock frequencies and superior low level memory cache, the CPU remains the premier processing unit for singlethreaded sequential performance. Base clock frequencies of core i7 Intel CPUs versus NVIDIA GTX graphics cards are shown in Figure 1 .
The CPU and GPU compose the majority of conventional processing units; however, hardware such as Field Programmable Gate Array (FPGA)s is becoming increasingly accessible to the scientific community. In stark contrast to the relatively similar architectures of the CPU and GPU, FPGAs consist of generalized logic gates that are configured through a hardware description language (HDL) to create specific internal circuitry. The circuitry created within an FPGA can range in function from application specific video encoders to general processing units such as CPUs. Functions written for an FPGA may execute faster than a CPU/GPU by order of a few magnitudes [24] but are typically more difficult to work with and less robust than their general purpose counterparts. Regardless of the specific hardware being used, the status quo of application development assumes either platform or hardware homogeneity. Applications written to utilize multiple CPU cores tend to assume each core is the same while GPU programming interfaces, such as the Compute Unified Device Architecture (CUDA), assume homogeneity among the GPU manufacturer. The development effort in homogeneous computing tends to be architecture dependent which has a negative impact on code efficiency and portability. Heterogeneous computing departs from the ingrained homogeneity of conventional computing by allowing software to seamlessly integrate hardware with various architectures. It is not uncommon to find a heterogeneous application utilizing a diversity of hardware of different types, architectures, and manufacturers. A possible example of an application using heterogeneous architecture is given in Figure 2 . Even intrinsic to the hardware itself, there is no restriction of interacting with homogeneous cores or having identical cores on the same chip [25] . Although initially the concept may seem esoteric, heterogeneous computing can be thought of as a higher level of hardware generalization or abstraction.
Certain applications can benefit tremendously from heterogeneous computing [26] . Langguth et al. (2015) found that performing computations on 3D unstructured meshes on a CPU-GPU system had better performance than both exclusive CPU and GPU systems [27] . Researchers Alqudami and Kim (2015) used developed a heterogeneous CPU-GPU system to speed up color conversion and down-sampling in JPEG encoding [28] . In a survey of the world's top supercomputers of 2014, Hijma et al. (2015) noted that five of the top one-hundred supercomputers were already implementing some form of heterogeneous computing [29] and this number is expected to rise. In terms of high-dimension optimization, heterogeneous computing is a relatively novel concept. Certain algorithms can benefit from using multiple types of hardware while others may find it detrimental. For algorithms that exclusively iterate multiple calculations that are intrinsically parallel and non-sequentially dependant, a GPU capable of highly-parallel processing system may perform best. Conversely, an optimization algorithm that exclusively iterates sequentially may benefit from a CPU with superior single-threaded performance. The algorithm defined in this paper uses a combination of numerous, parallel processing attributes with a clearly defined sequential calculation. An example of the heterogeneous architecture for such an algorithm is shown in Figure 3 . 
IV. DATAFLOW GRAPHS
In 2015, Google released a library named Tensorflow which sought to abstract the intricacies of heterogeneous computing through the use of data flow graphs [30] . The concept of computations represented as a graph is not a new topic in computer science [31] ; however, their application to heterogeneous computing offers a useful and intuitive abstraction from heterogeneous hardware. A dataflow graph, alternatively known as a computational graph, is a form of a directed graph where nodes describe operations and edges represent data flowing between these operations [32] . Each node has zero or more inputs and zero or more outputs with the values flowing between nodes represented by tensors, arrays with arbitrary dimensionality. Each operation has a specific name, such as 'add', and represents a computation that must be defined prior to the construction of the graph [30] .
In Tensorflow, two matrices, X and Y , can be multiplied together using the 'MatMul' operator, the result of which is stored in matrix Z . Although each matrix operand is a variable, it is represented in the dataflow graph as an operator. The reason for this oddity is that the X , Y , and Z 'operators' are in fact handles to persistent, mutable tensors that survive across multiple executions of the graph [30] . The 'operation' that these handles perform is essentially to fetch the handle to the persistent tensor. If variables were not used in this fashion, the results of any operation would not persist subsequent executions of the graph rendering the graph virtually useless when used with looping. Tensorflow itself is a library written in C++ that abstracts these operations into a programming language such as Python. The interaction of the client software and the Tensorflow C++ runtime is done through a session. A Tensorflow session is responsible for providing access to the hardware on the client machine, such as the CPU and GPU(s), and caches graph information so that computations can persist through multiple iterations through the graph. The session interface is also responsible for communication between the client and the master/worker processes. Each worker process is responsible for arbitrating access to one or more hardware devices. In a local implementation, the client, master, and worker processes are all located on the same machine even if that machine has multiple hardware devices. Furthermore, Tensorflow supports a distributed implementation in which the processes and client can be run on entirely different machines [30] .
Internally, all data in Tensorflow is represented as a tensor regardless of the complexity. A single 8-bit integer is represented by a tensor as well as a twelve-dimension matrix. Once the graph is constructed, each tensor and any operations being performed on a tensor, are arranged into nodes. The arrangement of the nodes is key to the correct operation and efficiency of code being run with Tensorflow. Initially, the dataflow graph is constructed using a cost model which contains estimates of the computation time required for each node. The graph is then run as a simulation in which the most appropriate hardware devices are chosen by a greedy heuristic algorithm. Subgraphs are constructed for each device and any cross-device communication is handled by special send and receive nodes. Once all of the graphs are constructed, the Tensorflow runtime allows the actual data to flow through the graph.
V. PARTICLE SWARM OPTIMIZATION A. THE CLASSICAL PSO ALGORITHM
Particle swarm optimization (PSO) is a popular evolutionary algorithm that incorporates both global and local search elements. PSO was first introduced by Eberhart and Kennedy in 1995 and originally intended to model the synchronous VOLUME 6, 2018 movement of organisms in a bird flock or fish school through the use of a simulated swarm of particles [8] . Each volumeless particle occupies a point in the domain of the cost function as a set of parameters with length n. The amount of particles m is usually chosen based on the scale or complexity of the cost function. Particle positions are initialized according to some constraint and a random distribution which are stored in particle matrix P.
For a cost function f ( x), x = {x i ∈ R n }, the position matrix P will be initialized as a random uniform distribution within the initialization range [l min , l max ]. The matrix P will be of size R m×n , where m is the number of parameter vectors in the population and n is the dimensionality of the cost function. That is, we have
Here, U is the uniform random distribution. Note however that other types of probability distributions are often used, for example Gaussian distributions are frequently employed in initializing the unknown coefficients of neural networks. The canonical algorithm is relatively simple and requires no complex mathematics. Each particle within the swarm keeps track of its current position p and its best position b. The algorithm runs for a predefined number of iterations, referred to as epochs. During each epoch, b gets updated according to the following rule
Each particle has access to a single, global best position g which holds the best position of any particle throughout the runtime of the algorithm. When the algorithm exits, f ( g) and g are returned to the client to indicate the best optimized value and functional arguments to produce that value. The global variable g is evaluated by every particle during each epoch and updated according to the following rule:
To progress towards the global optimum, the particles traverse the search space by calculating a velocity v i and applying it to their position. Stochasticity is introduced in the form of scalars s 1 and s 2 drawn from the uniform distribution
to prevent algorithmic stagnation [14] :
The terms ϕ 1 and ϕ 2 represent hyper-parameter coefficients. Coefficient ϕ 1 represents the influence of the 'cognitive' factor, the tendency for a particle to travel to its previous best position. Conversely, ϕ 2 represents the impact the global best position g has on the velocity update and is referred to as the 'social' factor. Both constants must be selected prior to the execution of the algorithm and are usually tuned specifically for each optimization problem. In practice, ϕ 1 and ϕ 2 typically range between one and four, although ϕ 1 , ϕ 2 = 2 is by far the most common configuration [14] , [33] , [34] . 
B. MODIFICATIONS AND VARIANTS
Since its inception, PSO has seen various adaptations and meta-optimization [14] . The most common variant to PSO is the addition of an inertia factor which was eventually adopted by one of the original creators of PSO [33] . In this variant, the previous velocity in the velocity calculation is scaled by an inertia value ω.
Typical inertia values fall within the range [0.2, 1.0] and are either static, dynamic, or stochastic. High static inertia values promote global search by motivating the particle to traverse more widely through the search space while low static inertia values promote local search by limiting step size. Linearly decreasing inertia values attempt to take the best of both global and local search by starting with a high value and decreasing to a lower boundary over each iteration of the algorithm [33] . Some researchers have even demonstrated good results with a linearly increasing inertia [35] . Stochastic inertia values, while not used extensively, have been shown to provide acceptable results on some functions [36] . Most implementations of PSO with inertia clip the velocity at some predefined maximum v max to avoid excessive step sizes. PSO population topology, the way in which particles inform one another, is an active area of research [37] - [40] . The canonical PSO algorithm uses a global best topology; however, research has shown that it does not perform well when not restricted by some local information. Other topologies, such as the Von Neumann neighborhood and a pyramid topology, can outperform the global best topology in certain instances [41] . Other PSO variations hybridize it with other evolutionary algorithms. Robinson et al. (2002) found using a combination of PSO and a genetic algorithm achieved better results than PSO and the genetic algorithm separately [42] . Hybrids attempting to integrate genetic algorithms with the velocity calculation of PSO have produced mixed results [14] . Other evolutionary/PSO hybrids include PSO and any colony optimization [43] , PSO and honeybee optimization [11] , and many others [44] .
C. COGNITIVE LIMITATIONS
While PSO is performant in many circumstances, the algorithm has a significant conceptual limitation that becomes problematic in high dimensions. PSO embeds both local and global search techniques through its cognitive and social FIGURE 4. PSO 30D Sphere function using configuration C 1 at iteration 50. Samples of C 1 , C 2 , and C 3 were also plotted using a scatter plot overlaying a surface plot of the function in the range [−10, 10] . Since it is impossible to show a plot in thirty dimensions, the first two parameters of the particle are plotted on the x, y axis with the corresponding function result plotted on the z axis. factors respectively; however, the cognitive factor more accurately describes short-term memory than a unit of directed motivation. In praxis, this memory unit acts as a movement dampener which prevents the algorithm from becoming unstable or prematurely converging, but does not offer much in terms of local search. This behavior can be exemplified by a relatively simple experiment.
For a 30 dimension Sphere function, three configurations of PSO with inertia were run with different cognitive coefficients (ϕ 1 ).
Each configuration used a swarm size of 40 particles which were initialized asymmetrically in the range [5, 10] . None of the particles were given domain boundaries and the velocity maximum was set to v max = 100. The results were averaged across fifty samples and organized in Table 2 . It is immediately apparent that the increased cognitive factor in the C 1 configuration lead to the worst results of the experiment. In Figure 4 , the 50th iteration of C 1 is shown. Subsequent iterations displayed little to no change in the distribution of the particles.
D. TRANSITION FROM PSO TO GPO
The inextricable binding between the cognitive and social biases of PSO is not inherently negative, it's actually the primary factor in the success of the algorithm in low-dimension problems. The issue of the cognitive factor not providing its own motivation however, becomes a remarkable impediment in optimizing functions with significant dimensionality. If PSO were to be used for such problems, it would need a local search factor that actively contributes towards the optimization result. In its current state however, PSO is most accurately classified as a globally oriented optimization algorithm.
As will be shown starting from next section, while the GPO takes its point of departure from the classical PSO just described, the main differences will be in the way the local and global search operator interact with each other. Indeed, while the local search in GPO will be effected by the more accurate gradient operator, the global best will enter into the local search though feedback operation via the gradient clipping process. This constant injection of global information into the local search seems to have enhanced the GPO ability to coordinate the simultaneous explorations of both local and global swathes of the fitness landscape.
VI. THE GRADIENT POPULATION OPTIMIZATION ALGORITHM
An efficient, robust optimization algorithm should attempt to combine global and local search mechanisms in a way that is complimentary. Gradient Population Optimization (GPO) seeks to exploit the advantages of the global search methodology in PSO as well as the directed local search in GD. The discussion of GPO is organized in the following way. First, the nomenclature is defined in order to preserve the intended epistemological context of the algorithm. Second, the core mathematics of GPO is delineated. Finally, the theoretical application of GPO with regard to its implementation is discussed.
A. NOMENCLATURE
GPO purposely uses adjusted nomenclature in order to better represent itself at the conceptual level. GPO is a populationbased algorithm and as such, does not describe its population as a swarm. The term 'swarm' tends to imply less emphasis on individualism and more emphasis on clustering behavior. While the sample points of an optimization algorithm will tend to cluster around the global optimum in a perfect scenario, this may be ideologically limiting in terms of sample locality in large search spaces. Of course, adequacy in optimization is often preferred to absolution; however, optimal adequacy in tight proximity is hardly the conceptual basis for a globally oriented optimization algorithm. Additionally, the term 'population' is more closely aligned with the deterministic aspects of GPO, the tenor of which tends not to describe things in terms of swarms.
The population improves its optimization over a series of iterations or 'epochs'. The term 'iteration' does not sufficiently capture the magnitude of the work being done in a particular period of time so the classical term 'epoch' is used instead.
GPO does not use the term 'particle' to describe a sample point in the domain of the cost function. While metaphorical VOLUME 6, 2018 parallels to the physical world may frame an algorithm in more tangible respect, envisioning particles without volume and unbounded by gravity may not contribute much to one's intuition. Instead, GPO refers to a 'particle' as it exists mathematically, either as a sample point of a function or a position vector. While both terms are used interchangeably in regards to GPO, the term 'position vector' tends to be used where emphasis on a multi-dimensional space is necessary. In this respect, GPO can then be described as a population of position vectors or sample points.
The main hyper-parameters in GPO are described with respect to their function in the algorithm. The hyperparameter for the local search coefficient is denoted as ϕ l while its global coefficient counterpart is denoted as ϕ g . The distinction between the local and global search coefficients accentuates the purpose of the hyper-parameters themselves. Discussing an optimization algorithm in terms of its emphasis on local and global searching seems more intuitive than using terms such as 'cognitive', 'social', and 'learning rate'.
B. GPO ALGORITHM: THE FUNDAMENTAL FORMULATION
In order to introduce the basic content of the GPO algorithm, it is instructive to reorganize the basic structure in operator form. That is, we express the local and global best as outcomes obtained by applying the corresponding operator forms to the position matrix P. The final update equation of the position matrix P takes the simple form
where the term ωP represents an inertia factor, while F g and F l represents the global and local update factors, respectively. Classical PSO is distinguished by choosing the local and global best operations (2) and (3) for estimating these operators. As we will show below, the GPO algorithm leaves the global operator F g unchanged, but introduces a novel rewrite of the term F l . To see how this can be done, let us start with the global operator. The global best position g will track the optimal position vector found by the algorithm. Vector g will ultimately be returned as the solution after the algorithm terminates. The update rule for g was given by equation (3); however, note that g for the current epoch is found by minimizing f ( x i ) over the position vectors i = 1, 2, .., M . The index of the best position vector i * is computed via
after which the best position is found by applying the operator
where row i represents the ith row of the matrix P on which the operator applies. Stochasticity is introduced in the form of a stochastic matrix S with the same dimensionality as P which is drawn from a random uniform distribution and scaled by the global hyper-parameter coefficient ϕ g via
The global factor F g is the element-wise multiplication, or Hadamard product, of S and the row-wise difference of P and g:
(10)
The equation (10) is effectively identical to the canonical global update rule in PSO with the exception of using the stochastic matrix S in place of a stochastic scalar. The stochastic matrix S can be drawn purely from a random distribution assuming performance and memory are tertiary concerns; however a more computational performance oriented approach may apply a vector to each row of P.
For the cost function f (x), the symbolic gradient is calculated to give ∇f . The gradient matrix G is then produced via
where each row of G is the first order derivative of the corresponding position vector in P. That is, we have for the ijth element of G the following expression
in which the partial derivative of the ith particle at location x i is taken with respect to the ith dimension position x j . Note that in TensorFlow the actual gradient expression (12) is computed using a special highly-efficient symbolic/numeric routine that makes extensive use of the graph-like structure of the dataflow implementation of our algorithm. In fact, for very large dimensions, the latent parallelism inherent in the dataflow computational model will eventually make the actual computation of the full Jacobean matrix (11) very efficient. As the examples below will demonstrate, the GPO equipped with gradient term will in fact scale up more effectively than the original PSO. However, it turned out after the initial implementation of (11) that that formula as it stands cannot be applied directly in practice. The reason comes from the often observed fact that gradient measures tend to explode if their amplitudes are not explicitly controlled during the algorithm' update evolution. One method to solve this important problem is to ''clip'' the gradient by normalization through a suitable estimation of the size of the matrix G. That requires first choosing a convenient matrix norm to estimate this size of G, and then using the norm to ensure that contributions to the GPO's update equation coming from the gradient term don't grow beyond reasonable limit. Otherwise, the algorithm will quickly get stuck after early iterations and ends up with pre-mature convergence.
After several experimental researches, the authors have concluded that an efficient method to achieve this is via deploying a two-step clipping procedure instead of one-step approach. The proposed double clipping is achieved by means of the following two stages. First, G is clipped by its direct global norm [45] . Here, a common Euclidean norm of the gradient matrix G is calculated via the Frobenius norm defined by
Next, the Frobenius norm G Fr is used to determine the following scaling factor
Here, the value γ = 2.5 for the numerator of (14) is chosen after experimentation. It was found to produce the best results during preliminary testing and is by no means a static algorithmic constant. Finally, the α-factor is applied to the matrix G through the scalar multiplication
Therefore, in effect, the α-factor clips G if its Frobenius norm G Fr is greater than the γ constant. If the Euclidean norm is lower than the constant, than G is left untouched as α evaluates to 1 in that case. Consequently, the gradient matrix G is the result of clipping G by its global norm and represents the result of the first clipping stage.
The second stage of our proposed two-step clipping process couples G with the global factor F g calculated in equation (10) through another carefully designed value-clipping. This G − F g coupling works through clipping G by the corresponding global optimization best matrix F g only if the condition
is met. In fact, the final local (gradient-based) contribution to the GPO proposed update equation, denoted by F l , is then produced by modifying the result of the first clipping by the local search coefficient ϕ l via
which includes (among other factors) an automatic enforcement of the condition (16) . Finally, the GPO position matrix update rule is the row-wise summation of F l , F g , and the product of an inertia value ω times P.
The second clipping defined by (17) can be thought of as a form of ''differential clipping'' by which what has been up to the end of the first clipping merely local information (gradient-based) gets modified after the second clipping by global information, here via F g . Consequently, a coupling between the global and the local ensues by means of (17) .
The second clipping (17) has proven very critical for the overall performance of the local factor in GPO. Coupling the global and local factors in this way ensures that the local factor, effectively made up of volatile gradients, can never motivate the position vectors beyond the optimization differentials set by the global factor. This keeps the local factor in check and on par, in terms of scale, with the relatively tame global factor and makes the use of gradients in nonconvex optimization more stable. It appears to the authors that one of main reasons why the second clipping idea has worked is the novel combination of population-based search with local gradient-based position update in one and the same algorithm.
C. PRELIMINARY ANALYSIS OF THE PROPOSED ALGORITHM
Before moving to verification and numerical experiements we provide some initial direct reflections on the implications of the proposed GPO algorithm.
1) The introduction of the gradient factor in GPO ensures each sample point has its own motivation for traversal. By its local factor alone, GPO should not stall while traversing optima unless the gradient of each position vector becomes zero. This implies GPO can at least perform a scattered localized search with an effective social factor of zero. Comparatively, the local search mechanism in PSO cannot perform by itself, it necessitates input from the global mechanism to function with any desirable degree of efficiency.
2) The unique clipping of G and G proposed by (14) , (15), and (17), is perhaps the most critical aspect of GPO algorithm. Direct clipping of G by the ratio of a clipping norm γ and the Frobenius norm as in (14) is arguably one of the most effective gradient clipping methods known. However, it is not desirable to introduce the clipping norm as a tertiary hyper-parameter. Selecting a clipping norm is analogous to selecting a learning rate in GD, high values may lead to faster convergence and are prone to explosion while low values slow convergence and limit the effects of a particularly strong gradient. Setting the clipping norm γ to 2.5 and re-clipping the gradient effectively balances the gradient dynamically. When optimization begins and the global factor F g is particularly high, the local factor F l will almost exclusively be affected by the global norm clipping. As optimization continues and F g falls below the values of G , F l will instead be constrained by the limits of F g . The expectation is that F l will initially promote individualism and switch to collectivism when the population approximates a global leader. 3) We further note that functions with myriad optima are typically problematic for gradient-based optimization methods as the gradient alone actively prevents sample points from leaving local optima. GPO has two distinct mechanisms to traverse these problematic functions, inertia and the global factor. Similar to its application to GD, inertia can help overcome small optima through its reluctance to changes in motion. However, the effectiveness of inertia alone to surmount local optima diminishes over each iteration assuming ω < 1. The global factor does not concern itself with overcoming local optima and would pull each sample point upon itself if left unconstrained. As such, the global factor is best suited for overcoming large local optima at the expense of skipping valuable local traversal. Having a scaled global factor, an inertia, and a limitation on the effect of the gradient should provide GPO with a sufficient mechanism to circumvent the issues plaguing the optimization of functions with numerous optima.
VII. EXPERIMENTAL VERIFICATION METHODOLOGY
To ascertain the differences and potential benefits/drawbacks of GPO with respect to PSO and GD, meticulous experimentation is necessary. This section will discuss the various aspects of the experimentation itself and how the results will be evaluated and is organized as follows. First, the benchmark functions used for experimentation will be described along with meta-information concerning their optimae. Second, any metrics being collected and evaluated by the experiment will be discussed. Finally, the configuration of the experiment and algorithms will be delineated.
A. BENCHMARK FUNCTIONS
The benchmark functions chosen for experimentation all require minimization optimization and were largely draw from past research [8] , [14] , [15] , [33] . In order to properly gauge algorithmic performance, care was taken to cultivate a collection of benchmark functions that exhibit features such as numerous optima, shallow gradients, and general irregularity. The benchmark functions chosen are shown in Appendix A. Each benchmark function has a specific dimensionality, domain input, and global minimum. As is customary in proper optimization research, the starting positions of each algorithm will be drawn from the asymmetric initialization range of the particular function. As opposed to symmetric initialization, asymmetric initialization ensures the global minimum does not exist between any particular starting positions which makes optimization significantly more difficult. All meta-information concerning each benchmark function is organized into Table 3 . Three-dimensional visual representations of each function are shown in Appendix B.
B. METRICS
Any rigorous examination of an optimization algorithm necessitates a predefined set of metrics of which to evaluate the performance by. In addition to the final optimization result f ( g) achieved by n epochs, each algorithm will be sampled every 25 epochs so that the result can be graphed as a function of iterations. The iterative results of each algorithm will describe their performance throughout the optimization which will be discussed in terms of the convergence curve shape and result value. For brevity, only the highest dimension functions from each sample are graphed using the best results from each algorithm. If an algorithm under-performs to the extent the graph would have to significantly extend the y axis to accommodate, the results will be noted and exempt from plotting.
Considering the focus of the research on dimensionality, four tiers of samples were configured. The first tier consists of the two-dimension functions f 1 , f 2 , and f 3 while the other three tiers aggregate multi-dimension functions. The multi-dimension functions are separated by dimension ranges with 10D, 20D, 30D comprising low-dimension, 100D, 500D, 10 3 D comprising medium-dimension, and 10 4 D, 10 5 D comprising high-dimension functions. One of the primary metrics will be to examine how each algorithm scales to higher dimensionality given the same function.
Hyper-parameter analysis of PSO and GPO is a tertiary focus of the experiment. GPO, PSO, and GD are run through each function sample using three different configurations to gauge the effect the hyper-parameter coefficient(s) has on results. Ideally, the hyper-parameters of an optimization algorithm will have a measurable, yet proportional impact on performance in certain types of functions. The hyperparameter metric will be expressed as the mean and standard deviation across the results of a particular function to measure this impact. An exemplary hyper-parameter metric for an algorithm would include both a low mean and standard deviation among results; however, care must be taken to note the purpose of each metric. If a particular algorithm has a high result and low standard deviation on a cost function, it is said to perform poorly as no change in configuration would impact the results. This would represent a complete optimization failure. In contrast, a high result average and a high standard deviation may indicate volatility amongst hyper-parameters which, while not particularly desirable, is not as bad as the former example. The population standard deviation formula is used for all standard deviation calculations and is shown below.
In the two-dimension and low-dimension samples, GPO and PSO will be tested using different population sizes so that the results can be compared to existing research. Since GD does not use a population, it will always consist of a single sample point. This metric will not be extended to the mediumdimension and high-dimension samples as no comparable research exists.
Finally, the computational time of PSO and GPO will be compared. GD will not be included in this metric since it is not population oriented and therefore, offers an unfair advantage in terms of computational speed. The computational time metric is broken down into two distinct parts. First, it is necessary to examine how fast a particular algorithm can iterate n epochs for function f ( x). In consideration of the complexity differences between GPO and PSO, it is useful to ascertain the raw computational speed difference between the two algorithms.
The second part of the computational metric focuses on the execution time of algorithms in Tensorflow, Numpy, the CPU, and the GPU. The Numpy algorithm variant, referred to as NP-CPU, uses only the CPU and the Numpy library. GPO, since it utilizes many Tensorflow specific optimizations, will not have a NP-CPU variant. Two Tensorflow variants will be tested, the first of which exclusively uses the CPU and is referred to as TF-CPU. The second Tensorflow variant uses a heterogeneous combination of the CPU and GPU and is referred to as the TF-GPU variant. Since PSO has all three variants, runtime comparisons will be made between the NP-CPU, TF-CPU, and TF-GPU variants of PSO as a way to separately compare a pure CPU implementation, a Tensorflow CPU implementation, and a Tensorflow CPU/GPU heterogeneous implementation of the algorithm. Finally, the TF-GPU variants of PSO and GPO are compared to examine the runtime difference between the two algorithms. GD runtime results will not be discussed as it is not population based and therefore would not be a fair comparison to GPO and PSO.
C. EXPERIMENT SETTINGS
The GD algorithm selected for experimentation used the canonical update rule as described in Section VI. GPO was configured exactly as described in Section VII and uses the update rule proposed therein. PSO with inertia was selected over the canonical PSO algorithm due to its superior performance in past research. Since GPO uses stochastic matrices over scalars, the PSO with inertia algorithm was modified to use matrices S 1 and S 2 in place of scalars s 1 and s 2 . This was done for two reasons. First, PSO with stochastic matrices consistently performed better than PSO with stochastic scalars during experimentation. Second, the stochasticity between GPO and PSO should be similar in order to form a more accurate and fair comparison between the two algorithms. The matrices S 1 and S 2 were drawn from the same distribution as S in GPO.
The number of epochs was fixed to a standard value derived from previous works where applicable [15] , [33] . In the medium-dimension samples, the number of epochs was set to 5,000 for 100D, 7,500 for 500D, and 10 4 for 10 3 . Epochs in the high-dimension function samples were arbitrarily set to a static 10 4 as it was deemed unacceptable to require more iterations for any of the benchmark functions being tested. No cut-off conditions were implemented, each benchmark ran for the defined number of epochs regardless of performance.
The input domain for each function was derived from previous work [16] , [33] and serves as a basis for generating asymmetric initialization ranges. Every position vector was initialized according to the respective asymmetric initialization range of the function being optimized. Additionally, none of the optimization algorithms implemented any boundary conditions, they were allowed to search in a continuous domain in order to properly gauge unconstrained behavior.
The maximum velocity for PSO and GPO was set to V max = 100 for each function in order to maintain some comparability with previous works [15] , [33] . GD did not implement a maximum velocity.
Inertia for GPO and PSO was set to a static value of ω = 0.4. This value was shown to provide the best overall results of the two algorithms for most of the benchmark functions and was further validated by its inclusion in previous works [16] , [33] . GD did not implement an inertia.
Population sizes for GPO and PSO varied based on the samples being tested. The low-dimension samples use variable populations of size 20, 40, and 80 as dimensionality increased so that results can be compared with previous works [15] , [33] . The two-dimension samples used a static population size of 20 while the high-dimension samples used 80.
In terms of hyper-parameters, each algorithm used three different configurations. The configurations are referenced in ascending order of the local search coefficient strength and are organized into Table 4 .
The experiment was run on a high-performance computer with the following specifications. The CPU used was a six-core, Intel i7 5820K with the factory-set clock speed of 3.3GHz. The GPU used was a 3584-core NVIDIA Titan X Pascal with the factory-set clock speed of 1.5GHz. To discourage virtual paging for the high-dimension CPU samples, the computer was fitted with 64GB of RAM.
Each metric for every benchmark function and configuration was averaged over fifty runs except where runtimes were found to be unreasonably excessive. Any metrics gathered with less than fifty runs are noted as such.
VIII. RESULTS
The results of the experiment are organized in the following way. First, the results of the two dimension functions are discussed briefly. Second, the results of the multi-dimension functions are organized and discussed by their dimensional category in ascending order. Then, the dimensional scalability of the multi-dimension functions is delineated. Finally, the computational runtime of the multi-dimension functions across the NP-CPU, TF-CPU, and TF-GPU is shown.
A. TWO-DIMENSION FUNCTION RESULTS
None of the two dimension functions proved problematic for GPO or PSO which is unsurprising considering the facile nature of these functions. The results are organized into Table 5 with the top results for a specific function represented in bold text. Extensive discussion of the two-dimension results is unnecessary as the results are relatively mundane. For the sake of brevity, only significant details will be discussed.
GPO had slight difficulty reaching the global optimum using configurations C 1 and C 2 with f 1 but was able to converge using configuration C 3 . No other low-dimension samples proved problematic for GPO. GD had an exceptionally high mean result r = 9, 215 with f 1 but achieved acceptable results with the other samples. PSO achieved the global optimum using all configurations across all two-dimension samples.
Although PSO always found the global optimum in the low-dimension samples, it did so using more iterations than GPO when GPO found the optimum. GPO used anywhere from 50 to 100 epochs less than PSO to find the same result which is rather significant considering the global optimum was typically found in less than 150 epochs across all samples. One of the most significant disparities was in f 1 where GPO converged on the global optimum by epoch 50 using configuration C 3 compared to PSO which converged by epoch 100 using C 2 (Fig 5) .
FIGURE 5.
Best average performances for 2D Beale function. GPO is using configuration C 3 and PSO is using configuration C 2 . FIGURE 6. Best average performances for 30D Sphere function. GPO is using configuration C 1 , PSO C 2 , and GD C 1 .
B. LOW-DIMENSION FUNCTION RESULTS
The results of the low-dimension samples are discussed in detail below. Each function is examined separately and presented in ascending order. All results are organized into Table 6 where the best result for a particular function/ dimension combination is represented in bold text.
1) SPHERE FUNCTION IN 10, 20, AND 30 DIMENSIONS
GPO was able to find the global optimum using each configuration on f 4 while PSO was able to find the global optimum using configuration C 2 exclusively. PSO had the only significant result average r = 297.84 and standard deviation σ = 350.13 among the different configurations. Using configurations that had a moderate learning rate α ≥ 0.01, GD was able to find the global optimum in all low-dimension samples. In 30D, GPO gave its best performance using configuration C 1 , PSO using C 2 , and GD using C 1 (Fig. 6) . Table 4 . TABLE 6. Low-dimension results of GPO, PSO, and GD using the configurations listed in Table 4 .
2) GRIEWANK FUNCTION IN 10, 20, AND 30 DIMENSIONS
No algorithm was able to converge on the global optimum on f 5 , however GPO and PSO were able to approximate it. GPO gave relatively a relatively high result average r = 3.54 and standard deviation σ = 6.51 across configurations due to underwhelming performance in the 10D and 20D samples. PSO found the best overall results in all dimensions using configuration C 2 , and had the lowest result average r = 0.79 and standard deviation σ = 0.67 across configurations. GD was not able to converge on an acceptable local optima in any VOLUME 6, 2018 FIGURE 7. Best average performances for 30D Griewank function. GPO is using configuration C 3 , PSO is using config. C 2 .
FIGURE 8.
Best average performances for 30D Rastrigin function. GPO is using config. C 1 , PSO is using config. C 2 .
configuration. In 30D, GPO gave its best performance using configuration C 3 and PSO while using C 2 (Fig. 7) .
3) RASTRIGIN FUNCTION IN 10, 20, AND 30 DIMENSIONS
On f 6 , no algorithm was able to converge on the global optimum. GPO had the lowest result average r = 8.20 and standard deviation σ = 11.55 across configurations, while PSO had the highest r = 207.53, σ = 191.09. PSO found a marginally better result than GPO in 10D using configuration C 2 , but GPO had drastically better results in 20D and 30D using all configurations. GD was not able to converge on an acceptable local optima in any configuration, although it provided results comparable with PSO in some configurations. In 30D, GPO gave its best performance while using configuration C 1 and PSO while using C 2 . The best result of GPO was able to surpass the best result of PSO by epoch 875 (Fig 8) . Best average performances for 30D Rosenbrock function. GPO is using config. C 3 , PSO is using config. C 2 .
4) ROSENBROCK FUNCTION IN 10, 20, AND 30 DIMENSIONS
No algorithm was able to converge on the global optimum on f 7 . GPO had the lowest result average r = 39.88 and standard deviation σ = 22.57 across configurations in addition to providing the best result in 30D. Although, PSO provided the best results for 10D and 20D using configuration C 2 , poor performance in the other configurations caused a result average of r = 9656.14 and a standard deviation of σ = 17247.33 across configurations. Again, GD was not able to provide a satisfactory result using any configuration. In 30D, GPO gave its best performance while in C 3 and PSO while in C 2 . The best result of GPO surpassed the best value of PSO in by epoch 1, 200 (Fig 9) .
5) STYBLINSKI-TANG FUNCTION IN 10, 20, AND 30 DIMENSIONS
On f 7 , no algorithm was able to converge on the global optimum; however, each algorithm was able to provide a satisfactory result. GPO significantly outperformed both PSO and GD across all dimensions using configuration C 3 and had a relatively low result average r = 6.42 and standard deviation σ = 3.71 across all configurations. PSO gave acceptable results using configuration C 2 but had the highest result average r = 19.04 and standard deviation σ = 13.32 due to poor performance using other configurations. GD provided acceptable results but was outperformed across all configurations by PSO using configuration C 2 and GPO using C 3 . In 30D, GPO gave its best performance using configuration C 3 , PSO using C 2 , and GD using C 1 (Fig. 10) .
C. MEDIUM-DIMENSION FUNCTIONS
The results of the medium-dimension samples are discussed in detail below. Each function is examined separately and presented in ascending order. All results are organized GPO is using config. C 3 , PSO C 2 , and GD C 1 .
FIGURE 11.
Best average performances for 10 3 D Sphere function. GPO is using configuration C 1 , PSO C 2 , and GD C 1 .
into Table 7 where the best result for a particular function/dimension combination is represented in bold text.
1) SPHERE FUNCTION IN 100, 500, AND 10 3 DIMENSIONS
Both GPO and GD were able to find the global optimum in every configuration for the medium-dimension f 4 samples. PSO began approaching the global optimum in 100D using C 2 , but gave an overall result average of r = 17, 498.80 and standard deviation of σ = 13, 512.48 due to abysmal performance in other dimensions and configurations. In 10 3 D, both GPO and GD gave their best performance while using configuration C 1 and PSO gave its best while using C 2 (Fig. 11) .
2) GRIEWANK FUNCTION IN 100, 500, AND 10 3 DIMENSIONS
On f 5 , no algorithm was able to find the global optimum in the medium-dimension samples; however, GPO asymptotically approached the optimum in all dimensions.
FIGURE 12.
Best average performances for 10 3 D Griewank function. GPO is using configuration C 1 while PSO is using C 2 .
GPO outperformed PSO and GD in every configuration individually in addition to having the lowest average result r = 0.05 and standard deviation σ = 0.13 across the samples. PSO had an average result of r = 610.14 and a standard deviation of σ = 865.29. GD was not able to provide an acceptable result in any sample. In 10 3 D, GPO performed best using configuration C 1 while PSO performed best using C 2 (Fig. 12) . The medium-dimension f 6 samples proved insurmountable for any of the algorithms. GPO found the best results in 100D using configuration C 1 and had a result average of r = 5725.65 with a standard deviation σ = 4770.52. PSO had the highest result average r = 9730.73 and σ = 6997.40 across the samples. Again, GD was not able to provide an acceptable result. In 10 3 D, GPO and GD performed best using configuration C 3 and PSO performed its best using C 2 (Fig. 13 ).
4) ROSENBROCK FUNCTION IN 100, 500, AND 10 3 DIMENSIONS
GPO was the only algorithm that found the global optimum in the medium-dimension f 7 samples. Using configuration C 3 , GPO found the global optimum in 500D and 10 3 D while asymptotically approaching the global optimum in 100D. GPO also had the lowest result average r = 3.56 and standard deviation σ = 4.17 across the samples. PSO found acceptable results using configuration C 2 but had a higher result average r = 369.27 and standard deviation σ = 347.68 than GPO. GD was not able to produce an acceptable result in any sample. In 10 3 D, GPO performed its best using configuration C 3 while PSO performed its bet using C 2 (Fig. 14) .
5) STYBLINSKI-TANG FUNCTION IN 100, 500, AND 10 3 DIMENSIONS
No algorithm was able to find the global optimum on the medium-dimension f 8 samples. GPO provided the best result VOLUME 6, 2018 TABLE 7. Medium-dimension results of GPO, PSO, and GD using the configurations listed in Table 4. in 100D using configuration C 3 ; however, GD achieved better results in 500D and 10 3 D using configuration C 2 . The average result across all samples for GPO was r = 12.07 with a standard deviation of σ = 2.51. PSO had the worst result average r = 35.05 with the lowest standard deviation σ = 0.17. In 10 3 D, GPO provided its best result using configuration C 3 while PSO and GD gave their best results using configuration C 2 (Fig. 15) .
D. HIGH-DIMENSION FUNCTIONS
The results of the high-dimension samples are discussed in detail below. The Griewank function (f 5 ) was excluded from the high-dimension results as unreasonable runtimes prevented averaging over fifty samples. Each function is examined separately and presented in ascending order. All results are organized into Table 8 where the best result for a particular function/dimension combination is represented in bold text. GPO and GD were able to find the global optimum in the high-dimension f 4 samples. GPO in configuration C 1 found the global optimum in both the 10 4 and 10 5 samples but could not produce a satisfactory result using configuration C 3 . Using configuration C 2 , GPO was able to find the global optimum in the 10 4 samples but not the 10 5 samples. PSO was not able to converge on the global optimum in any of the samples while GD was able to find the global optimum in TABLE 8 . High-dimension results of GPO, PSO, and GD using the configurations listed in Table 4 .
FIGURE 13.
Best average performances for 10 3 D Rastrigin function. GPO is using configuration C 3 , PSO C 2 , and GD C 3 .
all samples. In 10 5 D, the best results of GPO and GD were obtained using configuration C 1 while PSO provided its best results using C 2 (Fig. 16) .
2) RASTRIGIN FUNCTION IN 10 4 and 10 5 DIMENSIONS
No algorithm was able to approximate the global optimum in the f 6 samples. GD achieved the best result in both samples but could not ameliorate past 25 epochs. GPO was the only algorithm that exhibited improvement throughout optimization although the improvement was gradual and FIGURE 14. Best average performances for 10 3 D Rosenbrock function. GPO is using config. C 3 while PSO is using C 2 .
relatively insignificant. PSO could not improve results past the initialization range. In 10 5 D, the best results of GPO were obtained using configuration C 1 , PSO with C 2 , and GD with C 3 (Fig. 17) . GPO is using configuration C 3 while PSO and GD are using C 2 . FIGURE 16. Best average performances for 10 5 D Sphere function. GPO and GD are using configuration C 1 , PSO is using C 2 . r = 183.54 and a standard deviation of σ = 230.95. GD was not able to provide a satisfactory result in any of the samples. In 10 5 D, both GPO and PSO provided their best results using configuration C 2 (Fig. 18 ). (Fig. 19 ).
E. ALGORITHM SCALABILITY
The scalability of each algorithm in terms of dimensionality is given below. The results of each function are presented individually and discussed briefly. 
1) SPHERE FUNCTION SCALABILITY
GPO and GD scaled well with f 4 , while PSO struggled in the high-dimension samples. Both GPO and GD performed their overall best using configuration C 1 while PSO performed best using C 2 (Fig. 20) .
2) GRIEWANK FUNCTION SCALABILITY
GPO scaled well with f 5 , whereas PSO scaled relatively well until the dimensionality reached D = 10 5 . GD was never able to produce an acceptable result in any dimension. GPO performed its overall best using configuration C 3 while PSO performed best using C 2 (Fig. 21 ).
3) RASTRIGIN FUNCTION SCALABILITY
No algorithm scaled well with f 6 . All samples with dimensionality of D ≥ 100 could not be optimized to any level of FIGURE 20. Scalability of algorithms on the Sphere function. GPO and GD are using configuration C 1 , PSO is using C 2 .
satisfaction. GPO performed its overall best using configuration C 1 , PSO using C 2 , and GD using C 3 (Fig. 22 ).
4) ROSENBROCK FUNCTION SCALABILITY
GPO scaled the best with f 7 while PSO scaled relatively well. GD was not able to provide an acceptable result in any dimension. GPO performed its overall best using configuration C 3 and PSO performed its overall best using C 2 (Fig. 23) .
5) STYBLINSKI-TANG FUNCTION SCALABILITY
GD scaled relatively well with f 8 , but GPO scaled the best. PSO started displaying difficulty with dimensionality D ≥ 100. PSO and GD performed thier overall best using configuration C 2 , while GPO performed its best using C 3 (Fig. 24) .
FIGURE 21.
Scalability of algorithms on the Griewank function. GPO is using configuration C 3 and PSO is using C 2 .
FIGURE 22. Scalability of algorithms on the Rastrigin function. GPO is using configuration C 1 , PSO C 2 , and GD C 3 .
F. RUNTIME
The computational runtime of each algorithm is delineated below. Due to unexpected issues with the high-dimension runtimes of f 5 in each variant, all f 5 runtimes are omitted. Certain functions utilizing the CPU had to be averaged over less samples due to excessive runtimes in higher dimensions and are noted as such.
1) PSO NUMPY AND TENSORFLOW CPU VARIANTS
The runtime of the NP-CPU variant of PSO in functions with dimensionality D ≥ 500 is averaged over less than 50 samples due to excessive runtimes. The NP-CPU variant of PSO had a lower computational runtime than the TF-CPU variant in functions with dimensionality D ≤ 10. The TF-CPU variant outperformed NP-CPU on every other VOLUME 6, 2018 FIGURE 23. Scalability of algorithms on the Rosenbrock function. GPO is using configuration C 3 and PSO is using C 2 .
FIGURE 24. Scalability of algorithms on the Styblinski-Tang function. GPO is using configuration C 3 , PSO and GD are using C 2 .
sample. Additionally, the TF-CPU variant scaled to higher dimensions much better than the NP-CPU variant. The most significant difference was found in the f 6 10 3 D samples. In these samples, NP-PSO took an average of ∼350.65 minutes to complete 10 4 epochs whereas the TF-CPU variant took an average of ∼78.13 seconds. The runtimes of the NP-CPU and TF-CPU variants are shown in Figure 25 .
2) PSO TENSORFLOW CPU AND GPU VARIANTS
The TF-CPU variant of PSO was averaged over less samples on functions with dimensionality D = 10 5 due to excessive runtimes. The TF-CPU variant gave reasonable computational runtimes until dimensionality exceeded 10 4 D on all samples. When dimensionality approached this level, runtimes started increasing exponentially. The TF-GPU variant of PSO exhibited relatively linear increases in runtime 
3) GPO AND PSO TENSORFLOW GPU VARIANTS
The TF-GPU variant of GPO had a slightly higher computational runtime on most functions than the TF-GPU variant of PSO. Certain functions, such as the Styblinski-Tang function (f 8 ), had a lower runtime with GPO. The computational runtime difference between both algorithms was relatively insignificant overall (Fig. 27) .
IX. DISCUSSION
The optimization results of the experiment validated some of the alleged theoretical strengths of GPO and weaknesses of PSO and GD. In the two-dimension samples, GPO underperformed on the Beale function f 1 in configurations C 1 and C 2 FIGURE 27. Runtimes of GPO and PSO using TF-GPU variants.
which coincided with the results of GD. The Beale function f 1 has an extraordinarily shallow gradient which formed a valley near the global optimum (see Figure 28 ) effectively routing gradient-based sample points away from the global optimum. Although GPO approximated the global optimum in every sample, only through a configuration with a stronger global search (C 3 ) was GPO able to overcome the valley. PSO, not aware of the gradients surrounding its particles, is immune to such idiosyncrasies.
The gradient-based local factor in GPO started exhibiting optimization acceleration tendencies in the two-dimension samples. In both the Booth f 2 and Matya f 3 functions, GPO consistently found the global optimum in less iterations than PSO. In some cases, GPO converged on the optimum in a third of the epochs it took PSO. While an initial assumption may be to assume the gradient alone is accelerating convergence in these functions, the fastest results were usually obtained in configuration C 3 which had the strongest global search factor. This does not suggest however, that the gradient did not play any role in acceleration. The global search factor was stronger than the gradient-based local search, but the local search was still significant in the C 3 configuration. Furthermore, the differences in convergence performance among the GPO configurations were marginal at best. From the results, it appears as though the local and global searches accelerated convergence through the unique coupling of the factors themselves.
The results of the multi-dimension function samples are much more interesting than those of the two-dimension samples. The Sphere function (f 4 ) results of GPO come at no surprise, the gradient-based local search factor is especially effective in functions with such a consistent gradient. It is highly likely that both the local and global search calculations in GPO built upon and complemented each other, whereas the local search in PSO only served as a rationalization of the global factor. From 10D − 10 5 D, GPO was able to converge on the global optimum using configuration C 1 , which, by no coincidence, is the configuration with the strongest local search. PSO started exhibiting difficulty across all configurations when the dimensionality of the sphere function exceeded 100D. Initial speculation of the poor PSO performance considered the relatively small swarm size n = 80, however similar results were obtained by Tan (2016) using a much larger swarm (n = 512) [15] . PSO did progress towards the global optimum, albeit slowly, until dimensionality reached 10 3 D. In all f 4 samples with dimensionality of at least 10 3 D, PSO could not ameliorate whatsoever in its allotment of ten-thousand epochs. Whether such dimensionality inherently introduces specific, innate complexities that PSO cannot overcome or the size of the search space is simply too large and PSO requires more than ten-thousand epochs to begin amelioration remains unclear. A likely hypothesis would lean towards the latter but irrespective of causation, PSO did not scale effectively in these samples. Practically speaking, this exemplifies the importance of implementing a local search that actively contributes to convergence.
The Griewank function (f 5 ) results of GPO and PSO were peculiar. GPO underperformed in the low-dimension samples, but usurped PSO in the medium-dimension samples by a significant amount. In the highest dimension run (10 3 D) , the best result of GPO outperformed the best result of PSO by a factor greater than twenty-thousand. Issues with PSO and GPO runtimes in Tensorflow prevented the collection of results in higher dimensions, but GPO had a significantly low result average and standard deviation in the samples that were collected. The results of GPO would seem to suggest the local search mechanism had a drastic effect on optimization.
At first glance, it isn't immediately obvious as to why this would occur. GD alone never found an acceptable result in the f 5 samples, most likely due to the sinusoidal nature of the Griewank function itself (see Figure 32) , and it is doubtful that any normalization/regularization of the gradient in GD could ameliorate its results. The Griewank function has numerous optimae and strong gradients at certain points which implies a gradient-based method would either become ensnared within a local optima or explode. It would seem unusual then, that formulating such a poorly performing mechanism into a population-based algorithm could provide desirable results; however, the coupling of the local and global factor achieves exactly that. The gradient in GPO is limited in magnitude through both normalization and coupling with the global factor which minimizes the chance of explosive gradients. Concerning local optimae, the collective effort of the population aims to significantly reduce the possibility of converging on a poor local optima. It is not immediately clear whether GD suffered from explosion or entrapment in f 5 , but it is clear that the coupling of the local and global factors in GPO prevented it from suffering the same fate.
Similar behavior was observed in the Rastrigin function (f 6 ). GPO provided better results than PSO in all samples, the most significant of which were low-dimension, and exhibited a faster overall convergence. Although none of the algorithms were able to scale well with the medium and high dimension samples, GPO was the only algorithm that ameliorated over each iteration regardless of dimensionality (see Figures 8 and 13) . Furthermore, the best performance of GPO in the 100D sample rivaled that of PSO with a much larger swarm in other research. Tan (2016) achieved an average result of r = 407.05 on a 100D Rastrigin function using a swarm size of n = 512 [15] compared to the average result GPO achieved r = 163.22 using configuration C 1 and a population size of eighty.
The high-dimension samples of f 6 gave some of the most intriguing results. GD consistently found a better result than PSO and GPO on all samples which seems anomalous considering the expected behavior of a gradient on a function with myriad optimae. Through analysis of the results however, it became apparent GD did not ameliorate its result past twenty-five epochs. This suggests that GD, as one would expect, became immediately trapped within an optima. In stark contrast, PSO did not improve results beyond its initialization range which means the optimization failed in its entirety. GPO did improve its results at a slow rate throughout the optimization before being halted at 10 4 epochs (see Figure 13 ). Unfortunately, GPO was not able to converge fast enough and did not settle in a local optima as GD did which may explain the results obtained from the Rastrigin samples.
Arguably, the Rosenbrock function (f 7 ) displayed the most significant results of the entire experiment. In the lowdimension samples, f 7 performed mostly as one would expect. GD gave some of the worst results of the experiment, while PSO and GPO competed with one another for the best result. When dimensionality increased to 500D, GPO began finding the global optimum using configuration C 3 . For reference, the best result Tan (2016) achieved with PSO using a swarm size of n = 512 on a smaller 200D Rosenbrock function was r = 1050.18 [15] . Considering the PSO in this experiment achieved a much better result than Tan (2016) with higher dimensionality, either the stochastic matrix implemented in this experiment had a profound effect on results or the Rosenbrock becomes easier in higher dimensions similar to the Griewank [14] . Regardless, it seems as though the influence of the gradient in GPO ensured directed amelioration whereas PSO gradually lost optimization momentum in higher dimensions.
The results of the Styblinski-Tang function (f 8 ) samples were mostly expected. GPO had the overall best results but was usurped by GD in the medium-dimension samples by a small margin. In the high-dimension samples, GPO reasserted itself with the overall best results. From the result averages, it appears as though GD consistently trapped itself the same optima throughout many of the samples. Considering the large optimae in f 8 in addition to the asymmetrical initialization ranges (see Figure 35 ), this behavior was expected since the sample point in GD was continuously initialized at various points on the same slope of a local optima. It was also expected that GPO would endure the same fate; however, GPO was able to provide better results most likely due to its aversion to local optimae granted by its population.
The optimization results in toto seem to reinforce the arguments presented in the PSO, GD, and GPO sections. Having a local search mechanism that actively contributes to optimization has a direct impact on the performance of the algorithm in higher dimensions. Arguably, PSO struggled to scale to these dimensions due to its reliance on socially gathered data, of which, can undermine the efficacy of algorithm when unabated. It would appear as though GPO, through the use of a deterministic local search, provides a sense of orientation to the position vectors so that the direction of optimae immediately local to the sample point are known. In many low-dimension functions, this can serve as a simple convergence acceleration technique, however it becomes an absolute necessity in higher dimensions.
Considering the novelty of GPO, it was necessary to examine its performance across a few distinct configurations. In all of the samples, changing the hyper-parameter coefficients of GPO resulted in performance differences depending on the function and its dimensionality as one may expect, but the standard deviation across the results were never unreasonable. The same cannot be said about PSO. In every sample, PSO only performed with the hyper-parameters set at ϕ 1 , ϕ 2 = 2 (C 2 ) which mirrors the configuration used almost exclusively in past research [8] , [14] , [15] , [33] . Incrementing either parameter by one resulted in abysmal results and extraordinarily high standard deviation values. Now, one may argue that the proper adjustment of PSO coefficients should be smaller, perhaps ±0.1, which may be entirely valid; however, it remains uncertain why such values are not used in PSO research. Regardless, GPO displayed a more robust arbitration of hyper-parameter coefficients. Coefficients with both low volatility and strong influence on optimization are the quintessential status quo of a desirable optimization algorithm.
In terms of computational runtimes, the results were somewhat surprising. The NP-CPU and TF-CPU variants of PSO exhibited a remarkable divergence when dimensionality exceeded 30D which was unexpected. While it is known that Tensorflow utilizes the cores of the CPU in their entirety, the benefits of CPU parallelization was assumed to have a marginal impact and only manifest in much higher dimensions. Instead, the NP-CPU variant of PSO displayed an exponential increase in runtime as dimensionality hardly approached the triple digits. Parallelization, even at a relatively low scale, seems to have a profound impact on runtimes; however, it is important to note that Tensorflow itself is highly optimized, more-so perhaps than Numpy. Additionally, the sole influence of the dataflow graph itself with regard to parallel implementations is not widely known and will require more inquiry.
Finally, the crossover-point between GPU superiority over the CPU came much later than expected. The CPU, even with the use of Tensorflow dataflow graphs, was expected to exhibit an exponential increase in runtime around 10 3 D. The heterogeneous addition of the GPU, with its highly parallel computational ability, was expected to usurp the purely CPU variant at this dimensionality. From the results, this crossover point didn't occur until dimensionality approached 10 4 (see Figure 26 . Further experimentation is necessary, but it would seem the heterogeneous CPU/GPU implementation of both PSO and GPO is practical only in high dimensionality. One may expect the divergence to accelerate with dimensionality in the millions or perhaps even billions.
X. CONCLUSION
Heterogeneous computing is in its infancy relative to its level of adaptation. In terms of optimization, utilizing the inherent strengths of both the CPU and GPU had a significant impact on the ability to practically optimize high-dimension problems. As the dimensionality of contemporary problems increase, platforms such as Tensorflow will be increasingly utilized for such optimization as a way to bridge the gap between hardware efficacy. This research may serve as a starting point for those wishing to examine the practicality of such an implementation.
GPO, it would appear from the results, posits itself as a strong, robust optimization algorithm. The integration of a gradient into population-based optimization was largely a success and allowed a relatively small population to optimize exceptionally large problems. This is especially significant considering smaller, more intelligent populations in population-based optimization is the primary facet sought after by state-of-the-art research, of which GPO exemplified through its performance. Additionally, the performant population of GPO has a direct benefit on the practicality of its application as poorly performing, large populations may significantly increase runtimes and even make certain optimization problems intractable. GPO may introduce population-based methodology to problems initially deemed unsuitable or impractical for global search techniques.
Aside from practicality, GPO produced excellent results on most of the functions tested regardless of dimensionality. In lower dimensions, GPO exhibited accelerated convergence which provided superb results in fewer iterations than PSO. Especially complex problems that take a large amount of time to process a single epoch of optimization will benefit tremendously to this accelerated convergence. In high-dimension problems, GPO is much less susceptible to issues observed with such dimensionality and stands resolute against their complexity. Some problems GPO was able to optimize or find a reasonable result on are not known to have been tested previously with population-based optimization due to impracticability. GPO, with its implementation on heterogeneous hardware, will be tested on more complex problems of even higher dimensionality in the years to come. If the results resemble what was found in this paper, GPO certainly has a positive outlook. 
