We consider a two-dimensional disordered conductor in the regime when the superconducting phase is destroyed by the magnetic field. We observe that the end point of the superconductivity is a quantum critical point separating the conventional superconducting phase from a state with the odd-frequency spin-triplet pairing instability. We speculate that this could shed light on a rather mysterious insulating state observed in strongly disordered superconducting films in a broad region of the magnetic fields.
I. INTRODUCTION
Despite decades of studying disordered superconducting films, 1-3 the level of understanding of these systems remains far from being satisfactory. In homogeneously disordered films, the degradation of the superconducting temperature T c with disorder 4 is well described by a theoretical curve obtained in Ref. [5] . Its notable feature is existence of an ending point, which is an example of a quantum critical point induced by disorder. However, in the past few years, a more complex physical picture has emerged in experiments. Namely, a gap has been found 6 in the scanning tunneling spectroscopy measurements of the density of states of some amorphous films. This gap tends to a finite value in the vicinity of vanishing T c . This observation was attributed to inhomogeneities, 7,8 and the observed gap was called a "pseudo-gap", E g . By contrast, when a point-contact spectroscopy has been applied, another gap, ∆ c , has been unveiled which follows T c and disappears together with it. 9 We are sceptical about attempts to attribute the "pseudo-gap" E g to preformed Cooper pairs, as it was suggested in Refs. [9, 10] . Besides the existence of the two gaps, a rather mysterious insulating behavior has been observed in many amorphous superconducting films when the superconductivity is destroyed by the applied magnetic field. [11] [12] [13] [14] Here, we consider an odd-frequency triplet pairing as an alternative to the preformed pairs. The possibility of the odd-frequency pairing has been studied since 1974 when Berezinskii 15 made a breakthrough remark that the required antisymmetry of the superconducting pairing function with respect to the electron exchange can be resolved by an odd-dependence on its time arguments. Although the odd-frequency superconductivity is expected under mesoscopic conditions, 16, 17 so far there was no reliable example of the odd-frequency pairing in bulk materials. For the odd-frequency pairing, an electron interaction should be strongly retarded. In this paper, we consider the electron scattering by impurities (disorder) as a source of a pronounced time dependence of the effective electron interaction. We identify the processes of the electron interactions which, in interplay with disorder scattering, generate the oddfrequency pairing amplitude. We found that in the vicinity of the conventional superconducting phase destroyed by the magnetic field, the odd-frequency pairing must inevitably develop at low enough temperatures. We, however, distinguish this pairing from the odd-frequency superconductivity. The question of the phase coherence, which is needed for true superconductivity, has not been studied enough for the odd-frequency pairing, especially in the presence of the magnetic field.
II. PRELIMINARIES
For illustrative purposes, let us start with a model four fermion interaction, which is non-local in time,
into a sum, α =βΨ
Here, the first line corresponds to the Cooper pairing in the singlet channel, while the second one corresponds to the pairing in the triplet channel. It is clear that if V (t 1 , t 2 ) = δ(t 1 − t 2 ), the term in the triplet channel vanishes due to the anti-commutation relations of the Grassmann field operators. However, this term is non-zero for a time-dependent interaction. Berezinskii noticed that V (t 1 , t 2 ) permits to resolve the required antisymmetry of the superconducting pairing function, F (1; 2) = −F (2; 1), by an odd-dependence on the time arguments. This is called the odd-frequency superconducting pairing. Generally, the odd-frequency pairing opens a possibility to an s-wave spin-triplet and also to a p-wave spin-singlet superconducting pairings. However, in the presence of a strong disorder, scattering on impurities smears the orbital order out, and only the s-wave spin-triplet may survive. 18, 19 In order for the exotic odd-frequency pairing to get a chance to reveal itself, the time dependence of the electron coupling should be well pronounced. In this paper we rely on the fact that the disorder itself may generate a strong time dependence of the effective electron interaction amplitudes. The point is that matrix elements calculated with the eigenstates obtained in a given realization of the impurities are strongly energy dependent. Technically, propagation of electrons on large scales in a disordered medium is described by slow diffusive modes, diffusons and Cooperons. These modes make the electron interactions to be effectively time-dependent. The effect is stronger in low dimensions, and we, therefore, concentrate on the electron liquid in disordered films.
To analyze electron modes on large scales, it is preferable to integrate out fast short range single-particle degrees of freedom and describe electrons in terms of the effective action of the diffusive modes. Large scales allow one to consider averaging the action with respect to the disorder. Here, a subtle technical point arises. Averaging is often performed using replicas in the technique of the Matsubara frequencies. Per contra, we prefer to apply the Keldysh contour technique. The advantage of this approach is that one avoids the analytic continuation from the axis of imaginary frequencies. The cost, however, is in the doubling of the field variables in the Keldysh space. 20 For each branch of the Keldysh contour, one has to introduce an independent set of the Grassmann numbers. Thus, we write the fermion Grassmann numbersΨ in spin (↑, ↓) space S, time-reversal Gor'kov-Nambu (ψ,ψ) space N, and also in the Keldysh (+/−) space K which corresponds to the forward/backward branches of the contour correspondingly. In total,Ψ has 2 × 2 × 2 = 8 components in the KSN spaces. We will use a set of the Pauli matrices τ i acting in the Gor'kov-Nambu space, and the set of matrices σ α to describe real spin degree of freedom. Matrices from the τ i and σ α sets will not have hats, only matrices in the Keldysh space will be indicated by a hat.
III. Q-MATRIX DESCRIPTION
In disordered conductors, perturbations of charge and spin relax diffusively at low frequencies and large distances. In a system obeying time-reversal symmetry, the low-energy modes in the Cooper channel also have a diffusive form. These modes, diffusons and Cooperons, fully describe the low-energy dynamics of the disordered electron liquid. Therefore, it is convenient to describe an ensemble of disordered electrons directly in terms of the diffusive modes. This can be done with the use of the so-called Q-matrix technique in the framework of the non-linear sigma model (NLσM) that includes the effects of electron-electron (e-e) interactions. [21] [22] [23] The e-e interaction causes a rescattering of various diffusive modes. By its essence, the NLσM is not a model but a minimal microscopic theory, which incorporates all symmetry constraints and conservation laws relevant to the low energy dynamics of electrons in disordered conductors.
MatricesQ (r), apart from eight KSN indices, depend on a spatial coordinate and two frequencies (indicated as indices), which are Fourier transforms from the two times (unlike the Matsubara variables, the frequencies here are real). Components of the Q-matrix represent all possible two-fermion averages with slow time and spatial arguments. Correspondingly, deviations of the Q-matrix from its equilibrium position describe fluctuations of various quantities such as charge, spin, and Cooper pairs that slowly propagate at large distances. Moreover, non-linearity of the Qmatrices, imbedded into the constraints imposed on them, automatically produces scattering between the various diffusive modes (a sort of anharmonicity) in the correct form. Since these modes by their origin are the Goldstone modes, this automatism is decisive in our choice of the Q-matrix technique.
Matrices exploited in the NLσM have an "onion-shell" type structure: 24, 25 
where • denotes convolution in time. The Keldysh matrixσ 3 , which encodes the difference in propagation of the retarded and advanced directions in time, stands in their core. MatricesÛ = exp(−Ŵ /2) andÛ = exp(Ŵ /2), which stand next, parametrize rotations in the Keldysh space about theσ 3 matrix, withŴ being the rotation generators. Fluctuations of theŴ -fields considered within the Gaussian approximation describe the manifold of the diffusive modes, which include diffusons and the Cooperons. So far, no information about the electron state has been introduced. This is achieved 20, 26, 27 by the two flanked matricesÛ andÛ −1 . Their presence is marked by underscoring the matrix Q. MatricesÛ introduce information about the electron state, which is described by the distribution function F. In equilibrium, the distribution function is F = tanh 2T .
IV. ELECTRON-ELECTRON INTERACTION IN THE COOPER CHANNELS
The e-e interactions in combination with the non-linear amplitudes of the diffusive modes, which appear in the expansion ofÛ andÛ -matrices beyond the linear order inŴ , mix all the diffusive channels (i.e., the charge, spin and the Cooper ones). Therefore, a detailed analysis of the theory requests for the NLσM in its complete form. Meanwhile, for the illustrative purposes, we limit ourselves to only two e-e interaction terms in the Cooper channels. First, the interaction term in the conventional spin-singlet Cooper channel reads as
Here V s ( 1 , 2 ) is an interaction amplitude, which couples different blocks of the Q-matrices indicated by their frequencies. Traces are in the frequency (F) and K, S, and N spaces, as indicated. Matricesγ 1 andγ 2 are standard in the Keldysh technique; 20 (4) combines four terms with a different order of matrices. In the term given by Eq. (4), matricesγ and τ ± = 1 2 (τ x ± iτ y ) regulate the structure in the Keldysh and Nambu spaces, correspondingly. A combination of τ + and τ − matrices in Eq. (4) is such that it keeps only the terms related to the Cooper pairing. 22, 26 The bare value of V s ( 1 , 2 ) < 0 is defined by the electron-phonon interaction at the frequency arguments about the Debye frequency. However, as is well known, the bare value gets strongly modified by the re-scattering processes as well as the corrections generated by the Coulomb interaction which suppresses superconductivity in disordered films. 5 All such processes developing on the whole interval of energies down to > ∼ T c can be properly included into the modified amplitude Γ c ( 1 , 2 ), which substitutes the initial V s ( 1 , 2 ) in Eq. (4). The renormalized amplitude Γ c , will be used below throughout the paper.
The interaction in the spin-triplet part of the Cooper channel is
Here, V t ( 1 , 2 ) is some interaction amplitude which depends on the frequencies from different trace blocks. Note that the matricesγ and τ in Eqs. (4) and (5) stand in the same combinations. We will skip the technical aspects associated with these matrices and refer to the well studied singlet Cooper pairing case, 20, 26 . A crucial difference between the singlet and triplet pairing is in the spin structure of the trace blocks. In the latter case, the spin Pauli matrices σ select the triplet pairs only. In contrast to the singlet Cooper channel, in the triplet channel the bare interaction is absent. However, as we will see in the next section some analogue of the "bare" interaction can be generated as a result of mixture of different channels. In order to get an idea about what kind of the e-e interaction could be efficient in the triplet channel, we now construct the Cooper ladder assuming general form of the interaction V t ( 1 , 2 ). To derive the ladder, we expand theQ matrices in Eq. (5) to the first order inŴ , and average a series of thus obtained terms within the Gaussian approximation. As a result, we get the following equation for the effective amplitude in the triplet channel, see We see that the ladder is generated by a 1 2
] combination, which is odd in its frequency argument 2 . Note that in the case of the singlet pairing, the corresponding combination has a + sign, i.e. it is even in its frequency arguments. Such a difference is due to the anti-commutation of fermion fields, which in the diagram language corresponds to the exchange of the arguments in the Cooperon mode (black rectangle in Fig. 1 ) connecting two amplitudes in the ladder. Moreover, the resulting amplitude in the triplet Cooper ladder must be symmetric under the exchange of 1 and 2 . Therefore, only the part of the e-e amplitude V t ( 1 , 2 ), which is odd with respect to its both arguments is effective in the triplet channel. The obtained combination, denoted as V odd ( 1 , 2 ) (as it is odd in both arguments), stands in the equation depicted in Fig. 1 .
We have gotten two very instructive results for the disordered system: (i) Not only the odd-frequency pairing is compatible with the triplet pairing, but it is the only possibility: the triplet part of the Cooper channel automatically selects odd dependence of the Cooper pair on the frequency arguments.
(ii) The amplitude in the triplet part of the Cooper channel can be thought of as the first harmonic in frequency arguments: only the odd-frequency component passes through.
To conclude, the interaction amplitude has to posses a special structure in its frequency arguments in order to not get filtered out for the triplet odd-frequency pairing.
V. ELECTRON-ELECTRON INTERACTION IN THE ODD-FREQUENCY COOPER CHANNEL
We have to identify a process which will be effective for the triplet Cooper channel. Since it has to be generated by the NLσM in the process of the interplay of the non-linear amplitudes and the e-e interactions, it will contain a small parameter ρ = 1 (2π) 2 ν 2d D , where D is the diffusion coefficient and ν 2d is the two-dimensional density of states, which inevitably appears in the course of the integration with respect to momentum carried by the diffusive modes. To compensate for this smallness, it is natural to anticipate the odd-frequency instability in the vicinity of some other instability, where the corresponding amplitude of the e-e interaction can be large. Note that this scenario can appear not only in the case of strongly disordered electron systems.
Therefore, we consider a region in the phase diagram close to the conventional superconducting state. There, to the leading order in the e-e interactions, the processes that result in the amplitude for the spin-triplet part of the Cooper channel are presented in Fig. 2 . Here, one of the e-e interaction amplitudes is in the Cooper s-wave pairing channel, the other describes the spin-density interaction. In addition, the e-e interaction terms are equipped with a Cooperon and a diffuson. The Cooperon accompanies the interaction amplitude in the Cooper channel, Γ c , while the diffuson stands together with the spin-density amplitude Γ 2 .
According to the above requirements for the amplitude to be effective in the triplet part of the Cooper channel, and also confirmed by our numerical estimates, the amplitudes similar to those presented in Fig 2 but with two Cooperons or two diffusons are not relevant. In other words, the Renormalization Group terms do not contribute as they all cancel out in the process of extraction of the odd-frequency dependent terms.
The frequency dependence of the process presented in Fig. 2 as we demonstrate below is rather remarkable. We are interested in a case when a sum of incoming frequencies (as well as a sum of outgoing ones) is equal to zero. Next, for fixed incoming frequency 1 , we study V odd ( 1 , 2 ) as a function of the outgoing frequency 2 . For a model situation when Γ c is taken to be a constant as a function of frequencies, dependence of the amplitude V odd ( 1 , 2 ) on the two frequencies 1 and 2 for different temperatures is illustrated in Fig. 3 . There, the obtained frequency dependence reminds that of a deformed sign( 2 ) function. In particular, it has a jump at 2 = 0 and then extends over a large interval of frequencies.
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FIG. 3: Plot of the odd-frequency interaction amplitude V odd ( 1, 2) for: 1τ = 0.05 (blue), 1τ = 0.1 (orange), and 1τ = 0.3 (green); left T τ = 0.01, center T τ = 0.1, and right T τ = 0.5. Magnetic field is zero. Combination ρ|Γc|Γ2 is taken to be equal 1.
Importantly, as it follows from the plots demonstrated in Fig. 3 , the largest of the two frequencies (incoming or outgoing) does not cut off the interaction amplitude presented in Fig. 2 . This picture is very different from the logarithmic integrals in the Renormalization Group approach. Namely, the integrals determining the odd-frequency amplitude, are limited by the smallest of the two frequencies, or other low-energy cut-offs such as the temperature or the magnetic field. By contrast, the largest of the two frequencies drops out, and on the ultraviolet side the amplitude V odd is limited only by the dependence of the e-e interactions amplitudes on their frequencies. This unique property makes the odd-frequency pairing remarkably effective. Namely, when, as a result of the renormalizations, the amplitude in the singlet channel grows up and becomes of the order one or larger, |Γ c | > ∼ 1, the amplitude in the triplet channel presented in Fig. 2 exploits this renormalized value in the whole interval of its outgoing frequency. Owing to this very peculiar property, the described mechanism of lifting up the amplitude Γ t by the renormalizations of Γ c is or appears to be efficient.
FIG. 4: Plot of the odd-frequency interaction amplitude V odd ( 1, 2) for 1τ = 0.05 (blue), 1τ = 0.1 (orange), and 1τ = 0.3 (green); ωc2τ = 0.1 and the magnetic field is: left ωcτ = 0.15, center ωcτ = 0.3, and right ωcτ = 0.45. Temperature in all cases is T τ = 0.01. Parameter 4ρΓ2 is set to be equal 1.
VI. ODD-FREQUENCY PAIRING INSTABILITY
Our calculations show that if Γ c is attractive, the sign of the effective amplitude generated by the diagrams presented in Fig. 2 is in favor of the instability in the triplet channel. Because of the extended frequency dependence of the amplitude V odd ( 1 , 2 ) demonstrated in Fig. 3 , we arrive at the situation, which is very similar to the instability in the conventional singlet channel. There, pairing at low enough temperatures is inevitable as long as the sign of the electron interaction is attractive. Similarly, in the triplet channel the instability is also inevitable if Γ c < 0. We suggest that this instability may explain the observed pseudo-gap behavior in the disordered superconducting films. Since the amplitude V odd benefits from the divergence of Γ c , the pseudo-gap has to develop at temperatures larger than T c , and be larger than the gap in the singlet channel, ∆ s . The physical picture, however, is obscured by the effect of finite temperature and coexistence of two pairings.
In an attempt to understand the instability in the triplet channel in a more clear way, we will turn to the case when the singlet superconductivity is suppressed by the magnetic field, i.e. H > H c2 . Then the lowest temperatures are accessible for the analysis of the triplet odd-frequency instability. As is well known, orbital motion introduces an energy gap ω c = D −2 H into the Cooperon modes, where H is the cyclotron radius. The effect does not depend on spins and influences the Cooperons in Fig. 1 as well as those in Fig. 2 . Besides, the magnetic field cuts off the effective interaction amplitude Γ c , which is crucial for the amplitude V s ( 1 , 2 ). Now the actual form of the effective amplitude of the interaction in the Cooper channel Γ c (ω, q, H, T ) has to be employed. 28, 29 The results for different magnetic fields are presented in Fig. 4 . A comparison of Figs. 3 and 4 reveals substantial changes in the behavior of the amplitude V odd ( 1 , 2 ). The jump disappears at 2 = 0 and, instead, a finite slope at small energies evolves with the magnetic field which leads to a suppression of the low-frequency contribution.
Furthermore, the overall value of amplitude decreases with the magnetic field. However, after the initial rapid drop, the further evolution of the amplitude V odd ( 1 , 2 ) with the magnetic field develops relatively slow. This yields a chance to get a rather broad window of the magnetic fields for which the the odd-frequency pairing instability may occur. The instability has been analyzed by us by solving the equation of Fig. 1 in a matrix form. The minimal eigenvalue λ min of the kernel has to be less than −1 in order for the instability to develop. For the parameters indicated in Fig. 5 , the instability extends up to the magnetic fields H odd ≈ 2.5H c2 . The plot also shows that for the chosen parameters the temperature dependence of the instability is almost saturated. 
VII. CONCLUSION
No reliable mechanism for the odd-frequency pairing in bulk materials has been proposed so far. 19, 30 In this paper, we proposed disordered electron liquid as the platform for the odd-frequency pairing. Starting from the action of the NLσM, we have generated a term in the e-e interaction, which is relevant for the spin-triplet superconducting channel. Our choice is such, because in a disordered system with strong electron momentum scattering by impurities, the s-wave odd-frequency pairing is left as the only pairing possibility in the spin triplet channel.
In order to push up the effectiveness of the pairing, we considered the odd-frequency pairing in the superconducting films when the superconducting phase is destroyed by the magnetic field. The obtained amplitude of the e-e interaction is very peculiar. The largest of the two external frequencies (i.e., incoming and outgoing) does not cut off the amplitude automatically. In that sense the picture is very different from the logarithmic integrals in the Renormalization Group.
As a consequence of this peculiar feature, a pairing instability in the vicinity of the domain of the conventional superconducting phase becomes inevitable.
We would like to comment that, paradoxically, while the odd-frequency pairing requests for a pronounced timedependence of the pairing potential, the main obstacle for such pairing is the time-dependent potential itself. The point here is that the wave function renormalization can be rather strong for the retarded interactions, see e.g., Refs. 31,32. This renormalization suppresses the pairing transition, and can even eliminate it completely. 30, 33 This is, however, valid for an ordinary time-dependent potential V ( ), but not for the interaction amplitude V odd ( 1 , 2 ) generated by the processes presented in Fig. 2 . This interaction does not contribute to the the wave function renormalization.
There remains ordinary (i.e., not related to V odd ( 1 , 2 )) wave-function renormalizations, which can be strong enough in a disordered system. One especially can be concerned with the effect of renormalizations induced by the interaction Γ c whose large value we exploited in this paper to overcome the smallness of the parameter ρ induced by the disorder. Would this effect be so drastic, these corrections would have also eliminated superconducting transition in the singlet channel. But by assumption we limited ourselves to the systems where this does not happen.
Our calculations were performed in the framework of the Keldysh technique rather than using the Matsubara frequencies. As a byproduct, this allowed us to avoid complications with the relation that are imposed on the anomalous function F written in the Matsubara frequencies. The problem caused by this relation has been resolved only in 2009 34 , while earlier it has been giving an origin of a wrong claim about the possibility of the odd-frequency paired state in the bulk of homogeneous systems.
We think that the two gap structure 9,10 observed in the disordered superconductors is a manifestation of the two distinct pairing mechanisms, i.e. regular singlet and odd-frequency triplet, rather than two versions of the same type. Moreover, we believe that the mechanism of the odd-frequency pairing in the regime when the superconducting phase is destroyed by the magnetic field leads to an opening of a gap in the spectrum of electrons but does not result in the superconductivity. Then, experimentally observed insulating behavior induced by the magnetic field in the vicinity of the superconducting domain, [11] [12] [13] [14] can naturally be explained. This, of course, at this point, is only an educated guess. The question of the phase coherence for the odd-frequency pairing, which is needed to confirm or disprove our proposition, has not received enough of proper theoretical study so far, especially in the presence of the magnetic field. The phase fluctuations may have to depend crucially on the interaction amplitude in the spin-triplet pairing channel. If so, the analysis of the phase fluctuations for the odd-frequency pairing can't be performed in the universal manner. This question remains open for further studies.
We would like to conclude with a remark that the found in this paper mechanism of the odd-frequency instability, i.e., the one which develops on the "shoulders" of a conventional phase transition, should also be searched for in other physical scenarios and systems, not only in a disordered electron liquid which leaves limited possibilities for the odd-frequency states of matter.
Supplemental material

Keldysh contour and the action
The HamiltonianĤ density of non-interacting fermions consists of the kinetic part and the Gaussian distributed disorder V (r), namelyĤ = k 2 2m + V (r) − µ, where µ is the chemical potential, m is the mass, and k is the momentum. Due to the nature of the problem, we chose to work in Keldysh formalism. There the time dependence is defined on the Keldysh contour C which consists of a forward and backward parts. The fermion action on the contour is formally written as
In its definition we also chose to write the fermion Grassmann numbers in spin and time-reversal (Gor'kov-Nambu) spaces, namely
where the arrows denote real spin of fermions, and Pauli matrices τ 3 and τ 0 act in the Gor'kov-Nambu space. Here T F acts on time only which is denote by a F (frequency) sign. The spinors obeȳ
here T ≡ T FKSN acts on the whole matrix, Keldysh (K), spin (S), and Nambu (N) structure and time. We transform the action as
where we expanded the space of the Grassmann numbers to accomodate the two Keldysh contour parts (Keldysh space),Ψ
where ± correspond to the forward/backward contours. A Pauli matrixσ 3 , with a hat, acts in the Keldysh space. In the following the hat symbol will correspond to the Keldysh space only. Overall,Ψ is a spinor in time-reversal, spin, and Keldysh spaces. The Hamiltonian isĤ =σ 0 H in case it is the same on the both parts of the Keldysh contour. It is convenient to perform the Keldysh-Larkin-Ovchinnikov rotation with the help of a matrix
We then defineΦ
with aΨσ 3Ψ =ΦΦ property. The Hamiltonian gets rotated aŝ
and the action becomes,
2. Disorder average and Hubbard-Stratonovich decoupling
The disorder potential V (r) is assumed a short-range delta-correlated, such that
where ν is the three-dimensional density of fermionic states and τ is the impurty scattering time. We then average the action over the disorder,
We need to now decouple the resulting four-fermion term. It can be shown that a Hubbard-Stratonovich field formed out of same time fermion field operators, will only redefine the chemical potential of fermions. The Hubbard-Stratonovich field formed out of different time fermion fields is of particular importance. Introduce
whereQ is a matrix in spin, Gor'kov-Nambu, and Keldysh spaces, and the trace in the expression above is over these spaces. Under the exponent, we transform
where in deriving it is useful to presentΦ(t)Φ(t) = nΦ (n) (t)Φ (n) (t), where n denotes spinor's element, and the same for TrQ tt Q t t = nmQ nm tt Q mn t t . Elements of theQ tt matrix are in accord with the product of the spinors it decomposed, namelyQ tt ∝ Φ(t)Φ(t ).
Non-interacting action
After we integrate the Grassmann fields out, we obtain an action for theQ matrix,
Because of the symmetry theQ matrix obeys,Q = τ 1 σ yQ T σ y τ 1 (because of the chosen time-reversal space), one gets the saddle-point solutionQ
where in frequency spaceΛ
Gradient expansion around the saddle-point gives the following action describing fluctuations,
where D = 1 3 v 2 F τ is the diffusion coefficient. We note that the diffusion coefficient is that of a three-dimensional system. Later in the notes a limit of think film is going to be taken. Fourier convention iŝ
The action is rewritten as
where δ , = 2πδ( − ). For convenience, one can introduceˆ Q = Q operation, which will be used later. As later will be shown the action above describes various diffusion modes, Cooperons and diffusons.
Interactions
Now let us add electron-electron interactions.
where
The part of the action corresponding to the interactions reads (we outline it for the sake of sign bookkeeping)
Hubbard-Stratonovich decoupling of the charge part of the interaction goes as following,
and similar transformation applies to the spin sector,
In the Cooper channel we make a similar transformation,
Overall, splitting in to ± Keldysh contours, performing Keldysh-Larkin-Ovchinnikov rotation, the fermion action describing interactions in Gor'kov-Nambu space becomes
where, we repeat, we definedΦ =ΨL −1 andΦ =Lσ 3Ψ , with a propertyΨσ 3Ψ =ΦΦ. Note the way the Gor'kov-Nambu space is organized due to the time-reversal space properties. Each Hubbard-Stratonovich field has a structure in Keldysh space, for exampleθ =γ 1 θ cl +γ 2 θ q and the same for the rest. Here and throughout the text
The spin structure of the Cooper channel interaction fields iŝ
whose elements are related by a time-reversal operation. The action describing the Hubbard-Stratonovich fields is
After integrating fermions out, one gets an action
The strategy of the solution is as following. First, the non-interacting saddle-point is derived. Next, the interactions are assumed as perturbations to the saddle-point, and one studies them by expanding the logarithm,
Now one has to integrate all interaction fields out and obtain an effective action for theQ matrix. We will be using an identity based on Gaussian integration where for arbitrary vectorχ,χ, one writes a path integral over vectorsφ andφ,
where N A is the normalization factor. Summation over all indeces was assumed in deriving the identity. We outline the steps for the charge part,
Summing the two and making a shift in the Hubbard-Stratonovich fields, we get
Generalizing to all combinations of matrices in Keldysh and TR spaces, performing the same transformation for the spin and Cooper parts, we finally obtain an action for the rescattering between different blocks of theQ matrix,
where, we remind, τ ± = 1 2 (τ 0 ± τ z ) and τ ± = 1 2 (τ x ± iτ y ). Here we introduced summation notationγ 1/2Âγ2/1B = γ 1Âγ2B +γ 2Âγ1B , and the same for the Gor'kov-Nambu space, τ ±Â τ ∓B = τ +Â τ −B + τ −Â τ +B . Summations over Keldysh and Gor'kov-Nambu spaces, as in the expressions above, are independent of eachother. Such notations will be used throughout the paper to facilitate readability.
Picking only the short-range parts of the interaction, V ρ (r) = V 0,ρ (r) + V 1,ρ δ(r), and recallingṼ ρ (r) = 2V ρ (r) − V σ we introduce
(55) Γ 0 (r) = 2νV 0,ρ (r).
(56)
We will omit the Γ 0 (r) in the following. We then rewrite the interaction
Fourier transform in time domain reads,
where δ 1− 1 , 2 − 2 ≡ 2πδ( 1 − 1 − 2 + 2 ) is the energy conservation. For the sake of convenience, we will be using the interaction fields. Interaction part is rewritten with the help of new fields,φ
where, recall, x = (r, t) and ± index here refers to a τ ± component of the Gor'kov-Nambu space. Each field is also decomposed in Keldysh space asφ
We rewrite the electron-electron interaction term as
The fields are correlated as,
here γ 2 is the second Pauli matrix referring to the Keldysh space.
Interaction in the Cooper channel
(71)
MatrixQ parametrization
We parametrize the matrixQ asQ
whereû
where F tt (r) is the distribution function at, in general, non-equilibrium. Rotation matrix is parametrized asŪ = exp(Ŵ ). It must have a propertyŴσ 3 +σ 3Ŵ = 0. From theQ T n,m = σ y τ 1Q−m,−n τ 1 σ y identity, one can deduce another property,Ŵ T n,m = −σ y τ 1Ŵ−m,−n τ 1 σ y . In TR basis, we write the matrix aŝ
It is very important to rewrite off-diagonal elements (particle-particle part) of the Gor'kov-Nambu space aŝ
in this way, one will connect rescattering in the particle-hole channel (denoted byP matrix) with the particle-particle channel (denoted byB 1 andB 2 ) in a straightforward manner. In particle-hole channel one haŝ
where also d cl and d q have their own spin structure. We will go over the spin structure in the next section. In particle-particle channel the matrices areB
this results in the following parametrization of theB 1/2 matrices in spin basis,
with relationsR TK 1/2 =Ŝ 1/2 ,Â TK 1/2 =Â 1/2 , andD TK 1/2 =D 1/2 . We will go over the parametrization in the following two subsections.
6. Example #1 of working in frequency domain. Absence of Cooper channel.
Consider only the particle-hole sector of theQ matrix by completely disregarding the particle-particle one. In this case theQ matrix is parametrized asQ
Fluctuations close to the saddle-point are described by a rotation matrixÛ = exp(−P /2), wherePσ 3 = −σ 3P , and isP
With that, we getQ =σ 3 exp(P ). The non-interacting part of the action is derived up to second power ofP ,
This part describes the diffusion of the density modes. Correlators in diffuson sector are d cl/q αβ; 1 1
7. Example #2 of working in frequency domain. Presence of Cooper channel.
Let us now study the Cooper channel. Again, we writê
hereÛ = exp(−Ŵ /2) andÛ = exp(Ŵ /2). We recall that the matrix is parametrized aŝ
In spin space it is convenient to present the matrices in singlet and triplet basis, namelŷ
where components in Keldysh space arê 
it is straightforward to showB T 1/2 =B 1/2 . Another matrix isÛ
Non-interacting action reads
Fourier convention isQ
where δ , = 2πδ( − ). Rule for the frequency matrix iŝ εc 1/2;j; = c 1/2;j; ,
εc T 1/2;j;
= c T 1/2;j; .
We expand around the saddle point,
we then get for this spin component,
Tr Dq 2 + i( + ) c 1;j; (−q)c 2;j; (q).
Correlators in Cooper channel written in frequency domain and momentum are c 2;i; 1 1 (q)c 1;j; 2 2 (−q) = − 2 πν δ ij δ 1 2 δ 1 2 C A ( 1 + 1 , q), (109)
We consider a correlator which will be heavily used in the perturbation theory,
whereÂ andŶ are some fields in spin, Gor'kov-Nambu, and Keldysh spaces. The correlator is calculated to be 
where the diffusion part iŝ
(note thatΠ + ω 2 , − ω 2 (q) defined in Ref. [27] is identical toΠ(−ω, q) defined above such that the results are in agreement with each other) and the Cooperon part iŝ
We remind that T FKSN ≡ T is the transposition in frequency, Keldysh, spin, and Gor'kov-Nambu spaces correspondingly. One can rewrite the diffusion propagator,
and the Cooperon matrix,
We have introduced the following symbolŝ
which will be used throughout the notes. In deriving the contraction we have used following identities,
n=0,x,y,z
n=0,x,z
An equivalent, and useful, form of the correlator can be obtained utilizing the following identity, Here we derive dynamically dressed interaction in the Cooper channel -propagator in the Cooper channel. It will appear in the following considerations and will simply substitute Γ c with L( 1 , 1 , q) where needed. Up to second order in interaction we have
where ... W must be understood as a contraction appearing in the correlator defining the whatever diagramm under study. A factor of 2 is due to two ways one could contract the traces. This factor is in agreement with the slow and fast fields decomposition used in the Renormalization Group procedure. We have defined I 2, 2+ 1− 1 for compactness of the already loaded expressions,
where ω = 1 − 1 andC
Integration over the frequency gives
where ln γ = C ≈ 0.577 is the Euler's constant. Again, schematically
therefore, effective interaction considered to all orders reads
As a check, for ω = 0 and q = 0 case, setting Λ = 1 τ ,
which is consistent with the renormalization group results. Finally in the action for the interaction in the Cooper channel
one may make the following substitution
This interaction will be of use when we will be considering amplitudes in the triplet part of the Cooper channel.
Cooper channel susceptibility
We first introduce a correlator in the Cooper channel. This will facilitate contractions over theŴ fields. 
Upon differentiating the partition function over the χ fields, namely ∝ ∂ 2 Z ∂χ cl ∂χ q , one gets the correlation function in the Cooper channel, κ s ( ; n n ; r, r n ) ≡ Tr γ 1 τ + δ αβσ3Ŵβα; (r) Tr γ 2 τ − δ µησ3Ŵηµ; n n (r n ) S , (151) κ t ( ; n n ; r, r n ) ≡ Tr γ 1 τ + σ z αβσ3Ŵβα; (r) Tr γ 2 τ − σ z µησ3Ŵηµ; n n (r n ) S ,
where average is over the action.
General structure of the interaction
In order to build a Cooper ladder, let us assume some general structure of interaction in the singlet and triplet channels. The action in singlet channel is
where V s ( 1 , 2 ) is an effective interaction, a function of the frequencies from different trace blocks. Also the interaction in the triplet part of the Cooper channel is
where again V t ( 1 , 2 ) is some interaction dependent on frequencies from different trace blocks. In both cases we do not know explicit expression for V s ( 1 , 2 ) and V t ( 1 , 2 ). For example, in singlet part bare interaction is V s ( 1 , 2 ) = Γ c . In the triplet part bare interaction is absent, but some effective interaction can be dynamically generated in rescattering processes.
In order to construct a ladder in the Cooper channel, we expand theQ matrices to the first order inŴ , and get for the action
Equation for the interaction amplitude
V even The equation for the interaction amplitude in singlet part of the Cooper channel, shown in Fig. (8) , is derived to be
and in the triplet channel, shown in Fig. (9) , is
where recall (..) ≡ ∞ −∞ d 2π (..). In the figures we defined even and odd in frequencies components,
effective in the corresponding channels. It is worth noting that the minus sign in the definition of V odd is due to 
Mixed amplitudes
We now wish to derive amplitude V t ( 1 , 2 ) effective for the triplet part of the Cooper channel. This is done by expanding the action to first and second order in interaction and look for relevant to Cooper channel contributions. We skip most of the details and claim that only the amplitudes shown in Fig. (10) are the most relevant. We expand the interaction action,
and then perform perturbation theory, and get effective action
where 
In deriving them, we used
identities that selected only certain combinations of the interaction amplitudes.
14. Case of Γc = const(ω, q)
Overall, after tedious but straightforward calculations one picks (denoted with the arrow below) the term effective inthe triplet part of the Cooper channel,
whose expression is transformed in to r1,r3C
if we are interested in long wave-length behavior of the resulting interaction, we can neglect q 3 as compared to q 2 . This will be the case in the equation for the interaction amplitude (see Cooper ladder) where the frequency of the linking Cooperon is fast, while the momentum is slow. Overall, the action corresponding to mixed amplitudes is
where Γ c = −|Γ c | was assumed, ρ = 1 (2π) 2 ν 2d D is the thin film's resistance with ν 2d being the two-dimensional density of states. We have set = 1 and = 2 (set up relevant for the Cooper ladder when frequencies sum to zero) in deriving the interaction amplitude V t ,
where i
We plot the effective interaction amplitude entering the triplet part of the Cooper channel, in Fig. (11) . Analytically f ( 1 , 2 ) at T = 0 is estimated
where in the second integral ln (x+ 1 ) 2 (x− 1) 2 ≈ 4 min( 1,x) max( 1,x) approximation was used.
Zeroth Landau level approximation
When the magnetic field is non-zero, one has to carefully treat integration over the coordinates. The Cooperon part which enters the expression above reads,
here Ψ N,α (r 1 ) is the Landau wave function with N being main quantum number, while α -angular. Identity for the Landau wave functions is
where L N is the regular Laguerre polynomial. For our purposes we can neglect the phase in the identity. We will only consider a N = 0 term in the sum over the Landau levels, then L 0 = 1. We then rewrite the identity in the form we will be using α Ψ 0,α (r 1 )Ψ † 0,α (r 3 ) →
(187) Therefore, we approximate the Cooperon
which is now dependent on the coordinate difference r 1 − r 3 . To find Fourier image of the approximated Cooperon in magnetic field, we use dx e iqxx e − x 2 4 2
and, therefore, we have 
ThenC
Diffuson stays the same as in the case of zero magnetic field, namely
(192) 16 . Effective interaction at non-zero magnetic field. Γc → Lc(ω, q).
We now study the magnetic field dependence of the diagrams presented in Fig. (10) . In case of magnetic field Γ c → L c (ω, q) where L c (ω, q) depends on the magnetic field and temperature. Then same steps as above apply, and we get for the relevant expression the following form, K A (r 1 , r 3 )K B (r 2 , r 4 ) φ → − 16 1 (πν) 2 1 (2ν) 2 Γ 2 Tr F L c ( 1 − 1 , r 4 , r 1 )δ 1− 1 , − 2 δ 1 − , 2 − 2 δ r1,r4 δ r2,r3 (193)
When the Cooper channel propagator is inserted instead of Γ c and zeroth Landau level approximation is made, we have for the effective interaction r1,r2,r3,r4 L c ( 1 − 1 , q 2 )C N ( 1 + 1 , q 2 )Π N ( 2 − 2 , q 2 − q 4 )Tr KSN στ ±γ1/2σ 3Ŵ 1 (q 4 ) Tr KSN στ ∓γ2/1σ 3Ŵ 2 (−q 4 ) .
The zeroth Landau level assumption is
. 
