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On the non-existence of extended perfect codes and
some perfect colorings∗
Evgeny Bespalov †
Abstract
In this paper we obtain the necessary condition for the existence of perfect k-
colorings (equitable k-partitions) in Hamming graphs H(n, q), where q = 2, 3, 4
and Doob graphs D(m,n). As an application, we prove the non-existence of
extended perfect codes in H(n, q), where q = 3, 4, n > q + 2, and in D(m,n),
where 2m+ n > 6.
1. Introduction
A k-coloring of a graph G = (V,E) is a surjective function from the vertex set V
into a color set of cardinality k, usually denoted by {0, 1, . . . , k − 1}. This coloring
is called perfect if for any i, j the number of vertices of color j in the neighbourhood
of vertex x of color i depends only on i and j, but not on the choice of x. An
equivalent concept is an equitable k-partition, which is a partition of the vertex set
V into cells V0, . . . , Vk−1, where these cells are the preimages of the colors of some
perfect k-coloring. Also the perfect colorings are the particular cases of the perfect
structures, see e.g. [1]. In this paper, we consider perfect colorings in Hamming graphs
H(n, q) (mainly focusing on the case q = 2, 3, 4) and Doob graphs D(m,n). Remind
that the Hamming graph H(n, q) is the direct product of n copies of the complete
graph Kq on q vertices, and the Doob graph D(m,n), where m > 0, is the direct
product of m copies of the Shrikhande graph and n copies of K4. These graphs are
distance-regular; moreover, the Doob graph D(m,n) has the same intersection array
as H(2m+n, 4). Many combinatorial objects can be defined as perfect colorings with
corresponding parameters, for example, MDS codes with distance 2; latin squares and
latin hypercubes; unbalanced boolean functions attending the correlation-immunity
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bound [2]; orthogonal arrays attaining the Bierbrauer–Friedman bound [3, 4]; boolean-
value functions on Hamming graphs and orthogonal arrays that attach some other
bounds [5, 6, 7]; some binary codes attending the linear-programming bound that are
cells of equitable partitions into 4, 5, or 6 cells [8, 9].
One important class of objects that corresponding to perfect colorings is the 1-
perfect codes. It is generally known [10, Ch. 6, Th. 37] that if q = pm is a prime
power, then there is a 1-perfect code in H(n, q) if and only if n = (ql − 1)/(q − 1)
for some positive integer l. In the case when q is not prime power, there is very little
known about the existence of 1-perfect codes. It is known that there are no 1-perfect
codes in H(7, 6) [11, Theorem 6] (since there are no pair of orthogonal latin squares of
order 6). Heden and Roos obtained the necessary condition [12] on the non-existence
of some 1-perfect codes, which in particular implies the non-existence of 1-perfect
codes in H(19, 6). Also we mention result of Lenstra [13], which generalized Lloyd’s
condition (see [14, 10]) for a non-prime power q. This result implies that if there is a
1-perfect code in H(n, q), then n = kq+1. Krotov [15] completely solved the problem
of the existence of 1-perfect codes in Doob graphs. Namely, he proved that there
is a 1-perfect code in D(m,n) if and only if 2m + n = (4l − 1)/3 for some positive
integer l. Note that the existence of a 1-perfect code in D(m,n) not always implies
the existence of linear or additive 1-perfect codes in this graph (the set of admissible
parameters of unrestricted 1-perfect codes in Doob graphs is essentially wider than
that of linear [16] or additive [17] 1-perfect codes).
Another important class of codes corresponding to perfect colorings is the com-
pletely regular codes. A code C is completely regular if the distance coloring with
respect to C (a vertex v has the color that is equal to the distance from v to C) is
perfect. These codes originally were defined by Delsarte [18], but here we use the dif-
ferent equivalent definition from [19]. For more information about completely regular
codes and problem of its existence, we refer to the survey [20], papers [21, 22] (for
codes with covering radius ρ = 1), and the small-value tables of parameters [23].
In the current paper, we stay on the class of completely regular codes that corre-
spond to extended 1-perfect codes. An extended 1-perfect code is a code with code
distance 4 obtained by appending an additional symbol (this operation we call an
extension) to the codewords of some 1-perfect code (the rigorous definition will be
given in the next section). It is known that there is an extended 1-perfect code in
H(2m, 2) and in H(2m + 2, 2m) for any positive integer m (see [10, 20]). It was men-
tioned in [24, Section 4] that a result from [25] implies the non-existence of extended
1-perfect codes in H(n, q) obtained from the Hamming codes, except the case when
(n, q) = (2m, 2) or (n, q) = (2m + 2, 2m). An extended 1-perfect code in H(q + 2, q)
(or in D(m,n), where 2m + n = 6) is also an MDS code with distance 4. There is
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a characterization of all extended 1-perfect codes in H(6, 4) [26] and in Doob graphs
D(m,n) [27], where 2m + n = 6, m > 0. Ball showed [28] that if q is odd prime,
then there are no linear extended 1-prefect codes in H(q + 2, q). The non-existence
of extended 1-perfect codes in H(7, 5) and H(9, 7) was proved in [29]. In [30] it was
shown that any extended 1-perfect code in H(10, 8) is equivalent to a linear code.
The non-existence of extended 1-perfect codes in H(14, 3) follows from the bound
established in [31]. For completeness, note that formally codes consisting from one
vertex in H(2, q) are also extended 1-perfect codes. Such codes are called trivial.
In this paper, we obtain a necessary condition for the existence of perfect colorings
in Hamming graphs H(n, q), where q = 2, 3, 4, and Doob graphs. We apply it to
extended 1-perfect codes and prove that there are no such codes in H(n, q), q = 3, 4,
n > q + 2, and in D(m,n), 2m + n > 6. This completes the characterization of
such codes in these graphs (see Theorem 3). In addition, we prove that extended
1-perfect codes can exist in H(n, q) only if n is even, which particularly implies the
non-existence of some MDS codes with distance 4. We hope that this method can
be applied for a proof of the non-existence of some other perfect k-colorings (but for
perfect 2-colorings it does not add something new to results from [22]).
The paper is organized as follows. In Section 2, we give main definitions and
simple observations. In Section 3, we obtain a necessary condition (Theorem 1) for
the existence of perfect colorings in Doob graphs and Hamming graphs H(n, q), where
q = 2, 3, 4. In Section 4, we prove that any extended 1-perfect code in H(n, q) is a
completely regular code with intersection array (n(q−1), (n−1)(q−1); 1, n), and vise
versa; similar results are shown for Doob graphs. This allows us to apply Theorem 1
to prove the non-existence of some extended 1-perfect codes in Section 5. Finally, we
describe all parameters for which there is an extended 1-perfect code in D(m,n) and
H(n, 3) in Theorem 3.
2. Preliminaries
Given a graph G, we denote by VG its vertex set. A surjective function f : VG →
{0, 1, . . . , k−1} on the vertex set of G is called a k-coloring of a graph G in the colors
0, 1, . . . , k − 1. If for all i, j every vertex x of color i has exactly si,j neighbours of
color j, where si,j does not depend on the choice of x, then the coloring f is called a
perfect k-coloring with quotient matrix S = (si,j).
Let G be a connected graph. A code C in G is an arbitrary nonempty subset of
VG. The distance d(x, y) between two vertices x and y is the length of the shortest
path between x and y. The code distance d of a code C is the minimum distance
between two different vertices of C. The distance d(A,B) between two sets of vertices
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A and B equals min{d(x, y) : x ∈ A, y ∈ B}. The covering radius of a code C
is ρ = max
v∈VG
{d({v}, C)}. Let C be a code in a graph G. The distance coloring
with respect to C is the coloring f defined in the following way: f(x) is equal to
the distance between {x} and C. If f is a perfect coloring with quotient matrix S,
then C is called a completely regular code with quotient matrix S. In this case, the
matrix S is tridiagonal. A connected regular graph G is called distance-regular if for
any vertex x of G the set {x} is a completely regular code with quotient matrix S
that does not depend on the choice of x. The sequence (b0, . . . , bρ−1; c1, . . . , cρ) =
(s0,1, . . . , sρ−1,ρ; s1,0, . . . , sρ,ρ−1) is called the intersection array.
The Shrikhande graph Sh is a Cayley graph with the vertex set Z24, where two
vertices x and y are adjacent if and only if their difference (x − y) belongs to the
connecting set {01, 10, 03, 30, 11, 33}. The complete graph Kq on q vertices can be
represented as a Cayley graph, where the vertex set is Zq, and two vertices x and
y are adjacent if and only if their difference (x − y) belongs to the connecting set
{1, 2, . . . , q − 1}. The Hamming graph H(n, q) is the direct product Knq of n copies
of Kq. The vertex set of H(n, q) can be represented as Z
n
q = {(x1, . . . , xn) : xi ∈ Zq}.
Denote by D(m,n) = Shm × Kn4 the direct product of m copies of the Shrikhande
graph Sh and n copies of the complete graph K4. If m > 0, then this graph is
called Doob graph. The vertex set of D(m,n) can be represented as (Z24)
m × Zn4 =
{(x1, . . . , xm; y1, . . . , yn) : xi ∈ Z
2
4, yj ∈ Z4}. The Hamming graph H(n, q) is distance-
regular with intersection array (n(q−1), (n−1)(q−1), . . . , q−1; 1, 2, . . . , n). The Doob
graph D(m,n) is distance-regular with the same intersection array as H(2m+ n, 4).
For a vertex v = (x1, . . . , xn−1) of H(n − 1, q) and a ∈ Zq, denote by vai =
(x1, . . . , xi−1, a, xi, . . . , xn−1) the vertex of H(n, q). Analogously, for a vertex v =
(x1, . . . , xm; y1, . . . , yn−1) of D(m,n − 1) and a ∈ Z4, denote by
va;i = (x1, . . . , xm; y1, . . . , yi−1, a, yi, . . . , yn−1) the vertex of D(m,n). The projection
(also known as puncturing) Ci of a code C in H(n, q) is the code in H(n − 1, q)
defined as follows:
Ci = {v ∈ VH(n− 1, q) : v
a
i ∈ C for some a ∈ Zq}.
Similarly, the projection C;i of a code C in the Doob graph D(m,n), n > 0, is the
code in D(m,n− 1) defined as follows
C;i = {v ∈ VD(m,n− 1) : v
a
;i ∈ C for some a ∈ Z4}.
By Be(x) = {y : d(x, y) ≤ e} denote the radius e-ball with center x. A code
C in a graph G is called e-perfect if |C ∩ Be(x)| = 1 for any x ∈ VG. In equivalent
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definition, an e-perfect code is a code with code distance d = 2e+1, whose cardinality
achieves the sphere-packing bound. It is known that if q = pm is a prime power, then
a 1-perfect code in H(n, q) exists if and only if n = (ql − 1)/(q − 1) for some positive
integer l [10]. The cardinality of this code is equal to qn−l. It is also known that a
1-perfect code in D(m,n) exists if and only if 2m+ n = (4l − 1)/3 for some positive
integer l [15]. The cardinality of this code is equal to 42m+n−l.
A code C in H(n, q) is called an extended 1-perfect code if its code distance is
equal to 4 and the projection Ci in some position i is a 1-perfect code. If a code
C has distance d > 1, then its projection has distance at least d − 1 and the same
cardinality. Therefore, if C is an extended 1-perfect code, then the projection Ci is a
1-perfect code for any i = 1, . . . , n. So, if q = pm is a prime power, then an extended
1-perfect code in H(n, q) can exist only for n = (ql + q − 2)/(q − 1), l ∈ N. The
cardinality of such code equals qn−l−1. Similarly, a code C in D(m,n) is called an
extended 1-perfect code if its code distance equals 4 and the projection C;i for some
position i is a 1-perfect code. So an extended 1-perfect code in D(m,n) can exist
only if 2m + n = (4l + 2)/3, l ∈ N. The cardinality of such code equals 42m+n−l−1.
If n = 0, then a code C in D(m, 0) is called an extended 1-perfect code if it has the
same parameters as an extended 1-perfect code in Doob graph of the same diameter,
i.e. 2m = (4l + 2)/3, the code distance is equal to 4, |C| = 42m−l−1.
3. A necessary condition for the existence of perfect
colorings
Given a graph G, let us consider the set of complex-valued functions f : VG → C
on the vertex set. These functions form a vector space U(G) with the inner product
(f, g) =
∑
x∈VG
f(x)g(x). A function f : VG → C is called an eigenfunction of G if
Mf = λf , f 6≡ 0, where M is the adjacency matrix of G, for some λ, which is called
an eigenvalue of G. Denote by Uλ = {f : Mf = λf} the eigensubspace corresponding
to λ.
Let G be a Hamming graph H(n, q) or a Doob graph D(m,n). Then it is con-
venient to use the characters to form a basis of each eigensubspace. Let ξ be the
q-th root of unity, namely ξ = e
2pi
√−1
q . If G is H(n, q), then for an arbitrary z ∈ Znq
define the function ϕz(t) =
ξ〈z,t〉
qn/2
, where 〈v, u〉 = v1u1 + . . . + vnun mod q. If G is
D(m,n), then for an arbitrary z ∈ (Z24)
m × Zn4 define the function ϕz(t) =
ξ〈z,t〉
4(2m+n)/2
,
where 〈x, v〉 = (x1v1 + y1u1) + . . . + (xmvm + ymum) + r1s1 + . . . + rnsn mod 4;
x = ([x1, y1], . . . , [xm, ym]; r1, . . . , rn) and v = ([v1, u1], . . . , [vm, um]; s1, . . . , sn) are ver-
tices in D(m,n) (we denote by [a, b] an element of Z24). It is known that the functions
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ϕz, where z ∈ VG, are eigenfunctions of G and these functions form an orthonormal
basis of the vector space U(G).
Lemma 1. Let f be a perfect k-coloring of a graph G with quotient matrix S. Let
fj = χf−1(j) be the characteristic function of the set of vertices of color j. Then for
any t ∈ N
(M tfj , fj) = s
t
j,j · |f
−1(j)|,
where M is the adjacency matrix of G, and stj,j is the (j, j)-th element of the matrix
St.
Proof. Let F = (f0, . . . , fk−1) be the |VG| × k matrix, where the i-th column
fi = χf−1(i) is the characteristic function of the set of vertices of color i. It is known
that MF = FS (see for example [32, Section 5.2]), and consequently M tF = FSt for
any t. Hence, (M tfj)(x) = (M
tF )x,j = (FS
t)x,j = s
t
f(x),j for any vertex x ∈ VG. Since
fj(x) = 0 if f(x) 6= j, we have (M
tfj , fj) = s
t
j,j · |f
−1(j)|. N
Lemma 2. [32, Section. 5.2]. Let f be a perfect coloring of a graph G with quotient
matrix S. If λ is an eigenvalue of S, then λ is an eigenvalue of G.
Theorem 1. Let G be the Hamming graph H(n, q), where q ∈ {2, 3, 4}, or the Doob
graph D(m,n). Let f be a perfect k-coloring of G with quotient matrix S that has
eigenvalues λ0 > λ1 > . . . > λl. Let i be a color of f , and let s
t
i,i be the (i, i)-th
element of St, t = 1, . . . , l − 1.
Then the linear system of equations


1 1 . . . 1
λ1 λ2 . . . λl
λ21 λ
2
2 . . . λ
2
l
. . . . . . . . . . . .
λl−11 λ
l−1
2 . . . λ
l−1
l




x1
x2
x2
. . .
xl


= |f−1(i)|


1
s1i,i
s2i,i
. . .
sl−1i,i


−
|f−1(i)|2
|VG|


1
λ0
λ20
. . .
λl−10


has a unique solution (a1, . . . , al). Moreover, aj · |VG| is a non-negative integer for
j = 1, . . . , l.
Proof. The matrix of the system is a transposition of Vandermonde matrix, so
the determinant is not equal to 0. Hence the system has a unique solution. Let fi =
χf−1(i) be the characteristic function of color i. By Lemma 2 eigenvalues λ0, . . . , λl are
eigenvalues of G. It is known that fi belongs to the direct sum of the eigensubspaces
corresponding to the eigenvalues of S, i.e., fi ∈ Uλ0 ⊕ . . . ⊕ Uλl (see for example [1,
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Property 9]). So,
fi =
∑
z:ϕz∈Uλ1
αzϕz + . . .+
∑
z:ϕz∈Uλl
αzϕz + α0ϕ0,
where αz, z ∈ VG, are complex coefficients. Therefore,
M tfi =
∑
z:ϕz∈Uλ1
λt1αzϕz + . . .+
∑
z:ϕz∈Uλl
λtlαzϕz + λ
t
0α0ϕ0.
This representation implies the following relation for t = 0, 1, . . .:
(M tfi, fi) = λ
t
1
∑
z:ϕz∈Uλ1
|αz|
2 + . . .+ λtl
∑
z:ϕz∈Uλl
|αz|
2 + λt0|α0|
2.
Since the basis is orthonormal, we have α0 = (fi, ϕ0) =
|f−1(i)|
|VG|1/2 , and hence |α0|
2 =
|f−1(i)|2
|VG| . Since (M
tfi, fi) = |f
−1(i)| · sti,i by Lemma 1, it is straightforward that
(a1, . . . , al), where aj =
∑
z:ϕz∈Uλj
|αz|
2, is the solution of the system. On the other
hand, as the basis {ϕz : z ∈ VG} is orthonormal, we have αz = (fi, ϕz) for any
z ∈ VG. Let us consider subcases.
If q = 2, then for any z ∈ Zn2 the function ϕz has two distinct values:
±1
2n/2
. In
this case, αz = (fi, ϕz) =
r
2n/2
and |αz|
2 = r
2
2n
for some integer r. Hence aj2
n =∑
z:ϕz∈Uλj
2n|αz|
2 is a non-negative integer.
If q = 3, then ϕz has three distinct values:
−1+√3√−1
2·3n/2 ,
−1−√3√−1
2·3n/2 ,
1
3n/2
. In this case,
αz =
a+b
√
3
√−1
2·3n/2 , were a and b are integers and, moreover, they have the same parity.
So |αz|
2 = a+3b
2
4·3n =
r
3n
for some integer r. So aj3
n =
∑
z:ϕz∈Uλj
3n|αz|
2 is a non-negative
integer.
If G is D(m,n), then ϕz has four distinct values:
±1
4(2m+n)/2
, ±
√−1
4(2m+n)/2
. So αz =
(fi, ϕz) =
a+b
√−1
4(2m+n)/2
for some integers a and b. Hence |αz|
2 = r
42m+n
for some integer r.
Hence aj4
2m+n =
∑
z:ϕz∈Uλj
42m+n|αz|
2 is a non-negative integer. N
4. Extended perfect codes are completely regular
Theorem 2.
1. A code C in H(n, q) is extended 1-perfect if and only if C is completely regular
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with quotient matrix


0 n(q − 1) 0
1 q − 2 (n− 1)(q − 1)
0 n n(q − 2)

.
2. A code C in D(m,n) is extended 1-perfect if and only if C is completely regular
with quotient matrix


0 6m+ 3n 0
1 2 6m+ 3n− 3
0 2m+ n 4m+ 2n

.
Proof. In most parts, the proof for D(m,n) is similar to the proof for H(2m+
n, 4). So we mainly focus on Hamming graphs, and we consider Doob graphs only
in the cases for which the proof is different. Let C be an extended 1-perfect code in
H(n, q) (D(m,n)). Let f be the distance coloring of H(n, q) with respect to C, i.e.
f(x) = min
y∈C
{d(x, y)}, x ∈ VH(n, q). Since the projection of C in any position is a
1-perfect code that has the covering radius 1, the covering radius of C equals 2 hence
the set of colors is {0, 1, 2}.
Define the following sij : f
−1(i)→ Z, where sij(x) is the number of vertices of color
j in the neighbourhood of x, if f(x) = i, and otherwise is not defined. So, f is a
perfect coloring if and only if sij is constant for all i, j ∈ {0, 1, 2}. Obviously, s
0
0 ≡ 0
(as the code distance is 4), and s02 ≡ 0, s
2
0 ≡ 0 (by the definition).
Let y be an arbitrary vertex of color 1. Let us count the values s10(y) and s
1
1(y). On
the one hand, s10(y) ≥ 1 by the definition. On the other hand, s
1
0(y) ≤ 1 (otherwise we
have a contradiction with the code distance). Hence s10 ≡ 1. Therefore, for any vertex
x of color 1 we can denote by o(x) the unique neighbour of x that has color 0. Any
vertex y′ of color 1 that adjacent to y belongs to the neighbourhood of o(y) (indeed, if
o(y) 6= o(y′), then d(o(y), o(y′)) ≤ 3 that contradicts the code distance). Therefore, all
neighbours of y that have color 1 belong to the neighbourhood of o(y). The number
of common neighbours of two arbitrary adjacent vertices in a distance-regular graph
is uniquely determined by the intersection array. For H(n, q), it is equal to q− 2 and
for D(m,n), to 2. Hence s10 ≡ 1 and s
1
1 ≡ q − 2 (s
1
1 ≡ 2 for a Doob graph). For each
vertex x ∈ VH(n, q), we have si0(x) + s
i
1(x) + s
i
2(x) = n(q − 1), where i is the color of
x. Therefore, s01 ≡ n(q − 1) and s
1
2 ≡ (n− 1)(q − 1).
It remains to prove that s21 ≡ n (s
2
1 ≡ 2m+n for D(m,n)). An edge {v, u} is called
an (i, j)-edge if v has color i and u has color j, or vice versa. Denote α =
∑
x∈f−1(2)
s21(x),
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i.e. the number of (1, 2)-edges.
Let us calculate the values |f−1(0)|, |f−1(1)| and |f−1(2)|. The first value is equal
to the cardinality of a 1-perfect code in H(n − 1, q), i.e.
qn−1
(n− 1)(q − 1) + 1
. From
the counting of the number of (0, 1)-edges, we have |f−1(1)| = |f−1(0)|n(q − 1) =
n(q − 1)qn−1
(n− 1)(q − 1) + 1
. Counting the number of (1, 2)-edges, we find α = (n − 1)(q −
1)|f−1(1)|. On the other hand,
|f−1(2)| = qn − |f−1(0)| − |f−1(1)| =
qn−1
q((n− 1)(q − 1) + 1)− n(q − 1)− 1
(n− 1)(q − 1) + 1
=
qn−1
(n− 1)(q − 1)2
(n− 1)(q − 1) + 1
Hence the average value of s21 equals n, i.e.
α
|f−1(2)|
= n (or 2m+n for D(m,n)).
Let v be a vertex of color 2 in H(n, q). The induced subgraph on the set of its
neighbours has n connected components, and every component is a (q − 1)-clique.
Hence s21(v) ≤ n (otherwise there are two vertices u and w of color 1 in the same
component, but all their common neighbours except v also belongs to this component
and one of them is o(u), which has color 0). Since the average value of s21 equals n,
we have s21 ≡ n.
Let v = (x1, . . . , xm; y1, . . . , yn) be a vertex of color 2 inD(m,n). Denote by hj,v the
induced subgraph on the set {(x1, . . . , xm; y1, . . . , yj−1, b, yj+1, . . . , yn) : b ∈ Z4}. This
graph is the complete graph K4. Denote by di,v the induced subgraph on the vertex
set {(x1, . . . , xi−1, a, xi+1, . . . , xm; y1, . . . , yn) : a ∈ Z24}. This graph is the Shrikhande
graph. Denote by αi,v the number of (1, 2)-edges in di,v divided by the number of
vertices of color 2 in di,v. Let us prove that for any i ∈ {1, . . . , m} and v ∈ VD(m,n)
it follows that αi,v ≤ 2; moreover, if αi,v = 2, then any vertex of color 2 in di,v has
exactly two neighbours of color 1 in di,v.
Let i ∈ {1, . . . , m} and v ∈ VD(m,n). Consider two cases. If di,v contains a
vertex u of color 0, then αi,v = 2. Indeed, all neighbours of u have color 1 and other
9 vertices have color 2 (if some vertex w is at distance 2 from some vertex of color
0, then f(w) = 2; otherwise we have a contradiction with the code distance). So
any vertex of color 2 has two neighbours of color 1 (because the Shrikhande graph
is strongly regular with parameters (16, 6, 2, 2)). In the second case, there are no
vertices of color 0 in di,v. Then the vertices of color 1 form an independent set
(indeed, if some vertices u and w are adjacent, then o(u) is their common neighbour,
but these vertices have only two common neighbours, which also belong to di,v). So
9
αi,v =
6x
16−x , where x is the number of vertices of color 1. A maximum independent set
in the Shrikhande graph has cardinality 4; moreover, the characteristic function of a
maximum independent set is a perfect coloring, where any vertex that does not belong
to this set is adjacent to 2 vertices from this set (see [27, Section 2]). Hence αi,v ≤ 2;
moreover, if αi,v = 2 (x = 4), then any vertex of color 2 has exactly two neighbours
of color 1 in di,v. As before, for any j ∈ {1, . . . , n} and v ∈ VD(m,n) any vertex of
color 2 has 0 or 1 neighbours of color 1 in the graph hj,v. Since any (1, 2)-edge in
D(m,n) belongs to exactly one subgraph among the subgraphs di,v and hj,v, where
v ∈ VD(m,n), i = 1, . . . , m, j = 1, . . . , n, we have
α
|f−1(2)|
≤ 2m+ n. Moreover, if
α
|f−1(2)|
= 2m+ n, then αi,v = 2 for any i ∈ {1, . . . , m} and v ∈ VD(m,n). Hence
s21 ≡ 2m+ n.
Let us prove the converse statement for the Hamming graphs (for the Doob graphs
the proof is similar). Let f be a perfect 3-coloring with quotient matrix S from the
theorem statement. Let us prove that the code C = f−1(0) is an extended 1-perfect
code. Since s0,0 = 0, the code distance d is at least 2. Moreover, s1,0 = 1 implies
d ≥ 3. Suppose that there are different vertices x and y in C such that d(x, y) = 3.
In this case, there is a path (x, v1, v2, y). The vertices v1 and v2 have color 1. Since v1
(v2) has q−2 = s1,1 common neighbours with x (y), we have a contradiction with the
fact that v1 and v2 are adjacent. So d ≥ 4. By the counting of (i, j)-edges, we have
si,j|f
−1(i)| = sj,i|f−1(j)| for any i, j. It implies qn = |C|(1+n(q−1)+(n−1)(q−1)2) =
|C|q((n−1)(q−1)+1). Therefore, a projection of C in any position is a code with the
code distance not less than 3, whose cardinality achieves the sphere-packing bound.
So C is an extended 1-perfect code. N
The following lemma can be checked directly.
Lemma 3. The matrix


0 n(q − 1) 0
1 q − 2 (n− 1)(q − 1)
0 n n(q − 2)


has the following eigenvalues: λ1 = (q − 2), λ2 = −n, and λ0 = n(q − 1).
5. The non-existence of some extended perfect codes
Now we can apply Theorem 1 to prove the non-existence of ternary and quaternary
extended 1-perfect codes.
Proposition 1.
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1. Let C be an extended 1-perfect code in H(n, 3), where n = 3
l+1
2
, l ∈ N. Then
l ≤ 2.
2. Let C be an extended 1-perfect code in D(m,n) (including the case D(0, n) =
H(n, 4)), where 2m+ n = 4
l+2
3
, l ∈ N. Then l ≤ 3.
Proof. 1) Let C be an extended 1-perfect code in H(n, 3), where n = 3
l+1
2
for
some positive integer l. The cardinality of C is equal to 3n−l−1. By Theorem 2 and
Lemma 3 the distance coloring with respect to C is a perfect coloring with quotient
matrix, which has eigenvalues: λ1 = 1, λ2 = −n and λ0 = 2n. Let us consider the
system of equations from Theorem 1


a1 + a2 = 3
n−l−1 − 3n−2l−2
a1 − na2 = −2n · 3
n−2l−2.
From this system we have
a2 · 3
n =
32n−2l−2(3l+1 + 3l)
3l+3
2
=
32n−l−323
3l−1 + 1
.
By Theorem 1 the number a2 · 3
n is integer. Since the denominator 3l−1 + 1 and
32n−l−3 are relatively prime, it follows that 3l−1+1 is a divisor of 8. This implies l = 1
or l = 2.
2) Let C be an extended 1-perfect code in D(m,n), where 2m+n = 4
l+2
3
for some
positive integer l.
In this case, we have the following system of equations


a1 + a2 = 4
2m+n−l−1 − 42m+n−2l−2
2a1 − (2m+ n)a2 = −3(2m+ n)4
2m+n−2l−2.
From this system we have
a2 · 4
2m+n =
44m+2n−2l−2(2 · 4l+1 − 2 + 4l + 2)
4l+8
3
=
44m+2n−l−333
4l−1 + 2
.
By Theorem 1 the number a2 · 4
2m+n is integer. If l = 1, then 42 · a2 = 9. Let
l > 1. Since the greatest common divisor of the denominator 4l−1 + 2 and 44m+2n−l−3
equals 2, it follows that 2 · 4l−2 + 1 divides 27. This implies l ∈ {2, 3}. So l ≤ 3. N
The two following propositions solve the remaining cases in H(n, 3) and D(m,n),
and codes of odd length in H(n, q) for all q. The proofs of these propositions are
particular cases of the method described in [33].
Proposition 2. Let C be an extended 1-perfect code in H(n, q). Then n is even.
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Proof. Let C be an extended 1-perfect code in H(n, q) and f be the distance
coloring with respect to C. Consider an arbitrary vertex a of color 2. Denote by
W ij the set of vertices of color i that are at the distance j from a and denote Wj =
W 0j ∪W
1
j ∪W
2
j . On the one hand, any vertex x ∈ W
1
1 is adjacent to exactly 1 vertex
from W 02 . On the other hand, any vertex y ∈ W
0
2 has 2 neighbours in W1 and they
have color 1. Hence |W 11 | = 2|W
0
2 |, and so |W
1
1 | is even. But from Theorem 2 we have
|W 11 | = n. N
Recall that a code C in H(n, q) is called an MDS code with distance d if its
cardinality achieves the Singleton bound, i.e. |C| = qn−d+1. In the case n = q + 2,
the definitions of an extended 1-perfect code and an MDS code with distance 4 are
equivalent.
Corollary 1. If q is odd, then there are no MDS codes with distance 4 in H(q+2, q).
Corollary 2. Let q = pm be an odd prime power, and let C be an extended 1-perfect
code in H(n, q). Then n =
ql + q − 2
q − 1
for some odd l.
Proposition 3. There are no extended 1-perfect codes in D(m,n), where 2m+n = 22.
Proof. Let C be an extended 1-perfect code in D(m,n), where 2m + n = 22,
and let f be the distance coloring with respect to C. Consider an arbitrary vertex a
of color 2. Denote by W ij the set of vertices of color i that are at the distance j from
a and denote Wj = W
0
j ∪W
1
j ∪W
2
j . By Theorem 2 we have |W
0
1 | = 0, |W
1
1 | = 22,
and |W 21 | = 44. As in proof of Proposition 2, we have 2|W
0
2 | = |W
1
1 |, so |W
0
2 | = 11.
Let us count the number w of edges (x, y) such that x ∈ W1 and y ∈ W
1
2 . This
number is equal to (22 · 2 + 44 · 22 − 2t − r), where t is the number of (1, 1)-edges
and r is the number of (1, 2)-edges in the induced subgraph on the set of vertices
W1. It follows from the intersection array that this subgraph is 2-regular, and hence
2t + r = 2|W 11 | = 44. So w = 22 · 2 + 44 · 22 − 44 = 968. On the other hand,
w = 2|W 12 |, so |W
1
2 | = 484. Let us count the number of (0, 1)-edges that are incident
to some vertex from W 12 . This number is equal to |W
1
2 | = 484; on the other hand, it
is equal to 6|W 02 | + 3|W
0
3 | = 66 + 3|W
0
3 |. We find that 3|W
0
3 | = 418. Since |W
0
3 | is
integer, we have a contradiction. N
Remind that formally the singleton from any vertex in H(2, 3), D(0, 2) or D(1, 0)
is an extended 1-perfect code, called trivial. Also all extended 1-perfect codes in
D(m,n), where 2m + n = 6, are characterized in [26, 27]. From Propositions 1, 2,
and 3 we have the following statement.
Theorem 3.
1. An extended 1-perfect code in H(n, 3) exists if and only if n = 2.
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2. An extended 1-perfect code in D(m,n) (including the case D(0, n) = H(n, 4))
exists if and only if (m,n) = (0, 2), or (m,n) = (1, 0), or (m,n) = (0, 6), or
(m,n) = (2, 2).
3. For any q, there are no extended 1-perfect codes in H(n, q) if n is odd.
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