Characterising the behaviour of IEEE 802.11 broadcast transmissions in ad hoc wireless LANs by Wang, JCP et al.
© 2009 IEEE. Reprinted, with permission, from Daniel Franklin, Characterising the Behaviour of IEEE 802.11 
Broadcast Transmissions in Ad Hoc Wireless LANs , Communications, 2009. ICC '09. IEEE International Conference 
on, June 2009. This material is posted here with permission of the IEEE. Such permission of the IEEE does not in any 
way imply IEEE endorsement of any of the University of Technology, Sydney's products or services. Internal or 
personal use of this material is permitted. However, permission to reprint/republish this material for advertising or 
promotional purposes or for creating new collective works for resale or redistribution must be obtained from the IEEE 
by writing to pubs-permissions@ieee.org. By choosing to view this document, you agree to all provisions of the 
copyright laws protecting it
Characterising the Behaviour of IEEE 802.11
Broadcast Transmissions in Ad Hoc Wireless LANs
Jerry Chun-Ping Wang, Mehran Abolhasan, Daniel R. Franklin, Farzad Safaei
Telecommunication & IT Research Institute
University of Wollongong, Wollongong, NSW 2522, Australia
{jcpw942,mehrana,danielf,farzad}@uow.edu.au
Abstract—This paper evaluates the performance of the IEEE
802.11 broadcast traffic under both saturation and non-
saturation conditions. It also highlights some important char-
acteristics of IEEE 802.11 broadcast traffic as compare to
corresponding unicast traffic. Further, it improves the accuracy
of the existing broadcast saturation model proposed by Maet al
by considering the freezing of the backoff counter when channel
is busy. Computer simulations are used to validate the accuracy
of the model and demonstrate the importance of capturing the
freezing of backoff counter in the analytical study of IEEE 802.1
broadcast.
Index Terms—IEEE 802.11 DCF, Broadcast, Non-Saturation
Analysis
I. I NTRODUCTION
Broadcasting is one of the essential communication tech-
niques used in ad hoc networks. In particular, many ad hoc
routing protocols rely heavily upon the MAC layer’s broadcast
service to discover neighbours and disseminate and maintain
up-to-date routing information. Although the wireless medium
is inherently broadcast in nature, there are a number of key
differences between the handling of unicast and broadcast
frames - for example, the RTS/CTS mechanism cannot be
used for broadcast frames due to the one-to-many nature of
broadcast traffic.
The study of IEEE 802.11 broadcast has been largely ne-
glected in the past as broadcasts can be considered as a trivial
component of a typical WLAN environment (since broadcast
frames are mostly transmitted by the access point). Conse-
quently, early analytical studies of the IEEE 802.11 distributed
coordination function (DCF) mostly emphasised performance
evaluation of unicast transmission. A two-dimensional Markov
chain model has been developed by Bianchi [1] which can
be used to evaluate the saturation throughput of IEEE 802.11
unicast traffic. Many subsequent studies extended Bianchi’s
model, for example, by including a model for the freezing of
the backoff counter [2]–[4] which occurs when the channel is
busy. Other studies have evaluated the performance of unicast
transmission in a non-saturated network [5]–[7].
Given the importance of distributing updated network topol-
ogy information throughout an ad-hoc network, there is a
strong motivation for developing a better understanding of
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the behaviour of broadcast transmissions. Ma and Chen [8]
realised that the existing Markov models for unicast traffic
typically assume infinite retry limits, which is not appropriate
for broadcast traffic. To address this shortcoming, they devel-
oped a one-dimensional Markov model which they used to
evaluate the performance of broadcast traffic under saturated
network conditions. Wang and Mahbub [9] have proposed a
similar model, which also accounts for the freezing of the
backoff process. While these models have been able to accu-
rately predict the saturation performance of broadcast traffic,
broadcast transmissions, in general, donot dominate a typical
traffic mix. In fact, they usually comprise only a small portin
of the total network load. Furthermore, mostpractically useful
ad hoc networks do not operate under broadcast saturation
conditions.
In this paper, an analytical study of IEEE 802.11 broadcast
traffic with various network loads is presented. This model
provides the following technical contributions:
• The one-dimensional Markov model developed in [8] is
extended by considering the freezing of backoff counter
and non-saturated process (Section III). The model is
verified using computer simulations (Section IV).
• The performance of the IEEE 802.11 broadcast with
various traffic loads and window sizes is evaluated and
characterised (Section V).
• The non-saturation performance of broadcast traffic is
compared with the corresponding unicast counterpart
to highlight some important characteristics of broadcast
transmission (Section VI).
• The saturation performance estimated by the existing
model [8] and the extended model are compared, and it is
shown that the existing model generally underestimates
the saturation throughput due the absence of backoff
counter freeze process (Section VII).
Before the performance of the broadcast transmission is
evaluated in detail, Section II explains the operation of brad-
cast traffic as specified in the IEEE 802.11 protocol.
II. IEEE 802.11 BROADCAST OPERATION
The operation of IEEE 802.11 broadcast is formally defined
in Section 9.2.7 of the IEEE 802.11 protocol specification
[10]. Since the broadcast frame does not include a specific
destination address, no RTS/CTS exchange can be used.
Further, the recipients of the broadcast frame (if any) do not
acknowledge the reception of broadcast frame - a broadcast
simply constitutes a single-frame sequence. Because of this,
the IEEE 802.11 standard mandates that the backoff window
for broadcast traffic is always equal to the initial minimum
backoff size (i.e. no binary exponential increase in window
size in the event of a collision).
Further, the IEEE 802.11 DCF adopts both physical and
virtual carrier sensing to detect the status of medium. When
either operation indicates a busy medium, the medium is
considered to be busy, and free otherwise. A station must stop
decrementing the backoff counter if the medium appears to be
busy. It is important to note that for broadcast transmission,
although the broadcast frames can not provide virtual carrier
sensing through exchange of RTS/CTS messages, the physical
carrier sensing mechanism still applies. Any station that over-
hears any on-going transmission must stop backoff countdown
until the medium becomes free.
III. A NALYTICAL MODEL
The analytical model presented in this paper is based on the
non-saturated Markov process from [5], with the freezing of
backoff counter adapted from [4], [9]. The network is assumed
to be a single-hop ad hoc network withn contending stations.
The transmission environment is a two-ray propagation model
with no hidden terminal or capture effects, so all packet losses
are due to collisions. It is assumed that each station can buffer
exactly one packet at a time, and that the arrival process of
broadcast traffic is Poisson with mean arrival rate ofλ.
Fig. 1. State transition diagram for non-saturated Broadcast Model
Notation Description
n Number of stations
Pb Channel busy probability
q Packet arrival probability
W Contention window size
TABLE I
NOTATION USED FOR ANALYTICAL MODEL
Figure 1 shows the state transition diagram used to model
the IEEE 802.11 broadcast mechanism, and Table I sum-
marises the notation that will be used in the model. As can
be seen in Figure 1, the proposed one-dimensional Markov
process containsW backoff states (denoted0...W − 1) and
an additional idle state (denotedI). By considering the prob-
ability of packet arrival and the probability that the channel is

















P{I|I} = 1 − q
P{k|I} = q/W




Adopting the same convention as Maet al [8], let bk (k ∈
[0,W −1]) be the stationary distribution of backoff states, and
let bI be the stationary distribution of the idle state. Through
chain regularity, the broadcast process can be reduced to the











b0 k ∈ [1,W − 1] (3)




bk = 1 (4)
Since a station is only allowed to transmit when the backoff
counter reaches zero, the probability of transmissionτ equals
b0. From Equations (2), (3), and (4),τ can be derived in the
f rm of two variablesq andPb (defined below):










Given the transmission probabilityτ , the throughput can be
obtained following the classic roadmap of Bianchi’s analysis
[1]. However, the proposed model also includes the freezingof
backoff process from [4], [9] and non-saturation process from
[5]. Thus, we combine and reproduce the equations from the
existing references for the clarity of derivation and ease of
reference.
Let Pb be the probability that the channel is in use, and
Ps be the successful transmission probability, they can be
expressed as:
Pb = 1 − (1 − τ)
n
Ps = nτ(1 − τ)
n−1
(6)
According to Bianchi [1], the interval between two consec-
utive backoff states is represented by a single timeslot period
known as thevirtual timeslot. The virtual timeslot includes
either an empty slot, a collision or a successful transmission,
and its average length is equal to
SlotT ime = (1 − Pb)σ + PbT (7)
where σ represents the duration of an empty slot. Since
the broadcast does not employ the RTS/CTS mechanism or
acknowledgement (ACK), the cost of successful and unsuc-
cessful transmission is identical. LetH = MAC header +
PHY header (i.e. the size of header), andE[P ] be the data
payload size. Assuming the system has channel bitrateR and
propagation delayδ, the time required for channel accessT
is given by:
T =
H + E[P ]
R
+ DIFS + δ (8)
The packet transmission probabilityq determines the offered
load that a station can inject into the network. The model as-
sumes the packet arrival process is Poisson with an arrival rate
of λ. The packet arrival probabilityq can now be expressed
as:
q = 1 − e−λTimeSlot (9)
Equations (5), (6) and (9) form a non-linear system of
equations in three unknownsτ , Pb and q, which can be
numerically solved through non-linear optimisation. Onceth
system is solved and the numerical values are obtained, the
throughput can be calculated as the amount of successful bits





IV. M ODEL VALIDATION
In order to validate the proposed analytical model, a series
of simulations have been conducted using a discrete-event
network simulator (Qualnet 4.0) and the results are compared
against those obtained from the analytical model.
The simulation environment consists ofn + 1 stations ran-
domly distributed across a square flat region of 100 m x 100 m.
Each station has a single 802.11b wireless network interfac
and an omni-directional antenna positioned 1.5 meters above
the ground. The RF channel is represented by a two-ray
propagation model, and the maximum data bit-rate set at 1
Mbps. Under these conditions, each station has maximum
transmission range approximately 450m. Therefore, all nodes
are within one hop of each other.
The simulation employs Qualnet’sMAC DOT11 library as
the MAC protocol, and the routing function is switched off to
ensure the traffic is only generated from the application layer.
The important MAC parameters used for the analytical model
and simulations follow those specified for the DSSS (Direct
Sequence Spread Spectrum) PHY layer (Section 18.3.3 in
[10]), which is shown in Table II. Apart from aforementioned
parameters, the remaining of parameters adopt the default
values specified by Qualnet simulator.
The broadcast traffic is generated by Qualnet’s traffic gener-
ator (Traffic-Gen) which transmits broadcast frames with fixed
payload size (8184 bits). Further, the packets are generated
using a Poisson arrival with mean arrival rateλ. In the
simulation, there are n stations, each acts as a source of one
UDP broadcast flow. We also include an additional station to
serve as a sink of all broadcast flows. The data representing
the simulation results are those collected from the sink node.
For the accuracy of simulation results, each simulation wasrun
System Parameters
Packet Payload (E[P ]) 8184 bits
MAC Header 272 bits
PHY Header 128 bits
Channel Bit Rate (R) 1Mbits/s
Propagation Delay (δ) 1 µs




MAC PARAMETERS USED FOR ANALYTICAL MODEL AND SIMULATION
for 300 seconds and all simulation results shown have been
obtained from the average of at least 15 independent runs,
with more than 95% of result being within 1% of the average
value for all simulation results.
V. NON-SATURATION THROUGHPUTANALYSIS
In this section, the throughput of IEEE 802.11 broadcast
traffic under non-saturation conditions with different offered
loads is presented. The offered load used in this paper is
defined as the average bit rate being transmitted through the
wireless network interface divided by the channel bit-rate(i.e.
λE[P ]/R).
Figure 2 shows the non-saturated throughput for broadcast
traffic with different offered load levels. In this experiment,
bo h the analytical model and simulation assume the con-
t ntion window size is set to 32 (W = 32), and evaluate
the performance with various numbers of operational stations.
As can be seen from Figure 2, the predicted throughput
(lines) accurately predicts the simulated throughput (markers).
Both analytic and simulated results illustrate several important
characteristics of IEEE 802.11 broadcast traffic. In particular,
the throughput exhibits a linear relationship with offeredload
until the optimal throughput is reached. The throughput then
declines and the network enters a state of saturation. The
throughput reduction beyond the point of saturation is more
pronounced for networks with a larger number of contending
stations.
Figure 3 examines the impact of various window sizes
with 10 stations contending for broadcast access. According
to the Figure, the analytical model provides a good match
with the simulations over most traffic levels. Regardless of
the size of the contention window, it can be seen that all three
results have demonstrated almost identical linear growth when
the network load is low; the performance of three window
sizes only begins to differ when the throughput reaches its
maximum. The smallest window size (i.e.W = 16) suffers
the greatest reduction in throughput as the network becomes
more saturated, whereas larger windows maintain a relatively
constant throughput even when network is under high load.
Cl arly, the smaller window size does not cope well with
network contention under heavy traffic conditions. Therefor ,
the throughput performance of IEEE 802.11 broadcast traffic
is greatly affected by the contention window size under
saturation conditions.

































Fig. 2. Aggregated throughput versus offered load with fixedwindow size
(W=32)



























W = 16, Analytical
W = 16, Simulation
W = 32, Analytical
W = 32, Simulation
W = 128, Analytical
W = 128, Simulation
Fig. 3. Aggregated throughput versus offered load with fixednumber of
stations (n=10)
VI. COMPARISON WITH UNICAST TRANSMISSIONS
To highlight the important characteristics of broadcast trans-
mission with different load, this section presents the head-to-
head comparison of the two traffic classes with diffrent offered
load. We adopt the non-saturation performance of unicast
transmission from [5] along with the freezing of backoff
process from [4]. In this comparison, we assume the unicast
transmission follows the same parameters used for broadcast
transmission with the inclusion of retry limit of 5 for unicast
transmission, so the unicast transmission will continuously
expand its contention window upon each collision until the
transmission is successful or the retry limit is reached. The
initial contention window size is set to 32 for both traffic
classes.
Figure 4 illustrates the non-saturation throughput of unicast
and broadcast transmissions with various offered load. The






















5 STAs − Unicast (Model)
5 STAs − Unicast (Simulation)
5 STAs − Broadcast (Model)
5 STAs − Broadcast (Simulation)
15 STAs − Unicast (Model)
15 STAs − Unicast (Simulation)
15 STAs − Broadcast (Model)
15 STAs − Broadcast (Simulation)
Fig. 4. Comparisons with unicast transmissions
simulation results closely match the analytical results for b th
traffic classes. By comparing the results of the broadcast
transmission with its corresponding unicast component, it
can be seen that the broadcast transmission exhibits identical
linear relationship between throughput and offered load as
the unicast counterpart prior to the saturation. From the
Figure, it is notable that the broadcast transmission maintains
higher optimal throughput than the unicast transmission. The
broadcast transmission on one hand takes advantage of lower
transmission overhead (i.e. no acknowledgement required for
broadcast transmission) when the network experiences less
packet collisions prior saturation. On the other hand, as the
network becomes saturated and the packet collisions appear
to be more frequent, the transmission overhead in addition
to collisions creates more delays. Therefore, the advantage
of lower transmission overhead could be diminished as the
network contention scales up.
Since the broadcast transmission fundamentally differs from
unicast transmission by the absence of binary exponential
backoff, the broandcast transmission has the trade-off of
suffering higher throughput degradation beyond the point
of saturation. However, it should be noted that the binary
exponential backoff can only be effective upon collisions.
Therefore, the throughput degradation is subject to the scale
of contention. For instance, Figure 4 demonstrates that the
broadcast transmissions maintain higher throughput than uni-
cast transmissions at all time under low network contention. As
there are more stations competing for access (i.e. 15 stations)
the broadcast throughput could drastically deteriorate from
optimal throughput which is higher than unicast transmission
to the saturation throughput that is lower than the unicast
transmissions. In other word, the unicast transmission is
more resilient under higher network contention, whereas the
broadcast transmission is more effective under lower network
contention.
VII. R EMARKS ON SATURATION THROUGHPUT
Figures 2 and 3 demonstrate that prior to the point of
saturation, throughput increases linearly with offered load,
as expected. Beyond the critical point at which maximum
throughput is attained, according to the new analytic model,
throughput converges to an asymptotic saturation level, which
depends on the number of nodes contending for access. This
saturation level may be evaluated by considering what happens
as the traffic load tends to infinity.
Let q → 1, such that there is always a packet ready to
send upon the completion of a broadcast transmission. The



















To obtain the saturated throughput from the proposed ana-
lytical model, a non-linear optimisation technique (i.e. New-
ton’s Method) is used to iteratively solve the non-linear system
of Equations (11) and (6). In order to provide the accurate
evaluation of the saturation performance, the simulation results
are also included, with the traffic generator modified such
that a packet is always available for transmission. The same
protocol parameters were used as before.



























W = 32, Simulation
W = 32, Analytical
W = 32, Analytical (Ma et al.)
W = 128, Simulation
W = 128, Analytical
W = 128, Analytical (Ma et al.)
Fig. 5. Comparisons of saturation throughput
The numerical results for the saturation throughput obtained
from simulations, the proposed analytic model and the analytic
model proposed by Maet al [8] are plotted in Figure 5. The
new model clearly provides a much more accurate prediction
of saturation throughput for IEEE 802.11 broadcast traffic
as compared to the earlier model, which significantly un-
derestimates saturation throughput, especially when a smaller
window size is used with a large number of contending
stations.
The new model principally differs from its predecessor by
the inclusion of the freezing of backoff counter. Previous
models have neglected the physical carrier sensing function,
and continuously decrement the backoff counter even when
channel is busy. This increases the probability of broadcast col-
lisions as more stations are transmitting, which subsequently
results in a much lower saturation throughput. Therefore,
the inclusion of the freezing of backoff counter is shown to
be critical in the accurate analytical evaluation of the IEEE
802.11 broadcast, and this new model represents a significant
enhancement of existing analytic work in this area.
VIII. C ONCLUSION
In this paper, the non-saturated and saturated performance
of the IEEE 802.11 broadcast is investigated both analyticaly
and through computer simulation. A new model has been de-
veloped using an extended Markov model with backoff counter
freezing, which has been shown to accurately predict network
performance over a wide range of traffic loads, particularly
when the network approaches saturation. The comparison with
unicast traffic has shown the unique characteristics of broad-
cast traffic. On one hand, broadcast traffic achieves higher
optimal throughput than its unicast counterpart under low
traffic load. On the other hand, as the traffic load increases,th
performance of broadcast may deteriorate at much faster rat
and result in lower throughput than unicast traffic depending
on the scale of network contention. Future work will include
an extension of the broadcast model to support unicast traffic,
to further examine the performance of networks with mixed
unicast and broadcast traffic.
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