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Abstract
Extremal combinatorics is concerned with how large or small a combinatorial
structure can be if we insist it satisfies certain properties. In this thesis we
investigate four different problems in extremal combinatorics, each with its
own unique flavour.
We begin by examining a graph saturation problem. We say a graph G
is H-saturated if G contains no copy of H as a subgraph, but the addition
of any new edge to G creates a copy of H. We look at how few edges a Kp-
saturated graph can have when we place certain conditions on its minimum
degree.
We look at a problem in Ramsey Theory. The k-colour Ramsey number
Rk(H) of a graph H is defined as the least integer n such that every k-
colouring of Kn contains a monochromatic copy of H. For an integer r > 3
let Cr denote the cycle on r vertices. By studying a problem related to
colourings without short odd cycles, we prove new lower bounds for Rk(Cr)
when r is odd.
Bootstrap percolation is a process in graphs that can be used to model
how infection spreads through a community. We say a set of vertices in a
graph percolates if, when this set of vertices start off as infected, the whole
graph ends up infected. We study minimal percolating sets, that is, perco-
lating sets with no proper percolating subsets. In particular, we investigate
if there is any relation between the smallest and the largest minimal perco-
lating sets in bounded degree graph sequences.
A tournament is a complete graph where every edge has been given
an orientation. We look at the maximum number of directed k-cycles a
tournament can have and investigate when there exist tournaments with
many more k-cycles than expected in a random tournament.
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1.1 Notation and Definitions
Here we present some of the notation and definitions we will use throughout
this thesis. For ease of reading, some of these definitions will be repeated at
the relevant points of the thesis.
• N is the set of natural numbers.
N = {1, 2, 3, 4, . . .}.
• N0 is the set of natural numbers together with 0.
N0 = {0, 1, 2, 3, 4, . . .}.
• Given n ∈ N we write [n] for the set of integers from 1 up to n.
[n] = {1, 2, . . . , n}.
• Given a set X and an integer k ∈ N0 we write X(k) for the family of
all subsets of X that contain k distinct elements.
X(k) = {A ⊆ X : |A| = k}.
• Given two functions f, g : R → R, we write f(x) = O(g(x)) if there
exist constants x0,M ∈ R such that f(x) 6M |g(x)| for all x > x0.
• We write f(x) = Ω(g(x)) if g(x) = O(f(x)).
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• We write f(x) = o(g(x)) if limx→∞ f(x)g(x) = 0.
• A graph G = (V,E) is a pair of sets where V = V (G) is the set of
vertices of G and E = E(G) ⊆ V (2) is the set of edges of G. We say
the order of G is |V (G)| and the size of G is |E(G)|.
• We write e(G) for the size of G.
e(G) = |E(G)|.
• For a vertex v ∈ V (G) we write N(v) for the set of neighbours of v in
G, that is, the set of vertices that share an edge with G.
N(v) = {x ∈ V (G) : {v, x} ∈ E(G)}.
• We say x is a neighbour of v or x is adjacent to v if x ∈ N(v).
• We write d(x) for the degree of x, that is, the number of neighbours
of v in G.
d(v) = |N(v)|.
• We write δ(G) for the minimum degree of G.
δ(G) = min{d(v) : v ∈ V (G)}.
• For X ⊆ V (G) we write NX(v) for the set of neighbours of v in X and
we write dX(v) for the number of such neighbours.
NX(v) = N(v) ∩X,
dX(v) = |NX(v)|.
• We write G[X] for the induced subgraph of G on X, that is, the graph
on vertex set X whose edges are those of G that are also in X(2). We
write e(X) for the number of edges in this graph.
G[X] = (X,E(G) ∩X(2)),
e(X) = e(G[X]).
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• For two disjoint sets X,Y ⊆ V (G) we write NY (X) for the set of
vertices in Y that are adjacent to X and we write e(X,Y ) for the
number of edges between X and Y . We say that the sets X and Y are





∣∣∣{{x, y} ∈ E(G) : x ∈ X, y ∈ Y }∣∣∣.
• For p ∈ N we write Kp to denote the complete graph on p vertices.
We write Kp to denote the empty graph on p vertices and we write Cp
to denote the the cycle on p vertices.
• A set of vertices X in a graph G is a clique if G[X] is a complete graph,
while X is an independent set if G[X] is an empty graph.
• We say a graph G is bipartite if we can partition V (G) into two sets
V1, V2 such that V1 and V2 are both independent sets. For p, r ∈ N we
write Kp,r to denote the complete bipartite graph with |V1| = p and
|V2| = r.
• For an event A in a given probability space we write P(A) for the
probability that A occurs.
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1.2 Thesis Introduction
Extremal combinatorics is the study of how large or how small a combina-
torial structure can be if we insist that it satisfies certain conditions. One
class of objects that is central to extremal combinatorics is that of graphs,
as many problems fundamental to the field take place in graphs. An early
example of an extremal problem on graphs is, what is the maximum num-
ber of edges a triangle-free graph on n vertices can have? This question was
answered by Mantel [54], the maximum number of edges being bn24 c. More-
over Mantel showed that the unique triangle-free graph on n vertices that





Mantel’s theorem was later generalised by Turán [71], who showed that no






also characterised which Kr-free graph on n vertices achieved the maximum
possible number of edges.
Another classical example of a problem in extremal combinatorics is the
following. Given a graph H and a positive integer k, let Rk(H) be the least
integer n such that whenever you colour the edges of Kn with k different
colours you can always find a monochromatic copy of H. Initially, it is not
obvious that Rk(H) must always exist; it is a celebrated result of Ramsey
[60] that Rk(H) does exist for all k and H. The exact value of Rk(H) is








and since then much work has gone into finding good upper and lower bounds
for Rk(H) for various choices of k and H.
In this thesis we investigate four different graph theoretic problems in
extremal combinatorics, each of which has its own distinct flavour.
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1.2.1 Saturated Graphs of Prescribed Minimum Degree
Recall that Turán’s Theorem was concerned with the question: how many
edges can an n vertex graph have if it is Kp-free? A natural dual to this
question might be, how few edges can an n vertex graph have if it is Kp-free?
Unfortunately not much thought is required to answer this dual question as
the empty graph is always Kp-free. However the road does not end here.
We say a graph G is extremal to Turán’s Theorem if it is both Kp-free
and has the maximum possible number of edges that a Kp-free graph can
have. As well as being Kp-free we note that any extremal graph has the
additional property that any new edge added to it creates a copy of Kp. We
say a graph G is Kp-saturated if G contains no copy of Kp as a subgraph,
but the addition of any edge to G creates a copy of Kp. We now ask the
question, how few edges can an n vertex graph have if it is Kp-saturated?
The empty graph is no longer Kp-saturated and so we are faced with a
genuinely interesting question.
Erdős, Hajnal and Moon [32] showed that if G is a Kp-saturated graph





and that the unique graph
achieving equality is formed by taking a clique on p − 2 vertices and fully
connecting it to an independent set of size n− (p− 2). This extremal graph
has minimum degree p− 2 and no Kp-saturated graph on at least p vertices
can have smaller minimum degree. Thus it is natural to ask: how few edges
can a Kp-saturated graph have if we insist it has minimum degree at least
t for t > p − 2? This question will be the main focus of Chapter 2. For all
t, n, p ∈ N with t > p− 2 let
satt(n, p) = min{e(G) : |V (G)| = n, G is Kp-saturated, δ(G) > t}.
Results of Duffus and Hanson [28] led Bollobás [16] (page 1271) to conjecture
that for fixed t we have satt(n, 3) = tn−O(1). We prove this conjecture to
be true and generalise it to show that, for fixed t and p, we have satt(n, p) =
tn − O(1). Furthermore, we construct Kp-saturated graphs that give new
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upper bounds for satt(n, p), and also investigate a hypergraph generalisation
of this problem.
1.2.2 Colourings of High Odd Girth and Multicolour Ram-
sey Numbers of Odd Cycles
The contents of Chapter 3 is joint work with Robert Johnson. For a graph
H the k-colour Ramsey number of H, written Rk(H), is defined as the
least integer n such that every k-colouring of (the edges of) Kn contains a
monochromatic copy of H. It is a famous and celebrated result of Ramsey
[60] that Rk(H) exists for all graphs H and all positive integers k. Let Cr
denote the cycle on r vertices. In Chapter 3 we will investigate Rk(Cr) for
odd integers r. Erdős and Graham [31] gave a simple construction that
showed Rk(Cr) > (r − 1)2k−1 + 1 for all odd r > 3. This led Bondy and
Erdős [19] to conjecture that in fact Rk(Cr) = (r − 1)2k−1 + 1 for all odd
r > 5. We disprove Bondy and Erdős’s conjecture by showing that for all
odd r > 5 there exists some ε = ε(r) > 0 such that
Rk(Cr) > (r − 1)(2 + ε)k−1 (1.1)
for all k sufficiently large. We remark that when r = 3 it is well known
that Rk(C3) > 2
k + 1 for k > 3. In order to prove (1.1), we first visit the
following problem of Erdős and Graham.
The odd girth of G, written og(G), is the length of the shortest odd
cycle in G. Given a colouring C of G we say the odd girth of C, written
og(C), is the length of the shortest monochromatic odd cycle found in C. It
is a simple exercise to see that it is possible to k-colour the complete graph
K2k such that each colour comprises a bipartite graph. Moreover, such
colourings only exist for Kn if n 6 2k. As such, any k-colouring of K2k+1
contains a monochromatic odd cycle. Based on this observation, Erdős and
Graham [31] asked, how large can the smallest monochromatic odd cycle
in a k-colouring of K2k+1 be? That is, how large can the odd girth of a
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k-colouring of K2k+1 be? Chung [22] asked further whether this quantity is
unbounded as k increases. We show that this quantity is indeed unbounded
as k increases. We use this result, together with the concept of product
colourings, to prove (1.1). Product colourings are a method of taking two
known colourings of graphs and producing a whole set of new colourings
of a larger graph where each new colouring in this set has a product like
structure inherited from the original two colourings.
We conclude Chapter 3 with a discussion of cyclic-distance colourings.
Cyclic-distance colourings are colourings that arise from considering certain
sets of cyclic orderings of [n] and assigning colours to edges based on the
distance between their two end points in the various orders. These colourings
are a natural way of creating colourings of high odd girth; we discuss what is
known about cyclic-distance colourings and present many interesting open
questions.
1.2.3 Minimal Percolating Sets in Bounded Degree Graph
Sequences
Bootstrap percolation is a deterministic graph process used to model the
spread of infection through a community. Let G = (V,E) be a graph. At
time t = 0, an initial set A ⊆ V is chosen to be active while all other vertices
of G are inactive. At each subsequent discrete time step, each inactive vertex
become active if r or more of its neighbours are already active and once a
vertex is active it stays active forever. We write 〈A〉 for the set of all vertices
that eventually become active under this process. If G is a finite graph, we
say the set A ⊆ V is r-percolating or r-percolates in G if 〈A〉 = V . Bootstrap
percolation has been studied in a large variety of settings. Often the initial
set A is chosen by some random process and we are then interested in the
probability that A is an r-percolating set in G. In a different direction, we
say a set A is r-minimal percolating if A is an r-percolating set in G, but
no proper subset of A is an r-percolating set in G. For all graphs G and all
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r ∈ N we define the following two quantities:
m(G, r) = min{|A| : A ⊆ V is a minimal r-percolating set in G},
M(G, r) = max{|A| : A ⊆ V is a minimal r-percolating set in G}.
These quantities have been studied for many natural families of graphs. Let
Z2n denote the n by n integer square lattice. Morris [56] was interested in
M(Z2n, 2), and showed that M(Z2n, 2) = cn2 +O(n) for some constant
4/33 6 c 6 1/6.
This question led Morris to ask if there exists a bounded degree graph se-
quence (Gn) such that |V (Gn)| is increasing and M(Gn, r) = o(n)? We will
see in Chapter 4 that such graph sequences do exist and that they are simple
to construct. However, all graphs that arise from the construction we use to
answer Morris’s question have the property m(G, r) = M(G, r) = r. Thus
we develop Morris’s question in the natural following way:
Question 1. Does there exist a bounded degree graph sequence (Gn) such




The majority of Chapter 4 will be spent dealing with this question. We
will show that there do exist bounded degree graph sequences that satisfy
the conditions of Question 1. The graphs we construct in order to do this
are relatively simple to describe, yet checking that these graphs satisfy the
required properties will take a little time. Further to this, we will go on to
describe a sequence of graphs that not only satisfy the conditions of Question
1 but also have the additional property that they are vertex transitive. The
construction of these vertex transitive sequences of graphs is more involved
than the previous case and checking that these graphs satisfy the required
properties will take considerably more effort.
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1.2.4 Maximising the Number of k-cycles in Tournaments
The contents of Chapter 5 is joint work with Jack Bartley. A tournament is
a complete graph in which every edge has been given a direction or orienta-
tion. Chapter 5 will deal with the following question, what is the maximum
number of (directed) k-cycles that a tournament on n vertices can have? Let
us denote this quantity by C(n, k). Moreover let f(n, k) be the number of
k-cycles expected in a random tournament on n vertices, (a random tourna-
ment is a tournament where the direction of each edge is chosen randomly,
independently of all other edges). It turns out to be interesting to compare
C(n, k) with f(n, k). Kendall and Babington Smith [47] proved that as n
increases we have C(n, 3) is asymptotically equal to f(n, 3). In many places
this result is not attributed to Kendall and Babington Smith but is instead
recorded as a “folklore result”. Komarov and Mackey [49] showed that a
similar result holds for k = 5, that is, C(n, 5) = f(n, 5) + O(n4). On the
other hand, Beineke and Harary [8] showed that C(n, 4) = 43f(n, 4)+O(n
3).
These results naturally lead to the question, for which values of k do there
exist tournaments with many more k-cycles than expected in a random tour-
nament? An obvious conjecture might be that such tournaments exist if and
only if k is even. Such a conjecture would suggest a fundamental difference
between odd and even directed cycles in tournaments, which would be anal-
ogous to the difference that often occurs between odd and even undirected
cycles in many graph problems. However we present a different conjecture,
namely that there exist tournaments with far more k-cycles than expected
in a random tournament if and only if k is a multiple of 4. We will show that
one direction of this conjecture holds true by exhibiting tournaments with
many more k-cycles than expected in a random tournament whenever k is a
multiple of 4. In fact the tournaments we use to do this are the same tour-
naments used by Beineke and Harary to prove their result about 4-cycles.
We will also show that our conjecture holds true when we restrict our atten-
tion to the space of regular tournaments, that is, tournaments where every
vertex has the same in-degree and out-degree.
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Chapter 2
Saturated Graphs of Prescribed
Minimum Degree
2.1 Introduction
We say a graph G is H-saturated if it contains no copy of H as a subgraph,
but the addition of any new edge to G creates a copy of H. In this chapter
we are interested in the case where H is the complete graph on p vertices,
denoted Kp. Erdős, Hajnal and Moon [32] showed that if G is a Kp-saturated





and that the unique graph
achieving equality is formed by taking a clique on p − 2 vertices and fully
connecting it to an independent set of size n− (p− 2). This extremal graph
has minimum degree p− 2 and no Kp-saturated graph on at least p vertices
can have smaller minimum degree. Thus it is natural to ask: how few
edges can a Kp-saturated graph have if it has minimum degree at least t for
t > p− 2?
Observe that any K3-saturated graph on n vertices must be connected
and so cannot have fewer than n− 1 edges. The graph consisting of a single
vertex connected to all other vertices is K3-saturated, has minimum degree 1
and has this minimum number of edges. Duffus and Hanson [28] showed that
any K3-saturated graph on n vertices with minimum degree 2 has at least
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2n−5 edges. Moreover, they showed that the only graphs achieving this are
obtained by taking a 5-cycle and repeatedly duplicating vertices of degree
2, that is, picking a vertex of degree 2 and adding a new vertex to the graph
with the same neighbourhood as the chosen vertex. They also showed that
any K3-saturated graph on n > 10 vertices with minimum degree 3 has at
least 3n− 15 edges and that any graph achieving this contains the Petersen
graph as a subgraph. In Section 2.2 we review the proofs of Duffus and
Hanson’s results.
In this chapter we consider the function
satt(n, p) = min{e(G) : |V (G)| = n, G is Kp-saturated, δ(G) > t},
where δ(G) is the minimum degree of G. We also define the set Satt(n, p)
to be
{G : |V (G)| = n, G is Kp-saturated, δ(G) > t, e(G) = satt(n, p)}.
For the remainder of this chapter, unless explicitly stated otherwise, we
take all limits to be as n → ∞ while all other variables remain fixed. The
complete bipartite graph Kt,n−t shows that for n > 2t we have
satt(n, 3) 6 tn− t2.
This upper bound and Duffus and Hanson’s results led Bollobás [16] (page
1271) to conjecture that satt(n, 3) = tn−O(1).





Writing α(G) for the size of the largest independent set in G, Alon, Erdős,
Holzman and Krivelevich [4] showed that any Kp-saturated graph on n ver-
tices with at most O(n) edges has α(G) > n−O( nlog logn). This shows that





as e(G) > α(G)δ(G). Pikhurko [58] improved this result to show that
satt(n, p) > tn−O(
n log log n
log n
).
Our main result in this chapter improves these results by confirming and
generalising Bollobás’s conjecture.
Theorem 2. Let t ∈ N. There exists a constant c = c(t) such that, for
all 3 6 p ∈ N and all n ∈ N, if G is a Kp-saturated graph of order n and
minimum degree at least t, then e(G) > tn− c.
The proof of Theorem 2 is presented in Section 2.3. To see that this
result is best possible (up to the value of the constant) consider the graph
obtained from fully connecting a clique of size p−3 to the complete bipartite
graph Kt−(p−3),n−t. This graph is Kp-saturated and has minimum degree t,
showing that






for n > 2t − (p − 3) and t > p − 2. In Theorem 3 below we improve this
result for all fixed p whenever n and t are sufficiently large.
We remark that though it may seem surprising that the constant c(t) in
the statement of Theorem 2 doesn’t depend on p, it is a consequence of the
fact that any Kp-saturated graph (on at least p− 1 vertices) has minimum
degree at least p − 2. As a result, Theorem 2 is trivially true whenever
p > 2t+ 2, as if G is a Kp-saturated graph with p > 2t+ 2, then δ(G) > 2t
and so e(G) > tn. Thus, for fixed t, there are only a finite number of values
of p we need to consider. The independence of c(t) from p is also reflected
in our proof of Theorem 2 which only makes use of the fact that our graph
is Kp-saturated for some 3 6 p ∈ N and doesn’t make use of p’s value in any
way.
On the other hand, Theorem 2 can be used to show the following: for all
t, p ∈ N with t > p− 2 > 1, there exists a constant c(t, p) such that, for all
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sufficiently large n ∈ N, we have satt(n, p) = tn − c(t, p). Indeed, Theorem
2 together with (2.1) shows that, for n sufficiently large, all G ∈ Satt(n, p)
have δ(G) = t. Duplicating a vertex of degree t in such a graph G gives a
Kp-saturated graph on n+1 vertices with minimum degree t and satt(n, p)+t
edges. Thus, as n increases, the integer sequence tn−satt(n, p) becomes non-
decreasing but bounded above by c(t) and so is eventually constant.
The proof of Theorem 2 can be used to show that c(t, p) 6 t(t
(2t2)). In
Section 2.4 we discuss constructing Kp-saturated graphs and prove a lower
bound for c(t, p).
Theorem 3. Let 3 6 p ∈ N. There exists a constant C = C(p) > 0 such
that, for all sufficiently large t ∈ N, we have c(t, p) > C2tt3/2.
The large distance between these upper and lower bounds for c(t, p)
naturally leads to the problem of improving these bounds, or perhaps even
determining c(t, p) for all t and p. Our proof of Theorem 2 seems to be
inefficient for the purposes of bounding c(t, p) and so we believe c(t, p) is
likely to be closer to the lower bound we give in Theorem 3 than the upper
bound obtained from Theorem 2.
Finally, in Section 2.5 we investigate saturated hypergraphs under cer-
tain minimum degree conditions. We present a conjecture that generalises
the result that satt(n, p) = tn − O(1), and we construct hypergraphs that
prove that one direction of this conjecture holds.
We remark that one may also ask how few edges a Kp-saturated graph
can have if restrictions are placed on its maximum degree rather than its
minimum degree. Results on this problem for p = 3 can be found in the
paper of Füredi and Seress [38] and also in the paper of Erdős and Holzman
[33]. Results for the case p = 4 can be found in the paper of Alon, Erdős,
Holzman and Krivelevich [4]. There are currently no known results for
p > 5. For further results on saturated graphs see surveys by either Faudree,
Faudree and Schmitt [36] or Pikhurko [58].
We conclude this introduction with some of the notation that we use in
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this chapter. For a graph G and a vertex v ∈ V (G), let N(v) be the set of
vertices in G that are adjacent to v. For X ⊆ V (G) let NX(v) = N(v)∩X,
let dX(v) = |NX(v)| and let e(X) be the number of edges in the graph G[X].
For another set Y ⊆ V (G) that is disjoint from X, let NY (X) be the set of
vertices in Y adjacent to X and let e(X,Y ) be the number of edges between
X and Y .
2.2 Review of Duffus and Hanson’s results
2.2.1 The case t = 2
We begin this section by reviewing Duffus and Hanson’s proof that any K3-
saturated graph on n vertices with minimum degree 2 has at least 2n − 5
edges, and equality is only achieved by graphs obtained from repeatedly
duplicating vertices of degree 2 in a 5-cycle. Let G be a K3-saturated graph
on n vertices with minimum degree 2. Let y be a vertex of degree 2 in G,
let us label its neighbours as x1 and x2, and let V
′ = V \ {y, x1, x2}. As G
is K3-saturated it has diameter 2 and so V
′ can be partitioned into the sets
X1 = {v ∈ V ′ : x1 ∈ N(v), x2 6∈ N(v)},
X2 = {v ∈ V ′ : x2 ∈ N(v), x1 6∈ N(v)},
X12 = {v ∈ V ′ : x1, x2 ∈ N(v)}.
See Figure 2.1 for a diagram of the graph G partitioned into these sets. We
first note that sets X1, X2 and X12 are all independent sets, as G is K3-free.
We next note that if w ∈ X12, then N(w) = {x1, x2}; indeed, suppose that
this is not the case and that some w ∈ X12 is adjacent to z ∈ V ′. The vertex
z cannot be adjacent to x1 as otherwise w, z, x1 would form a copy of K3 in
G, and similarly z cannot be adjacent to x2. However this means z is not
in X1, X2 or X12 which is not possible. Thus no such w exists in X12 such
that N(w) 6= {x1, x2}. Finally we note that the sets X1 and X2 are fully








Figure 2.1: The graph G partitioned into the sets {y}, {x1}, {x2}, X1, X2 and
X12. An edge between two sets (or between a vertex and a set) represents
that the two sets (or vertex and set) are fully connected.
creating a copy of K3 in G. Putting all of the above observations together
and recalling that |X12| = n− 3− |X1|+ |X2| we have that
e(G) = 2n− 4− |X1| − |X2|+ |X1||X2|.
If X1 and X2 are both empty, then e(G) = 2n − 4 > 2n − 5. If X1 is non-
empty, then we cannot have X2 is empty as otherwise every vertex in X1
has degree equal to 1. Similarly, if X2 is non-empty, then so is X1. Thus,
as for α, β > 1 we have that αβ − α − β + 1 > 0 with equality if and only
if α = 1 or β = 1, we have that e(G) > 2n − 5 with equality if and only if
|X1| = 1 or |X2| = 1, which proves the result.
2.2.2 The case t = 3
We now briefly review Duffus and Hanson’s proof that any K3-saturated
graph on n > 10 vertices with minimum degree 3 has at least 3n− 15 edges,
and any graph achieving equality contains the Petersen graph as a subgraph.
Let G be a K3-saturated graph on n > 10 vertices with minimum degree
equal to 3. Duffus and Hanson essentially proceed in a similar fashion to the
above proof of the case t = 2, by picking a vertex y of degree 3, labelling its
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neighbours as x1, x2, x3, and considering the sets X1, X2, X3, X12, X13, X23
and X123, defined analogously as above. They go on to prove that either a
number of relations must hold between these sets or we have that e(G) >
3n− 14. These relations combine to show that there is some subgraph P of
G which is isomorphic to the Petersen graph, the graph shown in Figure 2.2.
Moreover, they go on to show that, relabelling if necessary, we can always
assume our vertex y of degree 3 in G to be one of the vertices of P . To
conclude their proof they give, for each edge e = {v1, v2} of G not in P , a
weighting of v1 and v2 such that
we(v1), we(v2) > 0,
we(v1) + we(v2) = 1,∑
{e∈E(G):v∈e}
we(v) > 3 for all v ∈ V (G) \ V (P ).
This shows that E(G) > 3(n− 10) + 15 = 3n− 15 as required.
Figure 2.2: The Petersen graph. Duffus and Hanson showed that any K3-
saturated graph with 3n−15 edges and minimum degree equal to 3 contains
the Petersen graph as a subgraph.
2.3 Proof of Theorem 2
In this section we prove Theorem 2 and look at what upper bounds for c(t, p)
can be extracted from the proof.
Proof of Theorem 2. Let G be a Kp-saturated graph on vertex set V with
|V | = n and δ(G) > t. Given a set R ⊆ V , let R be the closure of R under
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t-neighbour bootstrap percolation on G. That is, let R =
⋃
i>0Ri where
R0 = R and
Ri = Ri−1 ∪ {v ∈ V : dRi−1(v) > t}
for i > 1. Any vertex x ∈ Ri \ Ri−1 sends at least t edges to Ri−1 and so
e(R) > t(|R| − |R|). Let Y (R) = V \R and for a vertex v ∈ V let




We call wR(v) the weight of v (with respect to R). Within Y (R), we define
B(R) to be the set {v ∈ Y (R) : wR(v) < t}, which we call the set of bad
vertices. Our aim will be to prove the following claim.
Claim 4. There exists a constant c1 = c1(t) and a set R ⊆ V such that
B(R) = ∅ and |R| 6 c1(t).
If we can prove Claim 4, then we have proved the theorem since
e(G) = e(R) + e(R, Y (R)) + e(Y (R))




> t(|R| − c1) + t|Y (R)|
= t(n− c1),
as required. To prove Claim 4, we would like to show that if a set R ⊆ V
does lead to B(R) being non-empty, then we can move a small number of
vertices into R so that we have introduced no new bad vertices to B(R)
and the remaining vertices in B(R) now have strictly larger weight. If so,
as the weights of the vertices in B(R) are half integers and bounded above
by t, we can start with some initial small set of vertices R and keep moving
small numbers of vertices into R until B(R) eventually is empty. This idea
of moving vertices into R fits naturally with our set up so far. Indeed,
suppose that S is a set of vertices with R ⊆ S. We have that R ⊆ S and
Y (R) ⊇ Y (S) and so wR(v) 6 wS(v) for all v ∈ V . Thus, we have that
B(R) ⊇ B(S).
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It turns out that dealing with wR(v) directly is difficult and so we intro-
duce a control function lR(v) =
∑
x∈N(v) fR(x) defined for all v ∈ V , where
for all x ∈ V
fR(x) =

1, if x ∈ R,
1
2 , if x ∈ R \R,
1
2tdR(x), if x ∈ Y (R).
Observe that lR(v) 6 wR(v) for every v ∈ V , since dR(x) 6 t − 1 for every
x ∈ Y (R). Similarly, we have fR(v) 6 fS(v) for every R ⊆ S and every
v ∈ V , since Y (S) ⊆ Y (R).
We use our control function lR(v) to make the following claim.
Claim 5. For every set R ⊆ V , there exists a set S ⊆ V such that R ⊆ S,
|S| 6 |R|+ t2|R| and lS(v) > lR(v) + 12t for all v ∈ B(S).
We note that Claim 5 is enough to prove Claim 4 and hence our theorem.
Indeed, begin by taking R = {v} for any v ∈ V and repeatedly replace R
with the set S as determined by Claim 5. After at most 2t2 such replace-
ments, we will have that B(R) is empty - any bad vertex v ∈ B(R) would
have wR(v) > lR(v) > t which is not possible by the definition of B(R).
Moreover, each time we replace R with S we have |S| 6 |R| + t2|R| and so
our final set will have size bounded above by some function c1(t) which does
not depend on n, as required.
We now describe how to find a suitable set S given some set R. Suppose
that B(R) is non-empty. Let C be the set
{C ⊆ R : C = NR(y) for some y ∈ B(R)}
and label its elements C = {C1, . . . , Ck}. The set C is a collection of subsets
of R and so k 6 2|R|. For each Ci ∈ C pick a representative yi ∈ B(R)
such that Ci = NR(yi). As yi ∈ Y (R), we have that dR(yi) < t and so, as
d(yi) > t, we can pick some xi ∈ Y (R) such that yi and xi are adjacent. Let
X = {x1, . . . , xk} and let
S = R ∪X ∪NR(X).
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Clearly R ⊆ S. Noting that dR(x) 6 t − 1 for each x ∈ X, which holds as
X ⊆ Y (R), it follows that |S| 6 |R|+ tk 6 |R|+ t2|R|. It remains to check
that lS(y) > lR(y) + 1/2t for all y ∈ B(S). Recall that for each v ∈ V we
have fS(v) > fR(v). Thus, to show that lS(y) > lR(y) + 1/2t for y ∈ B(S)
it is sufficient to find v ∈ N(y) with fS(v) > fR(v) + 1/2t.
Given y ∈ B(S) let Ci ∈ C be such that NR(y) = Ci. We have two cases
to deal with depending on whether or not y is adjacent to xi. If y is not
adjacent to xi, then there are a few further sub cases to deal with.
Case 1: xi ∈ N(y).
If y is adjacent to xi then, as xi ∈ Y (R)∩S, we have fR(xi) < 1/2 while
fS(xi) = 1 and so we are done.
Case 2: xi /∈ N(y).
If y is not adjacent to xi, then there exists some clique Z ⊆ V of order
p − 2 such that adding an edge between y and xi turns Z ∪ {xi, y} into
a copy of Kp. Recalling that NR(y) = NR(yi), we note that Z * R as
otherwise Z ∪ {xi, yi} would be an example of a copy of Kp in G. Thus
there exists some z ∈ Z \R such that z is adjacent to xi and y. See Figure
2.3 for a picture of the set up so far. We conclude the proof by showing that
fS(z) > fR(z) + 1/2t.
Case 2a: z ∈ R \R.
If z ∈ R \R, then z ∈ S (as it is adjacent to xi) and so fS(z) = 1 while
fR(z) = 1/2.
Case 2b: z ∈ Y (R) ∩ S.
If z ∈ Y (R) ∩ S, then fS(z) > 1/2 while fR(z) 6 (t− 1)/2t, as dR(z) 6
t− 1.
Case 2c: z ∈ Y (R) ∩ Y (S).
If z ∈ Y (R) ∩ Y (S), then fR(z) = dR(z)/2t and fS(z) = dS(z)/2t.
As xi ∈ Y (R) ∩ S and R ⊆ S, we have that dS(z) > dR(z) + 1 and so










Figure 2.3: The set up for Case 2, that is, when xi is not adjacent to y. The
vertices y and yi both have the same neighbourhood in R, namely the set
Ci. The vertex z could lie in either R \R or Y (R) but not R.
In all cases, we have shown that there is some v ∈ N(y) with fS(v) >
fR(v)+1/2t. As a result, we have that lS(y) > lR(y)+1/2t for all y ∈ B(S).
This completes the proof of Claim 5 which in turn proves Claim 4 and hence
our theorem.
As proved in the introduction, Theorem 2 can be used to show that
there exists a constant c(t, p) such that, for n sufficiently large, we have
satt(n, p) = tn − c(t, p). From a quantitative perspective, Theorem 2 gives
an upper bound for c(t, p) that is larger than a tower of exponentials of
height 2t2. This upper bound can be greatly improved by, in the proof of
Theorem 2, replacing C with its set of maximal elements (with respect to
set inclusion). Under this change, C becomes an antichain (meaning that if
A,B ∈ C, then A 6⊆ B) whose elements have size at most t − 1. Indeed, in
the proof of Theorem 2, we used the fact that NR(y) = NR(yi) to show that
Z * R as otherwise Z ∪ {xi, yi} form a copy of Kp in G, however we only
needed NR(y) ⊆ NR(yi) to deduce this. If we take C to be this antichain,
then the LYMB-inequality, due to Lubell [52], Yamamoto [72], Meshalkin




. We will now use this result
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to prove that
c(t, p) 6 t(t
(2t2)). (2.2)











6 bt−1 6 b
t
2 , as b, t > 2. We also have b 6
bt
2 . Thus we
have that αt(b) 6 bt. Let G be a Kp-saturated graph with δ(G) > t and
e(G) = t|V (G)| − c(t, p). As mentioned in the introduction of this chapter,
we can assume that G contains a vertex, say v of degree t. Let R0 = N(v)
and for i > 1 let Ri be the set S obtained when we apply Claim 5 from







i−1), we have that |Ri| 6 |Ri−1|t. This, inductively,
we have that |R| 6 t(t2t(t−1)). For each i > 0 let
li = min{lRi(x) : x ∈ B(Ri)}.
wi = min{wRi(x) : x ∈ B(Ri)}.
As wi > li > li−1 + 12t and l0 > 1, we have that li >
i
2t +1. Thus w2t(t−1) > t
and so Y (R) contains no bad vertices. This tells us that we can take c1 =
t(t
2t(t−1)), where c1 is the constant in Claim 4 from the proof of Theorem 2.
As e(G) 6 t(|V (G)| − c1) and tc1 6 t(t(2t
2)), we have shown that (2.2) holds.
The nature of the proof of Theorem 2 leads us to believe that (2.2) is
not a good upper bound for c(t, p). For example, the proof only used that
G is Kp-saturated for some 3 6 p ∈ N and didn’t make any use of p’s actual
value. Moreover, in the proof of Claim 5 we only used the Kp-saturated
condition on missing edges in Y (R) rather than on all missing edges in G.
In Section 2.4 we construct graphs that give a lower bound for c(t, p). We
believe this lower bound to be closer to the behaviour of c(t, p) than the
upper bound (2.2) obtained from Theorem 2.
2.4 Constructing Kp-saturated graphs
In this section we prove Theorem 3, which stated that there exists a constant
C = C(p) > 0 such that c(t, p) > C2tt3/2 for all sufficiently large t ∈ N. We
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do this by constructing certain Kp-saturated graphs with minimum degree
t. We begin by dealing with the case p = 3 and we construct our graph G
in three parts. Let us first outline the idea behind the construction used in
Theorem 3.
The first part of the graph is an independent set of t vertices, which
we call H. The second part of the graph is a structure, which we call S,
which has certain important properties. In the proof of Theorem 3 below, S
will comprise of the sets V1, . . . , Vr,W1, . . . ,Wr−1 and Wr. For every vertex
s ∈ S we have d(s) = t and N(s) ⊂ S∪H. To ensure that G is K3-saturated
we need S to have the property that for every s1, s2 ∈ S, we either have
that s1 and s2 are adjacent and there exists no h ∈ H that is adjacent to
both s1 and s2 (as such an h together with s1 and s2 would create a copy of
K3 in G), or s1 and s2 are not adjacent and there exists some h in H that
is adjacent to both s1 and s2 (and so the addition of the edge {s1, s2} to G
would form a copy of K3 in G).
Finally, the third part of our graph we call C and contains all remaining
vertices of G. The set C is an independent set and is fully connected to the
set H. To count edges in our graph G we note that every vertex of G \H
has degree exactly t, and all the vertices in C send t edges to H. The sum of
the degrees of all the vertices in G\H is thus equal to t(|V (G)|− t) and only
the edges contained within S have been doubled counted. Thus we have
that e(G) = t(|V (G)| − t) − e(S). Therefore if our aim is to come up with
a construction that minimises the number of edges in G then we want to
make S as large as possible and for S to contain as many edges as possible.
In the proof of Theorem 3 below we construct a graph K3-saturated
graph in the manner described above. The structure S will consist of all
the sets Vi and Wi. Moreover we will describe how, once we have con-
structed such a K3-saturated graph, we can use it to construct appropriate
Kp-saturated graphs for all p > 4.









begin by constructing a graph G(n, t) on n vertices that is K3-saturated and
has minimum degree t. Let X = {X ⊆ [t] : 1 ∈ X, |X| = bt/2c} and label its
elements X = {X1, . . . , Xr}. The vertices of G(n, t) are split into disjoint
vertex classes C,H, V1, . . . , Vr,W1, . . . ,Wr, where
• H = {h1, . . . , ht},
• each Vi has bt/2c vertices,
• each Wi has dt/2e vertices,








Each of H,Vi,Wi and C is an independent set in G. The edges of G(n, t)
between these sets are as follows:
• C is fully connected to H,
• each Vi is fully connected to the set {hk : k ∈ Xi},
• each Wi is fully connected to the set {hk : k 6∈ Xi},
• each Vi is fully connected to Wi.
See Figure 2.4 for an example of the construction when t = 4. It is easy to
verify that G(n, t) has minimum degree t, is K3-saturated and has tn− f(t)
edges, for some function f(t) = Ω(2tt3/2) as t→∞. We now use G(n, t) to
create Kp-saturated graphs for p > 3.
Given a graph G, let G∗ be the graph obtained by adding a new vertex
to G and fully connecting it to all other vertices. If G is a Kp−saturated
graph with minimum degree at least t, then G∗ is a Kp+1−saturated graph
with minimum degree at least t+ 1. Applying this construction p− 3 times
to the graph G(n−p+3, t−p+3) (where t > p−2 and n is sufficiently large)
gives a Kp-saturated graphs on n vertices with minimum degree t and fewer














Figure 2.4: G(n, 4) where X1 = {1, 2}, X2 = {1, 3}, X3 = {1, 4}. An edge
between two sets (or between a vertex and a set) represents that the two
sets (or vertex and set) are fully connected.
The idea of forming a new graph G∗ from G can also be considered in
the other direction. We say a vertex in a graph is a conical vertex if it is
connected to all other vertices. Suppose G is a Kp−saturated graph with
minimum degree t. If G has a conical vertex, then removing this vertex
leaves a Kp−1−saturated graph with minimum degree t − 1. Hajnal [41]
showed that if G is a Kp-saturated graph without a conical vertex, then
δ(G) > 2(p − 2). Recall that a consequence of Theorem 2 is that, for n
sufficiently large, if G ∈ Satt(n, p), then δ(G) = t. Thus, if t < 2(p − 2),
these graphs must have a conical vertex and so are of the form G∗ for some
G ∈ Satt−1(n− 1, p− 1). This leads us to the question:
Question 6. For which n, t, p ∈ N are all graphs in Satt(n, p) formed by
adding a conical vertex to graph some G ∈ Sat(t−1)(n− 1, p− 1)?
We remark that there do exist values of n, t and p where Satt(n, p) con-
tains graphs without a conical vertex. For example, Sat4(6, 4) consists of
only the complete tripartite graph K2,2,2. On the other hand Alon, Erdős,
Holzman and Krivelevich [4] showed that sat4(n, 4) = 4n − 19 for n > 11,
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and that all graphs achieving equality have a conical vertex. Perhaps it is
the case that, for all fixed t, all fixed p > 4 and all n sufficiently large, all
graphs in Satt(n, p) have a conical vertex.
2.5 Saturated Hypergraphs
We now turn our attention to r-uniform hypergraphs, which we also refer
to as r-graphs. An r-graph is a pair G = (V,E) such that E ⊆ V (r). Let
Krp denote the complete r-graph on p vertices. For a set S of vertices of an
r-graph G, we define its degree, d(S), to be the number of edges of G that
contain S. We define the minimum s-degree of G to be
δs(G) = min{d(S) : S ⊆ V (G), |S| = s}.
We say an r-graph G is Krp-saturated if it contains no copy of K
r
p as a
subgraph, but the addition of any new edge to G creates one. Bollobás [15]









edges. To achieve this result Bollobás proved the following lemma:
Lemma 7 (Bollobás’s Inequality). Let A1, . . . , Am, B1 . . . , Bm ⊆ [n] such
that
Ai ∩Bi = ∅ for all i ∈ [m],
and








Proof. One way to prove Lemma 7 is to consider permutations of [n]. We
say that a permutation σ ∈ Sn is compatible with the pair (Ai, Bi) if all
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the elements of Ai appear before all the elements of Bi in σ. If the sets
A1, . . . , Am, B1 . . . , Bm satisfy the conditions of Lemma 7, it is not hard to
see that any σ ∈ Sn can be compatible with at most one pair (Ai, Bi). For
a fixed pair (Ai, Bi) we have that if σ ∈ Sn is chosen uniformly at random,




Thus the probability that there is some i ∈ [m] such that σ is compatible







This quantity is most 1 and so we have proven the lemma.
Now suppose that G is a Krp-saturated r-graph on n vertices. Let A =
{A1, . . . , Am} be the set of r-tuples of vertices of G that do not form an
edge in G. As G is Krp-saturated we have that for each Ai there exists some
set Ci ⊇ Ai of p vertices such that adding the edge Ai to G would turn Ci
into a copy of Krp . For each i let Bi = V (G) \ Ci. It is easy to check that





























Bollobás also proved that the unique Krp-saturated r-graph achieving
equality is formed by picking a set of p− r vertices and having the edges of
G consist of all edges that contain at least one of these p− r points. These
extremal r-graphs all have δr−1(G) = p− r, and so it is natural to ask, how
few edges can a Krp-saturated r-graph on n vertices with δr−1(G) > t have
for t > p− r? We define satrt (n, p) to be
min{e(G) : |V (G)| = n,G is a Krp-saturated r-graph, δr−1(G) > t}.
We make the following conjecture on the behaviour of satrt (n, p):
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Conjecture 8. Let t, p and r ∈ N be fixed integers with t > p−r > 1. Then
satrt (n, p) =
tnr−1
(r − 1)! +O(n
r−2).
When r = 2 the conjecture is given by Theorem 2. We remark that
looking at minimum (r−1)-degrees of r-graphs seems to be the natural choice
to work with, due to the fact that the optimal Krr+1-saturated r-graphs have
δr−1(G) = 1. However, one could just as easily consider minimum s-degrees
for any value of s. For s 6= r − 1 it seems less clear on what the natural
conjecture that would generalise Theorem 2 should be. We will show that
Conjecture 8 holds in one direction, by constructing Krp-saturated r-graphs
with minimum (r − 1)-degree at least t that have
tnr−1
(r − 1)! +O(n
r−2)
edges. We will first do this for the case p = r + 1, and use these graphs
as starting points for general p. In order to do this, we introduce the lorry
driver puzzle, as discussed by Keevash in his survey on hypergraph Turán
problems [46].
A lorry driver wishes to travel clockwise once around a circular road,
starting and finishing at the same point. We call such a trip around the
road a complete journey. On this road there are r cities, A0, . . . , Ar−1,
located sequentially clockwise around the road, and these r cities have r+ 1
units of fuel distributed between them in integer amounts. The lorry driver
starts their journey at a chosen city with an empty tank of fuel. Whenever
the driver passes through a city, including the city they start at, they collect
all the fuel in the city and add it to their tank. Driving between consecutive
cities, that is driving from some Ai to Ai+1, uses
r+1
r units of fuel. Here, all
indices of the Ai are considered modulo r. The puzzle is to show that no
matter how the fuel is distributed, there is always some city from which the
driver can choose to start at and make a complete journey.
The solution to this puzzle is as follows. Consider a second driver who
makes a complete journey starting from A0. In contrast to the first driver,
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the second driver starts with r+ 1 units of fuel, enough to make a complete
journey even if they don’t pick up any more fuel. However, despite starting
with plenty of fuel, this second driver still picks up all the fuel they encounter
as they travel through each city. If we monitor the fuel levels of the second
driver as they make their journey, it is the city at which their fuel levels are
lowest upon entering that the first driver should start from in order to make
their journey.
We remark that this solution in fact shows that there is exactly one city
that the first lorry driver can start from. The first lorry driver must start
from one of the cities at which the second driver’s fuel is at a minimum, as
otherwise they will run out of fuel at some later point on the road. We claim
that it is not possible for there to be two cities at which the second driver’s
fuel is at a minimum. Indeed, suppose that there are two cities at which the
second driver’s fuel is at a minimum and let us call them Aj and Aj+k as
they appear in clockwise order, where 0 < k < r. Then k(r+1)r units of fuel
are consumed when travelling from Aj to Aj+k and this quantity must be
an integer, as the driver picks up some integer amount of fuel during this
journey. However k r+1r is an integer if and only if k is a multiple of r, which
cannot be the case for 0 < k < r. Thus there is only one minimum for the
second driver, and so the lorry driver puzzle has a unique solution
We will use this puzzle to construct an r-graph G = G(n, r, t) that shows
one direction of 8 holds. The construction to follow can be thought of as
an unbalanced version of a construction due to Sidorenko [66]. Sidorenko’s
construction gives lower bounds for the Turán number of certain complete
hypergraphs; we refer the reader to Keevash’s [46] survey on hypergraph
Turán problems for more details of this construction.
Our r-graph G has n > tr vertices, partitioned in to vertex classes
A0, . . . , Ar−1, where |A0| contains n − t(r − 1) vertices while |Ai| = t for
i = 1, . . . , r − 1. These vertex classes correspond to the r cities from the
lorry driver puzzle and for any set R ⊆ V (G), we will consider what happens
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when we place a unit of fuel at each v ∈ R. A set R of r vertices in G is an
edge in G if there is no j such that the lorry driver can make a journey that
starts at Aj and finishes at Aj−1. That is, the edges of G are the subsets
R ⊆ V of size r such that there does not exist some j such that
s−1∑
i=0
|R ∩Aj+i| > s+ 1
for all s = 1, . . . , r − 1. We now show that G contains
tnr−1
(r − 1)! +O(n
r−2)
edges, where the limit is taken as n increases. The r-graph G contains no
edge comprising of r vertices in A0 and no edge comprising of r− 1 vertices
in A0 and one vertex in
⋃r−2
i=1 Ai. The edge set of G does contain all edges






of these. All other edges of G contain at most r − 2 vertices
from A0, and so there are at most O(n
r−2) of these. We note that the above
observation about edges in G shows that in fact δr−1(G) 6 t, as if R is any
r − 1 vertices in A0, then the only edges of G containing R are precisely
those of the form R∪{v} for v in Ar−1. We will prove the following theorem
about G which shows that one direction of Conjecture 8 holds.
Theorem 9. Let n, r and t ∈ N such that n > tr. Then, the r-graph
G = G(n, r, t) has δr−1(G) = t and is Krr+1-saturated.
To prove Theorem 9 we will need the following simple lemma:
Lemma 10. Suppose R ⊆ V (G) is set of vertices with the property that
there exists distinct j, k ∈ {0, . . . , r− 1} such that using just the fuel from R
it is possible to travel to Ak starting at Aj, and it is also possible to travel
to Aj starting from Ak. Then |R| > r + 2.
Proof of Lemma 10. As the driver can travel from Aj to Ak and from Ak to
Aj we have that the driver can start at either Aj or Ak and make a complete
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journey. Thus, we must have |R| > r + 1 as any complete journey requires
r+1 units of fuel. However, if |R| = r+1 we also know that there is exactly
one city from which the driver can make a complete journey and so we must
have |R| > r + 2.
Proof of Theorem 9. We first show that G has δr−1(G) = t. We already
know that δr−1(G) 6 t, and so we will also prove that δr−1(G) > t. We will
do this by showing that for every set R of r − 1 vertices in G, there exists
some i such that R ∩ Ai = ∅ and R ∪ {v} ∈ E(G) for all v ∈ Ai. Suppose
this is not the case. This would mean that for every i such that R∩Ai = ∅,
there is some j(i) such that it is possible to travel from Aj(i) to Aj(i)−1 using
just the fuel in R and one additional unit of fuel place at Ai. Note that in
order for this to happen, we must have i 6= j(i) − 1 and R ∩ Aj(i)−1 = ∅.
Let i be such that R ∩ Ai = ∅ (such an i must exist as |R| = r − 1) and
consider placing fuel at each vertex of R as well as an additional unit of
fuel at Ai and Aj(i)−1. Under these circumstances, the lorry driver can
make a complete journey that starts at either Aj or Aj(j(i)−1). However,
this contradicts Lemma 10 as j(j(i) − 1) 6= j(i) and |R| + 2 = r + 1. Thus
δr−1(G) = t.
We next prove that G is Krr+1-free. Let R be any set of r + 1 vertices
in G. By the solution to the lorry driver puzzle, we know that there exists
some j such that the driver can make a complete journey starting at Aj .
Let R′ be the first r units of fuel that the driver encounters on this journey.
As r > (r − 1) r+1r , the driver can make a journey from Aj to Aj−1 using
just the fuel in R′. In particular R′ is not an edge of G and so R does not
form a copy of Krr+1 in G.
Finally we show that adding any new edge to G creates a copy of Krr+1.
Let R be any set of r vertices in G that do not form an edge. As R does
not form an edge in G we must have that there exists some j such that the
driver can travel from Aj to Aj−1 using just the fuel at R. In particular,
R∩Aj−1 = ∅. Let v be any vertex in Aj−1. We will show that {v}∪R\{w}
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is an edge of G for all w ∈ R, thus completing the proof of the theorem.
Suppose this is not the case. Then there is some w ∈ R and some k such
that the driver can travel from Ak to Ak−1 using fuel at {v} ∪R \ {w}. We
cannot have that j = k, as then the driver would be able to travel from Aj
to Aj−1 using r−1 units of fuel. However, this means that we have that the
driver can travel to Aj starting at Ak and also to Ak starting at Aj using
fuel placed at R ∪ {v}. As |R|+ 1 = r + 1, this contradicts Lemma 10 and
so we are done.
We now describe how to construct Krp-saturated r-graph with δr−1(G) >
t for any p > r+1. The construction we give usesG(n, r, t) as a starting point
and is virtually identical to the construction given at the end of the proof
of Theorem 3 in Section 2.4. Given an r-graph G let G∗ be the r-graph
obtained by adding a new vertex to G and adding every edge to G that
contains this new vertex. If G is a Krp-saturated r-graph with δr−1(G) > t,







. This construction together with Theorem 9, tells us that if
we apply the construction G∗ iteratively p − (r + 1) times to the graph
G(n − p + r + 1, r, t − p + r + 1), then, if n is sufficiently large, we end up
with an r-graph on n vertices with δr−1 = t that is Krp-saturated and has
tnr−1
(r−1)! +O(n
r−2) edges. Thus we have that
satrt (n, p) 6
tnr−1
(r − 1)! +O(n
r−2).
We remark that is not obvious how one might generalise the proof of Theo-
rem 2 to the hypergraph case in order to prove a similar lower bound. When
attempting to extend the proof of Theorem 2 in the natural way, one finds
that the minimum (r− 1)-degree condition doesn’t give enough information
about the behaviour of individual vertices as, for r > 3, this minimum degree
condition only tells us information about sets of vertices. As such, while a
proof of Conjecture 8 may be achievable through methods similar to those
used in the proof of Theorem 2, we believe that such a proof would require
at least one significant new idea.
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Chapter 3
Colourings of High Odd Girth and
Multicolour Ramsey Numbers of
Odd Cycles
3.1 Introduction
The contents of this chapter is joint work with Robert Johnson. In this
chapter all colourings of a graph G will refer to colourings of the edges of G.
The odd girth of G, written og(G), is the length of the shortest odd cycle in
G. Given a colouring C of G we say the odd girth of C, written og(C), is the
length of the shortest monochromatic odd cycle found in C.
We say that a colouring of a graph is a bipartite colouring if each colour
comprises a bipartite graph. It is a simple exercise to see that there exist
bipartite k-colourings of the complete graph Kn if and only if n 6 2k;
indeed, when n 6 2k we can identify the vertices of Kn with elements of
{0, 1}k and then colour the edge between two vertices x = (x1, . . . , xk) and
y = (y1, . . . , yk) with colour i, where i is any coordinate such that xi 6= yi. In
the other direction, suppose we have a bipartite k-colouring of Kn. Consider
labelling each vertex of Kn with a binary vector of length k where the ith
coordinate of the label given to a vertex is determined by which side of the
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bipartition of colour i the vertex lies in. All vertices of Kn must receive
distinct labels and so n 6 2k.
A consequence of the above exercise is that any k-colouring of K2k+1
must contain a monochromatic odd cycle. Based on this observation, Erdős
and Graham [31] asked the following question:
Question 11. How large can the smallest monochromatic odd cycle in a
k-colouring of K2k+1 be?
That is, Erdős and Graham were interested in the quantity
h(k) = max{og(C) : C is a k-colouring of K2k+1}.
Moreover, Chung [22] asked further whether h(k) is unbounded as k in-
creases. In Section 3.2 of this chapter we show that the size of the shortest
odd cycle that must appear is indeed unbounded by proving the following
theorem:
Theorem 12. For all positive integers r there exists an integer k and a
k-colouring of K2k+1 with odd girth at least r.
From a quantitative perspective, our proof of Theorem 12 will show that
h(k) > 2
√
2 log2(k)−c for some constant c. This result is a consequence of
Corollary 15 which can be found at the end of Section 3.2.
For a graph H, the k-colour Ramsey number, written Rk(H), is de-
fined as the least integer n such that every k-colouring of Kn contains a
monochromatic copy of H. We say that a colouring of a graph G is H-free
if it contains no monochromatic copy of H. It is a famous and celebrated
result of Ramsey [60] that Rk(H) exists for all graphs H and all positive
integers k. Much attention has been given to various Ramsey numbers, in
particular, to the 2-colour Ramsey number of complete graphs. Erdős and








Much work has gone into trying to improve this result; to date the best
known upper bound is due to Conlon [23] who showed that
R2(Kt) 6 t
−c log t/ log log t4t
for some positive constant c. Erdős [29] gave the following lower bound,
which was obtained by one of the first applications of the probabilistic
method:







To date, the best known lower bound is due to Spencer [67] who used the
Lovász Local Lemma [34] to show that








For more information on the history of Ramsey Theory and more recent
developments in the field, we refer the reader to Conlon, Fox and Sudakov’s
survey [25].
For any integer r > 3 let Cr denote the cycle on r vertices. In this
chapter we will be interested in the multicolour Ramsey numbers of odd
cycles. Erdős and Graham [31] showed that
Rk(Cr) > (r − 1)2k−1 + 1 (3.1)
for all odd r > 3. The construction used to show this is as follows: when
k = 1 simply take a 1-colouring of Kr−1, for k > 1 take two disjoint copies
of the construction for k − 1 and colour every edge between the two copies
with a new colour.
This construction led Bondy and Erdős [19] to conjecture that equality
holds in (3.1) for all positive integers k and all odd integers r > 3. In
Section 3.3 of this chapter we disprove this conjecture by using the result
of Theorem 12 together with product colourings, which we define later, to
construct colourings that give new lower bounds for Rk(Cr) whenever r is
an odd integer and k is sufficiently large.
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Theorem 13. For all odd integers r there exists a constant ε = ε(r) > 0
such that, for all k sufficiently large, Rk(Cr) > (r − 1)(2 + ε)k−1.
We remark that Theorem 13 can not be used to say anything about the
behaviour of Rk(Cr) when k is fixed and r is increasing. Bondy and Erdős
[19] showed that their conjecture holds for all r when k = 2. For k = 3,
 Luczak [53] employed the regularity method to prove that Bondy and Erdős’s
conjecture holds asymptotically, showing that R3(Cr) = 4r+ o(r) for odd r
increasing. Kohayakawa, Simonovits and Skokan [48] used  Luczak’s method
together with stability methods to show that the conjecture is true for k = 3
when r is sufficiently large. Recently, Jenssen and Skokan [45] showed that
Bondy and Erdős’s conjecture is true for all fixed k and all r sufficiently
large. They achieved this by using  Luczak’s regularity method to turn the
problem into one in convex optimisation.
When r = 3, it is well known that equality does not hold in (3.1).
A result of Fredricksen and Sweet [37] on Sum-Free Partitions shows that
Rk(C3) > c(3.1996 . . .)k for some constant c. We refer the reader to Abbott
and Hanson’s paper [1] for details about the connection between sum-free
partitions and Ramsey Numbers. As an upper bound, Greenwood and Glea-
son [39] showed that Rk(C3) 6 ek! + 1, see also Schur [65]. It is a famous
open problem to determine whether or not Rk(C3) is super-exponential in
k.
We conclude this chapter by defining and discussing cyclic-distance colour-
ings. Cyclic-distance colourings are certain colourings of Kn that arise from
considering sets of cyclic orderings of the set [n] and determining the colour
of an edge by choosing an ordering in which the end points of the edge are
far apart. We first considered these colourings as a potential method for
proving Theorem 12, as they are useful for creating colourings with high
odd girth. While ultimately these colourings turned out not to be the tool
we used to prove Theorem 12, they are interesting enough to merit their
own investigation and discussion.
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3.2 Colourings of High Odd Girth
Given a colouring C of a graph G, let G(Ci) be the graph on vertex set
V (G) whose edges are those of G that received colour i in C. Given an edge
{x, y} ∈ E(G), let C(x, y) be the colour {x, y} receives in C. We begin by
focusing our attention on the odd girth of each G(Ci) rather than the odd





> ri for each i. The first main idea of the proof of Theorem 12
is that we would like to show that if there exists an (r1, . . . , rk)-colouring
of K2k+1, then we can use it to build an (r1 + 2, r2, . . . , rk, rk+1)-colouring
of K2k+1+1, where rk+1 > r1 + 2. Given this, we would apply this idea
inductively, relabelling the colours at each step so that r1 is minimal, to
find k-colourings of K2k+1 (for some k) with arbitrarily high odd girth.
Unfortunately we are unable to come up with such a construction for
general (r1, . . . , rk)-colourings. As a result, the second main idea of our
proof will be to impose stronger conditions on our colourings that will allow
an induction argument to hold. We say a graph G is r-round if there exists a
partition of V (G) into sets (X1, . . . , Xr) such that each edge ofG lies between
one of the pairs (X1, X2), (X2, X3), . . . , (Xr−1, Xr) or (X1, Xr). When r is an
odd integer, any odd cycle in an r-round graph G must contain at least one
edge between each such pair; this can be seen by noting that if we removed
all the edges between one such pair, then we would be left with a bipartite
graph. As a result, we have that og(G) > r. We say that an r-round graph
G is rooted with root O, for some vertex O ∈ V (G), if X1 = {O}. See Figure






Figure 3.1: An example of a 5-round rooted graph.
We say a k-colouring of G is an (r1, . . . , rk)-rooted-round-colouring, and
write (r1, . . . , rk)-RRC, if there exists a vertex O ∈ V (G) such that G(Ci)
is a rooted ri-round graph with root O for each i. We call O the root of





Figure 3.2: A (5, 5)-RRC of K5. Here any vertex can be chosen as the root.
Note that all (r1, . . . , rk)-RRCs are (r1, . . . , rk)-colourings. More gen-
erally, it is straightforward yet slightly tedious to prove that a colouring
C of a graph G is an (r1, . . . , rk)-RRC with root O ∈ V (G) if and only if
og(G(Ci)) > ri for each i and all monochromatic odd cycles of the RRC go
through O. We do not make use of this fact in our argument and so omit
its proof from this chapter.
The main tool for the proof of Theorem 12 is the following lemma.
Lemma 14. Let r1, . . . , rk and n be positive integers. If there exists an
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Figure 3.3: This figure shows a (5, 7, 9)-RRC of K9 where the vertex 1 is the
root, as well as the graph G(Ci) for each colour i. For visual clarity we have
drawn the vertex 1 twice, once at each end of each such graph. The grey
regions in each graph G(Ci) highlight when two vertices are in the same part
of the partition that makes G(Ci) an ri-round-rooted graph.
Proof of Lemma 14. Let G be the complete graph on n vertices and let A
be an (r1, . . . , rk)-RRC of G with root O. For each i, let (O,X
i
2, . . . , X
i
ri)
be the partition of V (G) that realises G(Ai) as an ri-round graph.
Let U = V (G) \ {O} and let U ′ = {x′ : x ∈ U} be a copy of U . Let
H be the complete graph on 2n − 1 vertices with vertex set {O} ∪ U ∪ U ′.
For each pair of integers i, j, with j > 2, we define Y ij ⊆ U ′ to be the set
{x′ : x ∈ Xij}. Let B be the following (k + 1)-colouring of H:
1. B(O, x) = B(O, x′) = A(O, x) for all x ∈ U ,
2. B(x, y) = B(x′, y) = B(x, y′) = B(x′, y′) = A(x, y) for all {x, y} ∈ U (2),
3. B(x, x′) = k + 1 for all x ∈ U .
We remark that when we write {x, y} ∈ U (2) we have that x 6= y as U (2) is
the set of all distinct pairs of elements of U . It is easy to check that every
edge of H is coloured by B. We now modify B to obtain a new colouring,
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which we call C, that will be our desired (r1 + 2, r2, . . . , rk, 2r1 − 1)-RRC of
H. Let F be the following set of edges in H:
1. all edges that lie between O and X12 ,
2. all edges that lie between Y 1l and X
1
l+1 for each l = 2, . . . , r1 − 1,
3. all edges between O and Y 1r1 .
Moreover, let F (B1) be the set of edges in F that have colour 1 in B.
We obtain C from B by giving colour k + 1 to all edges in F (B1). All other
edges of H receive the same colour in C as they did in B. See Figure 3.4
for an illustration of the colours 1 and k + 1 in C. Note that any odd cycle
of length r1 in H(B1) must contain at least one edge in F (B1). Thus, as









+ 2 > r1 + 2. To complete the proof of Lemma 14
we note that is easy to verify the following three statements:
1. H(C1) is a rooted (r1 + 2)-round graph with root O and partition(
O, Y 12 , Y
1






where Wl = X
1
l−2 ∪ Y 1l
for each l > 4.
2. H(Ci), for i = 2, 3, . . . , k, is a rooted ri-round graph with root O and
partition
(
O,Xi2 ∪ Y i2 , Xi3 ∪ Y i3 , . . . , Xiri ∪ Y iri
)
.
















X2 X3 X4 X5 Xr1−1 Xr1
Y2 Y3 Y4 Y5 Yr1−1 Yr1
Figure 3.4: This diagram shows the colours 1 and k+1 in the colouring C of
H. The blue lines represent edges of colour 1 while the red lines represent
edges of colour k+ 1. For visual clarity we have suppressed the superscripts
from each of the sets X1i and Y
1
i , and also drawn the vertex O twice, once
at each end of the picture.
The proof of Theorem 12 follows almost immediately from Lemma 14.
Proof of Theorem 12. Note that if n = 2k + 1, then 2n−1 = 2k+1 + 1. Con-
sider 2-colouring the complete graph on vertex set {1, 2, 3, 4, 5} by colouring
the edges {(1, 2), (2, 3), (3, 4), (4, 5), (1, 5)} red and colouring the remaining
edges blue, as in Figure 3.2. This is a (5, 5)-RRC where any vertex can
be chosen as the root. Starting from this colouring, we inductively apply
Lemma 14, relabelling the colours so that r1 is minimal at each step, to find
k-colourings of K2k+1 with arbitrarily high odd girth.
As an example, let us look at what happens when we apply Lemma 14
to the (5, 5)-RRC from Figure 3.2. Let us choose vertex 1 to be the root
of this (5, 5)-RRC. After applying Lemma 14, we end up with a colouring
C of K9 that is a (7, 5, 9)-RRC of K9. See Figure 3.5 for an illustration of
this colouring, as well as an illustration of the colouring B that appears in
the intermediary step. If, after relabelling the colours as necessary, we then
apply Lemma 14 to this new colouring C, we obtain a (7, 7, 9, 9)-RRC of
K17. This shows that there exist 4-colourings of K17 with odd girth at least
7. We will see in Section 3.4 that there exists at least one other 4-colouring
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of K17 with odd girth at least 7 - moreover this colouring in Section 3.4 is
not an RRC. Recall that
h(k) = max{og(C) : C is a k-colouring of K2k+1}.
We suspect that the above 3-colouring of K9 and the above two 4-colourings
of K17 are optimal, in the sense that we believe h(3) = 5 and h(4) = 7. We
remark that we know no techniques for finding upper bounds for h(k) and










































































B H(B1) H(B2) H(B3)
C H(C1) H(C2) H(C3)
Figure 3.5: The colourings B and C on H, where H is the complete graph
on 9 vertices, when Lemma 14 is applied to the (5, 5)-RRC of K5 in Figure
3.2. Here the vertex 1 has been chosen as the root of the (5, 5)-RRC. Note
that the colouring C is the same as the colouring in Figure 3.3.
As noted in the introduction, Erdős and Graham [31] were interested in
how large the odd girth of a k-colouring of K2k+1 can be. It can be easily




(and r is odd), then there exist k-colourings of K2k+1 with odd girth at
least r; indeed, given an RRC of a complete graph, we can apply Lemma
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14 once to each of its colours to obtain a new RRC with twice as many
colours and odd girth at least 2 larger. This shows that for any k there
exists a k-colouring of K2k+1 with odd girth at least 2 log2(k) + 1, i.e.,
h(k) > 2 log2(k) + 1. This bound is simple to obtain yet it is far from the
exact behaviour of our sequence of colourings. In Corollary 15 we analyse
this sequence more carefully to obtain improved bounds.






then there exists a k-colouring of K2k+1 with odd girth greater than 2
t.
Proof of Corollary 15. Given a sequence of integers (r1, . . . , rk), let
f
(
(r1, . . . , rk)
)
= (r1 + 2, r2, . . . , rk, 2r1 − 1).
Let r2 = (5, 5) and for j > 2 let rj be the sequence obtained from rearranging
the entries of f(rj−1) in increasing order. The definition of the function f
comes from the construction given in Lemma 14 and the starting sequence
r2 corresponds to our (5, 5)-RCC of K5.
To prove our corollary it is sufficient to analyse how quickly the minimum








We show by induction on t that min(rp(t)) > 2
t + 1. Our base case holds
when t = 2 as min(r2) = 5. Suppose the statement holds true for t − 1.
As min(rp(t−1)) > 2t−1 + 1, we have that each time we apply f to rp(t−1)
(and rearrange its elements in increasing order), the newest element we’ve
added is at least 2t + 1. Thus, to find m such that min(rm) > 2t + 1, we
are only concerned with the “adding 2” process of f . As rp(t−1) has p(t− 1)
elements, each at least 2t−1+1, we only need to repeat the process of adding
2 to its minimal element at most 2t−2p(t−1) times to find a sequence whose
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minimum value is at least 2t + 1. Thus, as 2t−2p(t− 1) +p(t− 1) = p(t), our
























Corollary 15 shows that h(k) > 2
√
2 log2(k)−c0 for some constant c0. We
note that Corollary 15 still does not give the exact bound for the behaviour
of our sequence of colourings. Moreover, we do not believe that our RRCs
give rise to the best possible bounds that one could hope for from general
colourings. Indeed, the colourings we construct have some colours with odd
girth almost twice as large as some other colours. It seems more likely that
the colourings with the largest odd girth will be more balanced across all
of their colours. As such, we have not analysed the minimum values of the
sequence of rj ’s any more carefully to obtain better bounds.
3.3 Multicolour Ramsey Numbers of Odd Cycles
In this section we often write the pair (G, C) to refer to a colouring C of
a graph G. This will allow us to simultaneously keep track of multiple
colourings of different graphs. Let G and H be complete graphs on m and
n vertices respectively and let G×H be the complete graph with vertex set
V (G) × V (H). Moreover, let (G,A) be a j-colouring using colours 1, . . . , j
and let (H,B) be a k-colouring using colours j + 1, . . . , j + k.
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(g1, h), (g2, h)
)
= A(g1, g2) for all {g1, g2} ∈ V (G)(2), h ∈ V (H),
2. C
(
(g, h1), (g, h2)
)
= B(h1, h2) for all g ∈ V (G), {h1, h2} ∈ V (H)(2),
3. C
(
(g1, h1), (g2, h2)
)
= A(g1, g2) or B(h1, h2) for all {g1, g2} ∈ V (G)(2),
{h1, h2} ∈ V (H)(2).
Note that ×(A,B) is a set of colourings as we have a choice of colour for
many of the edges of G×H. We call ×(A,B) the set of product colourings of
(G,A) and (H,B). In particular, we define (G×H,A∗B) to be the product
colouring with C
(
(g1, h1), (g2, h2)
)
= B(h1, h2) for all {g1, g2} ∈ V (G)(2),
{h1, h2} ∈ V (H)(2). The colouring (G×H,A ∗ B) can be thought of as the
colouring that arises from replacing every vertex of H in (H,B) with a copy
of (G,A). See Figure 3.6 for an example of the colouring (G×H,A ∗ B).
(G,A)
(H,B) (G×H,A ∗ B)
Figure 3.6: An example of the product colouring (G × H,A ∗ B) where G
and H are both complete graphs on three vertices.
Given an odd integer r, we would like to use product colourings to build
new Cr-free colourings from other known Cr-free colourings. Unfortunately,
if (G,A) and (H,B) are both Cr-free, then it is not necessarily the case
that there are any colourings in ×(A,B) that are also Cr-free. For exam-
ple, if (G,A) and (H,B) are both 1-colourings of K3, then each of these
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colourings is clearly C5-free, however every colouring in ×(A,B) contains a
monochromatic copy of C5. Nevertheless, product colourings do have the
useful property of “preserving odd girth” and allow us to build new Cr-free
colourings, subject to the right conditions as described by the first part of
Lemma 16. This, with Theorem 12, is already enough to construct colour-
ings that disprove Bondy and Erdős’s conjecture. However, in order to prove
Theorem 13 as stated, we use the colouring (G×H,A∗B). The second part
of Lemma 16 describes how this colouring preserves odd girth in an even
stronger sense than general product colourings.
Lemma 16.
1. Let r be an integer and suppose that (G,A) and (H,B) are colourings
with odd girth at least r. Then any colouring of G×H in ×(A,B) also
has odd girth at least r.
2. Let r be an odd integer. Suppose (G,A) is a Cr-free colouring and
(H,B) is a colouring with odd girth strictly greater than r. Then the
colouring (G×H,A ∗ B) is Cr-free.
Proof of Lemma 16. We first prove part 1 of the lemma. Let (G ×H, C) ∈
×(A,B) and suppose that (g1, h1), (g2, h2), . . . , (gr′ , hr′) is a monochromatic
odd cycle in C with r′ < r. Without loss of generality we may assume that
the colour of this monochromatic cycle is one of the colours that appears
in (H,B). Under this assumption, we have that h1, h2, . . . , hr′ is a closed
monochromatic odd walk in (H,B). A walk differs from a cycle in that we
are allowed to visit the same vertex multiple times in a walk. We claim that
any closed odd walk W of length r′ in a graph contains an odd cycle of length
at most r′. Given this claim, we have that (H,B) contains a monochromatic
cycle of length strictly less than r, contradicting og(B) > r. To prove our
claim, we proceed by induction on all odd integers r′ > 3. The case r′ = 3
is clear as a closed walk of length 3 is just a cycle of length 3. Let r′ > 3
and suppose the claim is true for all odd integers strictly less than r′. If W
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visits no vertex twice, then W itself is an odd cycle of length r′ and we are
done. If W does visit some vertex twice, then we can split W at this vertex
into two shorter closed walks, one of which must have odd length. By our
inductive claim, this shorter closed odd walk itself contains an odd cycle of
length strictly less than r′, and so we are also done.
We now prove part 2 of the lemma. Suppose (g1, h1), (g2, h2), . . . , (gr, hr)
is a monochromatic cycle in (G × H,A ∗ B). As og(B) > r, an identical
argument to the above proof of part 1 shows that this cycle cannot be in
one of the colours in (H,B). Thus we may assume that the cycle is in one
of the colours that appears in (G,A). However, by the definition of A ∗ B,
we would have that g1, g2, . . . , gr is a monochromatic cycle of length r in
(G,A), contradicting our assumption that (G,A) is Cr-free.
Proof of Theorem 13. Let r be an odd integer. By Theorem 12, there exists
a least integer f = f(r) and an f -colouring of K2f+1, which we call B, with
odd girth strictly greater than r. Given an integer k, let m and c be non-
negative integers such that k − 1 = mf + c where f > c > 0. As noted in
the introduction, Erdős and Graham [31] showed that there exists a Cr-free
(c + 1)-colouring of Kn, where n = (r − 1)2c. Call this (c + 1)-colouring
A0 and for i > 1 let Ai = Ai−1 ∗ B. By Lemm 16, the colouring Am is a
k-colouring of the complete graph on (r − 1)2c(2f + 1)m vertices with no
monochromatic cycle of length r. The key point here is that every time
we take a product of an Ai with B, we have introduced f more colours
to our colouring and the number of vertices in our graph has increased by
2f + 1 times, rather than 2f times as was the case in Erdős and Graham’s
construction from the introduction of this chapter. For ε > 0 sufficiently
small and k (equivalently m) sufficiently large, the graph Am has more than
(r − 1)(2 + ε)k−1 vertices.
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3.4 Circular Distance Designs
The contents of the following section came about when attempting to con-
struct colourings of high odd girth. While ultimately these colourings didn’t
lead to a solution to Theorem 12, they raised a number of interesting prob-
lems and questions that we believe are worth recording. The colourings we
construct here have very different properties than those constructed in Sec-
tion 3.2. In many ways, the RRCs from Section 3.2 are highly asymmetrical.
For example, they have the property that there is a single vertex, namely the
root vertex, that every monochromatic odd cycle meets. Moreover, some of
the colours in the RRCs we constructed have odd girth nearly twice as large
as some of the other colours. The colourings we construct in this section
will be more symmetric, both in the sense that there will be no small set of
vertices that meets every monochromatic odd cycle, and that every colour
will have the same odd girth.
We write Dn for the set of all cyclic orderings of [n], that is, the set of all
orderings of the elements of [n] where we view two orderings as equivalent
if one can be obtained from the other by a cyclic shift. For example, in our
language, the two cyclic orderings (1, 5, 3, 2, 4) and (3, 2, 4, 1, 5) are the same











Figure 3.7: The two orderings (1, 5, 3, 2, 4) and (3, 2, 4, 1, 5) of [5] are the
same cyclic ordering in D5.
and two elements i, j ∈ [n] the distance between i and j in P , written dP (i, j)
is the distance between i and j when we equally space the elements of [n]
around a circle of perimeter n in the order that they appear in P . That is,
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for i, j ∈ [n] with i = ps and j = pt, the distance between i and j in P is
dP (i, j) = min{|s− t|, n− |s− t|}.
We say a set P ⊆ Dn of orderings is a d-distance cover of [n] if, for all
distinct i, j ∈ [n], there exists some P ∈ P such that dP (i, j) > d. Given
d and n, with d 6 n2 , we are interested in how few orderings one needs to
form a d-distance cover of [n].
The concept of d-distance covers is reminiscent of some concepts in the
field of design of experiments. For example, suppose we have n different
treatments and we wish to perform experiments where the n treatments are
placed regularly around the edges of a circular dish. Suppose further that
we can only make a valid comparison between two treatments in a given
experiment if they appear at a large distance apart, say distance at least d,
around the edge of the dish. If our aim is to minimise the number of ex-
periments needed to make pairwise comparisons between all n treatments,
then we are in fact asking how few orderings one needs to form a d-distance
cover of [n]. As an example of a related problem, Aldred, Bailey, Mckay and
Wanless [3] considered constructing sets of cyclic orderings where every pair
of points appears at distance one and at distance two exactly once. This
problem arose from an experiment of a marine biologist; the biologist was
performing tests on genotypes placed around the circumference of a cylindri-
cal tank and it was believed to be the case that there might be interference
between neighbouring genotypes. Such designs are called neighbour-designs
- see [5] for further examples of such neighbour-design problems.
The connection between d-distance covers and the earlier work of study-
ing odd girth of colourings is as follows. Given a positive integer n and some
c ∈ [0, 1], let d = d(c, n) = (1−c)n2 . Given an ordering P ∈ Dn, let G(c, P )
be the graph on vertex set [n] where two vertices i, j ∈ [n] form an edge
in G(c, P ) if dP (i, j) > d. The following lemma describes how P being an
ordering of [n] relates to the odd girth of G(c, P ).
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Lemma 17. If n is a positive integer, P is an element of Dn and c ∈ [0, 1],
then the odd girth of G(c, P ) is at least 1c .
Proof of Lemma 17. Let G = G(c, P ) and d = d(c, n). If x, y and z are three
vertices of G such that {x, y}, {y, z} ∈ E(G), then, as dP (x, y), dP (y, z) > d,
we have that dP (x, z) 6 n − 2d = cn. Let m be a positive integer and
suppose that C = {v1, . . . , v2m+1} forms a cycle of length 2m+ 1 in G with
{vi, vi+1} ∈ E(G) for each i = 1, . . . , 2m and {v1, v2m+1} ∈ E(G). We have
that dP (v2i−1, v2i+1) 6 cn for each i = 1, . . . ,m. As such we have that
dP (v1, v2m+1) 6 mcn. At the same time, we know that dP (v1, v2m+1) > d
as {v1, v2m+1} ∈ E(G). Therefore we have that
mcn > d =
(1− c)n
2
and so 2m+ 1 > 1c . Thus the odd girth of G is at least
1
c .
Given c ∈ [0, 1], suppose P = {P1, . . . , Pk} is a set of orderings that
form a d(c, n)-distance cover of [n]. We form a k-colouring of Kn, which
we call C(c,P), by labelling the vertices of Kn with the elements of [n] and
colouring edge (x, y) with colour i where i is any element of [k] such that
dPi(x, y) > d(c, n). If more than one such i ∈ [k] satisfies this condition, we
choose between them arbitrarily. We call any colouring of Kn that arises this
way a cyclic-distance colourings. The graph formed by the edges of colour i
is a subgraph of G(c, Pi) and so by Lemma 17 we have that og(C(c,P)) > 1c .
Before proceeding any further, let us give a few examples of cyclic-
distance colourings. Let n = 5, k = 2 and P = {P1, P2} where P1 =
(1, 2, 3, 4, 5) and P2 = (1, 3, 5, 2, 4). The set P forms a 2-distance cover of
the set [5] and so the colouring C 1
5
,P is a 2-colouring of Kn with odd girth at
least 5. In fact this colouring is the same as the (5, 5)-RRC in Figure 3.2 and
so has odd girth exactly 5. See Figure 3.8 for a diagram of this colouring as



















Figure 3.8: The 2-colouring C(15 ,P) of K5 where P = {P1, P2} with P1 =
(1, 2, 3, 4, 5) and P2 = (1, 3, 5, 2, 4). This colouring has odd girth equal to 5
and is the same colouring as the (5, 5)-RRC described in Figure 3.2.
Now let n = 17, k = 4 and let P = {P1, P2, P3, P4} where P1, . . . , P4 are
the following four orderings of the set [17]:
P1 : 1 2 3 4 5 6 7 8 9 10 11︸ ︷︷ ︸ 12 13 14 15 16 17
P2 : 1 3 5 7 9 11 13 15 17 2 4︸ ︷︷ ︸ 6 8 10 12 14 16
P3 : 1 5 9 13 17 4 8 12 16 3 7︸ ︷︷ ︸ 11 15 2 6 10 14
P4 : 1 9 17 8 16 7 15 6 14 5 13︸ ︷︷ ︸ 4 12 3 11 2 10
We have highlighted the points that are of distance at least 7 from the point
1 in each cyclic ordering. From this we can see that the point 1 occurs at a
distance at least 7 from all other points of [17]. We claim that is true for all
pairs of points of [17], and so P forms a 7-distance cover of [17]. To see this
consider the following operation on cyclic orderings. Given a cyclic ordering
P on an odd number of points, let P 2 be the cyclic ordering obtained by
starting from any point of P and taking every second point of P until we
return to the start. For example, if P = (1, 2, 3, 4, 5) and we start from the
point 1, then P 2 = (1, 3, 5, 2, 4). As our orderings are considered cyclically,
the ordering P 2 is independent of the choice of starting point. For example,
if we had started from the point 2 rather than 1 then P 2 = (2, 4, 1, 3, 5)
which is the same as (1, 3, 5, 2, 4). For the four orderings above we have that
P2 = P
2
1 , P3 = P
2
2 and P4 = P
2
3 . Given i ∈ [17] and j ∈ [4] let S(i; j)
be the set of points in [17] that occur distance at least 7 from the point
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i in the ordering Pj . For example, S(1; 3) = {3, 7, 12, 16}. We have that
the sets {1}, S(1; 1), S(1; 2), S(1; 3) and S(1; 4) partition the set [17]. As
P2 = P
2
1 , P3 = P
2
2 and P4 = P
2
3 , and our orderings are cycle orderings we
have that the same must be true for any i ∈ [17], that is, the sets {i}, S(i; 1),
S(i; 2), S(i; 3) and S(i; 4) partition the set [17]. Therefore, as claimed, we
have that P forms a 7-distance cover of [17]. As 7 is the least odd integer
greater than 173 , we have that the colouring C 317 ,P is a 4-colouring of K17
with odd girth at least 7. In fact this colouring has odd girth equal to 7.
This colouring is not an RRC of K17, however it is a (7, 7, 7, 7)-colouring of
K17. Recall that in Section 3.2 we showed how Lemma 14 can be used to
construct a (7, 7, 9, 9)-RRC of K17. It would be interesting to know if these
two colourings are the only 4-colourings of K17 with odd girth at least 7. If
there are any other such 4-colourings of K17, it would also be interesting to
know if any of these colourings have odd girth at least 9. As mentioned in
Section 3.2 we do not believe that such colourings with odd girth at least 9
exist, as we believe h(4) = 7.
The connection between d-distance covers and colourings with large odd
girth motivates the following definition. Given a positive integer k and some
c ∈ [0, 1) let f(k, c) be the maximum integer n such that there exists a set
P ⊆ Dn such that |P| = k and P forms a d(c, n)-distance cover of [n]. We
will see below that f(k, c) exists for all c < 1. The problem of determining
f(k, c) for any c and k is itself an interesting task, however we ask the
following different question, which relates to back to Theorem 12.
Question 18. Let c ∈ (0, 1). Does there exist a positive integer k such that
f(k, c) > 2k + 1?
If the answer to Question 18 is positive for all c ∈ (0, 1), then, by setting
c = 1r where r is an odd integer, it would offer an alternative method for
proving Theorem 12. Indeed, if there exists an integer k such that f(k, 1r ) >
2k + 1, then there exists a distance cover P of [2k + 1] such that C(c,P) is a
k-colouring of K2k+1 with odd girth at least r. In Theorems 19 and 20 we
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will prove upper and lower bounds for f(k, c):




















. Let d = d(c, n).
We relabel the set [n] as {0, 1, . . . , n − 1} and work with all points modulo
n. For t ∈ {1, . . . , n− 1} let Pt be the cyclic ordering (0, t, 2t, . . . , (n− 1)t).
As n is a prime number we have that Pt is a valid ordering for all t in
the specified range. Consider picking a set T = {t1, . . . , tk} with each ti
chosen independently uniformly at random from the set {1, . . . , n− 1}. Let
PT = {Pt1 , . . . , Ptk}. For any i ∈ {1, . . . , k} and any x, y ∈ [n] we have that
dPi(x, y) = dPi(0, x− y) and so dPi(x, y) > d if and only if
dPi(0, x− y) > d.
Thus PT forms a d-distance cover of [n] if and only if, for every x ∈
{1, . . . , n − 1}, there is some i ∈ {1, . . . , k} such that dPi(0, x) > d. For
every x ∈ {1, . . . , n− 1} and every i ∈ {1, . . . , k}, we have that
P(dPi(0, x) > d) =
n− 2 dde+ 1
n− 1 > c. (3.2)
Let us say x ∈ {1, . . . , n− 1} is bad if dPi(0, x) < d for all i ∈ {1, . . . , k}. By
(3.2) we have that the probability that x is bad is at most (1−c)k and so the
expected number of bad points x is at most (n− 1)(1− c)k. This quantity
is strictly less than 1 and so there is some set T = {t1, . . . , tk} that leads to
there being no bad points in {1, . . . , n − 1}, and so PT forms a d-distance
cover of [n].
Our aim now is to prove an upper bound for f(k, c). Let Mn denote a
circle of circumference equal to n. The cyclic orderings we have considered in
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this section can be thought of as bijections from the set [n] to n points equally
spaced around Mn. We can generalise this idea by instead considering the
set Tn of all functions from [n] to Mn. Given a function B ∈ Tn, we define
the distance between two points x, y ∈ [n] in B to be the length of the
shorter arc of Mn that lies between B(x) and B(y), and we write dB(x, y)
for this quantity. Given c ∈ [0, 1) let d(c, n) = (1−c)n2 and, as before, we
define the graph G(c,B) to the graph on vertex set [n] where {x, y} ∈ E(G)
if dB(x, y) > d. Just as in Lemma 17, we have that og(G(c,B)) > 1c . Again,
as before, we say a set B ⊆ Tn forms a d-distance cover of [n] if for all
distinct x, y ∈ [n] there exists some B ∈ B such that dB(x, y) > d. Finally,
let us define g(k, c) to be the largest integer n such that there exists a set
B = {B1, . . . , Bk} ⊆ Tn that forms a d-distance cover of [n]. Clearly we have
that f(k, c) 6 g(k, c). As such, we can prove an upper bound for f(k, c) by
instead proving an upper bound for g(k, c):







Proof of Theorem 20. Let d = d(c, n). We proceed by induction on k. The
case k = 1 is clear. Suppose the statement holds for k − 1 and suppose
that B = {B1, . . . , Bk} ⊆ Tn forms a d-distance cover of [n]. By averaging,
there exists some open interval I ⊆ Mn of length d that such that the set
X = {x ∈ [n] : Bk(x) ∈ I} contains at least d points of [n]. As I is an open
interval, we have that dBk(x, y) < d for all x, y ∈ X. Let B′ = B \{Bk}. For
all distinct x, y ∈ X there exists some Bi ∈ B′ such that Bi(x, y) > d and














Let us give a simple construction that shows g(k, 1 − 2s ) > sk for any
integer s > 2. This construction matches the upper bound of Theorem 20
and so is best possible for these values of c. Let n = sk and identify [n] with
the set {0, 1, . . . , s− 1}k. Let us identify Mn with the interval [0, n) and let
B = {B1, . . . , Bk}, where, for x = (x1, . . . , xk), we have Bi(x) = nxis . Any
distinct x, y ∈ [n] differ in at least one coordinate, and so appear at distance
at least ns apart in some Bi. Thus B forms a 1s -distance cover of [n].
In the same way that we used d-distance cover orderings to come up
with k-colourings of complete graphs that have odd girth at least 1c , we can
use d-distance cover functions to construct k-colourings of complete graphs
that also have odd girth at least 1c . As such, we pose the following question
which relates back to Theorem 12:
Question 21. Let c ∈ (0, 1). Does there exist some positive integer k such
that g(k, c) > 2k + 1?
By taking s = 2 in the above construction and looking at Theorem 20
we have that g(k, 0) = 2k for all positive integers k. As g(k, c) > g(k, 0)
for all c ∈ [0, 1) we have that g(k, c) > 2k for all c ∈ [0, 1). Thus Question
21 is asking for what values of c ∈ (0, 1) can we find a d-distance cover on
at least one more point than this lower bound. We know from the above
construction that g(k, c) > 2k for all c ∈ [13 , 1) and so when c is in this range
the answer to Question 21 is positive. However, Question 21 only becomes
relevant to constructing colourings of large odd girth when c ∈ (0, 13) and so
we are in fact more interested in what happens when c lies in this range.
We will give one example here to show that there do exist c ∈ (0, 13) such
that g(k, c) > 2k + 1. We will do this by showing that there exists some
ε(k) > 0 such that g(k, 13 − ε(k)) > 3
k
2 . Note that by Theorem 20 we must
have that ε(k) tends to 0 as k increases, as will indeed be the case in the
following theorem.
Theorem 22. Let k ∈ N and let ε = 6
9k




To prove Theorem 22 we will first need to consider certain sets which












+ 3k−1] ∪ [a
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+ 2 · 3k−1, b
3
+ 2 · 3k−1].
More generally, if J =
⋃j
i=1 I, where the set {I1, . . . , Ij} is a collection of









3 ] ⊆ M3k , and for l ∈ [k − 1] let Ikl = s(Ikl−1). See figure 3.9 for
an example of these intervals when k = 3.
0 1 2 3 4 5 6 7 8 10 12 13 14 15 16 17 189 11 19 20 21 22 23 24 25 26




2 in M27 when k = 3. The red interval is
I30 , the blue intervals make up I
3
1 and the green intervals make up I
3
2 . Note
that for each odd i ∈ {0, . . . , 26}, there is some interval I in some I3l such
that [i, i+ 1] ⊆ I.
We first note that, by inducting on l, we have that each Ikl is a collection
of 3l pairwise disjoint intervals sitting in M3k . Moreover, for 0 6 x 6 3
k−1
we have that x ∈ ⋃k−1l=1 Ikl if and only if x ∈ ⋃k−2l=0 Ik−1l , while for 2 · 3k−1 6
x 6 3k we have that x ∈ ⋃k−1l=1 Ikl if and only if x − 2 · 3k−1 ∈ ⋃k−2l=0 Ik−1l .
We use these observations to show by induction on k that if x is an odd
integer in [3k] then there exists some interval l such that [x, x + 1] ⊆ Ikl .
The statement is clear for k = 1, so let us assume the statement holds
true for k − 1. The statement is clear when 3k−1 6 x < 2 · 3k−1 as then
[x, x + 1] ⊆ Ik0 . If 1 6 x 6 3k−1 then we have that there exist some l such
that [x, x+1] ⊆ Ik−1l . By the above observation we have that [x, x+1] ⊆ Ikl+1
as required. Similarly, if 2 · 3k−1 < x 6 3k then we have that there exist
some l such that [x−2 ·3k−1, x+1−2 ·3k−1] ⊆ Ik−1l and so [x, x+1] ⊆ Ik−1l .
This result also shows us that if x is an even integer in [3k] then there exists
some interval l such that [x − 1, x] ⊆ Ikl ; this can be seen by applying the
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above result to x− 1.
We will now give a construction that will be useful for the purposes of
illustrating the idea behind the proof of Theorem 22. We will show that
this construction has the properties we wish by using the sets of intervals
we have constructed above. We fix k ∈ N, we let N = 3k and from now we
drop all superscripts of k from the intervals Ikl . For all l ∈ {0, . . . , k − 1},
let Al be the function that takes [N ] to MN defined by Al(x) = 3
l(x − 1).
Let A = {A0, . . . , Ak−1}. We claim that A forms a N3 -distance cover of [N ].
Given a, b ∈ [N ] and l ∈ {0, . . . , k − 1} with 3l(a − 1) > 3l(b − 1), we have
that dAl(a, b) >
N
3 if and only if




N − (3l(a− 1)− 3l(b− 1)) > N
3
. (3.4)
Note that (3.4) is equivalent to
3l((a− 1)− (b− 1)) 6 2N
3
. (3.5)
Conditions (3.3) and (3.5) are equivalent to a− b ∈ Il. Thus we have that,
for two distinct points a, b ∈ [N ], there exists some l ∈ {0, . . . , k − 1} such
that dAl(a, b) >
N
3 if and only if there exists some l ∈ {0, . . . , k−1} such that
a − b ∈ Il. Therefore to show that A forms a N3 -distance cover of [N ] it is
sufficient to show that for every x ∈ [3k] there exists some l ∈ {0, . . . , k− 1}
such that x ∈ Il. However we have already shown a stronger result, namely
that for all x ∈ [3k] there exists some l ∈ {0, . . . , k − 1} and some interval
I of length 1 with x as one of its two end points such that I ⊆ Il. Thus A
forms a N3 -distance cover of [N ] as claimed.
This construction is an alternate construction to the one given after
Theorem 20 that shows the upper bound in Theorem 20 is tight when c = 13 .
The idea behind the proof of Theorem 22 will be to take this construction
and try to perturb each function Al so that for some small constant ε > 0 we
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N -distance cover of [N ]. Unfortunately
this is not possible, and so our next idea is to consider restricting each of






|X|-distance cover of X. We will see that we can achieve
this with a set X of size just greater than N2 which will allow us to prove
Theorem 22. Once again, the intervals Il defined above will be key in helping
us prove this result.
Proof. Given a positive integer k, let N = 3k, R = N+12 , δ =
1






, c = 13 − ε, dN = 1−c2 N , and dR = 1−c2 R. We will show that
g(k, c) > R. In contrast to earlier, we will work on MN rather than MR for
notational convenience. We will exhibit a set B of k functions that map [R]
to MN such that for every pair a, b of distinct elements in [R] there exists
some B ∈ B such that the circular distance between B(a) and B(b) is at
least dN . Once we have this set B, it easy to rescale each B ∈ B to functions
that map [R] to MR such that for every pair a, b of distinct elements in
[R] there exists some B ∈ B such that the circular distance between B(a)
and B(b) is at least dR. Thus, when B is rescaled to MR we will have a
exhibited a set of k functions that form a dR-distance cover of [R], which
shows that g(k, 13−ε) > R. We re-emphasise that as we are working on MN ,
all arithmetic is treated modulo N .













δ : m ∈
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We have that |S| = R. Let B0 be the order preserving bijection from
[R] to S and for l ∈ {1, . . . , k − 1} and a ∈ [R] let Bl(a) = 3lB0(a).
Let B = {B0, . . . , Bk−1}. As with the construction A we will use cer-








and for l ∈ [k − 1] let Il = s(Il−1) where s = sk
is the function on unions of intervals described in the construction of A.
As before, we have that each I ′l is a union of 3
l pairwise disjoint intervals.
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Moreover for all a, b ∈ [R] and l ∈ {0, . . . , k−1} we have that dBl(a, b) > dN
if and only if B0(a)−B0(b) ∈ I ′l .
We are now ready to show that every pair of points in [R] occurs at
distance at least dN in B. We first show that every point is sufficiently far
from 1 in B. We have that Bl(1) = 0 for all l = 0, . . . , k − 1. We know
from our previous construction A that for every odd number s = 2m + 1
in [N ] there is some l(s) ∈ {0, . . . , k − 1} and some interval I in Il(s) such
that [s, s + 1] ⊆ I. As such, the interval [s + 3k−1γ, s + 12 ] is contained in
some interval in I ′l(s). Note that here we have used that 1− 3k−1γ > 12 . Let
a ∈ [R] \ {1}. We have that

















we have that B0(a) ∈ [s+ 3k−1γ, s+ 12 ]. In particular, B0(a) ∈ I ′l(s) and so
dBl(s)(0, a) > dN as required.
We now show that all remaining pairs in [n] \ {1} occur at distance at
least dN in B. Let a, b be distinct elements of [n] \ {1} and write














for some ma,mb ∈ {0, . . . , N−12 }. Without loss of generality, we may assume
that ma < mb. Once again, we know that there exists some l ∈ {0, . . . , k−1}
such that the interval [2(mb −ma) − 1, 2(mb −ma)] is contained in Il. As




, 2(mb −ma)− 3k−1γ
]
⊆ I ′l .
64
Again, here we have used that 1− 3k−1γ > 12 . As









we have that B0(b)−B0(a) ∈ I ′l . Thus dBl(a, b) > dN as required.
It would be interesting to know if this perturbation idea is particular to
the c = 13 construction given just before the proof of Theorem 22, or whether
we can apply it to any other constructions of distance covers.














We conclude with the following three questions:










exist for all c ∈ [0, 1)?











For which c ∈ [0, 1) do we have f(c) = g(c)?
Question 25. If the functions f(c) and g(c) are defined for all c ∈ [0, 1),
are they both continuous on [0, 1)?
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Chapter 4
Minimal Percolating Sets in
Bounded Degree Graph Sequences
4.1 Introduction
Given a graph G = (V,E) and a parameter r ∈ N, we consider the following
deterministic process on G, which is known as r-neighbour bootstrap perco-
lation. At time t = 0, an initial set A ⊆ V is chosen to be active, while
all other vertices of G are inactive. At each subsequent discrete time step,
each inactive vertex become active if r or more of its neighbours are already
active and once a vertex is active it stays active forever. More formally,
given a set A ⊆ V , let A0 = A and for t > 0 let
At = At−1 ∪ {v ∈ V : |N(V ) ∩At−1| > r},
that is, At consists of At−1 together with all vertices of G that have at least
r neighbours in At−1. We write 〈A〉 for the set of all vertices that eventually
become active under this process, i.e., 〈A〉 = ⋃t>0At, and we call 〈A〉 the
r-percolation closure of A in G. If G is a finite graph, we say the set A ⊆ V
r-percolates in G if 〈A〉 = V . When the context is clear, we often omit the
parameter r and say statements such as “A percolates in G”.
Historically, bootstrap percolation has often been studied in a random
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setting. When G is a finite graph, we are interested in the probability that
a randomly chosen set A percolates in G. On the other hand, when G is an
infinite graph we are interested in determining the probability that, if we
randomly pick a set A in V , the percolation closure of A contains an infinite
connected component. Bootstrap percolation of this type was first consid-
ered by Chalupa, Leith and Reich [21] in 1979, in which they introduced
the model as a method of studying certain problems in statistical physics.
For more information on the connection between boostrap percolation and
statistical physics, we refer the reader to Adler and Lev’s survey [2].
Much of the work in the area of random bootstrap percolation has gone
into studying bootstrap percolation on the d-dimensional integer lattice Zd,
the d-dimensional grid Zdn on vertex set [n]d, and the the d-dimensional torus
Tdn (also on on vertex set [n]d). Suppose A is a randomly chosen subset of
Zdn, where each vertex of Zdn is chosen with probability p independently of
all other vertices, and let P(p, r) be the probability that A r-percolates in
Zdn. A problem of particular interest is to determine the critical probability
of Zdn for each d, n ∈ N, where the critical probability is defined as
pc(Zdn, r) = inf{p : P(p, r) > 1/2}.
Cerf and Manzo [20] determined pc(Zdn, r), up to a constant factor, for all









while Balogh, Bollobás and Morris (d = r = 3) [10] and Balogh, Bollobás,
Duminil-Copin and Morris [9] determined, for all 2 6 r 6 d, the value of
the constant factor. For further results in this direction, see, for example,
[7], [11] or [12]. When n = 2, the grid Zd2 is known as the d-dimensional
hypercube, and is written Qd. Balogh and Bollobás [7] determined, up to a
multiplicative constant, the critical probability of the hypercube when r = 2
for all dimensions d.
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In this chapter, rather than studying properties of a random set of ver-
tices, we are interested in the existence of set of vertices with certain partic-
ular properties. We are particularly interested in minimal percolating sets,
that is, sets A ⊆ V that percolate in G but have the property that no proper
subset of A percolates. Clearly the smallest sets that percolate in G will be
minimal percolating, but it may also be the case that much larger sets than
these are also minimal percolating. For all graphs G and all r ∈ N we define
the following two quantities:
m(G, r) = min{|A| : A ⊆ V is a minimal percolating set in G},
M(G, r) = max{|A| : A ⊆ V is a minimal percolating set in G}.
Much work has gone into determining the above two quantities for a
variety of natural families of graphs. It is a well known folklore result that
m(Z2n, 2) = n. It easy to see that m(Z2n, 2) 6 n as, for example, the set
{(x, x) : x ∈ [n]} 2-percolates in Z2n. To prove equality holds, consider Z2n
as a subset of Z2, so that every vertex has degree 4. For a finite subset
A ⊆ Z2, we define its perimeter, p(A), to be the number of edges in Z2 that
lie between A and Z2 \ A. If v is some vertex in Z2 \ A that is adjacent to
2 or more vertices in A, then it is easy to see that p(A) > p(A ∪ {v}) and
so p(At) > p(At+1) for all t. In particular, if A is a percolating set in Z2n,
then we must have that p(A) > p(Z2n) = 4n, and so |A| > n. Thus we have
that m(Z2n, 2) = n. Note that {(x, x) : x ∈ [n]} is not the only minimal
percolating set of size n in Z2n. See Figure 4.1 for further examples of such
sets when n = 6, as well as an example of a minimal percolating set of size
8.
Balogh and Bollobás [7] showed that for all d, we havem(Qd, 2) = dd2e+1,
though their result easily generalises to show that m(Zdn, 2) = dd(n−1)2 e+ 1,
which extends the above folklore result that m(Z2n, 2) = n. For more general
values of r, Balister, Bollobás, Johnson and Walters [6] showed that, for fixed
d and r with d 6 r 6 2d, we have m(Zdn, r) = (1 − dr )nd + O(nd−1). In the
hypercube, Morrison and Noel [57] showed that m(Qd, 3) = dd(d+3)6 e and, for
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Figure 4.1: Three examples of 2-minimal percolating sets in Z26. The red
vertices are the initially chosen active vertices.





, confirming a conjecture
of Balogh and Bollobás [7].
Far less is known about the largest minimal percolating sets in these
graphs. Morris [56] showed that M(Z2n, 2) = cn2 + O(n) for some constant
4/33 6 c 6 1/6, and that more generally, M(Zdn, 2) > C(d)nd for some con-
stant C(d). In the hypercube, Riedl [61] found the exact value of M(Qd, 2)
and showed that it was of the order of 2d/4. No results are currently known
for the size of the largest minimal percolating sets in these graphs when
r > 2. Riedl [62] also considered minimal percolating sets in trees and
showed that if T is a tree on n vertices with l leaves, then
(r − 1)n+ 1
r




M(T, r)−m(T, r) 6 (r − 1)(n− 1)
r2
.
The above results are all examples of where the functions m(G, r) and
M(G, r) have been studied for specific graphs or families of graphs. In this
chapter we look at the behaviours that m(G, r) and M(G, r) can exhibit in
general graphs. Our aim will be to show that, for general graphs of bounded
degree, there is essentially no relation between the size of the smallest min-
imal percolating sets, the size of the largest minimal percolating sets and
the number of vertices in a graph. The motivation for this direction of work
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comes from a question of Morris [56] following his results on 2-dimensional
grids. Morris asked if there exists a bounded degree graph sequence (Gn)
such that |V (Gn)| is increasing and M(Gn, r) = o(n)? Given a graph G, let
δ(G) and ∆(G) be the minimum degree and maximum degree of G respec-
tively.
Definition 26. (Small Percolation Property) For a fixed r ∈ N, we say a
sequence of graphs (Gn) has the Small Percolation Property if it satisfies the
two following conditions:
• There exists a constant C such that ∆(Gn) 6 C for all n,
• limn→∞M(Gn, r)/|V (Gn)| = 0.
We rephrase Morris’s question by asking: given r ∈ N, does there exist
a graph sequence (Gn) with the Small Percolation Property?
In Section 4.2 we define the lexicographic product of two graphs and show
how it can be used to answer this question in the positive and construct many
sequences of graphs that are easily seen to have the Small Percolation Prop-
erty. However, all examples that arise from this method have the property
that the smallest minimal percolating sets and the largest minimal percolat-
ing sets have exactly the same size, namely, size r. Thus, it is natural to ask
if there exist sequences of graphs that have the Small Percolation Property,
but also have the property that the largest minimal percolating sets are in
some sense much larger than the smallest minimal percolating sets.
Definition 27. (Separated Small Percolation Property) For fixed r ∈ N,
we say a sequence of graphs (Gn) has the the Separated Small Percolation
Property if it simultaneously satisfies the following conditions:
• There exist a constant C such that ∆(Gn) 6 C for all n,
• limn→∞M(Gn, r)/|V (Gn)| = 0,
• limn→∞m(Gn, r)/M(Gn, r) = 0.
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We develop the above question by asking: given r ∈ N, does there exist
a graph sequence (Gn) with the Separated Small Percolation Property?
In Section 4.3 we answer this question in the positive for all r > 1
by exhibiting a graph sequence which has the Separated Small Percolation
Property. The construction we give in Section 4.3 is more involved than
that given in Section 4.2 to construct graphs with the Small Percolation
Property. We show that, for all integers p > 1 and l > 4 there exists a graph
G on approximately lr + rp+1 vertices, with ∆(G) = 2r + 1, m(G, r) = r
and M(G, r) bounded between rp and 3rp+1. By taking p = p(n) to be a
function that grows as n does, and l = l(n) to be a function that grows
sufficiently faster than p(n) does, the sequence of graphs that arises from
this construction has the Separated Small Percolation Property.
An automorphism of a graph G is a bijection f : V → V such that
for any pair of vertices x, y ∈ V we have {x, y} is an edge of G if and
only if {f(x), f(y)} is an edge of G. We say G is vertex-transitive if, for
any two vertices x, y ∈ V , there is some automorphism f of G such that
f(x) = y. Similarly we say that G is edge-transitive if, for any two edges
{x1, y1} and {x2, y2} in G, there is some automorphism f of G such that, as
unordered sets, {f(x1), f(y1)} = {x2, y2}. For the rest of this chapter, until
noted otherwise, whenever we say a graph G is transitive we mean that G
is vertex-transitive. If G is transitive, then every vertex of G has the same
degree and so we write d(G) for this quantity. Many of the graphs discussed
above, such as Tdn or Qd, in which percolation has been frequently studied
are transitive. The graphs that we construct in Section 4.3 are not transitive
and this will turn out to be essential to our proofs about the sizes of the
minimal percolating sets in them. As such, it is natural to ask if there exists
a sequence of transitive graphs that have the Separated Small Percolation
Property.
In Section 4.4 we give a construction of graphs that allow us to give a
positive answer to this question as well. The proof that these graphs satisfy
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the necessary conditions is the most involved part of this chapter. Given
integers a, k and l (and certain conditions on a, k and l), we construct a
transitive graph G on (r− 1)kl vertices with d(G) = 16(r− 1), m(G, r) = r
and 2a/3 6M(G, r) 6 lr2. Choosing a = a(n), k = k(n) and l = l(n) to be
strictly increasing functions of n (that satisfy certain conditions) gives a se-
quences of transitive graphs with the Separated Small Percolation Property.
We construct these graphs by first dealing with the case r = 2, and then
using that construction to deal with all other r > 2. The starting point for
the r = 2 case will be the [k]× [l] grid viewed as a torus. We then augment
this grid by adding certain edges that allow us to control the sizes of the
minimal percolating sets. If we call this augmented grid G, we deal with
the general r case by looking at the graph that is formed by replacing every
vertex of G with a copy of Kr−1 and showing that its minimal percolating
sets behave as we would like them to.
We conclude this chapter with some discussion about further directions
this work could take. In particular, we mention an open problem that follows
naturally from the work in Section 4.4.
We briefly mention here another example of an extremal problem that
occurs in deterministic percolation that may be of interest. Recall that,
given a set of vertices A in a graph G = (V,E), we let A0 = A and for t > 0
we let
At = At−1 ∪ {v ∈ V : |N(V ) ∩At−1| > r}.
Further to this, we define fG(A, r) to be the least integer t such that At =
At−1, i.e., the number of time steps it takes for the set A to stabilise under
r-percolation in G. It is natural to ask, how large can fG(A, r) be among
all sets A that percolate in G? We define the function
T (G, r) = max{fG(A, r) : A is an r-percolating subset of V }.
A number of results on T (G, r) exist for a variety of graphs. For example,
Przykucki [59] showed that T (Qd, 2) = bd
2
3 c while Benevides and Przykucki
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[14] showed that T ([n]2, 2) = 13n
2
18 + O(n), see also [13]. When Ap is a ran-
domly chosen subset of Tdn, Bollobás, Holmgren, Smith, Uzzell [17] studied
the distribution of fTdn(Ap, d) while Bollobás, Smith and Uzzell [18] extended
this to looking at the distribution of fTdn(Ap, r). For further examples of work
in this direction see [44].
4.2 Minimal Percolating sets in Lexicographic
Graph Products
Given two graphs G and H, let G[H] be the graph on edge set V (G)×V (H)
whose edges are the set{{








g1 = g2 and (h1, h2) ∈ E(H)
)}
.
We call G[H] the lexicographic product of G with H. Informally, G[H] can
be thought of as the graph that arises from replacing every vertex of G with
a copy of H. Given G and H, and a set A ⊆ V (G), let
FH(A) = {(g, h) : g ∈ A, h ∈ V (H)}.
Moreover, let FH(A) be the collection of all subsets of V (G[H]) that contain
exactly one element of each FH({g}) for each g in A and no other elements
of V (G[H]). That is, FH(A) is the collection of all B ⊆ V (G[H]) such that
∣∣B ∩ FH({v})∣∣ =
1 for all v ∈ A,0 for all v ∈ V (G) \A.
See Figure 4.2 for an example of the lexicographic product of two graphs G
and H as well as an example of a set in FH(A) for some A ⊆ V (G).
We use the following proposition about the lexicographic product to pro-





Figure 4.2: An example of the lexicographic product G[H] of two graphs
G and H. An edge between two sets in this diagram indicates the two sets
are fully connected. If A is the set of red vertices in G, then the set of red
vertices in G[H] is an example of a set in FH(A).
Proposition 28. Let G be a connected graph and let H = G[Kr], where Kr
is the empty graph on r vertices. Then |V (H)| = r|V (G)| and m(H, r) =
M(H, r) = r.
Proof of Proposition 28. It is clear that |V (H)| = r|V (G)| and m(H, r) > r.
Thus it is sufficient to prove that M(H, r) = r, i.e., any minimal percolating
set in H has size r. Let B ⊆ V (H) be a minimal percolating set. If
B = V (H), then no vertex of H can have r or more neighbours, as B is
minimal percolating, and so we must have that G consists of a single vertex
and the proposition follows trivially. If B 6= V (H), then there exists a vertex
v ∈ V (H)\B such that v has at least r neighbours in B. Let B′ be any r of
v’s neighbours in B. We claim that B′ percolates in H. If so, we have that
B = B′ by minimality of B, and so we have proven the proposition. If we
write v = (g, h) for some g ∈ V (G), h ∈ V (H), we have that every vertex in
FH(g) has r neighbours in B
′, and so FH(g) ⊆ 〈B′〉. If g′ is any neighbour
of g in G, then every vertex of FH(g
′) also has at least r neighbours in 〈B′〉
(namely the set FH(g)) and so we have that FH(g
′) ⊆ 〈B′〉. Similarly, if g′′
is any neighbour of any of the neighbours of g, then FH(g
′′) ⊆ 〈B′〉. In this
fashion, as G is connected, we have that FH(x) ⊆ 〈B′〉 for all x ∈ V (G) and
so B′ percolates in H as claimed.
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We can now easily construct sequences of graphs with the Small Perco-
lation Property.
Corollary 29. There exist sequences of graphs that have the Small Perco-
lation Property.
Proof of Corollary 29. Let (Gn) be any sequence of graphs such that
• each Gn is connected,
• there exists a constant C such that ∆(Gn) 6 C for all n,
• the sequence |V (Gn)| is strictly increasing.
For example, we could take each Gn to be the cycle on n vertices. Propo-
sition 28 tells us that the sequence Gn[Kr] is a sequence of graphs with
maximum degree at most rC and limn→∞M(Gn[Kr], r)/|V (Gn)| = 0, thus
(Gn) has the Small Percolation Property.
In all examples that arise from the above construction, we have that
the smallest minimal percolating sets and the largest minimal percolating
sets all have size r. In the next section, we construct sequences of graphs
where this is not the case, in particular, the largest minimal percolating
sets in each graph are, in some precise sense, much larger than the smallest
minimal percolating sets.
4.3 Sequences of Graphs with the Separated Small
Percolation Property
In this section we construct a sequence of graphs with the Separated Small
Percolation Property. Let r, l, p ∈ N with r, p > 2 and l > 4, and let
G = G(r, l, p) be the following graph. We construct G in two parts, which
we call G1 and G2. The first part of our graph, G1, is equal to P [Kr], where
P is a path on vertex set {p1, . . . , pl} with edge set {(pi, pi+1) : i ∈ [l − 1]}.
We write Pi for the set of vertices {(pi, v) : v ∈ V (Kr)} in G1.
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To construct G2, we first start with T = Tr,p+1, the r-ary tree with
p + 1 levels. We label the vertices in the bottom level of T , that is, those
at distance p from the root of T , as {n1, . . . , nrp}. We then take r disjoint
copies of this graph T and for each j ∈ [p+ 1], let Lj be the vertices in the
jth level of all r copies of T , that is, all vertices that are distance j− 1 from
the root of their respective tree. For each i ∈ [rp], we let Ni be the set of r
copies of the vertex ni. Finally, we obtain G2 from these r copies of T by
connecting all vertices in Ni to all vertices in Ni+1 for i = 1, 2, . . . , r
p − 1.
The graph G is formed by taking G1 together with G2 and fully connect-
ing P1 to L1 while also fully connecting Pl to N1. Note that G has lr+
rp+2−r
r−1
vertices and every vertex in G has degree equal to r + 1, 2r or 2r + 1. See
Figure 4.3 for an example of the graph G when r = 2, l = 7, p = 3.
We will see in the proof of Theorem 30 below that any of the sets Lj
(other than Lp+1) is a minimal percolating set in G(r, l, p). Thus G(r, l, p)
has minimal percolating sets of size rj for any 1 6 j 6 p. We will also
see in the proof of Theorem 30 that no minimal percolating set can contain
more than r vertices in G1 and so the minimal percolating sets have size
at most |V (G2)| + r. Finally we will see that we can freely increase l to
increase the number of vertices of G(r, l, p) without changing the sizes of the
minimal percolating sets. This allows us to ensure that we can construct
graphs whose largest minimal percolating sets are much smaller than the
number of vertices in the whole graph.
Theorem 30. Let r, l, p ∈ N with r > 2 and l > 4. The graph G = G(r, l, p)
has |V (G)| = lr+ rp+2−rr−1 , ∆(G) = 2r+ 1, m(G, r) = r and rp 6M(G, r) 6
3rp+1.
Proof of Theorem 30. We begin by making the following observations. Clearly
we have that m(G, r) > r. Let B = V (G1)∪L1∪Lp+1. The graph on vertex
set B is isomorphic to P ′[Kr], where P ′ is a path on l+rp+1 vertices. Thus,
as in the proof of Proposition 28, we have that B ⊆ 〈L1〉 and B ⊆ 〈Pi〉 for















Figure 4.3: A diagram of the graph G = G(2, 7, 3). An edge between two
sets indicates that the two sets are fully connected.
Li has r neighbours in Li+1.
The above two observations combine to show that, for each i ∈ [p+1], the
set Li is an r-percolating set in G. Similarly, for each i ∈ [l], the set Pi is an
r-percolating set in G. An easy consequence of this is that m(G, r) = r. We
next show that, for each j ∈ [p], the set Lj is in fact a minimal percolating
set. Let v ∈ Lj , let A = Lj \ {v}, and let H be the graph on vertex set⋃j
i=1 Li. Each vertex in V (G)\ (V (H)∪P1) has either one or no neighbours
in V (H). Thus, before any vertex in V (G) \ (V (H)∪P1) can become active
we must have that at least one vertex in P1 becomes active. However, if
there are no active vertices in V (G) \ (V (H) ∪ P1), then for any vertex in
P1 to become active we must have that all of L1 is active first. Therefore
to show that A does not percolate in G it is sufficient to show that the
r-percolation closure of A in H does not include every vertex of L1. Let S
be the unique path on j vertices that starts at a vertex, which we call w, in
L1 and ends at the vertex v. We have that A ∩ S = ∅ and each vertex of S
has at most r − 1 neighbours in H. Thus, the r-percolation closure of A in
H does not contain any vertex of S, and in particular, does not contain w.
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As a result, we have that A does not percolate in G and so Lj is minimal
percolating in G.
At this point, we have that m(G, r) = r and M(G, r) > |Lp| = rp. We
finish the proof of this Theorem by showing that no minimal percolating set
A can have more than 3rp+1 vertices. Suppose A is a minimal percolating
set in G and let v be the first vertex in V (G1)\A that becomes active - such a
vertex must exist as no minimal percolating set contains all of G1. Suppose
that v ∈ Pi for some i ∈ [2, l − 1]. If so, the vertex v must have at least r
active neighbours in V (G1)∩A. If we let A′ be a set of r neighbours of v in
V (G1)∩A, then Pi ⊆ 〈A′〉 (as each vertex in Pi is adjacent to all of A′), and
so, because the set Pi r-percolates in G so does the set A
′. As A is minimal
percolating, we have A′ = A and so |A| = r. Thus, we only need to consider
when v ∈ Pi for either i = 1 or i = l. Let A′ = A∩ (G2∪P1∪P2∪Pl−1∪Pl).
We know that v has at least r-neighbours in A, and also that all of v’s
neighbours are in G2 ∪ P1 ∪ P2 ∪ Pl−1 ∪ Pl. Thus we have that v ∈ 〈A′〉. If
v ∈ P1, then, as every vertex of P1 has the same neighbourhood as v, we
have that Pl is in 〈A′〉. Similarly, if v ∈ Pl, then we have that Pl is in 〈A′〉.
As P1 and Pl are both r-percolating sets we have that A
′ also r-percolates
in G, and so A = A′. As A ⊆ G2 ∪ P1 ∪ P2 ∪ Pl−1 ∪ Pl, we have that
|A| 6 |V (G2)|+ 4r 6 3rp+1, and so M(G, r) 6 3rp+1.
As an aside, we note that the graphs we have constructed here have
minimal percolating sets of size rj for all j ∈ [p], namely the layer Lj . We
now use Theorem 30 to construct sequences of graphs with the Separated
Small Percolation Property.
Corollary 31. For each fixed positive integer r > 2 there exists a sequence
of graphs (Gn) that has the Separated Small Percolation Property.
Proof of Corollary 31. Let p(n) be a strictly increasing sequence of integers,
say p(n) = n, and let l(n) be a sequence such that limn→∞ rp(n)/l(n) = 0,
say l(n) = nrp(n). Letting Gn = G(r, l(n), p(n)), we have that V (Gn) > lr
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and ∆(Gn) = 2r + 1 for each n. Theorem 30 shows that
M(Gn, r)/|V (Gn)| 6 3rp(n)/l(n)
and
m(Gn, r)/M(Gn, r) 6 r
1−p.
As n tends to infinity, both of these sequences tend to 0 and so (Gn) is a
graph sequence with the Separated Small Percolation Property.
We remark that it is possible to modify the above construction ofG(r, l, p)
to obtain a sequence of graphs with the Separated Small Percolation Prop-
erty such that every graph in the sequence is 2r + 1 regular. We do not
present this construction here as it has many tedious details that need to
be checked and offers very little that is not already covered by Theorem 30,
especially in light of what is to follow in Section 4.4.
As mentioned in the introduction, the graphs that we have constructed
here are not transitive. Indeed, in order to have control over the sizes of
m(G, r) and M(G, r) it was important that the different layers of the graph,
namely the sets Li, behave differently. Moreover, to make sure that M(G, r)
was small compared to the total number of vertices in the graph we essen-
tially padded out our graph with vertices by increasing l. As noted in the
introduction, many of the graphs that have been studied in the context of
deterministic percolation are transitive. As such, it is natural to ask if there
exists a sequence of graphs with the Separated Small Percolation Property
such that each graph in the sequence is transitive. In Section 4.4 we solve
this problem by showing that such sequences do exist. The graphs we con-
struct are not complicated to describe, yet proving the required bounds for
the sizes of the minimal percolating sets is far more involved than the ideas
used in this chapter up to now.
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4.4 Transitive Graphs with the Separated Small
Percolation Property via Augmented Grids
In this section, we construct a sequence of transitive graphs that has the
Separated Small Percolation Property. We do this first for r = 2, and use
this case to then construct appropriate sequences for all r ∈ N.
4.4.1 The case r = 2
Fix k, l ∈ N. We will consider certain graphs on the vertex set
V = V (k, l) = {(x, y) : x ∈ [0, k − 1], y ∈ [0, l − 1]}.
We take all arithmetic in the first coordinate (resp. second coordinate)
modulo k (resp. l). For example, the vertex (k + 1, l) is the same vertex as
(1, 0). For fixed y, we write row x for the set Ry = {(u, y) : u ∈ [k]} and
we write column x for the set Cx = {(x, u) : u ∈ [l]}. Given k, l and a set
S ⊆ V we define G(k, l, S) to be the graph on vertex set V = V (k, l) with
edge set E(S) where
E(S) =
{
{(x, y), (x+ s1, y + s2)} : (x, y) ∈ V, (s1, s2) ∈ S
}
.
Note that as our vertex set V is the [0, k− 1]× [0, l− 1] torus, and our edge
set E(S) is defined using addition on this torus, we have that G(k, l, S) is a
transitive graph for all k, l and S. In fact we have that, as long as G(k, l, S)
is connected, then G(k, l, S) is the underlying undirected graph of a Cayley
graph of the group (Tk,l,+), where Tk,l is the k by l torus, with generating
set S.
Given (s1, s2) ∈ V let T (s1, s2) = {(ts1, ts2) : t ∈ N}. We prove the
following simple lemma about 2-percolation in G(k, l, S).
Lemma 32. Let k, l ∈ N and suppose {(s1, s2), (2s1, 2s2)} ⊆ S for some
(s1, s2) ∈ V . Let G = G(k, l, S) and let ω1 = {(0, 0), (s1, s2)} and ω2 =
{(0, 0), (2s1, 2s2)}. Then the set T (s1, s2) is a subset of both 〈ω1〉 and 〈ω2〉
under 2-percolation.
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Proof of Lemma 32. We first show the result for ω1. We have that (ts1, ts2)
is adjacent to both
(




(t − 2)s1, (t − 2)s2
)
for all
t > 2. Thus, as (0, 0) and (s1, s2) are in ω1, we have that T (s1, s2) ⊆ 〈ω1〉
by induction on t. We now show the result for ω2. As (s1, s2) is adjacent to
both (0, 0) and (2s1, 2s2) we have that (s1, s2) ∈ 〈ω2〉. Thus ω1 ⊆ 〈ω2〉 and
so we are done by the above.
We will also need the following lemma.
Lemma 33. Let c, k, l ∈ N be such that c and k are coprime to l. Then
T (1, c) = V . Similarly, if b, k, l ∈ N are such that b and l are coprime to k,
then T (b, 1) = V .
Proof of Lemma 33. The set T (1, c) contains at least one vertex in every
column of V so it is sufficient, by transitivity of our graph G, to prove that
all of column 0 is in T (1, c). Let Tk(1, c) be the subset of T (1, c) obtained
by taking every kth element of T (1, c), that is Tk(1, c) = {(0, ktc) : t ∈ N}.
As kc is coprime to l, Tk contains all of column 0, proving the first part of
the Theorem. The second part of the Theorem follows by symmetry of the
two coordinates.
We are now ready to describe the graph G we will use to construct our
sequence. Fix coprime integers k, l ∈ N with k, l > 20. Let a, b, c ∈ N be
integers such that
• 2 6 a < c/2 < l/6,
• c is coprime to l,
• 3 6 b < k/4,
• b is coprime to k.
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We define the sets
S1(a) =
{










(b, 1), (2b, 2), (1, c), (2, 2c)
}
,
and let S = S(a, b, c) = S1(a) ∪ S2 ∪ S3(b, c). Finally let G = G(k, l, S). We
split the edges of G into the three sets: E1 = E(S1(a)), E2 = E(S2), and
E3 = E(S3(b, c)). Note that all the edges that lie between different columns
of G are in E2 ∪ E3. It is clear that G is transitive and so our aim will be
to prove the following theorem.
Theorem 34. Let a, b, c, k, l, S and G = G(k, l, S) be as defined above. Then
m(G, 2) = 2 and 2a/3 6M(G, 2) 6 2l.
Before we are ready to proceed we will need to prove a few more lemmas.
Lemma 35. Let a, b, c, k, l, S and G = G(k, l, S) be as defined above. Let
ω ⊆ V (G). If ω contains a pair of vertices that are connected by an edge
e ∈ E2 ∪ E3, then 〈ω〉 = V .
Proof of Lemma 35. Suppose first that ω contains a pair of vertices con-
nected by an edge in E3. By transitivity, we may assume that one of these
vertices is the vertex (0, 0), while the other is one of (b, 1), (2b, 2), (1, c) or
(2, 2c). By Lemma 32 we have that one of T (b, 1) or T (1, c) is a subset of
〈ω〉. As k, l are coprime and b is coprime to k while c is coprime to l, Lemma
33 tells us that T (b, 1) = T (c, 1) = V and so we are done.
We next consider the case that ω contains a pair of vertices connected
by an edge in E2. Again, we may assume one vertex is (0, 0) while the other
vertex is either (1, 0) or (2, 0). Lemma 32 tells us that T (1, 0), which is the
entire of row 0, is in 〈ω〉. In particular the vertex (b, 0) is in 〈ω〉. As the
vertex (b, 1) is adjacent to (0, 0) and (b, 0) we have that (b, 1) is in 〈ω〉 as
well. Thus 〈ω〉 contains two vertices connected by an edge in E3 and so, by
the above, 〈ω〉 = V .
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For p ∈ N, let L(p) be the set {(0, t) : t ∈ [0, p]}, which we refer to as a
line. Moreover, for a point (s1, s2) ∈ V let
L(p) + (s1, s2) = {(s1, s2 + t) : t ∈ [0, p]}.
Lemma 36. Let a, b, c, k, l, S and G = G(k, l, S) be as defined above. Let
L1 = L(a− 2) and L2 = L(2a− 3) \ {(0, a− 2), (0, a− 1)}. Then 〈L1〉 = L1
and 〈L2〉 = L2.
Proof of Lemma 36. We first show that 〈L1〉 = L1. We will show there is
no vertex in V \ L1 that is adjacent to two or more vertices in L1. Suppose
this is not the case, and is some vertex (x, y) in V \ L1 that is adjacent to
two or more vertices in L1. We must have that (x, y) is in the intersection
of at least two of the following sets, which are all the translates of L1 by
elements of S:
• A1 = L1 + (0, 1),
• A2 = L1 + (0,−1),
• A3 = L1 + (0, a),
• A4 = L1 + (0,−a),
• A5 = L1 + (1, 0),
• A6 = L1 + (−1, 0),
• A7 = L1 + (2, 0),
• A8 = L1 + (−2, 0),
• A9 = L1 + (b, 1),
• A10 = L1 + (−b,−1),
• A11 = L1 + (2b, 2),
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• A12 = L1 + (−2b,−2),
• A13 = L1 + (1, c),
• A14 = L1 + (−1,−c),
• A15 = L1 + (2, 2c),
• A16 = L1 + (−2,−2c).
We only need to consider the intersections between A1, A2, A3 and A4, and
the intersections A5∩A13, A6∩A14, A7∩A15 and A8∩A16; all other possible
intersections are empty as the respective sets lie in different columns as
4b < k. We have that A5∩A13 = A6∩A14 = ∅ as a−2 < c and c+a−2 < l.
Similarly, A7 ∩ A15 = A8 ∩ A16 = ∅ as a − 2 < 2c and 2c + a − 2 < l. It
is easy to see that, other than A1 with A2, the sets A1, A2, A3 and A4 are
pairwise disjoint, as 3a − 2 < l. Thus, other than A1 with A2, the sets
Ai are all pairwise disjoint, and so no such vertex (x, y) can exist unless
(x, y) ∈ A1 ∩A2. However A1 ∩A2 ⊆ L1 and so (x, y) 6∈ A1 ∩A2. Therefore
〈L1〉 = L1.
The proof that 〈L2〉 = L2 follows in a similar fashion. Label the sets
B1 = L2 + (0, 1), B2 = L2 + (0,−1), . . . , B16 = L2 + (−2,−2c) in the same
way we labelled the sets Ai above. Once again, as (x, y) 6∈ B1 ∩B2 ⊆ L2, to
show that 〈L2〉 = L2 it is sufficient to show that, other than B1 with B2, the
Bi are pairwise disjoint. We only need to consider the intersections between
B1, B2, B3 and B4, and the intersections B5 ∩B13, B6 ∩B14, B7 ∩B15 and
B8 ∩ B16; all other possible intersections are empty as the respective sets
lie in different columns as 4b < k. We have that B5 ∩ B13 = B6 ∩ B14 = ∅
as 2a − 3 < c and c + 2a − 3 < l. Similarly, B7 ∩ B15 = B8 ∩ B16 = ∅ as
2a− 3 < 2c and 2c+ 2a− 3 < l. It is easy to see that, other than B1 with
B2, the sets B1, B2, B3 and B4 are pairwise disjoint, as 4a − 3 < l. Thus
〈L2〉 = L2.
Armed with the above lemmas, we are now ready to prove Theorem 34.
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Proof of Theorem 34. By Lemma 35, the set ω = {(0, 0), (0, 1)} 2-percolates
in G, and so m(G, 2) = 2. We now exhibit a minimal percolating set of size
d2a/3e, which we call ω(a). The set ω(a) will essentially be the line L(a−1)
with every third vertex removed. When a ≡ 2 mod 3, let
ω(a) = {(0, 3t), (0, 3t+ 1) : t ∈ [0, (a− 2)/3]}.
If a ≡ 0 mod 3, let
ω(a) =
(







Finally, if a ≡ 1 mod 3 let





In each case, we have that |ω(a)| = d2a/3e.
We first show that ω(a) percolates in G. It is easy to see that L(a−1) ⊆
〈ω(a)〉. Now suppose that L(t−1) ⊆ 〈ω(a)〉 for some t > a. The vertex (0, t)
is adjacent to (0, t − 1) and (0, t − a), both of which are in 〈ω〉. Therefore
(0, t) ∈ 〈ω(a)〉, and hence L(t) ⊆ 〈ω(a)〉. By induction on t, we have that
all of C0 is in 〈ω(a)〉. The vertex (1, c) is adjacent to both the vertices (0, 0)
and (0, c), and so (1, c) ∈ 〈ω(a)〉. Thus, by Lemma 35, ω(a) percolates in G.
We now show that ω(a) is minimal percolating in G. Let L1 and L2 be
as defined in Lemma 36. Let (0, y) ∈ ω(a) and let ω′ = ω(a) \ {(0, y)}. If
y = 0, then ω′ ⊆ L1 + (0, 1), while if y = a− 1 then ω′ ⊆ L1. For all other
values of y, we have that ω′ ⊆ L2+(0,−a+y+1) or ω′ ⊆ L2+(0,−a+y+2).
In all cases we have that ω′ is contained in a translation of either L1 or L2.
Thus, by Lemma 36, we have that ω′ does not percolate in G.
We conclude the proof of the theorem by showing that any minimal
percolating set in G is contained in at most two columns of G, and so has
size at most 2l. Let ω be a minimal percolating set in G. Recall that Ci
denotes the ith column of G, that is, Ci = {(i, u) : u ∈ [l]}. For each
i ∈ [0, k], let ω(i) = ω ∩ Ci, and let γ(i) be the 2-percolation closure of ω




We cannot have that γ = V . Indeed, if γ = V , then every ω(i) percolates
in each Ci, but then ω(0) ∪ ω(1) is a proper subset of ω that percolates.
Thus γ 6= V , and there is some vertex (x, y) ∈ V \ γ that is adjacent to
two vertices in γ. Call these two vertices (i1, j1) and (i2, j2) and note that
either the edge between (x, y) and (i1, j1) or the edge between (x, y) and
(i2, j2) is in E2 ∪ E3. We have (i1, j1) ∈ γ(j1) and (i2, j2) ∈ γ(j2). Thus
(i1, j1), (i2, j2) ∈ 〈ω(j1) ∪ ω(j2)〉, and so (x, y) ∈ 〈ω(j1) ∪ ω(j2)〉. Thus, by
Lemma 35, the set ω(j1)∪ω(j2) percolates in G, and so ω = ω(j1)∪ω(j2) by
the minimality of ω. As ω ⊆ Cj1 ∪Cj2 we have that |ω| 6 2l as required.
Using Theorem 34 it is easy to construct sequences of transitive graphs
that have the Separated Small Percolation Property. For example, for n > 3
define the sequences kn = 4
n, ln = 3
n, an = 2
n−2, bn = 3n−1 and cn = 2n. It
easy to check that kn and ln are coprime, 2 6 an < cn/2 < ln/6, cn is coprime
to ln, 3 6 bn < kn/4 and bn is coprime to kn, for all n > 3. Let (Gn) be the
graph sequence with Gn = G(kn, ln, Sn) where Sn = S(an, bn, cn). For each
n, the graph Gn is transitive, and m(G, 2) = 2, 2
n−1/3 6 M(G, 2) 6 2 · 3n
and |V (G)| = 12n. Thus this sequence is a sequence of transitive graphs
that has the Separated Small Percolation Property for r = 2.
4.4.2 The case r > 2
We are now ready to describe how to modify our construction to find se-
quences of transitive graphs that, for r > 2, have the Separated Small Per-
colation Property. To do this, we need the following general proposition on
lexicographic products and its subsequent corollary.
Proposition 37. Let s, r, R ∈ N such that r < R and Rr 6 s < Rr−1 . Let G
be any graph, and let H be any graph on s vertices. Then, a set ω ⊆ V (G)
r-percolates in G if and only if the set FH(ω) ⊆ V (G[H]) R-percolates in
G[H].
Proof of Proposition 37. Let k ∈ N. We note that if k > r, then ks > rs >
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R. On the other hand, if ks > R, then k > R/s > r− 1 and so k > r. Thus
for any integer k, we have that k > r if and only if ks > R.
Let ω be any subset of V (G). We show by induction that, for each
t ∈ N, we have FH(ωt) = FH(ω)t. This clearly holds for t = 0 as ω = ω0
and FH(ω) = FH(ω)0. Suppose the induction hypothesis is true for t − 1.
Let g be any vertex of V (G) \ωt−1, let k be the number of neighbours v has
in ωt−1, and let (g, h) ∈ FH(v). As FH(ωt−1) = FH(ω)t−1, the vertex (g, h)
is in V (G[H]) \FH(ω)t−1 and has exactly ks neighbours in FH(ω)t−1. Note
that g ∈ ωt if and only if k > r, while (g, h) ∈ FH(ω)t if and only if ks > R.
As shown above, k > r if and only if ks > R, and so g ∈ ωt if and only if
(g, h) ∈ FH(ω)t. Thus, we have that FH(ωt) = FH(ω)t as required.
Suppose now that ω is an r-percolating set in G. This means that, for
some t, we have ωt = V (G). Thus the set FH(ω) R-percolates in H as
FH(ω)t = FH(ωt) = FH(V (G)) = V (H). On the other hand, if ω does not
r-percolate in G, then there is some vertex v ∈ V (G) such that v /∈ ωt for
any t > 0. Thus FH(ω)t = FH(ωt) does not contain any vertex of FH(v) for
any t > 0, and so FH(ω) does not R-percolate in H.
Corollary 38. Let s, r, R ∈ N such that r < R and Rr 6 s < Rr−1 . Let
G be any graph, and let H be any graph on s vertices. If ω is a minimal
r-percolating set in G, then there exists sets Ω1,Ω2 ⊆ V (G[H]) such that
Ω1 ⊆ Ω2 ⊆ FH(ω), Ω1 ∈ FH(ω) and Ω2 is minimal R-percolating in G[H].
In particular, m(G[H], R) 6 m(G, r)s and M(G[H], R) >M(G, r).
Proof of Corollary 38. By Proposition 37, FH(ω) is an R-percolating set in
G[H] and so some Ω2 ⊆ FH(ω) is minimal R-percolating in G[H]. We claim
that Ω2 must contain at least one vertex of FH(v) for each v ∈ ω, which
proves the corollary. Suppose the claim is not true. Then there is some
v ∈ ω such that Ω2 ⊆ FH(ω \ {v}). As Ω2 R-percolates in G[H] we must
have also have that FH(ω\{v}) R-percolates in G[H]. However, Proposition
37 then tells us that ω \ {v} r-percolates in G, contradicting the fact that ω
was minimal percolating. Thus no such vertex v can exist.
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We apply Corollary 38 to the graphs G = G(k, l, S) and H = Kr−1.
If we write V (H) = [r − 1], then we can write the vertex set V (G[H])
as {(x, y, j) : x ∈ [0, k − 1], y ∈ [0, l − 1], j ∈ [r − 1]}. As 2 < r and
r
2 6 r − 1 < r, Corollary 38 tells us that M(G[H], r) > M(G, 2) > 2a/3
and m(G[H], r) 6 (r − 1)m(G, 2) = 2(r − 1). In fact, it is easy to see that
m(G[H], r) = r. We know, by say Lemma 35, that the set {(0, 0), (0, 1)} is



































is an r-percolating set in G[H], and
so we have that Ω is also an r-percolating set in G[H].
Corollary 38 does not give us an upper bound for M(G[H], r), and so
we will show that M(G[H], r) 6 l(r − 1)r by hand. The proof is essentially
identical to the end of the proof of Theorem 34. Suppose Ω is a minimal
percolating set in G[H] and for each i in [0, k] let Ω(i) = Ω ∩ FH(Ci). Let
Γ(i) be the r-percolation closure of Ω(i) when restricted to the graph on
vertex set FH(Ci) and let Γ =
⋃
i Γ(i).
We cannot have that Γ = V (G[H]). Indeed, if Γ = V (G[H]), then each
Ω(i) percolates in FH(Ci) and so, by Proposition 37, the set Ω(0) ∪ Ω(1) is
a subset of Ω that percolates in G[H]. Thus we have that Γ 6= V (G[H]) and
so there is some vertex (x, y, j) ∈ V (G[H]) \ Γ that is adjacent to at least
r vertices in Ω, say {(wi, vi, ji) : i ∈ [r]}. It cannot be the case that all r
of these vertices lie in FH(Cx), as otherwise we would have (x, y, j) ∈ Ω(x),
and so without loss of generality we assume that (w1, v1, j1) 6∈ FH(Cx).
Let Ω′ =
⋃r
i=1 Ω(wi) and consider 〈Ω′〉. We have that (x, y, j) ∈ 〈Ω′〉.




has at least as many active neighbours



















Note that, as (x, y) and (w1, v1) are connected by an edge in E2 ∪ E3
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in G, Lemma 35 tells us that the set {(x, y), (w1, v1)} 2-percolates in G.
Proposition 37 then tells us that FH({(x, y), (w1, v1)}) is an r-percolating set
in G[H]. As FH({(x, y), (w1, v1)}) ⊆ 〈Ω′〉 we have that Ω′ also r-percolates
in G[H]. As Ω′ ⊆ Ω and Ω was minimal r-percolating set in G[H], we have
that Ω′ = Ω and so |Ω| 6 l(r − 1)r.
We now use all of the the above to construct a transitive sequence of
graphs with the Separated Small Percolation Property. For a fixed inte-
ger r > 2, if we define the graph sequence (Gn) as in the r = 2 case,
that is let kn = 4
n, ln = 3
n, an = 2
n−2, bn = 3n−1 and cn = 2n, and let
each Gn = G(kn, ln, Sn) where Sn = S(an, bn, cn), then the graph sequence
(Gn[Kr−1]) is a sequence of transitive graphs with the Separated Small Per-
colation Property.
4.5 Conclusion
We conclude this chapter with some open problems and a discussion of
further directions that this research can be taken in. As was remarked in
the introduction, very little is known about M(G, r) when G is a grid or
hypercube and r > 2. Thus, it would be interesting to either determine or
give asymptotic bounds for M(G, r) when r > 2 and G = Zdn or G = Qd.
We note that all the graphs G constructed in this chapter have the property
that m(G, r) = r. As a result, one might ask if there exists sequences of
graphs (Gn) that have the Separated Small Percolation Property as well as
the property that m(G, r) > r, or even limn→∞m(Gn, r) = ∞. We can
easily deal with this question in the following way. Given a graph G and
an integer t let tG be the graph that consists of t disjoint copies of G. We
have that m(tG, r) = tm(G, r) and M(tG, r) = tM(G, r). Thus, if (Gn) is a
graph sequence with the Separated Small Percolation Property, then (nGn)
is a graph sequence with the Separated Small Percolation Property that also
has limn→∞m(Gn, r) = ∞. Moreover, if each Gn is transitive, then so is
each nGn. On the face of it, this seems like an unsatisfactory solution as
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the resulting graphs are not connected, and often the graphs of interest in
the study of percolation are connected. Thus it may be worth looking for
examples of connected graph sequences that answer this question.
For the remainder of this section, we will no longer use the word transi-
tive to just refer to vertex-transitive graphs, and instead we will now differ-
entiate between vertex-transitive and edge-transitive graphs. As discussed
in the introduction, the aim of this chapter was to show that, for general
graphs of bounded degree, there is essentially no relation between the sizes
of the smallest minimal percolating sets, the sizes of the largest minimal
percolating sets and the number of vertices in a graph. We achieved this in
Section 4.3, while in Section 4.4 we showed that this is the case even when
we restrict to looking at vertex-transitive graphs. However, our construc-
tion that helped us achieve this was not edge-transitive, indeed, it was in
some sense far from it and this was vital to our construction. For example,
in the r = 2 case, Lemma 35 described how the edges in E2 ∪ E3 behaved
differently from the edges in E1, and it was the edges in E2 ∪ E3 that gave
us the ability to control the different sizes of the minimal percolating sets
in the graph. Many of the graphs that have been studied in the context of
percolation are not only vertex-transitive, but also edge-transitive, such as
Tdn or Qd, and so it is natural to ask what behaviour of minimal percolating
sets can occur in graphs that are both vertex-transitive and edge-transitive.
Question 39. Given r ∈ N, does there exist a graph sequence (Gn) with the
Separated Small Percolation Property such that every graph in (Gn) is both
vertex-transitive and edge-transitive?
We believe that the answer to this question is yes, as has been the case
with all other similar questions in this chapter. If so, the constructions re-
quired to answer this question will most likely be very different from those
presented in this chapter, due to the way different sets of edges behave
in our construction. Moreover, we dealt with the vertex-transitive case
by first coming up with constructions for r = 2, then taking the lexico-
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graphic product of these graphs with Kr−1, and using the fact that if G
is a vertex-transitive graph, then so is G[Kr−1]. It was necessary that we





⊆ 〈Ω′〉 in the last stages of our proof. However, if G is
an edge-transitive graph, then it is not necessarily the case that G[Kr−1] is
also an edge-transitive graph. All is not lost, as we do have that G[Ks] is
still edge transitive, for any s ∈ N, and so perhaps a construction using this
fact could be of use in answering Question 39.
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Chapter 5
Maximising the Number of
k-cycles in Tournaments
5.1 Introduction
The contents of this chapter is joint work with Jack Bartley. Throughout
this chapter k and n will always be positive integers. Moreover, whenever we
take any limits we will always assume k to be fixed and n to be increasing.
A tournament T = (V,E) is a complete graph where every edge has been
given an orientation or direction. For two vertices x, y ∈ V (T ) we write
(x, y) ∈ E(T ) to indicate that the edge between x and y is oriented from x
to y. The out-degree of x, written o(x), is the number of edges in T that
are oriented away from x. Similarly, the in-degree of x, written i(x), is the
number of edges that are oriented towards x. Note that for any tournament
T on n vertices and any vertex v ∈ V (T ) we have o(v) + i(v) = n − 1. We
say that v dominates a set S ⊆ V (T ) \ {v} if every edge between v and S
is oriented from v to S, while we say that v is dominated by S if every edge
between v and S is oriented from S to v. A k-cycle in T is an ordered set
of k different vertices in T , say (v1, . . . , vk), such that (vi, vi+1) ∈ E(T ) for
each i = 1, . . . , k − 1 and also (vk, v1) ∈ E(T ). A random tournament is a
tournament where every edge is oriented in a given direction with probability
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1
2 , independently of all other edges. In this chapter we will often omit the
word “expected” when discussing random tournaments. For example, we
take the statement “T has more k-cycles than a random tournament” to
mean that T has more k-cycles than expected in a random tournament (on
the same number of vertices as T ).
Given k and n, it is natural to ask: what is the maximum number of
k-cycles that a tournament on n vertices can have? For a tournament T let
C(T, k) be the number of k-cycles in T . Moreover, let
C(n, k) = max{C(T, k) : |V (T )| = n}.
Let f(n, k) denoted the expected number of k-cycles in a random tournament









It turns out to be interesting to compare C(n, k) with f(n, k), particularly
for fixed k and increasing n. Clearly we have that C(n, k) > f(n, k) for all
k and n. For a tournament T let c(T, k) = C(T,k)f(n,k) and c(n, k) =
C(n,k)
f(n,k) . For
any k and n > k+ 1 we have that c(n− 1, k) > c(n, k); to see this first note
that if T is a tournament on n vertices such that C(T, k) = C(n, k), then
there must be some vertex v ∈ V (T ) that lies in at most kC(T,k)n k-cycles of
T . Removing v from T leaves a tournament T ′ on n− 1 vertices with
















Thus the limit limn→∞ c(n, k) exists. Let c(k) = limn→∞ c(n, k). As C(n, k) >
f(n, k) for all k and n we have that c(k) > 1 for all k. A result of Kendall
and Babington Smith [47] shows that c(3) = 1, that is, no tournament can
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have (asymptotically as n increases) more 3-cycles than a random tourna-
ment1. Komarov and Mackey [49] showed (through more involved methods)
that a similar result holds for k = 5, that is, c(5) = 1. On the other
hand, Beineke and Harary [8] defined, for each n ∈ N, a tournament An
with C(An, 4) =
4
3f(n, 4) + O(n
3) which shows that c(4) > 43 . Beineke and
Harary’s tournament An is defined as follows. First, suppose that n is odd,
and let An be the tournament on vertex set {0, 1, . . . , n−1}, where the edge
between vi and vj is oriented from vi to vj when j ∈ {i+1, i+2, . . . , i+ n−12 }
and oriented from vj to vi otherwise. Here, all indices are taken modulo n.
When n is even, An is defined as the tournament obtained by removing any
vertex from An+1. See Figure 5.1 for an example of the tournament An
when n = 5. Beineke and Harary in fact proved the stronger result that













Figure 5.1: The picture on the left is the tournament A5 while the picture
on the right highlights the direction of the edges adjacent to vertex 0 in A5.
To summarise the above results, we have that c(3) = 1, c(4) = 43 and
c(5) = 1. In Section 5.2 we discuss these three results in more detail and
review their proofs. At this point it is natural to ask: for what values of k
do we have that c(k) > 1? An obvious conjecture might be that c(k) > 1
if and only if k is even. Such a conjecture would suggest a fundamental
difference between odd and even directed cycles, which would be analogous
1We remark that in a number of places this result has been recorded as a “folklore”
result, rather than being attributed to Kendall and Babington Smith.
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to the difference that often occurs between odd and even undirected cycles
in many graph problems2. However, based on the results that are to follow
in this chapter, we pose the following different conjecture:
Conjecture 40. We have c(k) > 1 if and only if k is a multiple of 4.
In Section 5.3 we show that one direction of this conjecture holds true
by proving the following theorem about the tournament An:
Theorem 41. If k is a multiple of 4, then c(An, k) > 1 + 2−(k−2) − o(1).
Theorem 41 shows that c(k) > 1 + 2−(k−2) whenever k is a multiple of 4.
We do not believe that Theorem 41 is tight, indeed when k = 4 the Theorem
only tells us that c(4) > 54 while we know that c(4) =
4
3 . We discuss this in
more detail at the end of Section 5.4.
We say a tournament is regular if every vertex has out-degree equal to
n−1
2 , while we say that a tournament is semi-regular if half the vertices have
out-degree equal to n2 − 1 and the other half have out-degree equal to n2 + 1.
Clearly all regular tournaments have an odd number of vertices while all
semi-regular tournaments have an even number of vertices. Let us briefly
turn our attention to the task of counting k-cycles in regular tournaments.
For k > 3 and odd n, let






We remark that, unlike in the general case, we are unable to show that the
sequence creg(n, k) is decreasing as n increases. Indeed, it is not always the
case that for a regular tournament T there exist two vertices x, y ∈ V (T )
such that when x and y are removed from T the remaining tournament is
2For example, for any integer r > 3 the Turán density of the cycle Cr is equal to 0 if r
is even and equal to 1
2
if r is odd.
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still regular. Thus, it is not clear that the limit limn→∞creg(n, k) always
exists. It is an interesting open question to determine whether or not this
limit exists - we do believe that it should exist for all k > 3.
Savchenko [63, 64] used linear algebraic methods to study Creg(n, k) for
k = 5, 6 and 7. When k = 5 Savchenko proved the following theorem,
relating C(T, 4) and C(T, 5) for any regular tournament T :
Theorem 42. (Savchenko) If T is a regular tournament on n vertices, then
2C(T, 4) + C(T, 5) =
n(n2 − 1)(n3 − 9)
160
.
As C(T, 4) = O(n4) for any tournament T we have that Theorem 42
implies creg(n, 5) = 1+o(1), which is a special case of Komarov and Mackey’s
result. For k = 6, Savchenko obtained a tight upper bound for Creg(n, 6), a
consequence of which is that creg(n, 6) = 1 + o(1). When k = 7 Savchenko
gave a conjecture for a tight upper bound for Creg(n, 7) which, if true, would
show that creg(n, 7) = 1+o(1). In Section 5.4 we use different linear algebraic
methods from Savchenko to prove the following theorem.:
Theorem 43. If k is not a multiple of 4, then creg(n, k) = 1 + o(1).
This theorem is essentially a generalisation of the asymptotic conse-
quences of Savchenko’s results for k = 5, 6 and Savchenko’s conjecture for
k = 7. As the tournament An is regular when n is odd, Theorem’s 41 and 43
show that Conjecture 40 holds when we restrict our attention to the space of
regular tournaments. It seems reasonable to believe that the tournaments
which maximise the number of k-cycles will either be regular or close to
regular, and so we take Theorem 43 to be evidence that Conjecture 40 is
true.
We conclude this introduction by discussing some of the work that has
been done on some problems related to the focus of this chapter. Returning
to the problem of counting k-cycles in all tournaments, Linial and Morgen-
stern [50, 51] looked at the following problems. Suppose T is a tournament
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on n vertices with a fixed number of 3-cycles. How small can C(T, 4) be?
How large can C(T, 4) be? Linial and Morgenstern showed that if (Tn) is a














then c4 6 2c3 and this bound is tight. In the other direction, they presented
a construction which they conjecture minimises c4 for a fixed c3. If their
conjecture is true and their construction does minimise c4 for a fixed c3, then
it would show that there is no (obvious) simple expression for the minimum
possible value of c4 in terms of c3.
In a different setting, we remark that our problem bears some similarity
to the following problem in Ramsey Theory. For a graph G and integers
n and r, let Mr(G,n) be the minimum number of monochromatic copies
of G that can appear in an r-colouring of (the edges of) Kn. Moreover,
let f(G,n, r) be the expected number of monochromatic copies of G in a
random r-colouring of Kn. We say a graph G is r-common if, as n in-
creases, the quantity Mr(G,n) is asymptotically equal to f(G,n, r). Note







monochromatic copies of G. Goodman [40] showed that the graph K3 is
2-common and this result led Erdős [30] to conjecture that Kt is 2-common
for all t > 3. Thomason [69, 70] disproved this conjecture by showing that
Kt is not 2-common for all t > 3. As a special case, Thomason showed














+ O(n3). Conlon [24] gave the current best known lower bound for





where C ≈ 2.18 is a constant. There is much less known about Mr(G,n)
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when r > 3. Cummings and Young [27] showed that any graph which
contains a triangle is not 3-common. Cummings, Král’, Pfender, Sperfeld,
Treglown, and Young [26] calculated the exact value of M3(K3, n), and their







+ O(n2). See the introduction of [42]
for further information on what is currently known about k-common graphs.
5.2 Previous Results: The cases k = 3, 4 and 5
In this section we discuss the previously known results for k = 3, 4 and 5. In
Section 5.2.1 we present a folklore proof of Kendall and Babington Smith’s
result that shows c(3) = 1. In Section 5.2.2 we present Beineke and Harary’s
proof that c(An, 4) = c(n, 4) =
4
3 + o(1), which shows that c(4) =
4
3 . Finally
in Section 5.2.3 we outline Komarov and Mackey’s proof that c(5) = 1.
5.2.1 The case k = 3




24 for n odd,
n(n2−4)
24 for n even.
(5.1)
In this section we present a well known folklore proof of this result. Note
that (5.1), together with the fact that c(3) > 1, shows that c(3) = 1. Up
to isomorphism, there are two different tournaments on 3 vertices, the 3-
cycle T1 and the transitive tournament T2, as in Figure 5.2. Let T be a
T1 T2
Figure 5.2: The two non-isomorphic tournaments on 3 vertices.
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tournament on n vertices. We make the obvious observation that three
vertices in T form a 3-cycle if any only if they do not form a copy of T2.
Moreover, in any copy of T2, there is exactly one vertex that dominates the
































is minimised when all the o(v) are as equal as possible. When
n is odd this occurs when o(v) = n−12 for all v ∈ V (T ), while when n is even
this occurs when half of the v ∈ V (T ) have o(v) = n2 and the other half have
o(v) = n2 − 1. Thus, we have that (5.1) holds. Note that equality holds in
(5.1) for any regular or semi-regular tournament, such as the tournament
An.
5.2.2 The case k = 4
We now show how Beineke and Harary proved that C(An, 4) = C(n, 4) =
4
3f(n, 4) +O(n
3). Up to isomorphism, there are four different tournaments
on 4 vertices, which we label T1 to T4 as in Figure 5.3. Note that the only
one of these tournaments which contains a 4-cycle is T3.
T1 T2 T3 T4
Figure 5.3: The four non-isomorphic tournaments on 4 vertices. Only T3
contains a 4-cycle, which we have highlighted in red.
Let T be a tournament on n vertices. A set of 4 vertices in T certainly
















Once again,the right hand side of (5.2) is maximised when all the o(v) are
as equal as possible. Performing a similar calculation to the case k = 3 in




48 for n odd,
n(n−2)(n2−3n+6)
48 for n even.
(5.3)
Thus C(T, 4) 6 43f(n, 4) + O(n
3). Note that equality in (5.3) holds for a
tournament T if and only if T is regular or semi-regular and T also contains
no instances of T4. We will show that this is the case for An, thus showing
that C(An, 4) = C(n, 4) and c(4) =
4
3 . As An is either regular or semi-
regular for all n we only need to show that An contains no copies of T4. In
fact, we will show that An contains no copies of T2 or T4. It is sufficient to
only prove this when n is odd, as when n is even the tournament An is formed
by removing any vertex from An+1. Suppose v1, v2, v3 and v4 are 4 vertices
in T such that v1 dominates the other 3. Recalling that the vertices of An
are labelled {0, 1, . . . , n− 1} we may assume that v1 = 0 and v2 < v3 < v4.
As v1 = 0 we have that 1 6 v2 < v3 < v4 6 n−12 . Thus v2 dominates v3 and
v4 while v3 dominates v4 and so the vertices {v1, v2, v3, v4} form a copy of
T1. A similar argument shows that if {v1, v2, v3, v4} are vertices in T such
that v1 is dominated by the other 3, then they also form a copy of T1. Thus
An contains no copies of T2 or T4 and so we are done.
5.2.3 The case k = 5
In this section we sketch Komarov and Mackey’s proof that c(5) = 1. As
in the cases k = 3, 4, we begin by listing and labelling, up to isomor-
phism, all possible tournaments on 5 vertices. There are 12 such tour-
naments and we call them T1, . . . , T12 as in [49]. Given a tournament T
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and an edge e = (u, v) ∈ E(T ) we define e’s edge score sequence to be
Xe = (A(e), B(e), C(e), D(e)) where
A(u, v) = |{w ∈ V (T ) \ {u, v} : (u,w), (v, w) ∈ E(T )}|,
B(u, v) = |{w ∈ V (T ) \ {u, v} : (w, u), (w, v) ∈ E(T )}|,
C(u, v) = |{w ∈ V (T ) \ {u, v} : (u,w), (w, v) ∈ E(T )}|,
D(u, v) = |{w ∈ V (T ) \ {u, v} : (w, u), (v, w) ∈ E(T )}|.
When it is clear which edge e we are referring to, we often write A,B,C or
D instead of A(e), B(e), C(e) or D(e). For a tournament T we define the
following quantities:
































































9. Q9(T ) =
∑
e∈E(T )ABC,
10. Q10(T ) =
∑
e∈E(T )ABD,
11. Q11(T ) =
∑
e∈E(T )ACD,
12. Q12(T ) =
∑
e∈E(T )BCD,






14. Q14(T ) = C(T, 5).
Let M be the 14 by 12 matrix where entry Mij = Qi(Tj). Let row vector
ri denote the ith row of M . For a tournament T let si be the number of
times Ti appears in T and let s be the column vector whose ith entry is
si. We have that r
∗
i · s = Qi(T ), where r∗i is the transpose of the vector ri.









Thus we have that if T is a tournament on n vertices, then































The sum being subtracted is non-negative while the other sum is O(n4).









and so we are done.
We remark that it seems hard to give a combinatorial interpretation of
this proof. The above proof is slightly mysterious and in some respects bears
similarity to flag algebras. Komarov and Mackey themselves make the com-
ment that it would be very interesting to find a combinatorial interpretation
of the formula for C(T, 5) in (5.4).
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5.3 The case k is a multiple of 4
In this section we present our first new contribution to the topic of counting
k-cycles in tournaments, namely, we show that c(k) > 1 whenever k is a
multiple of 4. Recall that when n is odd the tournament An is defined as the
tournament on vertex set {0, 1, . . . , n−1} where the edge (vi, vj) ∈ E(An) if
and only if j ∈ {i+ 1, i+ 2, . . . , i+ n−12 }. Here, all indices are taken modulo
n. When n is even An is the tournament obtained by removing any vertex
from An+1. In this section we will prove Theorem 41, which asserts that
C(An, k) >
(
1 + 2−(k−2) − o(1)
)
f(n, k) whenever k is a multiple of 4. A
consequence of this is that c(k) > 1 + 2−(k−2) whenever k is a multiple of
4. We will visualise the tournament An in the following way. We place the
vertices {0, 1, . . . , n− 1} of An in order around a circle C of circumference 1.
For two vertices x, y ∈ V (An) let d(x, y) be the length of the anticlockwise
arc of C that starts at x and ends at y. Under this formulation, for any two
vertices with d(x, y) 6= 12 , we have (x, y) ∈ E(An) if and only if d(x, y) < 12 .
For the pairs x and y such that d(x, y) = 12 (such pairs only exist when n is
even) we have, without loss of generality, (x, x + n2 ) ∈ E(An) if and only if
x ∈ {0, 1, . . . , n2 − 1}.
Let k and n be positive integers with no restrictions on whether or not
k is a multiple of 4. The idea of our proof will be as follows. One way to
count the number of k-cycles in the tournament An is to ask: if we pick a
random ordered set of k vertices from An, what is the probability that they
form a copy of a k-cycle in the order specified? Let S′k−1 be the sum of k−1
independent random variables each distributed uniformly on [0, 12 ], and let
Sk−1 ≡ S′k−1 mod 1. We will show that, as n grows, the above probability
can be approximated by 2−k+1 times the probability that Sk−1 ∈ [12 , 1]. In a
random tournament T we have that the probability that a random ordered
set of k vertices in T forms a k-cycle is equal to 2−k. Thus, to show that
An has many more k-cycles than expected in a random tournament, we will
show that there exists some ε > 0 such that the probability Sk−1 ∈ [12 , 1] is
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greater than 12 + ε. This will be done in Lemma 44 and constitutes the main
content of the proof of Theorem 41. The result of Lemma 44 should not be
surprising - we have that E(Sk−1) = 34 when k is a multiple of 4 and so we
intuitively expect Sk−1 to be more likely to lie in [12 , 1] than [0,
1
2 ].
Proof of Theorem 41. Let k and n be positive integers with no restrictions
on whether or not k is a multiple of 4. Consider picking, without replacement
k random vertices v1, . . . , vk in An. For each i = 1, . . . , k − 1, let Mi,k,n be
the event that (vi, vi+1) ∈ E(An), and let Nk,n be the event that (vk, v1) ∈
E(An). We have that






















i=1 Mi,k,n) = 2
−(k−1) + o(1) and so




















+ 2−(k−1) + o(1).
To achieve this, we will move to a continuous setting. Let C denote the unit
circle, which can be thought of as the interval [0, 1) where all arithmetic is
taken modulo 1. For example, the point 43 is the same as the point
1
3 in C.
We view the interval as increasing as you travel anticlockwise from 0 around













Figure 5.4: The unit circle C with the interval [67 , 17 ] highlighted in red.
that one passes over when travelling anticlockwise from a to b. For example,
the interval [67 ,
1
7 ] includes the point 0 (see Figure 5.4).




4 ] in C. We remark that
It only depends on the value of t mod 4 and so in fact we only have 4
different intervals to consider. However we choose to write It as it will make
things notationally easier in what is to follow. Let (Xm)m>1 be a sequence
of independent continuous random variables, each distributed uniformly on





Mi,k,n) = P(Sk−1 ∈ Ik−1) + o(1).
Indeed, let Yi,n = d(vi, vi+1), let Rt ≡ Y1 + . . .+ Yt mod 1 and let Qk,n be









where the o(1) terms comes from the slight technicalities that occur when






∣∣Qk,n) = P(Sk−1 ∈ Ik−1) + o(1)
as required. Thus Theorem 41 follows directly from the following lemma:
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Lemma 44. For all positive integers t, we have P(St ∈ It) > 12 + 2−t.
Proof of Lemma 44. Let ft(x) be the probability density function of St on






For example, the first three probability density functions are
f1(x) =
2 if x ∈ [0,
1
2),
0 if x ∈ [12 , 1),
f2(x) =
4x if x ∈ [0,
1
2),
4(1− x) if x ∈ [12 , 1),
and
f3(x) =
 8x2 − 4x+ 1 if x ∈ [0,
1
2),
−8x2 + 12x− 3 if x ∈ [12 , 1).




















Figure 5.5: The probability density functions f1(x), f2(x) and f3(x).
Note, by considering the random variable S′t ≡ X ′1 + X ′2 + . . . + X ′t
mod 1, where each X ′i =
1
2−Xi, we can see that S′t has the same probability
distribution as St. Thus ft is symmetrical about
t
4 , i.e., ft(
t
4−x) = ft( t4 +x)
for all t and x. We will show by induction on t that the following four
statements hold for all t:
D1(t): If x ∈ [ t−24 , t4 ] and y ∈ [ t−24 , x], then ft(x) > ft(y),
D2(t): If x ∈ [ t4 , t+24 ] and y ∈ [x, t+24 ], then ft(x) > ft(y),
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D3(t): If b ∈ (0, 14 ], then ft( t4 − b) > ft( t−14 − b) + 2−(t−2),
D4(t): If b ∈ (0, 14 ], then ft( t4 + b) > ft( t+14 + b) + 2−(t−2).
See Figure 5.6 for diagrams that show which two points of C we are com-





























































Figure 5.6: These diagrams show which two points of C we are comparing
for each of the statements D1(t), D2(t), D3(t) and D4(t).
The symmetry of ft around
t
4 means that D1(t) and D2(t) are in fact
equivalent, as are D3(t) and D4(t). Thus, to prove our induction hypothesis,
it is sufficient to prove that D1(t) and D3(t) hold. We have that f1(x) = 2
for x ∈ [0, 12) and f1(x) = 0 for x ∈ [12 , 1), and so the statements clearly
hold when t = 1. Let t > 1 and assume D1(t− 1), D2(t− 1), D3(t− 1) and
D4(t− 1) all hold. We begin by proving D1(t).
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Let x ∈ [ t−24 , t4 ] and y ∈ [ t−24 , x]. We have that

























As ft−1(z) is symmetrical about t−14 , i.e., ft−1(z) = ft−1(
t−1
2 − z) for all
z ∈ C, we have that ft−1(z − 12) = ft−1( t2 − z). Thus







Note that if z ∈ [ t−14 , t4 ], then t2 − z ∈ [ t4 , t+14 ] and so, by D2(t− 1), we have
ft−1(z) > ft−1( t2 − z). Similarly, if z ∈ [ t−24 , t−14 ], then t2 − z ∈ [ t+14 , t+24 ]
and so we also have ft−1(z) > ft−1( t2 − z), by D1(t − 1). Thus ft−1(z) >
ft−1( t2 − z) for all z ∈ It−1. As the interval [y, x] ⊆ It−1, we have that
ft(x)− ft(y) > 0 as required.
We now prove D3(t). Let b ∈ (0, 14 ]. We define the following intervals in
C, (see Figure 5.7 for reference):





2. R2 = [
t−1
4 − b, t−14 ],
3. R3 = [
t−3
4 − b, t−34 ],













































































































ft−1(z) dz + 2−(t−1). (5.5)















ft−1(z) dz + 2−(t−1). (5.7)






Thus by (5.6), (5.7) and (5.8) we have that (5.5) holds and so our proof by
induction is complete. To complete the proof of the lemma note that by
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D3(t) and D4(t) we have









= P(St /∈ It) + 2−(t−1). (5.9)
As the interval It−2 is the complement of the interval It in C we have that
P(St ∈ It) + P(St /∈ It) = 1,
and so (5.9) tells us that





As stated above, Theorem 43 follows directly from Lemma 44, and so
we are done.
We do not believe that Theorem 41 is tight for any k. Indeed, we know
that c(4) = 43 , while Theorem 41 only tells us that c(4) >
5
4 . This comes from
Lemma 44, where we proved the crude bounds ft(
t
4−b)−ft( t−14 −b) > 2−(t−2)
and ft(
t
4 + b) − ft( t+14 + b) > 2−(t−2). However Lemma 44 is not tight for
any t > 3 as the difference between ft( t4 − b) and ft( t−14 − b) is actually
a polynomial in b of degree t − 1 , and the same is true for the difference
between ft(
t
4 + b) and ft(
t+1
4 + b). It may be possible to use our method to
determine the exact asymptotic proportion of k cycles in An, but one would
need to determine the probability distributions ft(x) far more precisely than
done so here. Even if one could determine the exact asymptotic proportion
of k cycles in An, this would still not determine c(k) when k is a multiple
of 4, as we have no proof that An maximises the number of k-cycles when
k is a multiple of 4. We do believe that when k is a multiple of 4 that the
tournaments An asymptotically maximise the number of k-cycles:
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Conjecture 45. When k is a multiple of 4 we have c(k) = limn→∞ c(An, k).
More optimistically, perhaps it is that case that when k is a multiple of
4 we have C(n, k) = C(An, k), as is the case when k = 4.
5.4 Regular Tournaments
In this section we prove Theorem 43, which states that creg(T, k) 6 1 + o(1)
whenever k is not a multiple of 4. For a matrix M , let M∗ denote the
transpose of M and let Tr(M) the denote the trace of M . We say M is
antisymmetric if M∗ = −M , while we say M is regular if there is some
constant c such that every row and every column of M sums to c. Let T be
a tournament on vertex set [n]. We define the n× n matrix M = M(T ) by
Mij =
1, if i 6= j and (i, j) ∈ E(T ),0, if i = j or (i, j) 6∈ E(T ).
Note that M + M∗ = J − I where I = In is the n × n identity matrix and
J = Jn is the n×n all ones matrix. Moreover, if T is a regular tournament,
then M is a regular matrix. For any integer k we have that (Mk)ij is the
number of walks of length k in T that start at vertex i and end at vertex
j. A walk differs from a path in that in a walk we are allowed to visit the
same vertex multiple times. Thus, for a vertex i, (Mk)ii counts the number
of closed walks of length k in T that start and end at i. Summing over all i





Thus to prove an upper bound for C(T, k) it is sufficient for us to prove an
appropriate upper bound for Tr(Mk). We will show that if T is regular,
then Tr(Mk) 6 (n2 )





O(nk−1). Let D = D(T ) be the matrix such that
Dij =

1, if i 6= j and (i, j) ∈ E(T ),
−1, if i 6= j and (i, j) 6∈ E(T ),
0, if i = j.
Note that D is antisymmetric and, if T is regular, then so is D. Moreover,
we have that M + 12I =
1
2(J +D). We will prove the following Lemma:
Lemma 46. Let k be a positive integer such that k 6≡ 0 mod 4. For all





Given Lemma 46 we have that

















which proves Theorem 43. To prove Lemma 46 we first define the Frobenius





In particular we have that for a real matrix M the trace Tr(MM∗) = ‖M‖2F
is always non-negative3.
Proof of Lemma 46. If B is a regular antisymmetric matrix, then both JB



























= −‖Bm‖2F 6 0.








and so we are done.






As we know from Theorem 41, Lemma 46 does not hold when k is a









+ ‖B2m‖2F and the term ‖B2m‖2F is non-negative.
The above proof of Lemma 46 also does not hold when D is not regular, as
it is not always the case that JD = DJ = 0n×n. However, we conjecture
that the following result still holds:
Conjecture 47. Let k be a positive integer such that k 6≡ 0 mod 4. For all






Note that unlike in Lemma 46, the condition that the entries of the anti-
symmetric matrix B are in [−1, 1] is necessary in the statement of Conjecture





then Tr((J +B)5) = 373 which is greater than Tr(J5) = 243.
In summary we have proved Theorem 43, which states that if k is not a
multiple of 4, then creg(T, k) 6 1 + o(1). We proved Theorem 43 by proving
Lemma 46, which is a result about regular antisymmetric matrices. Recall
that Conjecture 40, from the start of this chapter, states that c(k) > 1 if and
only if k is a multiple of 4. Conjecture 40 is a essentially a generalisation of
Theorem 43 to non-regular tournaments, while Conjecture 47 is essentially
a generalisation of Lemma 46 to non-regular matrices. Thus, if Conjecture
47 is true it would allow us to prove Conjecture 40 in the exact same fashion
that we used Lemma 46 to prove Theorem 43.
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