We show that conformal transformations on the generalized Minkowski space R p,q map hyperboloids and affine hyperplanes into hyperboloids and affine hyperplanes. We also show that this action on hyperboloids and affine hyperplanes is transitive when p or q is 0, and that this action has exactly three orbits if p, q = 0. Then we extend these results to hyperboloids and affine planes of arbitrary dimension. These properties generalize the well-known properties of Möbius (or fractional linear) transformations on the complex plane C.
Introduction
In this article we investigate geometric properties of conformal transformations on the generalized Minkowski space R p,q . Recall that R p,q is the vector space R p+q equipped with indefinite quadratic form Q( − → x ) = (x 1 ) 2 + · · · + (x p ) 2 − (x p+1 ) 2 − · · · − (x p+q ) 2 .
The indefinite orthogonal group O(p + 1, q + 1) acts on R p,q by conformal transformations. If p + q > 2, in a certain sense, these are all possible conformal transformations of R p,q . When p = 2 and q = 0, this action reduces to the well-familiar action of SL(2, C) on the complex plane C ≃ R 2,0 by Möbius (or fractional linear) transformations. We are particularly interested in the facts that Möbius transformations on C map circles and lines into circles and lines and that this action of SL(2, C) on circles and lines is transitive.
In this paper we find analogues of these properties for the conformal action of O(p + 1, q + 1) on R p,q with arbitrary p and q. A special case of quaternions H ≃ R 4,0 was worked out in [BG, GL] . Another previously known case is R 1,1 [Y] . In this case circles get replaced with hyperbolas. These cases suggest that in the general case, where the quadratic form Q is not necessarily positive definite, circles should be replaced with hyperboloids with quadratic term proportional to Q. Example 8 shows that it is necessary to work in the conformal compactification N p,q of R p,q and that it is also necessary to find suitable analogues of hyperboloids and hyperplanes in N p,q ; we call these analogues conformal quadratic hypersurfaces. The key step is to define the conformal quadratic hypersurfaces as intersections of N p,q ⊂ RP p+q+1 with hyperplanes in the real projective space RP p+q+1 (Definition 12). This definition is very easy to work with, and we immediately conclude that the group O(p + 1, q + 1) acting on N p,q maps these conformal quadratic hypersurfaces into themselves. Moreover, this action of O(p+1, q+1) on the conformal quadratic hypersurfaces is transitive if p or q is 0, this action has exactly three orbits when p, q = 0, and we give a simple necessary and sufficient condition for two such hypersurfaces to be in the same orbit (Theorem 14). Then we extend this result to lower-dimensional hyperboloids and affine planes (Theorems 17 and 20) .
Theorems 14, 17 and 20 can be regarded as Clifford algebra analogues of the case of complex plane C. In particular, suppose that p = 0, i.e. that the quadratic form Q is negative definite. Then N 0,q is the one-point compactification of R q . Let C q denote the Clifford algebra associated to (R q , Q). In this case, the conformal transformations on N 0,q produced by O(1, q + 1) can be expressed as fractional linear transformations
where a b c d are the so-called Vahlen matrices with entries a, b, c, d in the Clifford group Γ q = {y ∈ C q ; y is invertible in C q } (see, for example, [V, Ah2] ). Theorem 17 asserts that these transformations map d-dimensional spheres and affine planes in R q into spheres and affine planes of the same dimension, where d = 1, . . . , q − 1. Furthermore, the group O(1, q + 1) acts transitively on the set of d-dimensional spheres and affine planes in R q . We would like to mention a connection between this geometric work, representation theory and solutions of the ultrahyperbolic wave equation. Let
be the ultrahyperbolic wave operator with symbol Q( − → x ). The conformal action of O(p+1, q +1) on R p,q lifts to a meromorphic linear action on the space of solutions of the wave equation p,q ϕ = 0. When p + q is even and ≥ 6, the groups O(p + 1, q + 1)'s have certain unitary representations called minimal representations. These representations have been studied by many authors, and [KØ] is a particularly comprehensive work on this subject. In this work the authors -among other things -use the linear action of O(p+1, q +1) on the space of solutions of p,q ϕ = 0 to construct a concrete realization of the minimal representation of O(p+1, q+1), then in Theorem 6.2 in Part III of [KØ] they describe the O(p+1, q+1)-invariant inner product, which is expressed by a certain integral over a conformal quadratic hypersurface in N p,q (with nonzero sign). The independence of the choice of a conformal quadratic hypersurface is essentially a manifestation of the unitarity of the minimal representation and the fact that any conformal quadratic hypersurface can be mapped into any other conformal quadratic hypersurface of the same sign by an element of O(p + 1, q + 1) (Theorem 14). As it was discussed in Section 6 of Part III of [KØ] , the property that this inner product is independent of the choice of a conformal quadratic hypersurface leads to a remarkable "conservation law" for the solutions of the ultrahyperbolic equation p,q ϕ = 0.
The paper is organized as follows. In Section 2 we fix our notation and review the properties of the conformal compactification N p,q of R p,q . In Section 3 we discuss the action of O(p + 1, q + 1) on the set of hyperboloids and hyperplanes in R p,q and give Example 8. This example demonstrates that it is necessary to work in the conformal compactification N p,q rather than R p,q and that it is also necessary to find suitable analogues of hyperboloids and hyperplanes in N p,q . In Section 4 we find these analogues and give our key Definition 12 of conformal quadratic hypersurfaces in N p,q . In Section 5 we prove our main results (Theorems 14, 17 and 20 
The General Case
In this section we fix our notation and review the properties of the conformal compactification N p,q of R p,q as well as the action of O(p + 1, q + 1) on N p,q by conformal transformations. The reader may wish to refer to, for example, [S, KØ, K] for more detailed expositions of the results stated in this section.
Let p, q = 0, 1, 2, . . . with p + q ≥ 2, and let R p,q denote the vector space R p+q equipped with indefinite quadratic form
We denote by
the unique bilinear form obtained by polarizing Q. Associated with the quadratic form is the indefinite orthogonal group consisting of all invertible matrices that preserve Q
By a conformal transformation of R p,q , we mean a smooth mapping ϕ : U → R p,q , where U ⊂ R p,q is a non-empty connected open subset, such that
for some smooth function Ω : U → (0, ∞). Next we introduce a conformal compactification of R p,q , denoted by N p,q . For this purpose we consider R p+1,q+1 with quadratic form
By definition, N p,q is a quadric in the real projective space:
The quotient map R p+1,q+1 \ {0} ։ RP p+q+1 restricted to the product of unit spheres
induces a smooth 2-to-1 covering
which is a local diffeomorphism. The product S p × S q has a semi-Riemannian metric coming from the product of metrics -the first factor having the standard metric from the embedding S p ⊂ R p+1 as the unit sphere, and the second factor S q having the negative of the standard metric. Then the semi-Riemannian metric on N p,q is defined by declaring the covering π : S p × S q → N p,q to be a local isometry. We also see that N p,q is compact, since it is the image of a compact set S p × S q under a continuous map π.
The space R p,q can be embedded into N p,q as follows. First, we define an embedding into the projective space
where the image of − → x is given in homogeneous coordinates. Then we observe that the image ι(R p,q ) lies inside N p,q .
Proposition 1. The quadric N p,q is indeed a conformal compactification of R p,q . That is, the map ι : R p,q → N p,q is a conformal embedding and the closure ι(R p,q ) is all of N p,q .
Note that when p or q is 0, N p,q is just the one-point compactification of R p+q . When p, q = 0, "the points at infinity", i.e. the points in the complement N p,q \ ι(R p,q ), can be put in bijection with the points in the null cone { − → x ∈ R p,q ; Q( − → x ) = 0}.
The indefinite orthogonal group O(p + 1, q + 1) acts on R p+1,q+1 by linear transformations. This action descends to the projective space RP p+q+1 and preserves N p,q . Thus, for every element M ∈ O(p + 1, q + 1), we obtain a transformation on N p,q , which will be denoted by
The following proposition essentially asserts that the restrictions of ψ M to R p,q are compositions of parallel translations, rotations, dilations and inversions.
Proposition 3. For each M ∈ O(p + 1, q + 1), the conformal transformation ψ M can be written as a composition of ψ M j , for some M j ∈ O(p + 1, q + 1), j = 1, . . . , n, such that each ι −1 • ψ M j is one of the following types of transformations:
For future reference we observe that a diagonal matrix
and its negative are the two matrices in O(p + 1, q + 1) such that
While Inv is defined only for { − → x ∈ R p,q ; Q( − → x ) = 0}, the conformal transformation ψ ω 0 = ψ −ω 0 is well-defined on the entire N p,q . When p + q > 2, these are all possible conformal transformations of N p,q . In fact, an even stronger result is true.
Theorem 4. Let p + q > 2. Every conformal transformation ϕ : U → R p,q , where U ⊂ R p,q is any non-empty connected open subset, can be uniquely extended to N p,q , i.e. there exists a unique conformal diffeomorphismφ :
Moreover, every conformal diffeomorphism N p,q → N p,q must be of the form ψ M , for some M ∈ O(p+1, q+1). Thus, the group of all conformal transformations N p,q → N p,q is isomorphic to O(p + 1, q + 1)/{±Id}.
Example: The
The Euclidean plane R 2,0 can be identified with the complex plane C. In this case, the conformal compactification N 2,0 is just the one-point compactificationĈ = C ∪ {∞}. The orientationpreserving conformal transformations ϕ : U → C, where U ⊂ C is an open subset, are exactly those holomorphic functions with nowhere-vanishing derivative. Thus, it is no longer true that every conformal transformation on C is obtained by restricting some ψ M , M ∈ O(3, 1).
Proposition 5. Every conformal diffeomorphism N 2,0 → N 2,0 must be of the form ψ M , for some M ∈ O(3, 1).
Recall from elementary complex analysis (see, for example, [Ah1] ) that we have an action of SL(2, R) onĈ ≃ N 2,0 by Möbius (or fractional linear) transformations:
Each of these transformations is conformal and orientation-preserving. These are precisely the transformations produced by SO(3, 1) ⊂ O(3, 1). The other transformations produced by O(3, 1) are orientation-reversing and can be described as
wherez denotes the complex conjugate of z. These are all the conformal diffeomorphismŝ C →Ĉ. We are particularly interested in the following properties of the Möbius transformations:
Proposition 6. The Möbius transformations onĈ map circles and lines into circles and lines. Moreover, this action of SL(2, C) on circles and lines is transitive, i.e. every circle or line in C can be mapped into any other circle or line by a Möbius transformation.
Example: The R 1,1 Case
It is possible to describe all conformal transformations of R 1,1 as well as all conformal diffeomorphisms N 1,1 → N 1,1 (see, for example, [S] ). Not every conformal transformation of R 1,1 can be extended to N 1,1 ; and not every conformal diffeomorphism N 1,1 → N 1,1 is of the form ψ M , for some M ∈ O(2, 2). A result stated in [Y] after Equation (49') in Supplement C can be regarded as an analogue of Proposition 6 and can be loosely paraphrased as "the elements of O(2, 2) map hyperbolas in R 1,1 with asymptotes parallel to x 2 = ±x 1 and lines into hyperbolas of the same kind and lines".
Example: N
2,2 Is the Grassmannian Gr(2, R 4 )
We show that the conformal compactification N 2,2 together with the action of SO(3, 3) is the same as the Grassmannian of 2-planes in R 4 , Gr(2, R 4 ), together with the natural action of SL(4, R). This example illustrates the following observation made in Subsection 2.7 of Part III of [KØ] : The conformal compactification N p,q can be regarded as the generalized real flag variety G/P max with R p,q being the open Bruhat cell. The space Gr(2, R 4 ) plays a central role in the split real form of the Penrose transform [Ar] . We essentially follow the proof that SL(4, R) is locally isomorphic to SO(3, 3), as given in [H] (see also [WW, Theorem 1.3 .1]). Pick a basis { − → e 1 , − → e 2 , − → e 3 , − → e 4 } of R 4 . We define a symmetric bilinear form B :
Let Q(v) = B(v, v) be the corresponding quadratic form. Define an isomorphism 2 R 4 ≃ R 6
by specifying a basis
where the x j 's are the coordinates of v with respect to the basis (3). This shows that Q is nondegenerate and has signature (3, 3). Moreover, since the form B is SL(4, R)-invariant, the linear transformations on 2 R 4 by elements of SL(4, R) result in transformations by elements of O(3, 3) on R 6 . This establishes an isomorphism of SL(4, R)/{±Id} with the connected component of the identity element of O(3, 3). Clearly, every decomposable v ∈ 2 R 4 , i.e. every element that can be written as v = − → x ∧ − → y for some − → x , − → y ∈ R 4 , satisfies v∧v = 0. Conversely, if v ∈ 2 R 4 has the property that v∧v = 0, then it must be decomposable (c.f. [WW, Lemma 1.3.2] ). Therefore, the set of decomposable elements in 2 R 4 can be described as the cone
Finally, the Plücker embedding Gr(2, R 4 ) ֒→ P( 2 R 4 ) gives an identification between the Grassmannian of 2-planes in R 4 and the equivalence classes of decomposable elements in 2 R 4 \ {0}. Thus we have a natural diffeomorphism Gr(2, R 4 ) ≃ N 2,2 respecting the group actions and commuting with the group isomorphism SL(4, R)/{±Id} ≃ SO(3, 3)/{±Id}.
Hyperboloids and Hyperplanes in R p,q
This paper is mainly concerned with geometric properties of the action of O(p + 1, q + 1) on R p,q that generalize the "mapping circles and lines onto circles and lines" properties stated in Proposition 6 for the case of R 2,0 ≃ C. Note that when switching from the positive definite case of R 2,0 (Subsection 2.2) to the indefinite case of R 1,1 (Subsection 2.3), circles were replaced by hyperbolas with asymptotes parallel to x 2 = ±x 1 . Observe further, that in both cases, the curves in question are simply the zero loci of the quadrics Q(x) = c, for c ∈ R, up to translation. In the general case, where the quadratic form Q is not necessarily positive definite, circles will be replaced with hyperboloids. Therefore, we wish to define a suitable space of hyperboloids and hyperplanes.
As a first try, let H be the set of quadratic hypersurfaces in R p,q that can be put in the form
for some choice of parameters α, γ ∈ R and β ∈ R p,q subject to the requirement that this set of solutions is indeed a hypersurface, i.e. has codimension 1 in R p,q . For example, when α = 0 we obtain affine hyperplanes (i.e. hyperplanes not necessarily passing through the origin). If α = 0 and p or q is 0 we obtain spheres. In the most typical case α = 0 and p, q = 0, these hypersurfaces are either hyperboloids or cones. We would like to prove a statement to the effect that the conformal action of O(p + 1, q + 1) restricted to R p,q preserves the quadratic hypersurfaces in H. The following argument can be made precise if p or q is 0 and is similar to the one given in [BG] . However, it fails in general. We start with a quadratic hypersurface H 0 ∈ H given by an equation
where α 0 , γ 0 ∈ R and β 0 ∈ R p,q . By Proposition 3, it is sufficient to prove that parallel translations, rotations by elements of O(p, q), dilations and the inversion Inv send H 0 into another element of H. There are no problems with translations, rotations and dilations. Applying the map Inv to H 0 , we have:
Remark 7. At this point we can see why it is necessary to consider hypersurfaces with quadratic terms proportional to Q( − → x ) only. Otherwise, applying the inversion map would result in an equation involving terms of degree four.
The problem with this argument is that, when p, q = 0, the hypersurface H 0 may have a significant intersection with the null cone {Q( − → x ) = 0}. In fact, as the next example shows, H 0 may lie entirely inside the null cone.
Example 8. Let p = q = 1, and consider two lines L + and L − in R 1,1 given by equations x 1 + x 2 = 0 and x 1 − x 2 = 0 respectively. Both lines lie inside the null cone {Q( − → x ) = 0}, where the inversion map Inv is not defined. Recall the element ω 0 defined by (2), which generates Inv. The map ψ ω 0 : N 1,1 → N 1,1 maps the lines L + and L − into "infinity", i.e. the complement of ι(R 1,1 ) in N 1,1 .
This example demonstrates that it is necessary to work in the conformal compactification N p,q rather than R p,q and that it is also necessary to have a suitable alternative to H consisting of quadratic hypersurfaces in N p,q . The most naïve notion of hypersurfaces in N p,q defined as the closures of quadratic hypersurfaces from H does not work.
Conformal Quadratic Hypersurfaces in N p,q
In this section we define the analogues of hyperboloids and affine hyperplanes in the conformal compactification N p,q on which the action of O(p + 1, q + 1) is well-defined.
LetB denote the bilinear form on R p+1,q+1 such thatB( − → ξ , − → ξ ) =Q( − → ξ ) (recall that the quadratic formQ is defined by (1)). Then every hyperplane h in R p+1,q+1 or RP p+q+1 can be expressed as
for some non-zero vector − → a ∈ R p+1,q+1 . The vector − → a is uniquely determined by h up to scaling. The following lemma shows that every element of H can be realized as an intersection of N p,q with a hyperplane in RP p+q+1 .
Lemma 9. Every quadratic hypersurface H ∈ H can be realized as the pullback of the intersection of N p,q with a unique hyperplane in RP p+q+1 .
be a non-zero vector. The corresponding hyperplane in RP p+q+1 is
Then the pullback ι −1 (N p,q ∩ h) is given by an equation
where
This proves that every H ∈ H can be realized as ι −1 (N p,q ∩ h) and that the hyperplane h in RP p+q+1 is uniquely determined by the hypersurface H.
This lemma suggests that the analogues of hyperboloids and affine hyperplanes in N p,q should be defined as intersections with hyperplanes in RP p+q+1 . However, in some cases, these intersections may have codimension strictly greater than 1. We now turn our attention to such cases.
Definition 10. Let h be a hyperplane in RP p+q+1 given by the equationB( − → a , − → ξ ) = 0 for some non-zero − → a ∈ R p+1,q+1 . The sign of h is the sign ofQ( − → a ); it can be positive, negative or zero.
Since − → a is uniquely determined by h up to proportionality, this notion makes sense.
Lemma 11. Let h be a hyperplane in RP p+q+1 . If p, q = 0, then the intersection N p,q ∩ h always has codimension 1 in N p,q . If p or q is 0, the dimension of N p,q ∩ h is completely determined by the sign of h:
1. The intersection has codimension 1 in N p,q if and only if q = 0 and h has positive sign or p = 0 and h has negative sign;
2. The intersection consists of a single point if and only if h has sign zero;
3. The intersection is empty if and only if q = 0 and h has negative sign or p = 0 and h has positive sign.
Proof. The dimension of N p,q ∩h can be computed by finding the codimension of the intersection in the vector space underlying h. If p, q = 0, then the restriction ofQ to h is indefinite and the codimension is 1. This leaves us with the cases p or q is 0. For concreteness, suppose that q = 0 (the case p = 0 follows similarly). Let the equation of h beB( − → a , − → ξ ) = 0. We can rotate the hyperplane by an element of O(p + 1) ⊂ O(p + 1, 1) so that all coordinates of − → a are zero, except possibly the first and last ones. Doing so leaves the dimension of the intersection as well as the sign of h invariant. Therefore, we may view h as being given by the equation a 0 ξ 0 + a p+1 ξ p+1 = 0.
Suppose first that a p+1 = 0. Then h is given by ξ 0 = 0 and N p,0 ∩ h is given by
This intersection has codimension 1 in N p,q andQ( − → a ) > 0. Next, suppose that a p+1 = 0. Then the equation defining h can be rewritten as
We have three cases: With this lemma in mind, we introduce our key definition: Definition 12. A conformal quadratic hypersurface H in N p,q is the intersection of a hyperplane h ⊂ RP p+q+1 with N p,q . Additionally, if q = 0 (or p = 0), we require the hyperplane h to have positive (respectively negative) sign.
We denote byĤ the set of all conformal quadratic hypersurfaces in N p,q , and define the sign of H ∈Ĥ to be the sign of the corresponding hyperplane h.
It is easy to verify that the hyperplane h ⊂ RP p+q+1 is uniquely determined by a conformal quadratic hypersurface H ∈Ĥ. In particular, the sign of H is well-defined. When p or q is 0, these conformal quadratic hypersurfaces are precisely the closures in N p,q of spheres and affine planes in R p+q of dimension p + q − 1. In this section we prove our main results of this paper. For convenience we state the following result (see, for example, [L] ).
Lemma 13 (Witt's Extension Theorem). Let V be a finite-dimensional vector space (over R) together with a nondegenerate symmetric bilinear form B. If ϕ : W 1 → W 2 is an isometric isomorphism of two subspaces W 1 , W 2 ⊂ V , then ϕ extends to an isometric isomorphismφ :
The first version of our main result can be stated as follows:
Theorem 14. The group O(p + 1, q + 1) preserves the setĤ. Furthermore, two elements of H can be mapped one into the other by the action of O(p + 1, q + 1) if and only if they have the same sign. In particular, if p or q is 0 the action of O(p + 1, q + 1) onĤ is transitive; if p, q = 0, this action has exactly three orbits.
Proof. By Definition 12, an element ofĤ is the intersection of N p,q with a hyperplane in RP p+q+1 . Since O(p + 1, q + 1) acts linearly on RP p+q+1 and maps N p,q into itself,Ĥ is certainly preserved by this action. For the second part, let H, H ′ ∈Ĥ be arbitrary. Then H = N p,q ∩ h and H ′ = N p,q ∩ h ′ , where h and h ′ are hyperplanes in RP p+q+1 given by equationsB( − → a , − → ξ ) = 0 andB( − → a ′ , − → ξ ) = 0 respectively. If there exists an M ∈ O(p + 1, q + 1) mapping H into H ′ , then M must map h into h ′ , and M − → a must be proportional to − → a ′ . That is, M − → a = λ − → a ′ , for some λ = 0. Hencê
Thus,Q( − → a ) andQ( − → a ′ ) have the same sign, which by definition means that H and H ′ have the same sign. Conversely, suppose that H and H ′ have the same sign. In other words,Q( − → a ) andQ( − → a ′ ) have the same sign. Therefore, there exists some λ = 0 such that
Let m : R − → a → R − → a ′ be a linear transformation determined by − → a → λ − → a ′ ; by (4), this is an isometric isomorphism between two 1-dimensional subspaces of R p+1,q+1 . By Witt's Extension Theorem (Lemma 13), there exists an
Example 15. Let p = q = 1. Consider three curves in R 1,1 :
These curves can be realized as intersections of N 1,1 with hyperplanes in RP 3 given by equations
respectively. Then vectors orthogonal to these hyperplanes are − → a 1 = (1, 0, 0, 0), − → a 2 = (0, 0, 0, 1), − → a 3 = (1, 0, 0, 1).
Hence the signs of the three curves (5) are positive, negative and zero respectively. From Theorem 14 we conclude that there is no Möbius transformation on R 1,1 mapping one of these curves into another. Moreover, any conformal quadratic curve in N 1,1 can be mapped into exactly one of these curves by a Möbius transformation.
When p or q is 0, N p,q is the one-point compactification of R p+q andĤ is the set of hyperspheres and closures of affine hyperplanes in R p+q .
Lemma 16. Let p or q be 0 and d = 1, . . . , p + q − 1. Then every d-dimensional sphere or affine plane in R p+q can be realized as an intersection of N p,q with a (d + 1)-dimensional projective subspace h ⊂ RP p+q+1 such that the restriction ofQ to the underlying vector space of h is nondegenerate and indefinite.
Proof. Note that every d-dimensional sphere or affine plane can be realized as an intersection of two (d + 1)-dimensional spheres or affine planes. Hence, by induction on codimension, every d-dimensional sphere or affine plane can be realized as an intersection of N p,q with a projective subspace h of dimension d + 1 in RP p+q+1 .
If h is a (d + 1)-dimensional projective subspace of RP p+q+1 , the dimension of N p,q ∩ h can be computed by finding the codimension of the intersection in the vector space underlying h. If Q| h is indefinite, the codimension is 1; ifQ| h is definite, N p,q ∩ h = ∅; and ifQ| h is semidefinite, the codimension is the rank ofQ| h . Now, when p or q is 0, ifQ| h is semidefinite, then it must be nondegenerate, and the casê Q| h has rank 1 cannot happen.
We can extend Theorem 14 to spheres and affine planes of lower dimension.
Theorem 17. When p or q is 0, the group O(p + 1, q + 1) acts transitively on the set of d-dimensional spheres and affine planes in R p+q , where d = 1, . . . , p + q − 1.
Proof. The group O(p+1, q +1) acts on RP p+q+1 linearly and maps N p,q into itself, hence maps the intersections N p,q ∩ h, where h is a projective subspace of dimension d + 1, into intersections of the same kind preserving the signature ofQ| h . This proves that O(p + 1, q + 1) maps d-dimensional spheres and affine planes into spheres and affine planes of the same dimension.
To prove the transitivity of the action, consider two spheres or affine planes of dimension d realized as intersections N p,q ∩ h and N p,q ∩ h ′ respectively. Since the restrictionsQ| h and Q| h ′ have the same signature, there is an isometric isomorphism m : h → h ′ of the underlying vector spaces. By Witt's Extension Theorem (Lemma 13), there exists an M ∈ O(p + 1, q + 1) extending this isomorphism. This M maps the first sphere or affine plane into the second.
Generalizing the above results to arbitrary R p,q requires an analogue of lower dimensional hyperboloids and affine planes in N p,q . Inspired by the proof of Theorem 17, we can define a d-dimensional conformal quadratic surface in N p,q as the intersection of N p,q with a projective subspace h of dimension d + 1 in RP p+q+1 , provided that this intersection indeed has dimension d, where d = 1, . . . , p + q − 1. As an immediate consequence of the proof of Lemma 16, we obtain:
Lemma 18. Let h be a projective subspace of RP p+q+1 of dimension d+1. Then the intersection N p,q ∩ h has dimension d if and only if the restriction ofQ to the vector space underlying h is indefinite (degenerate or nondegenerate) or has rank 1.
We denote the set of d-dimensional conformal quadratic surfaces in N p,q byĤ d (then H p+q−1 =Ĥ). As the following example shows, the (d + 1)-dimensional projective subspace h is no longer uniquely determined by H ∈Ĥ d . 
ThenQ| V 1 is positive semidefinite of rank 1,Q| V 2 is negative semidefinite of rank 1 and
i.e. the conformal quadratic curve [W ] ∈Ĥ 1 can be realized as an intersection N 2,2 ∩ h with different -in fact infinitely many -projective subspaces h ⊂ RP 5 of dimension 2. Moreover, the restrictionsQ| h may have different signatures.
Keeping in mind this example, we can state the following generalization of Theorems 14 and 17; its proof is the same as that of Theorem 17.
Theorem 20. The action of O(p+1, q+1) on N p,q preserves eachĤ d , where d = 1, . . . , p+q−1. Furthermore, two conformal quadratic surfaces H and H ′ inĤ d are in the same orbit if and only if they can be realized as intersections N p,q ∩ h and N p,q ∩ h ′ respectively with restrictionŝ Q| h andQ| h ′ having the same signature.
