, where F has either bounded modulus of smoothness or bounded capacity or both. Three function estimators based on: (i) local averaging, (ii) nearest neighbor rule, and (iii) Nadaraya-Watson estimator, all computed using the Haar system, are analyzed. With no preprocessing of the sample, estimated function value at a given point can be computed in O ( n ) time. With preprocessing, the first and third estimators can be computed in O((1og T Z )~) time using a range-tree precomputed in O(dn(1og n)d) time.
Introduction
The problem of learning functions in the PAC learning framework of (Valiant 1984) continues to generate significant interest and activity (Alon et Apsitis, Freivalds, & Smith 1995) . Initial efforts have been concentrated on indicator functions and functions on simpler domains (Natarajan 1991) with increasing attention being paid to real functions (Auer et al. 1993; Simon 1994) . Recent results establish that a function that achieves small empirical error on an independently and identically distributed sample yields a PAC a p proximation, under the finiteness of a combinatorial parameter such as the fat-shattering index (Bartlett, Long, & Williamson 1994; Anthony & Bartlett 1994) . The difficulties of computing such PAC estimators for functions are well-known in that the problem is NPcomplete even for simple indicator function classes (Blumer ei al. 1989; Pitt & Valiant 1988) . We show that mild smoothness properties enable us to identify such classes and to actually construct computationally eficient function estimators that guarantee PAC type results. Our algorithms are applicable to more general cases than in (Kimber & Long 1992) and also yieId lower computational complexity than those in (Auer et af. 1993).
Regression estimation problem, which subsumes the function estimation problem, is well-known in the statistics literature (Rao 1983; Brieman et al. 1984) . Typical statistical consistency results of regression estimates are asymptotic and do not yield finite sample results required by the PAC paradigm with the exception of some results that utilize Borel-Cantelli Lemma (Nadaraya 1970) . On the other hand, a key attractive feature of some of these methods is their low computationally complexity.
In general, complexity measures such as the finite capacity (Vapnik 1982) or the fat-shattering index (Anthony & Bartlett 1994; Bartlett, Long, & Williamson 1994) and the smoothness properties of functions do not imply each other. We show that the two types of conditions can be combined to yield low complexity under mild additional restrictions that preserve the strength of PAC method without over-constraining the problem. We study three function estimators based on: (i) local averaging, (ii) nearest neighbor rule, and (iii) Nadaraya-Watson estimator, all computed using the Haar system. For these estimators, we provide PAC results on function error based on a randomly chosen point, expected error, and supremum of the error, respectively. The estimated function value at a given point can be computed in O(n) time, for all three cases, and with preprocessing, the first and third can be computed in O((logn)d) time using a range-tree precomputed in O(dn(1og n)d) time.
Our results differ from those based on capacity (or related combinatorial parameters) in two directions: (a) under mild smoothness conditions on the function and/or the density, we can obtain stronger guarantees for the error between the function and the estimator; and, (b) our estimators can be computed in linear time, unlike the general PAC solutions that usually require solving NP-hard problems. A brief comparison with feedforward sigmoidal neural networks indicates that our nearest neighbor estimate approximates a neural network based estimator within the PAC paradigm.
The proofs of the theorems presented in this paper will appear elsewhere (Rao & Protopopescu 1995) . where Q ( h ) = {z E Q : z + h E Q } and lhla = max(lh11,. . . , / / a d ( ) . We note that for continuous functions, f E C(Q), the modulus of smoothness coincides with the ordinary modulus of continuity defined as
The following identity is established in (Vapnik 1982) : i f n s k
H5re A: is called the Vapnik-Chervonenkzs (VC) dimension of the family of sets A,. For a set of functions, the capacity (Vapnik 1989 ) is defined as the largest number h of pairs (zi,yj) that can be subdivided in all possible ways into two classes by means of rules of the form {O[(y-f(z))' + @ ] ) ( j , p ) where f E 3, j? E W, and Q ( z ) is the Heaviside step- Then an estimator for a density p E C"O(Q) based on n-sample is given by (Ciesielski 1988) which can also be written in the form fim.n(z) = n(J)hj(z) with n(J) = il{j : Xj E J)I and 
PAC Estimators for Continuous Functions
We consider three types of function estimators. The first is a local estimator based on "averaging" the function values within each cell of suitably chosen Qm. The second one is based on the nearest neighbor rule applied to each cell of & , .
When the functions have bounded moduli of smoothness, these estimators provide distribution-free results. The third estimator, called Nadaraya-Watson, applies to a more particular case where the density exists and also satisfies some smoothness properties. Not surprisingly, the Nadaraya-Watson estimator based on the Haar system provides better guarantees.
Local Averaging
Based on the n-sample, the first estimator of the function f is given by . n which evaluates to C w, for z E J. Estimators of this general structure are called regressograms (Rao 1983 ) (this estimator, however, is not identical to the traditional regressogram). The next theorem provides a finite sample result for this estimate. where m = $log(4C/r6) is larger than a suitable constant mo. Then for any X chosen according to the distribution Px and any f E 3, we have
Local Nearest Neighbor Rule
Based on the n-sample, the second estimator for the function f is given by fm,n(x) = 1J(x)n/J(Z) JEBm where for 2 E J, Nj(x) yields f ( X i ) such that Xi E J is closest to x in sup norm. As shown later, this estimator has a higher computational complexity than the other two when preprocessing is not allowed and also provides a weaker performance guarantee. The trade-off is that it only requires a bounded modulus of smoothness and does not require bounded capacity. 
Nadaraya-Watson Estimator
We now present the third estimator that provides a better guarantee under additional conditions on the densities (simiiar in some sense to (Sakai, Takimoto, & Maruoka 1995) ). Based on the n-sample, the estimator is defined by 
Computing the Estimates
Computation of estimators fm,n(Z) or fm,n (z) at given t involves obtaining the local sum of f ( X i ) ' s that are contained in J containing x. The range-tree (Preparata & Shamos 1985) can be constructed to store the cells J that contain at least one Xi; with each such cell we store the number of the Xi's that are contained in J and the s u m of the corresponding f(Xi)'s. This computation can be achieved by known methods (Preparata & Shamos 1985) , and the values corresponding to J that contains z can be retrieved in O((logn)d) time, and then fm,n(z) or f,,,n(x) can be computed in additional constant time. This same structure can be used to store the training sample o_f each J; once J containing x has been identified, fm,n(z) can be computed in linear time. resulting in a structure of size O(n(1og n) pi-) ), the estt-'
LOO-Functions

Approximation to Neural Networks
We consider a feedforward network with a single hidden layer of m hidden nodes and a single output node. Note that boundedness of capacity of neural networks of this type can be deduced from the results of (Macintyre & Sontag 1993) , which can be used to obtain sample bounds along the lines of Theorem 1. The associated computation problem, however, is NPcomplete (Roychowdhury, Siu, & Orlitsky 1994) . Thus it is of practical interest to approximate neural networks by the nearest neighbor rule that guarantees a PAC result is linear-time computable.
