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Abstract
Motivated by applications in communications, we consider linear discrete-time systems over the finite
ring Zpr . We solve the open problem of deriving a theory of row-reduced representations for these systems.
We introduce a less restrictive form of representation than the adapted form introduced by Fagnani and
Zampieri. We call this form the “composed form”. We define the concept of “p-predictable degree property”
and “p-row-reduced”. We demonstrate that these concepts, coupled with the composed form, provide a
natural setting that extends several classical results from the field case to the ring case. In particular, the
classical rank test on the leading row coefficient matrix is generalized. We show that any annihilator of
B of a pre-specified degree is uniquely parametrized with finitely many coefficients in terms of a kernel
representation in p-row-reduced composed form. The underlying theory is the theory of “reduced p-basis”
for submodules of Zqpr [ξ ] that is developed in this paper. We show how to construct a p-row-reduced kernel
representation in composed form by constructing a reduced p-basis for the module B⊥.
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1. Motivation and problem statements
In the behavioral theory, the central role is played by the setB of trajectories that characterize
a dynamical system , see the textbook [18]. In fact, a dynamical system is defined as a triple
 = (T,W,B), where T is the time axis, W is the signal alphabet, and whereB, the behavior of
the system, is a subset of WT. In this paper we consider dynamical systems  = (Z+,Rq,B),
whereR is the ring Zpr . Here p is a prime number and r is a positive integer. We study the theory
of representations of these systems, in particular kernel representations, see also [12,10].
For r  2 the ring Zpr is not a field. All multiples of p in Zpr are zero divisors and this induces
several difficulties. Classical fundamental results for systems over a field are open problems
for systems over the ring Zpr . One of these open problems is the development of a theory of
row-reduced representations and accompanying parametrization results.
For behavioral systems over fields there exists a well-developed theory of representations,
see e.g. [18,23–25]. We define σ , the backward shift operator, acting on elements in WT as
(σw)(k) = w(k + 1). Any behavior over a field that is linear,σ -invariant and complete (i.e., closed
in the topology of pointwise convergence) admits a kernel representation, that is, a representation
of the form R(σ)w = 0, where R(ξ) is a polynomial matrix in the indeterminate ξ . As an example,
for the system  = (Z+,R,B) with B = span{(3, 3, 3, . . .)} a kernel representation is given by
(σ − 1)w = 0.
In this paper we call a polynomial vector V (ξ) in Z1×qpr [ξ ] an annihilator ofB if all trajectories
w ∈ B satisfy V (σ)w = 0. Thus the rows of any kernel representation are annihilators. If B is
linear, shift-invariant and complete then the setB⊥ of annihilators ofB is a submodule of Zqpr [ξ ]
that is finitely generated, see [3]. In other words, B admits a kernel representation, just as in
the field case. There are, however, some important differences with the field case. For example,
unlike the field case, for q = 1 there does not necessarily exist a 1 × 1 kernel representation, as
illustrated by the following example.
Example 1.1. Consider = (Z+,Z9,B) (i.e.,p = 3; r = 2) withB = span{(3, 3, 3, . . .)}. Then
a kernel representation is given by
A(σ)w = 0, where A(ξ) =
[
ξ − 1
3
]
.
There does not exist a single polynomial a(ξ) ∈ R[ξ ] such that B is given by a(σ )w = 0.
The matrix A(ξ) of the kernel representation in the above example does not have full row
rank, since A(ξ) modulo 3 does not have full row rank as a matrix in Z2×13 [ξ ]. From now on we
use the notation [A]p to denote A modulo p. The example illustrates that, unlike the field case,
we cannot restrict ourselves to behaviors with full row rank kernel representations. It thus makes
sense to distinguish between different types of behaviors on the basis of whether they allow a full
row rank kernel representation. We introduce the following concept:
Definition 1.2. A behaviorB is called regular if there exists a polynomial matrix A(ξ) with [A]p
of full row rank such that B is represented by A(σ)w = 0.
In order to still be able to deal with a representation that displays full rank properties, the 1997
paper [3] introduces a specific type of kernel representation, called the “adapted form”:
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Definition 1.3 [3]. Let N(ξ) be a matrix in Zg×qpr [ξ ]. Then N(ξ) is defined to be in adapted form
if
N(ξ) =
⎡
⎢⎢⎢⎣
N0(ξ)
pN1(ξ)
...
pr−1Nr−1(ξ)
⎤
⎥⎥⎥⎦ ,
where, for i = 0, . . . , r − 1, the matrix Ni(ξ) ∈ Zgi×qpr [ξ ] with g0 + · · · + gr−1 = g and
(1) [Ni(ξ)]p has full row rank as a matrix in Zgi×qp [ξ ] and
(2) there exists a block upper triangular polynomial matrix H(ξ) in Z(g−gr−1)×(g−g0)pr [ξ ], such
that⎡
⎢⎢⎢⎣
pN0(ξ)
p2N1(ξ)
...
pr−1Nr−2(ξ)
⎤
⎥⎥⎥⎦ = H(ξ)
⎡
⎢⎢⎢⎣
pN1(ξ)
p2N2(ξ)
...
pr−1Nr−1(ξ)
⎤
⎥⎥⎥⎦ .
It is shown in [3] that any linear σ -invariant complete behavior over the ring Zpr admits
an adapted kernel representation. For a regular behavior given by A(σ)w = 0, with [A(ξ)]p of
full row rank, an adapted representation is easily constructed: simply take Ni(ξ) = A(ξ) for
i = 1, . . . , r − 1, so that the adapted form becomes:
N(ξ) =
⎡
⎢⎢⎢⎣
A(ξ)
pA(ξ)
...
pr−1A(ξ)
⎤
⎥⎥⎥⎦ . (1)
For nonregular behaviors the construction is more involved and given in [4, Appendix].
In this paper we address and solve the open problem, posed in the 1997 paper [3], of deriving a
theory of row-reduced kernel representations for systems over Zpr . For polynomial matrices over
a field F, the concept of row reducedness is alternatively formulated in terms of the predictable
degree property (terminology from Forney’s paper [5]), which is defined below. Recall that the row
degree of a row polynomial vector is defined as the maximum of the degrees of its components.
Definition 1.4. Let R(ξ) be a matrix in Fg×q [ξ ] with row degrees d1, . . . , dg . Then R(ξ) is said
to have the predictable degree property if for any nonzero polynomial vector
a(ξ) = [a1(ξ) a2(ξ) · · · ag(ξ)] in Fg[ξ ]
we have that
row degree of a(ξ)R(ξ) = max
1ig
(di + deg ai(ξ)).
Thus the row degree of a(ξ)R(ξ) can be predicted from the degrees in a(ξ) and the row
degrees of R(ξ). For the field case it is proven in [22,5] and in [9, Theorem 6.3–13] that the
above property is equivalent to the property that the leading row coefficient matrix of R(ξ) has
full row rank, i.e., that R(ξ) is row reduced. This provides an easy test to establish whether a
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kernel representation has the predictable degree property or not. Furthermore, for any behavior
over a field that can be represented by a kernel representation, there exists a row-reduced kernel
representation.
In this paper we define a concept of “p-predictable degree property” that is tailored to Zpr
and seeks to exploit the field properties of the subset {0, 1, . . . , p − 1} ⊂ Zpr . At the same
time, we also introduce a particular type of kernel representation, the “composed form”, that
resembles the above adapted form but is less restrictive. We show that the combination of
this composed form and the p-predictable degree property provides the appropriate setting for
the ring case, in the sense that we are able to extend several classical results from the field
case to the ring case. More specifically, we develop a practical “p-row-reducedness”-test that
generalizes the rank test on the leading row coefficient matrix from the field case. We also
show that any behavior over Zpr that can be represented by a kernel representation, admits a
p-row-reduced kernel representation in composed form and give an algorithm to construct such
a representation.
Annihilators of a behavior over a field can be expressed concisely in terms of a row-reduced
kernel representation, as shown in the following classical theorem.
Theorem 1.5. Let B be a behavior given by R(σ)w = 0 where R(ξ) ∈ Fg×q [ξ ] has the pre-
dictable degree property. Denote the row degrees of R(ξ) by d1, . . . , dg. Let V (ξ) be a vector
in Fq [ξ ] of degree d. Then V (ξ) is an annihilator of B if and only if there exists a vector
Q(ξ) = [q1(ξ) · · · qg(ξ)] in Fg[ξ ] such that
1. V (ξ) = Q(ξ)R(ξ).
2. deg qi(ξ)  d − di for i = 1, . . . , g.
Furthermore, Q(ξ) is unique.
The usefulness of the above theorem stems from the “only if” part: condition 2 yields an
explicit parametrization of annihilators of a pre-specified row degree, where the bound on the
number of coefficients can be calculated a priori. Applications are, for example, in the area of
minimal partial interpolation, see e.g. [11, Theorem 5.1] and references therein.
Our motivation for considering systems over Zpr stems from applications in the communica-
tions area. The communications literature has dedicated considerable attention to error-correcting
codes and sequences over Zpr . The 1994 breakthrough paper [7] put codes over the ring Z4 on the
stage after showing that several efficient nonlinear binary block codes are images of linearZ4 codes
under a Gray map, see also [2]. In sequence theory it was found in [1] and [20] that certain families
of sequences over Z4 outperform field sequences in their correlation properties. Error-correcting
codes over Zm, where m is an integer, are in general useful for so-called “coded modulation”
schemes, where coded information is mapped onto phase-shift-keying (PSK) modulation signal
sets. The literature on this topic considers both block codes and convolutional codes, see e.g.
[14,21,8,13,19].
In the field case there exist well-established connections between minimal partial interpolation
and row-reduced kernel representations. Minimal partial interpolation is a key ingredient in the
decoding of Reed-Solomon block codes. This paper seeks to provide the fundamentals for a
comprehensive theory of minimal partial interpolation over Zpr , an area where there are several
open problems, see [17,12]. This is relevant for Reed-Solomon codes over Zpr , as well as for
sequences over Zpr .
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A second motivation to consider row-reduced kernel representations stems from the area of
convolutional coding. Convolutional codes over Zpr can be interpreted as linear behaviors over
Zpr . Then kernel representations correspond to syndrome formers whereas image representations
correspond to encoders. We provide fundamental results on row reducedness for polynomial
matrices over Zpr for future use in this context.
An outline of the paper is as follows. The next section gives preliminaries on Zpr and Zpr [ξ ].
These preliminaries are partly from the general literature, partly from the 1996 paper [21], which
plays an important role in this paper. Section 3 extends the concepts of [21] to a polynomial
setting and then develops a notion of “reduced p-basis” for modules in Zqpr [ξ ]. Section 4 applies
the results of Section 3 to a system-theoretic setting and interprets the reduced p-basis in terms
of the predictable degree property.
2. Preliminary results on Zpr and Zpr [ξ ]
In this section we first give preliminaries on the ring Zpr , then continue with preliminaries on
vectors and matrices over Zpr and finally close the section with preliminaries on polynomials and
polynomial matrices with coefficients in Zpr . Recall that [A]p denotes A modulo p.
Property 2.1. An element a ∈ Zpr is a unit if and only if [a]p /= 0.
Property 2.2 (p-adic decomposition). Any nonzero a ∈ Zpr can be written uniquely as
a = θ0 + θ1p + · · · + θr−1pr−1,
where θ ∈ {0, 1, . . . , p − 1} ⊂ Zpr for  = 0, . . . , r − 1.
As a result of Property 2.2 there exists a certain type of linear independence among the elements
1, p, p2, . . . , pr−1in Zpr . Indeed, restricting λ0, λ1, . . . , λr−1 to {0, 1, . . . , p − 1} ⊂ Zpr , the
equation λ0 + λ1p + · · · + λr−1pr−1 = 0 implies that λ0 = λ1 = · · · = λr−1 = 0. Later in this
section we express this type of linear independence as “p-linear independence” of the elements
1, p, p2, . . . , pr−1.
To get around the difficulty of the presence of zero divisors in Zpr , the 1996 paper [21] presents
several fundamental results that culminate in a concept of “p-basis” and “p-dimension” for
modules in Zqpr . Their exposition starts with the very useful concepts of “p-linear combination”,
“p-linear independence” and “p-generator sequence”. In this paper we use these concepts in
Section 4, where they are connected with row reducedness.
Definition 2.3 [21]. Let v1, . . . , vk be vectors in Zqpr and let aj ∈ {0, 1, . . . , p − 1} ⊂ Zpr for
j = 1, . . . , k. Then the vector
k∑
j=1
ajvj
is called a p-linear combination of v1, . . . , vk . The set of all p-linear combinations of v1, . . . , vk
is called the p-span of {v1, . . . , vk}.
The p-span of a set of arbitrary vectors in Znpr is not necessarily a submodule of Znpr . Indeed,
the set needs to have a specific property in order that its p-span qualifies as a submodule. The
property introduces a particular ordering on the vectors, as apparent from the following definition.
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Definition 2.4 [21]. An ordered sequence of vectors (v1, v2, . . . , vk), with vi ∈ Zqpr , is said to be
a p-generator sequence if
(1) for 1  i  k − 1, the vector pvi can be written as a p-linear combination of vi+1, . . . , vk
and
(2) pvk is the zero vector.
As remarked in [21], the above concept coincides with the concept of “generating system along
a composition chain” in commutative ring theory, see [15].
Theorem 2.5 [21, Theorem 6.2]. Let (v1, v2, . . . , vk) be a p-generator sequence with vi ∈ Zqpr
for 1  i  k. Then
pspan(v1, v2, . . . , vk) = span(v1, v2, . . . , vk).
In particular, pspan(v1, v2, . . . , vk) is a submodule of Zqpr .
We now define a concept of “linear independence” for vectors in Zqpr that will be put to work
in later sections of this paper. Note that the definition below is less restrictive than the definition
in [21, p. 1845], since we do not require that (v1, v2, . . . , vk) is a p-generator sequence.
Definition 2.6. Let v1, . . . , vk be vectors in Zqpr . Then they are said to be p-linearly independent
if there does not exist a nontrivial p-linear combination of v1, . . . , vk that equals zero.
Example 2.7. In Z227 the vectors [0 9] and [0 18] are not 3-linearly independent since the 3-linear
combination [0 9] + [0 18] equals the zero vector.
In Z281 the vectors [3 0] and [6 0] are 3-linearly independent since none of the 8 nontrivial
3-linear combinations of [3 0] and [6 0] equals the zero vector.
In [21, Theorem 6.11] it is proven that for any submodule M of Zqpr there exists a p-linearly
independent p-generator sequence (v1, v2, . . . , vk) such that M = pspan(v1, v2, . . . , vk). In
fact, [21, p. 1846] gives a Gaussian elimination algorithm that takes as its input a set of arbitrary
vectors in Zqpr . Denoting the span of these vectors by M , the algorithm then constructs a p-linearly
independent p-generator sequence (v1, v2, . . . , vk), such that pspan(v1, v2, . . . , vk) = M . Such
a sequence has the property that each vector inM can be written uniquely as ap-linear combination
of v1, . . . , vk . Since the latter result is needed in the sequel, but not explicitly proven in [21], we
present it in the next lemma.
Lemma 2.8. Let (v1, v2, . . . , vk) be a p-linearly independent p-generator sequence with vi ∈
Z
q
pr for 1  i  k. Then any vector in pspan(v1, v2, . . . , vk) can be written uniquely as a
p-linear combination of v1, v2, . . . , vk.
Proof. Let λ1, λ2, . . . , λk and λ˜1, λ˜2, . . . , λ˜k be elements of {0, 1, . . . , p − 1} ⊂ Zpr such that
λ1v1 + λ2v2 + · · · + λkvk = λ˜1v1 + λ˜2v2 + · · · + λ˜kvk.
Let i ∈ {1, 2, . . . , k} be the smallest integer such that λi /= λ˜i . Then
μivi + μi+1vi+1 + · · · + μkvk = 0, (2)
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where μj := λj − λ˜j . Note that μj ∈ Zpr for j = i, . . . , m and that μi is a unit. Because
(v1, v2, . . . , vk) is a p-generator sequence we can rewrite μivi + μi+1vi+1 + · · · + μkvk as
a nontrivial p-linear combination of vi, vi+1, . . . , vk , which together with (2) contradicts the
assumption that v1, . . . , vk are p-linearly independent. 
In [21] a p-basis for a submodule M of Zqpr is defined as a p-linearly independent p-generator
sequence, such that pspan(v1, v2, . . . , vk) = M . By Lemma 2.8, a p-basis consisting of k ele-
ments generates a module of cardinality pk and therefore all p-bases of a given module M have
the same number of elements. This justifies the following definition.
Definition 2.9 [21]. Let M be a submodule of Zqpr with a p-basis (v1, . . . , vk). Then the p-
dimension of M is defined as pdim(M) = k.
The following lemma is needed in the sequel.
Lemma 2.10. Let (v1, v2, . . . , vk) be a p-generator sequence with vi ∈ Zqpr for 1  i  k. Then
v1, v2, . . . , vk are p-linearly independent if and only if
pdim(span(v1, v2, . . . , vk)) = k.
Proof. The “only if” part follows immediately from Theorem 2.5 and the definition of p-
dimension. To prove the “if” part, denoteM := span(v1, v2, . . . , vk) and assume thatpdim(M) =
k. Because of Theorem 2.5 and the fact that (v1, v2, . . . , vk) is a p-generator sequence, each of the
pk vectors in M can be written as a p-linear combination of v1, v2, . . . , vk . Obviously there can
be at most pk of such p-linear combinations. This implies that each vector in M can be written
uniquely as a p-linear combination of v1, v2, . . . , vk . This holds in particular for the zero vector
and it follows that v1, v2, . . . , vk are p-linearly independent. 
Since the Gaussian elimination algorithm of [21, p. 1846] can be used to determine the
p-dimension of the span of an arbitrary set of vectors in Zqpr , the above lemma gives rise
to an easy test for p-linear independence of a p-generator sequence. Note that the lemma
does not hold if the p-generator sequence property is missing. Consider, as in Example 2.7,
the vectors v1 = [3 0] and v2 = [6 0] in Z281. The Gaussian elimination algorithm of [21,
p. 1846] computes the p-basis ([3 0] , [9 0], [27 0]) for span(v1, v2). Thus span(v1, v2) has
p-dimension /= 2. However, v1 and v2 are p-linearly independent, as explained in
Example 2.7.
We next present several preliminaries on polynomials, polynomial vectors and polynomial
matrices with coefficients in Zpr , see for example the standard reference [16]. Our definition of
“degree” is as in the field case:
Definition 2.11. The degree of a nonzero polynomial f (ξ) ∈ Zpr [ξ ], written as f (ξ) = f0 +
f1ξ + · · · + fnξn, is defined as
deg(f (ξ)) = max
0in
{i|fi /= 0}.
The coefficient of the term ξdeg f (ξ) in f (ξ) (i.e., fdeg f ) is called the leading coefficient of
f (ξ).
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Definition 2.12. The row degree of a nonzero polynomial vector v(ξ) ∈ Zqpr [ξ ] is defined as the
highest degree of its nonzero components in Zpr [ξ ]. It is denoted by rowdeg(v(ξ)).The coefficient
vector in Zqpr of the term ξ rowdeg v(ξ) in v(ξ) is called the leading row coefficient vector of v(ξ)
and denoted by vlrc, i.e.,
v(ξ) = vlrcξ rowdeg v + lower order terms.
Definition 2.13. Let A(ξ) be a matrix in Zk×qpr [ξ ]. The row degrees of A(ξ) are defined as the row
degrees of its row vectors v1(ξ), . . . , vk(ξ). The leading row coefficient matrix of A(ξ), denoted
by Alrc, is defined as the matrix in Zk×qpr that has vlrc1 , . . . , v
lrc
k as its rows.
Definition 2.14. A polynomial f (ξ) ∈ Zpr [ξ ] is called a unit polynomial if there exists a poly-
nomial u(ξ) ∈ Zpr [ξ ] such that u(ξ)f (ξ) ≡ 1.
Lemma 2.15. A polynomial f (ξ) ∈ Zpr [ξ ], written as f (ξ) = f0 + f1ξ + · · · + fnξn, is a unit
polynomial iff
max
0in
{i|fi is a unit in Zpr } = 0.
The next lemma generalizes Lemma 2.15 to the matrix case.
Lemma 2.16. Let U(ξ) be a matrix in Zq×qpr [ξ ]. The following statements are equivalent:
• U(ξ) is unimodular.
• det U(ξ) is a unit polynomial.
• [U(ξ)]p is a unimodular matrix in Zq×qp [ξ ].
3. p-Generator sequences in Zpr [ξ ]
In the previous section we recalled several notions from [21] for submodules consisting of
constant vectors. In this section we extend these notions to submodules consisting of polynomial
vectors. Although some of the definitions for the constant case carry over straightforwardly to the
polynomial case, there are some major differences due to the existence of a degree concept for
polynomial vectors. In this section we introduce the notion of “reduced p-basis” for modules in
Z
q
pr [ξ ] and show how to construct such a basis. The results of this section are among the main
contributions of the paper as they play a crucial role in Section 4 where they are connected with
row reducedness and the predictable degree property for kernel representations of behaviors over
Zpr .
The notions of p-linear combination, p-generator sequence and p-linear independence for
vectors in Zqpr (Definitions 2.3, 2.4 and 2.6) are straightforwardly extended to vectors in Zqpr [ξ ].
Definition 3.1. Let v1(ξ), . . . , vk(ξ) be vectors in Zqpr [ξ ] and let aj (ξ) be polynomials with
coefficients in {0, 1, . . . , p − 1} ⊂ Zpr . Then the vector
k∑
j=1
aj (ξ)vj (ξ)
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is called a p-linear combination of v1(ξ), . . . , vk(ξ). The set of all p-linear combinations of
v1(ξ), . . . , vk(ξ) is called the p-span of {v1(ξ), . . . , vk(ξ)}.
Definition 3.2. An ordered sequence of vectors (v1(ξ), v2(ξ), . . . , vk(ξ)), with vi(ξ) ∈ Zqpr [ξ ],
is said to be a p-generator sequence if
(1) for 1  i  k − 1, the vector pvi(ξ) can be written as a p-linear combination of
vi+1(ξ), . . . , vk(ξ) and
(2) pvk(ξ) equals the zero vector.
The following theorem is a straightforward generalization of Theorem 2.5.
Theorem 3.3. Let a p-generator sequence be given by (v1(ξ), v2(ξ), . . . , vk(ξ)) with vi(ξ) ∈
Z
q
pr [ξ ] for 1  i  k. Then
pspan(v1(ξ), v2(ξ), . . . , vk(ξ)) = span(v1(ξ), v2(ξ), . . . , vk(ξ)).
In particular, pspan(v1(ξ), v2(ξ), . . . , vk(ξ)) is a submodule of Zqpr [ξ ].
Definition 3.4. Let v1(ξ), . . . , vk(ξ) be vectors in Zqpr [ξ ]. Then they are said to be p-linearly
independent if there does not exist a nontrivial p-linear combination of v1(ξ), . . . , vk(ξ) that
equals zero.
The following lemma shows that p-linearly independent p-generator sequences in Zqpr [ξ ] have
an important property in common with p-linearly independent p-generator sequences in Zqpr ; the
lemma generalizes Lemma 2.8 to polynomial vectors.
Lemma 3.5. Let (v1(ξ), v2(ξ), . . . , vk(ξ)) be a p-linearly independent p-generator sequence
in Zqpr [ξ ]. Then every vector in pspan(v1(ξ), v2(ξ), . . . , vk(ξ)) can be written uniquely as a
p-linear combination of v1(ξ), v2(ξ), . . . , vk(ξ).
Proof. Let λ1(ξ), λ2(ξ), . . . , λk(ξ) and λ˜1(ξ), λ˜2(ξ), . . . , λ˜k(ξ) be polynomials with coefficients
in {0, 1, . . . , p − 1} ⊂ Zpr such that
λ1(ξ)v1(ξ) + λ2(ξ)v2(ξ) + · · · + λk(ξ)vk(ξ)
= λ˜1(ξ)v1(ξ) + λ˜2(ξ)v2(ξ) + · · · + λ˜k(ξ)vk(ξ).
Let i ∈ {1, 2, . . . , k} be the smallest integer such that λi(ξ) /= λ˜i (ξ). Then
μi(ξ)vi(ξ) + μi+1(ξ)vi+1(ξ) + · · · + μk(ξ)vk(ξ) = 0, (3)
where μj (ξ) := λj (ξ) − λ˜j (ξ) ∈ Zpr [ξ ] for j = i, . . . , k. Clearly, μi(ξ) is not a zero divisor
in Zqpr [ξ ]. Because (v1(ξ), v2(ξ), . . . , vk(ξ)) is a p-generator sequence we can then rewrite
μi(ξ)vi(ξ) + μi+1(ξ)vi+1(ξ) + · · · + μk(ξ)vk(ξ) as a nontrivial p-linear combination of
vi(ξ), vi+1(ξ), . . . , vk(ξ), which together with (3) contradicts the assumption thatv1(ξ), . . . , vk(ξ)
are p-linearly independent. 
It is not straightforward to define a concept of p-basis for polynomial vectors that mirrors
the theory for constant vectors, as recounted in Section 2. This is due to the fact that a p-linear
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combination in Zqpr [ξ ] involves coefficients that are polynomials rather than constants. In the
sequel we construct a concept of basis whereby the degrees of these polynomial coefficients are
constrained. Recall from Section 2 (Definition 2.12) that the leading row coefficient vector of a
polynomial vector v(ξ) in Zqpr [ξ ] is denoted by the vector vlrc ∈ Zqpr .
Definition 3.6. Let M be a submodule of Zqpr [ξ ], written as a p-span of a p-generator sequence
(v1(ξ), v2(ξ), . . . , vk(ξ)). Then (v1(ξ), v2(ξ), . . . , vk(ξ)) is called a reduced p-basis for M if
the vectors vlrc1 , v
lrc
2 , . . . , v
lrc
k are p-linearly independent in Z
q
pr .
Lemma 3.7. Let M be a submodule of Zqpr [ξ ] with reduced p-basis (v1(ξ), v2(ξ), . . . , vk(ξ)).
Then v1(ξ), v2(ξ), . . . , vk(ξ) are p-linearly independent in Zqpr [ξ ].
Proof. The proof is by contradiction: suppose that there exists a nonzero polynomial vector
(a1(ξ), . . . , ak(ξ)) with coefficients in {0, 1, . . . , p − 1} ⊂ Zpr , such that
a1(ξ)v1(ξ) + · · · + ak(ξ)vk(ξ) = 0. (4)
Let  ∈ {1, . . . , k} be such that
rowdeg a(ξ)v(ξ)  rowdeg ai(ξ)vi(ξ) for 1  i  k.
For 1  i  k, denote di := rowdeg vi(ξ), and L := rowdeg a(ξ)v(ξ). It follows that, for 1 
i  k, deg ai(ξ)  L − di with equality for i = . As a result, we can write ai(ξ) as
ai(ξ) = αi0ξL−di + αi1ξL−di−1 + · · · + αiL−di with
αij ∈ {0, 1, . . . , p − 1} ⊂ Zpr for 0  j  L − di.
Then
α0 /= 0. (5)
Furthermore, α10v
lrc
1 + α20vlrc2 + · · · + αk0vlrck equals the leading coefficient of a1(ξ)v1(ξ) + · · · +
ak(ξ)vk(ξ), which equals 0 because of (4). Using (5), we conclude that α10vlrc1 + α20vlrc2 + · · · +
αk0v
lrc
k is a nontrivial p-linear combination that equals zero. This contradicts the p-linear inde-
pendence of vlrc1 , v
lrc
2 , . . . , v
lrc
k and proves the lemma. 
A reduced p-basis exhibits predictable degree properties, as expressed by the following theo-
rem.
Theorem 3.8. Let (v1(ξ), v2(ξ), . . . , vk(ξ)) be a reduced p-basis for a module M in Zqpr [ξ ]. Let
v(ξ) ∈ M. Denote rowdeg v(ξ) by d and rowdeg vi(ξ) by di for i = 1, . . . , k. Then v(ξ) can be
written uniquely as a p-linear combination
v(ξ) = a1(ξ)v1(ξ) + · · · + ak(ξ)vk(ξ), (6)
where ai(ξ) is a polynomial of degree  d − di with coefficients in {0, 1, . . . , p − 1} ⊂ Zpr for
i = 1, . . . , k.
Proof. By Lemma 3.7, (v1(ξ), v2(ξ), . . . , vk(ξ)) is a p-linearly independent p-generator se-
quence. According to Lemma 3.5 the vector v(ξ) can then be written uniquely as a p-linear
combination (6) where ai(ξ) is a polynomial with coefficients in {0, 1, . . . , p − 1} ⊂ Zpr for
i = 1, . . . , k. It remains to prove that
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deg ai(ξ) + di  d for i = 1, . . . , k.
For this, it is obviously sufficient to prove that L := maxai (ξ) /=0(deg ai(ξ) + di) equals d. Clearly
L  d so that we can write
v(ξ) = f0ξL + f1ξL−1 + · · · + fL with f0, f1, . . . , fL ∈ Zqpr .
For 1  i  k, we can write the polynomial ai(ξ) as
ai(ξ) = αi0ξL−di + αi1ξL−di−1 + · · · + αiL−di with
αij ∈ {0, 1, . . . , p − 1} ⊂ Zpr for 0  j  L − di.
Because of the definition of L there exists  ∈ {1, . . . , k} such that
α0 /= 0. (7)
Furthermore we have
f0 = α10vlrc1 + α20vlrc2 + · · · + αk0vlrck .
It now follows from (7) and the p-linear independence of vlrc1 , vlrc2 , . . . , vlrck that f0 /= 0. We
conclude that L = d, which proves the theorem. 
The following lemma is needed for the remainder of this section.
Lemma 3.9. Let (v1(ξ), v2(ξ), . . . , vk(ξ)) be a p-generator sequence in Zqpr [ξ ] with k  2.
Assume that vlrc2 , v
lrc
3 , . . . , v
lrc
k are p-linearly independent in Z
q
pr . Then (vlrc1 , v
lrc
2 , . . . , v
lrc
k ) is a
p-generator sequence in Zqpr .
Proof
• Since (v1(ξ), v2(ξ), . . . , vk(ξ)) is a p-generator sequence, it follows that pvk(ξ) = 0, so that
also pvlrck = 0. As a result, condition (2) of Definition 2.4 is satisfied.• Denote rowdeg vi(ξ) by di for i = 1, . . . , k. To prove condition (1) of Definition 2.4, let
j ∈ {1, . . . , k − 1}. We need to prove that pvlrcj is a p-linear combination of vlrcj+1, . . . , vlrck .
Denote rowdeg(pvj (ξ)) by Lj . Since (v1(ξ), v2(ξ), . . . , vk(ξ)) is a p-generator sequence, it
follows that the vector pvj (ξ) can be written as
pvj (ξ) = aj+1(ξ)vj+1(ξ) + · · · + ak(ξ)vk(ξ), (8)
where, for j + 1  i  k, the polynomial ai(ξ) has its coefficients in {0, 1, . . . , p − 1} ⊂ Zpr .
Because of the fact that (v2(ξ), . . . , vk(ξ)) is a reduced p-basis, by Theorem 3.8, it follows
that we can write
ai(ξ) = αi0ξLj−di + αi1ξLj−di−1 + · · · + αiLj−di for j + 1  i  k, (9)
with αi0, α
i
1, . . . , α
i
Lj−di ∈ {0, 1, . . . , p − 1} ⊂ Zpr .
We now distinguish two cases
Case 1. Lj < dj . Then clearly pvlrcj = 0.
Case 2. Lj = dj . Then clearly pvlrcj /= 0 and
(pvj )
lrc = pvlrcj . (10)
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From (8) and (9) it follows that
(pvj )
lrc = αj+10 vlrcj+1 + · · · + αk0vlrck ,
so that, using (10), we have
pvlrcj = αj+10 vlrcj+1 + · · · + αk0vlrck .
It follows that in both cases pvlrcj is a p-linear combination of v
lrc
j+1, . . . , v
lrc
k , i.e., con-
dition (1) of Definition 2.4 holds. We conclude that (vlrc1 , vlrc2 , . . . , vlrck ) is a p-generator
sequence. 
From the above lemma and Lemma 2.10 we immediately have the following theorem.
Theorem 3.10. Let M be a submodule of Zqpr [ξ ], written as a p-span of a p-generator sequence
(v1(ξ), v2(ξ), . . . , vk(ξ)). Then (v1(ξ), v2(ξ), . . . , vk(ξ)) is a reduced p-basis for M if and only
if the following two conditions hold:
1. (vlrc1 , v
lrc
2 , . . . , v
lrc
k ) is a p-generator sequence in Z
q
pr .
2. pdim(span(vlrc1 , vlrc2 , . . . , vlrck )) = k.
The p-dimension of the span of a p-generator sequence in Zqpr can easily be calculated
by the Gaussian elimination algorithm of [21, p. 1846]), which brings the vectors in the
sequence into row echelon form. By the above theorem, applying this algorithm to a p-
generator sequence (vlrc1 , v
lrc
2 , . . . , v
lrc
k ) then provides a practical method to establish whether
a p-generator sequence (v1(ξ), v2(ξ), . . . , vk(ξ)) is a reduced p-basis in Zqpr [ξ ].
We next show that every submodule M of Zqpr [ξ ] has a reduced p-basis. Below we give an
algorithm that takes as its input an arbitrary set of vectors in Zqpr [ξ ] that span M and produces a
reduced p-basis for M as its output.
For r = 1, i.e., the field case Zqp[ξ ], the algorithm boils down to classical row reduction
operations, as found in [22,26,5,9].
Algorithm 3.11. Input data: module M := span(w1(ξ), . . . , wg(ξ)) with wi(ξ) ∈ Zqpr [ξ ].
Initialization: Define p-generator sequence
V ← (w1(ξ), . . . , wg(ξ), pw1(ξ), . . . , pwg(ξ), . . . , pr−1w1(ξ), . . . , pr−1wg(ξ)). (11)
Step 1: Re-order V according to nonincreasing row degree such that
V ← (v1(ξ), . . . , vk(ξ), 0, . . . , 0),
making sure that vectors of equal row degree are not swapped. Denoting di := rowdeg vi(ξ) for
1  i  k, we then have di  dj for i < j .
Step 2: Remove zero vectors, resulting in
V ← (v1(ξ), . . . , vk(ξ)).
Step 3: Determine smallest  such that
1. (vlrc+1, . . . , v
lrc
k ) is a p-generator sequence in Z
q
pr and
2. pdim(span(vlrc+1, . . . , vlrck )) = k − .
788 M. Kuijper et al. / Linear Algebra and its Applications 425 (2007) 776–796
(to check the latter condition use the Gaussian elimination algorithm of [21, p. 1846]).
Step 4: For i = 1, . . . , k −  let αi ∈ Zpr be such that
vlrc + α1vlrc+1 + α2vlrc+2 + · · · + αk−vlrck = 0. (12)
Replace v(ξ) by
v(ξ) + α1ξd−d+1v+1(ξ) + α2ξd−d+2v+2(ξ) + · · · + αk−ξd−dk vk(ξ). (13)
Go to Step 1.
The algorithm stops when  = 0 at Step 3.
Output data: (v1(ξ), . . . , vk(ξ)).
Theorem 3.12. Let a module M be given as M = span(w1(ξ), . . . , wg(ξ)) with wi(ξ) ∈ Zqpr [ξ ].
Then Algorithm 3.11 produces a reduced p-basis (v1(ξ), . . . , vk(ξ)) for M.
Proof. We first prove that V is a p-generator sequence with pspan(V ) = M at every step of the
algorithm.
• Clearly pspan(V ) = M at initialization. Further, p times any vector v(ξ) in V, given by (11),
is either zero or equals a successor vector in V. We now make two observations: firstly, the
degree of the abovementioned successor vector pv(ξ) does not exceed the degree of v(ξ). As
a result, the successor vector appears later than v(ξ) in the re-ordering of Step 1. Our second
observation is that there exists a nonzero vector pr−1v(ξ) in V that has smallest degree among
all nonzero vectors inV.From these two observations it follows that the re-ordering of the initial
p-generator sequence at Step 1 produces a p-generator sequence V with pspan(V ) = M.
• The removal of zero rows at Step 2 obviously produces a p-generator sequence whose p-span
is unchanged. Note that Lemma 2.10 implies that
(v+1(ξ), . . . , vk(ξ)), obtained at Step 3, is a reduced pbasis for its pspan. (14)
Further, the operation in Step 4 only involves addition by a linear combination of successor
vectors. As a result, it produces a p-generator sequence whose p-span is unchanged.
• It remains to prove that the next re-ordering at Step 1 yields a p-generator sequence. Note
that rowdeg pv(ξ)  d. By Theorem 3.8, the observation (14) now implies that any vectors
in {v+1(ξ), . . . , vk(ξ)} that have row degree greater than d are not involved in a p-linear
combination of pv(ξ). As a result, the re-ordering at Step 1 produces a p-generator sequence.
We conclude that V is a p-generator sequence at every step of the algorithm with pspan(V ) =
M.
Next, we examine Step 3 and Step 4 and show that they can be achieved. From (14) it follows
that vlrc+1, . . . , v
lrc
k are p-linearly independent in Z
q
pr . Using Lemma 3.9 this implies that
(vlrc , v
lrc
+1, . . . , v
lrc
k ) is a pgenerator sequence. (15)
From the definition of  it follows that vlrc , v
lrc
+1, . . . , v
lrc
k are not p-linearly independent. As
a result, there exists a nontrivial p-linear combination
β0v
lrc
 + β1vlrc+1 + · · · + βk−vlrck = 0, where
βi ∈ {0, 1, . . . , p − 1} ⊂ Zpr for i = 0, . . . , k − ,
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and β0 /= 0. From (15) it then follows that there exist αi’s as in Step 4 such that (12) holds.
Finally, we observe that, at Step 4, the vector (13) has row degree strictly smaller than d. Clearly,
the row degrees cannot strictly decrease infinitely many times. Therefore the algorithm must
stop after finitely many iterations. Then necessarily  = 0 at Step 3 and a reduced p-basis is
achieved. 
A reduced p-basis of a module M gives rise to several invariants of M , as shown by the
following theorem.
Theorem 3.13. Let (v1(ξ), . . . , vk(ξ)) and (v˜1(ξ), . . . , v˜k˜(ξ)) be two reduced p-bases with
pspan(v˜1(ξ), . . . , v˜k˜(ξ)) = pspan(v1(ξ), . . . , vk(ξ)). (16)
Then k˜ = k. Furthermore, denoting rowdeg vi(ξ) by di and rowdeg v˜i (ξ) by d˜i we have that
{d˜i |i = 1, . . . , k} = {di |i = 1, . . . , k}. (17)
Proof. The proof is by contradiction. Suppose k˜ /= k; without restrictions we may assume that k˜ >
k. Order the row degrees as di1  di2  · · ·  dik and d˜i˜1  d˜i˜2  · · ·  d˜i˜k˜ . Because v˜i˜k˜ (ξ ) ∈
pspan(v1(ξ), . . . , vk(ξ)) and (v1(ξ), . . . , vk(ξ)) is a reduced p-basis, it follows from Theorem
3.8 that d˜
i˜
k˜
 dik . In the same way it follows that dik  d˜i˜
k˜
and this implies d˜
i˜
k˜
= dik . Let  ∈
{1, . . . , k − 1} be the smallest index such that d˜
i˜
k˜−
/= dik− ; in the event that d˜i˜
k˜−j
= dik−j for
j = 0, . . . , k − 1, we define  := k. We need to distinguish two cases:
Case 1.  = k. In this case, since both (v1(ξ), . . . , vk(ξ)) and (v˜1(ξ), . . . , v˜k˜(ξ)) are reduced p-
bases, it follows from Theorem 3.8 that pspan(v˜1(ξ), . . . , v˜k˜(ξ)) contains at least p − 1 times
as many vectors of row degree  d˜
i˜
k˜−k
than pspan(v1(ξ), . . . , vk(ξ)). This contradicts (16) and
we conclude that k˜ = k.
Case 2. 0 <  < k. Without restrictions we may assume that d˜
i˜
k˜−
< dik− . Since both
(v1(ξ), . . . , vk(ξ)) and (v˜1(ξ), . . . , v˜k˜(ξ)) are reduced p-bases, it follows from Theorem 3.8 that
pspan(v˜1(ξ), . . . , v˜k˜(ξ)) contains at least p − 1 times as many vectors of row degree  d˜i˜
k˜−
than pspan(v1(ξ), . . . , vk(ξ)). This contradicts (16) and we conclude that  = k. From Case 1
it then follows that k˜ = k and that (17) holds. 
Because of the above theorem the next definition is well-defined.
Definition 3.14. Let M be a submodule of Zqpr [ξ ]. Let (v1(ξ), . . . , vk(ξ)) be a reduced p-basis
of M . Denote rowdeg vi(ξ) by di for i = 1, . . . , k. Then the p-dimension of M is defined as
pdim(M) = k.
The p-degrees of M are defined as d1, . . . , dk .
Note that it follows from the construction in Algorithm 3.11 that for any set of vectors
{w1(ξ), . . . , wg(ξ)} in Zqpr [ξ ] we have
pdim(span(w1, . . . , wg))  gr.
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4. Parametrization of annihilators of a behavior
In this section we set out to develop a kernel representation that has the predictable degree
property. Our running example is the following.
Example 4.1. In Z27: consider the regular behavior
B = span
([
9
0
]
,
[
0
1
]
,
[
0
0
]
, . . .
)
.
A kernel representation for B is given by A(σ)w = 0, where
A(ξ) =
[
0 ξ2
1 18ξ
]
. (18)
Clearly A(ξ) does not have the predictable degree property since
[9 ξ ]A(ξ) = [ξ 0].
In the above example it is not possible to apply the usual row reduction operations that are
familiar from the field setting. This is due to the fact that 9 is a zero divisor in Z27. So how to go
about deriving an equivalent kernel representation that possesses the predictable degree property?
In this section we put the results of the previous section to work. We first define the concepts of
“p-predictable degree property” and “p-row-reduced” that turn out to be appropriate for our ring
setting.
Definition 4.2. Let R(ξ) be a matrix in Zk×qpr [ξ ] with row degrees d1, . . . , dk . Let
a(ξ) = [a1(ξ) · · · ak(ξ)]
be a nonzero polynomial vector with coefficients in {0, 1, . . . , p − 1} ⊂ Zpr for i = 1, . . . , k.
Then R(ξ) is said to have the p-predictable degree property if the row degree of a(ξ)R(ξ) equals
max
1ik
(di + deg ai).
Definition 4.3. Let R(ξ) be a matrix in Zk×qpr [ξ ]. Then R(ξ) is p-row-reduced if the rows of its
leading row coefficient matrix are p-linearly independent in Zqpr .
Example 4.4. In Z27: consider again the behavior B of Example 4.1, given by A(σ)w = 0 with
A(ξ) defined in (18). A kernel representation for B in adapted form (1) is given by R˜(σ )w = 0,
where
R˜(ξ) =
⎡
⎢⎢⎢⎣
A(ξ)
pA(ξ)
...
pr−1A(ξ)
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 ξ2
1 18ξ
0 3ξ2
3 0
0 9ξ2
9 0
⎤
⎥⎥⎥⎥⎥⎥⎦
. (19)
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Its leading row coefficient matrix equals
R˜lrc =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1
0 18
0 3
3 0
0 9
9 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
It follows from Example 2.7 that the matrix R˜(ξ) is not p-row-reduced. An alternative kernel
representation for B is given by R(σ)w = 0, where
R(ξ) =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 ξ2
0 3ξ2
14 9ξ
ξ 0
3 0
9 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Its leading row coefficient matrix equals
Rlrc =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1
0 3
0 9
1 0
3 0
9 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
By Property 2.2, the rows of Rlrc are 3-linearly independent, so that the matrix R(ξ) is p-row-
reduced.
We now present the first main result of this section which connects the p-predictable degree
property with p-row-reducedness.
Theorem 4.5. Let R(ξ) be a matrix in Zk×qpr [ξ ]. Then R(ξ) has the p-predictable degree property
if and only if it is p-row-reduced.
Proof. Denote the row degrees of R(ξ) by d1, . . . , dk .
• To prove the “if” part assume that R(ξ) is p-row-reduced. Then it follows as in the proof of
Theorem 3.8 that R(ξ) has the p-predictable degree property.
• To prove the “only if” part assume that R(ξ) has the p-predictable degree property. Let αi0 ∈{0, 1, . . . , p − 1} ⊂ Zpr for 1  i  k be such that[
α10 α
2
0 · · · αk0
]
Rlrc = 0. (20)
We need to prove that α10 = α20 = · · · = αk0 = 0. For this, let d be the largest row degree of
R(ξ). Now define
a(ξ) = [α10ξd−d1 α20ξd−d2 · · · αk0ξd−dk ] .
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Using (20) it is easily verified that
rowdeg a(ξ)R(ξ) < d. (21)
If there exist j ∈ {1, . . . , k} such that αj0 /= 0 then maxai (ξ) /=0(di + deg ai(ξ)) = dj +
deg aj (ξ) = d which contradicts (21) because of the p-predictable degree property. We
conclude that α10 = α20 = · · · = αk0 = 0 and that R(ξ) is p-row-reduced. 
Example 4.6. In Z27: consider again the behavior B of Example 4.4 with the adapted represen-
tation R˜(w) = 0, where R˜(ξ) is given by (19). The matrix R˜(ξ) does not have the p-predictable
degree property, since[
0 ξ 0 0 1 0
]
R˜(ξ) = [ξ 0] .
Indeed, as observed in Example 4.4, the matrix R˜(ξ) is not p-row-reduced.
It can be shown that the behavior of the above example does not allow for a p-row-reduced
kernel representation in adapted form. Because of this, we step away from the adapted form and in-
troduce a less restrictive type of kernel representation which we call the “composed form”, defined
below. Later in this section we put Algorithm 3.11 to work to show that any behavior that can be
represented by a kernel representation, admits a p-row-reduced kernel representation in composed
form. Below we see that the composed form is essential for our main parametrization result.
Definition 4.7. Let R(ξ) be a matrix in Zk×qpr [ξ ]. Then R(ξ) is defined to be in composed form if
there exists a row permutation matrix P such that the rows of PR(ξ) are a p-generator sequence
in Zqpr [ξ ].
As remarked in [21], the concept of “p-generator sequence” coincides with the concept of
“generating system along a composition chain” in commutative ring theory, see [15]. This explains
our terminology “composed form”.
It follows immediately from Definition 1.3 that the adapted form is a special case of the
composed form. In other words, the composed form provides a less restrictive type of kernel
representation that turns out to be suitable for row-reducedness issues.
In defining the p-predictable degree property (Definition 4.2), a crucial feature is that coef-
ficients are restricted to the subset {0, 1, . . . , p − 1} of Zpr . When coupled with the composed
form, this restriction does not weaken the usefulness of the concept, as compared to the field case.
This is due to a special property of the composed form, that follows immediately from Theorem
3.3: for any matrix R(ξ) in composed form and F(ξ) in Zkpr [ξ ], the vector F(ξ)R(ξ) can be
rewritten as F(ξ)R(ξ), where F(ξ) is a vector in Zkpr [ξ ] with coefficients restricted to the subset{0, 1, . . . , p − 1} ⊂ Zpr .
We now present the second main result of this section which demonstrates that the combination
of the p-predictable degree property and the composed form is powerful enough to yield a
parametrization result for annihilators of B that is the ring counterpart of Theorem 1.5 from
the field case.
Theorem 4.8. Let B be a behavior given by R(σ)w = 0 where R(ξ) ∈ Zk×qpr [ξ ] is in composed
form and has the p-predictable degree property. Denote the row degrees of R(ξ) by d1, . . . , dk.
Let V (ξ) be a polynomial vector in Zqpr [ξ ] of row degree d. Then V (ξ) is an annihilator of B if
and only if there exists a vector Q(ξ) = [q1(ξ) · · · qk(ξ)] in Zkpr [ξ ] such that
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1. V (ξ) = Q(ξ)R(ξ).
2. deg qi(ξ)  d − di for i = 1, . . . , k.
3. the coefficients of qi(ξ) are restricted to {0, 1, . . . , p − 1} ⊂ Zpr for i = 1, . . . , k.
Furthermore, Q(ξ) is unique.
Proof. The “if” part is trivial. To prove the “only if” part, we first observe that, in the terminology
of Section 3, after a possible row permutation, the rows of R(ξ) are a reduced p-basis for the
module B⊥. The result now follows immediately from Theorem 3.8. 
As in the field case, the strength of the above theorem is in the “only if” part: condition 2 yields
an explicit parametrization of annihilators of a pre-specified row degree, where the bound on the
number of coefficients can be calculated a priori.
Theorem 3.10 and Theorem 4.5 immediately lead to the following theorem which gives an easy
test for establishing whether a kernel representation in composed form is p-row-reduced. Again
the Gaussian elimination procedure of [21, p. 1846] can be used to check the second condition in
the theorem.
Theorem 4.9. Let R(ξ) be a matrix in Zk×qpr [ξ ] in composed form. Let P be a row permutation
matrix such that the rows of PR(ξ) are a p-generator sequence in Zqpr [ξ ]. Denote the rows of
PRlrc by w1, . . . , wk. Then R(ξ) has the p-predictable degree property if and only if the following
two conditions hold:
1. (w1, . . . , wk) is a p-generator sequence in Zqpr .
2. pdim(span(w1, . . . , wk)) = k.
Note that for the case r = 1, i.e., for behaviors over the field Zp, the above theorem yields the
classical row reducedness test which amounts to Rlrc having full row rank.
In the next theorem we present the third main result of this section in showing that any behavior
that can be represented by a kernel representation, admits a p-row-reduced kernel representation
in composed form. The proof is constructive and based on Algorithm 3.11.
Theorem 4.10. LetB be a behavior over Zpr . Then there exists a kernel representation R(σ)w =
0 of B, such that R(ξ) is in composed p-row-reduced form.
Proof. Let A(σ)w = 0 be a kernel representation ofB. Then the span of the rows of A(ξ) equals
the module B⊥. Taking the rows of A(ξ) as input, apply Algorithm 3.11, yielding (v1(ξ), . . . ,
vk(ξ)) as output. Then it follows from Theorem 3.12 that (v1(ξ), . . . , vk(ξ)) is a reduced p-basis
for B⊥. Now define R(ξ) as the matrix which has v1(ξ), . . . , vk(ξ) as its rows. Then clearly
R(σ)w = 0 is a kernel representation of B. Further, by Definitions 3.6, 4.3 and 4.7 the matrix
R(ξ) is p-row-reduced and in composed form. 
Example 4.11. In Z27: consider again the behavior B of Example 4.1.
The initialization step of Algorithm 3.11 essentially considers the adapted form (19), given by⎡
⎢⎢⎢⎢⎢⎢⎣
0 ξ2
1 18ξ
0 3ξ2
3 0
0 9ξ2
9 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
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Performing the row permutations of Step 1 of Algorithm 3.11 gives⎡
⎢⎢⎢⎢⎢⎢⎣
0 ξ2
0 3ξ2
0 9ξ2
1 18ξ
3 0
9 0
⎤
⎥⎥⎥⎥⎥⎥⎦
, which has leading row coefficient matrix
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1
0 3
0 9
0 18
3 0
9 0
⎤
⎥⎥⎥⎥⎥⎥⎦
. (22)
We now demonstrate how Step 3 in the algorithm is performed using Gaussian elimination.
Clearly, the last 3 rows of the leading row coefficient matrix in (22) are a p-linearly independent
p-generator sequence. Let us now denote the p-generator sequence consisting of the last 4 rows
of the leading row coefficient matrix in (22) by V . Thus
V = ([0 9], [0 18], [3 0], [9 0]).
Applying the Gaussian elimination algorithm of [21, p. 1846] to V , it follows that ([0 9],
[3 0], [9 0]) is a p-basis in row echelon form for pspan(V ). Thus
pdim(pspan(V )) = 3,
so that the vectors in V are not p-linearly independent. Indeed, [0 9] + [0 18] is a nontrivial
p-linear combination that equals zero.
Step 4 yields premultiplication by
U(ξ) =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 ξ 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Note that, by Lemma 2.16, the matrix U(ξ) is unimodular. Premultiplication by U(ξ) yields
R(ξ) =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 ξ2
0 3ξ2
ξ 0
1 18ξ
3 0
9 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Going back to Step 1, no further row permutations are needed—the matrix R(ξ) is in composed
form and p-row-reduced, as desired.
5. Conclusions
In this paper we addressed and solved the open problem, posed in [3], of deriving a theory
of row-reduced kernel representations for systems over Zpr . We showed the importance of this
problem in terms of parametrization of annihilators. We found that we had to step away from the
adapted form, as found in the literature, and resort to a less restricted form, which we introduced
as the “composed form”. Our approach has been to extend the concepts and results of [21] to a
polynomial context and apply these to the submodule B⊥ of annihilators of B.
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Because of this general approach, our results are also applicable to image representations of
behaviors over Zpr . It is a subject of future investigation to develop this further. In particular, the
role of thep-degrees ofB⊥ in relation to the minimal state space dimension in an input/state/output
realization deserves attention.
One of our main results extends the classical leading row coefficient rank test that determines
row reducedness in the field case. We derived that row reducedness of a polynomial matrix over
Zpr involves the composed form as well as a leading row coefficient rank test. The latter is
performed via Gaussian elimination.
Finally, it should be noted that the results of this paper hold more generally for any finite
chain ring i.e., a ring in which all ideals are ordered by inclusion [6,17]. Generalizations to finite
commutative rings (see [16]) and finite abelian groups (as in [21, Section IX-C] and [3]) are then
also possible.
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