The paper introduces a methodology for the evaluation of the interference noise, caused by digital switching activity, in sensitive circuits of a mixed-digital-analog chip. The digital switching activity is modeled stochastically as functions defined on Markov chains. The actual interference signal is obtained through the modulation of this discrete stochastic signal with real current injection patterns stored a priori in a pre-characterized library. The interference noise results from the propagations of these continuous stochastic signals through the linear network that models the chip power grid, substrate and relevant package parasitics. The interference noise power spectral density is computed by linear frequency-domain analysis. The methodology is implemented using advanced numerical techniques capable of tackling very large problems.
Introduction
Integrated circuit technology allows more and more transistors to be economically built on a single silicon substrate. As a consequence, there is a permanent pressure to integrate an increasing number of the 'system components on the same chip. Some of the system components inevitably contain sensitive analog and RF circuits, e.g., frequency synthesizers, clock recovery circuits, analog-digital converters, etc., the performance of which could be significantly degraded by the presence of interfering signals.
In a mixed digital-analog application implemented on the same silicon substrate, the relentless switching of the digital gates constitutes a significant source of interference. This interference propagates through a multitude of mechanisms: the power supply grid, the silicon substrate, signal wires, package pin coupling, etc. Its effect will be felt inevitably to various degrees in every point on the chip. The difficulty to predict the level of the interference and to evaluate various isolation and shielding solutions has been a major impediment on the path to higher levels of system integration.
Most of the existing worli on this problem is reviewed in [l] . Extensive research has been done in modeling the interference injection mechanisms such as impact ionization, pn-junctions, etc. The modeling of propagation channels, in particular the silicon substrate, has also been investigated in [2, 3, 41 . In most existing works, i.e., [4], the digital activity is modeled empirically from extensive logic simulation traces. In [4] , for example, the authors fit an inverter chain model to capture the digital switching activity. The interference signals are converted to time domain and transient simulation is used to obtain the time-domain interference signal. Miliozzi at al.
[5] obtain actual injection waveforms at all switching devices by using logic simulation together with cell-library characterization. The individual contributions are combined at the output node into a long time-domain waveform. The corresponding power spectrum can be estimated from this long time-domain waveform using standard techniques. Unfortunately, it will be shown in the sequel that important features of the power spectrum may be lost when spectral estimation is performed on 0 time-domain sequences. Another disadvantage of such methodologies is the difficulty in incorporating nontrivial models of the substrate and the power-ground grid. Indeed in these works the substrate is assumed to be purely resistive and the parasitics of the on-chip digital powerground grid are usually ignored.
In this paper we propose a methodology, Modulated Stochastic Switching Activity Propagation (MSSAP), to analyze the interference produced by the digital switching activity of the entire chip in certain critical points which may host sensitive analog circuitry. MSSAP is a frequency domain based analysis which computes an accurate power spectral density of the interference signal at the points of interest. These results can be used to support system and circuit design decisions: frequency planning, circuit design, floorplanning, and technology choices: placement of guard rings, substrate doping levels, etc.
The proposed methodology relies on stochastic modeling of digital switching activity. The stochastic model, based on Markov chains, captures the switching statistics of individual gates, including correlations between activities of related gates. Modulation theory is then used to compute the spectral characterization of the interference source signals. Finally, we analyze the propagation of these stochastic signals through the linear but very complicated system formed by the power supply grid, silicon substrate, package, etc. The propagation is computed using frequency-domain noise analysis techniques. Powerful numerical techniques can be applied to make this analysis applicable at the entire chip level.
One important result of this paper is to show that the interference noise power spectrum has two components: one discrete and the other continuous. The discrete spectral component reflects the fact that the interference signals are triggered by discrete events that occur at periodic clock intervals. The continuous spectral component results from the "randomness" of these events. The final spectrum is shaped by the frequency content of the injected interference signals. MSSAP computes both the continuous and discrete spectral components explicitly. In contrast, competing methods based on spectral estimation from time-domain waveforms cannot distinguish between the two components and may suffer significant errors as a consequence.
The next section will present an overview of the MSSAP interference analysis methodology, and the computation of the power spectrum of the interference signals. Section 3 details the modeling of the individual cell contribution and outlines a cell-library characterization strategy. Finally, Section 4 presents illustrative examples and is followed by conclusions.
Methodology
The problem in front of us is to evaluate the effect of millions of switching gates on certain particularly sensitive points on the chip. The interference propagates through the power and ground lines, signal wires, the chip substrate, the pads, the package, and all the way through the printed circuit board. It is clear that in order to tackle this problem, we will need to make a number of simplifying approximations. First, we assume that the contribution of each gate can be captured by ideal sources that model the currents injected or sinked from the power grid and substrate as it switches. Second, rather than simulate the exact switching pattern of each cell, we use a stochastic model which approximates as closely as possible its switching statis- for all practical purposes a linear circuit and is modeled with the full accuracy allowed by the extraction tools. Under these assumptions, the problem is reduced to the evaluation of stochastic processes, as they propagate through linear systems. The quantity of interest is the spectral power density Syy(f) of the interference signal at the sensitive point. Qpically we are interested in several such points and S,,(f) will be, in fact, a matrix representing the crossspectral power density. The quantities on the matrix diagonal represent the spectral power density of the interference signal at each observation point, while the off-diagonal elements represent their correlations.
S,,(f) can be expressed analytically, as a function of the input cross-spectral power density matrix, S,,(f), and H( j2nf), the linear system's transfer function [6] s,,(f) = H(j2nf) sdf) HH(j2nf)
The input cross-spectral power density matrix S,, (f) contains signal statistics for all interference sources. It is a very large square matrix, the size of which is proportional to the number of the offending cells. The diagonal matrix-elements represent the spectrum of each interference source and off-diagonal elements capture correlations between them. Fortunately, strong correlations tend to be localized within the same logic function, therefore in practice, S , , will be mainly blockdiagonal with relatively small blocks. The matrix-transfer function H( j2nf) models power/groundlsubstrate/package/board ensemble as a multi-input, multi-output linear system. The number of inputs can be very large, equal to the number of interference sources. The number of outputs is equal to the number of observation points, and in this work it is assumed to be relatively small, e.g., 10-100.
The cross-spectral power density matrix Sxx(f) of the interference signals is obtained using modulation theory. We start by associating to each switching cell a random, discrete, four-valued signal, c[n], that models its transitions: high-high, high-low, low-high, low-low. To each of the four possible values of c[n] we assign a different set of continuous waveforms, gC['] ( t ) , representing the actual currents that the cell injects into the power/ground/substrate/interconnect system, during the corresponding transition. The result is a continuous signal x ( t ) . Mathematically, where T represents the clock period. In other words, to each switching event, c[n], we assign waveforms, gC["](t -nT), and the modulated signal results from the superposition of all these waveforms.
The problem is analogous to modulation in digital communications. There, c[n] represents the encoded signal that is transmitted. The continuous signal x(t ), result of the modulation, propagates through the power/ground/substrate/package/board system, (the channel), and produces the interference signal y(tJ. The signal propagation chain is illustrated in Figure 1 .
is modeled by functions defined on the state-set of Markov chains (MCs). The MC is characterized by a state set Z = {(TI,. . . ,GI}, and the I x I state transition probability matrix, (TPM), P. We define the digital transition signal as a function h : Z-+{LL,LH,HL,HH}. The function h is conveniently represented
. . . , h ( q ) l T . In the following, we will use the function-vector d to represent h.
For example, a simple digital signal that may switch from low to high with probability a and from high to low with probability P at every clock tick, is modeled by a MC with four states, with the TPM This way, all the signals of a combinational circuit can be represented on a MC obtained from the MCs of the primary imputs. This representation captures both the individual switching statistics of all signals and their correlations. Moreover, the signal representation with MCs is also valid for sequential logic circuits, i.e., finite-state machines.
Note that the sizes of the vectors that define the signals and the TPMs that define the MCs grow exponentially in the number of inputs to the logic circuit. However, the vectors and matrices can still be efficiently manipulated exploiting their special structure and efficient data structures similar to BDDs [7] .
The discrete random signal c[n] is characterized by an autocorrelation matrix
where A is a diagonal matrix with the stationary probabilities of the MC as entries.
In general, each switching event in the random sequence c[n] will be associated with noise source signals, e.g., injection current patterns for the power, ground, and substrate. In a cell-based design environment the injection patterns can be determined off-line and stored in parameterized form during the library characterization procedure. The injection-current waveforms stored in the library are time-referenced from the clock transition time. Cell delay information, obtained from a timing verification tool, is then added to each cell instance.
The continuous-time stochastic process x ( t ) that models the signal injected by a switching source modeled with the discrete-time stochastic process c[n] is given by (2). Recall that c[n] takes values in Q = {LL, LH, HL, HH}. Hence, for every digital signal, there is a set offour such injection waveforms:
We consider M such noise sources XI ( t ) , . . It is shown in [8, 91 and [lo] , that the spectral density matrix of x(t), is given by where the M x I matrix function G(f) is the Fourier transform of g ( t )
in (5), and WsS(ej2'fT) is the z-transform of RSs[k]
The z-transform in (7) is based on the eigendecomposition of P. TPMs have always one eigenvalue exactly equal to 1 and all others with magnitude less or equal than 1. Eigenvalues of magnitude 1 result in 6-functions in the spectrum W,,(ej2nfT ), and correspond to pure tones. For instance, the term corresponding to the unit eigenvalue associated with any TPM results in a train of &functions, i.e., pure tones, at the clock frequency 1/T and its harmonics. If there are other eigenvalues with magnitude 1, they also result in trains of &functions in the spectrum. Hence, the spectral density matrix Sxx(f) consists of continuous and discrete components k Finally, in order to compute the interfering signals' power spectral density at the nodes of interest, we need to compute the propagation of a very large number of stochastic processes through a very complex linear system. This implies the evaluation of expression (l), and involves solving very large matrix systems. Fortunately, the number of matrix solutions is determined only by the number of outputs, i.e., observation points, and does not depend on the number of switching noise sources. In fact, the output power spectral density computation is similar to the circuit noise analysis problem. Efficient analysis methods based on the adjoint system [ 113 and reduced-order modeling [ 121 are employed for propagating the spectral densities of the switching noise sources through the power/ground/substrate/package/board model. 3 As explained in Section 2, one of the major simplifying assumptions used in the present work, is to ignore the deterministic and causal relationship between the switching of cells. Instead we assume that each cell has its own random switching behavior modeled by Markov chains and relationships between cells are captured by statistical correlations.
The first step is to delimit what constitutes the boundary of a gate in a way that every injected current is accounted for once and only once. Figure 2 illustrates the delimitation. The contribution of each individual cell can be fully accounted by modeling the current flowing directly into the power rails through the drain and substrate contacts on one side, and through the interconnect network on the other side. In its most general form, a cell is characterized by the following waveforms: 1) the. current flowing into the Vdd metal supply wire, 2) the current flowing into the ground supply wire, 3) the current flowing The latter, combined with extracted interconnect models is necessary to determine the currents that flow into the power grid through the interconnect wires. Qpical waveforms are shown in Figure 3 . These waveforms were produced by circuit-level simulation using Lucent proprietary MOS transistor models. We observe that currents that flow directly into the substrate are about two orders of magnitude smaller than the currents flowing into the power lines, and indeed, in most cases, they can be neglected altogether. In certain applications, however, correct modeling of substrate effects can still be very important. There are numerous techniques to separate and isolate the digital and analog power grids all the way to the board, and beyond. When all these techniques are exhausted, the substrate may constitute the ultimate limitation in isolating the sensitive circuits.
Characterization of Individual Digital Cells
These waveforms are used in conjunction with the discrete cellswitching stochastic model to determine the cross-spectral density of the interference signal produced by the cell or by a cluster of cells.
In a cell-based design, the current injection waveforms can be determined off-line in the library characterization effort. Most cell libraries are already characterized for delay verification purposes. The output voltage waveform is determined for each cell and for each transition and parameterized models are constructed. Qpically the output voltage waveform delay and slope are tabulated as functions of the input slope and load capacitance. For our purpose, we need to add models for the injection currents, in parameterized form. Some libraries do already store this information for reliability verification purposes. Depending on the desired level of accuracy, the current waveforms can be stored in simplified forms, e.g., as triangular or piecewise-linear patterns. Alternatively, they can be described by a few dominant Fourier coefficients, since in fact only the frequency-domain representation of the waveforms is needed to compute the spectral density.
Examples and Discussion
The first example illustrates the methodology and provides insight into various aspects of the problem. The circuit models a mixed-digitalanalog chip with analog and digital power and ground lines brought in separately through different pins. The values used for the parasitic components that model the power grid and package are based on experience and measurements. The digital circuit has two very large logic gates, a two-input NAND an a two-input NOR, both connected to the same inputs that switch randomly. We study the signal injected into the analog power grid as a result of the digital switching.
The following graphs provide insight into the various properties of the interference noise and their relative importance. Initially, we allow only one gate to switch. Figure 5: Effect of fast and slow switching noise sources tion of the modulated switching stochastic process through the power grid/substrate/package linear system. The left side of the graph shows the continuous and discrete parts of the power spectrum of the current injected into the digital Vdd line. One can see a periodic effect in the spectrum, the period of which is the clock frequency. The right side shows the continuous and discrete components of the total interference noise spectrum at the analog power supply. It cumulates the effect of all noise sources, shaped by the propagation media. The graphs in Figure 5 show the effects of the gate activity levels on the interference noise spectrum. We compare the spectra generated by high and low gate-switching activity. The periodic effect in the continuous part of the spectrum becomes much more pronounced, and the discrete part becomes stronger as the level of activity increases. In the limit, all gates switch in every period, all signals become deterministic and periodic in the time-domain, thus its entire spectrum becomes discrete. Now, we allow both gates to switch driven by inputs with certain switching statistics. The switching of the two gates is not independent, since they both implement different functions of the same inputs. We also assume that each gate will switch at a different time within the clock period, a quarter of period apart. The MSSAP methodology models both possible correlation between gate switchings and the relative time shift.
The graph in Figure 6 verifies the validity of our approach. The spectral density predicted by MSSAP is compared to a Monte Carlo experiment, run for 500 clock periods. The match of the continuous part of the spectrum is excellent, and the position of the discrete spectral lines is predicted exactly. The comparison of the height of the spikes predicted by the Monte Carlo with the MSSAP computed discrete spectrum magnitudes is meaningless, since the magnitude of the discrete spectral line is estimated by the area under the spike rather than its height. However, we can compare the total power in the spectrums predicted by MSSAP and the Monte Carlo simulation. 
IO'
Figure 7: Effect of correlation on spectrum The power in the continuous part of the spectral density produced by MSSAP is 1.279 volt2, whereas the power in the discrete spectrum is 0.226 volt2. The total power estimate from the Monte Carlo simulation is 1.537 volt*. It is not possible to separate the power from Monte Carlo simulation into continuous and discrete components, because the &functions that constitute the discrete spectrum are smeared by the spectral estimation techniques used on the transient analysis waveform generated by the Monte Carlo simulation. On the other hand, MSSAP computes the spectrum explicitly, without generating a long transient analysis waveform, hence the separation of the spectrum into discrete and continuous parts is precise. In Figure 7 , we asses the importance of modeling gate switching correlations by comparing the correct spectrum with the one obtained when the correlation of the two gates is ignored. The graphs indicate that the effect of correlation can be significant. Other experiments showed that capturing cell delays with respect to the clock edge in the analysis is essential. Comparison of interference spectra, obtained by taking into account and ignoring respectively the delay, showed that the effect is significant.
The second example is a large real application: We analyze the interference in a multichannel digital timing recovery chip designed and fabricated to be used in SONET/SDH and ATM applications. The receiver part accepts 16 channels of 622 Mb/s serial data, and retimes each channel by selecting an appropriate phase of the 622 MHz clock signal that is generated by an on-chip PLL. It also has a transmitter section with 16 channels. We modeled the data signals with Markov chains using the data statistics (transition probability of M 0.3) given in SONET system specs. The data signals for the 16 input channels and the 16 output channels were assumed to be uncorrelated. Two cells, input and output buffers, and one cell cluster, the digital processing block for each input data channel, were characterized for their injec- Figure 8 : Analog Power Supply Noise Spectral Density tion waveforms. The power dissipation of the whole chip is about 3 Watts, a third of which is dissipated in the buffers. The chip uses separate digital and analog (for the on-chip PLL) power supplies. Still, the digital and analog supplies talk to each other through the package, bond-wires, substrate and other on-chip parasitics. In Figure 8 , the spectral density of the interference noise between analog Vdd and Vss is shown, computed both by MSSAP and a crude Monte Carlo simulation of length 240 periods of the 622 MHz clock which nevertheless required 24 CPU hours on the fastest server. With MSSAP, we compute the spectrum exactly, separating it into pure discrete tones and a continuos part, in a fraction of the time spent by Monte Carlo analysis. The interference analysis performed on the clock recovery chip provided valuable information about the impact of the digital switching noise on the performance of the on-chip PLL.
Conclusions
In this paper, we introduced a powerful new method, called MSSAP, for the analysis of the noise injected by digital switching activity at sensitive analog circuit nodes, in mixed-signal applications. MSSAP produces the actual power spectral density of the interfering signal. The key to the new method is stochastic modeling of digital switching activity, exploitation of results from digital communication theory and powerful numerical methods capable of handling very large problems. The MSSAP methodology was verified by a simple circuit example, as well as with an industrial one. Monte-Carlo-based experiments confirmed the correctness of the theory and validity of the assumptions. Other experiments also revealed a number of nonintuitive properties of the interference signals. Among others, the examples suggest that correct modeling of the correlations among the interference producing switching gates is important for the accuracy of the results. Equally important is correct modeling of signal delays. The information produced by MSSAP can be used very effectively in circuit and technology design.
