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A BIMODAL GAMMA DISTRIBUTION: PROPERTIES,
REGRESSION MODEL AND APPLICATIONS
R. VILA, L. FERREIRA, H. SAULO, F. PRATAVIERA AND E.M.M. ORTEGA
Abstract. In this paper we propose a bimodal gamma distribution using a qua-
dratic transformation based on the alpha-skew-normal model. We discuss several
properties of this distribution such as mean, variance, moments, hazard rate and
entropy measures. Further, we propose a new regression model with censored data
based on the bimodal gamma distribution. This regression model can be very use-
ful to the analysis of real data and could give more realistic fits than other special
regression models. Monte Carlo simulations were performed to check the bias in
the maximum likelihood estimation. The proposed models are applied to two real
data sets found in literature.
1. Introduction
The unimodal gamma distribution is well known due to its flexibility and good
properties (Johnson et al., 1994). This model has been widely applied in several ar-
eas, such as physics (Ismadji and Bhatia, 2001), medicine (P.M. Shankar and Lown,
2003; Balakrishnan and Peng, 2006), quality control (Hsu et al., 2008; Derya and Canan,
2012), and inventory (Namit and Chen, 1999; Moors and Strijbosch, 1988), among
others.
A general and effective way to introduce bimodality into a unimodal distribution
is through a quadratic transformation, as it demands less computational effort in
parameter estimation when compared to mixture-based bimodal models. In this
sense, Elal-Olivero (2010) introduced a prominent quadratic transformation in the
normal distribution that produces asymmetry and bimodality. This transformation
gave rise to the alpha-skew-normal (ASN) family of distributions. A random variable
Z has an ASN distribution with parameter δ, if its probability density function
(PDF) and cumulative distribution function (CDF) are given, respectively, by
(1) g(z) =
(1− δz)2 + 1
2 + δ2
φ(z) and G(z) = Φ(z) + δ
(
2− δz
2 + δ2
)
φ(z), x, δ ∈ R,
where δ is an asymmetric parameter that controls the uni-bimodality effect and
φ(·) and Φ(·) are the standard normal PDF and CDF, respectively; see Elal-Olivero
(2010). We denote X ∼ ASN(δ).
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In this context, we introduce a bimodal gamma (BGamma) distribution through
the multiplication of the gamma density by a quadratic function proposed by Elal-Olivero
(2010). We present a statistical methodology based on the proposed BGamma
model including model formulation, mathematical properties and estimation based
on the maximum likelihood (ML) method. Numerical evaluation is carried out by
both Monte Carlo simulation and application to real data. In special, the proposed
BGamma model provides better adjustment compared to the mixture generalized
gamma distribution propose by C¸ankaya et.al (2015).
Survival analysis is one of the areas of statistics that has grown steadily in recent
decades. It is common for the response variable (time until the occurrence of the
event of interest) to be related to the explanatory variables that explain its variabil-
ity. We study the effects of these explanatory variables on the response variable using
a regression model that is appropriate for censored data. In this paper, we also intro-
duce a regression model using the BGamma distribution, denoted by BGamma(θδ)
regression model, for survival times analysis as a feasible alternative to the gamma
regression model. We considered a classic analysis for the BGamma(θδ) regression
model. The inferential part was carried out using the asymptotic distribution of the
ML estimators.
The rest of the paper proceeds as follows. In Section 2, we introduce the bimodal
gamma distribution. In Section 3, we discuss several mathematical properties of
the proposed model. In Section 4, we consider likelihood-based methods to esti-
mate the model parameters. In Section 5, we carry out a Monte Carlo simulation
study to evaluate the performance of the ML estimators. In Section 6, we derive
a regression model based on the proposed distribution. In Section 7, we illustrate
the proposed methodologies with two real data sets. Finally, in Section 8, we make
some concluding remarks.
2. The bimodal gamma distribution
We say that a random variable X has a BGamma distribution with parameter
vector θδ := (α, β, δ), α > 0, β > 0 and δ ∈ R, denoted by X ∼ BGamma(θδ), if its
PDF is given by
f(x; θδ) =

1 + (1− δx)2
Z(θδ)
βα
Γ(α)
xα−1 e−βx, x > 0,
0, otherwise,
(2)
where Z(θδ) := 2 +
αδ
β
[(1 + α) δ
β
− 2)] is the normalization constant, and Γ(α) is
the gamma function. When δ = 0, we obtain the classic gamma distribution with
parameter vector θ0 = (α, β, 0) := (α, β). Figure 1 shows some different shapes
of the BGamma PDF for different combinations of parameters. This figure reveals
clearly the bimodality effect caused by the parameter δ.
If Y is a non-negative random variable following a gamma distribution with pa-
rameter vector θ0, denoted by Y ∼ BGamma(θ0), note that in fact the non-negative
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function f(·; θδ) is a PDF since∫ ∞
0
f(x; θδ) dx =
1 + E(1− δY )2
Z(θδ)
=
1 + αδ
2
β2
+ (1− αδ
β
)2
Z(θδ)
= 1.
Proposition 2.1 (Monotonicity of the PDF). The PDF of the BGamma distribu-
tion (2) is decreasing as α 6 1, δ > 0 and x < 1/δ.
Proof. Note that the function g(x) := 1 + (1 − δx)2 is decreasing as α 6 1, δ > 0
and x < 1/δ. Furthermore, when α 6 1, the density f(x; θδ) is the product of
the function g(x) and a decreasing and nonnegative function. Thus, the proof is
complete. 
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Figure 1. Bimodal gamma PDFs for some parameter values (β = 0.50).
3. Mathematical properties
3.1. Characterization of unimodality and bimodality.
Proposition 3.1 (Modes). The point x is a mode of the BGamma density (2), if
and only if it is the solution of the following cubic polynomial equation[
βδ2x2 − 2δ(δ + β)x+ 2(δ + β)]x− [1 + (1− δx)2](α− 1) = 0,
or equivalently
βδ2x3 − δ[2(δ + β) + δ(α− 1)]x2 + 2[δ + β + 2(α− 1)]x− 2(α− 1) = 0.
Proof. The proof is trivial and omitted. 
Theorem 3.2 (Unimodality). The PDF of the BGamma distribution (2) is uni-
modal in the following cases:
(1) for δ = 0 and α > 1;
(2) for δ > β and α = 1.
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Proof. (1) When δ = 0 and α > 1 it is well-known that the density (2) increases
and then decreases, with mode at (α− 1)/β.
To prove Item (2) we suppose that x is a mode of the BGamma density and that
α = 1. In this case, the point x must be the solution of the quadratic polynomial
equation p2(x) := βδ
2x2 − 2δ(δ + β)x + 2(δ + β) = 0 (see Proposition 3.1). The
discriminant of p2 is given by ∆2 = 4δ
2(δ + β)(δ − β).
If δ = β and α = 1, ∆2 = 0. Then, there is one real zero of multiplicity two
for p2(x) = 0, denoted by x0. Note that x0 = 2/β. Since f(x; θδ) → 1 as x → 0+
and f(x; θδ)→ 0 as x→∞, it follows that the density (2) increases on the interval
(0, x0) and then decreases on (x0,∞). Then x0 is the unique global maximum point.
On the other hand, if δ > β and α = 1 note that ∆2 > 0. Then, the equation
p2(x) = 0 has two distinct rational zeros, denoted by x1, x2. Note that x1 = (δ +
β−
√
δ2 − β2)/(βδ) > 0 and x2 = (δ+β+
√
δ2 − β2)/(βδ) > 0, and x1 < x2. Since
f(x; θδ)→ β3/[β2+ δ(δ−β)] as x→ 0+ and f(x; θδ)→ 0 as x→∞, it follows that
the BGamma density (2) decreases on the interval (0, x1), increases on (x1, x2) and
then decreases on (x2,∞). That is, x1 and x2 are minimum and maximum points
respectively. 
To state the following result, we define
aδ,β := δ(4 + δ)(δ + β) + β(3δ − 4)(3δ + 4);(3)
bδ,β := 16(1 + δ)(δ + β)
2 +
[
δ2 + 18βδ(4 + δ)− 96β](δ + β)− 2δ2;(4)
cδ,β := 4(4 + δ)(δ + β)
3 + 12β(3δ − 4)(δ + β)2 − 4δ(δ + β)− 27β.(5)
Theorem 3.3 (Bimodality and unimodality). The PDF of the BGamma distribu-
tion (2), as α > 1, has the following shapes.
(1) It is bimodal as δ > β, aδ,β > 0, bδ,β > 0 and cδ,β > 0. Just take, for example,
β = 2 and δ = 3;
(2) It is unimodal as 0 < δ < β, aδ,β < 0, bδ,β < 0 and cδ,β < 0;
(3) It is bimodal as δ = β > 8
√
3
11
− 4
11
;
(4) It is unimodal as 0 < δ = β <
√
1745
12
− 35
12
;
where aδ,β, bδ,β and cδ,β are as in (3), (4) and (5), respectively.
Proof. If x is a mode of the BGamma density, by Proposition 3.1 the point x must
be the solution of the cubic polynomial equation p3(x) := βδ
2x3 − δ[2(δ + β) +
δ(α − 1)]x2 + 2[δ + β + 2(α − 1)]x − 2(α − 1) = 0. By Descartes’ rule of signs
(see, e.g. Xue (2012); Griffiths (1947)), p3(x) has three or one positive roots. It is
well-known that the discriminant of a cubic polynomial ax3 + bx2 + cx+ d is given
by ∆3 = b
2c2 − 4ac3 − 4b3d− 27a2d2 + 18abcd. In our case, we have
∆3 = ∆3(α) = 16δ
4(α− 1)4 + 16δ2aβ,δ (α− 1)3
+ 4δ2bβ,δ (α− 1)2 + 4δ2cβ,δ (α− 1) + 16δ2(δ − β)(δ + β)3.
(1) Since δ > β, aδ,β, bδ,β and cδ,β are positive, we have ∆3(α) > 0 for each α > 1.
Then the equation p3(x) = 0 has three distinct positive roots, denoted by x1, x2, x3.
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Let’s assume that x1 < x2 < x3. Since f(x; θδ)→ 0 as x→ 0+ and f(x; θδ)→ 0 as
x → ∞, it follows that the BGamma density (2) increases on the intervals (0, x1)
and (x2, x3), and decreases on (x1, x2) and (x3,∞). That is, x1 and x3 are two
maximum points and x1 is the unique minimum point.
(2) Since 0 < δ < β, aδ,β, bδ,β and cδ,β are negative, it follows that ∆3(α) < 0
for each α > 1. Hence, the polynomial equation p3(x) = 0 has one positive root,
denoted by x0, and two non-real complex conjugate roots. Since f(x; θδ) → 0 as
x→ 0+ and f(x; θδ)→ 0 as x→∞, note that x0 has to be a maximum point.
To prove Items (3) and (4), note that if δ = β, then
aδ,β = β(11β
2 + 8β − 16);
bδ,β = β
2(18β2 + 105β − 65);
cδ,β = β(32β
3 + 272β2 − 200β − 27).
For each δ = β > 8
√
3
11
− 4
11
we obtain that aδ,β, bδ,β and cδ,β are positive quantities,
then ∆3(α) > 0 for each α > 1, and the proof of Item (3) follows analogously to
Item (1). On the other hand, for 0 < δ = β <
√
1745
12
− 35
12
note that aδ,β, bδ,β and cδ,β
are negative. Hence, ∆3(α) < 0 for each α > 1, and the proof of Item (4) follows
analogously to Item (2). 
Remark 3.4. In the proof of Theorem 3.3, Item (1), another way to verify that the
polynomial equation p3(x) = βδ
2x3 − δ[2(δ + β) + δ(α − 1)]x2 + 2[δ + β + 2(α −
1)
]
x − 2(α − 1) = 0 has exactly three positive roots is to use the Vieta’s formula
(see, e.g., Vinberg (2003)). Indeed, in our case the the Vieta’s formula is expressed
as
x1 + x2 + x3 =
2(δ + β) + δ(α− 1)
βδ
,
x1 x2 + x1 x3 + x2 x3 =
2[δ + β + 2(α− 1)]
βδ2
,
x1 x2 x3 =
2(α− 1)
βδ2
.
From the above equations the claim follows.
3.2. Real moments, variance and moment generating function. The follow-
ing result shows that the existence of the classic gamma moments is inherited for
the BGamma distribution.
Proposition 3.5 (Moments). If X ∼ BGamma(θδ), for each fixed real number ν
such that ν > −α, we have
EXν =
[
2− 2 δ
β
(ν + α) + δ
2
β2
(ν + α + 1)
]
Γ(ν + α)
Z(θδ)βνΓ(α)
.
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Proof. A straightforward computation shows that
EXν =
2EY ν − 2δ EY ν+1 + δ2 EY ν+2
Z(θδ)
, Y ∼ BGamma(θ0).
Since EY ν = Γ(ν+α)
βνΓ(α)
, ν > −α, and Γ(x+ 1) = xΓ(x), the proof follows. 
Corollary 3.6 (Mean and variance). Set µ := EX and σ :=
√
Var(X). By Propo-
sition 3.5, it immediately follows that
µ =
α
βZ(θδ)
κ(θδ),
σ2 =
α
β2Z(θδ)
[
ακ2(θδ) + (1 + α)Z(θδ) κ(θδ) +
δ
β
( δ
β
− 2
)
(1 + α)Z(θδ)
]
,
where κ(θδ) := 2− 2 δβ (1 + α) + δ
2
β2
(2 + α).
Proposition 3.7 (Standardized moments). If X ∼ BGamma(θδ), for each fixed
natural number n we have
E
(
X − µ
σ
)n
=
1
σn
n∑
k=0
(
n
k
)
(−µ)n−k
2− 2 δ
β
(k + α) + δ
2
β2
(k + α + 1)
Z(θδ)βk
k−1∏
i=0
(α + i),
where µ and σ is as in Corollary 3.6, and
∏−1
i=0(α+ i) := 1. In particular, by taking
n = 3 and n = 4 we have closed expressions for the skewness and kurtosis of X,
respectively.
Proof. The proof of this proposition follows immediately by combining the Binomial
expansion with the Proposition 3.5 and with the identity Γ(x+ 1) = xΓ(x). 
Proposition 3.8. If X ∼ BGamma(θδ), for each fixed natural number n we have
(1) E logXn =
nδ
β
[ (2α+1)δ
β
−2]+n[2− 2nαδ
β
+α(α+1)δ
2
β2
][Ψ(0)(α)−log β]
Z(θδ)
;
(2) E(logX)n =
1
Γ(α)
{n(n−1)δ2
β2
−nδ
β
2+[
α(α+1)δ2
β
]}∑n−2k=0 (n−2k )(−1)n−2−k(log β)n−2−kΨ(k)(α)
Z(θδ)
+
1
Γ(α)
{2+[α(α+1)δ2
β
]}[Ψ(n)(α)−(n−1)log βΨ(n−1)(α)]− nδ
βΓ(α)
[2+
(2α+1)δ
β
]Ψ(n−1)(α)
Z(θδ)
,
where Ψ(m)(z) is the polygamma function of order m defined by d
m+1
dzm+1
log Γ(z).
Proof. Let Y ∼ BGamma(θ0). Integration by parts gives
EY log Y n =
n
β
+
α
β
E log Y n,
EY 2 log Y n =
n(α + 1)
β2
+
n
β
EY +
α(α + 1)
β2
E log Y n.
Since
E logXn =
2E log Y n − 2δEY log Y n + δ2 EY 2 log Y n
Z(θδ)
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and E log Y n = n(Ψ(0)(α)− log β), by combining the above identities with Proposi-
tion 3.5, the proof of first item follows.
On the other hand, to prove Item (2), note that integration by parts gives
EY (log Y )n =
n
β
E(log Y )n−1 +
α
β
E(log Y )n,
EY 2(log Y )n=
n(n− 1)
β2
E(log Y )n−2+
n(2α+ 1)
β2
E(log Y )n−1+
α(α+ 1)
β2
E(log Y )n.
Since
E(logX)n =
2E(log Y )n − 2δEY (log Y )n + δ2 EY 2(log Y )n
Z(θδ)
,
E(log Y )n =
1
Γ(α)
n∑
k=0
(
n
k
)
(−1)n−k(log β)n−kΨ(k)(α),
and
E(log Y )n−1 =
Ψ(n−1)(α)
Γ(α)
+ E(log Y )n−2,
E(log Y )n =
Ψ(n)(α)
Γ(α)
− (n− 1) log βΨ
(n−1)(α)
Γ(α)
+ E(log Y )n−2,
by combining the above identities the proof follows. 
Let MX(t) := Ee
tX be the moment generating function of X (if it exists). The
known identity (see Johnson et al. (1993)) MX(t) =
∑∞
r=0
trEXr
r!
, whenever it exists,
simply provides an expression for the moment generating function of X since the
moments of X exist (see Proposition 3.5). The following result gives us a closed
expression for this function.
Proposition 3.9. If X ∼ BGamma(θδ) then
MX(t) =
2 + δ2α(α + 1)− 2δα(β − t)
Z(θδ)β−α
(β − t)−(α+2), for t < β.
Proof. Let Y ∼ BGamma(θ0). For t < β, integration by parts gives
EY etY =
α
β − t MY (t), EY
2etY =
α(α+ 1)
(β − t)2 MY (t).
Since
MX(t) = 2MY (t)− 2δ EY etY + δ2 EY 2etY ,
combining the above identities, we obtain
MX(t) =
2 + δ2α(α + 1)− 2δα(β − t)
Z(θδ)(β − t)2 MY (t), for t < β.
Since MY (t) = (1− tβ )−α for t < β, the proof follows. 
8 R. VILA, L. FERREIRA, H. SAULO, F. PRATAVIERA AND E.M.M. ORTEGA
Remark 3.10. The characteristic function of X ∼ BGamma(θ), denoted by φX(t),
can be obtained from the moment generating function by the relation MX(t) =
φX(−it).
The next result shows that the tail of the BGamma distribution (2) function
decays to zero exponentially or faster.
Corollary 3.11 (Light-tailed distribution). If X ∼ BGamma(θδ), then there exists
t > 0 such that P(X > x) 6 e−tx for x large enough.
Proof. Since, by Proposition 3.9, there exists t < β such that MX(t) < ∞, X ∼
BGamma(θδ), the proof follows. 
Remark 3.12. Let X an absolutely continuous random variable with density func-
tion fX(·). Following Klugman et al. (1998), the rate of a random variable is
τX := − lim
x→∞
d ln fX(x)
dx
.
Note that
τBGamma(θδ) = limx→∞
[
2δ(1− δx)
1 + (1− δx)2 − (α− 1)
1
x
+ β
]
= β
= τBGamma(θ0) = τBGamma(α=1,β,δ=0) = τexp(β).
That is, the rate of a BGamma-distributed random variable depends only on its scale
β. In other words, far enough out in the tail, every BGamma distribution looks like
an exponential distribution. On the other hand, it is simple to verify that
τInvGamma(θ0) = τLogNorm(µ,σ2) = τGenPareto(θ0,ξ) = 0 < τBGamma(θδ) < τNormal(µ,σ2) =∞.
Therefore, the tail of the normal distribution is lighter than the tail of the BGamma
distribution, which is lighter than the tails of the generalized-Pareto, log-normal, and
inverse-gamma distributions.
3.3. Reliability, hazard rate and the mean residual life. For each t > 0, the
reliability, the hazard rate and the mean residual life functions are defined as
R(t;θδ) :=
∫ ∞
t
f(x; θδ) dx, H(t; θδ) :=
f(t; θδ)
R(t; θδ)
,
MRL(t; θδ) :=
1
R(t; θδ)
∫ ∞
t
R(x; θδ) dx,
respectively.
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Let Y ∼ BGamma(θ0). Integration by parts gives
E1{Y >t}Y =
e−βt
β
tα +
α
β
E1{Y >t},(6)
E1{Y >t}Y
2 =
e−βt
β
tα
(
t+
α + 1
β
)
+
α(α + 1)
β2
E1{Y >t},(7)
E1{Y >t}Y
3 =
e−βt
β
tα
[
t2 +
α + 2
β
t+
(α + 1)(α+ 2)
β2
]
(8)
+
α(α+ 1)(α + 2)
β3
E1{Y >t}.
Proposition 3.13. If X ∼ BGamma(θδ) then
(1) Reliability function: R(t; θδ) =
δt
β
[δ(t+α+1
β
)−2]
Z(θδ)
f(t; θ0) +R(t; θ0);
(2) Cumulative distribution function: F (t; θδ) = −
δt
β
[δ(t+α+1
β
)−2]
Z(θδ)
f(t; θ0)+F (t; θ0);
(3) Hazard rate: H(t; θδ) =
[1+(1−δt)2]H(t;θ0)
δt
β
[δ(t+α+1
β
)−2]H(t;θ0)+Z(θδ) ;
where R(t; θ0) = 1− F (t; θ0) = E1{Y >t} = βαΓ(α)
∫∞
t
yα−1e−βy dy.
Proof. Since
R(t; θδ) = 2E1{Y>t} − 2δE1{Y >t}Y + δ2 E1{Y >t}Y 2, Y ∼ BGamma(θ0),
using the identities (6) and (7), the proof of Item (1) follows. The proof of items (2)
and (3) follows directly by combining the definitions of F (t; θδ) and H(t; θδ) with
Item (1), respectively. 
Figure 2 shows some different shapes of the BGamma hazard rate for different
combinations of parameters.
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Figure 2. BGamma hazard rate for some parameter values (β = 0.50).
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Remark 3.14 (Monotonicity of the hazard function when δ = 0). It is well-known
that, when α > 1, the hazard function H(t; θ0) is concave and increasing. When
α < 1, the hazard function is convex and decreasing. The case α = 1 corresponds to
the exponential distribution which has constant hazard function.
Proposition 3.15 (Decreasing monotonicity of the hazard rate). The hazard rate
H(x; θδ) of the BGamma distribution (2) is decreasing when α 6 1, δ > 0 and
x ∈ (1
δ
− α+1
2β
, 1
δ
).
Proof. By Proposition 3.13,
H(x; θδ) =
1 + (1− δx)2
δx
β
[
δ(x+ α+1
β
)− 2]+ Z(θδ)
H(x;θ0)
.(9)
A straightforward computation shows that the function x 7→ 1+ (1− δx)2 decreases
when x < 1/δ and that the function x 7→ δx
β
[δ(x + α+1
β
) − 2] increases when x >
1
δ
− α+1
2β
. Then, using Remark 3.14, x 7→ δx
β
[δ(x+ α+1
β
)− 2]+ Z(θδ)
H(x;θ0)
is an increasing
function when α 6 1 and x > 1
δ
− α+1
2β
. Hence, by expression (9), the hazard rate
is the product of two decreasing and nonnegative functions when α 6 1, δ > 0 and
x ∈ (1
δ
− α+1
2β
, 1
δ
). The proof follows. 
Proposition 3.16 (Increasing monotonicity of the hazard rate). The hazard rate
H(x; θδ) of the BGamma distribution (2) is increasing in the following cases:
(1) for δ = β, α = 1 and x ∈ (0, 2/β);
(2) for δ > β, α = 1 and x ∈ (δ+β−√δ2 − β2)/(βδ), δ+β+√δ2 − β2)/(βδ));
(3) under the conditions α > 1, δ > β, aδ,β > 0, bδ,β > 0 and cδ,β > 0, for
x ∈ (0, x1) or x ∈ (x2, x3), where x1, x2, x3 are the three distinct positive
roots of the polynomial equation p3(x) = 0;
(4) under the conditions α > 1, 0 < δ < β, aδ,β < 0, bδ,β < 0 and cδ,β < 0 and
x ∈ (0, x0), where x0 is the unique positive root of p3(x) = 0;
where p3(x) = βδ
2x3 − δ[2(δ + β) + δ(α− 1)]x2 + 2[δ + β + 2(α− 1)]x− 2(α− 1),
and aδ,β, bδ,β and cδ,β are as in (3), (4) and (5), respectively.
Proof. As a sub-product of the proof of Theorems 3.2 and 3.3, note that the density
f(x; θδ) is increasing on the above mentioned intervals. Since H(x; θδ) =
f(x;θδ)
R(x;θδ)
and
R(x; θδ) is a decreasing function, in this case, we have that the hazard rate function
is the product of the two increasing and nonnegative functions, then the proof of
Items (1)-(4) follows. 
Proposition 3.17. If X ∼ BGamma(θδ) then
E1{X>t}X =
{
2 + δ2[t2 + α+2
β
t+ (α+1)(α+2)
β2
]− 2δ(t+ α+1
β
)
}
βα−1tα e−βt
Z(θδ)Γ(α)
+
α
β
[
2 + δ
2
β2
(α + 1)(α+ 2)− 2 δ
β
(α+ 1)
]
R(t; θ0)
Z(θδ)
.
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Proof. Since
E1{X>t}X = 2E1{Y >t}Y − 2δ E1{Y >t}Y 2 + δ2 E1{Y >t}Y 3, Y ∼ BGamma(θ0),
using the identities (6), (7) and (8), the proof follows. 
Remark 3.18 (Mean residual life function). Integration by parts gives
E1{X>t}X = tR(t; θδ) +
∫ ∞
t
R(x; θδ) dx,
since xR(x; θδ)→ 0 as x→∞. Then
MRL(t; θδ) =
[
1
R(t; θδ)
E1{X>t}X
]
− t,
where R(t; θδ) and E1{X>t}X are given in Propositions 3.13 and 3.17, respectively.
Remark 3.19. In the particular case δ = 0, note that
E1{Y >t}Y =
βα−1
Γ(α)
tαe−βt +
(α
β
)
R(t; θ0), Y ∼ BGamma(θ0).
Then, by Remark 3.18,
MRL(t; θ0) =
βα−1tαe−βt
Γ(α)R(t; θ0)
+
(α
β
)
− t.
The above identity was also verified by Govil and Aggarwal (1983), Equation (10).
3.4. Entropy measures. Entropy represents the amount of uncertainty of a prob-
ability distribution. Some of this measures are particular cases of Renyi’s entropy,
such as Shannon entropy and Quadratic entropy. Dukkipati (2006)
Let X ∼ BGamma(θδ). The Renyi’s entropy measure is defined as
Hγ(X) := − 1
1− γ log
∫ ∞
0
f γ(x; θδ) dx, γ > 0 and γ 6= 1,
and for the quadratic entropy
H2(X) := − log
∫ ∞
0
f 2(x; θδ) dx.
We also define the Shannon entropy as
H1(X) := −
∫ ∞
0
f(x; θδ) log f(x; θδ) dx.
Proposition 3.20 (Quadratic entropy). If X ∼ BGamma(θδ) and α > 1, then
H2(X) = log 2 +
1
2
log pi + 2 log Γ(α) + logZ(θδ)− log
[
1 + δ2σ2 + (1− δµ)2]
− log β − log(α− 1)− log Γ(α− 1)− log Γ(α− 1
2
)
,
where µ and σ2 are as in Corollary 3.6.
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Proof. A straightforward computation shows that∫ ∞
0
f 2(x; θδ) dx =
β Γ(2α− 1)
22α−1Z(θδ)Γ2(α)
[
1 + E(1− δX)2],
where X ∼ BGamma(2α− 1, 2β, δ) and E(1− δX)2 = δ2σ2 + (1− δµ)2.
Combining the formulas Γ(2α + 1) = 2αΓ(2α) and Γ(2z) = 2
2z−1√
pi
Γ(z)Γ(z + 1
2
),
the expression of the right hand can be written as
=
β(α− 1)Γ(α− 1)Γ(α− 1
2
)
2Z(θδ)
√
piΓ2(α)
[
1 + δ2σ2 + (1− δµ)2].
Finally, taking logarithm and multiplying by −1 on both sides of the above identity,
we complete the proof. 
Proposition 3.21 (Shannon entropy). Let X ∼ BGamma(θδ). The Shannon en-
tropy is given by
H1(X) = logZ(θδ) + log Γ(α)− α log β − 1
Z(θδ)
φ(s)|s=1
− (α− 1)
δ
β
[ (2α+1)δ
β
− 2] + [2− 2δ
β
+ α(α+1)δ
2
β2
](Ψ(0)(α)− log β)
Z(θδ)
+ βµ,
where φ(s) := d
ds
E
[
1+ (1− δY )2]s, Y ∼ BGamma(θ0), and φ(s)|s=1 exists. Here, µ
is as in Corollary 3.6 and Ψ(m)(z) is the polygamma function of order m defined by
dm+1
dzm+1
log Γ(z).
Proof. Note that the Shannon entropy can be rewritten as
H1(X) = logZ(θδ) + log Γ(α)− α log β − E log g(X)− (α− 1)E logX + βEX,
where Z(θδ) = 2 +
αδ
β
[(1 + α) δ
β
− 2)] and g(x) := 1 + (1 − δx)2. The expectation
E logX was obtained in Proposition 3.8 and EX = µ is as in Corollary 3.6. By
Teh et al. (2006), we can approximate the function log g(x) using a second-order
Taylor expansion about Eg(X) and evaluate its expectation as follows
E log g(X) ≈ logEg(X)− Var[g(X)]
2Eg2(X)
.
Since EXν <∞ for each ν > −α (see Proposition 3.5) we have that logEg(X) <∞
and Eg2(X) <∞. Then, E log g(X) exists. Finally, since
E log g(X) =
1
Z(θδ)
E
[
g(Y )s log g(Y )
]∣∣
s=1
, Y ∼ BGamma(θ0)
=
1
Z(θδ)
E
[ d
ds
g(Y )s
]∣∣
s=1
=
1
Z(θδ)
φ(s)|s=1,
the proof follows. 
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4. Maximum likelihood estimation
Let X be a random variable with BGamma distribution f(x; θδ) that depends on
a parameter vector θδ = (α, β, δ) and let (X1, . . . , Xn) be a random sample ofX (i.e.,
the random variables X1, . . . , Xn are independent and identically distributed with
BGamma distribution) for θδ in an open subset (parameter space) Θ of R
3, where
distinct values of θδ yield distinct distributions for X1. Denoting x = (x1, . . . , xn)
as the corresponding observed values of the random sample (X1, . . . , Xn), the log-
likelihood function for θδ is given by
l(θδ;x) = − logZ(θδ) +
n∑
i=1
log
[
1 + (1− δxi)2
]
(10)
+ α log β − log Γ(α) + (α− 1)
n∑
i=1
log xi − nβx,
where Z(θδ) = 2 +
αδ
β
[(1 + α) δ
β
− 2] and x = 1
n
∑n
i=1 xi. The first-order partial
derivatives and the second-order (and mixed) partial derivatives of Z(θδ) are given
by
∂Z(θδ)
∂α
= δ
β
[
(1 + 2α) δ
β
− 2], ∂Z(θδ)
∂β
= −2αδ
β2
[
(1 + α) δ
β
− 1],
∂Z(θδ)
∂δ
= 2α
β
[
(1 + α) δ
β
− 1], ∂2Z(θδ)
∂α2
= 2δ
2
β2
,
∂2Z(θδ)
∂β2
= 2αδ
β3
[
(1 + α)3δ
β
− 2], ∂2Z(θδ)
∂δ2
= 2α(1+α)
β2
;
(11)
and
∂2Z(θδ)
∂α∂β
= ∂
2Z(θδ)
∂β∂α
= − 2δ
β2
[
(1 + 2α) δ
β
− 1],
∂2Z(θδ)
∂α∂δ
= ∂
2Z(θδ)
∂δ∂α
= 2
β
[
(1 + 2α) δ
β
− 1],
∂2Z(θδ)
∂β∂δ
= ∂
2Z(θδ)
∂δ∂β
= −2α
β2
[
(1 + α)2δ
β
− 1].
Note that f(x; θδ) is a positive, differentiable function of θδ = (α, β, δ). If a supre-
mum θ̂ exists, it must satisfy the likelihood equations
∂l(θ̂;x)
∂α
= 0,
∂l(θ̂;x)
∂β
= 0,
∂l(θ̂;x)
∂δ
= 0.(12)
Any (nontrivial) root of the likelihood equations (12) is called an ML estimator in
the loose sense. In the case that the parameter value provides the absolute maximum
of l(θδ;x), it is called an ML estimator in the strict sense.
14 R. VILA, L. FERREIRA, H. SAULO, F. PRATAVIERA AND E.M.M. ORTEGA
Also notice that, using the polygamma function of orderm, Ψ(m)(z) = d
m+1
dzm+1
log Γ(z),
the first-order partial derivatives of l(θδ;x) are
∂l(θδ ;x)
∂α
= − 1
Z(θδ)
∂Z(θδ)
∂α
+ log β −Ψ(0)(α) +∑ni=1 log xi(13)
= − δ[(1+2α)δ−2β]
2β2+αδ[(1+α)δ−2β] + log β −Ψ(0)(α) +
∑n
i=1 log xi,
∂l(θδ ;x)
∂β
= − 1
Z(θδ)
∂Z(θδ)
∂β
+ α
β
− nx
= 2αδ[(1+α)δ−β]
2β3+αδβ[(1+α)−2β] +
α
β
− nx¯,
∂l(θδ ;x)
∂δ
= − 1
Z(θδ)
∂Z(θδ)
∂δ
− 2∑ni=1 1−δxi1+(1−δxi)2
= − 2α[(1+α)δ−β]
2β2+αδ[(1+α)δ−2β] − 2
∑n
i=1
1−δxi
1+(1−δxi)2 .
Since the equations in (12) are not linear, numerical methods will be used to solve the
problem. The solutions were found using Nelder-Mead method, since it is popular
for unconstrained optimization and it is parsimonious in function evaluations per
iteration (Lagarias et.al (1998)).
The second-order partial derivatives of l(θδ;x) can be written as
∂2l(θδ ;x)
∂α2
= Dθδ(α, α)−Ψ(1)(α),(14)
∂2l(θδ ;x)
∂β2
= Dθδ(β, β)− αβ2 ,
∂2l(θδ ;x)
∂δ2
= Dθδ(δ, δ) + 2
∑n
i=1
xi[1−(1−δxi)2]
[1+(1−δxi)2]2 ;
and the second-order mixed derivatives of l(θδ;x) are given by
∂2l(θδ ;x)
∂α∂β
= ∂
2l(θδ ;x)
∂β∂α
= Dθδ(α, β) +
1
β
,
∂2l(θδ ;x)
∂α∂δ
= ∂
2l(θδ ;x)
∂δ∂α
= Dθδ(α, δ),
∂2l(θδ ;x)
∂β∂δ
= ∂
2l(θδ ;x)
∂δ∂β
= Dθδ(β, δ),
where Dθδ(u, v) :=
1
Z(θδ)
[
1
Z(θδ)
∂Z(θδ)
∂u
∂Z(θδ)
∂v
− ∂2Z(θδ)
∂u∂v
]
, u, v ∈ {α, β, δ}. Here, by the
well-known Schwarz’s Theorem, the mixed partial differentiations are commutative
at a given point θδ in R
3 because the corresponding functions have continuous second
partial derivatives at that point.
If X ∼ BGamma(θδ), under mild regularity conditions the Fisher information
matrix is given by
IX(θδ) = −
Dθδ(α, α)−Ψ
(1)(α) Dθδ(α, β) +
1
β
Dθδ(α, δ)
Dθδ(α, β) +
1
β
Dθδ(β, β)− αβ2 Dθδ(β, δ)
Dθδ(α, δ) Dθδ(β, δ) Dθδ(δ, δ) + 2E
X[1−(1−δX)2 ]
[1+(1−δX)2 ]2
 ,
where E
∣∣X[1−(1−δX)2 ]
[1+(1−δX)2]2
∣∣ 6 2EX − 2δEX2 + δ2 EX3 <∞, see Proposition 3.5.
Theorem 4.1. Let Θ = {α ∈ R+ : ε0 < α < α0} be the parameter space, where ε0 =
ε0(β, δ) ∈ (0, α0) is fixed and α0 = α0(β, δ) := [(2β−δ)+
√
(2β − δ)2 + 2δ(4β − δ) ]/2δ
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with β, δ known such that 0 < δ < 2β. Then, with probability approaching 1, as
n→∞, the likelihood equation d l(α;x)
dα
= 0 has a consistent solution, denoted by α̂.
Proof. Since β and δ are known, to simplify the notation, we will write BGamma(α),
f(x;α), Z(α) and Dα(α, α) refering to BGamma(θδ), f(x; θδ), Z(θδ) and Dθδ(α, α),
respectively.
Let X ∼ BGamma(α). By Crame´r (1946) it is sufficient to prove that
(1) Ed log f(X;α)
dα
= 0 for all α ∈ Θ;
(2) −∞ < Ed2 log f(X;α)
dα2
< 0 for all α ∈ Θ;
(3) There exits a function H(x) such that for all α ∈ Θ,∣∣∣∣d3 log f(x;α)dα3
∣∣∣∣ < H(x) and EH(X) =M(α) <∞.
Indeed, taking n = 1 in (13) we have
d log f(x;α)
dα
= − 1
Z(α)
dZ(α)
dα
+ log β −Ψ(0)(α) + log x.
Then,
E
d log f(X ;α)
dα
= E logX − 1
Z(α)
dZ(α)
dα
+ log β −Ψ(0)(α).
Using the Proposition (3.8)-(1) and the identities in (11), a straightforward compu-
tation shows that
E logX − 1
Z(α)
dZ(α)
dα
= Ψ(0)(α)− log β.
Therefore, Ed log f(X;α)
dα
= 0 for all α ∈ Θ, and the Item (1) is proved.
Taking n = 1 in (14), using the definition of Dα(α, α) and the identities in (11),
it follows that
d2 log f(x;α)
dα2
= Dα(α, α)−Ψ(1)(α)(15)
=
δ3/β4
Z2(α)
[
2δα2 − 2(2β − δ)α− (4β − δ)]−Ψ(1)(α).
Since 0 < δ < 2β, α0 is well defined. For 0 < α < α0, note that 2δα
2 − 2(2β −
δ)α− (4β− δ) < 0. On the other hand, its known that Ψ(1)(α) > e1/α
(e1/α−1)α2 > 0 (see
Guo and Qi (2010), Corollary 1.2). Therefore, d
2 log f(x;α)
dα2
< 0 for all x > 0. Hence,
the Item (2) is satisfied.
To prove Item (3), deriving with respect to α in (15) we obtain
d3 log f(x;α)
dα3
=
δ3/β6
Z3(α)
{
− 2δ[(1 + 2α)δ − 2β][2δα2 − 2(2β − δ)α− (4β − δ)]
+
[
4αδ − 2(2β − δ)]{2β2 + αδ[(1 + α)δ − 2β]}}−Ψ(2)(α).
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Let G(α) := δ
3/β6
Z3(α)
{
2δ
[
(1+2α)δ+2β
][
2δα2+2(2β+ δ)α+(4β+ δ)
]
+
[
4αδ+2(2β+
δ)
]{2β2 + αδ[(1 + α)δ + 2β]}}. Then, for all x > 0 and α ∈ Θ,∣∣∣∣d3 log f(x;α)dα3
∣∣∣∣ 6 G(α) + |Ψ(2)(α)|.(16)
Since G(α) is a increasing function in α and α < α0, we have
G(α) 6 G(α0), for all α ∈ Θ.(17)
Combining the inequalities Ψ(n)(α) > −(n − 1)! e−nΨ(0)(α), for n even (see the
inequality just below Item (2.9) from Batir (2007)), and Ψ(0)(α) > log(α + 1
2
) −
1
α
(see N. Elezovic and Pecaric (2000)), we have that −Ψ(2)(α) < e2[ 1α−log(α+ 12 )] <
e
2[ 1
ε0
−log(ε0+ 12 )], for all α ∈ Θ. On the other hand, by Corollary 1.2 from Guo and Qi
(2010), Ψ(2)(α) < e
1/α[1−2α(e1/α−1)]
(e1/α−1)2α4 < 0. Therefore,
|Ψ(2)(α)| = −Ψ(2)(α) < e2[ 1ε0−log(ε0+ 12 )].(18)
Combining (16), (17) and (18),∣∣∣∣d3 log f(x;α)dα3
∣∣∣∣ < G(α0) + e2[ 1ε0−log(ε0+ 12 )], for all α ∈ Θ.
Taking H(x) = G(α0) + e
2[ 1
ε0
−log(ε0+ 12 )] = constante, the proof of Item (3) follows.
Thus, the proof of theorem is complete. 
5. Monte Carlo simulation
We here carry out a Monte Carlo simulation study to evaluate the performance of
the ML estimators of the BGamma model. All numerical evaluations were done in
the R software [www.r-project.org]. The simulation study considers the following
scenario: sample size n ∈ {10, 60, 120}, true shape parameter α ∈ {0.50, 1.00, 1.50},
true scale parameter β ∈ {1.00}, true value of the asymmetric parameter as δ ∈
{−10,−5,−1, 1, 5, 10}, with 5,000 Monte Carlo replications for each sample size.
For each value of the parameter δ and sample size, the empirical values for the
bias and mean squared error (MSE) of the ML estimators are reported in Table 1.
A look at the results in this table allows us to conclude that, as the sample size
increases, the bias and MSE of all the estimators decrease, indicating that they are
asymptotically unbiased, as expected.
6. The BGamma(θδ) regression model with censored data
In many practical applications, the lifetimes are affected by explanatory variables
such as sex, age, grade of disease, tumor thickness and several others. So, it is impor-
tant to explore the relationship between the response variable and the explanatory
variables. Regression models can be proposed in different forms in statistical anal-
ysis.
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Table 1. Simulated values of biases (MSEs within parentheses) of
the estimators of the BGamma model.
BG(α = 0.50, β = 1.00, δ) BG(α = 1.00, β = 1.00, δ) BG(α = 1.50, β = 1.00, δ)
n δ Bias(α̂) Bias(β̂) Bias(α̂) Bias(β̂) Bias(α̂) Bias(β̂)
20 -10 0.4053 (0.7019) 0.2028 (0.1850) 0.5157 (1.3893) 0.2018 (0.2165) 0.5574 (2.2031) 0.1770 (0.2427)
-5 0.2785 (0.3735) 0.1617 (0.1328) 0.4580 (1.0668) 0.1895 (0.1878) 0.5453 (1.8772) 0.1795 (0.2199)
1 0.0336 (0.0225) 0.1196 (0.1426) 0.1014 (0.0965) 0.0810 (0.0592) 0.2176 (0.3481) 0.0931 (0.0685)
5 0.3599 (0.6604) 0.1661 (0.1435) 0.6729 (1.8993) 0.2345 (0.2417) 0.7525 (2.7966) 0.2253 (0.2561)
10 0.5653 (1.2008) 0.2435 (0.2370) 0.4242 (2.0143) 0.1161 (0.3131) 0.6814 (2.7151) 0.2084 (0.2587)
60 -10 0.1294 (0.1080) 0.0632 (0.0302) 0.1567 (0.2546) 0.0601 (0.0391) 0.0321 (0.5791) 0.0021 (0.0697)
-5 0.0774 (0.0503) 0.0449 (0.0215) 0.1392 (0.1843) 0.0565 (0.0330) 0.0835 (0.4332) 0.0207 (0.0561)
1 -0.0033 (0.0059) 0.0134 (0.0191) 0.0287 (0.0241) 0.0225 (0.0142) 0.0623 (0.0699) 0.0268 (0.0152)
5 0.0766 (0.0516) 0.0373 (0.0172) 0.2218 (0.3057) 0.0753 (0.0391) 0.2363 (0.5169) 0.0692 (0.0459)
10 0.1912 (0.1766) 0.0798 (0.0358) -0.2430 (0.5223) -0.1394 (0.1098) 0.1682 (0.5757) 0.0482 (0.0551)
120 -10 0.0626 (0.0458) 0.0286 (0.0124) 0.0767 (0.1162) 0.0275 (0.0169) -0.1228 (0.3672) -0.0502 (0.0448)
-5 0.0327 (0.0206) 0.0173 (0.0089) 0.0677 (0.0821) 0.0257 (0.0141) -0.0376 (0.2493) -0.0217 (0.0328)
1 -0.0107 (0.0031) -0.0054 (0.0085) 0.0133 (0.0118) 0.0090 (0.0065) 0.0298 (0.0321) 0.0114 (0.0068)
5 0.0273 (0.0169) 0.0118 (0.0068) 0.1101 (0.1292) 0.0354 (0.0159) 0.1176 (0.2350) 0.0326 (0.0197)
10 0.0944 (0.0706) 0.0373 (0.0140) -0.4445 (0.3810) -0.2162 (0.0848) 0.0386 (0.3181) 0.0073 (0.0300)
In this section, we define a parametric regression model using the new distribution
with censored data, called the BGamma(θδ) regression model, for reliability analysis
as a feasible alternative to the location-scale regression model. Considering that the
BGamma(θδ) and BGamma(θ0) regression models are embedded models, the LR
statistic can be used to discriminate between these models. We adopt a classic
frequentist analysis for the BGamma(θδ) regression model.
Regression analysis of lifetimes involves specifications for the lifetime distribution
of X given a vector of covariates denoted by v = (v1, · · · , xp)T . Here, we relate the
parameters α and β to covariates by the logarithm link functions αi = exp(v
T
i τ 1)
and βi = exp(v
T
i τ 2), i = 1, . . . , n, respectively, where τ 1 = (τ11, · · · , τ1p)T and τ 2 =
(τ21, · · · , τ2p)T denote the vectors of regression coefficients and vTi = (vi1, · · · , vip).
The survival function of X|v follows from (Proposition 3.13) as
S(x|v) = 1 + δ x
exp(vTτ 1) exp(vTτ 2)
exp(vTτ 1)−1 exp[− exp(vTτ 2) x]
Γ[exp(vTτ 1)]Z(θδ)
×{
δ
[
x+
exp(vTτ 1)− 1
exp(vTτ 2)
]
− 2
}
− I(exp(vTτ 1), exp(vTτ 2) x),(19)
where where I(k, y) = γ(k, y)/Γ(k) is the incomplete gamma ratio function, γ(k, y) =∫ y
0
wk−1e−wdw is the incomplete gamma function and Γ(·) is the gamma function.
Equation (19) is referred to as the survival function for the BGamma(θδ) regression
model, which opens new possibilities for fitting many different types of reliability
data.
Consider a sample (x1,v1), · · · , (xn,vn) of n independent observations. We con-
sider that each individual i has a lifetime Xi and a censoring time Ci, where Xi
and Ci are independent random variables and the data consist of n independent
observations and xi = min(Xi, Ci), for i = 1, . . . , n. We assume non-informative
censoring such that the observed lifetimes and censoring times are independent. Let
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F and C be the sets of individuals for which xi is the lifetime or censoring, respec-
tively. Conventional likelihood estimation techniques can be applied here. The total
log-likelihood function for the vector of parameters ψ = (δ, τ T1 , τ
T
2 )
T from model
(19) has the form
l(ψ) =
∑
i∈F
log[1 + (1− δ xi)2]
∑
i∈F
log[Zi(θδ)]
∑
i∈F
exp(vTi τ 1)(v
T
i τ 2)
−
∑
i∈F
log{Γ[exp(vTi τ 1)]}+
∑
i∈F
(exp(vTi τ 1)− 1) log(xi)−
∑
i∈F
exp(vTi τ 2)xi
+
∑
i∈C
l
(c)
i (ψ),(20)
where
l
(c)
i (ψ) = log
{
1 +
δ x
exp(vTi τ 1)
i exp(v
T
i τ 2)
exp(vTi τ 1)−1 exp[− exp(vTi τ 2) xi]
Γ[exp(vTi τ 1)]Zi(θδ)
×{
δ
[
x+
exp(vTi τ 1)− 1
exp(vTi τ 2)
]
− 2
}
− I(exp(vTi τ 1), exp(vTi τ 2) xi)
}
and
Zi(θδ) = 2 +
exp(vTi τ 1) δ
exp(vTi τ 2)
{[
1 + exp(vTi τ 1)
] [ δ
exp(vTi τ 2)
]
− 2
}
.
The MLE ψ̂ of the vector of unknown parameters can be determined by maximiz-
ing the log-likelihood (20). We use the R software to compute ψ̂. Initial values for
τ 1 and τ 2 are taken from the fit of the BGamma(θ0) regression model with δ = 0.
The multivariate normal N2p+1(0, J(ψ̂)
−1) distribution under standard regularity
conditions can be used to construct approximate confidence intervals for the model
parameters. Further, we can compare the BGamma(θδ) model with its special
models using LR statistics.
7. Applications
In this section, we provide two applications to real data to illustrate the flexibility
of the BGamma(θδ) model. In the first application, we present a real situation in
which the behavior of the data is bimodal. In the second application, we consider
a BGamma(θδ) regression model with censored data. In the applications, we deter-
mine the MLEs and the corresponding standard errors (SEs) (given in parentheses)
of the model parameters and the values of the Akaike Information Criterion (AIC),
Bayesian Information Criterion (BIC), Cramer-von Mises (W ∗) and Kolmogorov-
Smirnov (KS) goodness-of-fit statistic for the fitted models. For all cases, the
model parameters are estimated by the ML method using the R software.
BIMODAL GAMMA DISTRIBUTION 19
7.1. Application 1: Wheaton River data. The data are the exceedances of
flood peaks (in m3/s) of the Wheaton River near Carcross in Yukon Territory,
Canada. The data consist of 72 exceedances for the years 1958–1984, rounded to one
decimal place. These data are presented and analyzed by Choulakian and Stephens
(2001) and Akinsete et al. (2008). In Akinsete et al. (2008) the authors present an
analysis considering the following distributions: Pareto, three-parameter Weibull,
generalized Pareto and Beta-Pareto. The authors use the KS measurement to select
the most appropriate model. In Table 2 we present these values and the associated
p-value.
Table 2. The KS measurements and associated p-value with the
Wheaton River data.
Model KS p-value
Pareto 2.7029 <0.000
Three-parameter Weibull 1.6734 0.0074
Generalized Pareto 1.205 0.1094
Beta Pareto 1.2534 0.0864
We consider the Kumaraswamy generalized gamma (KumGG) distribution (for
x > 0) defined by Pascoa et al. (2011). Note that the KumGG distribution con-
tains as particular cases most of the classical distributions used in survival analysis.
Hence, the associated density function with five positive parameters α, τ , k, λ and
ϕ has the form
f(x) =
λϕ τ
αΓ(k)
(x
α
)τk−1
exp
[
−
(x
α
)τ ]{
γ1
[
k,
(x
α
)τ ]}λ−1
×
(
1−
{
γ1
[
k,
(x
α
)τ ]}λ)ϕ−1
,
where γ1(k, y) = γ(k, y)/Γ(k) is the incomplete gamma ratio function, α is a scale
parameter and the other positive parameters τ , k, ϕ and λ are shape parameters.
This model has as particular cases, exponentiated Weibull (for λ = 1 and ϕ = 1),
gamma for (for λ = 1, ϕ = 1 and τ = 1) and Weibull for (for λ = 1, ϕ = 1 and
k = 1).
The modified Weibull (MW) (for x ≥ 0) was defined by Lai et al. (2003), whose
density function with three parameters α > 0, τ ≥ 0 and k ≥ 0 is given by
f(x) = αx(τ−1)(τ + k x) exp[k x− α xτ exp(k x)].
The results are reported in Tables 3 and 4. The four statistics agree on the
model’s ranking. The lowest values of these criteria correspond to the BGamma(θδ)
distribution, which could be chosen in this case. Also in relation to Table 2 we
verified that the KS measurement of the proposed model presents smaller values
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and associated p-value is higher, indicating that the model is adequate to the data
of Wheaton River data.
Table 3. MLEs of the model parameters for the Wheaton River data .
Model α β δ
BGamma(θδ) 1.054 0.176 0.177
(0.145) (0.111) (0.032)
α τ k λ ϕ
Kw-GG 548.542 0.103 0.098 158.570 869.87
(252.1) (0.082) (0.007) (70.450) (196.8)
gamma 14.558 1 0.838 1 1
(2.816) (-) (0.121) (-) (-)
EW 11.278 1.380 0.591 1 1
(1.506) (0.284) (0.149) (-) (-)
Weibull 11.632 0.901 1 1 1
(1.601) (0.085) (-) (-) (-)
MW 0.124 0.775 0.010
(0.034) (0.124) (0.007)
Table 4. Statistical measures.
Model AIC BIC W ∗ KS
BGamma(θδ) 501.51 508.34 0.038 0.065
(0.918)
AIC BIC W ∗ KS
Kw-GG 514.01 525.39 0.159 0.099
(0.473)
gamma 506.68 511.24 0.130 0.102
(0.433)
EW 505.85 512.68 0.074 0.096
(0.516)
Weibull 506.99 511.55 0.137 0.105
(0.402)
MW 507.34 514.17 0.097 0.100
(0.466)
In Figure 3, we present the adjustment of the proposed model in relation to the
PDF and CDF; see Figures 3(a,b). In Figure 3(c), we provide the QQ plot for
the BGamma(θδ) distribution. We note that the quantile residuals follow more
approximately a normal distribution for the BGamma(θδ) distribution. In fact,
these plots reveal that the BGamma(θδ) distribution provides a good fit for Wheaton
River data.
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Figure 3. (a) Estimated PDF of the BGamma(θδ) model. (b) Em-
pirical CDF and estimated CDF of the BGamma(θδ) model. (c) QQ
plot for the quantile residual from the fitted BGamma(θδ) model to
the Wheaton River data.
7.2. Application 2: Gastric cancer data. Stomach cancer is also known as
gastric cancer. Stomach cancer develops slowly over many years. Prior to the ap-
pearance of the cancer itself, precancerous changes occur in the inner lining of the
stomach (mucosa). These early changes rarely cause symptoms and therefore often
go unnoticed. Thus, new technologies to optimize medical decisions and the develop-
ment of new therapies are of great importance to improve survival in gastric cancer.
In this second application, in order to illustrate the use of BGamma(θδ) regres-
sion, we consider the data set analyzed by Martinez et al. (2013) and Ortega et al.
(2017). These last two surveys use the healing fraction regression model to analyze
this gastric cancer data. The sample size is n = 201 patients of different clinical
stages, of which 76 patients who received adjuvant chemoradiotherapy and 125 who
received resection alone. The response variable refers to times to death in months
since surgery. We observed that we have 53.2% of the censored data. Thus the
variables used were:
• xi: time to death in months since surgery;
• vi1: type of therapy (0=adjuvante chemoradiotherapy; 1=surgery alone) for
i = 1, . . . , 271.
We now present results by fitting the BGamma(θδ) regression model
αi = exp(τ10 + vi1τ11) and βi = exp(τ20 + vi1τ21), i = 1, . . . , 271.
The results in Table 5 indicate that the BGamma(θδ) regression model has the
lowest GD and AIC values among those of the fitted models, and so it could be
chosen as the best regression model. If we consider the BIC statistic, then the
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BGamma(θδ) and gamma regressions models are more appropriate to model this
data set.
Table 5. The GD, AIC and BIC measurements for the BG, gamma
and Weibull regression models for the gastric cancer.
Model GD AIC BIC
BGamma(θδ) 866.53 876.53 893.04
BGamma(θ0) 871.28 879.28 892.49
Weibull 872.34 880.34 893.55
We note from the fitted BGamma(θδ) regression model that x1 is significant
(at 5% level). Further, there is a significant difference between type of therapy
(adjuvante chemoradiotherapy and surgery alone) for the time to death in months
since surgery.
Table 6. MLEs, SE and p-value for the parameters from the
BGamma(θδ) regression model on the gastric cancer.
Parameter Estimate SE p-Value
τ10 -0.221 0.073 0.003
τ11 1.306 0.100 <0.001
τ20 -3.506 0.077 <0.001
τ21 1.077 0.102 <0.001
δ 0.032 0.002
In order to detect possible outlying observations as well as departures from the
assumptions of BGamma(θδ) regression model, we present, in Figure 4, the plots
of the density, QQ-plot and worm plot for the quantile residuals. By analyzing
these plots, we conclude that the BGamma(θδ) regression model provides a good
adjustment.
Finally, in order to assess if the model is appropriate, the empirical and estimated
survival functions of the BGamma(θδ) regression model are plotted in Figure 5 for
the different treatments. Figure 5(a) shows the fit of the BGamma(θδ) regression
model considering regression structure only in the α parameter. Figure 5(b) shows
the fit considering two regression structures in the α and β parameters. We may
conclude from the plots that the BGamma(θδ) regression model considering two
regression structures provides a suitable fit to the gastric cancer data.
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Figure 4. Plots of the diagnostic on fitting the BG regression model
for gastric cancer. (a) Index plot for q̂i (b) Estimated density function
for q̂i. (c) QQ plot for q̂i. (d) Worm plot for q̂i.
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Figure 5. Estimated survival function for the BGamma(θδ) regres-
sion model and the empirical survival. (a) Adjustment considering
only the α parameter. (b) Adjustment considering both α and β
parameters for gastric cancer data.
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8. Concluding remarks
In this work, we have introduced a bimodal generalization of the gamma distri-
bution that can be an alternative to model bimodal data. It was obtained using a
quadratic transformation based on the alpha-skew-normal model. Since this general-
ization has three parameters, the parameter estimation is simpler than in mixtures.
We have discussed the properties of this density such as bimodality, moment gener-
ating function, hazard rate and entropy measures. In order to check the efficiency of
the maximum likelihood estimators, we have carried out a Monte Carlo simulation
study. We have also introduced a regression model based on the proposed bimodal
gamma distribution. The fitting of the distribution along with its regression model
was tested with two real data sets and it was shown that our model may outperform
some distributions found in literature. Thus, we have a flexible distribution that
presented consistent results in data modeling.
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