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Abstract. In this paper we consider the Lagrange–Galerkin finite element approximation by
continuous piecewise linears in space of the following problem:
Given Ω ⊂ Rd, 1 ≤ d ≤ 3, find u(x, t) and v(x, t) such that
∂tu+ ∂tv −∇.(D∇u) + q.∇u = f in Ω× (0, T ],
∂tv = k(ϕ(u)− v) in Ω× (0, T ],
u(x, 0) = g1(x), v(x, 0) = g2(x) ∀ x ∈ Ω,
with periodic boundary conditions. Here k ∈ R+ and the spatial differential operator is uniformly
elliptic, but ϕ ∈ C0(R) ∩ C1(−∞, 0] ∪ (0,∞) is a monotonically increasing function satisfying
ϕ(0) = 0, which is only locally Ho¨lder continuous, with exponent p ∈ (0, 1) at the origin; e.g.,
ϕ(s) := [s]p+.
We obtain error bounds which improve on those in the literature.
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1. Introduction. In this paper we study a Lagrange–Galerkin finite element
approximation of a degenerate parabolic system as it arises in the modelling of reactive
solute transport in porous media, as soils or aquifers. The reaction that we are going
to take into account is adsorption, that is, a retention/release reaction of the solute,
e.g., a contaminant, with the porous skeleton. A macroscopic model has the form (cf.
[8] and [6] for a derivation)
∂t(Θu) + ρ∂tv −∇.(ΘD∇u− qu) = f in QT ,(1.1a)
∂tv = k(ϕ(u)− v) in QT ,(1.1b)
supplemented by initial conditions for u and v and appropriate boundary conditions
for u. Here u and v are the unknowns of the system, the dissolved concentration
and the adsorbed concentration in nonequilibrium. The process takes place in a
bounded domain Ω in Rd, 1 ≤ d ≤ 3, with boundary ∂Ω. Let [0, T ] be the fixed
time interval and Qt ≡ Ω × (0, t] for t ∈ (0, T ]. The semilinear system (1.1) may be
degenerate because there are typical examples for ϕ, the so-called isotherm, which are
not Lipschitz continuous at u = 0 such as is the Freundlich isotherm
ϕ(u) ≡ αup for u ≥ 0, where α ∈ R+ and p ∈ (0, 1).(1.2)
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On the other hand isotherms are monotone increasing such that in the following we
will consider monotone nonlinearities allowing for degenerate behavior like (1.2) at
the origin. The rate parameter k is assumed to be a positive constant. The underlying
water flow regime, described by the water content Θ and the volumetric water flux
q, which in general leads to time- and space-dependent coefficients, but with a linear
uniformly parabolic operator on u, due to
∂tΘ +∇.q = 0, Θ(x, t) ≥ Θ0 > 0 in QT ,(1.3)
and the positive definiteness of the diffusion/dispersion matrix D(x) (cf. assumptions
(D1)). As can be seen for the continuous case (see Chap. II, Thm. 2.2 in [8]), and our
error analysis of the conforming Galerkin finite element approximation (see [2]) we rely
on a specific testing procedure which only works under certain structural conditions
on the coefficients. These conditions are fulfilled for time-independent coefficients, i.e.,
for stationary water flow. For sake of simplicity, this time-independence is assumed
from now on, and to reduce notation, Θ and the bulk density ρ are assumed to be
constant; i.e., Θ = ρ = 1 by scaling. For ease of exposition, we restrict ourselves to
Ω := Πdi=1(ai, bi) with periodic boundary conditions. Hence we consider
(P) Find {u(x, t), v(x, t)} such that
∂tu+ ∂tv −∇.(D∇u) + q.∇u = f in QT ,
∂tv = k(ϕ(u)− v) in QT ,
u(x, 0) = g1(x), v(x, 0) = g2(x) ∀ x ∈ Ω,
u(x, t) = u(y, t), (D∇u . νi)(x, t) = (D∇u . νi)(y, t),
where y := x− (bi − ai)νi ∀ x ∈ Γi, i = 1→ d, ∀ t ∈ (0, T ].
Here ∂Ω :=
⋃2d
i=1 Γi, where Γi := ∂Ω ∩ {xi = ai} and Γi+d := ∂Ω ∩ {xi = bi} with
corresponding outward unit normals νi and νi+d = −νi, i = 1→ d.
The non-Lipschitzian behavior of ϕ at u = 0 can only play an important role
if fronts, given by the boundary of the support of u (or v) in Ω, do not vanish
instantaneously, as they do for the heat equation, but are preserved, i.e., if the problem
exhibits a finite speed of propagation property. This property is analyzed in [8] for
the one-dimensional case and found to be characterized by
Φ−
1
2 ∈ L1(0, δ) for some δ > 0,(1.4)
where Φ(s) ≡ ∫ s
0
ϕ(r) dr. This is fulfilled by the example (1.2) and may be considered
as the typical case in the following. The sufficiency of (1.4) for a finite speed of
propagation also carries over to the multidimensional case for general coefficients with
f = 0; see Theorem 2.5 below. The nondegeneracy condition describes the minimal
growth of u away from the front. This local behavior of the profile has been analyzed
only for travelling wave solutions (see [5]). We will assume later that ϕ is Ho¨lder
continuous near u = 0 with exponent p ∈ (0, 1). If in addition the exponent is sharp,
i.e.,
ϕ(u) ≥ αup for u ∈ [0, δ0] and for some α, δ0 > 0,(1.5)
then travelling wave solutions satisfy
(N.D.)
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Aε(t) ≤ Cε 12 ,(1.6a)
where
Aε(t) ≡
∫ t
0
m(Ωε(s)) ds,(1.6b)
Ωε(t) ≡ {x ∈ Ω : u(x, t) ∈ (0, ε1/(1−p))},(1.6c)
and m is the Lebesgue measure. However, (1.6a) may well hold for a much larger
class of solutions.
Our aim is to prove order of convergence estimates in energy norms for the
Lagrange–Galerkin approximation. It is well known that for convection-dominated
flow regimes, the standard Galerkin approximation is not appropriate anymore, and
various modifications have been proposed, among them the Lagrange–Galerkin ap-
proximation (or characteristic Galerkin, modified method of characteristics, Eulerian–
Lagrangian, or semi-Lagrangian approximation). This family of methods is quite pop-
ular in the simulation of flows in porous media and has been proposed and analyzed
independently in different fields [4], [12]. Their common feature is an approximation
of the convective transport along the characteristics overlaid by a Galerkin approx-
imation of the diffusive/dispersive transport. Order of convergence analysis mainly
deals with the linear diffusion-convection equation or the Navier–Stokes equations.
The only paper, to our knowledge, which deals with a nonlinear problem where the
nonlinearity is non-Lipschitz as described above is [3], which considers problem (P)
with periodic boundary conditions. The authors choose the same testing procedure
based on [8], as we do. Exactly as we will do, they base the characteristic approxima-
tion only on the water flux q (the “pore velocity scheme”), choose the implicit Euler
scheme with a time step τ to discretize in time, and ignore the effect of numerical
integration by employing the standard continuous piecewise linear Galerkin method
on a quasi-uniform simplicial partition of Ω with maximum element diameter h. With
U the resulting discrete approximation to u, they prove an error estimate of the type
|u− U |L∞(0,T ;L2(Ω)) ≤ C(h+ τp/2).(1.7)
Due to the nonlinear and degenerate nature of the problem, a deterioration of the
convergence rate compared to the linear case has to be expected. However, note that,
in particular, the estimate in time in (1.7) is poor for small p, leading to very small
time steps to balance the expected errors. Contrary to their approach, our analysis
is centered on introducing a regularized system (Pε) obtained by substituting ϕ by a
Lipschitz continuous ϕε, differing from ϕ only near the origin. In this way we can deal
with (ε-dependent) a priori estimates, which are not possible otherwise. In this way
we can improve considerably on the error estimate (1.7), not only on the temporal er-
ror term but also in the spatial one, in the norms considered and also by providing an
error estimate for the v-component. Further improvements on [3] lie in the omission
of a quasi-uniformity assumption on the partition. As stated in [4], periodic boundary
conditions are a reasonable assumption in modelling no flow boundary conditions, as
these can be treated by reflection with the appropriate assumptions on the data in
the neighborhood of the boundary. In addition, considering the typical example of
the dynamics of a “contaminant plume,” i.e., a situation affected only by nonvan-
ishing initial conditions with a zero source f , the choice of homogeneous boundary
conditions becomes of minor importance, as for a given final time T we can always
choose the domain Ω so large that the supports are contained in Ω for t ∈ [0, T ].
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In this light the regularity requirements on the boundary of Ω are unimportant, and
hence periodic boundary conditions will suffice. Finally our error bounds apply to the
discretization both of (P) and of (Pε) (with the appropriate adaptation of ε on the
discretization parameters) such that one can decide algorithmically to solve the evolv-
ing nonlinear systems of algebraic equations regularized or nonregularized. One may
wonder whether there are better approximation schemes which take the nonlinearity
into account in the definition of the characteristics in accordance with its influence on
the speed of propagation. For the equilibrium case (k →∞), an approach of this type
(the “fully implicit scheme”) has been proposed in [9]. Despite various attempts, it
has not been possible until now to extend the “fully implicit scheme” to the nonequi-
librium case in a stable manner. In this light, a proper analysis of the “pore velocity
scheme,” as considered here, still seems to be desirable.
In the course of the analysis, we make the following assumptions on the given
data.
(D1). Ω := Πdi=1(ai, bi) ⊂ Rd, 1 ≤ d ≤ 3, k ∈ R+, D ∈ [W 1,∞per (Ω)]d,d with
D(x) symmetric positive definite uniformly ∀ x ∈ Ω, q ∈ [W 1,∞per (Ω)]d with ∇.q = 0 in
Ω, f ∈ L∞(QT ), g1 ∈ L∞(Ω) ∩H1per(Ω), g2 ∈ L∞(Ω) ϕ ∈ C0(R) such that
ϕ(0) = 0, ϕ(s) > 0 ∀s > 0, and ϕ is monotonically increasing,(1.8a)
ϕ ∈ C1(−∞, 0] ∪ (0,∞),(1.8b)
there exist λ ∈ R+ and ε0, p ∈ (0, 1] such that
|ϕ(a)− ϕ(b)| ≤ λ|a− b|p ∀a, b ∈ [0, ε0].(1.8c)
Below we gather the further assumptions that we require at various stages in the
paper.
(D2). In addition to (D1) we assume that D ∈ [H2(Ω)]d,d, f ∈ H1(0, T ;L2(Ω))
with f(· , 0) ∈ H1(Ω), g1 ∈ H3(Ω), g2 ∈ H1(Ω), and, to simplify the analysis, k ≥ k0.
(D3). In addition to (D2) we assume that f ∈ Cp,p/2per (QT ), g1 ∈ C2+pper (Ω),
g2 ∈ Cpper(Ω), and Dij , ∂xiDij , qi ∈ Cpper(Ω).
(D4). In addition to (D3) we assume that g1, g2 ≥ 0 and have compact support
in Ω and that f = 0 on QT . We assume also that (1.4) holds and that ϕ(s) is concave
for s ∈ (0, δ0) for some δ0 > 0.
(T). Let Ω ≡ ⋃κ∈Th κ, where Th is a partitioning consisting of regular simplices
κ with hκ ≡ diam(κ) and h ≡ maxκ∈Th hκ. In addition, we assume that the constant
M in (2.1c) can be chosen uniformly ∀µ ∈ N . (In view of the bounds (2.5a) for u,
see Theorem 2.2. This is always achievable by changing ϕ(s) for |s| ≥ max{−u, u}.)
By the last assumption in (D2) we do not neglect any important features, as for
k → 0 we expect convergence to the case of no reaction, i.e., to the linear diffusion
equation.
The layout of this paper is as follows. In the next section we establish the existence
and uniqueness of a solution to (P) under assumptions (D1) by first establishing these
results for a regularized version (Pε). In addition we establish a number of useful a
priori estimates for (Pε) and (P) under assumptions (D1)–(D4). In section 3, under
assumptions (D3) and (T), we improve considerably on the error bound (1.7).
Throughout we adopt the standard notation for Sobolev spaces, Wm,p(Ω), and
Ho¨lder spaces, Cm+β(Ω), where m ∈ N , p ∈ [1,∞], and β ∈ (0, 1]. We also employ
the periodic spaces
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Wm,pper (Ω) := {w ∈Wm,p(Ω) : ∂
jw
∂νj
i
|Γi = ∂
jw
∂νj
i
|Γi+d , i = 1→ d, j = 0→ m− 1 }
≡ {w ∈Wm,ploc (Rd) : w(x) = w(x− (bi − ai)νi) ∀ x ∈ Rd, i = 1→ d }(1.9)
and
Cm+βper (Ω) := {w ∈ Cm+β(Rd) : w(x) = w(x− (bi − ai)νi) ∀ x ∈ Rd, i = 1→ d }.
(1.10)
In assumptions (D3) and Lemma 2.4 we also use the anisotropic Sobolev and Ho¨lder
spaces, with the first superscript referring to space and the second to time, as defined
in [11, p. 7], restricted to Ω periodic functions in a similar way to (1.9) and (1.10).
As is standard, we set Hm(Ω) := Wm,2(Ω) and Hmper(Ω) := W
m,2
per (Ω). The standard
seminorm and norm on Hm(Ω) are denoted by | · |Hm(Ω) and ‖ · ‖Hm(Ω), respectively.
The standard L2 inner product over Ω is denoted by 〈· , ·〉. Finally, throughout the pa-
per C or Ci denote generic positive constants dependent on the data but independent
of ε (the regularization parameter), h (the mesh spacing), and τ (the time step).
2. The continuous problem. In this section we establish the existence and
uniqueness of a solution to (P) and a number of useful a priori bounds. First we
introduce a regularized version of (P) for ε ∈ [0, ε0] (ε0 as in (1.8c)):
(Pε) Find {uε(x, t), vε(x, t)} such that
∂tuε + ∂tvε −∇.(D∇uε) + q.∇uε = f in QT ,
∂tvε = k(ϕε(uε)− vε) in QT ,
uε(x, 0) = g1(x), vε(x, 0) = g2(x) ∀ x ∈ Ω,
uε(x, t) = uε(y, t), (D∇uε . νi)(x, t) = (D∇uε . νi)(y, t),
where y := x− (bi − ai)νi ∀ x ∈ Γi, i = 1→ d, ∀ t ∈ (0, T ],
where ϕε ∈ C0,1loc (R) is such that
ϕε(s) ≡ ϕ(s) for s /∈ (0, ε1/(1−p)),(2.1a)
ϕε(s) is strictly monotonically increasing on [0, ε
1/(1−p)],(2.1b)
for µ ∈N there exists an M(µ) ∈ R+:
ϕε(b)− ϕε(a) ≤M(µ)ε−1(b− a) for − µ ≤ a ≤ b ≤ µ.(2.1c)
Note that M can be chosen independently of µ if ϕ′ is bounded in R \ (0, δ) for some
δ > 0. It is a simple matter to deduce from the conditions (2.1) that ∀ |a|, |b| ≤ µ
[M(µ)]−1ε|ϕε(a)− ϕε(b)|2 ≤ [ϕε(a)− ϕε(b)](a− b) ≤M(µ)ε−1|a− b|2(2.2a)
and
ϕε(ε
1/(1−p)) ≡ ϕ(ε1/(1−p)) ≤ λεp/(1−p),(2.2b)
with λ as in (1.8c). The simplest choice for ϕε is the linear regularization
ϕε(s) ≡ ε−1/(1−p)ϕ(ε1/(1−p))s for s ∈ (0, ε1/(1−p)).(2.3)
From (2.1) it follows for all w ∈ H1per(Ω) with |w(x)| ≤ µ for x ∈ Ω that ϕε(w) ∈
H1per(Ω); see, e.g., Theorem 7.8 and section 7.5 in [7] and section 5.12.5 in [10], and
[M(µ)]−1ε|D 12∇ϕε(w)|2L2(Ω) ≤ 〈D∇w,∇ϕε(w)〉.(2.4)
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For k ∈ R+ and for sufficiently smooth w we set
‖w‖2E1(k,t) ≡ |w|2L2(Qt) + 12k−1|w(· , t)|2L2(Ω)
and
‖w‖2E2(k,t) ≡ ‖w‖2E1(k,t) + 12
∣∣∣∣D 12∇ ∫ t
0
w(· , s) ds
∣∣∣∣2
L2(Ω)
+ k−1|D 12∇w|2L2(Qt).
Definition 2.1. {uε, vε} is a weak upper (lower) solution to (Pε) if uε ∈
L2(0, T ;H1per(Ω)) ∩ H1(0, T ;L2(Ω)), ϕε(uε) ∈ L2(QT ), and vε ∈ H1(0, T ;L2(Ω))
are such that for all test functions η ∈ L2(0, T ;H1per(Ω)) with η ≥ 0 in QT∫
QT
[
∂tuεη + (D∇uε − quε).∇η + k(ϕε(uε)− vε)η − fη
]
dx dt ≥ (≤) 0,
∂tvε ≥ (≤) k(ϕε(uε)− vε) in QT ,
uε(· , 0) ≥ (≤) g1(·), vε(· , 0) ≥ (≤) g2(·) in Ω.
{uε, vε} is a weak solution to (Pε) if it is both a weak lower solution and a weak upper
solution to (Pε). Similar definitions hold for (P), with ϕε in the above replaced by ϕ.
Theorem 2.1. Let the assumptions (D1) hold. Then ∀ ε ∈ (0, ε0] there exists a
unique weak solution {uε, vε} to (Pε) such that
u ≤ uε ≤ u and v ≤ vε ≤ v in QT(2.5a)
and
|∇uε|2L2(QT ) + |∂tuε|2L2(QT ) + |∂tvε|2L∞(QT ) ≤ C,(2.5b)
where u, u, v, v ∈ C0[0, T ] are all independent of ε and bounded uniformly in k.
Furthermore, if g1, g2, and f ≥ 0, one can take u = v = 0.
Proof. Existence of a solution to (Pε) with flux boundary conditions can be found
in [8]. The proof consists of finding weak lower and upper solutions, {u, v} and {u, v}
of (Pε), and then applying the Schauder fixed point theorem. A modification of this
proof for homogeneous Dirichlet boundary conditions with D = I and q = 0, leading
to the bounds (2.5a) and (2.5b), can be found in [1]; see also [2]. These proofs are
easily adapted to the present case.
We now prove uniqueness. Assume there exist two weak solutions {u(i)ε , v(i)ε }, i =
1, 2 to (Pε). Let e
u
ε ≡ u(1)ε −u(2)ε and evε ≡ v(1)ε − v(2)ε . Subtracting the first equations
in (Pε), using the test function η(· , s) ≡ k−1euε (· , s) +
∫ t
s
euε (· , r) dr for s ∈ [0, t],
η(· , s) ≡ 0 for s ∈ (t, T ], and performing integration by parts yield that
‖euε‖2E2(k,t)= −
∫ t
0
[ 〈
k−1∂sevε(· , s) + evε(· , s), euε (· , s)
〉
+
〈
q.∇euε (· , s), η(· , s)
〉 ]
ds
= −
∫ t
0
〈
ϕε(u
1
ε(· , s))− ϕε(u2ε(· , s)), euε (· , s)
〉
ds
− k−1
∫ t
0
〈
q.∇euε (· , s), euε (· , s)
〉
ds −
∫ t
0
〈
q.∇euε (· , s), euε (· , s)
〉
ds,(2.6)
where euε (· , s) ≡
∫ t
s
euε (· , r) dr. The first term on the right-hand side of (2.6) is non-
positive because of (2.2a) and (2.5a). The second term is zero because ∇.q = 0 and
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[q.νi(e
u
ε )
2]|Γi = −[q.νi+d(euε )2]|Γi+d , i = 1 → d. The third term can be bounded as
follows:
−
∫ t
0
〈
q.∇euε (· , s), euε (· , s)
〉
ds =
∫ t
0
〈
q.∇
∫ s
0
euε (· , r) dr, euε (· , s)
〉
ds
≤ 12 |euε |2L2(Qt) + 12
∫ t
0
∣∣∣∣(D− 12 q).D 12∇∫ s
0
euε (· , r) dr
∣∣∣∣2
L2(Ω)
ds
≤ 12 |euε |2L2(Qt) + 12 |D−
1
2 q|2L∞(Ω)
∫ t
0
∣∣∣∣D 12∇∫ s
0
euε (· , r) dr
∣∣∣∣2
L2(Ω)
ds.(2.7)
Gronwall’s lemma then implies that ‖euε‖E2(k,t) ≤ 0 ∀ t ∈ (0, T ]; i.e., u(1)ε = u(2)ε , and
hence v
(1)
ε = v
(2)
ε .
Theorem 2.2. Let the assumptions (D1) hold. Then there exists a unique weak
solution {u, v} to (P), and ∀ε ∈ (0, ε0] and t ∈ (0, T ]
‖u− uε‖2E2(k,t) + ε|ϕ(u)− ϕε(uε)|2L2(Qt) + ε‖v − vε‖2E1(k,t)
≤ CAε(t)ε(1+p)/(1−p).(2.8)
In addition the bounds (2.5a), (2.5b) hold true for {u, v}, and in particular if g1,
g2, and f ≥ 0, then u, v ≥ 0 in QT .
Proof. Existence of a solution {u, v} follows by letting ε→ 0 in (Pε), from which
it is clearly seen that bounds (2.5a), (2.5b) hold true for {u, v}; see Theorem 2.2 in [1]
for details (the argument is independent of the special case D = I and q = 0 studied
there). Uniqueness of a solution to (P) follows as for (Pε); that is (2.6) and (2.7) with
ε = 0 and noting (1.8a).
The proof of (2.8) is similar to that of uniqueness. Let eu ≡ u − uε and ev ≡
v−vε. Subtracting the first equation in (Pε) from that in (P), using the test function
η(· , s) ≡ k−1eu(· , s) + ∫ t
s
eu(· , r) dr for s ∈ [0, t], η(· , s) ≡ 0 for s ∈ (t, T ], and
performing integration by parts yields that
‖eu‖2E2(k,t) = −
∫ t
0
〈ϕ(u(· , s))− ϕε(uε(· , s)), eu(· , s)〉 ds
− k−1
∫ t
0
〈
q.∇eu(· , s), eu(· , s)〉 ds − ∫ t
0
〈
q.∇eu(· , s), eu(· , s)〉 ds,(2.9)
where eu(· , s) ≡ ∫ t
s
eu(· , r) dr. Again the second term on the right-hand side of (2.9)
vanishes, as in (2.6), and the third can be bounded, similarly to (2.7), by B(t) ≡
1
2 [|eu|2L2(Qt) +B1(t)], where
B1(t) ≡ |D− 12 q|2L∞(Ω)
∫ t
0
∣∣∣∣D 12∇∫ s
0
eu(· , r) dr
∣∣∣∣2
L2(Ω)
ds.(2.10)
Noting that ϕ(u) = ϕε(ζ), where ζ = ϕ
−1
ε (ϕ(u)) if ϕ(u) ∈ (0, ϕ(ε1/(1−p))) and ζ = u
otherwise, it follows from (2.9) and (2.2) that
‖eu‖2E2(k,t) + [M(µ)]−1ε|ϕ(u)− ϕε(uε)|2L2(Qt)
≤
∫ t
0
〈ϕ(u(· , s))− ϕε(uε(· , s)), (ζ − u)(· , s)〉 ds + B(t)
≤ 12 [M(µ)]−1ε|ϕ(u)− ϕε(uε)|2L2(Qt) + 12M(µ)ε−1|ζ − u|2L2(Qt) + B(t)
≤M(µ)ε−1|ζ − u|2L2(Qt) + B1(t) ≤ CAε(t)ε−1ε2/(1−p) + B1(t),(2.11)
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where [inf u, supu] ⊆ [−µ, µ]; see (2.1c) and Theorem 2.1. Finally, subtracting the
second equation in (Pε) from that in (P), multiplying by e
v, and integrating over Qt
yield
‖ev‖2E1(k,t) =
∫ t
0
〈ϕ(u(· , s))− ϕε(uε(· , s)), ev(· , s)〉 ds ≤ C|ϕ(u)− ϕε(uε)|2L2(Qt).
(2.12)
Combining (2.11), (2.10), applying Gronwall’s lemma, and noting (2.12) yield the
desired result (2.8).
Because of the bounds in (2.5a) we now can fix M in (2.1c) when dealing with
u or uε. We now prove some useful bounds on the unique weak solution {uε, vε} of
(Pε), ε ∈ (0, ε0].
Lemma 2.3. Under assumptions (D2) we have for all ε ∈ (0, ε0] that
ε|∂t[ϕε(uε)]|2L2(QT ) + |∂tuε|2L∞(0,T ;L2(Ω)) + |∇∂tuε|2L2(QT ) ≤ C,(2.13a)
‖uε‖L∞(0,T ;H2per(Ω)) + ε|∇ϕε(uε)|2L∞(0,T ;L2(Ω)) ≤ C,(2.13b)
and
‖∂tuε‖2L2(0,T ;H2per(Ω)) + |∂ttuε|
2
L2(QT )
+ |∇∂tuε|2L∞(0,T ;L2(Ω)) ≤ Cε−1,(2.13c)
where ‖ · ‖Hmper(Ω) ≡ ‖ · ‖Hm(Ω).
Proof. Differentiating the first equation in (Pε) with respect to t yields that
k−1∂ttuε + (ϕ′ε(uε)∂tuε − ∂tvε)− k−1∇.((D∇− q)∂tuε) = k−1∂tf in QT
(2.14a)
and hence that
k−1∂ttuε + (1 + ϕ′ε(uε))∂tuε −∇.((D∇− q)(k−1∂t + 1)uε)
= (k−1∂t + 1)f in QT .(2.14b)
This formal procedure can be justified as follows. Consider the auxiliary linear initial-
boundary value problem: find wε such that
k−1∂twε − k−1∇.((D∇− q)wε) = k−1∂tf − ϕ′ε(uε)∂tuε + ∂tvε in QT ,
wε(· , 0) = ∇.((D∇− q)g1)(·) + f(· , 0)− k[ϕε(g1(·))− g2(·)] in Ω,
wε(x, t) = wε(y, t), (D∇wε . νi)(x, t) = (D∇wε . νi)(y, t),
y := x− (bi − ai)νi ∀ x ∈ Γi, i = 1→ d, ∀ t ∈ (0, T ].
Due to (2.5) and (2.1c), ∂t[ϕε(uε)] ≡ ϕ′ε(uε)∂tuε ∈ L2(QT ), and hence it follows from
(D2) that there exists a weak solution wε. We have that uε(· , t) = g1(·)+
∫ t
0
wε(· , s) ds,
as both satisfy the same linear initial-boundary value problem. Thus wε = ∂tuε.
Multiplying (2.14b) by ∂suε(· , s), integrating over Qt, where s is the integration
variable in time, and performing integration by parts yield that
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0
[
k−1|D 12∇∂suε(· , s)|2L2(Ω) + 〈[1 + ϕ′ε(uε(· , s))]∂suε(· , s), ∂suε(· , s)〉
]
ds
+ 12
[
k−1|∂tuε(· , t)|2L2(Ω) + |D
1
2∇uε(· , t)|2L2(Ω)
]
=
∫ t
0
[ 〈 (k−1∂s + 1)f(· , s), ∂suε(· , s)〉 − 〈q(k−1∂s + 1)uε(· , s),∇∂suε(· , s)〉 ] ds
+ 12
[
k−1|∂tuε(· , 0)|2L2(Ω) + |D
1
2∇uε(· , 0)|2L2(Ω)
]
.(2.15)
Next we note that
〈q∂suε(· , s),∇∂suε(· , s)〉 = 12 〈∇.[q(∂suε(· , s))2], 1〉 = 0.(2.16)
Hence (2.15) and (2.16) yield that
k−1
∫ t
0
|D 12∇∂suε(· , s)|2L2(Ω) ds+
∫ t
0
〈[1 + ϕ′ε(uε(· , s))]∂suε(· , s), ∂suε(· , s)〉 ds
+ k−1|∂tuε(· , t)|2L2(Ω) + |D
1
2∇uε(· , t)|2L2(Ω)
≤
∫ t
0
[
−2〈quε(· , s),∇∂suε(· , s)〉+ |(k−1∂s + 1)f(· , s)|2L2(Ω)
]
ds
+ k−1|∂tuε(· , 0)|2L2(Ω) + |D
1
2∇uε(· , 0)|2L2(Ω)
≤ C|uε|2L2(Qt) +
∫ t
0
2|(k−1∂s + 1)f(· , s)|2L2(Ω) ds + 2|D
1
2∇g1|2L2(Ω)
+ 4k−1|∇.((D∇− q)g1)(·) + f(· , 0)|2L2(Ω) + 4k|ϕε(g1)− g2|2L2(Ω).(2.17)
Noting (2.1c), similarly to (2.4) we have that
M−1ε
∫ t
0
|∂s[ϕε(uε(· , s))]|2L2(Ω) ds ≤
∫ t
0
〈ϕ′ε(uε(· , s))∂suε(· , s), ∂suε(· , s)〉 ds.
(2.18)
Combining (2.17) and (2.18) and noting (2.5a) yield the desired result (2.13a). The
first bound in (2.13b) follows immediately from standard elliptic regularity theory,
(2.13a), and (2.5b). The second bound in (2.13b) follows from the first, (2.4), and
(2.5a).
We now prove the bound (2.13c). Applying standard regularity theory to (2.14),
viewed as an elliptic equation for ∂tuε, yields, on noting (2.13a) and (2.5b), that
‖∂tuε‖2L2(0,T ;H2(Ω)) ≤ C [ |∂ttuε|2L2(QT ) + k2|∂t[ϕε(uε)− vε]|2L2(QT ) + |∂tf |2L2(QT ) ]
≤ C [ |∂ttuε|2L2(QT ) + ε−1 ].(2.19)
Testing the weak form of (2.14) with ∂ttuε and noting (2.13a) and (2.5b) yield that∫ t
0
|∂ssuε(· , s)|2L2(Ω) ds+ |D
1
2∇∂tuε(· , t)|2L2(Ω)
≤ C
[ ∫ t
0
|q.∇∂suε(· , s)|2L2(Ω) ds+ k2
∫ t
0
|∂s[ϕε(uε)− vε](· , s)|2L2(Ω) ds
]
+ C
[ ∫ t
0
|∂sf(· , s)|2L2(Ω) ds+ |D
1
2∇∂tuε(· , 0)|2L2(Ω)
]
≤ Cε−1 + C|D 12∇∂tuε(· , 0)|2L2(Ω).
(2.20)
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Finally, on noting (2.4), we have that
|D 12∇∂tuε(· , 0)|2L2(Ω)
≤ C
[
|g1|2H3(Ω) + |g2|2H1(Ω) + |D
1
2∇ϕε(g1)|2L2(Ω) + |f(· , 0)|2H1(Ω)
]
≤ Cε−1.(2.21)
Combining (2.19), (2.20), and (2.21) yields the desired result (2.13c).
Lemma 2.4. Under assumptions (D3) we have ∀ε ∈ (0, ε0] that
uε, u ∈ C2+p,(2+p)/2per (QT ) and vε, v ∈ Cp,1+pper (QT ),(2.22)
and the corresponding norms are bounded independently of ε.
Proof. The proof follows by bootstrapping based on parabolic regularity the-
ory. The solution uε satisfies a linear parabolic equation with right-hand side Ξε ∈
L∞(QT ), where Ξε := f − k(ϕε(uε)− vε). Therefore
uε ∈W 2,1r,per(QT ) ⊂ C1+α,(1+α)/2per (QT )(2.23)
∀r <∞ and thus ∀α ∈ (0, 1) (see Chap. IV, Thm. 9.1 and Chap. II, Lem. 3.3 in [11]).
The norms are bounded in terms of the data including ‖Ξε‖L∞(QT ), i.e., independent
of ε because of Theorem 2.1. Due to (1.8) and (2.1) we have, in particular, that
ϕε(uε) ∈ Cp,p/2per (QT )
with a norm bounded independently of ε, and making use of the explicit solution of
the ordinary differential equation, the same holds true for vε and thus also for Ξε.
The assertion (2.22) for uε is implied by Chap. IV, Thm. 5.2 in [11]. Therefore we
have that ϕε(uε) ∈ Cp,pper(QT ), and hence the desired result for vε follows. The above
proof also applies directly to u and v.
The following theorem, under assumptions (D4), proves the compact support of
the unique solution {u, v} of problem (P). Hence (P) models the typical case of a
“contaminant plume” as the specific choice of boundary ∂Ω, and boundary conditions
are redundant.
Theorem 2.5. Let assumptions (D4) hold. If for t ∈ [0, T ), u(·, t) and v(·, t)
have compact support in Ω, then there exists a ∆t > 0 such that u(·, t + ∆t) and
v(·, t+ ∆t) also have compact support in Ω.
Proof. Without loss of generality we assume that t = 0. Let P be a convex
polyhedron such that supp(u(· , 0)), supp(v(· , 0)) ⊂ P ⊂⊂ Ω, and for some ∆b > 0
we have that P̂ ⊂⊂ Ω, where P̂ is the polyhedron defined on the basis of P by
shifting each of its faces in the direction of its outward unit normal by the amount ∆b.
Such a polyhedron can always be constructed if the approximation of supp(u(· , 0)),
supp(v(· , 0)) is good enough, using a sufficiently large number of defining hyperplanes,
and taking into account the convexity of Ω.
For given constants D > 0, q ∈ R, and f ≡ 0, the corresponding one-dimensional
problem (P) on R×R+ has a travelling wave solution for any given speed a > [q]+,
i.e., nonnegative solutions of the type
U(x, t) ≡ u(η), V (x, t) ≡ v(η), η ≡ x− at
with the properties u′(η) ≤ 0, u′′(η) ≥ 0 for η ∈ R; see [5]. Here we have assumed a
linear growth of ϕ at +∞ (without loss of generality, taking (2.5a) into account; see
also assumptions (T)) to ensure global existence of {u, v}.
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Now consider one of the faces F of P with outward unit normal n and contained
in the plane x. n = b. The corresponding face of P̂ is assumed to be contained in
x. n = b + ∆b. For functions {u˜, v˜} which vary only in the direction of n, i.e., only
dependent on y := x. n and t, the first equation of (P) takes the form
∂tu˜+ ∂tu˜− D˜∂yyu˜+ q˜∂yu˜ = 0,(2.24)
where D˜(x) ≡ (n.D n)(x) and q˜(x) ≡ (q. n−∑i,j ∂xiDijnj)(x). If we choose constants
D = supx∈Ω D˜(x) and q = supx∈Ω q˜(x), then the travelling wave
U˜(x, t) ≡ u(x. n− at− b− 12∆b+ c),
V˜ (x, t) ≡ v(x. n− at− b− 12∆b+ c)(2.25)
satisfies the differential equations of (P) with D˜ and q˜ replaced by D and q, respec-
tively. Here ∆b > 0 and c := sup{ η : u(η) > 0 } = sup{ η : v(η) > 0 } <∞.
Define Ω˜ ≡ {x ∈ Ω : b < x. n }. Then for ∆t sufficiently small, {U˜ , V˜ } is an
upper solution of {u, v} on Ω˜ × (0,∆t), because u(x, 0) = v(x, 0) = 0 ∀x ∈ Ω˜ and
U˜(x, 0), V˜ (x, 0) > 0 for x. n = b. Thus a comparison principle for (P) (see Chap. III,
Thm. 2.5 in [8]) implies U˜ ≥ u ≥ 0, V˜ ≥ v ≥ 0 on Ω˜×(0,∆t). For ∆t possibly smaller,
this shows that the support of u and v cannot reach ∂Ω in the “direction” of n, as,
in particular, for ∆t ≤ ∆b/(2a) u and v will vanish for all x such that x. n ≥ b+ ∆b.
Each of the finite number of faces can be handled in this way showing that for ∆t > 0
sufficiently small supp(u(·,∆t)), supp(v(·,∆t)) ⊂ P̂ ⊂⊂ Ω.
The above proof shows that the supports expand at most with a speed q :=
|q|L∞(Ω) +
∑
ij |∂xiDij |L∞(Ω) such that for a given final time T, we maintain compact
support of the solution by choosing Ω large enough, e.g., as a ball.
3. Lagrange–Galerkin finite element approximation. We now consider a
Lagrange–Galerkin finite element approximation to (Pε) using continuous piecewise
linears. Assuming (T) throughout, we introduce
Sh := {χ ∈ C(Ω) : χ|κ is linear ∀κ ∈ Th},
Shper := {χ ∈ Sh : χ|Γi = χ|Γi+d , i = 1→ d }
and extend χ ∈ Shper from Ω to Rd to be Ω periodic. For computational convenience,
we assume for i = 1 → d that if x ∈ Γi is a node of Th, then x − (bi − ai)νi ∈ Γi+d
is a node of Th, and vice versa. Let P 0h : L
2(Ω)→ Sh denote the L2 projection such
that, for any w ∈ L2(Ω), P 0hw ∈ Sh satisfies
〈w − P 0hw,χ〉 = 0 ∀ χ ∈ Sh.
Let P 1h : H
1
per(Ω) → Sh0 denote the “scaled” H1 norm projection such that, for any
w ∈ H1per(Ω), P 1hw ∈ Shper satisfies
〈D∇(w − P 1hw),∇χ〉+ 〈w − P 1hw,χ〉 = 0 ∀ χ ∈ Shper.
We recall the standard projection results
|w − P 0hw|L2(Ω) ≤ Chm|w|Hm(Ω) for m = 0, 1, and 2(3.1a)
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and
|w − P 1hw|L2(Ω) + h|w − P 1hw|H1(Ω) ≤ Chm|w|Hm(Ω) for m = 1 and 2.(3.1b)
Throughout this section we extend w ∈ H1per(Ω) from Ω to Rd to be Ω periodic;
see (1.9). Let τ = T/N . Then for n = 0 → N we set un(x) := u(x, nτ), vn(x) :=
v(x, nτ), and fn(x) := f(x, nτ). Similarly we define unε and v
n
ε . For w ∈ H1per(Ω) we
define
Lq(w(x)) := w(x− q(x)τ),(3.2a)
Jq(w(x)) := [w(x)− Lq(w(x))]/τ .(3.2b)
It is a simple matter to deduce for τ sufficiently small that
‖Jq(w)‖H−1per(Ω) := sup
η∈H1per(Ω), η 6=0
〈Jq(w), η〉
‖η‖H1per(Ω)
≤ C |w|L2(Ω);(3.3)
see the proof of Lemma 1 in [4]. For w(x, t) we define
In(w(x, t)) := w(x, nτ)− 1
τ
∫ nτ
(n−1)τ
w(x, t) dt.(3.4)
We note that
|In(w(x, t))|2 ≡ τ−2
∣∣∣∣∣
∫ nτ
(n−1)τ
[t− (n− 1)τ ]wt(x, t) dt
∣∣∣∣∣
2
≤ Cτ
∫ nτ
(n−1)τ
|wt(x, t)|2 dt(3.5a)
and hence that
τ
m∑
n=1
|w(· , nτ)|2L2(Ω) ≤ C
∫ mτ
0
[
|w(· , t)|2L2(Ω) + τ2|wt(·, t)|2L2(Ω)
]
dt.(3.5b)
From (Pε), (3.4), and (3.2b) we have for n = 1→ N that
〈unε + vnε , w〉+ τ〈D∇unε ,∇w〉 − 〈Lq(un−1ε ) + vn−1ε + τfn, w〉
= τ〈σn1 (uε)− In(f), w〉+ τ〈D∇In(uε),∇w〉 ∀ w ∈ H1per(Ω)(3.6a)
and
vnε − vn−1ε + kτ (vnε − ϕ(unε )) = kτ In(vε − ϕ(uε)),(3.6b)
where
σn1 (uε) := [Jq(u
n−1
ε )− q.∇un−1ε ] + q.∇(un−1ε − unε ) + In(q.∇uε).(3.6c)
We consider the following Lagrange–Galerkin finite element approximation of (Pε)
by Sh.
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(Ph,τε ). Set U
0
ε ≡ P 1hg1 and V 0ε ≡ P 0hg2. Then for n = 1→ N find Unε ∈ Shper and
V nε ∈ Sh such that
〈Unε + V nε , χ〉+ τ〈D∇Unε ,∇χ〉 = 〈Lq(Un−1ε ) + V n−1ε + τfn, χ〉 ∀ χ ∈ Shper,
〈V nε , χ〉+ kτ〈V nε − ϕε(Unε ), χ〉 = 〈V n−1ε , χ〉 ∀ χ ∈ Sh.
We also consider the corresponding nonregularized approximation.
(Ph,τ ). Set U0 ≡ P 1hg1 and V 0 ≡ P 0hg2. Then for n = 1→ N find Un ∈ Shper and
V n ∈ Sh such that
〈Un + V n, χ〉+ τ〈D∇Un,∇χ〉 = 〈Lq(Un−1) + V n−1 + τfn, χ〉 ∀ χ ∈ Shper,
〈V n, χ〉+ kτ〈V n − ϕ(Un), χ〉 = 〈V n−1, χ〉 ∀ χ ∈ Sh.
In order to analyze these approximations we recall the following well-known iden-
tities:
m∑
n=1
[
(an − an−1)
m∑
i=n
bi
]
=
m∑
n=1
[(an − a0)bn],(3.7a)
m∑
n=1
[
an
m∑
i=n
bi
]
+
m∑
n=1
[
bn
m∑
i=n
ai
]
=
m∑
n=1
an
m∑
n=1
bn +
m∑
n=1
(anbn),(3.7b)
m∑
n=1
[(an − an−1)an] = 12
[
(am)2 − (a0)2 +
m∑
n=1
(an − an−1)2
]
,(3.7c)
and the inequality [
τ
m∑
i=n
ai
]2
≤ (m− n+ 1) τ2
m∑
i=n
(ai)2.(3.7d)
In addition we note the discrete Gronwall inequality: for ζ > 0
(a0)2 + (b0)2 ≤ (c0)2,
(an)2 + (bn)2 ≤ ζ
n−1∑
i=0
(ai)2 +
n∑
i=0
(ci)2, n = 1→ m,
⇒ (an)2 + (bn)2 ≤ exp(nζ)
n∑
i=0
(ci)2, n = 0→ m.(3.8)
Theorem 3.1. Assuming (D1) and (T), we have for all h, τ > 0 that there
exist unique solutions {Un, V n}Nn=0, {Unε , V nε }Nn=0 to (Ph,τ ) and (Ph,τε ), ε ∈ (0, ε0],
respectively.
Furthermore, we have for all τ ≤ τ0 that
max
n=0→N
|Un − Unε |2L2(Ω) + ε max
n=0→N
|V n − V nε |2L2(Ω)
+ τ
N∑
n=1
[ |∇(Un − Unε )|2L2(Ω) + ε|ϕ(Un)− ϕε(Unε )|2L2(Ω) ] ≤ C ε(1+p)/(1−p).(3.9)
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Proof. Eliminating V nε in the first equation of (P
h,τ
ε ) by using the second yields
for n = 1→ N that Unε ∈ Shper satisfies〈
Unε +
kτ
1 + kτ
ϕε(U
n
ε ), χ
〉
+ τ〈D∇Unε ,∇χ〉
=
〈
Lq(U
n−1
ε ) +
kτ
1 + kτ
V n−1ε + τf
n, χ
〉
∀ χ ∈ Shper.
For n = 1 → N , existence of a unique solution Unε , V nε to (Ph,τε ) then follows from
the monotonicity of ϕε and the second equation of (P
h,τ
ε ), respectively. The same
argument, using the monotonicity of ϕ, yields the existence of a unique solution
{Un, V n}Nn=0 to (Ph,τ ).
The proof of (3.9) is a discrete analogue of that of (2.8). We set
EnU ≡ Un − Unε and EnV ≡ V n − V nε .(3.10)
It then follows from (Ph,τ ) and (Ph,τε ) that E
0
U = E
0
V = 0 and for n = 1→ N
〈[EnU − En−1U ] + [EnV − En−1V ], χ〉+ τ〈D∇EnU ,∇χ〉 = −τ〈Jq(En−1U ), χ〉
∀χ ∈ Shper(3.11a)
and
〈EnV − En−1V + kτ [EnV − (ϕ(Un)− ϕε(Unε ))], χ〉 = 0 ∀χ ∈ Sh.(3.11b)
Choosing χ ≡∑mi=nEiU in (3.11a), then summing the equations from n = 1→ m,
and noting (3.7a) and (3.7b) yield for m = 1→ N
1
2
 ∣∣∣∣∣D 12∇
(
τ
m∑
n=1
EnU
)∣∣∣∣∣
2
L2(Ω)
+ τ2
m∑
n=1
|D 12∇EnU |2L2(Ω)
+ τ m∑
n=1
〈EnU + EnV , EnU 〉
= −τ2
m∑
n=1
〈
Jq(E
n−1
U ),
m∑
i=n
EiU
〉
.(3.12)
Choosing χ ≡ EnU in (3.11a), then summing the equations from n = 1 → m, and
noting (3.7c) yield for m = 1→ N
1
2
[
|EmU |2L2(Ω) +
m∑
n=1
|EnU − En−1U |2L2(Ω)
]
+ τ |D 12∇EnU |2L2(Ω) + 〈EnV − En−1V , EnU 〉
= −τ
m∑
n=1
〈Jq(En−1U ), EnU 〉.(3.13)
Analogously, choosing χ ≡ k−1EnU in (3.11b) and summing for n = 1 → m yield
equations from which, by the addition of (3.12) and (3.13) multiplied by k−1, we
derive for m = 1→ N that
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1
2
 k−1|EmU |2L2(Ω) + k−1 m∑
n=1
|EnU − En−1U |2L2(Ω) +
∣∣∣∣∣D 12∇
(
τ
m∑
n=1
EnU
)∣∣∣∣∣
2
L2(Ω)

+ τ
m∑
n=1
[ |EnU |2L2(Ω) + (k−1 + 12τ)|D
1
2∇EnU |2L2(Ω) + 〈ϕ(Un)− ϕε(Unε ), EnU 〉 ]
= −τ
m∑
n=1
〈
Jq(E
n−1
U ), k
−1EnU + τ
m∑
i=n
EiU
〉
.(3.14)
From (3.7d) it follows for m = 1→ N and ∀χm ∈ Shper that
τ
m∑
n=1
∣∣∣∣∣τ
m∑
i=n
χi
∣∣∣∣∣
2
L2(Ω)
≤ (mτ)2τ
m∑
n=1
|χn|2L2(Ω),(3.15a)
τ
m∑
n=1
∣∣∣∣∣D 12∇
(
τ
m∑
i=n
χi
)∣∣∣∣∣
2
L2(Ω)
≤ (mτ)2τ
m∑
n=1
|D 12∇χn|2L2(Ω).(3.15b)
We note that for n = 1 → N ϕ(Un) = ϕε(ζn), where ζn = ϕ−1ε (ϕ(Un)) if ϕ(Un) ∈
(0, ϕ(ε1/(1−p))) and ζn = Un otherwise. Then it follows, similarly to (2.11), from
(3.14), (2.2), and (3.15) for m = 1→ N that
k−1
[
|EmU |2L2(Ω) +
m∑
n=1
|EnU − En−1U |2L2(Ω)
]
+
∣∣∣∣∣D 12∇
(
τ
m∑
n=1
EnU
)∣∣∣∣∣
2
L2(Ω)
+ τ
m∑
n=1
[ |EnU |2L2(Ω) + (k−1 + τ)|D
1
2∇EnU |2L2(Ω) + M−1ε|ϕ(Un)− ϕε(Unε )|2L2(Ω) ]
≤ C τ
m∑
n=1
[ ‖Jq(En−1U )‖2H−1per(Ω) + Mε
−1|ζn − Un|2L2(Ω) ]
≤ C
[
ε
1+p
1−p + τ
m∑
n=1
‖Jq(En−1U )‖2H−1per(Ω)
]
.(3.16)
Next choosing χ ≡ EnV in (3.11b), then summing the equations from n = 1→ m, and
noting (3.7c) yield that
1
2k
−1
[
|EmV |2L2(Ω) +
m∑
n=1
|EnV − En−1V |2L2(Ω)
]
+ τ
m∑
n=1
|EnV |2L2(Ω)
= τ
m∑
n=1
〈ϕ(Un)− ϕε(Unε ), EnV 〉 ≤ Cτ
m∑
n=1
|ϕ(Un)− ϕε(Unε )|2L2(Ω).(3.17)
The desired result (3.9) then follows from (3.16), (3.3), hence τ sufficiently small,
(3.8) and (3.17).
In order to prove an error bound for the approximations (Ph,τε ) and (P
h,τ ), we
require the following result.
Lemma 3.2. Assuming (D3), we have ∀ε ∈ (0, ε0] and τ ∈ (0, τ0] that
τ
N−1∑
n=0
|Jq(unε )− q.∇unε |2L2(Ω) ≤ Cτ3
N−1∑
n=0
‖unε ‖2C2per(Ω) ≤ Cτ
2.(3.18)
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Proof. It follows from the mean value theorem and (2.22) that for n = 0→ N −1
|Jq(unε )− q.∇unε |2L2(Ω) =
∫
Ω
[ q(x)..∇unε (x− τωn(x)q(x))− q(x)..∇unε (x) ]2 dx
≤ Cτ2‖uε‖2C2per(Ω),(3.19)
where 0 ≤ ωn(x) ≤ 1. Hence the desired result (3.18) follows.
Lemma 3.3. Assuming (D3) and (T), we have ∀ε ∈ (0, ε0], τ ∈ (0, τ0], and h > 0
that
max
n=0→N
|P 1hunε − Unε |2L2(Ω) + ε max
n=0→N
|P 0hvnε − V nε |2L2(Ω)
+ τ
N∑
n=1
[ |∇(P 1hunε − Unε )|2L2(Ω) + ε|ϕε(unε )− ϕε(Unε )|2L2(Ω) ]
≤ Cε−1(h4 + τ2).(3.20)
Proof. We decompose the errors as follows:
unε − Unε ≡ [unε − P 1hunε ] + [P 1hunε − Unε ] ≡ ξnu + Enu ,(3.21a)
vnε − V nε ≡ [vnε − P 0hvnε ] + [P 0hvnε − V nε ] ≡ ξnv + Env .(3.21b)
It then follows from (Ph,τε ), (3.6a), and (3.6b) that E
0
u = E
0
v = 0 and for n = 1→ N
〈[Enu − En−1u ] + [Env − En−1v ], χ〉+ τ〈D∇Enu ,∇χ〉
= τ〈ηn(uε, Uε), χ〉+ τ〈D∇In(uε),∇χ〉 ∀ χ ∈ Shper(3.22a)
and
〈Env − En−1v + kτ [Env − (ϕε(unε )− ϕε(Unε ))], χ〉 = kτ〈γn(uε, vε), χ〉
∀ χ ∈ Sh,(3.22b)
where
ηn(uε, Uε) := σ
n
2 (uε)− Jq(En−1u ),(3.23a)
σn2 (uε) := σ
n
1 (uε) + ξ
n
u − Jq(ξn−1u )−
[ξnu − ξn−1u ]
τ
− In(f),(3.23b)
and γn(uε, vε) := I
n(vε − ϕε(uε)).(3.23c)
The first part of the proof is similar to that of (3.9). Choosing χ ≡∑mi=nEiu in
(3.22a), then summing the equations from n = 1 → m, and noting (3.7a) and (3.7b)
yield for m = 1→ N
1
2
 ∣∣∣∣∣D 12∇
(
τ
m∑
n=1
Enu
)∣∣∣∣∣
2
L2(Ω)
+ τ2
m∑
n=1
|D 12∇Enu |2L2(Ω)
+ τ m∑
n=1
〈Enu + Env , Enu 〉
= τ2
m∑
n=1
[ 〈
ηn(uε, Uε),
m∑
i=n
Eiu
〉
+
〈
D∇In(uε),∇
(
m∑
i=n
Eiu
)〉 ]
.(3.24)
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Choosing χ ≡ Enu in (3.22a), then summing the equations from n = 1 → m, and
noting (3.7c) yield for m = 1→ N
1
2
[
|Emu |2L2(Ω) +
m∑
n=1
|Enu − En−1u |2L2(Ω)
]
+ τ |D 12∇Enu |2L2(Ω) + 〈Env − En−1v , Enu 〉
= τ
m∑
n=1
[ 〈ηn(uε, Uε), Enu 〉+ 〈D∇In(uε),∇Enu 〉 ].(3.25)
Analogously, choosing χ ≡ k−1Enu in (3.22b) and summing for n = 1 → m yield
equations from which, by the addition of (3.24) and (3.25) multiplied by k−1, we
derive for m = 1→ N that
1
2
 k−1|Emu |2L2(Ω) + k−1 m∑
n=1
|Enu − En−1u |2L2(Ω) +
∣∣∣∣∣D 12∇
(
τ
m∑
n=1
Enu
)∣∣∣∣∣
2
L2(Ω)

+ τ
m∑
n=1
[ |Enu |2L2(Ω) + (k−1 + 12τ)|D
1
2∇Enu |2L2(Ω) + 〈ϕε(unε )− ϕε(Unε ), Enu 〉 ]
= τ2
m∑
n=1
[ 〈
ηn(uε, Uε),
m∑
i=n
Eiu
〉
+
〈
D∇In(uε),∇
(
m∑
i=n
Eiu
)〉 ]
+ k−1τ
m∑
n=1
[ 〈ηn(uε, Uε)− kγn(uε, vε), Enu 〉+ 〈D∇In(uε),∇Enu 〉 ].(3.26)
Noting (3.15), it follows from (3.26) for m = 1→ N that
k−1
[
|Emu |2L2(Ω) +
m∑
n=1
|Enu − En−1u |2L2(Ω)
]
+
∣∣∣∣∣D 12∇
(
τ
m∑
n=1
Enu
)∣∣∣∣∣
2
L2(Ω)
+ τ
m∑
n=1
[ |Enu |2L2(Ω) + (k−1 + τ)|D
1
2∇Enu |2L2(Ω) + 〈ϕε(unε )− ϕε(Unε ), unε − Unε 〉 ]
≤ C τ
m∑
n=1
[ ‖ηn(uε, Uε)‖2H−1per(Ω) + |D
1
2∇In(uε)|2L2(Ω) ]
+ τ
m∑
n=1
[C|γn(uε, vε)|2L2(Ω) + 〈ϕε(unε )− ϕε(Unε ), ξnu 〉 ].(3.27)
From (3.27), (2.2a), (3.3), (3.8), and (3.5a) it follows for τ sufficiently small and for
m = 1→ N that
|Emu |2L2(Ω) +
m∑
n=1
[ kτ |Enu |2L2(Ω) + |Enu − En−1u |2L2(Ω) ] + k
∣∣∣∣∣D 12∇
(
τ
m∑
n=1
Enu
)∣∣∣∣∣
2
L2(Ω)
+ τ
m∑
n=1
[ (1 + kτ)|D 12∇Enu |2L2(Ω) + kM−1ε|ϕε(unε )− ϕε(Unε )|2L2(Ω) ]
≤ C τ
m∑
n=1
[ ‖σn1 (uε)‖2H−1per(Ω) + |D
1
2∇In(uε)|2L2(Ω) + |γn(uε, vε)|2L2(Ω) ]
+ C
[
τ
m∑
n=1
∥∥∥∥ξnu − ξn−1uτ
∥∥∥∥2
H−1per(Ω)
+ Mε−1τ
m∑
n=0
|ξnu |2L2(Ω) + τ2|∂tf |2L2(QT )
]
.(3.28)
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From (3.5a), (3.23c), (2.13a), and (2.5b) it follows that
τ
m∑
n=1
|D 12∇In(uε)|2L2(Ω) ≤ Cτ2|D
1
2∇(∂tuε)|2L2(Qmτ ) ≤ Cτ2(3.29a)
and
τ
m∑
n=1
|γn(uε, vε)|2L2(Ω) ≤ Cτ2|∂t(vε − ϕε(uε))|2L2(Qmτ ) ≤ Cε−1τ2.(3.29b)
From (3.21a), (3.1b), and (2.13b) it follows that
τ
m∑
n=0
|ξnu |2L2(Ω) ≤ C|(I − P 1h )uε|2L∞(0,mτ ;H2(Ω)) ≤ Ch4|uε|2L∞(0,T ;H2(Ω)) ≤ Ch4.
(3.30)
From (3.21a), (3.1b), and (2.13c) it follows that
τ
m∑
n=1
∥∥∥∥ξnu − ξn−1uτ
∥∥∥∥2
H−1per(Ω)
= τ
m∑
n=1
∥∥∥∥∥1τ
∫ nτ
(n−1)τ
(I − P 1h )(∂tuε)(·, t) dt
∥∥∥∥∥
2
H−1per(Ω)
≤ ‖(I − P 1h )∂tuε‖2L2(0,mτ ;H−1per(Ω))
≤ C|(I − P 1h )∂tuε|2L2(Qmτ )
≤ Ch4|∂tuε|2L2(0,mτ ;H2(Ω)) ≤ Cε−1h4.(3.31)
From (3.6c), (3.18), (3.5a), and similarly to (3.31), using (2.13a), we have that
τ
m∑
n=1
‖σn1 (uε)‖2H−1per(Ω) ≤ Cτ
m∑
n=1
[ ‖Jq(un−1ε )− q.∇un−1ε ‖2H−1per(Ω)
+ ‖q.∇(un−1ε − unε )‖2H−1per(Ω) + ‖I
n(q.∇uε)‖2H−1per(Ω) ]
≤ Cτ
m∑
n=1
|Jq(un−1ε )− q.∇un−1ε |2L2(Ω) + Cτ2|q.∇∂tuε|2L2(QT )
≤ C τ2.(3.32)
Combining (3.28)–(3.32) yields the desired result for Unε in (3.20).
Finally, choosing χ ≡ Env in (3.22b), then summing the equations from n = 1→ m
and noting (3.7c), yields that
1
2k
−1
[
|Emv |2L2(Ω) +
m∑
n=1
|Env − En−1v |2L2(Ω)
]
+ τ
m∑
n=1
|Env |2L2(Ω)
= τ
m∑
n=1
[〈ϕε(unε )− ϕε(Unε ), Env 〉+ 〈γn(uε, vε), Env 〉]
≤ Cτ
m∑
n=1
[|ϕε(unε )− ϕε(Unε )|2L2(Ω) + |γn(uε, vε)|2L2(Ω)].(3.33)
The desired result for V nε in (3.20) then follows from (3.33), (3.29b), and the bound
for ϕε(U
n
ε ) in (3.20).
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Theorem 3.4. Assuming (D3) and (T), we have ∀ε ∈ (0, ε0], τ ∈ (0, τ0], and
h > 0 that
max
n=0→N
|u(·, nτ)− Unε (·)|2L2(Ω) + ε |ϕ(u)− ϕε(Uε)|2L2(QT )
≤ C [ ε−1h4 + ε−1τ2 +Aε(T )ε(1+p)/(1−p) ](3.34a)
and
|∇(u− Uε)|2L2(QT ) + ε maxn=0→N|v(·, nτ)− V
n
ε (·)|2L2(Ω)
≤ C [h2 + ε−1h4 + ε−1τ2 +Aε(T )ε(1+p)/(1−p) ],(3.34b)
where Uε(t) := U
n
ε and Vε(t) := V
n
ε for t ∈ ((n− 1)τ, nτ ], n = 1→ N .
Proof. The first result in (3.34a) follows directly from (2.8), (3.1b), (2.13b), and
(3.20). The remainder of the results follow similarly on noting (3.5b) and the following
bounds. From (2.13a) it follows that
N∑
n=1
∫ nτ
(n−1)τ
|∇(uε(·, nτ)− uε(·, t))|2L2(Ω) dt =
N∑
n=1
∫ nτ
(n−1)τ
∣∣∣∣∇(∫ nτ
t
∂suε(·, s) ds
)∣∣∣∣2
L2(Ω)
dt
≤ τ2|∇∂tuε|2L2(QT ) ≤ Cτ2(3.35a)
and
N∑
n=1
∫ nτ
(n−1)τ
|ϕε(uε(·, nτ))− ϕε(uε(·, t))|2L2(Ω) dt ≤ τ2|∂t[ϕε(uε)]|2L2(QT )
≤ Cε−1τ2.(3.35b)
From (Pε) it follows that
(k−1∂t + I)(I − P 0h )vε = (I − P 0h )ϕε(uε).(3.36)
Testing this with (I − P 0h )vε yields that
|(I − P 0h )vε|2L∞(0,T ;L2(Ω)) ≤ |(I − P 0h )g2|2L2(Ω) + k|(I − P 0h )ϕε(uε)|2L2(QT )
≤ Ch2[ |g2|2H1(Ω) + k|∇ϕε(uε)|2L2(QT ) ] ≤ Cε−1h2,(3.37)
where we have noted (3.1a) and (2.13b).
Corollary 3.5. Let assumptions (D3) and (T) hold. Then we have the following
∀ h > 0:
(i) Under no assumptions on nondegeneracy on choosing ε = C1h
2(1−p) ≤ ε0
and τ = C2h
2 ≤ τ0,
max
n=0→N
|u(·, nτ)− Unε (·)|L2(Ω) ≤ Ch1+p,(3.38a)
|∇(u− Uε)|L2(QT ) ≤ Ch,(3.38b)
|ϕ(u)− ϕε(Uε)|L2(QT ) ≤ Ch2p,(3.38c)
and
max
n=0→N
|v(·, nτ)− V nε (·)|L2(Ω) ≤ Chp.(3.38d)
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(ii) On assuming (N.D.) and choosing ε = C1h
8(1−p)/(5−p) ≤ ε0 and τ = C2h2 ≤
τ0,
max
n=0→N
|u(·, nτ)− Unε (·)|L2(Ω) ≤ Ch2(3+p)/(5−p),(3.39a)
|∇(u− Uε)|L2(QT ) ≤ Ch,(3.39b)
|ϕ(u)− ϕε(Uε)|L2(QT ) ≤ Ch2(1+3p)/(5−p),(3.39c)
and
max
n=0→N
|v(·, nτ)− V nε (·)|2L2(Ω) ≤ Ch(1+3p)/(5−p).(3.39d)
Proof. The results (3.38) and (3.39) follow directly from (3.34), the latter on
noting (1.6a).
Corollary 3.6. Let assumptions (D3) and (T) hold. Then under no assump-
tions on nondegeneracy we have ∀h > 0 with τ = Ch2 ≤ τ0 that
max
n=0→N
|u(·, nτ)− Un(·)|L2(Ω) ≤ Ch1+p,(3.40a)
|∇(u− U)|L2(QT ) ≤ Ch,(3.40b)
|ϕ(u)− ϕ(U)|L2(QT ) ≤ Ch4p/(1+p),(3.40c)
and
max
n=0→N
|v(·, nτ)− V (·)|L2(Ω) ≤ Ch2p/(1+p),(3.40d)
where U(t) := Un and V (t) := V n for t ∈ ((n− 1)τ, nτ ], n = 1→ N .
Proof. The results (3.40a), (3.40b) follow directly from (2.8), (3.1b), (2.13b),
(3.20), and (3.9) on choosing ε = Ch2(1−p) ≤ ε0. The results (3.40c), (3.40d) fol-
low similarly on choosing ε = Ch4(1−p)/(1+p) ≤ ε0 and ε = Ch2(1−p)/(1+p) ≤ ε0,
respectively.
Note that these bounds are the same as proven in [1], [2] for the conforming
Galerkin piecewise linear method without taking numerical integration into account.
This is in accordance with corresponding results for the Lagrange–Galerkin method
for linear diffusion-convection equations; see (2.22) in [4]. Of course, one can choose
a larger time step, τ , and obtain the appropriate error bound from (3.34a), (3.34b);
making no assumptions on nondegeneracy and choosing ε = C1h
2(1−p)/(1+p) ≤ ε0 and
τ = C2h
2/(1+p) ≤ τ0 we have that the error bounds (3.38b) and (3.40b), (3.40d) are
maintained and the error bound (3.38d) is improved to Ch2p/(1+p).
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