models are compared in this study of fides in the Bight of Abaco. The shallow depths and the existence of an extensive set of tidal elevation data (five astronomical and two overtide constituents at 25 stations) from Filloux and Snyder (1979) offer an excellent opportunity to compare the effects of different frictional formulations. In addition, previous modeling efforts in the bight have consistently overpredicted the M 6 and generally overdamped the O1, K1, and S 2 tides. The results indicate that although the 2-D and 3-D models may be calibrated to produce nearly identical responses for the dominant M 2 tide, there are systematic differences in the responses of the primary overrides. These differences are explained using analytical expansions of the friction terms and are shown to be due to differences in the terms that are nonlinear in velocity and in water level. The investigation concludes that the overgeneration of M 6 and the overdamping of secondary astronomical tides will occur in 3-D models as well as 2-D models. Although several causes for these problems were considered, improvement in these constituents could be achieved only by modifying the standard quadratic friction or flow-dependent eddy viscosity relations to reduce the nonlinear frictional effect relative to the linear frictional effect. The required modifications suggest the presence of a constant background velocity, residual turbulence field, or possibly the need for a more advanced frictional closure.
Introduction
The role of friction in modeling the tidal dynamics of shallow seas and coastal regions is well appreciated and relatively well studied (at least for vertically integrated models).
However, despite considerable theoretical, experimental, and numerical research, the representation and parameterization of frictional processes remains a difficult aspect of modeling. Indeed, adjustment of friction parameter(s) remains the primary means of calibration for by S79 and W89 are also consistent with previous twodimensional model results. The overdamping has been noted to affect semidiurnal tides as well as diurnal tides [LeProvost and Fornerino, 1985 ; LeProvost, 1991; Bowers et el., 1991].
In summary, considerable progress has been made in modeling tides in shallow water systems in general and the Bight of Abaco in particular. Despite this progress, however, discrepancies remain between observational data and the response of (two-dimensional) tidal models in the Bight of Abaco. These discrepancies appear to be common to other tidal models and related to the representation of friction in the models.
In the present study we examine the frictional formulations of a two-dimensional and a three-dimensional tidal model.
The primary difference between the models is that in the twodimensional case, bottom stress is the only source of friction, 
Dx,Dy horizontal momentum dispersion (resulting from vertically integrating the advective terms); Newtonian equilibrium tide potential; effective Earth elasticity factor; reference density of water.
For the present study the atmospheric pressure gradients, tidal potential terms, surface stresses, and horizontal momentum diffusion terms are assumed to be zero. ADCIRC-2DDI also neglects the momentum dispersion terms and relates the bottom stress to the depth-averaged velocity using a quadratic friction relation:
`rbx Cf2d(U2+ }r2 Prior to being discretized, the continuity and momentum equations are combined into a generalized wave continuity equation (GWCE) which has been shown to have superior numerical properties to a primitive continuity equation when a finite element method is used in space [Lynch and Gray, 1979; Kinnmark, 1985] . The GWCE is solved together with the primitive momentum equations using a Galerkin finite element method on linear triangles in space and a finite difference method in time.
ADCIRC-3D employs a mode-splitting technique to separate the horizontal and vertical problems. The solution for the surface elevation is obtained from the GWCE and constitutes the "external mode," while the solution for the vertical profile of velocity constitutes the "internal mode." Many problems of practical interest involve boundary layer flows that are characterized by velocity profiles that vary rapidly in space. Traditional internal mode solutions require discrete representations of velocity and therefore demand considerable resolution in high-gradient regions to accurately represent the velocity profile (we call these velocity solutions or VS). However, in contrast to velocity, shear stress profiles vary slowly over the depth in boundary layers. To take advantage of this, an alternate internal mode solution strategy has been developed that discretizes the shear stress (we call this a direct stress solution or DSS) [Luettich and Westerink, 1991; Luettich et al., 1994] . In shallow water a DSS can be accomplished quite efficiently using substantially fewer nodes than a VS (even when the latter is implemented on a stretched grid that is optimized for a logarithmic velocity profile). Comparisons between a 3-D DSS model and a 3-D VS model in the Bight of Abaco showed that when a no-slip bottom boundary condition was used, the VS (on a stretched grid) and the DSS (on a uniform grid) converged to essentially identical solutions, although the DSS required three to five nodes over the vertical, while the VS required 20-30 nodes over the vertical. 
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These errors are listed in Table 1 and provide an experimental error baseline to be taken into account in the interpretation of model versus data comparisons. Unfortunately, no similar data set exists for tidal velocity. The horizontal grid used in the model studies is shown in Figure 1 . The grid consists of 926 nodes and 1696 elements and has a grid spacing that ranges from 0.8 to 2.8 km. The average nodal spacing in the grid (2.5 km) is approximately half that used by S79 and W89. Preliminary grid convergence studies suggested that the present grid achieved a wellconverged solution.
Boundary conditions consisted of elevation amplitudes and phases interpolated from the observational data of Filloux and Snyder [1979] . Although previous studies in the bight have assumed that nonlinear waves are fully reflected at the ocean boundary (and thus have specified boundary conditions for astronomical constituents only), model results suggest that this assumption may not be entirely correct since both the M 4 and M 6 amplitudes were underpredicted near the ocean boundary. Sensitivity analyses conducted to examine the effect of open boundary conditions on the M 4 and M 6 constituents showed that agreement with data was marginally better when these constituents were specified. However, there was no change in the bias of the M 6 predictions. The ranges of the amplitudes and phases for the boundary forcings used in the model are listed in Table 2 .
Model results were analyzed using the least squares harmonic analysis method with up to 36 response frequencies (for the multiconstituent forcing). Basin-wide statistics of the model performance compared with the data were computed on a constituent by constituent basis. For In general, the elevation amplitude errors for the Ol, Kl, S2, and M 4 tides are reduced as the friction factor is Comparing Table 1 and Table 4 shows that the basin-wide amplitude and phase errors for all but the K l constituent were significantly larger than the average observational variability. Also, Table 4 shows that the distribution of errors was toward overdamping for the Ol, K•, and S2 constituents and underdamping for the M6 and N 2 constituents.
The M6 it may be possible to obtain a reasonable calibration to M 2 surface elevation data despite having incorrect bathymetric depths, provided the depth-averaged velocities are also incorrect (e.g., if h is too large, U and V must be too small). In the momentum equation the bottom friction term (equation (3)) behaves as U2/H and therefore will also be affected by incorrect bathymetry (e.g., if h is too large, the bottom friction term will be too small). This can be compensated for, however, using the friction coefficient C f2 a (e.g., if h is too large, an erroneously high value of C f2 a will be required to calibrate the model).
To test these ideas, we first made a series of runs using the multiconstituent forcing and a spatially varying friction factor. Typically, three friction factor regions were selected to allow a high friction factor in the sill region, more traditional values (e.g., Cf2a = 0.003) in the northern and eastern parts of Overall, the original depth distribution produced the smallest 
Friction Analysis
Since friction is the dominant nonlinearity in the Bight of Abaco, we seek further insight into the nonlinear tidal dynamics by analyzing the friction terms in the 2-D and 3-D models in detail. This is done using the harmonic approach of S79 and Walters [ 1986, 1987] . is the rms velocity and U* is the complex conjugate of U .
2-D Model Equations
In 
Modified Friction Computations
The results presented in sections 3 and 4 of this paper have shown that spatially variable friction, uncertainty in the bathymetric distribution, 2-D versus 3-D model formulations, and different eddy viscosity formulations are all unable to account for the consistent overprediction of the M 6 overtide. A possibility which has not been examined is that M 6 production in some areas could be reduced if element wetting and drying (not accounted for by the model) were allowed. However, if wetting and drying occurs at all, its influence would be limited to the shallowest areas very close to shore and therefore would not likely change the M 6 significantly in other regions. Since the predicted M 6 amplitudes are too high throughout the entire domain, we believe that allowing for element wetting and drying would have little effect on the overall model behavior.
Prior to pursuing the M 6 overprediction any further it is reasonable to consider the level of confidence we can have in these data and whether model overprediction is a result of bias in the observations. A review of the data reported by Filloux and suggests the observations are stable and well defined, and as shown in Table 1 
