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Abstract. In this paper we study the complex dynamics of predator-prey systems with non-
monotonic functional response and harvesting. When the harvesting is constant-yield for prey,
it is shown that various kinds of bifurcations, such as saddle-node bifurcation, degenerate Hopf
bifurcation, and Bogdanov-Takens bifurcation, occur in the model as parameters vary. The ex-
istence of two limit cycles and a homoclinic loop is established by numerical simulations. When
the harvesting is seasonal for both species, sufficient conditions for the existence of an asymp-
totically stable periodic solution and bifurcation of a stable periodic orbit into a stable invariant
torus of the model are given. Numerical simulations are carried out to demonstrate the existence
of bifurcation of a stable periodic orbit into an invariant torus and transition from invariant tori
to periodic solutions, respectively, as the amplitude of seasonal harvesting increases.
Keywords and phrases: predator-prey model, constant-yield harvesting, seasonal harvest-
ing, Bogdanov-Takens bifurcation, degenerate Hopf bifurcation, periodic solution, invariant
torus
Mathematics Subject Classification: 34C23, 34C25, 34A26
1. Introduction
Predator-prey models have been refined so as to better reflect the complex interaction of the different
populations. A central role in the nature and stability of predator-prey population dynamics is the
functional response of predators to the prey, which describes the change in the density of the prey
attacked per unit time per predator as the prey density changes. In general the functional response
depends on many factors, for example, prey density, the efficiency with which predators can search out
and kill the prey, the handling time, induced defenses in prey (Hammill et al. [10]), etc. Various types
of functional response functions, such as Lotka-Volterra function, Holling type II function, and Holling
type III function, have been frequently used in the literature. A nonmonotone function
p(x) =
mx
ax2 + bx+ 1
,
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where m and a are positive constants and b > −2√a, is called the Monod-Haldane (Andrews [1], Ruan
and Xiao [14]) or the generalized Holling type IV (Taylor [16], Collings [6]) functional response and
can be used to describe the phenomenon of “inhibition” in microbial dynamics and “group defence” in
population dynamics. When b = 0, the function is called the Holling type IV functional response in the
literature (Ruan and Xiao [14]). Predator-prey systems with nonmonotone functional response have been
extensively studied by many authors (see Ruan and Xiao [14], Wolkowicz [17], and Zhu, Campbell and
Wolkowicz [19] and references cited therein).
In the last three decades, how to harvest the interacting species properly has attracted great attention,
many scientists have begun to investigate the effect of harvesting on the dynamics of predator-prey systems
and the role of harvesting in the management of renewable resources. One question arises naturally: Can
appropriate harvest on the interacting species stabilize the system such that both the prey and predators
coexist or increase the survival of predators when the prey exists “group defence” phenomenon? May et
al. [12] have proposed two types of harvesting regimes to qualitatively describe the effect of harvest:
constant-effort harvesting, described by a constant multiplication of the size of the population under
harvest, and constant-yield harvesting, described by a constant independent of the size of the population
under harvest. Nevertheless, in some cases, harvesting is often effected by seasonal change, so it is more
reasonable to consider seasonal harvesting, which was considered in single species models in Hirsch et
al. [9] and Brauer and Sa´nchez [5]. The existence and the number of periodic orbits by calculating the
Poincare´ map are discussed in [9]. Brauer and Sa´nchez [5] have shown that the behavior of the model
with periodic harvesting is similar to that of the model with no harvesting, but with an asymptotically
stable periodic solution instead of an asymptotically stable equilibrium. Nevertheless, we have known
little about periodic harvesting of interacting populations, which is an interesting topic to be explored
([5]).
The purpose of this paper is to study the following system with nonmonotonic functional response and
seasonal harvesting
x˙ = rx(1− x
K
)− mxy
c+x2 − (H + γ′1 sin(2pit)),
y˙ = y( βx
c+x2 − δ)− γ′2(1 + sin(2pit)),
(1.1)
where x and y are functions of time representing population densities of the prey and predators, re-
spectively, mx
c+x2 is the Holling type-IV functional response which is nonmonotonic in the first quadrant,
K, δ, r, c, β,m and H are all positive constants and stand for the carrying capacity of the prey, the death
rate of the predator, the intrinsic maximum growth rate of the prey, the half-saturation constant, the con-
version rate of prey to predator, the capturing rate and the constant-yield prey harvesting, respectively.
H + γ′1 sin(2pit) and γ
′
2(1 + sin(2pit)) describe the seasonal harvesting effort on the prey and predators
population, respectively, in which γ′1 ≤ H, γ′2 ≥ 0 are the amplitudes of seasonal prey and predator
harvesting, respectively. Ruan and Xiao [14] studied system (1.1) with H = 0 and γ′1 = γ
′
2 = 0, and
showed that it undergoes various kinds of bifurcations, including saddle-node bifurcation, supercritical
and subcritical Hopf bifurcation and Bogdanov-Takens bifurcation.
For mathematical simplicity, we first nondimensionalize system (1.1) with the following scaling
τ → rt,X → x
K
, Y → my
rK2
,
and still denote τ,X, Y by t, x, y, respectively. System (1.1) takes the form
x˙ = x(1− x)− xy
a+x2 − (h+ γ1 sin( 2pir t)),
y˙ = y( µx
a+x2 − d)− γ2(1 + sin( 2pir t)),
(1.2)
where a = c
K2
, µ = β
rK
, h = H
Kr
, γ1 =
γ′1
Kr
, γ2 =
mγ′2
r2K2
, d = δ
r
and γ1 ≤ h. For simplicity, in the following
we keep the biological implications of parameters a, µ, h, γ1, γ2 and d the same as c, β,H, γ
′
1, γ
′
2 and δ,
respectively.
We first consider system (1.2) with only constant-yield prey harvesting (that is γ1 = γ2 = 0) and
show that several kinds of bifurcation phenomena, including saddle-node bifurcation, degenerate Hopf
96
https://www.cambridge.org/core/terms. https://doi.org/10.1051/mmnp/20138507
Downloaded from https://www.cambridge.org/core. Nova Southeastern University, on 31 Aug 2018 at 14:34:58, subject to the Cambridge Core terms of use, available at
“huang˙mmnp” — 2013/9/3 — 13:37 — page 97 — #3
i
i
i
i
i
i
i
i
J. Huang, J. Chen, Y. Gong, W. Zhang Complex Dynamics in Predator-prey Models with Harvesting
bifurcation, and Bogdanov-Takens bifurcation (i.e. cusp bifurcation of codimension 2), occur as the
model parameters vary. The existence of two limit cycles, a homoclinic loop, different bifurcation curves
and phase portraits of the model are also given, which reveal far richer dynamics compared to the case
with no harvesting. Then we consider system (1.2) with seasonal harvesting in both species and give
sufficient conditions for the existence of an asymptotically stable periodic solution and bifurcation of a
stable periodic orbit into a stable invariant torus of the model. Numerical simulations of model (1.2),
including bifurcation diagram, phase portraits, and the attractor of the Poincare´ map, demonstrate that
the model undergoes bifurcation of a stable periodic solution into an invariant torus and transition from
invariant tori to periodic solutions as the amplitude of seasonal harvesting increases.
The paper is organized as follows. In section 2, we study the existence of various types of equilibria in
model (1.2) with only constant-yield harvesting. We also describe the phase portraits and the biological
ramifications of our results. In section 3, we discuss possible bifurcations of the model (1.2) with only
constant-yield prey harvesting depending on all parameters and show that the model exhibits saddle-node
bifurcation, degenerate Hopf bifurcation, and Bogdanov-Takens bifurcation in terms of the original model
parameters. In section 4, the existence of an asymptotically stable periodic solution and bifurcation of
a stable periodic orbit into an invariant torus in system (1.2) are established by theoretical analysis and
numerical simulations. The paper ends with a brief discussion in section 5.
2. Stability with constant-yield harvesting
In this section we perform a qualitative analysis of model (1.2) with constant-yield prey harvesting, that
is γ1 = γ2 = 0. We rewrite it as
x˙ = x(1− x)− xy
a+x2 − h , f1(x, y),
y˙ = y( µx
a+x2 − d) , f2(x, y),
(2.1)
where a, h, d and µ are positive parameters. From the viewpoint of biology, we are interested in the dy-
namics of system (2.1) in the closed first quadrant R2+. Thus, we only consider the biologically meaningful
initial conditions
x(0) ≥ 0, y(0) ≥ 0.
It is obvious that the solution of (2.1) with nonnegative initial conditions exists and is unique. It is also
easy to see that the x-axis is invariant under the flow. Nevertheless, this is not the case on the y-axis.
All solutions touching the y-axis cross out of the first quadrant. Thus, the first quadrant is no longer
positively invariant under the flow generated by system (2.1), which makes the qualitative analysis of
system (2.1) more challenging.
2.1. Equilibria
System (2.1) has the following possible equilibria:
A = (x1, 0), B = (x2, 0), C = (x3, y3), D = (x4, y4), E = (
1
2
, 0), F = (
√
a, 2a− 2a√a− 2h√a),
where
x1 =
1−√1− 4h
2
, x2 =
1 +
√
1− 4h
2
,
x3 =
µ−
√
µ2 − 4ad2
2d
, x4 =
µ+
√
µ2 − 4ad2
2d
,
y3 =
(a+ x23)(h1 − h)
x3
, y4 =
(a+ x24)(h2 − h)
x4
,
h1 = x3 − x23, h2 = x4 − x24.
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Table 1. Equilibria of the system (2.1)
Cases Equilibria
h > 1
4
none
h = 1
4
E
0 < h < 1
4
and µ2 − 4ad2 < 0 A and B√
a− a ≤ h < 1
4
and µ2 − 4ad2 = 0 A and B
max{h1, h2} < h < 14 and µ2 − 4ad2 > 0 A and B
0 < h <
√
a− a and µ2 − 4ad2 = 0 A, B and F
h2 < h < h1 and µ
2 − 4ad2 > 0 A, B and C
h1 < h < h2 and µ
2 − 4ad2 > 0 A, B and D
0 < h < min{h1, h2} and µ2 − 4ad2 > 0 A, B, C and D
Theorem 2.1. The equilibria of the system (2.1), according to the values of parameters, are given in
Table 1.
Proof. An equilibrium of the system (2.1) has coordinates (x0, y0), where x0, y0 are solutions of the system
with unknown (x, y)
x(1− x)− xy
a+x2 − h = 0,
y( µx
a+x2 − d) = 0,
(2.2)
such that x0 ≥ 0, y0 ≥ 0, by the second equation of (2.2), one has y = 0 or dx2 − µx+ ad = 0.
(1) For y = 0, the first equation of (2.2) gives:
x2 − x+ h = 0, (2.3)
whose discriminant is ∆1 := 1 − 4h. It follows that: (i) when h > 14 , there is no equilibrium on x-axis;
(ii) when h = 14 , then (
1
2 , 0) is a double equilibrium; (iii) when 0 < h <
1
4 , then (2.3) has two positive
real roots x1 and x2, which correspond to equilibria (x1, 0) and (x2, 0) of system (2.1).
(2) For:
dx2 − µx+ ad = 0, (2.4)
whose discriminant is ∆2 := µ
2 − 4ad2. It follows that: (i) when µ2 − 4ad2 < 0, (2.4) does not have any
real roots; (ii) when µ2 − 4ad2 = 0, then the only real root of (2.4) is x0 = µ2d =
√
a, which corresponds
to solution F = (
√
a, 2a− 2a√a− 2h√a) of equations (2.2). From the expression of y3, we can see that
y3 < 0 if h >
√
a − a; y3 = 0 if h =
√
a − a and F equals one of A and B; y3 > 0 if h <
√
a − a and F
is in the interior of R2+; (iii) when µ
2 − 4ad2 > 0, then (2.4) has two positive real roots x3 and x4, which
correspond to solutions C = (x3, y3), D = (x4, y4) of equations (2.2). From the expressions of y3 and y4,
we can see that C = (x3, y3) is not in R
2
+ if h1 < h < h2 and µ
2 − 4ad2 > 0 because y3 < 0; D = (x4, y4)
is not in R2+ if h2 < h < h1 and µ
2 − 4ad2 > 0 because y4 < 0. 
From Theorem 2.1, we can see that when h > 14 , system (2.1) has no equilibria, and
dx
dt
< 0 in R2+.
The dynamics of system (2.1) are trivial in R2+ and all orbits in R
2
+ will cross the y-axis and go out of
R2+ in finite time (see also Fig. 1(a)). This implies that the prey species goes extinct, which in turn
causes the extinction of predators. Biological over-harvesting occurs. When 0 < h ≤ 14 , system (2.1) has
some equilibria, and there exist some initial values such that the population of the prey in system (2.1)
persists. Thus, hMSY =
1
4 for system (2.1) from Theorem 2.1. Hence, the constant-yield harvesting rate
h must satisfy 0 < h < 14 . Mathematically, we will see that the complex dynamics of system (2.1) occur
when 0 < h < 14 .
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2.2. Stability
In this section we consider the dynamics of system (2.1) in the neighborhood of each equilibrium. The
linearization of system (2.1) at these equilibria is determined by the Jacobian matrix
Df(x, y) =
(
1− 2x− y(a−x2)(a+x2)2 −xa+x2
µy(a−x2)
(a+x2)2 −d+ µxa+x2
)
, (2.5)
where f = (f1, f2)
T , x and y are coordinates of these equilibria, respectively.
In the following theorem, we only consider equilibria A,B,C and D and will consider E,F later.
Theorem 2.2. The types of equilibria A,B,C and D are, according to the values of parameters, given
in Table 2. The phase portraits of system (2.1) without any equilibria or with two boundary equilibria are
shown in Figure 1.
Table 2. Types of the equilibria of the system (2.1)
Cases equilibria Type
max{0,√a− a} < h < 1
4
and µ2 − 4ad2 ≤ 0 A and B A is a hyperbolic saddle,
B is a hyperbolic stable node
h =
√
a− a, a < 1
4
and µ2 − 4ad2 = 0 A and B A is a nonhyperbolic saddle,
B is a hyperbolic stable node
h =
√
a− a, 1
4
< a < 1 and µ2 − 4ad2 = 0 A and B A is a hyperbolic saddle,
B is a nonhyperbolic stable node
max{h1, h2} < h < 14 , µ2 − 4ad2 > 0 A and B A is a hyperbolic unstable node,
and x3 <
1
2
< x4 B is a hyperbolic saddle
max{h1, h2} < h < 14 , µ2 − 4ad2 > 0 A and B A is a hyperbolic saddle
and x3 >
1
2
(or x4 <
1
2
) B is a hyperbolic stable node
h2 < h < h1 and µ
2 − 4ad2 > 0 A, B and C A and B are hyperbolic saddles,
C is an anti-saddle
h1 < h < h2 and µ
2 − 4ad2 > 0 A, B and D A is a hyperbolic unstable node,
B is a hyperbolic stable node,
D is a hyperbolic saddle
0 < h < min{h1, h2} and µ2 − 4ad2 > 0 A, B, C and D A and D are hyperbolic saddles,
B is a hyperbolic stable node,
C is an anti-saddle
Proof. (1) We firstly consider the types of equilibria A = (x1, 0) and B = (x2, 0), where x1 =
1−
√
1−4h
2 , x2 =
1+
√
1−4h
2 , 0 < h <
1
4 . By (2.5), we have
Df(A) =
(
1− 2x1 −x1a+x21
0 −d+ µx1
a+x21
)
, Df(B) =
(
1− 2x2 −x1a+x22
0 −d+ µx2
a+x22
)
.
It is clear that 1 − 2xi and −d+ µxia+x2
i
(i = 1, 2) are the eigenvalues of Df(A) and Df(B). Moreover,
we can see that 1 − 2x1 =
√
1− 4h > 0, 1 − 2x2 = −
√
1− 4h < 0, and it is not difficult to check the
following results:
Case 1. −d+ µxi
a+x2
i
< 0 if µ2 − 4ad2 < 0;
Case 2. −d+ µxi
a+x2i
< 0 and xi 6= µ2d if µ2 − 4ad2 = 0 and max{0,
√
a− a} < h < 14 ;
Case 3. −d+ µx1
a+x21
= 0,−d+ µx2
a+x22
< 0 if µ2 − 4ad2 = 0, h = √a− a and 0 < a < 14 ;
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Case 4. −d+ µx1
a+x21
< 0,−d+ µx2
a+x22
= 0 if µ2 − 4ad2 = 0, h = √a− a and 14 < a < 1;
Case 5. −d+ µxi
a+x2
i
> 0 if µ2 − 4ad2 > 0, max{h1, h2} < h < 14 and x3 < 12 < x4;
Case 6. −d+ µxi
a+x2i
< 0 if µ2 − 4ad2 > 0, max{h1, h2} < h < 14 and x3 > 12 (or x4 < 12 );
Case 7. −d+ µx1
a+x21
< 0 and −d+ µx2
a+x22
> 0 if µ2 − 4ad2 > 0 and h2 < h < h1;
Case 8. −d+ µx1
a+x21
> 0 and −d+ µx2
a+x22
< 0 if µ2 − 4ad2 > 0 and h1 < h < h2;
Case 9. −d+ µxi
a+x2
i
< 0 if µ2 − 4ad2 > 0 and 0 < h < min{h1, h2}.
The types of the singular points A and B are obvious except the case 3 and case 4 in which the singular
points A = (
√
a, 0)(a < 14 ) and B = (
√
a, 0)( 14 < a < 1) are nonhyperbolic. Now we investigate the types
of A and B when they are nonhyperbolic.
Firstly, we translate (
√
a, 0) to the origin and expand system (2.1) in a power series around the origin.
Let X = x−√a, Y = y. Then system (2.1) can be rewritten as
X˙ = (1− 2√a)X − 1
2
√
a
Y −X2 + 1
4a
√
a
X2Y + P1(X,Y ),
Y˙ = − µ
4a
√
a
X2Y +Q1(X,Y ),
(2.6)
where P1(X,Y ) and Q1(X,Y ) are C
∞ functions at least of order four in (X,Y ).
Next, making the affine transformation
X = − 1
2
√
a
x+ y, Y = (2
√
a− 1)x,
we can rewrite system (2.6) as follows
x˙ = − µ
16a2
√
a
x3 + P2(x, y),
y˙ = (1− 2√a)y − 14ax2 + 1√axy − y2 +Q2(x, y),
(2.7)
where P2(x, y) and Q2(x, y) are C
∞ functions at least of order four and order three in (x, y), respectively.
Let τ = (1− 2√a)t, then system (2.7) can be rewritten as
x˙ = − µ
16a2
√
a−32a3x
3 + P3(x, y),
y˙ = y − 1
4a−8a√ax
2 + 1√
a−2axy − 11−2√ay2 +Q3(x, y),
(2.8)
where P3(x, y) and Q3(x, y) are C
∞ functions at least of order four and order three in (x, y), respectively.
Consequently, the coefficient of x3 in the first equation of (2.8) is − µ
16a2
√
a−32a3 6= 0 (< 0 if 0 < a < 14 ;
> 0 if 14 < a < 1), so by Theorem 7.1 in Zhang et al. [20], the equilibrium A = (
√
a, 0) is a nonhyperbolic
saddle if 0 < a < 14 ; B = (
√
a, 0) is a nonhyperbolic stable node if 14 < a < 1.
(2) We then consider the types of the singular points C = (x3, y3) and D = (x4, y4). By (2.5), the
determinants of Df(C) and Df(D) are
Det(Df(C)) = (
µ
x3
− 2d)(x3 − x23 − h), Det(Df(D)) = (
µ
x4
− 2d)(x4 − x24 − h),
respectively. Since x3 <
µ
2d < x4 and xi − x2i − h = xiyia+x2
i
> 0 (i = 3, 4), we have Det(Df(C)) > 0 and
Det(Df(D)) < 0. Hence, D is a hyperbolic saddle and C is an anti-saddle. 
Remark 2.3. Since we have let τ = (1− 2√a)t, then t : 0 7→ −∞ as τ : 0 7→ +∞ if 14 < a < 1. Hence,
B(
√
a, 0)( 14 < a < 1) is a stable node as t : 0 7→ +∞ when it is an unstable node as τ : 0 7→ +∞.
Remark 2.4. From Fig. 1(b), we can see that there exists one separatrix which converges to the bound-
ary equilibrium A, the prey species will tend to extinction as the initial density lies to the left of the
separatrix, and the predator species will tend to extinction as the initial density lies to the right of the
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Figure 1. The phase portraits of system (2.1) without any equilibria or with two bound-
ary equilibria. (a) No equilibria; (b)(c) Two boundary equilibria.
separatrix. Therefore, sufficient enrichment of the environment leads to the extinction of predators for all
initial values to the right of the separatrix, which strongly supports the so-called paradox of enrichment.
From Fig. 1(c), the prey will tend to extinction for almost all initial values. Hence, system (2.1) is not
persistent when it has only two boundary equilibria.
Theorem 2.5. when h = 14 , system (2.1) has a unique singular point E = (
1
2 , 0), and
(i) E is a saddle-node if 2µ4a+1 6= d, it is attracting (repelling) if d > 2µ4a+1 (d < 2µ4a+1);
(ii) E is a nonhyperbolic saddle if 2µ4a+1 = d and a >
1
4 ;
(iii) E is a saddle-node if 2µ4a+1 = d and a =
1
4 (that is µ = d);
(iv) E is a degenerate singular point and Sδ((
1
2 , 0)) consists of one hyperbolic sector and one elliptic
sector if 2µ4a+1 = d and a <
1
4 , where Sδ((
1
2 , 0)) is the neighborhood of (
1
2 , 0) with sufficient small radius
δ. The phase portraits are shown in Figure 2.
Proof. By (2.5), we have
Df(E) =
(
0 −24a+1
0 −d+ 2µ4a+1
)
.
It follows that the eigenvalues of Df(E) are λ1 = 0 and λ2 =
2µ
4a+1 − d.
The translation (X,Y ) = (x− 12 , y) brings the singularity ( 12 , 0) to the origin. In a neighborhood of
the origin, system (2.1) becomes
X˙ = −24a+1Y −X2 − 16a−4(4a+1)2XY − 8−384a
2−64a
(4a+1)4 X
2Y + P1(X,Y ),
Y˙ = ( 2µ4a+1 − d)Y − 16µa−4µ(4a+1)2 XY + 8µ−384a
2µ−64aµ
(4a+1)4 X
2Y +Q1(X,Y ),
(2.9)
where P1(X,Y ) and Q1(X,Y ) are C
∞ functions at least of order four in (X,Y ).
(1) If λ2 6= 0, let X = x− 24a+1y, Y = ( 2µ4a+1 − d)y, then system (2.9) becomes
x˙ = −x2 + (2α1 − α2β1 + α1β2)xy + (α1α2 − α21 − α
2
1β2
β1
)y2 + P2(x, y),
y˙ = β1y + β2xy + α1β2y
2 +Q2(x, y),
(2.10)
where P2(x, y) and Q2(x, y) are C
∞ functions at least of order three in (x, y), and
α1 =
−2
4a+ 1
, α2 =
16a− 4
(4a+ 1)2
, β1 = (
2µ
4a+ 1
− d), β2 = 16µa− 4µ
(4a+ 1)2
.
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Figure 2. The phase portraits of system (2.1) with only one boundary equilibrium when
h = 14 . (a)
2µ
4a+1 6= d; (b) 2µ4a+1 = d and a > 14 ; (c) 2µ4a+1 = d and a = 14 ; (d) 2µ4a+1 = d
and a < 14 .
Next, introducing a new time variable τ by τ = β1t and still denoting τ with t, we obtain
x˙ = − 1
β1
x2 + (2α1−α2β1+α1β2)
β1
xy +
(α1α2−α21−
α21β2
β1
)
β1
y2 + P3(x, y),
y˙ = y + β2
β1
xy + α1β2
β1
y2 +Q3(x, y).
(2.11)
Since the coefficient of x2 in the first equation of system (2.11) is −1
β1
= −1
λ2
6= 0, by Theorem 7.1 in Zhang
et al. [20], we know that the equilibrium E = ( 12 , 0) is a saddle-node, which is attracting (repelling) if
d > 2µ4a+1 (d <
2µ
4a+1 ).
(2) If λ2 = 0, let τ =
−2
4a+1 t, then (2.9) becomes
X˙ = Y + P4(X,Y ),
Y˙ = Q4(X,Y ),
(2.12)
where P4(X,Y ) and Q4(X,Y ) are C
∞ functions at least of order two in (X,Y ).
Let Y + P4(X,Y ) = 0, we can obtain the implicit function
Y = φ(X) = −4a+ 1
2
X2 + (4a− 1)X3 + I4(X),
where I4(X) is a C
∞ function at least of order four. Replacing Y with φ(X), we have
ψ(X) , Q4(X,φ(X)) = µ(4a− 1)X3 − 8aµX4 + I5(X),
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δ(X) ,
∂P4
∂X
(X,φ(X)) +
∂Q4
∂Y
(X,φ(X)) = (4a+ 1− 8µa− 2µ
4a+ 1
)X + I2(X),
where I5(X) and I2(X) are C
∞ functions at least of order five and order two, respectively.
Denote
a3 = µ(4a− 1), a4 = −8aµ, b1 = 4a+ 1− 8µa− 2µ
4a+ 1
.
From Theorems 7.2, 7.3 and their deduction in Zhang et al. [20], the type of ( 12 , 0) is as follows: if a >
1
4 ,
then a3 > 0, (
1
2 , 0) is a degenerate saddle; if a =
1
4 , then a3 = 0, a4 < 0 and b1 6= 0, ( 12 , 0) is a saddle-node;
if a < 14 , then a3 < 0, b1 > 0 and b
2
1 + 8a3 ≥ 0, Sδ(( 12 , 0)) consists of one hyperbolic sector and one elliptic
sector. 
Remark 2.6. In Theorem 2.5, x˙ = −(x − 12 )2 − xya+x2 < 0 in R2+, which implies that the prey species
may go extinction as time increases for almost all initial values, which is shown in Fig. 2. Hence, for the
persistence of the ecosystem, the equilibrium of the greatest interest would be an equilibrium interior to
the first quadrant.
Theorem 2.7. If 0 < h <
√
a − a and µ2 − 4ad2 = 0, then system (2.1) has three equilibria, which are
A,B and F , and no closed orbits in R2+. Moreover,
(i) If a 6= 14 , A,B and F are a hyperbolic saddle, a hyperbolic stable node and a saddle-node, respectively,
and F is attracting (repelling) if a > 14 (a <
1
4);
(ii) If a = 14 , A,B and F are a hyperbolic saddle, a hyperbolic stable node and a cusp of codimension 2,
respectively. The phase portraits of system (2.1) are given in Figure 3.
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Figure 3. The phase portraits of system (2.1) when 0 < h <
√
a−a and µ2− 4ad2 = 0.
(a) a > 14 ; (b) 0 < a <
1
4 ; (c) a =
1
4 .
Proof. (1) The types of A and B can be obtained from Theorem 2.2 directly.
(2) If a = 14 , F is a cusp of codimension 2, we will give the proof in section 3.3.
(3) If a 6= 14 , F is a saddle-node. The translation (X,Y ) = (x−
√
a, y − 2a+ 2a√a+ 2h√a) brings the
singularity (
√
a, 2a− 2a√a− 2h√a) to the origin. In a neighborhood of the origin, system (2.1) becomes
X˙ = a10X + a01Y + a20X
2 + P1(X,Y ),
Y˙ = b20X
2 +Q1(X,Y ),
(2.13)
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where P1(X,Y ) and Q1(X,Y ) are C
∞ functions at least of order three in (X,Y ), and
a10 = 1− 2
√
a, a01 =
−1
2
√
a
, a20 =
√
a− 3a− h
2a
, b20 =
−µ(√a− a− h)
2a
.
Let X = a01x+ y, Y = −a10x, then (2.13) becomes
x˙ = − b20a201
a10
x2 − 2b20a01
a10
xy − b20
a10
y2 + P2(x, y),
y˙ = a10y + a20a
2
01x
2 + 2a20a01xy + a20y
2 +Q2(x, y),
(2.14)
where P2(x, y) and Q2(x, y) are C
∞ functions at least of order three in (x, y).
By introducing a new time variable τ by τ = a10t and still denoting τ with t, we obtain
x˙ = − b20a201
a210
x2 − 2b20a01
a210
xy − b20
a210
y2 + P3(x, y),
y˙ = y +
a20a
2
01
a10
x2 + 2a20a01
a10
xy + a20
a10
y2 +Q3(x, y),
(2.15)
where P3(x, y) and Q3(x, y) are C
∞ functions at least of order three in (x, y). The coefficient of x2
in the first equation of system (2.15) is − b20a201
a210
6= 0 since h < √a − a, then the equilibrium F =
(
√
a, 2a− 2a√a− 2h√a) is a saddle-node, which is attracting (repelling) if a > 14 (a < 14 ). Since a closed
orbit must include some equilibria in its interior and the total sum of indices of these equilibria should
equal one, system (2.1) does not have a closed orbit in R2+ under the conditions of Theorem 2.7. 
Theorem 2.8. If µ2 − 4ad2 > 0 and 0 < h < h1, then C = (x3, y3) is a positive equilibrium of system
(2.1). Let h3(a, d, µ) =
ax23−2x33+3x43
a−x23
=
−(µ−
√
µ2−4ad2)2(4ad2+(3µ−2d)(−µ+
√
µ2−4ad2))
4d2(4ad2+µ(−µ+
√
µ2−4ad2))
, then
(i) (x3, y3) is a hyperbolic stable focus (or node) if h < h3;
(ii) (x3, y3) is a weak focus or center if h = h3;
(iii) (x3, y3) is a hyperbolic unstable focus (or node) if h > h3.
Proof. From Theorem 2.2 we can see that Det(Df(C)) > 0. On the other hand,
Tr(Df(C)) = 1− 2x3 − y3(a− x
2
3)
(a+ x23)
2
=
a− x23
x3(a+ x23)
(h− h3) = 1
d
(
µ
x3
− 2d)(h− h3),
since 0 < x3 <
µ
2d , hence Tr(Df(C)) < 0 if 0 < h < min{h3, h1}; Tr(Df(C)) = 0 if 0 < h = h3 < h1;
Tr(Df(C)) > 0 if 0 < h3 < h < h1. 
3. Bifurcations with constant-yield harvesting
In this section, we investigate the bifurcations of system (2.1) with constant-yield harvesting.
3.1. Saddle-node bifurcations
From Theorems 2.1, 2.2 and 2.5 we know that
SN1 = {(a, d, µ, h) : h = 1
4
,
2µ
4a+ 1
6= d, a, d, µ > 0}
is a saddle-node bifurcation surface. When the parameters pass from one side of the surface to the other
side, the number of equilibria of system (2.1) changes from zero to two, and the two equilibria which are
boundary equilibria are hyperbolic saddle and node. This is the first saddle-node bifurcation surface of
the model. The biological interpretation for the first saddle-node bifurcation is that hMSY =
1
4 , the prey
species is driven to extinction, and the system collapses for h > 14 , but the prey species does not go to
extinction for some initial data when 0 < h < 14 .
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From Theorem 2.1, 2.2 and 2.7, on the other hand, we know that the surface
SN2 = {(a, d, µ, h) : µ2 − 4ad = 0, 0 < h <
√
a− a, a 6= 1
4
, a, d, µ > 0}
is also a saddle-node bifurcation surface, which is the second saddle-node bifurcation the model under-
goes. The saddle-node bifurcation yields two positive equilibria. This implies that there exists a critical
constant-yield harvesting h0 =
√
a − a such that the predator species goes either extinct or out of R2+
in finite time when the constant-yield harvesting h is greater than h0, and coexistence for model (2.1) is
certain in the form of a positive equilibrium for certain choices of initial values when µ2 − 4ad = 0 and
0 < h < h0.
3.2. Degenerate Hopf bifurcation
In this section, we transform system (2.1) to a generalized Lienard system to study the order of the Hopf
bifurcation, because the calculation of the Lyapunov coefficients of such a system can be easier. The
following lemma is Theorem 5.1 in Lamontagne et al. [11], similar results or methods can also be found
in Etoua and Rousseau [8] and Xiao and Zhu [18].
Lemma 3.1. For a generalized Lienard system
x˙ = −y,
y˙ = g(x) + yf(x),
(3.1)
where
g(x) =
+∞∑
i=1
Aix
i, f(x) =
+∞∑
j=1
Bjx
j .
When A1 > 0, then the formulas of the first two Lyapunov coefficients take the useful form
L1 =
B2A1 −A2B1
8A
3
2
1
, L2 =
1
16A
5
2
1
(
5
3
A2A3B1 − 5
3
A1A2B3 +B4A
2
1 −A1A4B1).
From Theorem 2.8, we know that the positive equilibrium (x3, y3) of system (2.1) is a center-type
nonhyperbolic equilibrium when µ2 − 4ad2 > 0 and 0 < h = h3 < h1. Hence, system (2.1) may undergo
Hopf bifurcation. In this section, we will give a full analysis of the Hopf bifurcation which is summarized
in the following theorem. Firstly, we deduce some conditions from the necessary conditions for the Hopf
bifurcation, which will be used in the following theorem and proof:
h = h3 =
ax23−2x33+3x43
a−x23
< h1 = x3 − x23 =⇒ x3 < 12 , (3.2)
0 < h = h3 =⇒ 3x23 − 2x3 + a > 0, (3.3)
µ2 − 4ad2 > 0 =⇒ x3 = µ−
√
µ2−4ad2
2d <
√
a. (3.4)
Theorem 3.2. When µ2 − 4ad2 > 0, 0 < h = h3 < h1, then
(i) the equilibrium (x3, y3) is a stable weak focus of multiplicity 1 if L11 < 0;
(ii) the equilibrium (x3, y3) is an unstable weak focus of multiplicity 1 if L11 > 0;
(ii) the equilibrium (x3, y3) is a stable weak focus of multiplicity 2 if L11 = 0, where
L11 = a
3 − 9a2x23 − 3x63 + ax33(4 + 3x3).
105
https://www.cambridge.org/core/terms. https://doi.org/10.1051/mmnp/20138507
Downloaded from https://www.cambridge.org/core. Nova Southeastern University, on 31 Aug 2018 at 14:34:58, subject to the Cambridge Core terms of use, available at
“huang˙mmnp” — 2013/9/3 — 13:37 — page 106 — #12
i
i
i
i
i
i
i
i
J. Huang, J. Chen, Y. Gong, W. Zhang Complex Dynamics in Predator-prey Models with Harvesting
Proof. We firstly rescale the time by dividing (2.1) by x
a+x2 . Since
x
a+x2 > 0 for all x > 0, neither the
orientation of trajectories nor the number of periodic solutions will change. Next we bring (x3, y3) to
origin by the translation (X,Y ) = (x− x3, y − y3), then system (2.1) has the form
X˙ = P (X)− Y,
Y˙ = (Y + y3)(µ− ad+d(X+x3)
2
X+x3
),
(3.5)
where
P (X) = −(X + x3)3 + (X + x3)2 − (a+ h)(X + x3) + a− y3 − ah
X + x3
.
The generalized Lienard system is simply obtained by letting (x, y) = (X,Y − P (X))
x˙ = −y,
y˙ = g(x) + yf(x),
(3.6)
where
g(x) = (P (x) + y3)(µ− ad+ d(x+ x3)
2
x+ x3
), f(x) = P ′(x) + µ− ad+ d(x+ x3)
2
x+ x3
,
and P ′(x) is the derivative of P (x) with respect to x.
Following Lemma 3.1 and eliminating h, d by h = h3 =
ax23−2x33+3x43
a−x23
and d = µx3
a+x23
, respectively, we
obtain
A1 =
µ
x3
(1− 2x3)(a+ x23), A2 =
aµ(−1 + 2x3)(a+ x23)
x23(a− x23)
,
A3 =
µ
x33(a
2 − x43)
(a3(1− 3x3) + a2(5− 9x3)x23 + x63 − 3x73 + ax43(−3 + 7x3)),
A4 =
−µ
x43(a
2 − x43)
(a3(1− 4x3) + a2(7− 11x3)x23 + x73 + 2a(−1 + x3)x43),
A5 =
aµ
x53(a
2 − x43)
(a2(1− 5x3) + a(9− 14x3)x23 + (−2 + 3x3)x43),
B1 =
1
−a2x3 + x53
(2a3 + a2(−6x3 + 14x23 − µ) + 2ax23(−2x3 + 3x23 + µ)− x43(−2x3 + 6x23 + µ)),
B2 =
1
−a2x23 + x63
(−3a3 − 3x63 + a2(6x3 − 9x23 + µ)− ax23(−6x3 + 9x23 + µ)),
B3 =
a
−a2x33 + x73
(4a2 + a(−8x3 + 16x23 − µ) + x23(−8x3 + 12x23 + µ)),
B4 =
a
−a2x43 + x83
(−5a2 + a(10x3 − 20x23 + µ)− x23(−10x3 + 15x23 + µ)).
By the formulas of the Lyapunov coefficients in Lemma 3.1, we have
L1 =
a3 − 9a2x23 − 3x63 + ax33(4 + 3x3)
8(−ax3 + x33)2
√
µ(1−2x3)(a+x23)
x3
,
from conditions (3.2) and (3.4), we can see that L1 is well defined, and the sign of L1 is the same as:
L11 = a
3 − 9a2x23 − 3x63 + ax33(4 + 3x3). (3.7)
Therefore, when µ2−4ad2 > 0, 0 < h = h3 < h1 and L11 < 0, (x3, y3) is a stable weak focus of multiplicity
1; when µ2 − 4ad2 > 0, 0 < h = h3 < h1 and L11 > 0, (x3, y3) is an unstable weak focus of multiplicity
1; when µ2 − 4ad2 > 0, 0 < h = h3 < h1 and L11 = 0, (x3, y3) is a weak focus of multiplicity at least 2.
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Next, we prove that the order of the weak focus (x3, y3) is 2 if L11 = 0 and h = h3. Once again, by
the formulas of the Lyapunov coefficients in Lemma 3.1, and using the condition L11 = 0, we have
L2 =
−µx23(−1 + 2x3)(a+ x23)
6(−a2 + x43)3(−µ(−1+2x3)(a+x
2
3)
x3
)
3
2
L22,
where
L22 = 12x
5
3(−4 + 25x3 + 68x23)− ax23(−64 + 355x3 + 1346x23 + 720x33)
+a2(4− 193x3 + 742x23 + 2352x33). (3.8)
It is clear that the sign of L2 is determined by L22 when L11 = 0 and h = h3. From conditions (3.2) and
(3.4) it is easy to see that L2 < 0 if L22 > 0, next we prove L22 is strictly positive for µ
2 − 4ad2 > 0,
0 < h = h3 < h1 and L11 = 0.
Firstly, under the hypothesis L11 = 0 it is sufficient to take the resultant of the numerators of L11 and
L22 with respect to a
resultant[num(L11), num(L22), a] = 36x
13
3 (2x3 − 1)2(1 + 4x3)3(16− 45x3 + 12x23 + 348x33),
by condition (3.2) it is not difficult to prove that the above resultant can not equal zero when 0 < x3 <
1
2 ,
that is to say that L11 and L22 never vanish simultaneously under the conditions of the theorem.
Secondly, it remains to show that L22 is strictly positive. Since L11 and L22 are not zero simultaneously,
L22 does not change sign when L11 = 0 (by the intermediate value theorem). Let a =
343
400 , x3 =
7
20 , then
L11 = 0, and L22 =
170473401
2500000
.
= 68.1894 > 0. Hence, L2 is negative when L1 = 0 and h = h3. 
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Figure 4. Illustrating the proof of Theorem 3.2.
Remark 3.3. From (3.2)-(3.4), in order to illustrate the admissible region for L11 and L22, we plot the
curves x3 =
1
2 , x3 =
√
a, 3x23−2x3+a = 0, L11 = 0 and L22 = 0 in (a, x3)-plane in Fig. 4, from which we
can see that the admissible region for L11 and L22 is under the line AE(x3 =
1
2 ), on the right of parabolic
curve ÂB (3x23 − 2x3 + a = 0) and above the line BC(x3 = 0), we denote this region by ̂ADBCEA, it
is clear that L11 = 0 and L22 = 0 have no common roots in this region, in fact L22 > 0 if L11 = 0 and
(a, x3) is located in this region. One also can check that L11 < 0 when (a, x3) is located in the interior of
region ÂDHA, and L11 > 0 when (a, x3) is located in the interior of region ̂DBCEHD. Hence, (x3, y3)
is a stable weak focus of multiplicity 1 if (a, x3) is located in the interior of region ÂDHA and h = h3;
(x3, y3) is an unstable weak focus of multiplicity 1 if (a, x3) is located in the interior of region ̂DBCEHD
and h = h3; (x3, y3) is a stable weak focus of multiplicity 2 if (a, x3) on the curve D̂H and h = h3.
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By the theory of Hopf bifurcation in [20] and [13], we obtain the following results.
Theorem 3.4. Suppose that µ2 − 4ad2 > 0, 0 < h = h3 < h1 hold.
(i) If L11 < 0, then system (2.1) has a stable limit cycle arising from the supercritical Hopf bifurcation
as h increases from h3;
(ii) If L11 > 0, then system (2.1) has an unstable limit cycle arising from the subcritical Hopf bifurcation
as h decreases from h3;
(iii) If L11 = 0, then system (2.1) has two limit cycles arising from the degenerate Hopf bifurcation as h
decreases from h3 and L11 increases from 0, and the inner is unstable and the outer is stable.
(a) (b)
a = 0.4
h = 0.065
µ = 0.7
d = 0.5
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Figure 5. (a) A stable limit cycle created by the supercritical Hopf bifurcation; (b) An
unstable limit cycle created by the subcritical Hopf bifurcation.
In Fig. 5, by incorporating the above analysis and using numerical simulations we present the su-
percritical and subcritical Hopf bifurcations of codimension 1. In Fig. 5(a), we fix a = 0.4, µ =
0.7, d = 0.5, h = 0.065, then L1 = −1.39605 < 0 and h = 0.065 > h3 = 475
.
= 0.0533, and there
exists a stable limit cycle in a small neighborhood of the equilibria (0.4, 0.245). In Fig. 5(b), we fix
a = 0.5, µ = 1.35, d = 0.5, h = 0.015, then L1 = 0.531358 > 0 and h = 0.015 < h3 =
11
575
.
= 0.019, and an
unstable limit cycle appears in a small neighborhood of the equilibria (0.2, 0.3915).
In Fig. 6, we show the degenerate Hopf bifurcation and the existence of two limit cycles, where
the unstable one is in the interior of the stable one. We firstly choose x3 =
7
20 , and get a0 =
343
400
by L11(a0, x3) = 0, that is (a0, x3) ∈ D̂H, then we perturb a such that a = 343400 + 7400 , we can get
h3(a, x3) =
1519
17200 , L1 =
1812
103544 > 0 and L22 =
5722161543
80000000 > 0(i.e.L2 < 0), secondly, we perturb h such
that h = 151917200 − 111436200 , we can get y3
.
= 0.396702, tr(Df(x3, y3))
.
= −0.0000165 and det(Df(x3, y3)) .=
0.171009, in the last, we let d = 15 and get µ =
57
100 . There exist two limit cycles in the small neighborhood
of the equilibria (0.35, 0.396702), where the unstable one is in the interior of the stable one.
From the above results, we can see that for some initial values, both species coexist for model (2.1)
in the form of a positive equilibrium (x3, y3), and for other initial values, both species coexist for model
(2.1) in the form of an unstable oscillatory solution or a stable oscillatory solution.
3.3. Bogdanov-Takens bifurcation
From Theorem 2.7, we know that system (2.1) has a cusp ( 12 ,
1
4 − h) when a = 14 , 0 < h < 14 and
µ2 − 4ad2 = 0 (i.e., µ = d).
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a = 343/400 + 7/400
h = 1519/17200 − 11/1436200
µ = 57/100
d = 1/5
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Figure 6. The existence of two limit cycles, where the outer is stable and the inner is
unstable.
In this section, we are interested in the bifurcation of the cusp as the parameters vary in a small
neighborhood of (a0, d0, µ0, h0), where a0 =
1
4 , µ0 = d0 and 0 < h0 <
1
4 . We firstly prove this equilibrium
is a cusp of codimension 2 (i.e. a Bogdanov-Takens singularity), thus we consider system
x˙ = x(1− x)− xy
a0+x2
− h0,
y˙ = y( µ0x
a0+x2
− d0). (3.9)
First of all, we translate the interior equilibrium ( 12 ,
1
4 − h0) to the origin and expand system (3.9) in
a power series around the origin. Let X = x− 12 , Y = y− 14 + h0. Then system (3.9) can be rewritten as
X˙ = −Y − ( 12 + 2h0)X2 + P1(X,Y ),
Y˙ = (2µ0h0 − µ02 )X2 +Q1(X,Y ),
(3.10)
where P1(X,Y ) and Q1(X,Y ) are C
∞ functions at least of order three in (X,Y ). Next, we study the
normal form of system (3.10) in the two-dimensional center manifold. Introduce a new time variable τ
by t = −τ . Rewriting τ as t, we obtain
X˙ = Y + ( 12 + 2h0)X
2 + P2(X,Y ),
Y˙ = −(2µ0h0 − µ02 )X2 +Q2(X,Y ).
(3.11)
In order to find the canonical normal form of the cusp, we take
x = X, y = Y + (
1
2
+ 2h0)X
2 + P2(X,Y ),
then system (3.11) becomes
x˙ = y,
y˙ = −(2µ0h0 − µ02 )x2 + (1 + 4h0)xy +R(x, y),
(3.12)
where R(x, y) is a C∞ function at least of order three in (x, y). Since
−(2µ0h0 − µ0
2
) = 2µ0(
1
4
− h0) > 0, 1 + 4h0 > 0,
we can see that the interior equilibria ( 12 ,
1
4 − h) of system (3.9) is a cusp of codimension 2. Then the
Theorem 2.7 is completely proved.
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In the following, we discuss if system (2.1) can undergo Bogdanov-Taken bifurcation under a small
parameter perturbation if the bifurcation parameters are chosen suitably. Actually, we have the following
theorem.
Theorem 3.5. When a = 14 , µ = d, and 0 < h <
1
4 , system (2.1) has a cusp F = (
1
2 ,
1
4 − h) of
codimension 2 (i.e., B-T singularity). If we choose a and d as bifurcation parameters, then system (2.1)
undergoes B-T bifurcation in a small neighborhood of interior equilibrium F as (a, d) varies near ( 14 , µ).
Hence, there exist some parameter values such that system (2.1) has a stable limit cycle, and there exist
some other parameter values such that system (2.1) has a stable homoclinic loop.
Proof. We choose a and d as bifurcation parameters. Consider
x˙ = x(1− x)− xy
a0+λ1+x2
− h0,
y˙ = y( µ0x
a0+λ1+x2
− (d0 + λ2)), (3.13)
where the constants a0 =
1
4 , 0 < h0 <
1
4 and µ0 = d0, and λ = (λ1, λ2) is a parameter vector in a small
neighborhood of (0,0). We are only interested in the phase portraits of system (3.13) when x and y are
in a small neighborhood of the interior equilibrium ( 12 ,
1
4 − h0). We translate ( 12 , 14 − h0) to the origin
and expand system in a power series around the origin. Let
X = x− 1
2
, Y = y − 1
4
+ h0,
then we have
X˙ = a1 + a2X + a3Y + a4X
2 + a5XY + a6X
3 + a7X
2Y + P1(X,Y, λ1),
Y˙ = b1 + b2X + b3Y + b4X
2 + b5XY +Q1(X,Y, λ1),
(3.14)
where P1(X,Y, λ1) and Q1(X,Y, λ1) are C
∞ functions at least of the fourth order and third order with
respect to (X,Y ), respectively, and
a1 =
λ1(1− 4h0)
2(1 + 2λ1)
, a2 =
λ1(4h0 − 1)
(2λ1 + 1)2
, a3 =
−1
2λ1 + 1
, a4 =
(1− 4h0)(1 + 6λ1)
2(2λ1 + 1)3
− 1, a5 = −4λ1
(2λ1 + 1)2
,
a6 =
(1− 4h0)(4λ21 − 4λ1 − 1)
(2λ1 + 1)2
, a7 =
2(6λ1 + 1)
(2λ1 + 1)3
, b1 =
(4h0 − 1)(2λ1λ2 + 2d0λ1 + λ2)
4(2λ1 + 1)
,
b2 =
d0(1− 4h0)λ1
(2λ1 + 1)2
, b3 = − 2d0λ1
2λ1 + 1
− λ2, b4 = d0(4h0 − 1)(6λ1 + 1)
2(2λ1 + 1)3
, b5 =
4d0λ1
(2λ1 + 1)2
.
Now, we rewrite (3.14) by setting
x = X,
y = a1 + a2X + a3Y + a4X
2 + a5XY + a6X
3 + a7X
2Y + P1(X,Y, λ1),
to obtain
x˙ = y,
y˙ = c1 + c2x+ c3y + c4x
2 + c5xy + c6y
2 +R1(x, y, λ1, λ2),
(3.15)
where R1(x, y, λ1, λ2) is a C
∞ function at least of the third order with respect to (x, y), and
c1 = a3b1 − a1b3, c2 = −−a
2
1a
2
5 + 2a
2
1a3a7 − a23a5b1 − a33b2 + a2a23b3 + a1a23b5
a23
,
c3 = −−a2a3 + a1a5 − a3b3
a3
,
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c4 = −a1a3a4a5 − a1a2a
2
5 − 3a1a23a6 + 2a1a2a3a7 − a23a7b1 − a23a5b2 + a23a4b3 − a33b4 + a2a23b5
a23
,
c5 = −−2a
2
3a4 + a2a3a5 + a1a
2
5 − 2a1a3a7 − a23b5
a23
, c6 =
a5
a3
.
Next, introducing a new time variable τ by dt = (1− c6x)dτ , rewriting τ as t, we obtain
x˙ = y(1− c6x),
y˙ = (1− c6x)(c1 + c2x+ c3y + c4x2 + c5xy + c6y2 +R1(x, y, λ1, λ2)). (3.16)
Then let X = x, Y = y(1− c6x), we have
X˙ = Y,
Y˙ = d1 + d2X + d3Y + d4X
2 + d5XY +R2(X,Y, λ1, λ2),
(3.17)
where R2(X,Y, λ1, λ2) is a C
∞ function at least of the third order with respect to (X,Y ), and
d1 = c1, d2 = c2 − 2c1c6, d3 = c3, d4 = c4 − 2c2c6 + c1c26, d5 = c5 − c3c6.
We can check that d4 > 0 and d5 < 0 when λi are sufficiently small. Making the following change of
variables
x = X, y =
Y√
d4
, τ =
√
d4t,
and still denoting τ by t, then we obtain
x˙ = y,
y˙ = e1 + e2x+ e3y + x
2 + e4xy +R3(x, y, λ1, λ2),
(3.18)
where
e1 =
d1
d4
, e2 =
d2
d4
, e3 =
d3√
d4
, e4 =
d5√
d4
.
Make the change of variables X = x+ e22 , Y = y, we rewrite (3.18) as
X˙ = Y,
Y˙ = γ1 + γ2Y +X
2 + γ3XY +R4(X,Y, λ1, λ2),
(3.19)
where R4(X,Y, λ1, λ2) is a C
∞ function at least of the third order with respect to (X,Y ), and
γ1 = e1 − e
2
2
4
, γ2 = e3 − e2e4
2
, γ3 = e4.
Since γ3 < 0 when λi are small. Make the change of variables one more time by setting
x = γ23X, y = −γ33Y, τ = −
t
γ3
,
and still denoting τ by t, we finally have
x˙ = y,
y˙ = ξ1 + ξ2y + x
2 − xy +R5(x, y, λ1, λ2), (3.20)
where R5(x, y, λ1, λ2) is a C
∞ function at least of the third order with respect to (x, y), and
ξ1 = γ1γ
4
3 , ξ2 = −γ2γ3.
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We can express ξ1 and ξ2 in terms of λ1 and λ2 as follows
ξ1 = s1λ1 + s2λ2 + s3λ
2
1 + s4λ1λ2 + s5λ
2
2 + o(|λ1, λ2|2),
ξ2 = t1λ1 + t2λ2 + t3λ
2
1 + t4λ1λ2 + t5λ
2
2 + o(|λ1, λ2|2), (3.21)
where
s1 =
4(1+4h0)
4
d20(4h0−1)
2
, s2 =
2(1+4h0)
4
d30(4h0−1)
2
, s3 = −
4(4h0+1)
3(16d20(4h0−1)+9(4h0−1)
2(4h0+1)+d(23−16h0+80h
2
0))
d30(4h0−1)
3
,
s4 =
2(4h0+1)
3(16d20(4h0−1)+9(4h0−1)
2(4h0+1)+d(38+32h0+32h
2
0))
d40(4h0−1)
3
, s5 = −
12(4h0+1)
4
d40(4h0−1)
3
, t1 =
4(d0+1)(4h0+1)
d(4h0−1)
,
t2 =
2(4h0+1)
d(4h0−1)
, t3 = −
8(8d20h0(4h0+1)+2d
3
0(4h0−1)+2(4h0−1)
2(4h20+5h0+1)+d0(64h
3
0−16h
2
0+4h0+7))
d20(4h0−1)
2
,
t4 = −
2(11+28h0−48h
2
0+64h
3
0+4d
2
0(4h0−1)+4d0(4h0+3))
d20(4h0−1)
2
, t5 = −
4(4h0+1)
d20(4h0−1)
2
.
Note that ∣∣∣∣ ∂(ξ1, ξ2)∂(λ1, λ2)
∣∣∣∣
λ=0
= − 8(1 + 4h0)
5
d40(4h0 − 1)3
> 0
since 0 < h0 <
1
4 . Thus the parameter transformation (3.21) is a homeomorphism in a small neighborhood
of the origin, and ξ1 and ξ2 are independent parameters.
By the results in Bogdanov [2, 3] and Takens [15] or Perko [13], we know that system (3.20) un-
dergoes the Bogdanov-Takens bifurcation when λ is in a small neighborhood of the origin. The local
representations of the bifurcation curves up to second-order approximations are as follows:
(1) The saddle-node bifurcation curve SN = {(ξ1, ξ2) : ξ1 = 0, ξ2 6= 0}, i.e.,
SN = {(λ1, λ2) :
4(1 + 4h0)
4
d20(4h0 − 1)
2
λ1 +
2(1 + 4h0)
4
d30(4h0 − 1)
2
λ2 −
12(4h0 + 1)
4
d40(4h0 − 1)
3
λ
2
2
+
2(4h0 + 1)
3(16d20(4h0 − 1) + 9(4h0 − 1)
2(4h0 + 1) + d(38 + 32h0 + 32h
2
0))
d40(4h0 − 1)
3
λ1λ2
−
4(4h0 + 1)
3(16d20(4h0 − 1) + 9(4h0 − 1)
2(4h0 + 1) + d(23 − 16h0 + 80h
2
0))
d30(4h0 − 1)
3
λ
2
1 = 0, ξ2 6= 0}.
(2) The Hopf bifurcation curve H = {(ξ1, ξ2) : ξ2 = −
√−ξ1, ξ1 < 0}, i.e.,
H = {(λ1, λ2) :
4(4h0 + 1)
4
d20(4h0 − 1)
2
λ1 +
2(4h0 + 1)
4
d30(4h0 − 1)
2
λ2 −
4(4h0 + 1)
2(d20(1 − 4h0) + 3(4h0 + 1)
2)
d40(4h0 − 1)
3
λ
2
2
+
2(4h0 + 1)
2
d40(4h0 − 1)
3
(8d
3
0(4h0 − 1) + 9(4h0 − 1)
2
(4h0 + 1)
2
+ 8d
2
0(32h
2
0 + 4h0 − 3) +
2d0(64h
3
0 + 80h
2
0 + 92h0 + 19))λ1λ2 −
4(4h0 + 1)
2
d30(4h0 − 1)
3
(4d
3
0(1 − 4h0) + 9(4h0 − 1)
2
(4h0 + 1)
2
+
8d
2
0(32h
2
0 − 4h0 − 1) + d0(320h
3
0 + 16h
2
0 + 60h0 + 27))λ
2
1 = 0, ξ1 < 0, ξ2 < 0}.
(3) The homoclinic bifurcation curve HL = {(ξ1, ξ2) : ξ2 = − 57
√−ξ1, ξ1 < 0}, i.e.,
HL = {(λ1, λ2) :
100(4h0 + 1)
4
49d20(4h0 − 1)
2
λ1 +
50(4h0 + 1)
4
49d30(4h0 − 1)
2
λ2 +
196d20(4h0 + 1)
2(4h0 − 1) − 300(4h0 + 1)
4
49d40(4h0 − 1)
3
λ
2
2
+
2(4h0 + 1)
2
49d40(4h0 − 1)
3
(392d
3
0(4h0 − 1) + 225(4h0 − 1)
2
(4h0 + 1)
2
+ 8d
2
0(800h
2
0 + 196h0 − 99)
+50d0(64h
3
0 + 80h
2
0 + 92h0 + 19))λ1λ2 −
4(4h0 + 1)
2
49d30(4h0 − 1)
3
(−196d
3
0(4h0 − 1) + 225(4h0 − 1)
2
(4h0 + 1)
2
+8d
2
0(800h
2
0 − 196h0 − 1) + d0(8000h
3
0 + 400h
2
0 + 1116h0 + 771))λ
2
1 = 0, ξ1 < 0, ξ2 < 0}.

The bifurcation diagram and phase portraits of system (3.13) with h0 =
1
8 , µ0 = d0 =
1
2 and a0 =
1
4
are given in Fig. 7 and Fig. 8, respectively. These bifurcation curves H,HL, and SN divide the small
neighborhood of the origin in the parameter plane (λ1, λ2) into four regions (see Fig. 7).
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(a) When (λ1, λ2) = (0, 0), the unique positive equilibrium is a cusp of codimension 2 (see Fig. 8(a)).
(b) There are no positive equilibria when the parameters lie in region I (see Fig. 8(b)), we can see
that there exists one separatrix which converges to the boundary equilibrium A. The prey species will
tend to extinction as the initial value density lies in the left of the separatrix, which in turn lead to the
extinction of the predator. The predator species will tend to extinction as the initial value density lies in
the right of the separatrix.
(c) When the parameters lie on curve SN , there is a positive equilibrium, which is a saddle-node.
(d) Two positive equilibria, which are a stable focus and a saddle, will occur through the saddle-node
bifurcation when the parameters cross SN into region II (see Fig. 8(c)).
(e) A stable limit cycle will appear through the supercritical Hopf bifurcation when the parameters
cross H into region III (see Fig. 8(d)), where the focus is unstable, whereas the focus is a stable multiple
one with multiplicity one when the parameters lie on the curve H.
(f) A stable homoclinic cycle will occur through the homoclinic bifurcation when the parameters pass
region III and lie on curve HL (see Fig. 8(e)).
(g) The relative location of one stable and one unstable manifold of the saddle D(x2, y2) will be
switched when the parameters cross III into region IV (compare Fig. 8(d) and Fig. 8(f)).
Figure 7. The bifurcation diagram of system (3.13) with h0 =
1
8 , µ0 = d0 =
1
2 and a0 =
1
4 .
When the predator death rate d tends to the predator conversion rate µ and the half saturation constant
a tends to 14 , the above results say that if the constant-yield harvesting rate h satisfies 0 < h <
1
4 , then
there exist some values of parameters such that the prey and predator coexist in the form of a positive
equilibrium or a periodic orbit with a finite period for different initial values, respectively. And there exist
other values of parameters such that the prey and predator coexist in the form of a positive equilibrium
or a periodic orbit with an infinite period for different initial values, respectively.
4. Periodic solutions and invariant tori with seasonal harvesting
In this section, in order to investigate the effect of seasonal harvesting on the dynamics of system (2.1),
we now study model (1.2) to reflect the fact that harvesting does not always occur at a constant-yield
or constant-effort. For example, populations of many species of fish are harvested at a higher rate in
warmer seasons than in colder months. So we assume that the interacting species are both harvested
at a periodic rate. Thus the prey (or predators) harvesting reaches a maximum rate h + γ1 (or 2γ2) at
time t = r4 + n where n is an integer (representing the year), and a minimum value h − γ1 (or 0) when
t = 3r4 + n, exactly one-half year later ([9]).
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(a) (b) (c)
λ1 = 0
h = 1/8
d = 1/2
λ2 = 0
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Figure 8. Phase portraits of system (3.13) with h0 =
1
8 , µ0 = d0 =
1
2 and a0 =
1
4 . (a) A
cusp of codimension 2 when (λ1, λ2) = (0, 0); (b) No positive equilibria when (λ1, λ2) =
(0.0052,−0.005) lies in region I; (c) A stable focus when (λ1, λ2) = (0.00505,−0.005) lies
in region II; (d) A stable limit cycle when (λ1, λ2) = (0.00502,−0.005) lies in region III;
(e) A stable homoclinic cycle when (λ1, λ2) = (0.004987,−0.005) lies on curve HL; (f)
An unstable focus when (λ1, λ2) = (0.0049,−0.005) lies in region IV.
In the following, we consider the existence of an asymptotically stable periodic solution and the bifur-
cation of a stable periodic orbit into an invariant torus by theoretical analysis and numerical simulations
in system (1.2), respectively.
Firstly, we rewrite system (1.2) as follows
Y˙ = f(Y ) + g(t, Y ), (4.1)
where Y = (x, y)T , f(Y ) = (x(1− x)− xy
a+x2 − h, y( µxa+x2 − d))T , g(t, Y ) = (− sin( 2pir t),−(1 + sin( 2pir t)))T
and  = (γ1, γ2).
4.1. Existence of asymptotically stable periodic solutions
The following lemma is Theorem 2 in [4].
Lemma 4.1. Let f(Y ) and g(t, Y ) be continuously differentiable with respect to the components of Y
and let g(t, Y ) be periodic in t with period w for each Y . Let Y∞ be a critical point of system (4.1) when
 = 0, i.e. a solution of the equation f(Y ) = 0, which is asymptotically stable in the strong sense that
the eigenvalues of the matrix fY [Y∞] all have negative real parts. Then the perturbed system (4.1) has
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an asymptotically stable periodic solution p(t, ) of the same period w for all sufficiently small , with
lim
−→0
p(t, ) = Y∞.
Applying Theorem 2.8 with the Lemma 4.1, we have the following theorem about the existence of an
asymptotically stable periodic solution in system (1.2).
Theorem 4.2. If µ2 − 4ad2 > 0 and 0 < h < min{h1, h3}, then the system (1.2) has an asymptotically
stable periodic solution p(t, γ1, γ2) of period r for all sufficiently small (γ1, γ2), with lim
(γ1,γ2)−→0
p(t, γ1, γ2) =
(x3, y3).
In Fig. 6(b), there exists a hyperbolic stable focus. Now we plot the phase portrait and the correspond-
ing attractor of the Poincare´ map of system (1.2) with r = 1 in (x, y)-plane in Fig. 9(a) and Fig. 9(b),
respectively, where γ1 = γ2 = 0.006 and the other parameter values are the same as those in Fig. 6(b),
that is a = 0.5, h = 0.015, µ = 1.35 and d = 0.5. We choose the initial density as (x0, y0) = (0.2, 0.4),
which is located in the attraction basin of the stable focus of Fig. 6(b). The attractor of the Poincare´
map is a fixed point (see Fig. 9(b)), which corresponds to the asymptotically stable periodic orbit of the
system (1.2) (see Fig. 9(a)). The time series of the predator corresponding to Fig. 9(a) is given in Fig.
9(c).
(a) (b) (c)
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x
y
Phase portrait
γ1=γ2=0.006
−1 −0.5 0 0.5 1 1.5
−1
−0.5
0
0.5
1
1.5
x
y
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1.504 1.5042 1.5044 1.5046 1.5048 1.505
x 104
0.39
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y
Figure 9. (a) The phase portrait of system (1.2) with r = 1, a = 0.5, h = 0.015, µ =
1.35, d = 0.5, γ1 = γ2 = 0.006 and initial value (x0, y0) = (0.2, 0.4); (b) An attractor of
the Poincare´ map corresponding to (a); (c) The time series of the predator corresponding
to (a).
4.2. Bifurcation of stable periodic solutions into invariant tori
From Theorem 3.2, we know that the interior equilibrium (x3, y3) of system (2.1) is a stable weak focus
of multiplicity 1 when µ2 − 4ad2 > 0, 0 < h = h3 < h1 and L11 < 0.
Applying Theorems 2.8, 3.2 in previous sections with the Theorem 6.3 in section 12 in Chow and Hale
[7], we have the following theorem about the existence of an asymptotically stable invariant torus in
system (1.2).
Theorem 4.3. If µ2− 4ad2 > 0, 0 < h− h3  1 and L11 < 0, then system (2.1) has a stable limit cycle
enclosing (x3, y3) by the supercritical Hopf bifurcation. If the following nonresonant conditions
r 6= 2kpi, k ∈ N+,
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m+ n
2pi
r
6= 0, 0 <| m | + | n |≤ 4, m, n ∈ N
are also satisfied, then system (1.2) has an asymptotically stable invariant torus.
Proof. We need to check the following three conditions in Theorem 6.3 in section 12 of Chow and Hale
[7]:
β0 6= 0,
det(eBT − I) 6= 0,
m+ n
2pi
T
6= 0, 0 <| m | + | n |≤ 4, m, n ∈ N,
where β0 is the first Lyapunov constant for the center-type equilibrium (x3, y3), and it is equivalent to
L11 in system (2.1); T is the period of periodic perturbation, and T = r in system (1.2); B =
(
0 1
−1 0
)
,
I is identical matrix. It is easy to check the above conditions for system (1.2). 
In Fig. 6(a), there exist an unstable focus and a stable limit cycle enclosing it. Now we plot the
bifurcation diagram of system (1.2) with γ1 = γ2 and r = 1 in (γ1, x)-plane in Fig. 10, where the other
parameter values are the same as those in Fig. 6(a), that is a = 0.4, h = 0.065, µ = 0.7 and d = 0.5. We
choose the initial density as (x0, y0) = (0.4, 0.25), which is located in the attraction basin of the stable
limit cycle of Fig. 6(a). The phase portrait, the attractor of the Poincare´ map and the time series for
γ1 = γ2 = 0.0035 in Fig. 10 are shown in Fig. 11(a), (b) and (c), respectively, from which we can see that
the stable limit cycle in Fig. 6(a) is transformed into an attracting invariant torus in Fig. 10. Actually,
we can see that the species are always attracted into the invariant torus whenever the initial densities
are located in the attraction basin of the stable limit cycle in Fig. 6(a) and the amplitude of the periodic
harvesting γ1 = γ2 is smaller than 0.004. The invariant torus changes to a periodic orbit when γ is larger
than 0.004 (see Fig. 12(a), (b) and (c)).
0 1 2 3 4 5
x 10−3
0.35
0.4
0.45
0.5
0.55
γ1=γ2
x
Figure 10. Bifurcation diagram of system (1.2) in terms of γ1 = γ2 with r = 1, a =
0.4, h = 0.065, µ = 0.7, d = 0.5 and initial value (x0, y0) = (0.4, 0.25).
5. Conclusions
We have shown that various bifurcations occur in model (1.2) with only constant-yield prey harvesting,
including saddle-node bifurcation, degenerate Hopf bifurcation, and Bogdanov-Takens bifurcation (i.e.,
cusp bifurcation of codimension 2), as the model parameters vary. We then considered system (1.2) with
seasonal harvesting in both species and gave sufficient conditions for the existence of an asymptotically
stable periodic solution and bifurcation of a stable periodic orbit into a stable invariant torus of the model.
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(a) (b) (c)
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Figure 11. (a) Phase portrait for γ1 = γ2 = 0.0035 in Fig. 4.2; (b) An attractor of the
Poincare´ map corresponding to (a); (c) The time series of the predator corresponding to
(a).
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Figure 12. (a) Phase portrait for γ1 = γ2 = 0.0045 in Fig. 4.2; (b) An attractor of the
Poincare´ map corresponding to (a); (c) The time series of the predator corresponding to
(a).
Numerical simulations of the model (1.2) with seasonal harvesting, including bifurcation diagrams, phase
portraits and Poincare´ maps, were carried out. It was shown that the model undergoes bifurcations from
a hyperbolic stable equilibrium to a stable periodic solution and from a stable limit cycle to an invariant
torus, respectively, as the amplitude of seasonal harvesting increases.
The results in this paper indicate that the initial species densities are very important for the coexistence
of the interacting species when they are both subjected to periodic harvesting. To have the survival of
the interacting species with seasonal harvesting in the form of a stable periodic solution or stable quasi-
periodic solutions, the initial species densities which are located in the attraction basin of the stable
attractor (hyperbolic stable equilibrium or stable limit cycle) in the model with no harvesting or with
constant-yield harvesting should be chosen properly.
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