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ted to a finite intersection of half spaces under a structural assumption on the 
GLteaux derivative. This abstract existence result is illustrated by two examples 
from optimal control theory for distributed systems. 7‘ 1987 Academic Press, Inc. 
1. INTRODUCTION 
This work is concerned with the existence of a minimum for a functional 
j X + R with X a reflexive real Banach space. We begin with the standard 
hypotheses that: 
(H,) (1) -co<f,:=inf{f(x):x~X)<c~. 
(2) 23:= {x:f(x) 6 3.) is bounded in X for some 2” >f,. 
(3) f is lower semicontinuous (kc) on 23 with respect to the strong 
topology of x. 
We then impose structural hypotheses on ,f’ to ensure existence of a 
minimum. In the simplest case in which 
domf:= {x~X:f(x)< co} 
contains 23, these structural hypotheses take the form: 
* Partially supported under Grant AFOSR-820271. 
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(H,) (I) fhasaGBteauxderivativeonUxBsof’:X~U-+X*. 
(2) f’ can be decomposed as f’ = G + R with R compact (more 
precisely, R(B) is to be precompact in f*) and with G(B) bounded. 
(3) 23nGp’ (compact) c compact (more precisely, if { G(xk)}is con- 
vergent in X* with { xk ) in 23, then some subsequence qf { xk } is convergent 
in 3). 
The result is then: 
THEOREM 1. Given (H,) + (H,). then f attains its minimum on X. 
Here the hypotheses function much like the Palais-Smale condition: 
(C) {f(xk)} bounded withf’(x,) + 0 imply that either f’(x,) = 0 for 
some k or (xk} contains a strongly convergent subsequence 
which Ekeland used in [3,4] to give existence of a minimizer: indeed, the 
hypotheses (H,)(2), (3) ensure the second alternative of (C) for a minimiz- 
ing sequence as is shown in case (a) of the proof of Theorem 2 below. The 
somewhat more explicit structural hypotheses (H,)(2), (3) make it possible 
to admit, also, a finite number of linear inequality constraints in the 
minimization and we view Theorem 1 as a special case of Theorem 2. 
Two applications will be given of the abstract existence result. One con- 
cerns optimal control of a nonlinear hyperbolic equation for which 
previous results had been obtained by a quite different argument in [l] 
(see also [2]). The second is an optimal control problem for a parabolic 
equation closely related to an identification problem from whose discussion 
in [7] the present results have been abstracted. 
Note that we have used X* above to denote the dual of the reflexive 
Banach space X. We will use /I. 11 to denote norms both of 3E and of f* and 
( ., ) for the duality pairing. We also write A*: ‘I)* + X* for the adjoint of 
a linear operator A: X + !?J. 
For Banach spaces X, ‘I) we denote by L(X, ‘1)), Lip(X, ‘I)), and 
Lip’““(X, ‘2)) respectively, the spaces of bounded linear maps, of uniformly 
Lipschitzian (nonlinear) maps, and of maps which are uniformly Lipschit- 
zian on each bounded subset of X. For an interval [a, b] in R we denote 
by C( [a, b]; X) and LP(a, 6; X) the usual spaces of continuous (respec- 
tively, LP-integrable) X-valued functions on [a, b]. 
2. THE MAIN RESULT 
Consider the minimization problem 
minimizef(x) subject o: x E H (2.1) 
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where the admissible set R has the special form 
k= {XEX: (X, a?) <criforj= l,..., N} (2.2) 
with (tli ,..., IX,,) given in RN and u.7 given in X* for j = l,..., N. We assume, 
of course, that the constraints are consistent so R # 0. The problem (2.1) is 
obviously equivalent to the unconstrained minimization of 
ZH = indicator function of R:= { 0 x E R; + co x 4 R}. 
(2.3) 
THEOREM 2. Let j; us in (2.2), (2.3), satisfy (H,) and slrppose f satisfies 
(Hi). Then every minimizing sequence for p contains a strongly convergent 
subsequence so (2.1) is solvable. There is at least one point X E R such that 
f(x) af(i) for every x E R. 
Proof: Let {zk} be a minimizing sequence for f and set E::=~(z~) - 
f* + 0 with f* := inff= inf,f: It follows from Ekeland’s approximate 
variational principle [3, 41 that there is another sequence {xk} such that 
.f* dbk) ‘f(Xk) d* + $9 /I%-zkl/ <E/c> 
fbk, ax, + EllXk -XII for every x E X. 
(2.4) 
(2.5) 
We distinguish two cases: 
(a) there is a subsequence (again denoted by {x~}) such that each 
xk E int R (all inequalities strict in (2.2)), 
(b) each xk is in the boundary %, 
which we consider separately. 
For case (a) one has-using (2.5) for x in a (full) neighborhood in X of 
xk, noting that heref(x,) ‘f(xk) and f(x) =f(x)-that 
Ilf ‘@k)/I d &k so f ‘(x,) -+ 0 in X*. (2.6) 
Since {xk} is bounded one can extract a subsequence (still denoted by 
{xk}) such that, using (H,)(2), one has {R(xk)} strongly convergent. Then 
(G(X,) =f ‘cxk) - R(Xk)} must be strongly convergent in X* so (H ,(3) 
gives strong convergence in X of (possibly again a subsequence of) {xk}. 
By (2.4) one has jlxk - Zkll + 0 so (the corresponding extracted subsequen- 
ces of) (zk} is also convergent with the same limit X. Also by (2.4) one has 
f(zk)=f(zk)+f* where by (H,)(3) one has T(X)=f(X)-T* and the 
minimum is attained. 
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Case (b) is essentially similar but a bit more complicated. For each k let 
‘I&C {l,..., N) be the set of active constraints in (2.2) for xk so 
Sk:= {jg { l,..., N}: (x,, a,*) = a,}. (2.7) 
Since there are only finitely many possibilities for the set ‘J1, we may extract 
a subsequence (again {x~}) such that !tIk is now independent of k, i.e., 
‘%n,=%n,. Let X, be the subspace {XEX: (&a,?)=0 forje%*} and let P 
be the projection on X, given by 
P:X-,X*:xt+ 
[ 
x- 1 (x,af)e, 
ie*n, 1 (2.8) 
where {e, : j E ‘$I.+ } is conveniently chosen to be biorthogonal to 
{u,?:j~%~>, i.e., (e,, a,?) =6j,j, for j,j’~‘%*. By the extraction of {xk} 
and choice of Yin, one then has 
x,=Pxk+ C ajej. 
/ES, 
(2.9) 
For x = xk + h with h E 3, one has xk, x E A (assuming I/h /I is small enough 
not to activate additional constraints) so p(x,) =f(x,), f(x) =f(x) and 
(2.5) gives 
(f’(Xkh h > 3 -&k iihll + d llhli 1, hEK+z, Iip*f’(xk)ll d&k, c2.10) 
where the adjoint P* is computable as 
P*:a*t-+a*- C (ej,a*)at. 
JEYL* 
(2.11) 
Now, noting (H ,)(2), we can extract a subsequence (still denoted by { xk }) 
for which { R(xk)} is strongly convergent in X* and also { G(xk)} is weakly 
convergent. Applying P* to f’= G+ R, we have from (2.10) that 
{P*G(x,)} is strongly convergent in X*. As the weak convergence of 
{G(x~)} gives convergence of {(e,, G(xk))} for each jE’%,, we conclude 
that 
G(Xk) = P*f’(Xk) - P*R(X,) + c (f?,, G(Xk)) a,* 
JE%* 
is strongly convergent in X*. Now, as in case (a), we have (for a sub- 
sequence) that {xk}, (zk} converge strongly in R to a limit X at which the 
minimum is attained. i 
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Remark 1. The finiteness of the set of constraints was used essentially 
in the definition of ‘3, and seems intrinsic not only to the argument but to 
the result. For example, if one considers ,f(x):= - I/XI/’ on an infmite- 
dimensional separable Hilbert space with R:= {x E X: llxll 6 1 }---convex 
and so definable through a countable sequence of linear inequalities-one 
can take {zk} to be an orthonormal sequence. The minimum is obviously 
attained in this case but no subsequence of {zk} can be strongly con- 
vergent. Modifying this slightly to take 
f(x):= f 2-/(x, e,)‘- IIxIJ2 ({e,} an orthonormal basis), 
,=I 
again on the unit ball, shows that the minimum need not be attained. 
On the other hand, the convexity of 53, as specified by (2.2), is not really 
relevant. If 53 were the finite union of sets 52,, each defined as in (2.2), then 
a trivial modification of the proof presented would give the same result for 
the slightly more general case. 
Indeed, it is not difficult to modify the argument above to replace (2.2) 
by the more general formulation 
A:= {xEX: &,(x)<Oforj= l,..., N} (2.12) 
subject to the hypotheses: 
(HZ) (1) Each b,: X + [w is continuous and FrPchet dtfferentiable. 
(2) ril: X + X* is continuous,from the weak topology of X to the strong 
topology qf X* ,for j = l,..., N. 
(3) The conditions are consistent: A # 0. 
Assuming, after possibly extracting a subsequence, that the minimizing 
sequence {x~}, obtained via Ekeland’s Theorem as earlier, is weakly con- 
vergent, xk -X with a fixed set ‘Sn, of active constraints (possibly empty, 
corresponding to case (a)), one can set a,+:= C?,!(X), define X, , P as earlier, 
and replace the condition that x,EA, hEX,, gives x:=xk + h E R (for 
small h) by the existence of 1:= .xk + h E 53 with 117; - hlJ = n( llhll) so that 
(2.10) follows and the argument proceeds as before. 
Remark 2. A plausible situation to consider in which (Hi ) could easily 
be verified would be f of the form f:= g + h with h’ =: R continuous from 
the weak topology of X to the strong topology of X* (hence compact) and 
g’ =: G (strongly) monotone to obtain invertibility. We observe that in this 
case Theorem 2 would apply but there is a simpler alternative argument. 
Let C5 be the closed convex hull of the image under h’ of a ball contain- 
ing 23; by our assumptions K is compact in X*. Then for xk -X one has 
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h’(sx,) E 0 for 0 d s d 1 and, at least for a subsequence (hence for the full 
sequence), 
s I Pfk:= h’(SXk) ds -+ ij:= 0 5 ’ h’(.G) ds (strong in X ), 0 
h(Xk) =h(O) + (Xk, q/o --*h(T) =h(O) +(2, ij) 
so h is continuous to R from the weak topology of X. Then, monotonicity 
of G = g’ implies convexity of g making g (hence also f) lsc from the weak 
topology. Coercivity now gives existence of the minimum by the usual 
weak compactness argument without appealing to Theorem 1 or 2.With 
care, this argument works even if the differentiability of g, h is taken in 
some more general sense but, of course, one cannot obtain in this way the 
variational compactness off (strong convergence for a subsequence of any 
minimizing sequence). 
Remark 3. We note that it may be possible to weaken the coercivity 
hypothesis (H,)(2) along the lines of Definition 1.2 and Theorem 3.3 of 
[6], We may replace the condition(H,)(2) by (H,)(2)‘, Mt~ H, f(-<)< 3. 
together with: 
f(-i-) G.f(x) + 4x-ill for all x E R imply a bound on illll (*) 
with 2 >f* and E >O suitably chosen. After using Ekeland’s Theorem to 
obtain (2.4), (2.5) as before, the proof of Theorem 2 continues as earlier 
with the boundedness of {xk j now relying on (H,)(2)‘. For .i E int si the 
condition (*) in (H,)(2) just asserts Il.f’(x)ll 6s and (H,)(2)’ is then ‘:f’- 
coercivity” in the sense of [6]. 
With the object of possible extension of this argument to consider ,f 
without differentiability, we state a generalization of Theorem 2 to permit 
use of an approximating family {.f,> of smoother functions, suitably con- 
verging tof: Again we only sketch the proof as it is essentially the same as 
for Theorem 2 and we do not have any examples using this extension. The 
relevant hypotheses are (after selecting a sequence .fk =.fitck) with E(k) -+ 0): 
(H3) (1) Each fk is Isc and has a Gdteaux derivative ,fi: X + X* w)hich 
can be decomposed as 
f;=Gk+Rk 
with UkGk(C3) bounded where 23 is a fixed bounded set containing minimiz- 
ing sequences for each fk. 
(2) (Gk(xk)} convergent with x,-.< implies (at least for a sub- 
sequence) that xk -+ X. 
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(3) There is a fixed compact set (1: in X* and a sequence pk -+ 0 such 
that ~~23 implies existence ofy* with IIy*ll <pk and [J&(x)-y*] ~6. 
THEOREM 3. Let f as in (2.2), (2.3) satisfy (H,) and suppose {fk} 
satisfies (H3). We assume {f,}, .f are related on si by 
!k$*,, <f*; (2.13) 
$x,-+X in 52, thenf(.f)<limf,(x,) wheref*,,:=inffk (fk:=fk+ZH). Thenf 
attains its minimum on R. 
Proof: One can, given (2.13), select (for a subsequence) (zk} such that 
f**k G(Zk) Gf*k + &,i -+ !w*k 
d* with Ed -+ 0 and (zk} bounded and in K. (2.14) 
Apply the Ekeland Theorem to each [fk, zk] as in (2.4), (2.5). As in the 
proof of Theorem 2 one concludes (for a subsequence) that P*fL(xk) --f 0. 
Now (for a subsequence) { [Rk(xk) -y:]} is convergent and y, -+ 0 so 
{P, G,(x,)) converges. As for Theorem 2, this gives (again for a sub- 
sequence) that (G,(x,) } converges and {xk} converges strongly to some 
2~8. Using (2.14) and (2.13) gives .f(Z)<,f. so the minimum is 
attained. 1 
3. AN EXAMPLE IN CONTROL THEORY 
Consider the following distributed parameter optimal control problem: 
Here 
minimize J:= s oT My(t)) + h(u(t))l dt + db(t)) 
subject to 
~E%YE~;(CO, Z-1; ‘%I) 




s:={~EL~(o, r;u):~“~(~(t),a:(r))dt~~;fori=l,....Nl (3.4) 
where U is a reflexive Banach space and each a:( .) is in L'(O, T; U*) for 
eachj. Assume that ‘I) is a real reflexive Banach space, that A is the 
infinitesimal generator of a Co semigroup, that FE Lip”“(cr), ‘I)) with the 
Frtchet derivative FE Liplo’ (9, L(2J, 9)) and that BEI@, 9). (For 
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example, we may think of (3.3) as a quasi-linear hyperbolic partial differen- 
tial equation with distributed control u.) For the cost functional J we 
assume 
(HE) (1) g: 9 + R, h: U--f R, &: 9 + R are Gdteaux differentiable and 
bounded below. 
(2) g’, #‘E Lip”‘(Q), TJ*), [II’]-’ E Lip(X*, X). 
(3) h(u)~allull +afor uEU with cc>O. 
(4) Il~‘~~~ll,*=~~II~IIU~. 
We will later also assume that T is “small enough” (depending on the 
Lipschitz and growth constants of (HE)). 
From the standard existence theory for semilinear evolution equations 
(see, e.g., [S]) we know that the Cauchy problem 
y’=Ay+Fy+v, Y(O) = Yo (3.5) 
has a unique local “mild” solution y( .; u) E C( [0, z]; ‘$I)) (for some t > 0) 
for every yO~ ‘9J and UE L’(0, T; 9). We adjoin to (HE) the hypothesis 
(HE)(5) that (A, F are such that): 
For v E L*(O, T, ‘?j ) one has y( .; v) defined globally on [0, T] 
and the map v++y( .; v) is boundedfrom L*(O, T; ‘I)) CO C( [0, T]; ‘2)). (3.6) 
For example, sufficient for (HE)(5 j would be to require 
IIFYII =4ll~Il)> (A~+Fy,~y)d~llyll” on ‘1) (3.7) 
where o E [w and r: VJ + $2) * is the usual duality mapping. 
THEOREM 4. Let (3.1))(3.5) be as described above and suppose the 
hypotheses (HE) are satisfied, including (3.6). Then the minimum is attained 
uniquely for T small enough. 
Proof: Detinef: X + R byf(u):=Jas in (3.1) usingy=y”:=J~(.; Bu) for 
u= u(.)EX:= L*(O, T; U). A little calculation involving (3.3) and the 
assumptions reveals that f is Gateaux differentiable on X with 
f’(u) = h’(u) - B*p (3.8) 
where p E C( [0, T]); ‘2)*) is the “mild” solution of the linear evolution 
equation 
-p’=A*p+ [F’(y”)]*p-g’(y”) on CO, TIP(T)= -@(y”(T)). (3.9) 
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(Note the different roles played by the ’ indicating differentiation. On the 
left of (3.8) one differentiates with respect o u(.)EX; on the right of (3.8) 
one composes /z--the derivative on U-with evaluation along the function 
t H u(t) and the interpretations on the right of (3.9) are similar; on the left 
of (3.9) as on the left of (3.5) one has differentiation with respect to t.) 
Clearly (Hr)( 1 ), (3) give coercivity and (3.8) shows f’ is bounded on 
bounded sets. We will consider (H,)(2) with R=O (so G:=f’) and must 
verify (H,)(3). Thus, given {u,~} bounded with {f’(~,,)} strongly con- 
vergent in 3* = L’(O, T, II*) we wish to show strong convergence (for a 
subsequence) of {u,~). Setting y,,:=y( .; Bu,,) (i.e., Y,~ =y” for u = u,,), we 
have the system 
Y:, = AY,, + FY,, + Bun, -PI, = A*P,, + P”(Y,,)~* P,, - IIs’L~,,)l> 
(3.10) 
Y,(O) =yo, P,(T) = - C~‘(Y,,(~))l, (3.11) 
u, = [A’] -‘(B*p, + b,,) a.e. in [0, T] (3.12) 
where {d,:=,f’(u,)} is strongly convergent in L’(O, T, U*). From (3.6) we 
infer (as, by assumption, {un} and so also {II,,:= Bu,,} are bounded) that 
LY,tWh h(f)) are bounded uniformly in t E [IO, T]. By a straightforward 
calculation from (3.10) we find that 
Il~Y.,-y~l~~~llicj,i’ ;” “‘(II CP,l - Pn,l(~)ll + II CJ,, - 6,,l(s)ll 1 & 
1’ 
T 
+ e;“” “(II lu,, -~,,l(s)ll + II CP,, -~,,,l(s)ll) d.~ , I 
with positive constants ‘J, C depending only on y. and the specific constants 
of (HE), etc., but not on n, m, T. Invoking the Gronwall inequality, we con- 
clude, for small enough T, that {yl!l\, (p,,} are Cauchy sequences in 
C[O, T]; YJ), C( [0, T]; ‘2)*), respectively, and returning to (3.12) this gives 
strong convergence for {u,,} in view of (H,)(2). Thus, Theorem 2 applies 
and the minimum is attained. As any minimizer U gives essentially the same 
system as (3.10)-(3.12) with 8= 0, the same reasoning ensures uni- 
queness. 1 
Remark 4. For fixed operators the existence/uniqueness interval 
0 < T d T, depends only on )I y,ll or, more precisely, can be taken indepen- 
dent of y. if y, ranges over a bounded set. 
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The restriction on T can be omitted in Theorem 4 (for existence, but not 
for uniqueness of the minimizer) if the map: u + B*p defined by (3.10) 
(3.11) is compact since then (3.12) gives compactness for (u,,} and so 
(H,)(3) and applicability of Theorem 2. This will be true, in particular, if A 
generates a compact semigroup as in the case of a parabolic equation for 
(3.5). 
For Hilbert spaces a quite different argument (involving the Riccati 
equation) was used in [ 1 ] (see, also [2]) to obtain Theorem 4. 
Remark 5. As a specific illustration of Theorem 4 we consider optimal 
control of a quasilinear hyperbolic equation: 
minimize J:= ll~ll~~z~a, + IIY(T) - ~olll’,~o + IIY,(T) - v1 II~2,nj (3.13) 
over [u, y, .Y,]~E L’(Q) x C( [0, T]; HA(R) x L’(a)) subject to 
y,, = dy ~ j.3 + 24 on Q:= (0, T) x 52, ~(0,. ) =,vO, (3.14) 
Y,(O) =Yl, I’=0 on C:= (0, T) x r, 
s 
u;u < cli forj = l,..., N, (3.15) 
Q 
witha,EL’(Q),a,E[Wgivenforj=l,..., Nand [y0,y,17; [~~,q,]~givenin 
HA(R) x L’(O). Here Q is a bounded open subset of iw’ with sufficiently 
smooth boundary I-. 
It is well known that the wave equation (3.14) can be written in the 
form (3.5) if one takes IL:= L*(a), ‘I):= HA(SZ) x L’(G) and 
By the Sobolev Embedding Theorem it is readily seen that F is locally 
Lipschitzian and Frechet differentiable on 9. Thus, for every u E L*(Q) 
Eq. (3.14) has a unique solution [y,j’,l’~C([O, 7J; 9)). Moreover, the 
energy inequality shows that for each t one has 
so condition (3.6) holds with yU defined globally on [0, T]. Applying 
Theorem 4 we may conclude that (3.13)-(3.15) defines a unique optimal 
control for 0 < T< T, with T, depending only on bounds for [yO, y,]‘, 
Cvo, ylllT and on Q. I 
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6. ANOTHER EXAMPLE 
The argument for Theorem 1 (i.e., for case (a) of Theorem 2) was 
introduced in [7] for consideration of optimal inputs for an identification 
problem. We present here, as an example, a somewhat simpler related 
problem: 
minimize 2f(u):= c(/Iu(l* + IlL[u] -Q’ 
where L[u] is defined by 
l[u](t)=u. [B*Y(u)](t) on CO, Tl 
with Y: u t-, y = Y(U) determined by the parabolic equation 
(4.1) 
(4.2) 
uv,=A~+(Bu)Cl -YI on Q:= (0, T) x 52 
AO, .)=.Yo on Q, 1’ = 0 on Z:= (0, T) x I-. (4.3) 
Here L? is a bounded open set in R” with sufficiently smooth boundary r; 
one has a > 0 and the norms in (4.1) are for X:= L”(0, T); B, B* are given 
(pointwise in t) by 
for a fixed smooth function $ on Q; y, is fixed in L”(Q) and i in X (The 
original motivating example considered a photo-active solute with concen- 
tration C = 1 -y undergoing diffusion and photobleaching at a rate qC 
with q= q(r, X) = u(t) $(x) from which one could observe the total 
resulting fluorescence jqC, equivalent to observing k[u]. The problem is 
then to estimate the input u(.) by history-watching with the (possibly 
noisy) recorded observation history j.) 
We note that, from (4.3) the derivative Y’(U): /I--+ u is the linear map 
given by 
u,=Au-(Bu)u+ [t -y](Bh) on Q 
u(0, ) = 0, v=o on Z 
with y = Y[u]. An easy computation then gives 
f”(u) = G(u) + R(u) 
where 
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and we must verify the hypotheses (H,) with this decomposition. Standard 
arguments bound y = Y(U) in C( [0, T]; L*(Q)) and in L’(O, T; HA(Q)) in 
view of the coercivity given by the form ofJ: Then y, is bounded in L*(O, T; 
H-‘(Q)) so, for I++ smooth, i = B*y, is bounded in L*(O, T) with z bounded 
in L’“‘(0, T) so u H z is compact to C[O, T]. The linear map [Y’(U)]*: 
p H I$ is given by 
4=@1 -YIP on II% Tl (4.6) 
where 
-P=dp-(Bu)p+p on Q, 
p(T;)=O, p=o on Z. 
One easily verifies from (4.6) that [Y’(U)]* extends to a compact map 
from L’(0, P, L”(Q)) to C[O, T] and that B(u[zu- i-^]) is bounded in 
L’(0, T; L”(R)) for u bounded in X:=L2(0, T). Thus R is compact to 
C[O, T], hence to X. For { uk} bounded and { G(u,)} convergent in X* =X 
we may select a subsequence with {z~:= B*Y(u,)] convergent in C[O, T] 
and note that inverting the definition of G, 
uk = G(uk)/[x + $1, 
then gives strong convergence of {uk} in X, verifying (H ,)(3). 
Theorem 1 is now applicable to show existence of an optimal U, minimiz- 
ing ,f over X. It would also, of course, have been possible to consider 
(4.1)-(4.3) with the constraints 
s 
1 
a,u<cc, forj = I ,..., N, (4.7) 
0 
fixing (a, ,..., ~1,) E R” and a, E L’(O, T) forj = l,..., N. Theorem 2 would then 
ensure strong convergence of minimizing sequences and attainment of the 
minimum subject to (4.7). 
The compactness of R is primarily due to the integration over Q used in 
defining A[u]. If, e.g., one were to consider UE L*(O, T; W’) with Bu:= 
Clinii(f) 1//Jx) (for d smooth functions ($I~>) in (4.3) and if, independently, 
one were to take A[u]:= &u~(I,!I~~, Y”)~: u= I,..., n], generalizing (4.2), 
then the argument would be essentially unchanged. The fact that 
[A; Dirichlet B. C.] defines a compact (analytic) semigroup on L*(Q) is 
not really significant here-although the regularity properties of this 
semigroup would be relevant to possible consideration of boundary obser- 
vation. 
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