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The frontal lobes control wide-ranging cognitive
functions; however, functional subdivisions of hu-
man frontal cortex are only coarsely mapped. Here,
functional magnetic resonance imaging reveals two
distinct visual-biased attention regions in lateral
frontal cortex, superior precentral sulcus (sPCS)
and inferior precentral sulcus (iPCS), anatomically
interdigitated with two auditory-biased attention
regions, transverse gyrus intersecting precentral sul-
cus (tgPCS) and caudal inferior frontal sulcus (cIFS).
Intrinsic functional connectivity analysis demon-
strates that sPCS and iPCS fall within a broad vi-
sual-attention network, while tgPCS and cIFS fall
within a broad auditory-attention network. Interest-
ingly, we observe that spatial and temporal short-
term memory (STM), respectively, recruit visual and
auditory attention networks in the frontal lobe, inde-
pendent of sensory modality. These findings not
only demonstrate that both sensory modality and
information domain influence frontal lobe functional
organization, they also demonstrate that spatial pro-
cessing co-localizes with visual processing and that
temporal processing co-localizes with auditory pro-
cessing in lateral frontal cortex.
INTRODUCTION
The visual and auditory systems are each capable of coding
spatial information and timing information, but they exhibit com-
plementary strengths andweaknesses. The visual system excels
at encoding spatial information—the retina records spatial infor-
mation with high precision, and over 20 cortical areas exhibit vi-
suospatial maps (Swisher et al., 2007; Wandell et al., 2007; Silver
and Kastner, 2009); however, the timing of visual responses is
sluggish and is influenced by nontemporal stimulus properties
such as contrast (Gawne, 2000). Conversely, the auditory sys-882 Neuron 87, 882–892, August 19, 2015 ª2015 Elsevier Inc.tem codes temporal information with high resolution and utilizes
very precise spike timing information, particularly in early,
subcortical portions of the auditory pathway (e.g., Joris et al.,
1994; Agmon-Snir et al., 1998; Adams, 2006); however, spatial
information is not encoded at the cochlea; rather, it must be
computed at a higher stage, and no evidence for auditory spatial
maps within the cortex has been reported. These comple-
mentary strengths and weaknesses are well known within the
perceptual literature. The modality appropriateness hypothesis
suggests that each sensory modality is capable of a variety of
functions, but is better than other modalities at certain functions;
when sensory modalities conflict, the modality most ‘‘appro-
priate’’ or reliable for the particular function will dominate (Welch
andWarren, 1980; O’Connor and Hermelin, 1972; Alais and Burr,
2004). Typically, when visual and auditory inputs compete, visual
cues are weighted more heavily in spatial perception (Pick et al.,
1969), while auditory cues are weighted more than visual cues in
temporal perception (for example, seeWelch et al., 1986; Shams
et al., 2000; Recanzone, 2003). Behavioral evidence suggests
that unisensory short-term memory can leverage these
specializations; specifically, unisensory inputs may be cross-
modally encoded into the short-term memory representations
associated with the ‘‘appropriate’’ modality (e.g., ‘‘hearing visual
rhythms’’ in Guttman et al., 2005).
We hypothesize that (1) higher-order cortical structures exhibit
strong biases for attention to either visual or auditory information,
(2) these structures functionally link information domain (time or
space) with the ‘‘appropriate’’ sensory modality (spatial/vision;
temporal/audition), and (3) sensory information from the ‘‘inap-
propriate’’ modality can flexibly recruit these structures when a
task demands high functioning in the nonpreferred information
domain (i.e., spatial or temporal). We call this neural hypothesis
the domain recruitment hypothesis. Here, we performed a series
of fMRI experiments to test the components of the domain
recruitment hypothesis and to investigate visual and auditory
processing in human lateral frontal cortex.
Sensory modality is a primary organizing feature of posterior
cortical regions; however, the role of sensory modality in frontal
lobe organization remains controversial. While one recent
multivariate analysis indicated that posterior lateral frontal
cortex contains information reflecting input sensory modality
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Figure 1. Experiment 1 Paradigm
Task schematic for visual versus auditory sustained spatial attention task
(Experiment 1) showing examples of (A) attend auditory and (B) attend visual
conditions. Each block began with an instruction for the subject to attend to
one of four serial presentation streams (listen/watch, left/right). Subjects
monitored the cued stream and reported the identity of digits (1–4) while
ignoring distracting letters (in attended stream) and digits (in all other streams).
Visual streams included six additional distractor streams to balance task dif-
ficulty between auditory and visual streams.(Tamber-Rosenau et al., 2013), prior human univariate functional
magnetic resonance imaging (fMRI) studies of vision and audi-
tion either point to shared multisensory structures in lateral fron-
tal cortex (Lewis et al., 2000; Johnson and Zatorre, 2006; Ivanoff
et al., 2009; Karabanov et al., 2009; Tark and Curtis, 2009;
Tombu et al., 2011; Braga et al., 2013) or report a lateral frontal
cortical bias for only one modality (for example, see Crottaz-
Herbette et al., 2004; Jantzen et al., 2005; Ra¨ma¨ and Courtney,
2005; Salmi et al., 2007), which could reflect differences in task
difficulty rather than sensory modality. Studies in nonhuman pri-
mates have reported distinct areas in lateral frontal cortex that
are biased toward audition or vision in anatomical connectivity
and/or functional response (for example, see Barbas and Mesu-
lam, 1981; Petrides and Pandya, 1999; Romanski and Goldman-
Rakic, 2002; Romanski, 2007).
Our first two experiments investigate whether sensory modal-
ity is a determining factor in the functional organization of lateral
frontal cortex. The first experiment manipulates attention to sen-
sory modality and reveals two visual-biased regions interleaved
with two auditory-biased regions in lateral frontal cortex. The
second experiment confirms the observation of interleaved vi-
sual-biased and auditory-biased attention networks in lateral
frontal cortex using resting-state functional connectivity. Our
final two experiments investigate the domain recruitment hy-
pothesis. In order to demonstrate flexible recruitment, the exper-iments focus on information in a single sensory modality at a
time, contrasting high spatial and high temporal demands first
within purely visual tasks and then within purely auditory tasks.
The results of these experiments support the domain recruitment
hypothesis, revealing strong recruitment of the auditory-biased
frontal regions by the visual temporal task and strong recruit-
ment of the visual-biased frontal areas by the auditory spatial
task.
RESULTS
We performed four fMRI experiments: (1) direct comparison of
sustained visual and auditory spatial attention, (2) resting-state
functional connectivity using regions of interest (ROIs) defined
from Experiment 1, (3) two attentionally demanding visual
short-term memory tasks differing in their spatial and temporal
demands, and (4) two attentionally demanding auditory short-
term memory tasks differing in their spatial and temporal
demands. Together, Experiments 3 and 4 served as a two-by-
two investigation to dissociate processing specific to sensory
modality (visual/auditory) from that specific to information
domain (spatial/temporal). Eleven participants completed all
four experiments; however, one participant was excluded from
analysis due to excessive head movements.
Experiment 1: Sustained Visual and Auditory Spatial
Attention
Participants were instructed to monitor one of four informational
streams (visual left, visual right, auditory left, auditory right) and
press a button when they detected a digit (a rare event among
letters) in that stream while ignoring digits presented at all times
in the competing streams (see Figure 1). Subjects performed at
84.1% ± 12.7% correct for visual attention blocks, and
79.9% ± 12.9% correct for auditory attention blocks with no sig-
nificant difference in task performance (t9 = 0.94, p = 0.37), indi-
cating they successfully monitored the correct stream in both
conditions.
In the caudal lateral frontal cortex of each hemisphere, a direct
contrast of fMRI activation across the attended sensory modal-
ities revealed two regions strongly biased for visual attention,
interleaved with two regions strongly biased for auditory atten-
tion (see Figure 2A, Table 1, and Figure S1 available online).
The superior precentral sulcus (sPCS) and inferior precentral sul-
cus (iPCS) exhibited a stronger blood-oxygen-level dependent
(BOLD) response for visual compared to auditory sustained
attention. This contrast identified the left sPCS in eight of ten
subjects, the right sPCS in eight of ten subjects, and the iPCS
in both the left and right hemispheres of nine of ten subjects.
We consistently observed a gap between these two visual-
biased areas; within this gap we observed a significant bias for
sustained attention to auditory over visual stimuli. In humans,
the precentral sulcus divides into two or more sections (Ono
et al., 1990). The gap we observed was located where the pre-
central sulcus is divided by a transverse gyrus connecting the
middle frontal gyrus and precentral gyrus; we henceforth refer
to this area as the transverse gyrus dividing the precentral sulcus
(tgPCS). The fMRI contrast of auditory greater than visual atten-
tion identified the tgPCS in the left and right hemispheres of allNeuron 87, 882–892, August 19, 2015 ª2015 Elsevier Inc. 883
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Figure 2. Contrast of Visual andAuditory Sustained Spatial Attention
(A) Statistical maps of three individual subjects showing significant differences
in a direct contrast of blocks of auditory (hot colors) versus visual (cool colors)
sustained spatial attention are overlaid onto cortical surface renderings
(sulcus, dark gray; gyrus, light gray). Black and white outlines represent ROI
definitions for auditory- and visual-biased ROIs, respectively. Note the inter-
digitated pattern of auditory and visual biases in the caudal lateral frontal
cortex. LH, left hemisphere; RH, right hemisphere; sPCS, superior precentral
sulcus; tgPCS, transverse gyrus intersecting the precentral sulcus; iPCS,
inferior precentral sulcus; cIFS, caudal inferior frontal sulcus.
(B) Average percent signal change (n = 9) relative to sensorimotor control for
auditory spatial attention and visual spatial attention conditions. Statistical
comparisons between auditory spatial attention and visual spatial attention
conditions are not included, as ROIs are defined by their direct contrast. Error
bars reflect SEM.
884 Neuron 87, 882–892, August 19, 2015 ª2015 Elsevier Inc.ten subjects. In addition to the tgPCS, we observed amore ante-
roventral region—the caudal portion of the inferior frontal sulcus
(cIFS)—that showed BOLD responses biased toward auditory
attention. cIFS was identified by the fMRI contrast in the left
and right hemispheres of nine of ten subjects. Although prior
fMRI studies have reported either auditory or visual activation
in caudal lateral frontal cortex, this is the first report of four
interdigitated regions exhibiting alternating visual and auditory
biases.
After defining ROIs based on the direct contrast of auditory
spatial attention blocks versus visual spatial attention blocks,
we calculated the activity in each ROI separately for auditory
spatial attention and visual spatial attention compared to a
sensorimotor control (see Figure 2B). This analysis included
two additional posterior regions: a posterior visual attention re-
gion (pVis), including the intraparietal sulcus, transverse occipital
sulcus, and ventral temporal lobe, and a posterior auditory atten-
tion region (pAud) including the superior temporal gyrus and sul-
cus. We excluded one subject who participated in Experiment 1
for whom we failed to observe the visual-biased ROIs. Three
subjects had 1–2 hemispheric ROIs that could not be identified
in Experiment 1 (total was 4 out of all 72 subject hemispheric
ROIs; 9 subjects 3 2 hemispheres 3 4 frontal ROIs per subject
hemisphere); we defined those ‘‘missing’’ ROIs using an event-
related sustained attention task based on the same stimulus
set (see Experimental Procedures for details). The visual-biased
ROIs, defined by greater activity during visual than auditory
spatial attention, showed significant activity for auditory spatial
attention relative to sensorimotor control in two frontal ROIs
(sPCS: t8 = 6.90, p = 0.0006; iPCS: t8 = 8.94, p = 0.0001; pVis:
t8 = 1.87, p = 0.39; Holm-Bonferonni corrected). The auditory-
biased ROIs, which are defined by greater activity during audi-
tory compared to visual spatial attention, showed no significant
activity during the visual spatial attention blocks relative to
a sensorimotor control (tgPCS: t8 = –0.42, p = 0.68; cIFS: t8 =
–1.79, p = 0.33; pAud: t8 = –1.04, p = 0.65; Holm-Bonferonni
corrected). Using a fixation baseline did not qualitatively change
our results, and time courses indicated a consistent activity
pattern throughout the blocks (see Figures S2A and S2B). Addi-
tionally, when participants attended to contralateral stimuli, we
observed bilateral contralateral bias in posterior (nonfrontal) cor-
tex in the visual attention conditions, but not in the auditory
attention conditions (see Figure S2C).
Experiment 2: Intrinsic Functional Connectivity
The interdigitated pattern of visual- and auditory-biased atten-
tion regions in the caudal lateral frontal cortex found in Experi-
ment 1 suggests that these frontal regions may be part of two
distinct attention networks. To investigate the network speci-
ficity of sPCS, iPCS, tgPCS, and cIFS for visual and auditory
attention, we examined their intrinsic (resting-state) functional
connectivity with two posterior cortical areas, pVis and pAud.
Using these seeds, defined from data in Experiment 1 (same
ROIs as used for Figure 2B), we calculated seed-to-seed func-
tional connectivity for separate resting-state fMRI runs collected
in Experiment 2.
The results revealed remarkably specific intrinsic functional
connectivity (see Figure 3 and Table 1). In both hemispheres
Table 1. Description of Regions of Interest Defined in Experiment 1 and Resting-State Functional Connectivity with Posterior Regions
Tested in Experiment 2
Region of Interest Contrast
MNI Coordinates Surface area (mm2) Correlation with pVis Correlation with pAud
Mean SD Mean SD r t p r t p
Left Hemisphere
sPCS V > A –33, –7, 47 6, 3, 5 296 133 0.47 4.54 0.01 –0.04 –0.29 1.00
iPCS V > A –44, 1, 33 6, 4, 6 206 118 0.50 5.77 0.003 –0.02 –0.19 1.00
tgPCS A > V –47, –5, 44 5, 5, 2 296 135 –0.04 –0.52 1.00 0.44 6.09 0.002
cIFS A > V –44, 12, 20 6, 4, 5 465 361 –0.04 –1.28 0.94 0.44 5.75 0.003
Right Hemisphere
sPCS V > A 34, –6, 48 6, 3, 6 475 177 0.58 6.06 0.002 0.02 0.22 1.00
iPCS V > A 46, 3, 30 6, 3, 4 322 202 0.62 5.93 0.002 –0.11 –1.07 0.94
tgPCS A > V 51, –4, 41 5, 1, 4 236 173 –0.11 –2.18 0.24 0.38 9.36 0.0001
cIFS A > V 46, 20, 18 5, 7, 4 239 151 –0.04 –1.05 0.94 0.42 4.48 0.01
Regions are listed with their sensory bias: vision greater than audition (V > A) or audition greater than vision (A > V). Correlations between frontal and
posterior regions are reported with the Pearson correlation (r), t-statistic (t), and p value (p) after Holm-Bonferroni correction for multiple comparisons.the frontal ROIs defined by a visual-attention bias, sPCS and
iPCS, showed a strong correlation with the posterior visual atten-
tion region, pVis, (white bars; all r > 0.4, p < 0.01, Holm-Bonfer-
onni corrected), but no correlation with the posterior auditory
attention region, pAud (black bars; all r < 0.05, p > 0.3, uncorrec-
ted). Conversely, in both hemispheres the frontal ROIs defined
by an auditory-attention bias, tgPCS and cIFS, showed no pos-
itive correlation with the visual attention region, pVis, (all r < 0, p >
0.2, uncorrected, except right tgPCS: negative correlation p <
0.06, uncorrected) and a strong positive correlation with the
auditory attention region, pAud (all r > 0.35, p < 0.05, Holm-Bon-
feronni corrected). Additionally, the correlations of each frontal
ROI with pVis were significantly different from the correlations
with pAud (all p < 0.02, Holm-Bonferonni corrected). The sen-
sory-biased pattern in functional connectivity was observed
across hemispheres and throughout the two networks (see Fig-
ure 3C). pVis and pAudwere not correlatedwith each other in the
left (r = 0.02) or right (r = –0.003) hemispheres. Shifting the statis-
tical threshold used to define the frontal ROIs did not qualitatively
change the correlations with posterior regions (see Figure S3A);
neither did excluding Heschl’s Gyrus when defining the pAud
ROIs (see Figure S3B). Group average connectivity maps re-
vealed a similar, but somewhat blurred, pattern of connectivity
(see Figure S4).
Hierarchical clustering of the functional connectivity distance
(1–r) between ROIs demonstrated a consistent pattern of two
independent networks, which were organized by the same sen-
sory bias detected in Experiment 1 (see Figure 3C). Bootstrap
verification indicated that the 12 ROIs were organized into the
same two networks in 98.1% of the 1000 bootstraps. A high co-
phenetic correlation (0.92) between the clustering matrix and the
original distance matrix indicated that the cluster tree accurately
represented the original correlation matrix. Using a thresholded
correlation matrix to create network graphs revealed the same
two networks shown in the hierarchical clustering (see Fig-
ure S2D). Combined with the task-based results of Experiment
1, these resting-state functional connectivity findings demon-
strate that interdigitated nodes of auditory attention and visual
attention networks exist bilaterally in lateral frontal cortex.Experiments 3 and 4: Sensory Modality and Information
Domain
The critical test of the domain recruitment hypothesis is to inves-
tigate whether these frontal attention networks are flexibly re-
cruited based on the information domain (spatial or temporal)
of the task even if sensory information is restricted to the non-
preferred modality. Our domain recruitment hypothesis predicts
that temporally demanding visual tasks will recruit the lateral
frontal auditory-biased attention network, and that spatially
demanding auditory tasks will recruit the lateral frontal visual-
biased attention network. We tested this hypothesis by manipu-
lating the spatial and temporal informational domain demands
within visual (Experiment 3) and auditory (Experiment 4) sensory
modalities using a change detection short-term memory para-
digm. In these tasks, participants evaluated whether a target
and a probe were the same (50% chance) or different (see Fig-
ures 4A and 5A, and Experimental Procedures).
In the visual tasks of Experiment 3 (Figure 4), participants
either attempted to detect a change in orientation in one of
the four simultaneously presented red bars (spatial task) or at-
tempted to detect a change in the onset-timing pattern of the
four sequentially presented red bars (temporal task). Subject
performance was not significantly different between the two
tasks (spatial, 81% ± 9%; temporal, 80% ± 5%; t8 = 0.13,
p = 0.90). The fMRI results demonstrate that the visual temporal
task, but not the visual spatial task, recruited tgPCS and cIFS,
the frontal regions of the auditory-biased attention network
identified from Experiments 1 and 2. An ANOVA revealed an
interaction between information domain and ROI within the vi-
sual modality (F3,24 = 68.48, p = 6.57e–12), but no main effect
of hemisphere (F1,8 = 0.001, p = 0.98) or interactions between
ROI and hemisphere (F3,24 = 0.49, p = 0.70), information
domain and hemisphere (F1,8 = 1.70, p = 0.23), or ROI and in-
formation domain and hemisphere (F3,24 = 1.22, p = 0.33). We
therefore combined ROIs from the two hemispheres. In the
auditory-biased tgPCS and cIFS, the visual temporal task
showed a stronger response than the spatial task, and only
the visual temporal task, but not the visual spatial task, showed
a significant BOLD response relative to the sensorimotorNeuron 87, 882–892, August 19, 2015 ª2015 Elsevier Inc. 885
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Figure 3. Group-Averaged Intrinsic Func-
tional Connectivity in Experiment 2
(A and B) Within-hemisphere (left, right) average
of Pearson correlation between resting-state time
courses of each frontal ROI and the visual-biased
pVis (white) and auditory-biased pAud (black)
ROIs showing planned statistical comparisons.
Brain images show the ROIs from one subject and
illustrate which functional connectivity relation-
ships were tested. Frontal ROIs are grouped (blue
and orange boxes) by sensory-bias demonstrated
in Experiment 1. The intrinsic functional connec-
tivity pattern confirms the key finding of Experi-
ment 1 that interleaved frontal areas participate in
attentional networks strongly biased for sensory
modality. Mean correlation from nine subjects;
error bars reflect SEM.
(C) Hierarchical cluster tree based on the (1–r)
distance matrix between all 12 ROIs. Values in
black indicate confidence based on percentage of
1,000 bootstrap average matrices matching each
subtree.control (passive viewing + button press; see Experimental Pro-
cedures and Table 2 for details). Conversely, for the visual-
biased ROIs, the visual spatial task showed greater BOLD
response in sPCS and iPCS compared to the visual temporal
task, and both tasks showed a significant response relative to
sensorimotor control. Using a fixation baseline did not qualita-
tively change our results (see Figure S5). These results demon-
strate that a purely visual task with high temporal demands can
flexibly recruit the auditory-attention biased frontal regions,886 Neuron 87, 882–892, August 19, 2015 ª2015 Elsevier Inc.tgPCS and cIFS, supporting the domain
recruitment hypothesis.
In the auditory tasks of Experiment 4
(Figure 5), participants attempted to
detect a change in the spatial location
(spatial task) or onset-timing pattern
(temporal task) of four sequentially pre-
sented complex tones. Although behav-
ioral data was not significantly different
between the two auditory tasks, there is
a trend toward the temporal task being
more difficult (spatial, 77% ± 12%; tem-
poral, 67% ± 11%; t8 = 1.9, p = 0.09);
thus, recruitment of visual areas during
the spatial task cannot be attributed to
differences in task difficulty. In the fMRI
results, we observed a complementary
relationship to that seen in the visual
tasks; high spatial demands in the audi-
tory tasks flexibly recruited the visual-
biased ROIs. An ANOVA revealed an
interaction between information domain
and ROI (F3,8 = 12.78, p = 0.007), but no
main effect (F1,8 = 0.64, p = 0.45) or
interactions with hemisphere (hemi-
sphere*ROI: F3,24 = 2.07, p = 0.13; hemi-
sphere*information domain: F1,8 = 1.85,p = 0.21; hemisphere*ROI*information domain: F3,24 = 0.74,
p = 0.42); therefore, we again combined the two hemispheres
for further analysis of the ROIs. Notably, the auditory spatial
task showed stronger recruitment of visual-biased ROIs, sPCS
and iPCS, compared to the temporal task (see Table 2). In the
auditory-biased ROIs, tgPCS and cIFS, no differences in BOLD
response were found between the auditory spatial and temporal
tasks, with both tasks showing significant activation versus the
sensorimotor control task. Both tasks also showed a significant
AB
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Figure 4. Visual Spatial and Visual Temporal Change-Detection
Tasks in Experiment 3
(A) Schematic of a single trial within a blocked design. Each trial began with a
target stimulus (200 ms for spatial, 1,333 ms for temporal), followed by a
900 ms delay, and then a probe stimulus (2,300 ms for spatial, 1,333 ms for
temporal). Subjects indicated ‘‘change’’ or ‘‘no change’’ along the attended
dimension with a right hand button press. In the spatial task, subjects at-
tempted to detect a change in the orientation of simultaneously presented red
bars (see bottom left quadrant in ‘‘change’’ example). In the temporal task,
stimuli were presented sequentially, indicated by digits (for illustration only),
with variable times between the onsets of each bar (illustrated by spacing of
hexagons).
(B) Average percent signal change (n = 9) relative to sensorimotor control
within each frontal ROI (data combined across hemispheres) for the spatial
(dark gray) and temporal (light gray) visual tasks. Error bars reflect SEM. Note
the recruitment of the auditory-biased ROIs in the visual temporal task but not
in the visual spatial task.
Table 2. Statistical Results for Paired t Tests in Experiments 3
and 4
Spatial Temporal Spatial versus Temporal
t p t p t p
Experiment 3: Visual
sPCS 9.19 0.0001 7.77 0.0003 3.12 0.014
iPCS 8.95 0.0001 6.76 0.0006 8.06 0.0002
tgPCS 0.77 0.46 12.1 1.6e–5 -5.91 0.001
cIFS 1.41 0.39 6.06 0.0009 -4.21 0.006
Experiment 4: Auditory
sPCS 9.70 7.4e-5 3.27 0.01 6.46 0.0008
iPCS 6.12 0.001 3.78 0.01 4.75 0.004
tgPCS 5.65 0.001 10.08 6.38e–5 –0.65 1.0
cIFS 6.05 0.001 6.31 0.001 0.66 1.0
Values are t-statistic (t) and p value (p) after Holm-Bonferroni correction
for multiple comparisons. Bold font indicates statistical significance
(p < 0.05 corrected). Degrees of freedom = 8 for all tests.response versus sensorimotor control in sPCS and iPCS. Using
a fixation baseline did not qualitatively change our results (see
Figure S6). Although sPCS and iPCS can be driven by eyemove-
ments (e.g., Paus 1996; Corbetta et al., 1998), the observed
functional differences cannot be attributed to eye movements
or motor responses: eye-tracking during the auditory task re-
vealed no difference in the number of eye movements betweenthe spatial and temporal task (t6 = 0.35, p = 0.74, see Figure S7
and Supplemental Experimental Methods) and motor responses
were also equivalent across tasks. As a final analysis we com-
bined the results from Experiments 3 and 4 into a single three-
way ANOVA and observed a highly significant 3-way interaction
between ROI, sensory modality, and information domain (F3,24 =
60.02, p = 2.64e–11). Taken together, the increased response for
the visual temporal compared to the visual spatial task in audi-
tory-biased frontal ROIs and the increased response for the
auditory spatial compared to auditory temporal task in visual-
biased frontal ROIs strongly support the domain recruitment
hypothesis.
DISCUSSION
Experiments 1 and 2 demonstrate that sensory modality is a key
factor in the functional organization of four regions in human
lateral frontal cortex, while Experiments 3 and 4 provide critical
tests supporting the domain recruitment hypothesis. Four func-
tionally distinct, anatomically interdigitated regions run from the
intersection of the precentral sulcus and the superior frontal sul-
cus down the precentral sulcus and into the caudal inferior fron-
tal sulcus. The two visual-biased attention network areas that we
identify are located in the sPCS and iPCS, while the two auditory-
biased network areas lie in adjacent cortex, where the transverse
gyrus intersects with the precentral sulcus (tgPCS) and just ante-
rior to iPCS in the caudal IFS (cIFS). The sensory biases of these
frontal cortical regions are demonstrated by (1) a direct contrast
of activation during auditory attention versus visual attention in a
task with matched spatial and temporal demands and (2) highly
selective intrinsic functional connectivity (resting-state) with
posterior cortical areas with known sensory biases. Consistent
with the domain recruitment hypothesis, Experiments 3 and 4
demonstrate that both areas of each network can be flexibly re-
cruited by the nonpreferred sensory modality if the information
demands of the task play to the strength (i.e., spatial or temporal
information) of the sensory modality associated with a particularNeuron 87, 882–892, August 19, 2015 ª2015 Elsevier Inc. 887
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Figure 5. Auditory Spatial and Auditory Temporal Change-Detection
Tasks in Experiment 4
(A) Schematic of a single trial within a blocked design. Each trial comprised a
target stimulus (2,350 ms), followed by a 900 ms delay, and then a probe
stimulus (2,350 ms). Subjects indicated ‘‘change’’ or ‘‘no change’’ along the
attended dimension with a right hand button press. Within each stimulus
presentation, complex spatialized tones were presented sequentially. In the
spatial task, subjects attempted to detect a change in the location of any of the
tones. In the temporal task, subjects tried to detect changes in the onset-
timing pattern of the tones.
(B) Average percent signal change (n = 9) relative to sensorimotor control
within each frontal ROI (data combined across hemispheres) for the spatial
(dark gray) and temporal (light gray) auditory tasks. Error bars reflect SEM.
Note the stronger recruitment of visual-biased ROIs for the auditory spatial
task compared to the auditory temporal task.region. A purely visual task with high temporal demands re-
cruited the auditory-biased regions, tgPCS and cIFS, while a
purely auditory task with high spatial demands recruited the
visual-biased regions, sPCS and iPCS. Our findings reveal two
distinct attentional networks that are strongly linked with
different sensory modalities (vision or audition) and are also
strongly linked with different information domain representations
(space or time, respectively).
Our findings in the visual-biased regions are consistent with
prior studies showing strong recruitment in these areas during vi-
sual attention and short-term memory tasks (Paus, 1996; Court-
ney et al., 1998; Hagler and Sereno, 2006; Kastner et al., 2007;
Jerde et al., 2012). Consistent with a prior fMRI study (Tark888 Neuron 87, 882–892, August 19, 2015 ª2015 Elsevier Inc.and Curtis, 2009), we found that auditory spatial attention re-
cruits the sPCS. In addition, we observed recruitment of iPCS.
The flexible recruitment of iPCS and sPCS—the putative human
homolog of nonhuman primate frontal eye field (FEF)—cannot be
attributed to eye motor response, as we found no differences in
eye movements between the spatial and temporal auditory
tasks. Prior visual fMRI studies using spatial attention, spatial
working memory, and/or spatial motor intention (e.g., saccade
mapping) have identified visual topographic maps in the vicinity
of sPCS and iPCS with a gap between the two regions (Hagler
and Sereno, 2006; Kastner et al., 2007; Jerde et al., 2012). This
link between frontal visual areas, sPCS and iPCS, and spatial
processing is central to one key aspect of the domain recruit-
ment hypothesis. To account for the complementary aspect of
the hypothesis, we conjecture that specialized representations
for timing and rhythm exist in the frontal auditory-biased regions,
tgPCS and cIFS. This conjecture is supported by neuroimaging
work indicating that perception and rehearsal of rhythms in the
absence of overt movements drives activation within lateral fron-
tal cortex (Karabanov et al., 2009; Chapin et al., 2010).
In this study, tgPCS and cIFS demonstrate a clear bias for
auditory attention but can be flexibly recruited under high tempo-
ral demands. Here, we introduced nomenclature for tgPCS;
however, prior studies have reported auditory task activation in
the broad vicinity of tgPCS, bilaterally, for pitch or tonal memory
(Gaab et al., 2003; Koelsch et al., 2009) and verbal memory
(Koelsch et al., 2009). Auditory task activity in the vicinity of
cIFS, though typically reported on the inferior frontal gyrus, has
previously been identified in the right hemisphere for working
memory of voices (Ra¨ma¨ and Courtney, 2005) and attention to
tones (Braga et al., 2013) and in the left hemisphere for verbal
working memory (Awh et al., 1996; Crottaz-Herbette et al.,
2004) and attention to pitch (Hill andMiller, 2010). cIFS is distinct
from Broca’s area, as Broca’s area lies ventral to the IFS. Post-
mortem receptor mapping has revealed fine-scale anatomical
subdivisions in this vicinity (Amunts et al., 2010), but further study
investigating how the presently defined functional areas relate to
those anatomical definitions is needed.
We observed that sensory modality is a key factor in the func-
tional organization of caudal lateral frontal cortex; in contrast,
there is an extensive literature positing that a domain-general,
task-positive, or multiple demand network exists in lateral frontal
cortex (Duncan andOwen, 2000; Fox et al., 2005; Duncan, 2010).
Most prior human neuroimaging work has reported that auditory
and visual responses merge in frontal cortex (Lewis et al., 2000;
Johnson and Zatorre, 2006; Ivanoff et al., 2009; Karabanov et al.,
2009; Tark and Curtis, 2009; Tombu et al., 2011; Braga et al.,
2013). Although some studies have reported a bias for one mo-
dality, these reports generally cannot exclude task or task diffi-
culty biases as the source of the sensory bias (Crottaz-Herbette
et al., 2004; Jantzen et al., 2005; Ra¨ma¨ and Courtney, 2005;
Sallet et al., 2013). Here, we clearly demonstrate distinct regions
of lateral frontal cortex that are biased for attention to sensory
modality. However, our findings do not rule out the existence
of some domain-general processing elements within lateral fron-
tal cortex; conceivably, several functional organizations are
multiplexed within this region of cortex. Nevertheless, our results
demonstrate that the multiple-demand view is an incomplete
description that overlooks the important role of sensory modality
in the functional organization of lateral frontal cortex. By
analyzing data from individual subjects on their cortical surfaces,
wewere able to obtain a higher effective spatial resolution than is
typically obtained with group-averaging methods. These
methods may have been critical to resolving multiple distinct vi-
sual-biased and auditory-biased attention regions where prior
studies found responses independent of sensory modality.
Consistent with our findings, a recent multivariate analysis study
indicated that posterior lateral frontal cortex contains informa-
tion about sensory modality, but this study did not identify spe-
cific visual-biased and auditory-biased frontal cortical areas
(Tamber-Rosenau et al., 2013).
Our findings are largely orthogonal to reports of hierarchical
organization in the LFC (e.g., Koechlin et al., 2003; Badre et al.,
2010); however, we note that the two most caudal regions in
these studies (i.e., PMD and pre-PMD) may align with sPCS
and iPCS. Similar coordinates have been reported in studies of
cognitive control (Brass et al., 2005) and salience detection (Cor-
betta and Shulman, 2002). Future studies will be needed to
investigate their colocalization as well as the role of sensory mo-
dality in relation to the proposed hierarchical organization of
frontal cortex.
The domain recruitment hypothesis is a neural hypothesis
related to themodality appropriateness hypothesis, a perceptual
hypothesis that describes the biased relationships among vision
and audition and space and time when conflicting sensory infor-
mation arises (cf. Alais and Burr, 2004, for important exceptions).
The domain recruitment hypothesis extends this concept to neu-
ral responses under higher cognitive demands. Several prior
behavioral studies investigating short-term memory for spatial
and/or temporal information presented in visual and/or auditory
modalities have reported that the visual modality is superior for
spatial STM and that the auditory modality is superior for tempo-
ral STM (e.g., Balch and Muscatelli, 1986; Glenberg et al., 1989;
Collier and Logan, 2000; Guttman et al., 2005;McAuley andHen-
ry, 2010). Cross-modal recoding (e.g., hearing visual rhythms)
may occur when the information domain of the task is not
‘‘appropriate’’ to the native stimulus modality; however, debate
remains as to whether such recoding is automatic and obligatory
or controlled and strategic (Guttman et al., 2005; McAuley and
Henry, 2010). Several subjects in the present study reported
that they could ‘‘visualize’’ the auditory spatial locations and/or
‘‘hear’’ the visual rhythms, thus the neural domain recruitment
observed here likely reflects a form of cross-sensory STM
recoding.
It is instructive to contrast our domain recruitment hypothesis
with thewell-known domain specificity hypothesis, which argues
that working memory processes that are specific to an informa-
tion domain—object identity or spatial location (‘‘what versus
where’’)—may be anatomically localized in PFC (Goldman-
Rakic, 1996). Although the validity of this hypothesis has been
debated (Romanski, 2007; Rao et al., 1997; Postle et al., 2000),
it should be noted that the domain recruitment hypothesis differs
in three primary ways: (1) it addresses temporal versus spatial
processing (‘‘when versus where’’), (2) it suggests that informa-
tion domains are biased toward sensory modalities, and (3) it
proposes that cortical regions can be flexibly recruited. Thedomain recruitment hypothesis predicts biases for both informa-
tion domain and sensory modality in cortical regions.
We observed asymmetries between visual and auditory pro-
cessing within these frontal regions. In Experiment 1, the audi-
tory-biased network regions were not driven by visual spatial
attention (versus sensorimotor baseline), but the visual-biased
network regions were driven by auditory spatial attention. Given
the spatial nature of the task, this result is predicted by the
domain recruitment hypothesis. In both Experiment 3 (visual
stimuli) and Experiment 4 (auditory stimuli), the visual-biased
network regions were more strongly activated in the spatial
than the temporal tasks. In contrast, the auditory-biased network
regions were more strongly activated in the temporal visual than
spatial visual task, but were strongly activated in both auditory
tasks of Experiment 4. This asymmetry (i.e., visual-biased re-
gions showed a difference between visual spatial and visual tem-
poral STM, while auditory-biased regions showed no difference
between auditory spatial and auditory temporal STM) is not
central to the domain recruitment hypothesis, but it is also not
predicted by the hypothesis. One possible explanation is that
auditory rhythms were encoded in both the spatial and temporal
forms of the task.
Our findings reconcile an apparent discrepancy between
the human and nonhuman primate literature regarding the func-
tional organization of caudal lateral frontal cortex. Studies in
nonhuman primates have indicated sensory-biased regions of
caudal prefrontal cortex (Petrides and Pandya, 1999; Romanski
and Goldman-Rakic, 2002; Romanski, 2007). Experiments 1 and
2 clearly demonstrate that human lateral frontal cortex also ex-
hibits functional divisions organized around sensory modality re-
gions. In nonhuman primates, the organization from dorsal to
ventral appears to run auditory (BA8b), visual (BA8a), visual
(BA45), auditory (BA12/47). We observed a different dorsal to
ventral organization: visual (sPCS), auditory (tgPCS), visual
(iPCS), and auditory (cIFS). In humans, the precentral sulcus is
interrupted by a transverse gyrus (tgPCS) (Ono et al., 1990). In
nonhuman primates, the arcuate sulcus, which serves as the
caudal border of the sensory areas, is unbroken. This gross
anatomical difference corresponds to the location of a key differ-
ence in functional organization: an auditory region between two
visual regions. Future research in humans and nonhuman pri-
mates will help to elucidate the organization of the frontal lobe,
and the findings presented here represent a significant step in
defining and understanding the functional roles of distinct net-
works in human lateral frontal cortex.EXPERIMENTAL PROCEDURES
Eleven healthy individuals (mean age, 27.1 years; range, 22–31 years, 5 fe-
males) participated in the experiments. All participants were right-handed,
native English speakers with normal or corrected-to-normal vision, received
monetary compensation, and gave informed consent to engage in the study
according to the procedures approved by the Institutional Review Board at
Boston University and/or Partners Healthcare. Participants were required to
hold gaze at a central fixation point in all experiments and were trained to
hold fixation. One participant was excluded from all analysis because of
head movements. A second participant was excluded from Experiments 2–4
due to difficulties in defining ROIs on the basis of the results of Experiment
1. Two authors (S.W.M. and M.L.R.) participated as subjects.Neuron 87, 882–892, August 19, 2015 ª2015 Elsevier Inc. 889
Data Collection
Each subject participated in a minimum of five sets of scans across multiple
sessions and separate behavioral training sessions. In addition to the four
fMRI experiments, high-resolution structural scans were collected to support
anatomical reconstruction of the cortical hemispheric surfaces. Imaging was
performed at the Center for Brain Science Neuroimaging Facility at Harvard
University on a 3-T Siemens Tim Trio scanner with a 32-channel matrix coil.
A high-resolution (1.0 3 1.0 3 1.3 mm) magnetization-prepared rapid
gradient-echo sampling structural scan was acquired for each subject. The
cortical surface of each hemisphere was computationally reconstructed
from this anatomical volume using FreeSurfer software (http://surfer.nmr.
mgh.harvard.edu/). For functional studies, T2*-weighted gradient echo,
echo-planar images were collected using 42 3 mm slices (0% skip), oriented
axially (time echo 30 ms, time repetition [TR] 2,600 ms, in-plane resolution
3.125 3 3.125 mm). In the visual spatial task, 7 of 11 subjects were scanned
on an identically equipped Siemens Tim Trio scanner at the Martinos Center
for Biomedical Imaging at Massachusetts General Hospital.
Stimulus Presentation
Visual stimuli were presented using a liquid crystal display projector illumi-
nating a screen within the scanner bore. The display extended across a visual
angle of 14 radius horizontally and 11 radius vertically. The audio system
(Sensimetrics, http://www.sens.com) included an audio amplifier, S14 trans-
former, and MR-compatible earphones. Inside the MR scanner, subject re-
sponses were collected using an MR-compatible button box.
Experiment 1: Sustained Visual and Auditory Attention
Participants monitored one of four (two auditory, two visual) rapid serial
streams of distractor letters (‘‘A,’’ ‘‘F,’’ ‘‘G,’’ ‘‘H,’’ ‘‘J,’’ ‘‘K,’’ ‘‘L,’’ ‘‘M,’’ ‘‘N,’’
‘‘P,’’ ‘‘R,’’ ‘‘X,’’ and ‘‘Y’’) for the presentation of any digit (1–4), while ignoring
the other streams containing only digits (1–9, excluding the two-syllable digit
7; see Figure 1 for example). At the beginning of each block, participants
were directed by an audiovisual cue to attend to one of the four streams
(‘‘watch left,’’ ‘‘watch right,’’ ‘‘listen left,’’ ‘‘listen right’’), perform a sensorimotor
control (‘‘passive’’), or simply hold fixation with only a central cross presented
(‘‘fixation’’). Participants were instructed to press the corresponding button
(1–4) whenever a digit was presented in the attended stream (3 times per
26 s block). Ten stimuli (2 auditory, 2 visual, and 6 visual flankers) were simul-
taneously presented for 300 ms followed by a 350 ms interstimulus interval
(ISI). Each participant completed 3–6 fMRI runs, with each run containing 12
blocks evenly divided into 6 conditions: attend to left auditory, attend to right
auditory, attend to left visual, attend to right visual, sensorimotor control, and
fixation. Each block lasted 26 s, included 40 serial stimulus presentations, and
was preceded by a 2.6 s cue period (voice and text indicating the next block).
In the sensorimotor control condition, all streams contained only digits and
participants were instructed to press each of the 4 available buttons 1 time
at a relaxed pace at any point during the block.
The visual stimuli (white, 1.5 3 1.5, presented on a dark gray background)
were located 4.5 to the left and right of a central fixation cross (1.5 3 1.5) and
were flanked by three additional distractor streams on each side that always
contained distractor digits. Auditory streams were generated from monaural
recordings of 8 digits and 13 letters spoken by a single male talker. Each
digit/letter was sampled at 44.1 kHz with a duration of 300 ms and windowed
with cosine-squared onset and offset ramps (30ms ramp time). Eachmonaural
digit recording was used to generate a binaural, lateralized signal in which the
signal at the 2 ears was identical, except for an interaural time delay (ITD) of
800 ms leading either right or left (with no interaural level difference). Thismanip-
ulation resulted in lateralized percepts, with the digits perceived as coming
from either right or left of the median plane, depending on the sign of the ITD.
Three subjects participated in an additional event-related sustained atten-
tion task using a similar stimulus set. These data were not included in the
data for Experiment 1, but rather served as a back-up method for defining
frontal ROIs in three individual subjects for use in Experiments 2–4. In the
event-related task, participants attended to one of four streams of letters
(two auditory, two visual), while ignoring all other streams. Each of the stimulus
streams was assigned a digit 1–4. A digit presented in the attended stream
indicated that the participant should either shift their attention to a new stream890 Neuron 87, 882–892, August 19, 2015 ª2015 Elsevier Inc.or continue to maintain attention to the current stream (if the presented digit
matched the currently attended stream). In the event-related task, the stimuli
in the two visual streams (no flankers) were presented centrally.
Experiment 2: Intrinsic Functional Connectivity
Subjects also participated in resting-state scans, in which participants were in-
structed to keep their eyes open, maintain fixation on a centrally presented
cross, allow their minds to wander, and avoid repetitive activities such as
counting. Each runwas either 139 or 256 time points, and subjects participated
in one to two runs. Imaging parameters were the same as in Experiment 1.
Experiment 3: Spatial and Temporal Visual Tasks
Both Experiment 3 (visual) and Experiment 4 (auditory) manipulated the infor-
mation domain (spatial or temporal) demands of the task within a sensory mo-
dality. All four tasks used a change detection paradigm where each trial
comprised a target stimulus, followed by a 900 ms delay with only a fixation
cross, and then a probe (50% chance of change from target in the attended
feature) and response period. Subjects were instructed to respond using a
right hand button press to denote whether the attended feature changed be-
tween the target and probe stimulus presentation. Each task was compared
to a sensorimotor control condition, where the stimuli matched the active
task condition and subjects were instructed to refrain from doing the task
but to respond with a random button press at the end of each trial. Each run
was divided into blocks of task and sensorimotor control conditions. The
two visual tasks occurred in different runs and in different sessions for 8 of
11 of subjects. Imaging parameters were the same as in the prior experiments.
In the visual spatial task (see Figure 4A), participants were instructed to
covertly attend to the orientation of four red colored bars, oriented vertically
or horizontally and presented among 12 blue distractor bars. Bars were evenly
distributed across hemifields with two red bars in each hemifield. Each bar
subtended 0.3 3 0.9of visual angle. The target stimulus was presented for
200 ms, and the probe and response period was 2,300 ms (probe stimulus
on for 1,900 ms). In the ‘‘change’’ trials, the orientation of one of the four red
target bars would change by 90 between the target and probe stimulus pe-
riods. In the sensorimotor control condition, all bars were blue and no change
occurred between the target and probe stimuli.
In the visual temporal task (see Figure 4A), participants attended to the
onset-timing pattern of the red bars. Both the target stimulus and the probe
stimulus were presented in 1.33 s periods, beginning with the onset of 12
blue bars and followed by the sequential onset of four red bars. The stimulus
onset asynchrony (SOA) of the bars ranged between 133 and 400 ms. Within
a trial, the bars always appeared in the same orientation, location, and order.
In ‘‘change’’ trials, the timing pattern of the probe stimuli differed from that of
the target stimuli. In the sensorimotor control condition, all bars were blue and
no change occurred between the target and probe stimuli.
Experiment 4: Spatial and Temporal Auditory Tasks
Experiment 4 (see Figure 5A) used a change detection paradigm, mirroring
Experiment 3. The same auditory stimuli were used in the spatial and temporal
tasks (only the attended feature changed). Each stimulus comprised a
sequence of four complex tones presented over a 2,350 ms period, with
each tone including frequencies in the first three harmonics of three funda-
mental frequencies (130.81 Hz, 174.61 Hz, and 207.65 Hz) at equal intensity,
ramped on and off with a 16ms-long cosine squaredwindow. Each tone lasted
370 ms with between tone intervals (BTIs) ranging from 120 to 420 ms. All
tones were the same combination of sine waves and were separated by irreg-
ular BTIs. ITDs of –1,000 ms, –350 ms, 0 ms, 350 ms, and 1,000 ms were used to
spatially localize the tones along the azimuth. The first tone in the sequence
was always located centrally (0 ms ITD). In the auditory spatial task, subjects
attended to the locations of the tones. In ‘‘change’’ trials, one of the three tones
following the initial centered tone was relocated to the unused spatial location.
In the temporal task, subjects attended to the timing pattern of the sequence of
tones. In ‘‘change’’ trials, one of the BTIs changed by at least 50 ms between
the target and probe stimulus. In both of the auditory tasks, the other dimen-
sion (location or timing) was the same for the target and probe stimuli. In the
sensorimotor control condition, no change occurred between the target and
probe stimuli along the dimension of either timing or location.
Eye Tracking
Participants were eye-tracked in the scanner in Experiments 1 and 4; see Sup-
plemental Information for details.
fMRI Analysis
Functional data were analyzed using Freesurfer/FS-FAST (CorTech, Inc.) with
an emphasis on localizing distinct cortical areas on individual subject’s cortical
surfaces. All analysis was performed on subject-specific anatomy. All subject
data were registered to the individual’s anatomical data using the mean of the
functional data, motion corrected by run, slice-time corrected, intensity
normalized, resampled onto the individual’s cortical surface (voxels to
vertices), and spatially smoothed on the surface with a 3 mm full-width half-
maximum Gaussian kernel.
Analysis of the Experiment 1, 3, and 4 scans used standard procedures and
Freesurfer FS-FAST software (Version 5.1.0). Scan time series were analyzed
vertex-by-vertex on the surface using a general linear model (GLM) whose re-
gressors matched the time course of the experimental conditions. The time
points of the cue period were excluded by assigning them to a regressor of
no interest. In addition, singular value decomposition reduced the six vectors
from motion correction (degrees of freedom) to 3 eigenvectors, which were
included as nuisance regressors. The canonical hemodynamic response func-
tion was convolved with the regressors before fitting; this canonical response
wasmodeled by a g function with a delay of d = 2.25 s and decay time constant
of t = 1.25. A contrast between different conditions produced t-statistics for
each vertex for each subject.
In Experiment 1, ROIs were defined on each individual subject based on a
direct contrast of blocks in which the subject attended to one of the auditory
streams and blocks in which the subject attended to one of the visual streams.
This direct contrast was liberally thresholded at p < 0.05 uncorrected to maxi-
mally capture vertices showing a bias for attention to either the auditory or the
visual stimuli (this resulted in all ROIs being larger than 48 mm2). All behavioral
data were compared using two-tailed paired t tests across conditions.
For ROI analysis in Experiments 1, 3 and 4, the percentage signal change
data were extracted for all voxels in the ROI and averaged across all blocks
for all runs for each condition. The percent signal changemeasure was defined
relative to the average activation level during the sensorimotor control condi-
tion. Separately for Experiments 3 and 4, we evaluated the ROI data extracted
for each subject to test the relationship between the factors of ROI (sPCS,
tgPCS, iPCS, cIFS), hemisphere (left, right), and information domain (spatial,
temporal) using repeated-measures analysis of variance (ANOVA) in SPSS
(http://www.ibm.com/software/analytics/spss/). If Mauchly’s test indicated a
violation of sphericity (e.g., Experiment 4), lower bound corrections were
applied to the degrees of freedom of the F-test to reduce the likelihood of false
positives in the ANOVA. When no interaction involving hemisphere was found,
we combined ROI data across hemispheres. Based on our hypotheses, we
were primarily interested in interactions between ROI and task. When this
interaction was significant in the ANOVA, we conducted a two-tailed paired t
test for each ROI to test the effect of information domain (four comparisons).
Within each experiment, the p values from these t tests were corrected formul-
tiple comparisons using the Holm-Bonferroni method. Additional paired t tests
were performed (and similarly corrected) to test if each task was significantly
activated in each frontal ROI relative to its sensorimotor control.
In Experiment 2, the resting-state data underwent additional processing us-
ing Matlab to reduce artifacts that could lead to spurious functional connectiv-
ity. Following the preprocessing described above, the data underwentmultiple
regression with nuisance regressors including the average white matter signal,
average signal from the ventricular regions of interest, whole brain signal aver-
aged across the whole brain, and 12 motion regressors (6 motion parameters
from Freesurfer motion correction and their 6 temporal derivatives). We
removed motion time points and applied a band-pass filter with 0.01 < f <
0.08 Hz. We then calculated the average time course within each of the 12
ROIs defined in Experiment 1 for each subject. The Pearson’s correlation
coefficients were calculated for each posterior ROI (pVis and pAud) with
each frontal ROI (sPCS, tgPCS, iPCS, and cIFS) within each hemisphere for hy-
pothesis-driven tests. Group-level significance of correlations was tested us-
ing t tests on the z values, but graphs show mean Pearson correlations. All t
tests were then corrected for multiple comparisons using the Holm-Bonferronimethod. Hierarchical clustering was conducted using a distance measure of
(1–r) and a common average linkage method (UPGMA). Cluster tree branch
points were validated using 1,000 bootstraps to calculate the percentage of
bootstrap trees containing a subtree that matched a subtree in the original
cluster tree. See Supplemental Information for Experiment 2 analysis details.
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