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Presentació
La Universitat d’Alacant vol ser una universitat multilingüe amb personal i
estudiants plurilingües actius, i això només és possible amb una bona formació
en llengües, un component clau per a una universitat competitiva. Tot i que
l’entorn més eficaç per a l’aprenentatge de les llengües és la immersió social
o l’aprenentatge natural al si de la família, en l’àmbit escolar i universitari,
aquests entorns es poden generar amb el tractament integrat de llengües i
continguts.
Des de l’equip de govern de la Universitat d’Alacant valorem la docència
en valencià (i en altres llengües) com un component molt positiu en la forma-
ció universitària dels futurs professionals que estudien en aquesta Universitat.
És una obligació de la Universitat formar bons professionals que en un futur
pròxim puguen exercir en valencià, en castellà i en anglès, o en qualsevol altra
llengua.
Aquest material docent que ara presentem és un resultat més d’aquest
compromís de l’actual equip de direcció de la Universitat de preparar bons
professionals. Per a fer possible que els alumnes actuals i futurs de la Univer-
sitat puguen exercir de manera competent la seua professió en valencià hem
de preparar bons professors que puguen impartir la docència en valencià i pro-
porcionar materials de suport amb la millor qualitat possible.
Un altre objectiu de la Universitat és promoure el coneixement en obert i
facilitar i compartir recursos entre les universitats i els seus usuaris. Per això,
aquests materials estan disponibles en edició digital i en el Repositori de la
Universitat d’Alacant (RUA).
L’edició de materials docents en valencià, l’autoarxivament en el RUA i
l’impuls del coneixement en obert, són accions que formen part del desple-
gament d’una de les línies estratègiques de política lingüística: “Millorar i
augmentar l’oferta de la docència en valencià i garantir-ne una bona qualitat
lingüística” del Pla de Política Lingüística de la Universitat d’Alacant (BOUA
de 5 de juliol de 2011).
Aquestes iniciatives de suport a l’ús del valencià com a llengua d’ensenya-
ment i aprenentatge han comptat amb el suport de la Generalitat Valenciana
a través del conveni per a la promoció de l’ús del valencià.
Manuel Palomar Sanz
Rector
v

Introducció
El material docent que presentem comprèn els continguts bàsics d’àlgebra
lineal que són habituals en la major part de les carreres tècniques i científiques.
Més concretament, aquests materials han sigut elaborats pensant en l’assigna-
tura Fonaments Matemàtics de l’Enginyeria I del grau en Enginyeria Civil de
la Universitat d’Alacant, una assignatura bàsica, de 6 crèdits, que s’imparteix
en el primer quadrimestre del primer curs de carrera.
El nivell dels continguts teòrics d’aquest material s’ajusta al que es treballa
en classe, tot incidint en els exemples i els casos concrets, sense perdre mai el
llenguatge formal propi de les matemàtiques. Les demostracions de la major
part dels resultats teòrics han sigut omeses, llevat d’aquells casos on les tèc-
niques són constructives i la mateixa demostració del resultat ajuda a la seua
posterior aplicació. En canvi, hem intentat que els exemples foren abundants.
Així, després de la introducció d’un concepte nou apareix algun exemple que
ajuda a comprendre la definició teòrica i la consolida. De la mateixa manera,
també hem posat exemples d’aplicació després de cada resultat teòric, que són,
en la pràctica, molt importants per tal que l’alumnat assimile fàcilment les no-
ves tècniques. Finalment, cada capítol conclou amb una col·lecció d’exercicis
proposats sobre els temes tractats. El grau de dificultat d’aquests exercicis és
variat i s’ajusta als continguts treballats en classe.
Xaro Soler Escrivà
Universitat d’Alacant, febrer de 2012
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Capítol 1
Espai vectorial real
L’estructura algebraica d’espai vectorial és una de les estructures algebrai-
ques que més fruits han donat en el camp de la matemàtica aplicada. Sense
cap dubte, és de particular importància el concepte d’espai vectorial real, que
és el que tractarem nosaltres.
1.1 Espais vectorials. Bases
1.1.1 Definició i exemples
Definició 1.1: Anomenarem espai vectorial real (o R-espai vectorial) un con-
junt V dotat de dues operacions:
1. +: V × V −→ V , que a un parell (~u,~v) ∈ V × V li assigna l’element de
V que denotem ~u+ ~v, i
2. · : R× V −→ V , que a cada parell (λ,~v) ∈ R× V li assigna l’element de
V que denotem λ · ~v o, simplement, λ~v.
Aquestes dues operacions han de satisfer les següents propietats:
(a) + és commutativa: ~u+ ~v = ~v + ~u, per a qualssevol ~u, ~v ∈ V ;
(b) + és associativa: (~u+ ~v) + ~w = ~u+ (~v + ~w), per a qualssevol ~u, ~v, ~w ∈ V ;
(c) + té element neutre, denotat ~0, tal que ~u+~0 = ~0+~u = ~u, per a tot ~u ∈ V ;
(d) tot element ~u ∈ V té un simètric −→−u ∈ V tal que ~u+ (−→−u) = ~0;
(e) λ(~u+ ~v) = λ~u+ λ~v, per a qualssevol ~u, ~v ∈ V i per a tot λ ∈ R;
(f) (λ+ µ)~u = λ~u+ µ~u, per a tot ~u ∈ V i per a qualssevol λ, µ ∈ R;
(g) (λµ)~u = λ(µ~u), per a tot ~u ∈ V i per a qualssevol λ, µ ∈ R;
(h) 1R~u = ~u, per a tot ~u ∈ V .
Els elements ~v d’un espai vectorial V s’anomenen vectors de l’espai V . Els
elements λ de R els anomenem escalars.
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Exemples 1.2: Dos espais vectorials molt importants són:
(a) El conjunt Rn = {(x1, . . . , xn) : xi ∈ R , i = 1, . . . , n}, sobre el qual defi-
nim dues lleis de composició o operacions: una llei de composició interna
(suma o addició),
(x1, . . . , xn) + (y1, . . . , yn) = (x1 + y1, . . . , xn + yn) ,
i una llei de composició externa (producte d’un nombre real per un element
de Rn),
λ (x1, . . . , xn) = (λx1, . . . , λxn) , ∀ λ ∈ R .
Amb aquestes dues operacions és fàcil comprovar que Rn té estructura
d’espai vectorial real.
(b) El conjunt Mm×n(R) = Rm×n de les matrius reals d’ordre m × n. So-
bre aquest conjunt, considerem dues operacions: la suma de matrius i el
producte d’una matriu per un escalar.
Amb aquestes operacions, Rm×n té estructura d’espai vectorial real. 
Observació 1.3: Per tal que un conjunt tinga estructura d’espai vectorial,
és condició necessària que tinga element neutre per a la suma. Així, en els
exemples anteriors, el vector (0, . . . , 0) és el neutre de Rn i la matriu nul·la
d’ordre m× n és el neutre per a la suma de matrius en Rm×n.
Exemples 1.4: Dins de Rn hi ha conjunts que (amb les lleis suma i producte
per un escalar de R) són espais vectorials i altres que no. Així, per exemple:
(a) El conjunt U = {(x, y, z) ∈ R3 : x+ y = 1} no és un espai vectorial.
(b) El conjunt V = {(x, y) ∈ R2 : x+ y = 0} és un espai vectorial.
(c) El conjunt W = {(x, y, z) ∈ R3 : x2 + 2y = 0} no és un espai vectorial. 
Proposició 1.5 (Propietats bàsiques): En tot espai vectorial V , donats
~u,~v, ~w ∈ V i λ ∈ R, es verifica:
• ~u+ ~w = ~v + ~w =⇒ ~u = ~v
• λ~0 = ~0
• 0~v = ~0
• (−1)~v = −~v
• λ~v = 0 =⇒ λ = 0 o bé ~v = ~0
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1.1.2 Dependència i independència lineal
Definició 1.6: Donat un R-espai vectorial V , i donat ~v ∈ V , direm que ~v
és combinació lineal del conjunt de vectors {~v1, ~v2, . . . , ~vm} ⊂ V si existeixen
escalars α1, α2, . . . , αm ∈ R tals que:
~v = α1~v1 + α2~v2 + · · ·+ αm~vm .
Definició 1.7: Donat el conjunt de vectors {~u1, ~u2, . . . , ~um} ⊂ V , ambm > 1,
direm que:
• Són linealment dependents (o que formen un sistema lligat) si almenys
un d’ells és combinació lineal de la resta.
• Són linealment independents (o que formen un sistema lliure) en cas con-
trari.
Per conveni, el conjunt {~v} és lliure si ~v 6= ~0 i és lligat si ~v = ~0.
Exemples 1.8: (a) El sistema {(1, 2), (3,−4), (0, 2)} de R2 és lligat.
(b) El sistema {(1, 2), (0, 0)} de R2 és lligat.
(c) El sistema {(1, 2, 0), (1, 0, 0)} de R3 és lliure. 
Algunes propietats immediates són:
1. Qualsevol conjunt que continga el vector nul és linealment dependent.
2. Si M és un conjunt linealment dependent i M ⊆ M ′, aleshores M ′ és
també linealment dependent.
3. Si M és un conjunt linealment independent i M ′ ⊆ M , aleshores M ′ és
també linealment independent.
4. Una condició equivalent a la independència lineal del conjunt {~u1, . . . , ~un} ⊂
V és:
α1~u1 + α2~u2 + · · ·+ αn~un = ~0 =⇒ α1 = α2 = · · · = αn = 0
Definició 1.9: Donat el conjunt de vectors S = {~u1, ~u2, . . . , ~um} ⊂ V , es
defineix el rang del conjunt S com el nombre màxim de vectors linealment
independents que hi ha en S.
Per tal de calcular el rang d’un conjunt de vectors S, és molt útil considerar
la matriu A que té per files els vectors de S. El rang del conjunt de vectors
S coincideix amb el rang de A. Al seu torn, calcular el rang d’una matriu és
fàcil amb el mètode de Gauss, que realitza transformacions elementals sobre la
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matriu. La importància de les transformacions elementals radica en el fet que
no modifiquen el rang de la matriu original. Les transformacions elementals
de files sobre una matriu poden ser de tres tipus:
1. Intercanviar la fila i amb la fila j.
2. Multiplicar una fila per un nombre real no nul.
3. Reemplaçar la fila i per λ vegades la fila j més la fila i.
Per tant, el rang d’un conjunt de vectors S, es pot calcular escalonant la
matriu A (les files de la qual són els vectors de S) mitjançant transformacions
elementals de files.
Exemple 1.10: Donat el conjunt de vectors S = {(1, 2, 0), (1,−1, 1), (2, 1, 1)}
de R3, anem a calcular el seu rang, així com un subconjunt màxim de vectors
independents:
A =
 1 2 01 −1 1
2 1 1
 −→
 1 2 00 −3 1
0 −3 1
 −→
 1 2 00 −3 1
0 0 0

La tercera matriu, que ja està escalonada, ens indica que el rang de S (o de
A) és 2 i que els vectors (1, 2, 0) i (1,−1, 1) formen un subconjunt màxim de
vectors independents. 
Exercici 1.11: Calcula el rang, així com un subconjunt màxim de vectors in-
dependents, dels sistemes de vectors d’exemples 1.8.
1.1.3 Sistemes generadors d’un espai vectorial
Definició 1.12: Direm que el conjunt {~u1, ~u2, . . . , ~um} ⊂ V és un sistema
generador de V si qualsevol vector de V és combinació lineal d’ells.
Exemples 1.13: (a) Els conjunts A = {(1, 0), (0, 1)}, B = {(1, 2), (−1, 1)} i
C = {(1, 0), (0, 1), (1, 2)}, són sistemes generadors de l’espai vectorial R2.
(b) El conjunt D = {(−1, 1)} és un sistema generador de l’espai V = {(x, y) ∈
R2 : x+ y = 0}, però no ho és de l’espai R2. 
Teorema 1.14 (Teorema del rang): Tots els sistemes generadors d’un ma-
teix espai vectorial V tenen el mateix rang.
Exercici 1.15: Comprova que el rang dels conjunts A, B i C d’exemples
1.13(a), és 2.
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1.1.4 Bases d’un espai vectorial. Dimensió
Definició 1.16: Direm que el conjunt de vectors {~u1, ~u2, . . . , ~um} ⊂ V és base
de l’espai V si és lliure i sistema generador de V .
Exemples 1.17: (a) Els conjunts A = {(1, 0), (0, 1)} i B = {(1, 2), (−1, 1)}
són bases de R2.
(b) El conjunt C = {(1, 0), (0, 1), (1, 2)} és un sistema generador de R2 però
no és base de R2.
(c) El conjunt D = {(−1, 1)} és un sistema lliure de R2, però no és base de
R2. Tanmateix, D sí que és base de l’espai V = {(x, y) ∈ R2 : x+y = 0}.
Exemple 1.18 (Base canònica de Rn): D’entre totes les bases de l’espai
vectorial Rn, hi ha una que reb el nom especial de base canònica de Rn i que
denotarem per Can(Rn) = {~e1, . . . , ~en}.
• La base Can(R2) = {~e1 = (1, 0), ~e2 = (0, 1)} és la base canònica de R2.
• Anàlogament, Can(R3) = {~e1 = (1, 0, 0), ~e2 = (0, 1, 0), ~e3 = (0, 0, 1)} és
la base canònica de R3.
• I, en general, Can(Rn) = {~e1 = (1, 0, . . . , 0), ~e2 = (0, 1, 0, . . . , 0), . . . , ~en =
(0, . . . , 0, 1)} és la base canònica de Rn. 
Teorema 1.19: Dues bases finites d’un espai vectorial tenen el mateix nombre
de vectors. Anomenem aquest nombre dimensió de l’espai vectorial.
Exemples 1.20: (a) La dimensió de Rn és n.
(b) La dimensió de l’espai V = {(x, y) ∈ R2 : x+ y = 0} és 1. 
En el que segueix, suposarem sempre que estem treballant amb espais vec-
torials de dimensió finita.
Observació 1.21: Si V = {~0}, aleshores V no posseeix cap base, ja que no
conté vectors linealment independents. Por tant, la dimensió d’aquest espai és
zero. I, al revés, l’únic espai que té dimensión zero és V = {~0}.
Teorema 1.22 (Teorema de la base incompleta): Tot conjunt de vectors
linealment independents d’un espai vectorial es pot completar amb més vectors,
fins obtenir una base de l’espai total.
6 1.1. Espais vectorials. Bases
Exemple 1.23: El conjunt D = {(−1, 1)} és un sistema lliure de R2, però
no és base de R2. Com la dimensió de R2 és 2, podem completar a una base
de R2 afegint un vector que siga linealment independent de (−1, 1). Així per
exemple, {(−1, 1), (2, 1)} i {(−1, 1), (0, 1)} són dues bases de R2. 
Teorema 1.24: Qualsevol sistema generador d’un espai vectorial es pot reduir
fins obtenir una base de l’espai total.
Exemple 1.25: El conjunt C = {(1, 0), (0, 1), (1, 2)} és un sistema generador
de R2 però no és base de R2. Tanmateix, els subconjunts C1 = {(1, 0), (0, 1)},
C2 = {(1, 0), (1, 2)} i C3 = {(0, 1), (1, 2)} són bases de R2. 
Observació 1.26: Si V és un espai vectorial de dimensió n, aleshores:
(a) Qualsevol subconjunt de V de p vectors, amb p > n, és un sistema lligat.
(b) Qualsevol subconjunt de V de n vectors linealment independents és una
base de V .
1.1.5 Coordenades d’un vector respecte d’una base
Teorema 1.27 (Teorema de caracterització d’una base): Donat un es-
pai vectorial V , un conjunt de vectors B = {~u1, ~u2, . . . , ~un} ⊂ V és base de V
si i només si cada vector de V s’expressa de forma única com a combinació
lineal dels vectors del conjunt B.
Exemples 1.28: (a) Sabem que el conjunt B = {(1, 2), (−1, 1)} és base de
R2 (Exemples 1.17(a)). Per tant, el Teorema 1.27 ens assegura que cada
vector (x, y) de R2 s’expressa de forma única com combinació lineal de
~v1 = (1, 2) i ~v2 = (−1, 1). En efecte, si escrivim
(x, y) = α(1, 2) + β(−1, 1)
obtenim α = x+y3 i β =
y−2x
3 .
(b) Sabem que el conjunt D = {(−1, 1)} no és base de R2 (Exemples 1.17(c)).
Per tant, el Teorema 1.27 assegura que hi ha vectors de R2 que no són
combinació lineal d’~u = (−1, 1). En efecte, el vector ~v = (0, 1) no ho és.
(c) Sabem que el conjunt C = {(1, 0), (0, 1), (1, 2)} no és base de R2 (Exemples
1.17(b)). Por tant, el Teorema 1.27 ens diu que hi ha vectors de R2 que
no es poden escriure de forma única com combinació lineal dels vectors de
C. En efecte,
(0, 0) = 0(1, 0) + 0(0, 1) + 0(1, 2) = 1(1, 0) + 2(0, 1)− 1(1, 2)
. 
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Definició 1.29: Si B = {~u1, ~u2, . . . , ~un} és base de V i ~v ∈ V , pel Teorema
1.27 sabem que existeixen α1, . . . , αn ∈ R escalars únics tals que
~v = α1~u1 + · · ·+ αn~un.
Anomenem coordenades del vector ~v en la base B als escalars α1, . . . , αn i
escriurem ~v = (α1, . . . , αn)B.
Observació 1.30: Si V = Rn i B = Can(Rn), prescindirem del subíndex, és
a dir:
~v = (α1, . . . , αn)Can(Rn) = (α1, . . . , αn) = α1~e1 + · · ·+ αn~en
Exemples 1.31: (a) Les coordenades d’un vector de Rn respecte de la base
canònica coincideixen amb les n components del vector. Així per exemple,
les coordenades canòniques del vector ~v = (2, 3) són (2, 3), ja que
~v = (2, 3) = 2(1, 0) + 3(0, 1) = 2~e1 + 3~e2.
(b) Les coordenades del vector (x, y) de R2 en la base B = {(1, 2), (−1, 1)} són
(x+y3 ,
y−2x
3 )B (Exemples 1.28). 
1.1.6 Canvi de base
Definició 1.32: Siguen U = {~u1, ~u2, . . . , ~un} i V = {~v1, ~v2, . . . , ~vn} dues bases
d’un espai vectorial V . Suposem que ~uj = (a1j , . . . , anj)V , per a 1 ≤ j ≤ n,
(és a dir, a1j , . . . , anj són les coordenades de ~uj en la base V).
Es defineix la matriu canvi de base, de la base U a la base V, com la matriu
formada pels escalars aij , 1 ≤ i, j ≤ n, i la denotem per PUV . Així doncs,
PUV =
 a11 · · · a1n... . . . ...
an1 · · · ann

La columna j-èssima de la matriu PUV està formada per les coordenades del
vector ~uj en la base V.
Observació 1.33: Les matrius canvi de base sempre són regulars. A més, és
fàcil demostrar que
(PUV)−1 = PVU .
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Teorema 1.34: Amb la notació utilitzada en la definició anterior, si ~x ∈ V i
les seues coordenades en les bases U i V són ~x = (α1, . . . , αn)U = (λ1, . . . , λn)V ,
es satisfà la següent igualtat:
PUV
 α1...
αn
 =
 λ1...
λn

Si denotem per XU , el vector columna format per les coordenades de ~x en
U i, anàlogament, XV denota el vector columna de les coordenades de ~x en V,
el teorema anterior ens diu que
PUVXU = XV
Exemple 1.35: En R2, la matriu canvi de base, de la base Can(R2) a la base
V = {(0, 1), (1, 1)} és
PCan(R2)V =
( −1 1
1 0
)
.
I les coordenades en V del vector (3, 5) són (2, 3)V , ja que( −1 1
1 0
)(
3
5
)
=
(
2
3
)
. 
1.2 Subespais vectorials
1.2.1 Definició i exemples
Definició 1.36: Siga V un espai vectorial. Direm que un subconjunt S de
V és subespai vectorial de V si, amb les lleis de V , S és, ell mateix, un espai
vectorial, és a dir, si verifica:
(a) La suma de dos vectors qualssevol de S és un vector de S.
(b) El producte d’un escalar de R per un vector de S torna a estar en S.
Equivalentment, es poden substituir les condicions (a) i (b) per:
∀ ~v, ~w ∈ S; ∀α, β ∈ R =⇒ α~v + β ~w ∈ S
Exemples 1.37: (a) El conjunt {(1, 1, 1), (2, 0, 1), (0, 1, 1)} no és subespai vec-
torial de de R3.
(b) L’únic subconjunt finit de Rn que és subespai vectorial de Rn és {(0, . . . , 0)}.
(c) El conjunt {(x, y) ∈ R2 | x+ 3y = 0} és subespai vectorial de R2.
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(d) El conjunt {(x, y, z) ∈ R3 | x+y+z = 1} no és subespai vectorial de R3.
1.2.2 Subespai generat per un conjunt de vectors
Definició 1.38: Anomenem subespai generat per un conjunt de vectors
{~u1, ~u2, . . . , ~um} de V , el conjunt de totes les seues possibles combinacions
lineals, que denotarem 〈~u1, ~u2, . . . , ~um〉. És a dir
〈~u1, ~u2, . . . , ~um〉 = {α1~u1 + · · ·+ αm~um | αi ∈ R, i = 1, . . . ,m}.
És fàcil comprovar que, efectivament, es tracta d’un subespai vectorial de V .
A més, el conjunt de vectors {~u1, ~u2, . . . , ~um} és un sistema generador d’aquest
espai.
Exemples 1.39: (a) Si un conjunt de vectors és base d’un espai vectorial
V , aleshores el subespai generat por aquests vectors és tot V . Així per
exemple, el subespai de R2 generat pels vectors {(1, 2), (0,−1)} és tot R2.
(b) El subespai generat per {(1, 1)} consisteix en tots els vectors que són pro-
porcionals al vector (1, 1). És a dir,
〈(1, 1)〉 = {α(1, 1) | α ∈ R}.
(c) El subespai generat pel vector nul és el subespai nul, format únicament
per aquest vector. 
1.2.3 Equacions cartesianes i paramètriques d’un subes-
pai de Rn
Siga S un subespai vectorial de Rn de dimensió r < n. Suposem que
B = {~v1, . . . , ~vr} és una base de S. Anomenem equacions paramètriques de
S a les equacions que lliguen cada component d’un vector qualsevol ~x de S
respecte de la base B. Les equacions paramètriques canvien si canviem la
base B considerada, però sempre es tracta d’un sistema de n equacions amb r
incògnites, que anomenem paràmetres. Vegem-ho sobre un exemple:
Exemple 1.40: Les equacions paramètriques del subespai vectorial S de R3
generat pels vectors ~v1 = (1, 0, 1) i ~v2 = (−1, 1, 0) són
x = α− β
y = β
z = α
ja que
(x, y, z) ∈ S ⇐⇒ (x, y, z) = α(1, 0, 1) + β(−1, 1, 0)
. 
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Si en el sistema d’equacions paramètriques de S eliminem els r paràmetres,
s’obtenen les anomenades equacions cartesianes o implícites de S. Es té que un
vector ~x està en S si i només si les components de ~x satisfan totes les equacions
cartesianes de S.
Així, en el exemple anterior, en eliminar els paràmetres α i β, obtenim una
única equació cartesiana: x+ y − z = 0.
En la pràctica, és útil recordar que:
1. En les equacions paramètriques del subespai S, el nombre de paràmetres
coincideix amb r, la dimensió de S .
2. El nombre d’equacions cartesianes de S és igual a n − r (dimensió de
l’espai total menys dimensió de S).
1.2.4 Intersecció i suma de subespais
Definició 1.41: Donats dos subespais vectorials S1, S2 de V , definim la in-
tersecció dels subespais de manera natural:
S1 ∩ S2 = {~x ∈ V | ~x ∈ S1 ∧ ~x ∈ S2}
És fàcil comprovar que S1 ∩ S2 és un nou subespai vectorial de V . De fet, és
el subespai vectorial de V més gran contingut a la vegada en S1 i en S2.
Observació 1.42: Donat que un vector està en un subespai vectorial si i no-
més si verifica les seues equacions cartesianes, la forma més natural de calcular
l’espai intersecció de dos subespais S1 i S2, és mitjançant les equacions carte-
sianes dels dos espais. El següent exemple il·lustra aquesta situació.
Exemple 1.43: Considerem els següents subespais vectorials de R3:
S1 = {(x, y, z) ∈ R3 | x+ y + z = 0}, S2 = {(x, y, z) ∈ R3 | y − z = 0}.
L’espai intersecció serà el format pels vectors de R3 que verifiquen a la mateixa
vegada les equacions cartesianes de S1 i les de S2:
S1 ∩ S2 = {(x, y, z) ∈ R3 | x+ y + z = 0, y − z = 0} = 〈(−2, 1, 1)〉
. 
En general, la unió de subespais vectorials no és un subespai vectorial. Així
per exemple, si
S1 = {(x, y) ∈ R2 | x = 0} i S2 = {(x, y) ∈ R2 | y = 0},
tenim que S1 ∪ S2 = {(x, y) ∈ R2 | x = 0 ∨ y = 0}, que no té estructura de
espai vectorial.
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Definició 1.44: Si tenim dos subespais S1, S2 de V , definim la suma dels
subespais com:
S1 + S2 = {~y ∈ V | ~y = ~x1 + ~x2 , on ~x1 ∈ S1 ∧ ~x2 ∈ S2}
En aquest cas obtenim un nou subespai vectorial; de fet, és el subespai més
menut que conté a la vegada a S1 i a S2.
La forma més natural de calcular l’espai suma de dos subespais vectorials
S1 i S2 és mitjançant les seues respectives bases: El conjunt unió d’una base de
S1 i una base de S2 sempre és un sistema generador de S1 + S2. Per tant, per
obtenir una base de l’espai suma, és suficient reduir aquest sistema generador
fins que també siga un sistema lliure.
Exemple 1.45: Donats els subespais de R3,
S1 = 〈(1, 0, 1), (0, 1, 1)〉 i S2 = 〈(−1, 1, 1), (2, 1, 0)〉,
el conjunt {(1, 0, 1), (0, 1, 1), (−1, 1, 1), (2, 1, 0)} és un sistema generador de l’es-
pai suma S1 + S2. Per tal d’obtenir una base, reduim a un sistema lliu-
re que continue sent sistema generador. Així per exemple, el subconjunt
{(1, 0, 1), (0, 1, 1), (−1, 1, 1)} és una base de S1 + S2 i, per tant, deduim que
S1 + S2 = R3. 
El següent teorema relaciona les dimensions dels espais suma i intersecció
i és molt útil en la pràctica.
Teorema 1.46: Donats S1 i S2, subespais vectorials de V , tenim:
dim(S1 + S2) = dim(S1) + dim(S2)− dim(S1 ∩ S2)
1.2.5 Subespais suplementaris
Definició 1.47: Direm que la suma de dos subespais S1 i S2 és directa, i ho
denotarem S1 ⊕ S2, sempre que S1 ∩ S2 = {~0}.
Exemples 1.48: (a) Els subespais S1 i S2 de l’Exemple 1.43 no formen una
suma directa, ja que la seua intersecció no és nul·la.
(b) Els subespais T1 = 〈(1, 0, 0)〉 i T2 = 〈(0, 1, 0)〉 de R3 formen una suma
directa i la dimensió de T1 ⊕ T2 és 2. 
Observació 1.49: Si la suma de dos subespais vectorials S1 i S2 és directa,
aleshores el conjunt unió d’una base de S1 i una altra de S2 és sempre una
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base de S1 ⊕ S2. En l’exemple anterior, com T1 ∩ T2 = {(0, 0, 0)}, tenim que
{(1, 0, 0), (0, 1, 0)} és base de l’espai suma T1 ⊕ T2.
Teorema 1.50: Si la suma de dos subespais S1 i S2 de V és directa i, a més,
sumen tot l’espai, és a dir, S1 ⊕ S2 = V , aleshores es verifica que qualsevol
vector de V pot escriure’s de manera única com a suma d’un vector de S1 i un
altre de S2.
En aquest cas, es diu que S1 i S2 són suplementaris (o complementaris) en
V .
Exemples 1.51: (a) Els espais T1 = 〈(1, 0, 0)〉 i T2 = 〈(0, 1, 0)〉 no són suple-
mentaris en R3, malgrat que la seua suma siga directa.
(b) Els subespais S1 = 〈(1, 2, 0)〉 i S2 = 〈(1, 0, 1), (0, 1,−1)〉 són suplementaris
en R3, és a dir, R3 = S1 ⊕ S2. Per tant, com a conseqüència del Teorema
1.50, qualsevol vector de R3 s’escriu de manera única com a suma d’un
vector de S1 i un altre de S2. Així per exemple, el vector (1, 2, 3) ∈ R3, el
podem escriure com
(1, 2, 3) = (4, 8, 0) + (−3,−6, 3)
on (4, 8, 0) ∈ S1 i (−3,−6, 3) ∈ S2. A més, aquesta és l’única forma
d’escriure el vector (1, 2, 3) com a suma d’un vector de S1 i un altre de
S2. 
1.3 Exercicis
1. Decideix si els següents subconjunts de R2 o R3 tenen o no estructura
d’espai vectorial, i justifica en cada cas la resposta.
(a) A = {(x, y) ∈ R2 : 2x+ 3y = 0}
(b) B = {(x, y, z) ∈ R3 : x2 − y + 3z = 0}
(c) C = {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1; x < 1}
(d) D = {(x, y, z) ∈ R3 : x 6= y; y 6= z; x 6= z}
(e) E = {(x, y, z) ∈ R3 : ex+2y−z = 1}
(f) F = {(x, y) ∈ R2 : (x− y)2 = 1}
(g) G = {(x, y, z) ∈ R3 : x+ y = 1}
(h) H = {(x, y) ∈ R2 : x+ y = 0}
(i) I = {(x, y, z) ∈ R3 : x2 + 2y = 0}
2. Denotem per R[x] := {a0 + a1x + · · ·+ anxn | ai ∈ R, 0 ≤ i ≤ n, n ∈ N}
el conjunt de tots els polinomis amb coeficients reals. Analitza si els
següents conjunts són o no subespais vectorials de R[x]:
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(a) R[x].
(b) S = {p(x) ∈ R[x] | grau(p(x)) ≤ 3}.
(c) T = {p(x) ∈ R[x] | grau(p(x)) ≥ 3}.
(d) H = {a0 + a1x + · · ·+ anxn ∈ R[x] | a0 + a1 + · · ·+ an = 1}.
3. Demostra que el conjunt E de les aplicacions de R en R té estructura
d’espai vectorial real, amb les operacions:
(f + g)(x) = f(x) + g(x) (λf)(x) = λf(x) f, g ∈ E, λ ∈ R.
4. Considerem els vectors ~u = (1,−3, 2) i ~v = (2,−1, 1) de R3. Es demana:
(a) Escriu, si és possible, (1, 7,−4) com a combinació lineal dels vectors
~u i ~v.
(b) Fes el mateix amb el vector (2,−5, 4).
(c) Per a quins valors de k, el vector (1, k, 5) és combinació lineal dels
vectors ~u i ~v?
(d) Calcula una combinació lineal dels vectors ~u i ~v que ens permeta
obtenir el vector (2,−5, 1).
(e) Calcula una relació entre a, b, c tal que el vector (a, b, c) siga com-
binació lineal de ~u i ~v.
5. Donats els vectors de R4: ~u1 = (1, 1, 0,m), ~u2 = (3,−1, n,−1) i ~u3 =
(−3, 5,m,−4), determina els valors de m i n per tal que formen un sis-
tema linealment dependent.
(Sol.: m = −2, n = 1.)
6. Determina si cadascun dels següents sistemes és lliure o lligat. Quan es
tracte d’un sistema lligat, determina un subconjunt màxim de vectors
lliures.
(a) El sistema {(1, 2, 0), (1,−1, 1), (2, 1, 1)} de R3.
(b) El sistema {(1, 2), (3,−4), (0, 0), (0, 2)} de R2.
(c) El sistema {(1, 2, 0), (−2,−4, 0), (0, 0, 0)} de R3.
(d) El sistema {(1, 2, 0), (2,−4, 0), (0, 0, 0)} de R3.
(e) El sistema {(1, 2, 0), (2, 1, 0), (0, 0, 0), (1, 1, 1)} de R3.
(f) El sistema {(1, 1, 1, 1), (0, 1, 1, 1), (0, 0, 1, 1), (1, 0, 0, 1)} de R4.
7. Siga V un espai vectorial real. Suposem que el sistema {~v1, . . . , ~vn} és
lliure. Es demana:
(a) Demostra que el sistema {α1~v1, . . . , αn~vn}, on αi ∈ R\{0}, és lliure
també.
(b) Demostra que els vectors ~u1 = ~v1, ~u2 = ~v1+~v2, . . . , ~un = ~v1+· · ·+~vn
també són linealment independents.
8. Demostra que els següents conjunts són sistemes generadors de R2:
(a) A = {(1, 0), (0, 1)}
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(b) B = {(1, 2), (−1, 1)}
(c) C = {(1, 0), (0, 1), (1, 2)}
9. Demostra que el conjunt D = {(−1, 1)} és un sistema generador de l’espai
V = {(x, y) ∈ R2 : x+ y = 0}, però no ho és de l’espai R2.
10. Demostra que els conjunts A i B de l’exercici 8 són bases de R2. En
canvi, el conjunt C del mateix exercici no ho és.
11. Calcula la dimensió dels següents espais vectorials:
(a) Rn
(b) V = {(x, y) ∈ R2 | 3x+ y = 0}
(c) W = {(x, y, z) ∈ R3 | x+ y = 0}
12. Comprova que els següents conjunts de vectors són lliures i, a continuació,
completa’ls fins a obtenir una base de R2 o R3, segons el cas:
(a) A = {(1, 1)}
(b) B = {(1, 2, 3), (0, 1, 1)}
(c) C = {(1, 0, 2)}
13. Comprova que els següents conjunts de vectors són sistema generador (de
R2 o R3, segons el cas) i, a continuació, determina tots els subconjunts
que siguen base (de R2 o R3, segons el cas):
(a) {(1, 1), (0, 3), (1, 2)},
(b) {(1, 0, 1), (1, 1, 0), (2, 0, 0), (2, 1, 1)}.
14. Calcula les coordenades d’un vector arbitrari (x, y) de R2 en la base
B = {(1, 3), (−2, 0)}.
15. Calcula les coordenades del vector (1, 1, 1) de R3 en la base
B = {(1, 2, 3), (0, 1, 1), (−1, 0, 0)}.
16. Calcula les coordenades del vector (1, 2, 3) en la base B = {~u1, ~u2, ~u3},
on ~u1 = (1, 1, 0), ~u2 = (0, 1, 0), i ~u3 = (0, 0, 2).
17. En R2, calcula la matriu canvi de base, de la base Can(R2) a la base V =
{(2, 1), (−1, 3)}. A continuació, utilitza aquesta matriu per a calcular les
coordenades del vector (2, 3) en la base V.
18. En R3, considerem les bases B1 = {(1, 1, 1), (1, 1, 0), (1, 0, 0)} i B2 =
{(2, 0, 0), (0, 1, 1), (1, 0,−1)}. Calcula les matrius canvi de base PB1B2 i
PB2B1 . A continuació, comprova que PB2B1 = (PB1B2)−1.
19. Calcula el subespai generat pels següents conjunts de vectors de R2:
(a) {(1, 2), (0,−1)}
(b) {(1, 1)}
(c) {(0, 0)}
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20. Determina el valor de les constants a i b de tal manera que
(1, 0, a, b) ∈ 〈(1, 4,−5, 2), (1, 2, 3,−1)〉
21. Calcula, segons els valors de la constant a, una base i la dimensió del
subespai de R3:
〈(1, 1, a), (1, a, 1), (a, 1, 1)〉 .
22. Calcula les equacions paramètriques i les implícites del subespai vectorial
S de R3 generat pels vectors ~v1 = (1, 0, 1) i ~v2 = (−1, 1, 0).
23. Calcula les equacions paramètriques i les implícites del subespai vectorial
T de R4 generat pels vectors ~u1 = (1, 0, 1, 0), ~u2 = (−1, 1, 0, 1) y ~u3 =
(−1, 2, 1, 2).
24. Calcula les equacions paramètriques i les implícites de Rn.
25. Calcula una base de cadascun dels següents espais vectorials:
(a) A = {(x, y) ∈ R2 | 3x− y = 0}
(b) B = {(2λ,−λ) ∈ R2 | λ ∈ R}
(c) C = {(x, y, z) ∈ R3 | x− 2y = 0}
(d) D = {(x, y, z) ∈ R3 | x = 2λ+ β, y = λ− β, z = 3β + λ}
(e) E = {(x, y, z) ∈ R3 | x− y − z = 0 , 2x+ y + z = 0}
(f) F = {(x, y, z, t) ∈ R4 | 3x+ y = 0 , y + 3z − t = 0}
26. Calcula una base de S1 ∩ S2, on S1 = {(x, y, z) ∈ R3 | x + y + z = 0} i
S2 = {(x, y, z) ∈ R3 | y − z = 0}. La suma de S1 i S2 és directa?
27. Calcula una base de l’espai S1 + S2, on S1 = 〈(1, 0, 1), (0, 1, 1)〉 i S2 =
〈(−1, 1, 1), (2, 1, 0)〉. Dedueix que S1 + S2 = R3.
28. Demostra que R3 = S1⊕S2, on S1 = 〈(1, 2, 0)〉 i S2 = 〈(1, 0, 1), (0, 1,−1)〉.
A continuació, expressa el vector (1, 2, 3) com a suma d’un vector de S1
i un altre de S2.
29. Calcula les equacions cartesianes d’un subespai suplementari per al T de
l’exercici 23 en R4.
30. Donats
S1 = 〈(1, 2, 1, 0), (−1, 1, 1, 1)〉
i
S2 = 〈(2,−1, 0, 1), (1,−1, 3, 7)〉,
troba bases de S1 ∩ S2 i de S1 + S2.
31. Calcula les equacions cartesianes d’un subespai suplementari per a S2 de
l’exercici 30 en R4.
32. Donats els subespais vectorials de R4:
W1 = {(x, y, z, t) ∈ R4 : e2x−y+z+t = 1; x− y + 2z = 0}
W2 = {(x, y, z, t) ∈ R4 : (3x+ y + t)3 = 0}
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(a) Proporciona bases de cadascun.
(b) Completa la base de W1 calculada en l’apartat anterior, fins a ob-
tenir una base de R4.
(c) Calcula bases dels subespais W1 ∩W2 i W1 +W2.
33. Calcula les equacions cartesianes d’un subespai suplementari per a W1
de l’exercici 32 en R4.
34. Prova que R3 = W1 ⊕W2, on
W1 = {(x, y, z) ∈ R3 : x+ y + z = 0},
W2 = {(t, 2t, 3t) | t ∈ R}
35. En l’espai vectorial C(R) de les funcions reals contínues definides en
R, es consideren f1(x) = 1; f2(x) = sin2 x; f3(x) = cos2(x); f4(x) =
sin(2x); f5(x) = cos(2x).
(a) Estudia la dependència o independència lineal del conjunt
{f1, f2, f3, f4, f5}
(b) Siga S = 〈f1, f2, f3, f4, f5〉. Calcula la dimensió i una base de S.
(c) Calcula les coordenades del vector h(x) = sin(2x)+cos(2x) respecte
de la base trobada en l’apartat anterior.
36. Siga el subespai de R4 donat en equacions paramètriques com
x = λ+ α+ β, y = λ− α+ 3β
z = λ+ 2α, t = 2λ+ 3α+ β
Determina una base d’aquest subespai, així com les seues equacions car-
tesianes.
37. Donats els vectors ~u1 = (1, 1, 1, 1), ~u2 = (1, 0, 0, 1), ~u3 = (3, 2, 2, 3) de
R4, es demana:
(a) Comprova que són linealment dependents.
(b) Busca un subconjunt màxim de vectors linealment independents i
completa’l fins a obtenir una base de R4.
(c) Calcula les coordenades del vector (1, 2, 3, 4) en la base de R4 de-
terminada en l’apartat anterior.
38. Considerem el subespai vectorial S = 〈{~u1, ~u2, ~u3}〉 de R4, on ~u1 =
(1, 0, 0, 1), ~u2 = (0, 1, 1, 0), ~u3 = (1, 1, 1, 1). Es demana:
(a) Determina una base de S.
(b) Calcula les equacions paramètriques i cartesianes de S.
(c) Busca un subespai H suplementari de S en R4.
(d) Expressa (−1, 3, 0, 4) com a suma d’un vector de S i un vector de
H.
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39. Considera els conjunts U = {(x, y, z) ∈ R3 | x + y + z = 0}, V =
{(x, y, z) ∈ R3 | x = z} i W = {(0, 0, z) ∈ R3 | z ∈ R}. Demostra que
R3 = U + V = U + W = V + W . Quines d’aquestes sumes són sumes
directes?
40. En l’espai vectorial R4 es consideren els següents subespais:
H = {(x, y, z, t) ∈ R4 | x+ y + z = 0, z − t = 0}
G = 〈(−2, 1, 1, 1), (1, 0, a,−1), (−1, a, a+ 1, 0)〉
(a) Calcula la dimensió i una base de H.
(b) Calcula la dimensió i una base de G, en funció del paràmetre real
a.
(c) Per a a = 0, calcula la dimensió, una base i les equacions cartesianes
de l’espai H ∩G.
41. Busca una base V de R4 que no siga la base canònica. Calcula les dues
matrius canvi de base que existeixen entre la base canònica de R4 i la
base trobada V. Calcula les coordenades del vector (−1, 0, 2, 1) en la base
V.
42. Es consideren els següents subespais de R4:
S = 〈(1, 1, 1, 1), (1,−1, 1,−1)〉,
T = 〈(1, 1, 0, 1), (1, 2,−1, 2), (3, 5,−2, 5)〉
(a) Calcula la dimensió i una base de S ∩ T . Explica raonadament si S
i T formen una suma directa o no.
(b) Comprova que el conjunt de vectors
B = {(1, 1, 1, 1), (1,−1, 1,−1), (1, 1, 0, 1), (1, 2,−1,−2)}
és una base de R4. A continuació, calcula les coordenades canòni-
ques d’un vector ~v tal que les seues coordenades en la base B són
~v = (1,−1, 1,−1)B.

Capítol 2
Espai vectorial euclidià
Tots els espais vectorials considerats en aquest tema són reals i de dimensió
finita.
2.1 Producte escalar canònic de Rn
Definició 2.1: Donat un espai vectorial real V , direm que una aplicació
· : V × V → R
és un producte escalar en V si verifica les propietats següents:
(i) Simetria: Si ~x, ~y ∈ V , aleshores ~x · ~y = ~y · ~x.
(ii) Linealitat respecte a la primera component: Si ~x, ~y, ~z ∈ V i α, β ∈ R
aleshores (α~x+ β~y) · ~z = α(~x · ~z) + β(~y · ~z).
(iii) Positivitat: Si ~x ∈ V aleshores ~x · ~x ≥ 0, sent ~x · ~x = 0 si i només si
~x = ~0.
Definició 2.2: Anomenarem espai vectorial euclidià, i el denotarem per (V, ·),
tot espai vectorial real V dotat d’un producte escalar ·.
Exemple 2.3: Siguen ~x = (x1, x2), ~y = (y1, y2) ∈ R2, el producte definit per
~x ∗ ~y = 3x1y1 + 5x2y2 + x1y2 + x2y1
defineix un producte escalar en R2 i, per tant, el parell (R2 ,*) és un espai
vectorial euclidià. 
Exemple 2.4: Siguen ~x = (x1, x2), ~y = (y1, y2) ∈ R2, el producte definit per
~x ? ~y = 3x1x2 − x2
no defineix un producte escalar en R2. Per tant, el parell (R2 ,?) no és un espai
vectorial euclidià. 
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Exemple 2.5: Siguen ~x = (x1, x2), ~y = (y1, y2) ∈ R2, el producte definit per
~x · ~y = x1y1 + x2y2
defineix un producte escalar en R2. Aquest producte escalar s’anomena pro-
ducte escalar canònic de R2. 
Estenent la definició de l’exemple anterior a Rn, obtenim la definició d’un
producte escalar que denominarem producte escalar canònic de Rn:
Definició 2.6: Siguen ~x = (x1, x2, . . . , xn), ~y = (y1, y2, . . . , yn) ∈ Rn, es defi-
neix el producte escalar canònic de ~x i ~y com
~x · ~y = x1y1 + x2y2 + · · ·+ xnyn. (2.1)
El parell (Rn , ·) és un espai vectorial euclidià.
Observació 2.7: A partir d’ara i fins al final del tema, adoptarem les dues
convencions següents:
(a) La notació utilitzada en la Definició 2.6 la reservem per representar
únicament el producte escalar canònic, definit en ella, de manera que per
· denotarem sempre el producte escalar definit por la expressió 2.1.
(b) Considerarem sempre definit en Rn el producte escalar canònic. D’a-
questa manera quan parlem del producte escalar de dos vectors de Rn
sense especificar a quin producte ens referim, estarem fent referència
sempre al producte escalar canònic.
2.2 Mòdul d’un vector. Distància i angle en-
tre dos vectors
Definició 2.8: Siga ~x = (x1, x2, . . . , xn) ∈ Rn, es defineix el mòdul del vector
~x com
|~x| =
√
~x · ~x =
√
x21 + x
2
2 + · · ·+ x2n.
Donat un vector ~x ∈ Rn, si |~x| = 1 direm que ~x és un vector unitari.
És fàcil demostrar que si ~y ∈ Rn és un vector no nul, aleshores podem
obtenir un vector unitari a partir de ~y divindint aquest vector pel seu mòdul.
Així, el vector ~y|~y| és un vector unitari.
Tots els vectors de la base canònica tenen mòdul 1 i se’ls anomena vectors
unitaris canònics.
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Exemple 2.9: En l’espai vectorial euclidià (R, ·), donats dos vectors ~x = x ∈
R, ~y = y ∈ R, es té que ~x · ~y = xy. Per tant
|~x| =
√
~x · ~x =
√
x2 = |x|
és a dir, el mòdul coincideix amb el valor absolut. 
Exemple 2.10: En l’espai vectorial euclidià (R2, ·) el mòdul d’un vector ~x =
(x1, x2) es defineix com
|~x| =
√
x21 + x
2
2,
i el seu valor coincideix amb la distància geomètrica del punt de coordenades
(x1, x2) a l’origen. 
Exemple 2.11: Anàlogament, en l’espai vectorial euclidià (R3, ·) el mòdul
d’un vector ~x = (x1, x2, x3) ve donat per
|~x| =
√
x21 + x
2
2 + x
2
3,
i el seu valor coincideix amb la distància geomètrica del punt de coordenades
(x1, x2, x3) a l’origen. 
Proposició 2.12: Siguen ~x ∈ Rn i α ∈ R, aleshores
|α~x| = |α||~x|,
on |α| denota el valor absolut de α.
Exercici 2.13: Demostra que l’únic vector de Rn que té mòdul zero és el vector
nul.
Definició 2.14: Siguen ~x = (x1, x2, . . . , xn), ~y = (y1, y2, . . . , yn) ∈ Rn, es
defineix la distància del vector ~x al vector ~y, i es denota per d(~x, ~y), com el
mòdul del vector ~x− ~y, és a dir
d(~x, ~y) = |~x− ~y| =
√
(x1 − y1)2 + (x2 − y2)2 + · · ·+ (xn − yn)2.
Resulta fàcil comprovar que
(i) d(~x, ~y) > 0, i d(~x, ~y) = 0 si, i només si, ~x = ~y.
(ii) d(~x, ~y) = d(~y, ~x)
Exemple 2.15: La distància entre ~x = (0, 2, 2) i ~y = (2, 0, 1) és
d(~x, ~y) = |~x− ~y| =
√
(0− 2)2 + (2− 0)2 + (2− 1)2 =
√
(−2)2 + (2)2 + (1)2 = 3.

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Proposició 2.16: (Desigualtat de Cauchy-Schwarz) Siguen ~x, ~y ∈ Rn,
aleshores
|~x · ~y| ≤ |~x||~y|. (2.2)
Demostració: Si ~y = ~0 es dóna la igualtat. Si ~y 6= ~0 definim α = ~x·~y|~y|2 ∈ R.
Donat que
0 ≤ (~x− α~y) · (~x− α~y) = ~x · ~x− α(~x · ~y)− α(~y · ~x) + α2(~y · ~y) =
= |~x|2 − 2α(~x · ~y) + α2|~y|2 =
= |~x|2 − 2(~x · ~y)
2
|~y|2 +
(~x · ~y)2
|~y|2 =
= |~x|2 − (~x · ~y)
2
|~y|2 ,
resulta que
(~x · ~y)2 ≤ |~x|2|~y|2,
i per tant
|~x · ~y| ≤ |~x||~y| 
De la demostració anterior es pot dedudir que la desigualtat de Cauchy-
Schwarz es converteix en igualtat si, i només si, els vectors ~x i ~y són linealment
dependents.
Exemple 2.17: En l’espai vectorial euclidià (R3, ·) la desigualtat de Cauchy-
Schwarz adquireix la forma següent,
|x1y1 + x2y2 + x3y3| ≤
√
x21 + x
2
2 + x
2
3
√
y21 + y
2
2 + y
2
3 
Exemple 2.18: Verifiquem la desigualtat de Cauchy-Schwarz per als vectors
~x = (1,−1, 3) i ~y = (2, 0,−1).
Donat que ~x · ~y = −1, ~x · ~x = 11 i ~y · ~y = 5, resulta que
|~x · ~y| = | − 1| = 1
i
|~x||~y| =
√
~x · ~x
√
~y · ~y =
√
11
√
5 =
√
55
Per tant
1 = |~x · ~y| ≤ |~x||~y| =
√
55,
i es dóna la desigualtat esperada. 
La desigualtat de Cauchy-Schwarz ens condueix a la definició d’angle entre
dos vectors. Siguen ~x, ~y ∈ Rn dos vectors no nuls. De la desigualtat de Cauchy-
Schwarz es té que |~x · ~y| ≤ |~x||~y|. Per tant
0 ≤ |~x · ~y||~x||~y| ≤ 1,
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i en conseqüència
−1 ≤ ~x · ~y|~x||~y| ≤ 1.
Considerem un angle ϕ ∈ [0, pi] tal que
cos(ϕ) =
~x · ~y
|~x||~y| . (2.3)
Amb aquestes condicions, direm que ϕ és l’angle que formen els vectors ~x i ~y,
i el denotarem per ϕ = ](~x, ~y). De (2.3) es segueix immediatament que
~x · ~y = |~x||~y|cos(ϕ).
Observació 2.19 (Interpretació geomètrica): En els espais euclidians
(R2, ·) i (R3, ·) l’angle ϕ = ](~x, ~y) definit anteriorment determina l’angle que
formen les representacions geomètriques dels vectors ~x i ~y en un diagrama
cartesià d’eixos perpendiculars.
Anem a veure amb detall què vol dir l’observació anterior en el cas de R2.
Siguen ~x = (x1,x2) i ~y = (y1,y2) ∈ R2 dos vectors no nuls (veure Figura
1). Si denotem per α i β respectivament els angles que formen els vectors ~x i
~y amb l’eix de abscisses, tenim
x1 = |~x| cos(α)
x2 = |~x| sin(α)
y1 = |~y| cos(β)
y2 = |~y| sin(β).
Per tant
cos(ϕ) =
~x · ~y
|~x||~y| =
x1y1 + x2y2
|~x||~y|
=
|~x||~y| cos(α) cos(β) + |~x||~y| sin(α) sin(β)
|~x||~y|
= cos(α) cos(β) + sin(α) sin(β) = cos(β − α),
i per consegüent
ϕ = β − α = ](~x, ~y).
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Figura 1. Angle format pels vectors ~x i ~y.
Exemple 2.20: L’angle entre els vectors ~x = (−4, 0, 2,−2) i ~y = (2, 0,−1, 1)
de R4 ve determinat per
cos(ϕ) =
~x · ~y
|~x||~y| =
−12√
24
√
6
= − 12√
144
= −1.
Per tant, ϕ = ](~x, ~y) = pi. Cal observar que és lògic que ~x i ~y tinguen
direccions oposades donat que ~x = −2~y. 
La desigualtat de Cauchy-Schwarz ens permetrà demostrar una altra desi-
gualtat important, la desigualtat triangular.
Proposició 2.21 (Desigualtat triangular): Siguen ~x, ~y ∈ Rn, aleshores
|~x+ ~y| ≤ |~x|+ |~y|. (2.4)
Demostració:
|~x+ ~y|2 = (~x+ ~y) · (~x+ ~y) = ~x · ~x+ ~y · ~x+ ~x · ~y + ~y · ~y =
= |~x|2 + 2(~x · ~y) + |~y|2 ≤
≤ |~x|2 + 2|~x||~y|+ |~y|2 =
= (|~x|+ |~y|)2 ,
per tant, llevant quadrats, obtenim que |~x+ ~y| ≤ |~x|+ |~y|. 
La desigualtat triangular es converteix en igualtat si, i només si, els vectors
~x i ~y tenen la mateixa direcció i el mateix sentit.
Finalitzem la secció amb una important igualtat coneguda com la regla o
llei del paral·lelogram.
Proposició 2.22 (Llei del paral·lelogram): Siguen ~x, ~y ∈ Rn, aleshores
|~x+ ~y|2 + |~x− ~y|2 = 2(|~x|2 + |~y|2). (2.5)
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Demostració:
|~x+ ~y|2 + |~x− ~y|2 = (~x+ ~y) · (~x+ ~y) + (~x− ~y) · (~x− ~y)
= |~x|2 + 2(~x · ~y) + |~y|2 + (|~x|2 − 2(~x · ~y) + |~y|2)
= 2(|~x|2 + |~y|2). 
Figura 2. Llei del paral·lelogram.
El nom de llei del paral·lelogram és degut al fet que en els espais euclidi-
ans (R2, ·) i (R3, ·) aquesta relació estableix que la suma dels quadrats de les
longituds de les diagonals d’un paral·lelogram és igual a la suma dels quadrats
de les longituds dels seus costats (Figura 2).
2.3 Vectors ortogonals. Mètode Gram-Schmidt
Definició 2.23: Donats dos vectors ~x, ~y ∈ Rn, direm que ~x i ~y són ortogonals
si el seu producte escalar és zero, és a dir, si ~x · ~y = 0.
Exemples 2.24: (a) Els vectors ~x = (1, 0, 0) i ~y = (0, 1, 0) de R3 són
ortogonals ja que
~x · ~y = 1 · 0 + 0 · 1 + 0 · 0 = 0.
(b) Els vectors ~x = (3, 2,−1, 4) i ~y = (1,−1, 1, 0) de R4 són ortogonals ja
que
~x · ~y = 3 · 1 + 2 · (−1) + (−1) · 1 + 4 · 0 = 0.
(c) Els vectors ~x = (3, 2,−1, 4) e ~y = (1,−1, 1, 1) de R4 no són ortogonals
ja que
~x · ~y = 3 · 1 + 2 · (−1) + (−1) · 1 + 4 · 1 = 4 6= 0 
Exemple 2.25: Determinem tots els vectors de R2 que són ortogonals al vec-
tor ~x = (4, 2).
Per tal que ~y = (y1, y2) siga ortogonal a ~x s’ha de verificar que
~x · ~y = 4y1 + 2y2 = 0,
la qual cosa implica que 2y2 = −4y1, és a dir, que y2 = −2y1. Així, tot vector
ortogonal a ~x = (4, 2) és de la forma ~y = (t,−2t) = t(1,−2) amb t ∈ R. 
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Vegem algunes propietats dels vectors ortogonals.
Proposició 2.26: 1. El vector nul és ortogonal a qualsevol vector.
2. Teorema de Pitàgores. Siguen ~x, ~y ∈ Rn dos vectors ortogonals, ales-
hores
|~x+ ~y|2 = |~x|2 + |~y|2.
Demostració:
|~x+ ~y|2 = (~x+ ~y) · (~x+ ~y) = ~x · ~x+ ~y · x+ ~x · ~y + ~y · ~y
= |~x|2 + 2(~x · ~y) + |~y|2
= |~x|2 + |~y|2 
3. Siguen ~x, ~y ∈ Rn dos vectors no nuls ortogonals, aleshores
](~x, ~y) = pi
2
.
Definició 2.27: Direm que un conjunt de vectors {~u1, ~u2, . . . , ~um} ⊂ Rn és
un sistema ortogonal si els seus vectors són ortogonals dos a dos, és a dir, si
~ui · ~uj = 0 per a i 6= j, 1 ≤ i, j ≤ m.
Exemple 2.28: En l’espai vectorial euclidià (Rn, ·) la base canònica és un
sistema ortogonal. 
Exemple 2.29: El conjunt S = {(2, 2, 0), (−1, 1, 4), (2,−2, 1)} ⊂ R3 és un
sistema ortogonal, ja que (2, 2, 0) · (−1, 1, 4) = 0, (2, 2, 0) · (2,−2, 1) = 0 i
(−1, 1, 4) · (2,−2, 1) = 0. 
Teorema 2.30: Siga S = {~u1, ~u2, . . . , ~um} ⊂ Rn un sistema ortogonal de
vectors no nuls. Aleshores S és un sistema lliure. El recíproc és fals.
Demostració: Considerem una combinació lineal nul·la dels vectors de S:
α1~u1 + α2~u2 + · · ·+ αm~um = 0
Sabem que S serà un sistema lliure si aconseguim demostrar que αi = 0 per a
tot i ∈ {1, 2, . . . ,m}. Per tal d’arribar-hi, multipliquem els dos costats de la
igualtat per ~u1. Obtenim que
α1|~u1|2 = 0.
Per tant α1 = 0. Com que el mateix procediment el podem seguir per a la
resta de vectors, deduïm que αi = 0, per a tot i ∈ {1, 2, . . . ,m}. Així, S és un
sistema lliure.
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El recíproc és fals com demostra el següent exemple: Considerem l’espai
vectorial euclidià (R2, ·) i en ell els vectors (1, 2) i (2, 1). Aquests vectors són
linealment independents però no ortogonals. 
El següent corol·lari és conseqüència immediata del teorema anterior.
Corol.lari 2.31: Si S = {~u1, ~u2, . . . , ~um} ⊂ Rn és un sistema ortogonal, ales-
hores és base de l’espai vectorial que genera, 〈S〉 = 〈~u1, ~u2, . . . , ~um〉.
Definició 2.32: Direm que un sistema de vectors S = {~u1, ~u2, . . . , ~um} ⊂ Rn
és ortonormal si és ortogonal i tots els seus vectors són unitaris, és a dir, si
~ui · ~uj = δij =
{
1 si i = j
0 si i 6= j per a 1 ≤ i, j ≤ m.
Exemple 2.33: En l’espai vectorial euclidià (Rn, ·) la base canònica és un
sistema ortonormal. 
Exemple 2.34: El conjunt
S =
{
(
1√
2
,
1√
2
, 0), (−
√
2
6
,
√
2
6
,
2
√
2
3
), (
2
3
,−2
3
,
1
3
)
}
⊂ R3
és un conjunt de vectors ortonormals en R3.
En efecte,
( 1√
2
, 1√
2
, 0) · (−
√
2
6 ,
√
2
6 ,
2
√
2
3 ) = 0,
( 1√
2
, 1√
2
, 0) · (23 ,−23 , 13) = 0,
(−
√
2
6 ,
√
2
6 ,
2
√
2
3 ) · (23 ,−23 , 13) = 0,
( 1√
2
, 1√
2
, 0) · ( 1√
2
, 1√
2
, 0)) = 1,
(−
√
2
6 ,
√
2
6 ,
2
√
2
3 ) · (−
√
2
6 ,
√
2
6 ,
2
√
2
3 ) = 1,
(23 ,−23 , 13) · (23 ,−23 , 13) = 1. 
És immediat comprovar que si S = {~v1, ~v2, . . . ., ~vn} és un sistema de vectors
ortogonals no nuls, aleshores el sistema
S¯ =
{
~v1
|~v1| ,
~v2
|~v2| , . . . ,
~vn
|~vn|
}
és un sistema ortonormal.
El següent teorema justifica l’interès per les bases ortonormals.
Teorema 2.35 (Coordenades en una base ortonormal): Siga ~x ∈ Rn i
B = {~u1, ~u2, . . . , ~un} ⊂ Rn una base ortonormal de Rn. Aleshores la represen-
tació de ~x en coordenades de la base B ve donada per
~x = (~x · ~u1)~u1 + (~x · ~u2)~u2 + · · ·+ (~x · ~un)~un
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Exemple 2.36: Calculem les coordenades del vector (5,−5, 2) en la següent
base ortonormal de R3
B =
{(
3
5
,
4
5
, 0
)
,
(
−4
5
,
3
5
, 0
)
, (0, 0, 1)
}
.
Donat que B és ortonormal, podem aplicar el teorema anterior. En conseqüèn-
cia, com
(5,−5, 2) · (35 , 45 , 0) = −1,
(5,−5, 2) · (−45 , 35 , 0) = −7,
(5,−5, 2) · (0, 0, 1) = 2,
resulta que
(5,−5, 2) = −
(
3
5
,
4
5
, 0
)
− 7
(
−4
5
,
3
5
, 0
)
+ 2(0, 0, 1).
Dit d’una altra manera, les coordenades del vector (5,−5, 2) en la base B són
(5,−5, 2) = (−1,−7, 2)B. 
Una vegada hem posat de manifiest el gran avantatge que ofereixen les bases
ortonormals per a la representació en coordenades, introduirem un procediment
que permet obtenir bases d’aquest tipus. És l’anomenat mètode d’ortonorma-
lització de Gram-Schmidt.
Proposició 2.37: Siga S1 = {~v1, ~v2, . . . , ~vm} ⊂ Rn un sistema de vectors
lliures. Existeix un sistema ortonormal S2 = {~u1, ~u2, . . . , ~um} ⊂ Rn de vectors
tal que el subespai generat per S1 i el generat per S2 és el mateix, és a dir,
〈S1〉 = 〈S2〉.
Demostració: Per a demostrar la proposició utilitzarem un mètode cons-
tructiu anomenat mètode de Gram-Schmidt . Aquest mètode ens permetrà
construir el sistema ortonormal S2 a partir del sistema S1. El procés és el
següent.
Considerem
~u1 =
~v1
|~v1| .
Es defineix ~w2 = ~v2 + µ~u1 i es determina µ per tal que ~w2 siga ortogonal a ~u1.
Així, és necessari que
~u1 · ~w2 = ~u1 · ~v2 + µ = 0,
d’on s’obté que µ = − (~u1 · ~v2) . Per tant
~w2 = ~v2 − (~u1 · ~v2) ~u1.
El vector ~w2 no és nul, ja que si ho fóra ~v1 i ~v2 serien linealment dependents.
Agafem ara
~u2 =
~w2
|~w2| .
D’aquesta manera el sistema {~u1, ~u2} és un sistema ortonormal. A més, com els
vectors ~u1 i ~u2 són combinació lineal de ~v1 i ~v2 tenim que el subespai vectorial
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generat per ~u1 i ~u2 està contingut en el subespai vectorial generat per ~v1 i ~v2,
per tant
〈~u1, ~u2〉 ⊂ 〈~v1, ~v2〉 .
Observem, a més, que la inclusió no pot ser estricta, ja que els dos subespais
tenen dimensió 2. Per tant
〈~u1, ~u2〉 = 〈~v1, ~v2〉 . (2.6)
Siga ara ~w3 = ~v3 + µ1~u1 + µ2~u2, i determinem µ1, µ2 per tal que ~w3 siga
ortogonal a ~u1 i ~u2. Així, és necessari que
~u1 · ~w3 = ~u1 · ~v3 + µ1 = 0
~u2 · ~w3 = ~u2 · ~v3 + µ2 = 0
}
,
d’on s’obté que
µ1 = − (~u1 · ~v3)
µ2 = − (~u2 · ~v3)
}
.
Per tant
~w3 = ~v3 − (~u1 · ~v3) ~u1 − (~u2 · ~v3) ~u2.
Observem que ~w3 és un vector no nul, ja que si fóra nul existiria una relació
lineal entre ~u1, ~u2 i ~v3 i, per (2.6), també entre ~v1, ~v2 i ~v3, la qual cosa és
impossible atès que ~v1, ~v2, ~v3 ∈ S1. Considerem ara
~u3 =
~w3
|~w3| .
Que 〈~u1, ~u2, ~u3〉 ⊂ 〈~v1, ~v2, ~v3〉 és conseqüència del fet que els vectors ~u1, ~u2 i ~u3
són combinació lineal de ~v1, ~v2 i ~v3. A més la inclusió no pot ser estricta ja que
els dos subespais són de dimensió 3. Així doncs,
〈~u1, ~u2, ~u3〉 = 〈~v1, ~v2, ~v3〉
Repetint aquest procés m vegades obtenim el sistema ortonormal buscat
S2 = {~u1, ~u2, . . . , ~um}
. 
El mètode constructiu emprat en la demostració anterior admet una for-
mulació més directa que facilita la posada en pràctica:
Mètode de Gram-Schmidt
En les condicions que estableix la Proposició 2.37, l’obtenció del sistema
ortonormal S2 a partir del sistema S1 pot realitzar-se seguint els dos pasos
següents:
1) A partir del sistema S1 = {~v1, ~v2, . . . , ~vm} es construeix el sistema de
vectors ortogonals {~w1, ~w2, . . . , ~wm} definit de la següent manera:
1) ~w1 = ~v1
2) ~w2 = ~v2 −
(
~w1·~v2
~w1·~w1
)
~w1.
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3) ~w3 = ~v3 −
(
~w1·~v3
~w1·~w1
)
~w1 −
(
~w2·~v3
~w2·~w2
)
~w2.
4) ~w4 = ~v4 −
(
~w1·~v4
~w1·~w1
)
~w1 −
(
~w2·~v4
~w2·~w2
)
~w2 −
(
~w3·~v4
~w3·~w3
)
~w3.
...
m) ~wm = ~vm −
(
~w1·~vm
~w1·~w1
)
~w1 −
(
~w2·~vm
~w2·~w2
)
~w2 − · · · −
(
~wm−1·~um
~wm−1·~wm−1
)
~wm−1.
2) El sistema S2 buscat s’obté normalitzant el sistema {~w1, ~w2, . . . , ~wm},
és a dir
S2 =
{
~u1 =
~w1
|~w1| , ~u2 =
~w2
|~w2| , . . . , ~um =
~wm
|~wm|
}
.
El següent teorema és conseqüència immediata de la Proposicio 2.37.
Teorema 2.38: Tot espai vectorial de dimensió n admet una base ortonormal
de n vectors.
Exemple 2.39: Apliquem el mètode d’ortonormalització de Gram-Schmitd a
la base B de R3
B = {(1,−1, 0), (0, 1,−1), (3, 1,−1)},
per tal d’obtenir una base ortonormal no canònica.
Considerem
S1 = {~v1 = (1,−1, 0), ~v2 = (0, 1,−1), ~v3 = (3, 1,−1)}.
1) Construim a partir de S1 el sistema de vectors ortogonals {~w1, ~w2, ~w3}.
~w1 = (1,−1, 0).
~w2 = ~v2 −
(
~w1 · ~v2
~w1 · ~w1
)
~w1
= (0, 1,−1)− (1,−1, 0) · (0, 1,−1)
(1,−1, 0) · (1,−1, 0)(1,−1, 0)
= (0, 1,−1)−
(−1
2
)
(1,−1, 0) =
(
1
2
,
1
2
,−1
)
.
~w3 = ~v3 −
(
~w1 · ~v3
~w1 · ~w1
)
~w1 −
(
~w2 · ~v3
~w2 · ~w2
)
~w2
= (3, 1,−1)− (1,−1, 0) · (3, 1,−1)
(1,−1, 0) · (1,−1, 0)(1,−1, 0)−
(12 ,
1
2 ,−1) · (3, 1,−1)
(12 ,
1
2 ,−1) · (12 , 12 ,−1)
(
1
2
,
1
2
,−1
)
= (3, 1,−1)− 2
2
(1,−1, 0)− 33
2
(
1
2
,
1
2
,−1
)
= (3, 1,−1)− (1,−1, 0)− (1, 1,−2) = (1, 1, 1).
2) Normalitzem el sistema {~w1, ~w2, ~w3}, és a dir, dividim cada vector pel seu
mòdul. Així la base buscada és
S2 =
{
~v1 =
~w1
|~w1| , ~w2 =
~w2
|~w2| , ~w3 =
~w3
|~w3|
}
=
{(
1√
2
,− 1√
2
, 0
)
,
(
1√
6
,
1√
6
,− 2√
6
)
,
(
1√
3
,
1√
3
,
1√
3
)}
. 
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2.4 Exercicis
1. Siguen ~x ∈ Rn i α ∈ R, demostra que |α~x| = |α||~x|, on |α| denota el valor
absolut d’α.
2. Determina les coordenades del vector (1,−2, 0) en les següents bases
ortonormals de R3:
(a) B = {(0,−1, 0), (0, 0,−1), (1, 0, 0)}
(b) C =
{(
1√
2
,− 1√
2
, 0
)
,
(
1√
6
, 1√
6
,− 2√
6
)
,
(
1√
3
, 1√
3
, 1√
3
)}
.
3. Aplica el mètode d’ortonormalització de Gram-Schmitd a la següent base
B de R3:
B = {(1, 1, 1), (0, 1, 1), (3, 1, 0)},
per tal d’obtenir una base ortonormal no canònica.
4. Calcula ~u · ~v, ~u · ~u, |~u|2, (~u · ~v) · ~v i ~u · (5~v) en els següents casos.
(a) ~u = (3, 4) i ~v = (2,−3).
(Sol.: ~u · ~v = −6, ~u · ~u = 25, |~u|2 = 25, (~u · ~v) · ~v = (−12, 18) i
~u · (5~v) = −30).
(b) ~u = (4, 0,−3, 5) i ~v = (0, 2, 5, 4).
(Sol.: ~u · ~v = 5, ~u · ~u = 50, |~u|2 = 50, (~u · ~v) · ~v = (0, 10, 25, 20) i
~u · (5~v) = 25).
5. Busca, en cadascun dels casos següents, un vector unitari en la direcció
d’~u, i un vector unitari en la direcció oposada.
(a) ~u = (−5, 12).
(Sol.: (− 513 , 1213) i ( 513 ,−1213)).
(b) ~u = (3, 2,−5).
(Sol.: ( 3√
38
, 2√
38
,− 5√
38
) i (− 3√
38
,− 2√
38
, 5√
38
)).
6. Determina per a quins valors de c ∈ R es té que |c(1, 2, 3)| = 1
(Sol.: c = ± 1√
14
).
7. Calcula un vector ~v amb el mòdul que s’especifica i la direcció del vector
~u.
(a) |~v| = 4 i ~u = (1, 1)
(Sol.: (2
√
2, 2
√
2)).
(b) |~v| = 2 i ~u = (√3, 3, 0)
(Sol.: (1,
√
3, 0)).
8. Verifica les desigualtats de Cauchy-Scharwz i triangular per als vectors
següents.
(a) ~u = (3, 4) i ~v = (−3, 4)
(b) ~u = (1, 1, 1) i ~v = (2, 1,−1)
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(c) ~u = (−1, 1,−1, 1) i ~v = (1, 1,−1, 0)
9. Troba l’angle que formen els vectors següents.
(a) ~u = (0, 7) i ~v = (3,−3)
(Sol.: 3pi4 radians.)
(b) ~u = (1, 1,
√
2) i ~v = (
√
8,
√
8,−4)
(Sol.: pi2 radians.)
(c) ~u = (0, 1, 0, 1) i ~v = (3, 3, 3, 3)
(Sol.: pi4 radians.)
10. Determina quins valors pren l’angle ϕ que formen els vectors ~u i ~v en
cadascun dels casos següents:
(a) Si ~u · ~v = 0.
(Sol.: ϕ = pi2 .)
(b) Si ~u · ~v > 0.
(Sol.: 0 ≤ ϕ < pi2 .)
(c) Si ~u · ~v < 0.
(Sol.: pi2 < ϕ ≤ pi.)
11. Determina si els següents conjunts de vectors de Rn són ortogonals, or-
tonormals o ninguna de les dues coses.
(a) {(−4, 6), (5, 0)}
(Sol.: Cap de les dues coses.)
(b) {(35 , 45), (−45 , 35)}
(Sol.: Sistema ortonormal.)
(c) {(4,−1, 1), (−1, 0, 4), (−4,−17,−1)}
(Sol.: Sistema ortogonal.)
(d) {(
√
2
3 , 0,−
√
2
6 ), (0,
2
√
5
5 ,−
√
5
5 ), (
√
5
5 , 0,
1
2)}
(Sol.: Cap de les dues coses.)
(e) {(
√
2
2 , 0, 0,
√
2
2 ), (0,
√
2
2 ,
√
2
2 , 0), (−12 , 12 ,−12 , 12)}
(Sol.: Sistema ortonormal.)
12. Comprova que {(sin θ, cos θ), (cos θ,− sin θ)} és una base ortonormal de
R2, per a qualsevol θ ∈ R.
13. Calcula en els següents casos les coordenades de ~x en la base B.
(a) En R2, B = {(−2
√
13
13 ,
3
√
13
13 ), ((
3
√
13
13 ,
2
√
13
13 )} i ~x = (1, 2).
(Sol.: (4
√
13
13 ,
7
√
13
13 ).)
(b) En R3, B = {(
√
10
10 , 0,
3
√
10
10 ), (0, 1, 0), ((−3
√
10
10 , 0,
√
10
10 )} i ~x = (2,−2, 1).
(Sol.: (
√
10
2 ,−2,−
√
10
2 ).)
(c) En R3, B = {(35 , 45 , 0), (−45 , 35 , 0), (0, 0, 1)} i ~x = (5, 10, 15).
(Sol.: (11, 2, 15).)
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14. Utilitza el mètode d’ortonormalizació de Gram-Schmidt per tal de trans-
formar la base B de R2 donada, en una base ortonormal.
B = {(0, 1), (2, 5)}
(Sol.: {(0, 1), (1, 0)}.)
15. Utilitza el mètode d’ortonormalizació de Gram-Schmidt per tal de trans-
formar la base B de R3 donada, en una base ortonormal.
B = {(1,−2, 2), (2, 2, 1), (2,−1,−2)}
(Sol.: {(13 ,−23 , 23), (23 , 23 , 13), (23 ,−13 , −23 )}.)
16. Utilitza el mètode d’ortonormalizació de Gram-Schmidt per tal de trans-
formar la base B de R3 donada, en una base ortonormal.
B = {(4,−3, 0), (1, 2, 0), (0, 0, 4)}
(Sol.: {(45 ,−35 , 0), (35 , 45 , 0), (0, 0, 1}.)
17. Utilitza el mètode d’ortonormalizació de Gram-Schmidt per tal de trans-
formar la base B de R3 donada, en una base ortonormal.
B = {(0, 1, 1), (1, 1, 0), (1, 0, 1)}
(Sol.: {(0,
√
2
2 ,
√
2
2 ), (
√
6
3 ,
√
6
6 ,−
√
6
6 ), (
√
3
3 ,−
√
3
3 ,
√
3
3 )}.)
18. Utilitza el mètode d’ortonormalizació de Gram-Schmidt per tal de trans-
formar la base B de R3 donada, en una base ortonormal.
B = {(3, 4, 0), (1, 0, 0), (1, 0, 2)}
(Sol.: {(35 , 45 , 0), (45 ,−35 , 0), (0, 0, 1)}.)
19. Busca, mitjançant el mètode d’ortonormalizació de Gram-Schmidt, una
base de vectors ortonormals del subespai
〈(3, 4, 0), (1, 0, 0)〉.
(Sol.: {(35 , 45 , 0), (45 ,−35 , 0)}.)
20. Busca, mitjançant el mètode d’ortonormalizació de Gram-Schmidt, una
base de vectors ortonormals del subespai
〈(1, 2,−1, 0), (2, 2, 0, 1)〉.
(Sol.: {(
√
6
6 ,
√
6
3 ,−
√
6
6 , 0), (
√
3
3 , 0,
√
3
3 ,
√
3
3 )}.)
21. Utilitza el mètode d’ortonormalizació de Gram-Schmidt per a transfor-
mar la base B de R3 donada, en una base ortonormal.
B = {(1, 1, 1), (−1, 1, 0), (−2, 1,−1)}
22. Utilitza el mètode d’ortonormalizació de Gram-Schmidt per a transfor-
mar la base B de R3 donada, en una base ortonormal.
B = {(0,−1, 2), (1, 1,−1), (−1, 1, 1)}
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23. Utilitza el mètode d’ortonormalizació de Gram-Schmidt per a transfor-
mar la base B de R3 donada, en una base ortonormal.
B = {(1, 0,−3), (1, 0,−1), (−1, 1, 0)}
24. Utilitza el mètode d’ortonormalizació de Gram-Schmidt per a transfor-
mar la base B de R3 donada, en una base ortonormal.
B = {(3, 4, 0), (1, 0, 0), (0, 1, 1)}
25. Utilitza el mètode d’ortonormalizació de Gram-Schmidt per a transfor-
mar la base B de R3 donada, en una base ortonormal.
B = {(0, 4, 1), (1, 0, 0), (1, 1, 1)}
26. Calcula les coordenades del vector ~x = (1, 0,−1) en alguna de les bases
ortonormals obtingudes en els exercicis 22, 23, 24, 25 i 26.
27. Determina, mitjançant el mètode d’ortonormalizació de Gram-Schmidt,
una base de vectors ortonormals del subespai
〈(1, 1, 0, 0), (0, 0, 1, 0), (−0, 1, 0, 1)〉.
28. Determna, mitjançant el mètode d’ortonormalizació de Gram-Schmidt,
una base de vectors ortonormals del subespai
〈(1,−1, 0, 0), (0, 1, 1, 0), (0,−1, 0, 1)〉.
29. Determina, mitjançant el mètode d’ortonormalizació de Gram-Schmidt,
una base de vectors ortonormals del subespai
〈(0,−1, 0, 0), (0, 1,−1, 1), (−1,−1, 0, 1)〉.
30. Determina, mitjançant el mètode d’ortonormalizació de Gram-Schmidt,
una base de vectors ortonormals del subespai
〈(0,−1, 0,−1), (1, 1, 0, 1), (−1, 0, 2,−1)〉.
31. Determina, mitjançant el mètode d’ortonormalizació de Gram-Schmidt,
una base de vectors ortonormals del subespai
〈(1, 1, 0,−1), (1, 0, 0,−1), (1, 0, 2, 1)〉.
Capítol 3
Aplicacions lineals
3.1 Definició, exemples i primeres propietats
Definició 3.1: Siguen V i V ′ dos espais vectorials reals. Direm que una aplica-
ció f : V → V ′ és una aplicació lineal (o un homomorfisme) d’espais vectorials
si per a qualssevol ~u,~v ∈ V i α, β ∈ R, es verifica:
f(α~u+ β~v) = αf(~u) + βf(~v) .
Exemples 3.2: 1. Reflexió (simetria) respecte d’un eix: En l’espai vec-
torial R2, es defineix una aplicació f que a cada vector (x, y) ∈ R2
li associa el vector (x,−y) ∈ R2, és a dir f(x, y) = (x,−y). Així
per exemple, el vector (1, 3) “es reflecteix” en el (1,−3), o el que és
el mateix, el vector (1,−3) és el simètric del (1, 3) respecte a l’eix OX.
També tenim que f(2, 1) = (2,−1). El simètric del vector suma de
(1, 3) + (2, 1) = (3, 4) és el vector (3,−4), que és el vector suma dels
corresponents simètrics (1,−3) i (2,−1) dels originals, és a dir, es com-
pleix que f((1, 3) + (2, 1)) = f(1, 3) + f(2, 1). A més, el simètric del
vector (4, 12) és el vector (4,−12). Per tant també es compleix que
f(4(1, 3)) = 4f(1, 3). I, en general, és fàcil demostrar que aquestes pro-
pietats són certes per a tots els vectors de R2. Per tant, f és una aplicació
lineal.
2. L’aplicació f : R3 → R2 definida per f(x, y, z) = (x + y, x − y + z), és
lineal ja que:
f(λ(x1, y1, z1) + µ(x2, y2, z2)) = f(λx1 + µx2, λy1 + µy2, λz1 + µz2) =
= (λx1 + µx2 + λy1 + µy2, λx1 + µx2 − (λy1 + µy2) + λz1 + µz2) =
= λ(x1 + y1, x1 − y1 + z1) + µ(x2 + y2, x2 − y2 + z2) =
= λf(x1, y1, z1) + µf(x2, y2, z2).
3. La aplicació f : R2 −→ R3 tal que f(x, y) = (x+y, 3y, x) és una aplicació
lineal.
4. La aplicació f : R2 −→ R tal que f(x, y) = xy no és lineal. 
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Observació 3.3: És molt fàcil deduir, a partir de la definició, que si una
aplicació f : V −→ V ′ és lineal, aleshores la imatge del vector nul de V ha
de ser, necessàriament, el vector nul de V ′, és a dir: f(~0V ) = ~0V ′ . Aquesta
propietat permet descartar ràpidament aplicacions que no són lineals.
Exemples 3.4: 1. La aplicació f : R3 −→ R2 tal que f(x, y, z) = (x +
y, 2y + 1) no és lineal.
2. La aplicació f : R2 −→ R2 tal que f(x, y) = (x+ y, 21) no és lineal. 
Proposició 3.5: De la definició d’aplicació lineal, es dedueixen fàcilment les
següents propietats:
1. La suma d’aplicacions lineals és una aplicació lineal.
2. El producte d’una aplicació lineal per un escalar és de nou una aplicació
lineal.
Exemples 3.6: 1. Donades les aplicacions lineals f i g de R3 en R2, defi-
nides per f(x, y, z) = (x+y, 2y) i g(x, y, z) = (−y+z, 3x+z), l’aplicació
suma f + g : R3 −→ R2 és tal que (f + g)(x, y, z) = (x+ z, 3x+ 2y+ z),
que és lineal.
2. Donada l’aplicació lineal f : R4 −→ R2 tal que f(x, y, z, t) = (y−x, t−z),
l’aplicació 5f : R4 −→ R2 està definida per (5f)(x, y, z, t) = (5y−5x, 5t−
5z), que torna a ser lineal. 
El conjunt de totes les aplicacions lineals de V a V ′ es denotaHomR(V, V ′).
Així,
HomR(V, V
′) = {f : V → V ′ | f és lineal}.
Les propietats de la Proposició 3.5 demostren, en particular, que el conjunt
HomR(V, V
′) té estructura d’espai vectorial real.
Destacarem ara un cas particular d’aplicacions lineals: si V = V ′, les
aplicacions lineals de V en V s’anomenen endomorfismes de V i el conjunt de
tots els endomorfismes de V es denota EndR(V ) = HomR(V, V ), que és un
espai vectorial. Així,
EndR(V ) = {f : V → V | f és lineal}.
Exemple 3.7: L’aplicació f : R3 −→ R3 tal que f(x, y, z) = (x− z, 2y,−3x)
és un endomorfisme de R3. 
A banda de poder sumar aplicacions lineals i multiplicar-les per un escalar,
també podem compondre aplicacions lineals sense perdre la linealitat, com
afirma el següent resultat.
3. Aplicacions lineals 37
Proposició 3.8: Donades aplicacions lineals f : V −→ V ′ i g : V ′ −→ V ′′, la
seua composició g ◦ f : V −→ V ′′ és també una aplicació lineal.
Exemple 3.9: Donades les aplicacions lineals f : R4 −→ R2 i g : R2 −→ R3
definides per f(x, y, z, t) = (y − x, t − z) i g(x, y) = (x + y, 3y, x), l’aplicació
composició g ◦ f : R4 −→ R3 ve definida per
(g◦f)(x, y, z, t) = g(f(x, y, z, t)) = g(y−x, t−z) = (−x+y−z+t, 3t−3z, y−x),
que torna a ser una aplicació lineal. 
3.2 Teorema d’existència i unicitat de les apli-
cacions lineals
L’objectiu d’aquest apartat és esbrinar quines seran les dades (o condici-
ons) necessàries per tal de determinar unívocament una aplicació lineal. Serà
necessari conèixer les imatges de tots i cadascun dels vectors de l’espai de par-
tida per poder tenir totalment localitzat un homomorfisme? El teorema que
segueix respon a aquesta pregunta, indicant quin és el nombre mínim d’imatges
de vectors que cal conèixer per a poder determinar una aplicació lineal.
Teorema 3.10: Siguen U i V dos espais vectorials reals. Suposem que la
dimensió de U és n i que B = {~u1, ~u2, . . . , ~un} és una base de U . Suposem a
més que S = {~b1,~b2, . . . ,~bn} és un conjunt qualsevol de n vectors de V .
En aquestes condicions, existeix una i només una aplicació lineal f : U → V
tal que f(~ui) = ~bi, per a tot i = 1, 2, . . . , n.
Demostració: Com que B és una base de U , cada vector ~x ∈ U , es pot
escriure de manera única com a combinació lineal dels vectors de B,
~x = λ1~u1 + λ2~u2 + · · ·+ λn~un
Definim l’aplicació f , fent correspondre a cada ~x ∈ U el vector f(~x) ∈ V tal
que
f(~x) = λ1~b1 + λ2~b2 + · · ·+ λn~bn,
on els coeficients λi són les coordenades de ~x en la base B.
És fàcil comprovar que aquesta aplicació, així definida, satisfà que f(~ui) =
~bi, per a tot i = 1, 2, . . . , n. Vegem que, a més a més, f és lineal. En efecte,
donats dos vectors arbitraris ~x, ~y ∈ U , els escrivim en la base B:
~x = λ1~u1 + λ2~u2 + · · ·+ λn~un,
~y = µ1~u1 + µ2~u2 + · · ·+ µn~un.
Aleshores, per a tot α, β ∈ R , tenim que
α~x+ β~y = α(λ1~u1 + · · ·+ λn~un) + β(µ1~u1 + · · ·+ µn~un) =
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= (αλ1 + βµ1)~u1 + · · ·+ (αλn + βµn)~un
Per tant,
f(α~x+ β~y) = (αλ1 + βµ1)~b1 + · · ·+ (αλn + βµn)~bn =
= α(λ1~b1 + · · ·+ λn~bn) + β(µ1~b1 + · · ·+ µn~bn) = αf(~x) + βf(~y).
Per últim, veiem que l’aplicació lineal f és única. En efecte, si g : U → V és
una altra aplicació lineal tal que g(~ui) = ~bi, per a tot i = 1, 2, . . . , n, tindrem,
ja que g és lineal, que:
g(~x) = g(λ1~u1 + · · ·+ λn~un) = λ1g(~u1) + · · ·+ λng(~un) =
= λ1~b1 + · · ·+ λn~bn = f(~x)
per a tot ~x ∈ U . Conseqüentment, f i g són la mateixa aplicació i, per tant, f
és única. 
Exemple 3.11: El teorema anterior ens assegura que existeix una única apli-
cació lineal f : R3 → R2, tal que f(1, 0, 0) = (3, 2), f(0, 1, 0) = (1, 4) i
f(0, 0, 1) = (4, 7). Anem a determinar-la i, a continuació, trobarem la imatge
del vector (1, 2,−1).
Per a determinar f , el primer pas és calcular les coordenades d’un vector
qualsevol de R3 en la base de vectors amb imatges conegudes. En el nostre
cas, aquesta base és la base canònica, per tant escrivim:
(x, y, z) = x(1, 0, 0) + y(0, 1, 0) + z(0, 0, 1)
A continuació, apliquem f i utilitzem la linealitat:
f(x, y, z) = f(x(1, 0, 0) + y(0, 1, 0) + z(0, 0, 1)) =
= xf(1, 0, 0) + yf(0, 1, 0) + zf(0, 0, 1)
i substituïm per les imatges dels vectors de la base donada, que són conegudes:
f(x, y, z) = x(3, 2) + y(1, 4) + z(4, 7)
per tant, f(x, y, z) = (3x+ y + 4z, 2x+ 4y + 7z), per a tot (x, y, z) ∈ R3. En
particular, f(1, 2,−1) = (1, 3). 
3.3 Aplicacions lineals injectives i suprajecti-
ves. Isomorfismes
Recordem que, en general, una aplicació f : S −→ T , on S i T són conjunts,
es diu que és:
a) Injectiva si tot element de T té com a màxim un antecedent (o antiimatge);
és a dir, si per a tot b ∈ T , existeix com a màxim un a ∈ S tal que
f(a) = b. Així, s’ha de verificar que si a1, a2 són dos elements de S tals que
f(a1) = f(a2), aleshores a1 = a2.
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b) Suprajectiva si tot element de T té almenys un antecedent (o antiimatge);
és a dir, si per a tot b ∈ T , existeix almenys un a ∈ S tal que f(a) = b.
c) Bijectiva si és suprajectiva i inyectiva; és a dir, si cada element de T , té
una, i només una, antiimatge: per a tot b ∈ T , existeix un únic a ∈ S tal
que f(a) = b.
Qualsevol aplicació es pot classificar segons siga injectiva, suprajectiva,
bijectiva o no posseïsca cap d’aquestes tres propietats.
En aquest apartat veurem com podem fer aquesta classificació quan treba-
llem amb aplicacions lineals entre espais vectorials. Per arribar-hi, hi ha dos
subespais vectorials que són fonamentals i haurem de saber calcular: el nucli
de l’aplicació i el seu espai imatge (Definició 3.16).
Definició 3.12: Una aplicació lineal injectiva s’anomena monomorfisme. Una
aplicació lineal suprajectiva es diu que és un epimorfisme. Una aplicació lineal
bijectiva entre espais vectorials distints rep el nom d’isomorfisme. Per últim,
un endomorfisme bijectiu és un automorfisme.
Teorema 3.13: Siga f : V −→ V ′ una aplicació lineal. Aleshores,
(a) Per a tot subespai vectorial W de V , el conjunt
f(W ) = {f(~u) : ~u ∈W}
és subespai vectorial de V ′, conegut com el subespai imatge de W .
(b) Per a tot subespai vectorial W ′ de V ′, el conjunt
f−1(W ′) = {~v ∈ V : f(~v) ∈W ′}
és subespai de V , conegut com el subespai antiimatge de W ′.
En general, donat un subespai vectorial W de V , si coneguem un sistema
generador de W , és molt fàcil calcular f(W ):
Proposició 3.14: Siga f : V −→ V ′ una aplicació lineal i W un subespai
vectorial de V . Si {~u1, ~u2, . . . , ~ur} és un sistema generador de W , aleshores el
conjunt {f(~u1), f(~u2), . . . , f(~ur)} és un sistema generador de f(W ).
Exemple 3.15: Donat el subespaiW = {(x, y, z) ∈ R3 | x+y−z = 0} de R3 i
f : R3 −→ R4 tal que f(x, y, z) = (x+y, z, 2y, z−x), volem calcular una base de
f(W ). Com el conjunt {(1, 0, 1), (0, 1, 1)} és una base de W , la proposició 3.14
ens diu que {f(1, 0, 1), f(0, 1, 1)} és un sistema generador de f(W ). Aplicant la
definició de f obtenim que f(W ) ve generat per {(1, 1, 0, 0), (1, 1, 2, 1)}. Donat
que aquests vectors són linealment independents, formen una base de f(W ).
40 3.3. Aplicacions lineals injectives i suprajectives. Isomorfismes
Com a conseqüència del Teorema 3.13, obtenim els dos subespais vectorials
més importants relatius a una aplicació lineal:
Definició 3.16: Siga f : V −→ V ′ una aplicació lineal. aleshores,
1. Com l’espai vectorial V és, al seu torn, subespai vectorial d’ell mateix,
aplicant el teorema 3.13(a), tindrem que f(V ) ⊆ V ′ és subespai vectorial
de V ′. A aquest subespai l’anomenarem espai imatge de l’aplicació:
Im(f) = f(V ) = {f(~v) : ~v ∈ V } ⊆ V ′.
2. Com el conjunt {~0V ′}, format únicament pel vector nul de V ′, és subespai
vectorial de V ′, aplicant el teorema 3.13(b), tindrem que f−1(~0V ′) ⊆
V és subespai vectorial de V . Aquest subespai l’anomenarem nucli de
l’aplicació:
Ker(f) = f−1(~0V ′) = {~v ∈ V : f(~v) = ~0V ′} ⊆ V.
En general, el càlcul del nucli d’una aplicació és fàcil utilitzant la mateixa
definició de nucli, com posa de manifest el següent exemple:
Exemple 3.17: Donat l’homomorfisme f : R3 −→ R2 tal que f(x, y, z) =
(x+y, z−x), si volem trobar el nucli de f el que farem serà aplicar la definició
d’aquest espai:
Ker(f) = {(x, y, z) ∈ R3 | f(x, y, z) = (0, 0)} =
= {(x, y, z) ∈ R3 | x+ y = 0, z − x = 0} = 〈(1,−1, 1)〉.
. 
Per tal de calcular l’espai imatge d’una aplicació, utilitzarem la proposició
3.14, considerant V com subespai de si mateix. Més concretament:
Proposició 3.18: Siga f : V −→ V ′ una aplicació lineal. Si {~u1, ~u2, . . . , ~un}
és un sistema generador de V , aleshores el conjunt {f(~u1), f(~u2), . . . , f(~un)}
és un sistema generador de Im(f).
Exemple 3.19: Si volem calcular l’espai imatge de l’aplicació lineal f : R3 −→
R4 tal que f(x, y, z) = (x + y,−3z, 0, x + y), necessitem, segons la proposició
3.18, conéixer les imatges d’un sistema generador de R3. Considerant, per
exemple, la base canònica de R3, tindrem que el conjunt
{f(1, 0, 0), f(0, 1, 0), f(0, 0, 1)}
és un sistema generador d’Im(f). Si calculem les imatges d’aquests vectors,
obtenim que
Im(f) = 〈(1, 0, 0, 1), (1, 0, 0, 1), (0,−3, 0, 0)〉.
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Per tal d’obtenir una base d’Im(f), només ens cal reduir el sistema generador
fins que siga també un sistema lliure. En aquest cas, {(1, 0, 0, 1), (0,−3, 0, 0)}
és una base d’Im(f). 
Como ja hem comentat abans, els espais nucli i imatge d’una aplicació ens
permeten la seua classificació:
Teorema 3.20: Siga f : V −→ V ′ una aplicació lineal. Aleshores,
(a) f és injectiva si i només si Ker(f) = { ~0V }.
(b) f és suprajectiva si i només si Im(f) = V ′.
Exemples 3.21: Anem a calcular el nucli i l’espai imatge de les següents
aplicacions lineals. A continuació, les classificarem amb l’ajuda del teorema
anterior.
1. f : R3 → R3 tal que f(x, y, z) = (2x+ y, y − z, x+ y + z).
En primer lloc, aplicant la proposició 3.18, sabem que el conjunt
{f(1, 0, 0), f(0, 1, 0), f(0, 0, 1)}
és un sistema generador d’Im(f). Si calculem les imatges d’aquests
vectors, obtenim que Im(f) = 〈(2, 0, 1), (1, 1, 1), (0,−1, 1)〉. Donat que
{(2, 0, 1), (1, 1, 1), (0,−1, 1)} és un sistema lliure, es tracta d’una base de
R3, amb la qual cosa Im(f) = R3 i f és suprajectiva.
D’altra banda, el nucli de l’aplicació és:
Ker(f) = {(x, y, z) ∈ R3 | f(x, y, z) = (0, 0, 0)}
= {(x, y, z) ∈ R3 | 2x+ y = 0, y − z = 0, x+ y + z = 0}
= {(0, 0, 0)}
per tant f és injectiva.
Així doncs, f és bijectiva, és a dir, es tracta d’un automorfisme de R3.
2. f : R3 → R2 tal que f(x, y, z) = (2x− y, x+ 3y − 4z).
Com abans, el sistema {(1, 0, 0), (0, 1, 0), (0, 0, 1)} genera R3, per tant la
proposició 3.18 ens diu que {f(1, 0, 0), f(0, 1, 0), f(0, 0, 1)} genera Im(f).
Així, Im(f) = 〈(2, 1), (−1, 3), (0,−4)〉 = R2 i, per tant, f és suprajectiva.
D’altra banda, com
Ker(f) = {(x, y, z) ∈ R3 | f(x, y, z) = (0, 0)}
= {(x, y, z) ∈ R3 | 2x− y = 0, x+ 3y − 4z = 0}
= {(4x, 8x, 7x) | x ∈ R}
deduïm que f no és injectiva.
Es tracta doncs d’un epimorfisme.
. 
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El següent resultat ens diu que la suma de les dimensions del nucli i de
l’espai imatge d’una aplicació, sempre ha de ser igual a la dimensió de l’espai
inicial.
Proposició 3.22: Siga f : V −→ V ′ una aplicació lineal. Aleshores,
dimR(Ker(f)) + dimR(Im(f)) = dimR(V )
Aquest resultat és molt útil en la pràctica. Així, en el primer exemple d’e-
xemples 3.21, en calcular l’espai Im(f) i obtenir que aquest espai té dimensió
3, la proposició 3.22, ens permet ja saber que el nucli serà trivial, sense neces-
sitat de calcular-lo. En particular, podem destacar dues conseqüències directes
d’aquesta proposició:
Corol.lari 3.23: Siga f : V −→ V ′ una aplicació lineal.
(a) Si dimR(V ) = dimR(V ′) i f és injectiva, aleshores f és bijectiva.
(b) Si dimR(V ) = dimR(V ′) i f és suprajectiva, aleshores f és bijectiva.
Donat un espai vectorial V , l’aplicació identitat de V és idV : V → V tal
que idV (~v) = ~v, per a tot ~v ∈ V . Clarament, idV és una aplicació lineal.
Si f : V −→ V ′ és un isomorfisme, aleshores per ser f una aplicació bijec-
tiva, existeix una aplicació inversa f−1 : V ′ −→ V , tal que f ◦ f−1 = idV ′ i
f−1 ◦ f = idV . El següent resultat afirma que l’aplicació inversa d’un isomor-
fismé és també lineal.
Proposició 3.24: Per a cada isomorfisme d’espais vectorials f : V −→ V ′, la
seua aplicació inversa f−1 : V ′ −→ V és també lineal (i per tant isomorfisme).
Dos espais vectorials reals es diu que són isomorfs si existeix un isomorfisme
entre ells. Si dos espais són isomorfs, el que podem dir és que, com a espais
vectorials, tenen exactament la mateixa estructura.
Teorema 3.25: Qualsevol espai vectorial real de dimensió n és isomorf a Rn.
A part de permetre’ns classificar una aplicació lineal, l’espai nucli té altres
usos. Així per exemple, ens ajuda a conéixer totes les antiimatges (o antece-
dents) d’un vector donat. Si f : V −→ V ′ és una aplicació lineal i ~y ∈ V ′, el
subconjunt de V format per totes les antiimatges de ~y es denota f−1(~y), és a
dir
f−1(~y) = {~x ∈ V | f(~x) = ~y}
El següent resultat ens diu que, si coneixem una antiimatge de ~y, podem obtenir
qualsevol altra antiimatge seua utilitzant el nucli de l’aplicació:
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Proposició 3.26: Donada una aplicació lineal f : V −→ V ′ i un vector ~y ∈
V ′, es té que
• Si ~y 6∈ Im(f), aleshores f−1(~y) = ∅.
• Si ~y ∈ Im(f) i ~x0 ∈ V és tal que f( ~x0) = ~y, aleshores f−1(~y) = { ~x0}+
Ker(f).
Demostració: Si ~y ∈ Im(f), aleshores ha d’existir ~x0 ∈ V tal que f( ~x0) = ~y.
Ara, si ~x és una altra antiimatge d’~y, aleshores f(~x) = f( ~x0) = ~y. En particular
tindrem que
f(~x− ~x0) = f(~x)− f( ~x0) = ~0V ′
Per tant, ~x− ~x0 ∈ Ker(f). Això permet afirmar que f−1(~y) = { ~x0}+Ker(f).

Exemple 3.27: L’endomorfisme f : R3 −→ R3 tal que f(x, y, z) = (2x, x, y+
z) té com a nucli el subespai Ker(f) = 〈(0, 1,−1)〉 i com espai imatge l’espai
Im(f) = {(x, y, z) ∈ R3 | x = 2y}. Com que el vector (1, 1, 1) 6∈ Im(f), es
té que f−1(1, 1, 1) = ∅. D’altra banda, atès que f(3, 1, 0) = (6, 3, 1), podem
afirmar que f−1(6, 3, 1) = {(3, 1, 0) + α(0, 1,−1) | α ∈ R}. 
3.4 Matrius associades a les aplicacions line-
als
Pel teorema 3.10, d’existència i unicitat de les aplicacions lineals, sabem
que una aplicació lineal f : V → V ′ queda totalment determinada si coneixem
les imatges dels vectors d’una base B = {~u1, ~u2, . . . , ~un} de V . Aquest fet ens
permet associar, a cada aplicació lineal, una matriu (fixades una base de l’espai
inicial i una altra del final):
Definició 3.28: Donada una aplicació lineal f : V −→ V ′, suposem fixades
bases B = {~u1, ~u2, . . . , ~un} de V i B′ = {~v1, ~v2, . . . , ~vm} de V ′.
Per a cada i ∈ {1, . . . , n}, f(~ui) ∈ V ′, i per tant podem considerar les seues
coordenades en la base B′:
f(~u1) = α11~v1 + α21~v2 + · · ·+ αm1~vm
f(~u2) = α12~v1 + α22~v2 + · · ·+ αm2~vm
...
f(~un) = α1n~v1 + α2n~v2 + · · ·+ αmn~vm
Així, els escalars reals α1i, . . . , αmi són les coordenades de f(~ui) en la base
B′: f(~ui) = (α1i, . . . , αmi)B′ , per a i = {1, . . . , n}.
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Direm aleshores que la matriu associada a f en les bases B i B′ és
A =

α11 α12 . . . α1n
α21 α22 . . . α2n
...
...
. . .
...
αm1 αm2 . . . αmn
 = MB,B′(f) ∈ Rm×n .
Cal destacar que
• la columna i-èssima de MB,B′(f) està formada per les coordenades de
f(~ui) en la base B′;
• qualsevol matriu associada a f : V −→ V ′ serà d’ordre m × n, on m és
la dimensió de V ′ i n és la dimensió de V .
Exemple 3.29: Considerem l’homomorfisme f : R2 −→ R3 tal que f(x, y) =
(2y, y − x, y). La matriu associada a f en les bases canòniques de R2 i R3 és
MCan(R2),Can(R3)(f) =
 0 2−1 1
0 1
 .
En canvi, si considerem la base B = {(1, 1), (−1, 0)} de R2 i la base B′ =
{(1, 1, 1), (1, 1, 0), (1, 0, 0)} de R3, la matriu associada a f és
MB,B′(f) =
 1 0−1 1
2 −1
 .
. 
Observació 3.30: Quan es tracta d’un endomorfisme f : V −→ V , conside-
rem una única base B = {~u1, ~u2, . . . , ~un} de V , és a dir, la base B′ considerada
en l’espai final serà la mateixa B. D’aquesta manera, parlarem de la matriu
associada a f en la base B, que serà MB(f) = MB,B(f).
Exemple 3.31: Siga f l’endomorfisme de R2 amb expressió genèrica f(x, y) =
(x+y, x−y) per a tot (x, y) ∈ R2. La matriu de f en la base B = {(1, 1), (2, 0)}
és MB(f) =
(
0 2
1 0
)
. 
Qualsevol matriu que estiga associada a una aplicació lineal f proporciona
tota la informació necessària per a conèixer amb exactitud l’aplicació f . En
primer lloc, anem a veure que la definició de f també pot donar-se de forma
matricial:
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Proposició 3.32 (Equació matricial d’una aplicació lineal): Siguen V
i V ′ dos espais vectorials reals i siguen B i B′ bases de V i V ′ respectivament.
Donada una aplicació lineal f : V −→ V ′, l’equació matricial de f respecte de
les bases B i B′ és l’expressió:
AXB = YB′ ,
on:
(a) XB és el vector columna format per les coordenades del vector ~x ∈ V en la
base B,
(b) A és la matriu de f en les bases B i B′, és a dir A = MB,B′(f), i
(c) el producte matricial AX ens dóna les coordenades YB′ del vector f(~x) ∈
V ′ en la base B′.
Exemple 3.33: L’equació matricial de l’aplicació f : R2 −→ R3 tal que
f(x, y) = (2y, y − x, y) respecte de les bases canòniques de R2 i R3 és 0 2−1 1
0 1
( x
y
)
=
 2yy − x
y

En canvi, si considerem la base B = {(1, 1), (−1, 0)} de R2 i la base B′ =
{(1, 1, 1), (1, 1, 0), (1, 0, 0)} de R3, l’equació matricial de f és 1 0−1 1
2 −1
( y
y − x
)
=
 y−x
x+ y

. 
Si fixem una base de Rn i una altra de Rm, per a cada matriu A d’ordre
m × n existeix una única aplicació lineal la matriu associada de la qual, en
eixes bases, és A. El següent exemple explica com obtenir l’expressió genèrica
d’una aplicació lineal a partir d’una matriu associada a ella.
Exemple 3.34: Calcularem l’expressió genèrica d’una aplicació lineal f : R3 −→
R2 tal que la seua matriu associada en la base canònica de R3 i la base
B′ = {(1, 2), (0,−1)} de R2 és A =
(
1 0 1
0 1 0
)
.
Com A = MCan(R3),B′(f), l’equació matricial que ens correspon aplicar és
AXCan(R3) = YB′ , on XCan(R3) seran les coordenades canòniques d’un vector
arbitrari (x, y, z) de R3 i YB′ seran les coordenades del vector imatge f(x, y, z)
en la base B′. Així,
(
1 0 1
0 1 0
) xy
z
 = ( x+ z
y
)
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Donat que aquest últim vector columna ens dóna les coordenades de f(x, y, z)
en B′, tindrem que:
f(x, y, z) = (x+ z)(1, 2) + y(0,−1) = (x+ z, 2x− y + 2z),
per tant, l’expressió genèrica de f és
f(x, y, z) = (x+ z, 2x− y + 2z).

També podem classificar una aplicació lineal a través d’una matriu associ-
ada a ella, sense necessitat de calcular el nucli o l’espai imatge:
Proposició 3.35: Siga f : V → V ′ una aplicació lineal i A ∈ Rm×n la seua
matriu associada en certes bases B i B′ de V i V ′ respectivament. Aleshores:
1. f és injectiva si i només si rg(A) = n
2. f és suprajectiva si i només si rg(A) = m
3. f és un isomorfisme si i només si A és quadrada i regular.
Exemple 3.36: L’aplicació de l’Exemple 3.29 és injectiva i no suprajectiva,
ja que el rang de qualsevol matriu associada a ella és 2. 
Com hem vist en la primera secció d’aquest tema, les aplicacions lineals
es poden sumar, multiplicar per un escalar i compondre. Anem a veure a
continuació que les matrius associades als homomorfismes també presenten un
bon comportament pel que fa a aquestes operacions.
Proposició 3.37: Siguen V , V ′ i V ′′ tres espais vectorials reals i siguen B,
B′ i B′′ bases de V , V ′ i V ′′ respectivament. Donades les aplicacions lineals
f, g : V −→ V ′ i h : V ′ −→ V ′′, es verifica:
(a) MB,B′(f + g) = MB,B′(f) +MB,B′(g)
(b) MB,B′(αf) = αMB,B′(f), per a tot α ∈ R.
(c) MB,B′′(h ◦ f) = MB′,B′′(h)MB,B′(f)
Exercici 3.38: Considera les aplicacions lineals f i g de l’exemple 3.9. Cal-
cula les seues matrius associades en les corresponents bases canòniques. Com-
prova que el producte d’aquestes matrius es correspon amb la matriu de g ◦ f
en les bases canòniques.
Les propietats (a) i (b) de la proposició 3.37 ens proporcionen el següent
resultat.
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Teorema 3.39: Donats V i V ′, dos espais vectorials reals de dimensions n i
m respectivament i donades bases B de V i B′ de V ′, l’aplicació
ψB,B′ : HomR(V, V ′)→ Rm×n
que associa a cada aplicació lineal entre V i V ′ la seua matriu en les bases B
i B′, és un isomorfisme d’espais vectorials reals.
Demostració: Per la proposició 3.37 (a) i (b), l’aplicació ψB,B′ és lineal. A
més, ψB,B′ és injectiva ja que una aplicació lineal està unívocament determinada
per la seua matriu associada. Per últim, ψB,B′ és suprajectiva ja que, per a cada
matriu A d’ordre m × n, existeix una aplicació lineal la matriu associada de
la qual és A. Aquesta aplicació és exactament la que té com equació matricial
AXB = YB′ . 
3.5 Isometries
En aquest apartat, considerarem l’espai euclidià (Rn, ·), format per l’espai
vectorial Rn dotat del producte escalar canònic estudiat en el tema 2:
(x1, . . . , xn) · (y1, . . . , yn) = x1y1 + · · ·+ xnyn
3.5.1 Isometries en Rn
El nostre objectiu serà estudiar els endomorfismes de Rn que presenten un
bon comportament respecte del producte escalar. Dit d’una altra manera, ens
interessem pels endomorfismes que conserven el producte escalar i, per tant,
conserven distàncies, mòduls i angles entre vectors. Aquests endomorfismes
seran les isometries.
Definició 3.40: Direm que un endomorfisme f : Rn −→ Rn és una isometria
de Rn si:
f(~x) · f(~y) = ~x · ~y
De la definició es desprén que una isometria de Rn no només conservarà
la distància i l’angle entre dos vectors, sinó també el mòdul de tot vector.
Aquesta última condició és, a més, suficient perquè un endomorfisme siga una
isometria:
Proposició 3.41: Un endomorfisme f : Rn −→ Rn és una isometria si, i
només si, |f(~v)| = |~v| per a tot ~v ∈ V .
Demostració: La condició necessària és immediata. Per tal de provar la
condició suficient prenem dos vectors qualssevol ~x i ~y de V i anomenem ~v =
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~x+ ~y. Aleshores:
|~v|2 = (~x+ ~y) · (~x+ ~y) = |~x|2 + |~y|2 + 2(~x · ~y)
i
|f(~v)|2 = f(~x+ ~y) · f(~x+ ~y) = (f(~x) + f(~y)) · (f(~x) + f(~y)) =
= |f(~x)|2 + |f(~y)|2 + 2(f(~x) · f(~y)).
Atès que f conserva el mòdul de tot vector, podem igualar les dues expressions
anteriors:
|~x|2 + |~y|2 + 2(~x · ~y) = |f(~x)|2 + |f(~y)|2 + 2(f(~x) · f(~y))
Com |f(~x)| = |~x| i |f(~y)| = |~y|, podem simplificar i obtenim el resultat. 
Exemple 3.42: L’aplicació f : R2 −→ R2 tal que f(x, y) = (y,−x) conserva
el mòdul de tot vector de R2, per tant és una isometria de R2. 
Exemple 3.43: L’aplicació g : R2 −→ R2 tal que g(x, y) = (x + y, y) no
conserva el mòdul de tot vector de R2, per tant no és una isometria de R2. 
Proposició 3.44: Qualsevol isometria de Rn és bijectiva i, per tant, és un
automorfisme de Rn.
Demostració: Una conseqüència immediata de la definició és que tota iso-
metria és injectiva. Com sabem, tot endomorfisme injectiu és bijectiu i per
tant se segueix el resultat. 
Anem a estudiar a continuació les matrius associades a les isometries. Veu-
rem que, si considerem una base ortonormal U en Rn, la matriu associada a
una isometria f de Rn en la base U , és una matriu tal que la seua inversa
coincideix amb la seua matriu trasposta.
Definició 3.45: Direm que una matriu A ∈ Rn×n és ortogonal si At = A−1.
Exemple 3.46: La matriu A =
(
0 1
−1 0
)
és ortogonal, mentre que B =(
1 1
0 −1
)
no ho és. 
Teorema 3.47: Si U és una base ortonormal de Rn, aleshores un endomor-
fisme f : Rn −→ Rn és una isometria si, i només si, la seua matriu associada
en la base U és ortogonal.
En la pràctica, com que la base canònica de Rn és ortonormal, per tal de
decidir si f és una isometria o no, només caldrà dir si la seua matriu associ-
ada en la base canònica de Rn és ortogonal o no. Per arribar-hi, hi ha dues
propietats que convé tenir en compte:
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Proposició 3.48: (a) Si A és una matriu ortogonal, aleshores el determinant
de A és 1 o −1.
(b) Una matriu A ∈ Rn×n és ortogonal si, i només si, els seus vectors columna
formen una base ortonormal de Rn.
Exemples 3.49: (a) El recíproc de la propietat (a) anterior no és cert. Per
exemple, la matriu A =
(
1 1
0 1
)
no és ortogonal, encara que el seu
determinant siga 1.
(b) L’aplicació lineal f : R3 −→ R3 tal que la seua matriu en la base canònica
de R3 és
A =

1√
3
1√
2
1√
6
1√
3
−1√
2
1√
6
1√
3
0 −2√
6
 ,
és una isometria. La raó és que A és ortogonal, i això és fàcil de veure,
només cal comprovar que els seus vectors columna{(
1√
3
,
1√
3
,
1√
3
)
,
(
1√
2
,
−1√
2
, 0
)
,
(
1√
6
,
1√
6
,
−2√
6
)}
formen una base ortonormal de R3. 
Definició 3.50: Direm que una isometria de Rn és un moviment directe si la
seua matriu en la base canònica de Rn té determinant 1.
Direm que una isometria de Rn és un moviment invers si la seua matriu en
la base canònica de Rn té determinant −1.
Exemple 3.51: La isometria definida per la matriu A de l’Exemple 3.49 (b)
és un moviment directe, ja que el determinant de A és 1. 
3.5.2 Isometries en R2
Considerem la base canònica de R2, Can(R2) = {~e1 = (1, 0), ~e2 = (0, 1)}.
Si volem definir un endomorfisme de R2 que siga una isometria, l’única condició
que ha de complir f(~e1) és ser un vector unitari. Per tant, les seues coordenades
canòniques seran de la forma (cosα, sinα), per a algun α ∈ [0, 2pi[.
f(~e1) = (cosα, sinα)
Una vegada determinat f(~e1), el vector f(~e2) ha de ser perpendicular a
f(~e1) i ser unitari. Així, només hi ha dues formes possibles de triar el vector
f(~e2), la qual cosa ens permetrà classificar fàcilment les isometries de R2.
Rotació d’angle α
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Si f és una isometria de R2 tal que{
f(~e1) = (cosα, sinα)
f(~e2) = (− sinα, cosα)
el moviment produït per f és una rotació d’angle α (Figura 1).
La matriu en la base canònica de f serà
(
cosα − sinα
sinα cosα
)
, que té deter-
minant igual a 1. Així, les rotacions en R2 són moviments directes.
Figura 1. Rotació en R2.
Simetria respecte d’una recta
Si f és una isometria de R2 tal que{
f(~e1) = (cosα, sinα)
f(~e2) = (sinα,− cosα)
el moviment produït per f és una simetria respecte d’una recta r, generada
pel vector (cos(α2 ), sin(
α
2 )) (Figura 2).
La matriu en la base canònica de f serà
(
cosα sinα
sinα − cosα
)
, que té deter-
minant igual a −1. Així, les simetries en R2 són moviments inversos.
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Figura 2. Simetria axial en R2.
Exemples 3.52: 1. La isometria de R2 que té per matriu en la base canò-
nica
(
0 1
−1 0
)
, és una rotació d’angle 3pi/2.
2. La isometria de R2 que té per matriu en la base canònica
(
0 1
1 0
)
, és
una simetria respecte de la recta generada pel vector (1, 1). 
3.6 Exercicis
1. Raona si les següents aplicacions són o no lineals:
(a) f : R3 −→ R3 donada per f(x, y, z) = (2x+ 5y, y − x, y + 3x)
(b) f : R2 −→ R3 donada per f(x, y) = (x+ y, 0, x− y)
(c) f : R −→ R donada per f(x) = 3x+ 2
(d) f : R2 −→ R donada per f(x, y) = 2x− 3y
(e) f : R2 −→ R2 donada per f(x, y) = (2x, x+ y)
(f) f : R4 −→ R3 donada per f(x, y, z, t) = (1, x+ y, z + t)
(g) f : R2 −→ R2 donada per f(x, y) = (xy, x− 2y)
(h) f : R3 −→ R4 donada per f(x, y, z) = (2x, x+ y, z, 0)
(i) f : R3 −→ R2 donada per f(x, y, z) = (x+ y, ez)
(j) f : R −→ R donada per f(x) = −x
(k) f : R4 −→ R4 donada per f(x, y, z, t) = (−x,−y,−z,−t)
(l) f : R3 −→ R3 donada per f(x, y, z) = (x, y, z) + (1, 0,−1)
(m) f : R2 −→ R2donada per f(x, y) = (2x+ y, y)
2. Donades les aplicacions lineals f : R4 −→ R4 donada per f(x, y, z, t) =
(−2x, z − y, t − z,−t), g : R3 −→ R4 donada per g(x, y, z) = (2x, x +
y, z, 0) i h : R3 −→ R4 donada per h(x, y, z) = (2x − y, 3z, y + z, x), es
demana:
(a) Calcula l’expressió genèrica de 2g − h i comprova que aquesta apli-
cació és lineal.
(b) Calcula l’expressió genèrica de f◦g i comprova que aquesta aplicació
és lineal. Existeix l’aplicació g ◦ f?
(c) Calcula l’expressió genèrica de f◦h i comprova que aquesta aplicació
és lineal.
3. D’una aplicació lineal f : R3 −→ R2 es coneix:
f(1, 0, 1) = (0, 1); f(0, 1, 1) = (0, 2); f(1, 1, 0) = (1, 1).
Calcula l’expressió genèrica de f .
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4. D’una aplicació lineal f : R4 −→ R2 es coneix:
f(1, 2, 0, 1) = (1, 1), f(−1, 0, 1, 1) = (0, 2),
f(1, 1, 0, 2) = (1, 1), f(0, 1, 0, 0) = (1, 1).
Calcula l’expressió genèrica de f .
5. Donat el subespai H = {(x, y, z, t) ∈ R4 | x + y − 2z = 0} de R4 i
f : R4 −→ R3 tal que f(x, y, z, t) = (x + y − 4t, z − x, 2y), calcula un
subespai suplementari de f(H) en R3.
6. Per a les aplicacions de l’exercici 1 que resulten lineals, dóna una base
dels subespais ker(f) i Im(f). A continuació, classifica-les.
7. Donada l’aplicació lineal f : R3 −→ R3 definida per
f(x, y, z) = (x+ y + z, x+ y − z, z)
Determina ker(f), Im(f) i f(S), on S = {(x, y, z) ∈ R3 | x+y+z = 0}.
En darrer lloc, classifica f .
8. Donada l’aplicació lineal f : R3 −→ R2 definida per
f(x, y, z) = (x− y, y − z)
Determina ker(f) i Im(f). A continuació, sabent que f(1, 0,−3) =
(1, 3), determina f−1(1, 3).
9. D’una aplicació lineal f : R3 −→ R2 es coneix:
f(1, 0, 1) = (0, 1); f(0, 1, 1) = (0, 2); f(1, 1, 0) = (1, 1)
Calcula la matriu associada a f en les bases canòniques de R3 i R2.
Després, determina ker(f) i Im(f).
10. Determina l’expressió genèrica d’un endomorfisme f de R3 tal que (1, 0, 0) ∈
Ker(f), f(0, 1, 0) = (0, 1, 0) i f(1, 1, 1) = (1, 1, 2). Calcula una base
d’Im(f).
11. Es considera un espai vectorial V dotat d’una base U = {~u1, ~u2, ~u3} i
un altre espai vectorial V ′ amb base W = {~w1, ~w2, ~w3, ~w4}. Suposem
que f : V −→ V ′ és una aplicació lineal definida per f(~u1) = λ~w1 + ~w2,
f(~u2) = ~w3 + ~w4, f(~u3) = ~w1 + ~w2 + ~w3 + ~w4, on λ és un paràmetre real.
Determina f(~v), per a tot ~v ∈ V , en funció de les bases U i W.
12. Donat un espai vectorial V dotat d’una base U = {~u1, ~u2, ~u3} i un altre
espai vectorial V ′ amb base W = {~w1, ~w2, ~w3}, i sent f : V −→ V ′ un
homomorfisme, calcula la matriu associada a f en les bases U i W. A
continuació, determina ker(f) i Im(f), si sabem que
f(~u1) = ~w1 − ~w2; f(~u2) = ~w2; f(~u3) = ~w1.
13. Siga f : R3 −→ R2 l’aplicació lineal definida per:
f(x, y, z) = (x− y + 2z, x+ 3y)
i siguen les bases B1 = {(1, 0,−1), (2, 1, 0), (0, 1, 1)} i B2 = {(−2, 1), (1,−1)}.
Es demana:
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(a) Matriu associada a f respecte de les bases canòniques de R3 i R2.
(b) Matriu associada a f respecte de la base B1 de R3 i la base canònica
de R2.
(c) Matriu associada a f respecte de la base canònica de R3 i la base
B2 de R2.
(d) Matriu associada a f respecte de les bases B1 i B2.
14. Siga la matriu A =
 1 30 2
−2 1
 i les bases B1 = {(2, 1), (1, 1)} de R2 i
B2 = {(0, 1, 1), (1, 1, 1), (−1,−2, 0)} de R3. Es demana:
(a) L’aplicació lineal f1 que té a A com matriu associada, si es consi-
deren les bases canòniques en els dos espais.
(b) L’aplicació lineal f2 representada per A, si prenem la base canònica
de R2 i B2 en R3.
(c) L”aplicació lineal f3 associada a A, si es prenen les bases B1 i la
base canònica de R3.
(d) L’aplicació lineal f4 associada a A, si es consideren les bases B1 i
B2.
15. Calcula l’expressió genèrica d’un endomorfisme de R3 tal que Ker(f) =
〈(0, 0, 1)〉 i Im(f) = {(x, y, z) ∈ R3 | z = 0}.
16. Siga f un endomorfisme de R4 del qual es coneix:
(a) El seu nucli: ker(f) = {(x, y, z, t) : x+ y + z = 0; t = 0};
(b) Els vectors (1, 1, 1, 0) i (0, 0, 0, 1) es transformen en ells mateixos.
Calcula la matriu associada a f , considerant la base canònica de R4, i
també la matriu de f en la base
B′ = {(1, 1, 1, 1), (0, 1, 1, 1), (0, 0, 1, 1), (0, 0, 0, 1)}.
17. Sabent que una aplicació lineal f : R2 −→ R4 verifica:
f(3,−5) = (1, 1, 1, 1); f(−1, 2) = (2, 1, 0,−2),
calcula la matriu associada a f respecte de les bases canòniques dels dos
espais, el subespai imatge de l’aplicació lineal i la seua dimensió. Calcula
f−1(1, 1, 1, 1).
18. Siga f : R3 → R4 una aplicació lineal que satisfà les següents condicions:
Ker(f) = {(x, y, z) ∈ R3 | x = y − z = z − x}
f(1, 1, 0) = 3f(0, 1, 2) + 5(1, 0, 1,−2)
f(1, 1, 0) + 2f(0, 1, 2) = (0, 0, 0, 0)
(a) Determina l’expressió genèrica de f .
(b) Calcula la matriu de f en la base canònica de R3 i la base B =
{(1, 0, 1, 0), (1,−1, 0, 0), (0, 0, 1, 1), (1, 0, 0, 1)} de R4.
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(c) Classifica l’aplicació lineal f .
19. Siga f : R3 → R3 l’aplicació lineal definida per f(x, y, z) = (3x, y −√
2 z,−√2 y + 2z).
(a) Calcula una base i equacions implícites dels espais Ker(f) i Im(f).
Són espais suplementaris?
(b) Calcula la matriu associada a f en la base
B = {(1, 0, 0), (1, 1, 0), (1, 1, 1)}.
20. Siga f : R3 → R3, una aplicació lineal tal que la seua matriu en la base
canònica de R3 és A =
 1 2 02 1 3
4 5 3
. Es demana:
(a) Calcula la dimensió, una base i les equacions cartesianes dels subes-
pais Ker(f) i Im(f). Utilitza aquestes dades per classificar l’apli-
cació.
(b) Calcula la matriu de f en la base B = {(0, 0, 1), (0, 1, 1), (1, 1, 1)}.
21. Siga f un endomorfisme de R4 que satisfà les següents condicions:
Im(f) ⊆ Ker(f)
f(1, 0, 1, 1) = (1,−1, 0, 0)
f(0, 0, 0, 1) = (1, 0,−1, 0)
a) Determina l’expressió genèrica de f .
b) Calcula la matriu de f en la següent base de R4:
B = {(1, 1, 0, 0), (0, 1, 1, 0), (0, 0, 1, 1), (0, 0, 0, 1)}
c) Calcula f−1(1, 1, 1, 1).
22. Es considera la matriu A =
 1 3 0 01 0 1 2
0 0 −2 1
 ∈ R3×4 i la base de R3,
B = {(0, 1, 1), (1, 0, 0), (−1, 0, 1)}.
Calcula l’expressió genèrica de l’aplicació f : R4 −→ R3 tal que A =
MCan(R4),B(f). Classifica l’aplicació f .
23. L’aplicació lineal f : R3 −→ R2 verifica
f(2, 1, 4) = (3, 2),
f(−3, 1,−5) = (1, 1),
f(−2, 3,−2) = (−4,−3).
Calcula f(4,−5, 4) i f−1(5, 3).
24. La matriu de l’aplicació lineal f : R2 −→ R3, respecte a les bases B1 =
{(1, 3), (2, 5)} de R2 i B2 = {(1, 2, 1), (3, 1, 2), (1, 3, 2)} de R3, és A = 1 −12 3
1 3
. Calcula f(2, 3).
Capítol 4
Diagonalització
L’objectiu primordial d’aquest capítol és determinar sota quines condicions
és possible trobar, per a un endomorfisme f d’un espai vectorial real V , una
matriu que el represente i que siga diagonal.
4.1 Matrius semblants
En el capítol 3 hem vist que, donat un endomorfisme f d’un espai vectorial
V , cada base de V ens permet construir una matriu associada a f . Així, per
exemple, donat l’endomorfisme f : R2 −→ R2 tal que f(x, y) = (x+ y, x− y),
la seua matriu associada en la base canònica de R2 és
A = MCan(R2)(f) =
(
1 1
1 −1
)
.
En canvi, si considerem la base V = {(1, 1), (2, 0)}, la matriu de f és
B = MV(f) =
(
0 2
1 0
)
.
Atès que les dues matrius, A iB, representen la mateixa aplicació f , ha d’haver-
hi alguna relació entre elles. Anem a analitzar aquesta relació, que anomenarem
de semblança.
Considerem un espai vectorial real V i un endomorfisme f : V −→ V .
En l’espai V , considerem dos bases, U i V, i les corresponents matrius de f :
A = MU (f) i B = MV(f). Siga ~x un vector de V i suposem que f(~x) = ~y.
Denotarem per XU el vector columna format per les coordenades de ~x en la
base U i per XV el vector columna de les coordenades de ~x en V. Anàlogament,
YU serà el vector columna format per les coordenades de ~y en U i YV serà el
vector columna de les coordenades de ~y en V.
L’equació matricial de f en la base U és
AXU = YU (4.1)
i en la base V és
BXV = YV (4.2)
Si PUV denota la matriu canvi de base, de la base U a la base V, aleshores
sabem que PUVXU = XV i que PUVYU = YV . Aplicant aquest canvi a l’equació
(4.2) obtenim
B(PUVXU ) = PUVYU (4.3)
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Atès que les matrius canvi de base són invertibles, l’equació (4.3) és equivalent
a la següent:
(PVUBPUV)XU = YU (4.4)
Ara, les equacions matricials (4.1) i (4.4) ja es poden comparar, donat que les
dues estan escrites en la mateixa base U . D’altra banda, l’equació matricial de
f és certa per a tot vector ~x de V . Així doncs, podem deduir que
A = PVUBPUV (4.5)
Aquesta és la relació que hi ha entre dues matrius que representen al mateix
endomorfisme en bases distintes. Ella motiva la següent definició:
Definició 4.1: Direm que dues matrius A,B ∈ Rn×n són semblants si existeix
una matriu P regular tal que A = PBP−1.
Teorema 4.2: Donades dues matrius A,B ∈ Rn×n, les següents afirmacions
són equivalents:
(a) A i B són matrius semblants;
(b) Existeixen un endomorfisme f : Rn −→ Rn i dues bases U , V de Rn tals
que A = MU (f) i B = MV(f).
Demostració: (b) −→ (a): La relació que hem obtingut en l’equació (4.5)
implica que A i B són semblants, en el sentit de la definició 4.1, ja que PUV =
(PVU )−1.
(a) −→ (b): Si A i B són matrius semblants, aleshores existeix una matriu
P regular tal que A = PBP−1. Siga f : Rn −→ Rn l’endomorfisme de Rn tal
que A = MCan(Rn)(f). Atès que P és regular, els seus vectors columna formen
una base V de Rn. D’aquesta manera, tenim que P = PV,Can(Rn). Siga XV el
vector columna format per les coordenades de ~x ∈ Rn en la base V. Anem a
demostrar que B és la matriu associada a f en la base V:
f(~x) = ~y ⇐⇒ AXCan(Rn) = YCan(Rn) ⇐⇒ (PBP−1)XCan(Rn) = YCan(Rn)
Donat que P−1 = PCan(Rn),V , sabem que P−1XCan(Rn) = XV , per tant
(PBP−1)XCan(Rn) = YCan(Rn) ⇐⇒ PBXV = YCan(Rn)
⇐⇒ BXV = P−1YCan(Rn)
⇐⇒ BXV = YV .

Exemples 4.3: 1. Si f : R2 −→ R2 és tal que f(x, y) = (x + y, x − y), la
matriu de f en la base canònica de R2 és A = MCan(R2)(f) =
(
1 1
1 −1
)
i la matriu de f en la base V = {(1, 1), (2, 0)} és B =
(
0 2
1 0
)
. L’e-
quació (4.5) ens diu que s’ha de verificar que A = PV,Can(R2)BPCan(R2),V .
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Anem a comprovar-ho. En primer lloc, P = PV,Can(R2) =
(
1 2
1 0
)
. És
fàcil comprovar que AP = PB =
(
2 2
0 2
)
. En particular, obtenim que
A = PBP−1.
2. Siguen B =
(
1 1
1 1
)
i P =
(
1 −1
0 1
)
. Donat que P és regular, la
matriu A = PBP−1 serà una matriu semblant a B. Fent el producte
de matrius obtenim que A =
(
0 0
1 2
)
. Considerem ara l’endomorfisme
f : R2 −→ R2 tal que A = MCan(R2)(f). És a dir, f(x, y) = (0, x + 2y).
En darrer lloc, si considerem la base V = {(1, 0), (−1, 1)} de R2, formada
pels vectors columna de P , és fàcil comprovar que B = MV(f). 
4.2 Valors i vectors propis. Polinomi caracte-
rístic
Donat un endomorfisme f d’un espai vectorial V , el nostre objectiu en
aquest capítol és calcular, quan siga possible, una matriu associada a f que
siga diagonal.
Quines condicions ha de verificar una base V = {~v1, ~v2, . . . , ~vn} de V per
tal que la matriu associada a f en la base V siga una matriu diagonal? Es fàcil
observar que
MV(f) =

λ1 0 · · · 0
0 λ2 · · · 0
0 0
. . . 0
0 0 · · · λn

si, i només si, 
f(~v1) = λ1~v1,
f(~v2) = λ2~v2,
...
f(~vn) = λn~vn
(4.6)
Així doncs, per a poder trobar matrius diagonals associades a endomorfis-
mes, la propietat crucial que hem d’estudiar és la següent: donat un endomor-
fisme f de V , quins vectors ~v de V i quins escalars λ verfiquen que f(~v) = λ~v?
Amb aquest objectiu, donem la següent definició:
Definició 4.4: Donat un espai vectorial V i un endomorfisme f : V −→ V ,
direm que un vector ~v ∈ V és un vector propi (o autovector) de f , si és no nul
i existeix un escalar λ ∈ R tal que f(~v) = λ~v.
L’escalar λ (que pot ser nul) s’anomena valor propi (o autovalor) de f .
Direm aleshores que ~v és un vector propi de f associat al valor propi λ.
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Exemples 4.5: 1. Siga f : R2 −→ R2 tal que f(x, y) = (3x − 2y, y). El
vector (1, 1) és un vector propi de f , associat al valor propi λ1 = 1.
D’altra banda, el vector (2, 0) és vector propi de f , associat al valor
propi λ2 = 3.
2. Siga f : R3 −→ R3 tal que f(x, y, z) = (−y + z, 2y + 3z, 2z). El vector
(1, 0, 0) és un vector propi de f , associat al valor propi λ1 = 0. D’altra
banda, el vector (1,−2, 0) és vector propi de f , associat al valor propi
λ2 = 2. 
Definició 4.6: Siga λ un valor propi d’un endomorfisme f : V −→ V . Deno-
tarem per Eλ el conjunt format pel vector nul de V i tots els vectors propis de
f associats a λ, és a dir
Eλ = {~v ∈ V | f(~v) = λ~v}.
És fàcil demostrar que el conjunt Eλ és un subespai vectorial de V , que ano-
menarem subespai propi de f associat al valor propi λ.
Observació 4.7: Si λ és un valor propi d’un endomorfisme f : V −→ V ,
aleshores
~v ∈ Eλ ⇐⇒ f(~v) = λ~v ⇐⇒ (f − λidV )(~v) = ~0⇐⇒ ~v ∈ Ker(f − λidV ),
dit d’una altra manera, Eλ = Ker(f − λidV ). En particular, si λ0 = 0 és un
valor propi de f , aleshores Eλ0 = Ker(f).
Exercici 4.8: Demostra que si f és un automorfisme de V , aleshores els seus
valors propis són necessàriament no nuls.
El següent resultat serà molt útil per tal de calcular valors i vectors propis:
Teorema 4.9: Siguen V un espai vectorial, V una base de V , f : V −→ V
un endomorfisme de V i A = MV(f) la matriu de f en la base V. Considerem
~x ∈ V no nul i XV el vector columna format per les coordenades de ~x en la
base V. Les següents afirmacions són equivalents:
(a) ~x és un vector propi de f , associat al valor propi λ0 ∈ R.
(b) El sistema d’equacions lineals (A− λ0I)X = 0 és compatible indeterminat
i XV és una solució no nul·la.
(c) |A− λ0I| = 0 i (A− λ0I)XV = 0.
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Demostració: (a)⇐⇒ (b): Com s’ha vist en la nota 4.7,
~x ∈ Eλ0 ⇐⇒ (f − λ0id)(~x) = ~0.
Atès que la matriu associada a l’aplicació f − λ0id, en la base V, és A− λ0I,
obtenim
(f − λ0id)(~x) = ~0⇐⇒ (A− λ0I)XV = 0,
cosa que equival a dir que el sistema d’equacions lineals que té per matriu de
coeficients A− λ0I, té solucions distintes de la trivial.
(b) ⇐⇒ (c): Pel Teorema de Rouché-Frobenius, sabem que el sistema
d’equacions lineals homogeni (A− λ0I)X = 0 és compatible indeterminat si, i
només si, el rang de la matriu de coeficients no és màxim, la qual cosa equival
al fet que el seu determinant siga nul. 
Observació 4.10: 1. Del teorema 4.9 podem deduir que els valors propis
d’un endomorfisme f seran els valors λ0 ∈ R tals que |A − λ0I| = 0, on
A és una matriu associada a f .
Així doncs, calcularem els valors propis de f resolent l’equació |A−λI| =
0, on λ és la nostra incògnita.
2. Donada una matriu A ∈ Rn×n, no és difícil veure que el determinant
de la matriu A − λI és un polinomi de grau n i de variable λ. Més
concretament:
|A− λI| = (−1)nλn + b1λn−1 + · · ·+ bn−1λ+ bn
per a certs bi ∈ R, i = 1, . . . , n.
Proposició 4.11: Si A i B són dues matrius semblants aleshores |A− λI| =
|B − λI|.
Demostració: Si A i B són semblants, existeix una matriu P regular tal que
A = PBP−1. Aleshores:
|A− λI| = |PBP−1 − λI| = |PBP−1 − λPP−1|
= |P (B − λI)P−1| = |P ||B − λI||P−1|
= |B − λI|

Si f és un endomorfisme de V i A és una matriu associada a f , la proposició
4.11 ens assegura que el polinomi |A− λI| és el mateix per a totes les matrius
que representen f . Així doncs, aquest polinomi està associat directament a f
i no depén de la matriu que triem per tal de calcular-lo.
Definició 4.12: Anomenarem polinomi característic d’un endomorfisme f , el
polinomi |A − λI|, on A és una matriu qualsevol associada a f . Així mateix,
l’equació |A− λI| = 0 rep el nom d’equació característica de f .
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Definició 4.13: Del teorema 4.9, es segueix que els valors propis d’un en-
domorfisme f són els arrels del seu polinomi característic. Donat un valor
propi λi de f , denotarem per ni la multiplicitat de λi com a arrel del polinomi
característic de f .
Observació 4.14: El Teorema Fonamental de l’Àlgebra ens diu que tot poli-
nomi de grau n amb coeficients reals té n arrels complexes, iguals o distintes.
Per tant, si f és un endomorfisme d’un espai vectorial real V de dimensió n,
podem assegurar que f tindrà exactament n valors propis (reals o complexos),
iguals o distints. Més concretament, si λ1, . . . , λr són tots els valors propis
distints de f i n1, . . . , nr són les seues respectives multiplicitats com arrels del
polinomi característic de f , aleshores sempre s’ha de verificar que
n1 + · · ·+ nr = n.
Exemples 4.15: Anem a calcular els valors propis i els subespais propis as-
sociats, de les següents aplicacions lineals. Per tal de fer-ho, utilitzarem el
teorema 4.9.
1. f : R2 −→ R2 tal que f(x, y) = (3x − 2y, y). Donat que la matriu de f
en la base canònica és A =
(
3 −2
0 1
)
, el polinomi característic de f és
3− λ −2
0 1− λ = (3 − λ)(1 − λ). Així doncs, els valors propis de f són
λ1 = 1 i λ2 = 3, tots dos amb multiplicitat 1. Calculem els subespais
propis associats. Pel teorema 4.9, sabem que Eλ1 està format pels vectors
de R2 que són solució del sistema d’equacions lineals(
2 −2
0 0
)(
x
y
)
=
(
0
0
)
.
Es segueix que Eλ1 = {(x, y) ∈ R2 | x = y} = 〈(1, 1)〉.
De la mateixa manera, Eλ2 està format pels vectors de R2 que són solució
del sistema d’equacions lineals(
0 −2
0 −2
)(
x
y
)
=
(
0
0
)
,
per tant Eλ2 = {(x, y) ∈ R2 | y = 0} = 〈(1, 0)〉.
2. f : R3 −→ R3 tal que f(x, y, z) = (−x− 2y− 4z, y, 2x+ 2y+ 5z). Treba-
llant de la mateixa manera que en el cas anterior, obtenim que els valors
propis de f són λ1 = 1, amb multiplicitat 2 i λ2 = 3, amb multiplicitat 1.
A més, l’estudi dels respectius sistemes d’equacions lineals, ens permet
trobar una base de cada subespai associat: Eλ1 = 〈(2, 0,−1), (0, 2,−1)〉
i Eλ2 = 〈(1, 0, 1)〉.
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3. Siga f : R3 −→ R3 tal que f(x, y, z) = (−y + z, 2y + 3z, 2z). Els valors
propis de f són λ1 = 0 i λ2 = 2, amb multiplicitats n1 = 1 i n2 = 2,
respectivament. Els subespais propis respectius són Eλ1 = 〈(1, 0, 0)〉 i
Eλ2 = 〈(1,−2, 0)〉.
4. f : R2 −→ R2 tal que f(x, y) = (y, y − x). El polinomi característic
de f és P (λ) = λ2 − λ + 1, que té com a arrels λ1 = 1+
√
3i
2 i λ2 =
1−√3i
2 . Així, els valors propis d’aquest endomorfisme són complexos no
reals. En aquests casos, l’estudi dels subespais propis associats es pot
dur a terme de la mateixa manera que en el cas de valors propis reals.
Tanmateix, en aquest capítol, nosaltres només veurem exemples
d’endomorfismes amb tots els seus valors propis reals, ja que en
aquest cas els càlculs a fer són molt més senzills. 
Definició 4.16: Donada una matriu A ∈ Rn×n, direm que λ0 és un valor
propi de la matriu A, si λ0 és un valor propi de l’endomorfisme f : Rn −→ Rn
tal que A = MCan(Rn)(f).
De la mateixa manera, direm que un vector ~v ∈ Rn és un vector propi de
la matriu A, associat al valor propi λ0, si ~v és un vector propi de f , associat
al valor propi λ0.
Exemple 4.17: Els valors propis de la matriu A =
 0 0 20 2 0
2 0 0
 són λ1 =
−2, amb n1 = 1 i λ2 = 2, amb n2 = 2.
Equivalentement, els valors propis de f : R3 −→ R3 tal que f(x, y, z) =
(2z, 2y, 2x) són λ1 = −2, amb n1 = 1 i λ2 = 2, amb n2 = 2, ja que A =
MCan(R3)(f). 
En la següent proposició es resumeixen les principals propietats dels valors
i vectors propis d’una matriu.
Proposició 4.18: Siguen λ1, . . . , λn els valors propis d’una matriu A ∈ Rn×n.
Es verifica que:
1. Els valors propis de la matriu trasposta, At, són λ1, . . . , λn.
2. |A| = ∏i=1,...,n λi .
3. tr(A) =
∑
i=1,...,n λi .
4. Per a tot nombre real α no nul, els valors propis de la matriu αA són
αλ1, . . . , αλn. A més, els vectors propis de αA són els mateixos que els
de A.
5. Si A és regular, aleshores els valors propis de la seua inversa, A−1, són
1
λ1
, · · · , 1λn . A més, els vectors propis de A−1 són els mateixos que els de
A.
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6. Per a tot nombre natural k no nul, els valors propis de Ak són λk1, . . . , λ
k
n.
A més, els vectors propis de Ak són els mateixos que els de A.
4.3 Endomorfismes i matrius diagonalitzables
Com ja hem dit, donat un endomorfisme f d’un espai vectorial V , el nostre
objectiu en aquest capítol és calcular, quan siga possible, una matriu associada
a f que siga una matriu diagonal. Por aquest motiu, introduïm la següent
definició:
Definició 4.19: Direm que un endomorfisme f : V −→ V és diagonalitzable
si existeix una base V de V tal que la matriu de f en la base V, MV(f), és una
matriu diagonal.
Teorema 4.20: Un endomorfisme f : V −→ V és diagonalitzable si, i només
si, existeix una base V de V formada per vectors propis de f .
A més, en aquesta situació, la matriu diagonal associada a f és MV(f),
que té, en la seua diagonal, els valors propis de f .
Demostració: La matriu de f en la base V serà diagonal si, i només si, els
vectors de la base V són tots vectors propis de f (veure les equacions (4.6)).
Exemples 4.21: 1. Com vam veure en el primer exemple d’exemples 4.15,
els vectors ~v1 = (1, 1) i ~v2 = (1, 0) són vectors propis de l’aplicació f :
R2 −→ R2 tal que f(x, y) = (3x− 2y, y). Donat que V = {(1, 1), (1, 0)}
és una base de R2, el teorema 4.20 ens permet afirmar que f és diagona-
litzable. A més, MV(f) =
(
1 0
0 3
)
.
2. L’aplicació f : R3 −→ R3 tal que f(x, y, z) = (z − y, 2y + 3z, 2z) té per
valors propis λ1 = 0, amb n1 = 1 i λ2 = 2, amb n2 = 2. Els subespais
propis associats són Eλ1 = 〈(1, 0, 0)〉 i Eλ2 = 〈(1,−2, 0)〉. En aquesta
situació, és impossible trobar una base de R3 formada per vectors propis
de f i, per tant, f no serà diagonalitzable. 
Como vam veure en el tema anterior, si A ∈ Rn×n, existeix una única
aplicació lineal f : Rn −→ Rn tal que MCan(Rn)(f) = A. Així, podem donar la
següent definició:
Definició 4.22: Direm que una matriu A ∈ Rn×n és diagonalitzable si l’únic
endomorfisme f : Rn −→ Rn tal que MCan(Rn)(f) = A, és un endomorfisme
diagonalitzable.
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Teorema 4.23: Una matriu A ∈ Rn×n és diagonalitzable si, i només si, exis-
teix una matriu D diagonal que és semblant a A. És a dir,
A és diagonalitzable ⇐⇒ existeix P regular tal que A = PDP−1
Demostració: Per definició, A és diagonalitzable si, i només si, l’endomor-
fisme f de Rn tal queMCan(Rn)(f) = A, és diagonalitzable. I sabem que f serà
diagonalitzable si, i només si, existeix una base V de Rn tal que MV(f) = D
és una matriu diagonal. En aquest cas, com veiérem en el teorema 4.2, les
matrius A i D són semblants, és a dir, existeix P regular tal que A = PDP−1.
Per últim, les equacions (4.6) ens diuen que D té en la seua diagonal els valors
propis de f , i l’equació (4.5) ens permet assegurar que P = PV,Can(Rn). 
Exemple 4.24: La matriu A =
(
3 −2
0 1
)
és diagonalitzable, ja que A =
MCan(R2)(f), sent f l’endomorfisme de R2 tal que f(x, y) = (3x − 2y, y) que,
com hem vist en Exemples 4.21, és diagonalitzable. A més, A = PDP−1, on
D =
(
1 0
0 3
)
i P =
(
1 1
1 0
)
. 
A continuació donem una propietat molt important dels vectors i valors
propis:
Proposició 4.25: Vectors propis corresponents a valors propis distints d’un
mateix endomorfisme, sempre són linealment independents.
Dit d’una altra manera, si λ1, . . . , λr són tots els valors propis distints
d’un mateix endomorfisme f i ~vi és un vector propi de f associat a λi, per a
i = 1, . . . , r, aleshores el conjunt {~v1, . . . , ~vr} és lliure.
Aquest resultat ens permet enunciar el primer teorema de diagonalització:
Teorema 4.26 (Primer teorema de diagonalització): Si f és un endo-
morfisme de V que té n valors propis distints, on n = dim(V ), aleshores f és
diagonalitzable.
Demostració: Si f té n valors propis distints, λ1, . . . , λn i considerem un
vector propi ~vi associat a cada λi, per a i = 1, . . . , n, la proposició 4.25 ens
assegura que el conjunt V = {~v1, . . . , ~vn} és lliure. Atès que la dimensió de V
és n, obtenim que V és una base de V . A més, V està formada per vectors
propis de f , i per tant el teorema 4.20 ens diu que f és diagonalitzable. 
Exemple 4.27: Els valors propis de l’endomorfisme f de R3 tal que f(x, y, z) =
(x− y + 4z, 3x + 2y − z, 2x + y − z), són λ1 = 1, λ2 = 3, λ3 = −2. Per tant,
el teorema 4.26 ens assegura que f és diagonalitzable ja que té tots els seus
valors propis simples. 
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Proposició 4.28: Siguen λ1 i λ2 dos valors propis distints d’un mateix endo-
morfisme f : V −→ V .
Aleshores els subespais Eλ1 i Eλ2 formen una suma directa, és a dir,
Eλ1 ∩ Eλ2 = {~0}.
Demostració: Si ~v ∈ Eλ1 ∩ Eλ2 , tenim que f(~v) = λ1~v = λ2~v. Per tant
(λ1 − λ2)~v = ~0. Donat que λ1 i λ2 són valors propis distints, tenim que,
necessàriament, ~v = ~0. 
El resultat anterior és cert no només per a dos valors propis distints d’un
mateix endomorfisme, sinó que és vàlid per a la suma de tots els subespais
propis de valors propis distints d’un mateix f :
Proposició 4.29: Siguen λ1, . . . , λr tots els valors propis distints d’un endo-
morfisme f : V −→ V . Aleshores la suma dels corresponents subespais propis,
Eλ1 , . . . , Eλr , és directa, és a dir,
Eλi
⋂ ∑
j=1,...,r
j 6=i
Eλj
 = {~0}.
I per tant,
dim(Eλ1 ⊕ Eλ2 ⊕ · · · ⊕ Eλr) = dim(Eλ1) + dim(Eλ2) + · · ·+ dim(Eλr)
Proposició 4.30: Siga λi un valor propi d’un endomorfisme f i denotem per
ni la multiplicitat de λi com arrel del polinomi característic de f . Aleshores
1 ≤ dim(Eλi) ≤ ni
En particular, si ni = 1, aleshores dim(Eλi) = 1.
Teorema 4.31 (Teorema fonamental de diagonalització): Donat un
endomorfisme f d’un espai vectorial V i λ1, . . . , λr tots els valors propis distints
de f , denotem per n1, . . . , nr les seues multiplicitats com a arrels del polinomi
característic de f . Aleshores,
f és diagonalitzable ⇐⇒ dim(Eλi) = ni per a tot i = 1, . . . , r
Demostració: Hem de tenir en compte dues observacions:
(a) Pel Teorema Fonamental de l’Àlgebra (vegeu nota 4.14), sabem que
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n1 + · · ·+ nr = n, on n és el grau del polinomi característic de f (que, al seu
torn, coincideix amb la dimensió de V ).
(b) D’altra banda, la proposició 4.30 ens permet afirmar que cada subespai
propi Eλi ens proporciona com a màxim ni vectors propis independents. Per
tant, aplicant la proposició 4.29, obtenim que
dim(Eλ1) + dim(Eλ2) + · · ·+ dim(Eλr) ≤ n1 + n2 + · · ·+ nr.
Finalment, el teorema 4.20 ens diu que f serà diagonalitzable si, i només
si, podem obtenir una base de V formada per vectors propis de f . Atès que la
dimensió de V és n i que tots els vectors propis de f estan en algun Eλi , les
observacions (a) i (b) anteriors permeten concloure el resultat. 
El teorema 4.31 deixa clar que el càlcul de la dimensió de cada subespai
propi és fonamental per tal d’analitzar si l’endomorfisme f és o no diagonalit-
zable. Si A és una matriu associada a f , aleshores, per a cada valor propi λ0
de f (o de A), la nota 4.7 ens dona les següents igualtats:
dim(Eλ0) = dim(Ker(f−λ0idV )) = dimV−dim(Im(f−λ0idV )) = n−rg(A−λ0I)
Observació 4.32: Els teoremes de diagonalització, tant el 4.26 com el 4.31,
tenen la seua versió equivalent per a matrius:
1. Si tots els valors propis d’una matriu A ∈ Rn×n són distints, aleshores A
és diagonalitzable.
2. Si λ1, . . . , λr són tots els valors propis distints de A, amb multiplicitats
respectives n1, . . . , nr, aleshores
A és diagonalitzable ⇐⇒ n− rg(A− λiI) = ni per a tot i = 1, . . . , r.
Exemple 4.33: L’endomorfisme de R3 donat per f(x, y, z) = (2z, 2y, 2x) té
com a valors propis λ1 = −2, amb n1 = 1 i λ2 = 2 amb n2 = 2. La seua matriu
en la base canònica de R3 és A =
 0 0 20 2 0
2 0 0
. Atès que rg(A − λ1I) = 2 i
rg(A− λ2I) = 1, es verifica que 3− rg(A− λiI) = ni, per a i = 1, 2. Per tant,
f (o A) és diagonalitzable. 
4.4 Diagonalització ortogonal de matrius si-
mètriques
Com hem vist en la secció anterior, la diagonalització d’un endomorfisme
(o d’una matriu quadrada) no sempre és possible. En primer lloc, aquest endo-
morfisme (o matriu) pot tenir els valors propis complexos no reals i, per tant,
en cas de ser diagonalitzable, no ho seria en R. En segon lloc, encara que els
valors propis siguen tots reals, no és condició suficient per tal d’assegurar que
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l’endomorfisme (o la matriu) siga diagonatlizable. Per aquest motiu necessitem
els teoremes de diagonalització, que ens permeten analitzar cada cas.
En aquesta secció estudiarem un cas especial: la diagonalització dels en-
domorfismes anomenats simètrics, les matrius dels quals, en certes bases, són
sempre simètriques. A més d’altres resultats, veurem que un endomorfisme
simètric (o una matriu simètrica) sempre té tots els valors propis reals i que
sempre és diagonalitzable.
En tota la secció considerarem Rn dotat del producte escalar canònic:
~x · ~y = (x1, . . . , xn) · (y1, . . . , yn) = x1y1 + · · ·+ xnyn.
Ens serà útil, en moltes ocasions, expressar el producte escalar de dos vectors
en forma matricial. Si X és el vector columna de les coordenades canòniques
del vector ~x i Y és el vector columna de les coordenades canòniques de ~y,
aleshores podem escriure el producte escalar de ~x i ~y de la següent forma:
~x · ~y = XtY = ( x1 · · · xn )
 y1...
yn
 = x1y1 + · · ·xnyn. (4.7)
4.4.1 Valors i vectors propis d’una matriu simètrica
Proposició 4.34: Siga A ∈ Rn×n una matriu simètrica i siguen λ1 i λ2 dos
valors propis de A distints.
Els subespais propis Eλ1 i Eλ2 són subespais vectorials ortogonals. És a
dir, si ~v1 ∈ Eλ1 i ~v2 ∈ Eλ2, aleshores ~v1 · ~v2 = 0.
Demostració: Siga Xi el vector columna format per les coordenades canò-
niques del vector ~vi ∈ Eλi , per a i = 1, 2. Sabem que
AX1 = λ1X1 i AX2 = λ2X2 (4.8)
Premultipliquem la primera igualtat per Xt2 i la segona per Xt1:
Xt2AX1 = λ1X
t
2X1 i X
t
1AX2 = λ2X
t
1X2 (4.9)
Trasposant aquesta darrera equació i recordant que A és simètrica, obtenim
Xt2AX1 = λ2X
t
2X1 (4.10)
Per tant, d’aquesta equació i la primera de (4.9), obtenim que
λ1X
t
2X1 = λ2X
t
2X1
D’on (λ1 − λ2)Xt2X1 = 0. Donat que λ1 i λ2 són valors propis distints, es té
que Xt2X1 = 0. Per tant, de la igualtat (4.7), obtenim que ~v2 · ~v1 = 0. 
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Proposició 4.35: Els valors propis d’una matriu A ∈ Rn×n simètrica són tots
reals.
Corol.lari 4.36: Els vectors propis d’una matriu A ∈ Rn×n simètrica són
sempre vectors de Rn, és a dir, totes les seues coordenades són reals.
Demostració: Si λ0 és un valor propi de A, per la proposició 4.35 sabem
que λ0 és real. D’altra banda, els vectors propis de A associats a λ0 són les
solucions no nul·les del sistema d’equacions lineals (A−λ0I)X = 0, que té tots
els coeficients reals i, per tant, tindrà totes les solucions sempre reals. 
4.4.2 Diagonalització ortogonal i congruència de ma-
trius simètriques
Com ja hem vist, dos matrius A,B ∈ Rn×n són semblants si existeix una
matriu P regular tal que A = PBP−1. En el cas de matrius simètriques, estu-
diarem un cas particular de semblança, que anomenarem semblança ortogonal.
Per a fer-ho, utilitzarem les matrius ortogonals, que ja estudiàrem en el capítol
3 (secció 4). Recordem-ne la definició:
Definició 4.37: Una matriu P ∈ Rn×n es diu que és ortogonal si P és regular
i, a més, P−1 = P t.
Exemples 4.38: 1. Les següents matrius són ortogonals:
P1 =
(
0 1
−1 0
)
P2 =

1√
2
1√
6
1√
3−1√
2
1√
6
1√
3
0 −2√
6
1√
3

2. Les següents matrius són regulars però no són ortogonals:
P3 =
(
0 2
1 0
)
P4 =

1√
2
0 1√
3−1√
2
1√
6
1√
3
0 2√
6
1√
3
 .

Observació 4.39: En la pràctica, és útil recordar les següents propietats de
les matrius ortogonals:
1. Si P és una matriu ortogonal, aleshores el determinant de P és 1 o −1.
El recíproc no és cert.
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2. Una matriu P ∈ Rn×n és ortogonal si, i només si, els seus vectors columna
formen una base ortonormal de Rn.
Definició 4.40: Direm que dues matrius A,B ∈ Rn×n són ortogonalment
semblants si existeix una matriu P ortogonal tal que
A = PBP−1(= PBP t).
Teorema 4.41: Si A ∈ Rn×n és una matriu simètrica, aleshores A és diago-
nalitzable i ho és ortogonalment, és a dir existeix una matriu P ortogonal tal
que A = PDP−1, amb D matriu diagonal.
Exemple 4.42: Siga A =
 3 1 11 3 1
1 1 3
. El polinomi característic de A és
|A − λI| = −(λ − 2)2(λ − 5). Per tant, els valors propis de A són λ1 = 2
(n1 = 2) i λ2 = 5 (n2 = 1). El subespai propi associat a λ1 és
Eλ1 = {(x, y, z) | x+ y + z = 0}.
I el subespai propi associat a λ2 és
Eλ2 = {(x, y, z) | x = y = z}.
Una base ortonormal de Eλ1 és, per exemple, {( 1√2 ,
−1√
2
, 0), ( 1√
6
, 1√
6
, −2√
6
)}. I una
base ortonormal de Eλ2 és {( 1√3 ,
1√
3
, 1√
3
)}. Donat que Eλ1 i Eλ2 són subespais
ortogonals (vegeu proposició 4.34), obtenim la base ortonormal de R3:{(
1√
2
,
−1√
2
, 0
)
,
(
1√
6
,
1√
6
,
−2√
6
)
,
(
1√
3
,
1√
3
,
1√
3
)}
.
Se segueix que A = PDP−1, on
D =
 2 0 00 2 0
0 0 5
 i P =

1√
2
1√
6
1√
3−1√
2
1√
6
1√
3
0 −2√
6
1√
3
 .

Donada una matriu A ∈ Rn×n simètrica, sabem que existeix un únic endo-
morfisme f de Rn tal que A = MCan(Rn)(f). L’endomorfisme f , al seu torn,
també verificarà una propietat de simetria en Rn, com veurem a continuació:
Definició 4.43: Un endomorfisme f : Rn −→ Rn direm que és simètric si
verifica que
f(~x) · ~y = ~x · f(~y), per a tot ~x, ~y ∈ Rn.
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Exemple 4.44: Vegem que l’endomorfisme f : R3 −→ R3 tal que f(x, y, z) =
(4x− z, 3y,−x+ 4z) és simètric:
f(x1, x2, x3) · (y1, y2, y3) = (4x1 − x3, 3x2,−x1 + 4x3) · (y1, y2, y3) =
= 4x1y1−x3y1 + 3x2y2−x1y3 + 4x3y3 (a)
i
(x1, x2, x3) · f(y1, y2, y3) = (x1, x2, x3) · (4y1 − y3, 3y2,−y1 + 4y3) =
= 4x1y1− x1y3 + 3x2y2− x3y1 + 4x3y3 (b)
Com que les expressions (a) i (b) són iguals, f és simètric. 
Teorema 4.45: Un endomorfisme f de Rn és simètric si, i només si, la seua
matriu en la base canònica de Rn és simètrica.
Exemples 4.46: 1. La matriu en la base canònica associada l’endomorfis-
me f de R3 tal que f(x, y, z) = (4x−z, 3y,−x+4z) ésA =
 4 0 −10 3 0
−1 0 4
,
que és simètrica.
2. L’endomorfisme g de R2 donat per g(x, y) = (x+ y, 2x) no és simètric ja
que MCan(R2)(g) =
(
1 1
2 0
)
no és una matriu simètrica. 
Observació 4.47: Si f és un endomorfisme de Rn simètric, el teorema anterior
ens diu que la seua matriu en la base canònica de Rn és simètrica i, per tant,
és diagonalitzable ortogonalment (teorema 4.41). Així doncs, podem afirmar
que tot endomorfisme simètric és diagonalitzable ortogonalment. La matriu D
diagonal associada a f és D = MU (f), on U és una base ortonormal de Rn,
formada per vectors propis de f .
Exemple 4.48: L’endomorfisme f de R3 associat a la matriuA =
 3 1 11 3 1
1 1 3

de l’exemple 4.42 és tal que f(x, y, z) = (3x + y + z, x + 3y + z, x + y + 3z).
La base
U =
{(
1√
2
,
−1√
2
, 0
)
,
(
1√
6
,
1√
6
,
−2√
6
)
,
(
1√
3
,
1√
3
,
1√
3
)}
és una base ortonormal de R3, formada per vectors propis de f . La matriu
diagonal D és la matriu associada a f en la base U , és a dir, D = MU (f) i, per
últim, la matriu P és la matriu canvi de base, de la base U a la base canònica
de R3, és a dir, P = PU ,Can(R3). 
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4.4.3 Formes quadràtiques. Expressió canònica i clas-
sificació
Definició 4.49: Siga A = (aij)i,j=1,...,n una matriu simètrica d’ordre n × n.
Direm que l’aplicació ϕ : Rn −→ R és la forma quadràtica associada a A si per
a cada ~x ∈ Rn es verifica que
ϕ(~x) = XtAX =
(
x1 · · · xn
)
A
 x1...
xn
 = ∑
i,j=1,...,n
aijxixj
on X és el vector columna de les coordenades canòniques de ~x.
Exemples 4.50: 1. La forma quadràtica associada a la matriuA1 =
(
1 3
3 9
)
és ϕ1(x1, x2) = x21 + 6x1x2 + 9x22.
2. La forma quadràtica associada a la matriu A2 =
 1 3 73 2 −1
7 −1 −4
 és
ϕ2(x1, x2, x3) = x
2
1 + 6x1x2 + 14x1x3 + 2x
2
2 − 2x2x3 − 4x23.
3. L’expressió més general d’una forma quadràtica de R2 és
ϕ3(x1, x2) =
(
x1 x2
)( a11 a12
a12 a22
)(
x1
x2
)
= a11x
2
1+2a12x1x2+a22x
2
2.
4. L’expressió més general d’una forma quadràtica de R3 és
ϕ4(x1, x2, x3) =
(
x1 x2 x3
) a11 a12 a13a12 a22 a23
a13 a23 a33
 x1x2
x3
 =
= a11x
2
1 + 2a12x1x2 + 2a13x1x3 + a22x
2
2 + 2a23x2x3 + a33x
2
3.
5. La matriu (simètrica) associada a la forma quadràtica ϕ5(x1, x2) = −2x21+
x1x2 − x22 de R2, és A5 =
( −2 12
1
2 −1
)
.
6. La matriu (simètrica) associada a la forma quadràtica ϕ6(x1, x2, x3) =
x21 + 2x1x2 + 6x
2
2 + 4x2x3 + x
2
3 de R3, és A6 =
 1 1 01 6 2
0 2 1
.
7. La funció ϕ7 : R3 −→ R tal que ϕ7(x1, x2, x3) = −x21 + x1x3 + x3 no és
una forma quadràtica. 
Proposició 4.51: Si ϕ : Rn −→ R és una forma quadràtica, aleshores es
verifica que
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1. ϕ(~0) = 0.
2. ϕ(λ~x) = λ2ϕ(~x), per a tot λ ∈ R.
Definició 4.52 (Classificació de les formes quadràtiques): Siga A ∈
Rn×n una matriu simètrica i ϕ : Rn −→ R la seua forma quadràtica asso-
ciada, és a dir, per a tot ~x ∈ Rn, ϕ(~x) = XtAX, on X és el vector columna
format per les coordenades canòniques de ~x. Direm que:
1. ϕ és definida positiva si ϕ(~x) > 0 per a tot ~x 6= ~0.
2. ϕ és definida negativa si ϕ(~x) < 0per a tot ~x 6= ~0.
3. ϕ és semidefinida positiva si ϕ(~x) ≥ 0 per a tot ~x ∈ Rn i existeix algun
~x0 ∈ Rn no nul tal que ϕ(~x0) = 0.
4. ϕ és semidefinida negativa si ϕ(~x) ≤ 0 per a tot ~x ∈ Rn i existeix algun
~x0 ∈ Rn no nul tal que ϕ(~x0) = 0.
5. ϕ és indefinida si existeixen ~x1, ~x2 ∈ Rn tals que ϕ(~x1) > 0 i ϕ(~x2) < 0.
Observació 4.53: Per extensió, es diu que una matriu simètrica A és defi-
nida positiva, definida negativa, etc., si la seua forma quadràtica associada és
definida positiva, definida negativa, etc.
Exemples 4.54: 1. La forma quadràtica ϕ1 d’exemples 4.50 és semidefini-
da positiva, ja que ϕ1(x1, x2) = (x1 + 3x2)2.
2. La forma quadràtica ϕ2 d’exemples 4.50 és indefinida, ja que ϕ2(1, 0, 0) =
1 > 0 i ϕ2(0, 0, 1) = −4 < 0. 
El nostre objectiu en aquesta secció és, donada una forma quadràtica (o
una matriu simètrica), saber classificar-la. Quan els termes creuats de la forma
quadràtica són nuls o, equivalentement, quan la matriu simètrica és diagonal,
la classificació és immediata:
Exemple 4.55: Les formes quadràtiques
ϕ1(x1, x2, x3) = 2x
2
1 + 3x
2
2 + 5x
2
3
ϕ2(x1, x2, x3, x4) = −(x21 + 3x23 + 7x24)
ϕ3(x1, x2, x3, x4) = x
2
1 − 6x22 + 3x23 + 25x24
són, respectivament, definida positiva, semidefinida negativa i indefinida. 
Tanmateix, en general, la classificació d’una forma quadràtica no és tan
fàcil. Així per exemple, no és fàcil veure, a simple vista, que la forma ϕ5
d’exemples 4.50 és definida negativa.
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Sabem que una matriu simètrica A ∈ Rn×n és sempre diagonalitzable or-
togonalment, és a dir, existeixen matrius D diagonal i P ortogonal tals que
A = PDP−1. També sabem que els elements de la diagonal de D són els valors
propis λ1, . . . , λn de A (que són sempre reals). Per últim, sabem que P és la
matriu canvi de base PU ,Can(Rn), on U és una base ortonormal de Rn formada
per vectors propis de A.
Donat ~x ∈ Rn, siga X =
 x1...
xn
 el vector columna format per les coor-
denades canòniques de ~x i siga XU =
 x
′
1
...
x′n
 el vector columna format per
les coordenades de ~x en la base U . Sabem que PXU = X.
Aplicarem tots aquests coneixements a la forma quadràtica associada a A:
ϕ(~x) = XtAX = (PXU )tA(PXU ) = XtU (P
tAP )XU = XtUDXU =
=
(
x′1 · · · x′n
)

λ1 0 · · · 0
0 λ2 · · · 0
0 0
. . . 0
0 0 · · · λn

 x
′
1
...
x′n
 =
= λ1(x
′
1)
2 + λ2(x
′
2)
2 + · · ·+ λn(x′n)2 (4.11)
L’expressió (4.11) d’una forma quadràtica s’anomena expressió reduïda de
ϕ.
Exemple 4.56: Determinem una expressió reduïda de la forma quadràtica
ϕ(x, y, z) = 5x2 + 5y2 + 2z2 + 8xy + 4xz + 4yz.
La matriu associada a ϕ és A =
 5 4 24 5 2
2 2 2
, que té com a valors pro-
pis λ1 = 1, n1 = 2 i λ2 = 10, n2 = 1. Per tant, A = PDP−1, on
D =
 1 0 00 1 0
0 0 10
 i P = PU ,Can(R3), amb U una base ortonormal de R3
formada per vectors propis de A. Així, una expressió reduïda de ϕ és
ϕ(x, y, z) = (x′)2 + (y′)2 + 10(z′)2
on (x, y, z) són les coordenades canòniques d’un vector arbitrari de R3 i (x′, y′, z′)
són les seues coordenades en la base U . La matriu P ens dona la relació entre
totes dues: P
 x′y′
z′
 =
 xy
z
. Donat que {(−1√
2
, 1√
2
, 0), ( −1
3
√
2
, −1
3
√
2
, 4
3
√
2
)}
és una base ortonormal d’Eλ1 i {(23 , 23 , 13)} és una base ortonormal d’Eλ2 , les
columnes de P estaran formades pels vectors de la base ortonormal de R3:
U =
{(−1√
2
,
1√
2
, 0
)
,
( −1
3
√
2
,
−1
3
√
2
,
4
3
√
2
)
,
(
2
3
,
2
3
,
1
3
)}
.

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L’expressió reduïda d’una forma quadràtica ens va a permetre classificar-la
fàcilment:
Teorema 4.57 (Criteri de classificació dels valors propis): Siga ϕ una
forma quadràtica de Rn, associada a la matriu simètrica A ∈ Rn×n. Siguen
λ1, . . . , λn els valors propis de A. Es verifica que:
1. ϕ és definida positiva ⇐⇒ λi > 0, per a tot i = 1, . . . , n.
2. ϕ és definida negativa ⇐⇒ λi < 0, per a tot i = 1, . . . , n.
3. ϕ és semidefinida positiva ⇐⇒ λi ≥ 0, per a tot i = 1, . . . , n i existeix
un i0 tal que λi0 = 0.
4. ϕ és semidefinida negativa ⇐⇒ λi ≤ 0, per a tot i = 1, . . . , n i existeix
un i0 tal que λi0 = 0.
5. ϕ és indefinida ⇐⇒ existeixen i1, i2 tals que λi1 > 0 i λi2 < 0.
Exemple 4.58: La forma quadràtica de l’exemple 4.56 és definida positiva,
ja que els valors propis de la matriu associada són tots majors que 0. 
Observació 4.59: Donat que el determinant d’una matriu A és igual al pro-
ducte dels seus valors propis (veure la proposició 4.18), el teorema 4.57 permet
concloure que:
1. Si A és semidefinida positiva o semidefinida negativa, aleshores |A| = 0.
2. Si A és definida positiva o definida negativa, aleshores |A| 6= 0.
El segon criteri de classificació de les formes quadràtiques que veurem,
utilitza els menors principals de la matriu associada:
Teorema 4.60 (Criteri de classificació de Sylvester): Siga ϕ una forma
quadràtica de Rn, associada a la matriu simètrica A ∈ Rn×n. Siguen
D1, D2, . . . , Dn els menors principals de A. Es verifica que:
1. ϕ és definida positiva ⇐⇒ Di > 0, per a tot i = 1, . . . , n.
2. ϕ és definida negativa ⇐⇒ (−1)iDi > 0, per a tot i = 1, . . . , n.
3. Si Di > 0, per a i = 1, . . . , n − 1 i Dn = 0, aleshores ϕ és semidefinida
positiva.
4. Si (−1)iDi > 0, per a i = 1, . . . , n− 1 i Dn = 0, aleshores ϕ és semide-
finida negativa.
Exemples 4.61: 1. La forma ϕ5 d’exemples 4.50 és definida negativa ja
que D1 < 0 i D2 > 0.
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2. La forma ϕ6 d’exemples 4.50 és definida positiva ja que D1 > 0, D2 > 0
i D3 > 0.
3. Els menors principals de la matriu A =
 1 2 02 4 0
0 0 4
 són D1 = 1,
D2 = 0 i D3 = 0. En aquest cas, el criteri de Sylvester només ens permet
assegurar que A no és definida positiva ni definida negativa. Donat que
D2 = 0, aquest criteri no ens permet dir res més. En canvi, si ens fixem
en els valors propis de A podem traure més informació. Si els calculem,
obtindrem que els valors propis de A són λ1 = 0, λ2 = 4 i λ3 = 5.
Per tant, aplicant el criteri dels valors propis, podem afirmar que A és
semidefinida positiva. 
4.5 Exercicis
1. Es considera la matriu A =
(
2 0
0 −1
)
. Comprova que ~x1 = (1, 0) és
un vector propi de A associat al valor propi λ1 = 2 i que ~x2 = (0, 1) és
un vector propi de A associat al valor propi λ2 = −1.
2. Es considera la matriuA =
 1 −2 10 0 0
0 1 1
 . Comprova que ~x1 = (−3,−1, 1)
i ~x2 = (1, 0, 0) són vectors propis de A i troba els seus corresponents va-
lors propis associats.
(Sol.: ~x1 és vector propi de A associat al valor propi λ1 = 0 i ~x2 és vector
propi de A associat al valor propi λ2 = 1.)
3. Calcula els valors propis i els corresponents subespais propis de les se-
güents matrius:
(a) A =
(
2 −12
1 −5
)
.
(Sol.: λ1 = −1, Eλ1 = {t(4, 1) : t ∈ R}; λ2 = −2, Eλ2 = {t(3, 1) :
t ∈ R}.)
(b) A =
(
2 1
1 2
)
.
(Sol.: λ1 = 1, Eλ1 = {t(−1, 1) : t ∈ R}; λ2 = 3, Eλ2 = {t(1, 1) : t ∈
R}.)
(c) A =
(
6 −3
−2 1
)
.
(Sol.: λ1 = 0, Eλ1 = {t(1, 2) : t ∈ R}; λ2 = 7, Eλ2 = {t(3,−1) : t ∈
R}.)
4. Comprova, per a les matrius de l’exercici 3, que la traça de la matriu
coincideix amb la suma dels valors propis i el determinant amb el pro-
ducte.
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5. Siga f : R3 → R3, tal que f(x, y, z) = (10x+ 2z, 6y, 2x+ 7z). Troba els
valors propis de f i els espais propis corresponents.
(Sol.: λ1 = 11, Eλ1 = 〈(2, 0, 1)〉; λ2 = 6, Eλ2 = 〈(1, 0,−2), (0, 1, 0)〉.)
6. Calcula els valors propis de les aplicacions lineals següents, determina si
existeix una base que les diagonalitze i, en cas afirmatiu, busca la matriu
diagonal associada.
(a) f : R2 −→ R2 tal que f(x, y) = (−3y,−2x− y)
(Sol.: λ1 = 2, λ2 = −3, B1 = {(−3, 2), (1, 1)}.)
(b) f : R2 −→ R2 tal que f(x, y) = (4x+ 3y, 3x− 4y)
(Sol.: λ1 = 5, λ2 = −5, B2 = {(3, 1), (1,−3)}.)
(c) f : R2 −→ R2 tal que f(x, y) = (2x, x+ 3y)
(Sol.: Sol. λ1 = 2, λ2 = 3, B3 = {(1,−1), (0, 1)}.)
(d) f : R2 −→ R2 tal que f(x, y) = (−x, 3x− y)
(Sol.: λ1 = −1, n1 = 2. No existeix cap base de R2 tal que la matriu
associada siga diagonal.)
(e) f : R3 −→ R3 tal que f(x, y, z) = (−y−3z, 2x+3y+3z,−2x+y+z)
(Sol.: λ1 = 2, λ2 = 4, λ3 = −2, B4 = {(−1,−1, 1), (−1, 1, 1),
(1,−1, 1)}.)
(f) f : R4 −→ R4 tal que f(x, y, z, t) = (4x+ y + t, 2x+ 3y + t,−2x+
y + 2z − 3t, 2x− y + 5t)
(Sol.: λ1 = 2, n1 = 2, λ2 = 4, λ3 = 6, B5 = {(−1, 1, 0, 1), (0, 0, 1, 0),
(−1,−1,−1, 1), (1, 1,−1, 1)}.)
7. Determina si les següents matrius són o no diagonalitzables i, en cas
afirmatiu, busca una matriu diagonal semblant a elles i una matriu P
regular de pas.
(a) A =
(
2 1
1 2
)
(Sol.: A és diagonalitzable, P =
( −1 1
1 1
)
, D =
(
1 0
0 3
)
.)
(b) A =
(
6 −3
−2 1
)
(Sol.: A és diagonalitzable, P =
(
1 3
2 −1
)
, D =
(
0 0
0 7
)
.)
(c) A =
(
1 −32
1
2 −1
)
(Sol.: A és diagonalitzable, P =
(
1 3
1 1
)
, D =
( −12 0
0 12
)
.)
(d) A =
 1 2 −2−2 5 −2
−6 6 −3

(Sol.: A és diagonalitzable, P =
 1 1 11 0 1
3 −1 0
 , D =
 −3 0 00 3 0
0 0 3
 .)
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(e) A =
 0 1 0−4 4 0
−2 1 2

(Sol.: A no és diagonalitzable, ja que el valor propi λ = 2 té multi-
plicitat 3 i només dos vectors propis linealment independents asso-
ciats.)
(f) A =

2 0 0 0
0 2 0 0
0 0 3 0
0 0 4 0

(Sol.: A és diagonalitzable, P =

1 0 0 0
0 1 0 0
0 0 3 0
0 0 4 1
 , D =

2 0 0 0
0 2 0 0
0 0 3 0
0 0 0 0
 .)
(g) A =

2 1 0 0
0 2 0 0
0 0 3 0
0 0 4 0

(Sol.: A no és diagonalitzable, ja que el valor propi λ = 2 té multi-
plicitat 2 i només un vector propi linealment independent associat.)
8. Determina per a quins valors del paràmetre a ∈ R la matriu A següent
és diagonalitzable. Per a aquests casos, determina una matriu P tal que
D = P−1AP siga diagonal.
A =
 1 0 0a 1 0
1 1 2

(Sol.: A es diagonalitzable si, i només si, a = 0. Per a a = 0, trobem
P =
 1 0 0−1 1 0
0 −1 1
 i D =
 1 0 00 1 0
0 0 2
 .)
9. Determina per a quins valors dels paràmetres a, b ∈ R, la matriu A se-
güent és diagonalitzable.
A =

a b 0 0
0 a 0 0
0 0 a 0
0 0 0 a

(Sol.: Si b = 0 aleshores A és diagonal, per a qualsevol valor de a. Si
b 6= 0 aleshores A no és diagonalitzable, per a qualssevol valors de a i b.)
10. Demostra que si una matriu A és diagonalitzable, aleshores la matriu Ak
també és diagonalitzable, per a tot enter k ≥ 1.
11. Siga f : R2 → R2 l’aplicació lineal que té per valors propis λ1 = 2
i λ2 = −3 i tal que ~v1 = (3,−2) és un vector propi associat a λ1 i
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~v2 = (1, 1) és vector propi associat a λ2. Troba l’expressió genèrica de f .
(Sol.: f(x, y) = (−3y,−2x− y).)
12. Diagonalitza ortogonalment les següents matrius simètriques. És a dir,
donada la matriu A, calcula una matriu ortogonal P i una matriu dia-
gonal D tals que A = PDP t:
(a) A =
(
1 1
1 1
)
.
(Sol.: P =
(
1√
2
− 1√
2
1√
2
1√
2
)
.)
(b) A =
( −6 6
6 −1
)
.
(Sol.: P =
(
2√
13
− 3√
13
3√
13
2√
13
)
. )
(c) A =
(
3 1
1 3
)
.
(Sol.: P =
(
1√
2
− 1√
2
1√
2
1√
2
)
. )
(d) A =
 0 3 03 0 4
0 4 0
.
(Sol.: P =
 −
4
5
3√
50
3√
50
0 5√
50
− 5√
50
3
5
4√
50
4√
50
.)
13. Calcula la forma quadràtica associada a les següents matrius simètriques:
(a) A =
 0 10 1010 5 0
10 0 5

(b) B =
 0 3 03 0 4
0 4 0

14. Calcula la matriu (simètrica) associada a les següents formes quadràti-
ques:
(a) ϕ1(x, y, z) = x
2
+ 2y2 + 3z2 − 4xy − 4yz;
(b) ϕ2(x, y, z, t) = x
2
+ y2 + z2 + t2− 2xy+ 6xz− 4xt− 4yz+ 6yt− 2zt.
15. Calcula l’expressió reduïda de la forma quadràtica
ϕ(x, y, z) = xy + xz + yz,
així com la base U de R3 en la qual ve donada aquesta expressió. Clas-
sifica la forma quadrática ϕ.
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16. Calcula l’expressió reduïda de la forma quadràtica
ϕ(x, y, z) = −2x2 − y2 − 2z2 + 2xy − 2yz + 2xz,
així com la base U de R3 en la qual ve donada aquesta expressió. Clas-
sifica la forma quadrática ϕ.
17. Classifica les següents formes quadràtiques (o matrius simètriques):
(a) A =
 0 −1 −1−1 0 −1
−1 −1 0
.
(b) ϕ(x, y, z) = x2 + y2 + z2 + 2xy.
(c) ϕ(x, y, z) = x2 − 2y2 + z2 + 6xy − 2yz.
18. Classifica les formes quadràtiques dels exercicis 13 i 14.
19. Calcula els valors propis i els subespais propis associats de l’endomorfisme
f de R4 donat per
f(x, y, z, t) = (2x+ y + 4z + 3t, y + z + t,−z + t, 2t).
Analitza si f és o no diagonalitzable i, en cas afirmatiu, busca una base
de R4 tal que la matriu de f en aquesta base siga diagonal.
(Sol.: λ1 = 2, n1 = 2, λ2 = 1, λ3 = −1. No existeix cap base de R4 tal
que la matriu associada siga diagonal.)
20. Calcula els valors propis i els subespais propis associats de la matriu
A =

1 0 0 0
0 1 5 −10
1 0 2 0
1 0 2 0
. Analitza si A és o no diagonalitzable i, en cas
afirmatiu, busca una matriu D diagonal semblant a A i una matriu P
regular tals que A = PDP−1.
(Sol.: A és diagonalitzable, P =

0 −2 0 0
1 0 5 −5
0 2 1 0
0 1 0 1
 , D =

1 0 0 0
0 1 0 0
0 0 2 0
0 0 0 3
 .)
21. Calcula els valors propis i els subespais propis associats de la matriu
A =

3 0 0 0
4 1 0 0
0 0 2 1
0 0 0 2
. Analitza si A és o no diagonalitzable i, en cas
afirmatiu, busca una matriu D diagonal semblant a A i una matriu P
regular tals que A = PDP−1.
22. Siga f l’endomorfisme de R3 que té per valors propis λ1 = 1, λ2 = 2
i λ3 = −1 i, per vectors propis corresponents a aquests valors propis,
~v1 = (1, 1, 1), ~v2 = (0, 1, 2) i ~v3 = (1, 2, 1). Determina l’expressió genèrica
de f .
23. Determina per a quins valors dels paràmetres reals a i b és diagonalitzable
la següent matriu A i, per a aquests casos, determina una matriu P tal
que D = P−1AP siga diagonal:
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A =
 5 0 00 −1 a
3 0 b
.
24. Determina per a quins valors del paràmetre real α és diagonalitzable la
següent matriu A i, per a aquests casos, determina una matriu P tal que
D = P−1AP siga diagonal:
A =
 2 1 30 1 α+ 2
0 −1 −1
.
25. Diagonalitza ortogonalment la matriu simètrica A =
 0 10 1010 5 0
10 0 5
 i
classifica la forma quadràtica associada a la matriu A.
(Sol.: P =
 −23 23 131
3
2
3 −23
2
3
1
3
2
3
.)
26. Diagonalitza ortogonalment la matriu simètrica A =
 3 −1 0−1 3 0
0 0 2
 i
classifica la forma quadràtica associada a la matriu A.
27. Diagonalitza ortogonalment la matriu simètrica A =
 3 −1 0−1 2 −1
0 −1 3

i classifica la forma quadràtica associada a la matriu A.
28. Calcula l’expressió reduïda de la forma quadràtica
ϕ(x, y, z) = x2 + 2y2 + 2z2 − 2xy + 4yz − 2xz,
així com la base U de R3 en què ve donada aquesta expressió. Classifica
la forma quadràtica ϕ.
29. Calcula l’expressió reduïda de la forma quadràtica
ϕ(x, y, z) = 2xy + 2xz + 2yz,
així com la base U de R3 en què ve donada aquesta expressió. Classifica
la forma quadràtica ϕ.

Capítol 5
Espai afí. Còniques
5.1 Espai afí. Generalitats
5.1.1 Definició i exemples
Definició 5.1: Donats un conjunt de punts E i un espai vectorial real V ,
anomenarem espai afí a la terna (E, V,+), on + és una operació externa
+ : E × V → E
(P, ~u)→ P + ~u
que verifica les següents propietats:
(i) ∀(P,Q) ∈ E × E, ∃! ~u ∈ V tal que Q = P + ~u.
(ii) ∀P ∈ E i ∀ ~u,~v ∈ V , es té que (P + ~u) + ~v = P + (~u+ ~v).
Anomenarem dimensió de l’espai afí la dimensió de l’espai vectorial V .
Observació 5.2: És habitual que en compte de parlar de l’espai afí (E, V,+),
diguem E un espai afí sobre V o també E un espai afí d’espai vectorial associat
V . També, de vegades, quan se sobreentén qui són V i la llei externa +, es
parla únicament de l’espai afí E.
Observació 5.3: Si Q = P + ~u, convenim escriure
−−→
PQ = ~u, amb el benentès
que en escriure
−−→
PQ ens referim al representant en P del vector lliure ~u. També
escriurem, en aquest cas, P +
−−→
PQ = Q.
P +
−−→
PQ = Q.
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Exemple 5.4: Siguen En = Rn, V = Rn, per a n ∈ N , i l’aplicació + :
En × V −→ En l’operació definida per
(p1, p2, . . . , pn) +
−−−−−−−−−−→
(u1, u2, . . . , un) = (p1 + u1, p2 + u2, . . . , pn + un).
(En, V,+) és un espai afí de dimensió n. 
Observació 5.5: D’ara endavant denotarem per En, amb n ∈ N, l’espai afí
definit en l’exemple 5.4.
Exemple 5.6: Siguen
E =
{
(x1, x2, x3) ∈ R3 | x1 + x2 − x3 = 2
}
,
V =
{
(x1, x2, x3) ∈ R3 | x1 + x2 − x3 = 0
}
i + l’operació externa definida de E × V en E per
(p1, p2, p3) +
−−−−−−−→
(u1, u2, u3) = (p1 + u1, p2 + u2, p3 + u3).
Aleshores E és un espai afí de dimensió 2, d’espai vectorial associat V . 
Exercici 5.7: Comprova que, fixat un punt P ∈ E, la correspondència entre
V i E, que a cada vector ~u ∈ V li associa el punt P + ~u ∈ E és bijectiva.
Exercici 5.8: Comprova que el conjunt de les solucions del següent sistema
d’equacions és un espai afí.
a11x1 + a12x2 + · · ·+ a1nxn = b1
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
an1x1 + an2x2 + · · ·+ annxn = bn
.
Exercici 5.9: Comprova que per a tot punt P ∈ E tenim que −−→PP = ~0V .
Proposició 5.10 (Propietats de l’espai afí): Donat un espai afí (E, V,+)
es verifiquen les següents propietats:
(a) Si P ∈ E i ~u ∈ V aleshores P + ~u = P si, i només si, ~u = ~0.
(b) Per a tot P,Q ∈ E, tenim que −−→PQ = −−−→QP .
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(c) Identitat de Chasles: Per a tot P,Q,R ∈ E tenim que −−→PQ+−−→QR = −→PR.
Identitat de Chasles.
(d) Llei del paral·lelogram: si −−→PQ = −→RS aleshores −→PR = −→QS.
Llei del paral·lelogram.
Exercici 5.11: Comprova que per a tot P,Q ∈ E tenim que −−→PQ = −−−→QP.
Definició 5.12: Siga E un espai afí associat a un espai vectorial V. Anome-
narem subespai afí de E, determinat per un punt P ∈ E i un subespai vectorial
W ⊂ V , el conjunt
F = {X ∈ E | X = P + ~w, ~w ∈W}.
Els subespais afins també se’ls sol anomenar varietats lineals afins. Si W
té dimensió n, direm que F és un subespai afí (o una varietat lineal afí) de
dimensió n.
Exemple 5.13: En l’espai afí tridimensional E3, podem trobar quatre tipus
de subespais afins:
a) Els subespais afins de dimensió 0: punts.
b) Els subespais afins de dimensió 1: rectes.
c) Els subespais afins de dimensió 2: plans.
d) El subespai afí de dimensió 3, E3. 
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Exemple 5.14: L’espai afí de l’exemple 5.6 és un subespai afí de E3 de di-
mensió dos. 
Exemple 5.15: Siguen
F =
{
(x1, x2, x3) ∈ R3 | x1 + x2 − x3 = 2, x1 − x2 = 1
}
,
U =
{
(
λ
2
,
λ
2
, λ) ∈ R3 | λ ∈ R3
}
i + l’operació externa definida de F × U en F per
(p1, p2, p3) +
−−−−−−−→
(u1, u2, u3) = (p1 + u1, p2 + u2, p3 + u3)
(F,U,+) és un subespai afí de dimensió 1 de l’espai afí definit en l’exemple
5.6. 
Observació 5.16 (resum intuïtiu): Si tenim una idea intuïtiva de què és
un espai vectorial V , podem pensar que el conjunt de punts d’un espai afí
(E, V,+) està format pels extrems dels vectors de V .
5.1.2 Sistemes de referència i coordenades
Definició 5.17: Siga En l’espai afí de dimensió n associat l’espai vectorial Rn.
S’anomena referència cartesiana de l’espai En a qualsevol parell
R = (O; U = {~u1, ~u2, . . . , ~un})
format per un punt O ∈ En anomenat origen i una base U = {~u1, ~u2, . . . , ~un}
de Rn.
Si O = (0, 0, . . . , 0) i U = {~e1, ~e2, . . . , ~en} és la base canònica de Rn direm
que R és el sistema de referència canònic de En.
Definició 5.18: Siguen En un espai afí de dimensió n, associat a l’espai vec-
torial Rn, i R = (O; U = {~u1, ~u2, . . . , ~un}) una referència cartesiana de En.
A cada punt X ∈ En li correspon un únic vector ~x ∈ Rn tal que X = O+~x,
és a dir que ~x =
−−→
OX. Donat que {~u1, ~u2, . . . , ~un} és una base de Rn, el vector
~x pot expressar-se de forma única com
~x = x1~u1 + x2~u2 + · · ·+ xn~un.
D’aquesta manera, pot establir-se una correspondència bijectiva entre els punts
de En i les n-tuples de nombres reals (x1, x2, . . . , xn) ∈ Rn. En efecte,
X ∈ En bij⇐⇒ ~x = −−→OX tal que X = O + ~x
bij⇐⇒ (x1, x2, . . . , xn) ∈ Rn tal que ~x = x1~u1 + x2~u2 + · · ·+ xn~un
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La n-tupla (x1, x2, . . . , xn) ∈ Rn rep el nom de coordenades cartesianes del
punt X respect a la referència R i es denota per X(x1, x2, ..., xn).
Per tant, una referència permet determinar de manera inequívoca qualse-
vol punt d’un espai afí En, mitjançant n nombres reals ordenats: les seues
coordenades cartesianes.
Exemple 5.19: En l’espai afí E3, provist del sistema de referència canònic, es
consideren els vectors ~u1 = ~e1+~e2+~e3, ~u2 = ~e2+~e3 i ~u1 = ~e3+~e1. Demostrem
que R′ = ((8,−1, 4); {~u1, ~u2, ~u3}) és un sistema de referència.
En efecte, els vectors ~u1, ~u2 i ~u3 són linealment independents ja que és
distint de zero el determinant ∣∣∣∣∣∣
1 0 1
1 1 0
1 1 1
∣∣∣∣∣∣ = 1.
Per tant, el conjunt {~u1, ~u2, ~u3} és una base de R3 i R′ és un sistema de
referència de l’espai afí E3. 
5.1.3 Espai afí euclidià tridimensional
En aquest apartat particularitzarem, a l’espai afí E3, els conceptes i resul-
tats generals vistos en els apartats anteriors.
Definició 5.20: Un conjunt E3 direm que és un espai afí de dimensió tres,
associat a l’espai vectorial R3, si es disposa d’una operació externa en E3 amb
domini d’operadors R3 que a cada parell format per un punt P ∈ E3 i un
vector ~u ∈ R3 li associa un únic punt Q = P + ~u de manera que es verifica:
(i) ∀(P,Q) ∈ E3 × E3, ∃! ~u ∈ R3 tal que Q = P + ~u.
(ii) ∀P ∈ E3 i ∀ ~u,~v ∈ R3, es té que (P + ~u) + ~v = P + (~u+ ~v).
Els elements del conjunt E3 els anomenarem punts.
L’espai vectorial R3 l’anomenem espai dels vectors lliures de E3.
Definició 5.21: S’anomena referència cartesiana de l’espai afí E3 tot parell
R = (O; U = {~u1, ~u2, ~u3})
format per un punt O ∈ E3, anomenat origen, i una base {~u1, ~u2, ~u3} de R3.
Si O = (0, 0, 0) i U = {~e1, ~e2, ~e3} és la base canònica de R3, direm que R
és el sistema de referència canònic.
L’adopció d’una referència cartesiana R permet associar, bijectivament,
a cada punt X ∈ E3 una terna (x1, x2, x3) ∈ R3, anomenada coordenades
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cartesianes de X respecte a la referència R. La bijecció s’estableix com indica
el següent esquema:
X ∈ E3 bij⇐⇒ ~x = −−→OX tal que X = O + ~x
bij⇐⇒ (x1, x2, x3) ∈ R3 tal que ~x = x1~u1 + x2~u2 + x3~u3.
Si tenim dos sistemes de referència distints, un mateix punt tindrà coor-
denades distintes per a cada sistema de referència. A continuació explicarem
quina és la relació entre aquestes coordenades.
Canvis de referència
Si es disposa enE3 de dues referències cartesianesR = (O; U = {~u1, ~u2, ~u3})
i R′ = (O′; V = {~v1, ~v2, ~v3}), un mateix punt X de E3 tindrà dues ternes de
coordenades: (x1, x2, x3) ∈ R3 respecte a la referència R i (x′1, x′2, x′3) ∈ R3
respecte a la referència R′.
Si coneixem la relació que tenen entre si les dues referències, és a dir, si
coneixem
• les coordenades de O′ respecte a R, O′(α, β, γ), i també
• les coordenades dels vectors {~v1, ~v2, ~v3} en la base {~u1, ~u2, ~u3}, és a dir,
la matriu canvi de base PV,U ,
aleshores podrem determinar la relació existent entre les coordenades d’un
mateix punt X respecte de les dues referències.
En efecte, a partir de les dades anteriors tenim que
−−→
OX =
−−→
OO′ +
−−→
O′X
és a dir,  x1x2
x3
 =
 αβ
γ
+ PV,U
 x′1x′2
x′3
 , (5.1)
d’on s’obté que x′1x′2
x′3
 = [PV,U ]−1
 x1 − αx2 − β
x3 − γ
 = PU ,V
 x1 − αx2 − β
x3 − γ
 .
Exemple 5.22: En l’espai afí tridimensional, respecte a certa referència car-
tesiana R = (O; U = {~u1, ~u2, ~u3}), es considera el tetraedre ABCD els vèrtexs
del qual tenen les següents coordenades:
A(3, 1,−2), B(2, 2, 0), C(1, 0,−1), D(4, 3,−2).
Si en la nova referència R′ = (A;V = {−−→AB,−→AC,−−→AD}) les coordenades d’un
punt X són (x′, y′, z′), determinem les coordenades (x, y, z) de X en la primera
referència.
Com les coordenades de
−−→
AB,
−→
AC i
−−→
AD en la primera referència són
−−→
AB = (−1, 1, 2), −→AC = (−2,−1, 1) i −−→AD = (1, 2, 0),
5. Espai afí. Còniques 87
d’acord amb l’equació (5.1), obtenim que xy
z
 =
 31
−2
+
 −1 −2 11 −1 2
2 1 0
 x′y′
z′


Exemple 5.23: En l’espai afí E3 provist del sistema de referència canònic
R = ((0, 0, 0); {~e1, ~e2, ~e3}), es consideren els vectors ~u1 = ~e1 +~e2, ~u2 = ~e2 +~e3
i ~u3 = ~e3 + ~e1. Anem a demostrar que R′ = ((0, 0, 0); {~u1, ~u2, ~u3}) és també
un sistema de referència.
En primer lloc, els vectors ~u1, ~u2 i ~u3 són linealment independents ja que
és distint de zero el determinant∣∣∣∣∣∣
1 0 1
1 1 0
0 1 1
∣∣∣∣∣∣ = 2.
Per tant R′ és un sistema de referència.
Siguen (x, y, z) i (x′, y′, z′) les coordenades d’un punt X en el primer i en
el segon sistema de referència, respectivament. Calculem les fòrmules de canvi
de coordenades. Aplicant l’equació (5.1) resulta xy
z
 =
 1 0 11 1 0
0 1 1
 x′y′
z′
 .
En darrer lloc, si l’equació d’un pla pi en el primer sistema de referència és
pi ≡ x+ 2y − 3z + 7 = 0,
calculem l’equació de pi en el segon sistema de referència.
Només ens caldrà substituir, en l’equació inicial de pi, les expressions que
acabem d’obtenir per a x, y, z:
pi ≡ (x′ + z′) + 2(x′ + y′)− 3(y′ + z′) + 7 = 0,
és a dir,
pi ≡ 3x′ − y′ − 2z′ + 7 = 0

Exercici 5.24: En l’espai afí E3 es considera una certa referència cartesiana,
en la qual les coordenades d’un punt X són (x, y, z). En considera també una
altra referència: la que té origen en C(−2, 1,−1) i per vectors ~u1 = (1, 2, 3),
~u2 = (0, 1, 1) i ~u3 = (2,−3, 0). Es demana:
1) Troba les coordenades (x′, y′, z′) de X en la nova referència.
2) Troba els punts X ∈ E3 que tinguen les mateixes coordenades en totes dues
referències.
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Exercici 5.25: Calcula les coordenades cartesianes del punt (3, 4, 7) ∈ R3
respecte al sistema de referència R = (B; U = {~u1, ~u2, ~u3}), on B =
(−1,−3,−2), ~u1 = 2~e1 + ~e3, ~u2 = ~e1 − ~e2 i ~u3 = ~e1 − 2~e2 + 3~e3.
A partir d’ara, llevat que indiquem el contrari, considerarem definit en E3
el sistema de referència canònic:
R = ((0, 0, 0); U = {~e1, ~e2, ~e3}).
5.2 Equació general, classificació i reducció
d’una cònica
Anomenarem corba cònica C de R2 el conjunt de punts (x, y) de R2 que
verifiquen una equació del tipus:
C ≡ ax2 + by2 + 2cxy + ex+ fy + g = 0 (5.2)
on a, b, c, e, f, g són nombres reals, amb la condició que (a, b, c) 6= (0, 0, 0).
L’expressió matricial de l’equació d’una cònica és:
C ≡ ( x y )( a c
c b
)(
x
y
)
+
(
e f
)( x
y
)
+ g = 0 (5.3)
Després d’efectuar la rotació convenient del sistema de coordenades al vol-
tant de l’origen i la translació paral·lela dels eixos que corresponga, l’equació
de qualsevol cònica C pot transformar-se en una de les següents formes canò-
niques, que anomenem l’expressió reduïda de la cònica C.
Les constants a, b, p són nombres reals no nuls.
1. x
2
a2
+ y
2
b2
= 1 El·lipse
2. x
2
a2
+ y
2
b2
= −1 Conjunt buit
3. x
2
a2
+ y
2
b2
= 0 Un punt
4. x
2
a2
− y2
b2
= 1 Hipèrbola
5. x
2
a2
− y2
b2
= 0 Parell de rectes que es tallen
6. y2 − 2px = 0 Paràbola
7. x2 − a2 = 0 Parell de rectes paral·leles
8. x2 + a2 = 0 Conjunt buit
9. x2 = 0 Parell de rectes coincidents
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El nostre objectiu serà, donada una cònica C, obtenir la seua equació re-
duïda i classificar-la. Per aconseguir-ho, farem, en primer lloc, una rotació
dels eixos de coordenades i, en segon lloc, una translació paral·lela d’aquesta
rotació.
Rotació
Siga A =
(
a c
c b
)
la matriu de la cònica C, d’equació matricial (5.3).
Com que A és simètrica, serà diagonalitzable ortogonalment. Siguen λ1 i λ2
els valors propis (reals) de A i siga U = {~u1, ~u2} una base ortonormal de R2
formada per vectors propis de A. Si D és la matriu diagonal, que té en la seua
diagonal els valors propis de A, i P és la matriu ortogonal formada pels vectors
columna ~u1 i ~u2, aleshores sabem que A = PDP−1. A més P és la matriu
canvi de base, de la base U a la base canònica de R2. Per tant, si (x, y) són
les coordenades canòniques d’un vector arbitrari de R2 i (x′, y′) són les seues
coordenades en la base U , la matriu P ens dóna la relació P
(
x′
y′
)
=
(
x
y
)
.
D’altra banda, com que P és una matriu ortogonal, representa una isometria
de R2 i, com vam veure en el capítol 3, per tal que P siga una rotació d’eixos,
s’ha de verificar |P | = 1. Per tant, en l’elecció dels vectors de la base U , anirem
amb compte per tal d’aconseguir sempre que |P | = 1. Aplicant aquest canvi
de coordenades a l’equació matricial (5.3), obtenim:
C ≡ ( x′ y′ )( λ1 0
0 λ2
)(
x′
y′
)
+
(
e f
)
P
(
x′
y′
)
+ g = 0 (5.4)
que, després de multiplicar les matrius, es transforma en
C ≡ λ1(x′)2 + λ2(y′)2 + e′x′ + f ′y′ + g = 0 (5.5)
En aquest punt, anem a distingir dos casos:
1. Un valor propi nul
Suposem que λ2 = 0 (el cas λ1 = 0 és anàleg). Aleshores, l’equació (5.5)
és en realitat:
C ≡ λ1(x′)2 + e′x′ + f ′y′ + g = 0 (5.6)
Com que
λ1(x
′)2 + e′x′ = λ1
(
(x′)2 +
e′
λ1
x′
)
= λ1
(
(x′ +
e′
2λ1
)2 − (e
′)2
4λ21
)
,
si anomenem x′′ = x′ + e
′
2λ1
, l’equació (5.6) es transforma en
C ≡ λ1(x′′)2 + f ′y′ + g − (e
′)2
4λ1
= 0.
Anomenem g′ = g − (e′)24λ1 . Així, la nostra equació és
C ≡ λ1(x′′)2 + f ′y′ + g′ = 0 (5.7)
En aquest punt, pot passar:
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1. Si f ′ = g′ = 0, aleshores obtenim C ≡ λ1(x′′)2 = 0. Per tant, l’equació
reduïda de C és (x′′)2 = 0 i es tracta d’un parell de rectes coincidents.
La translació d’eixos ve donada per x′′ = x′ + e
′
2λ1
, y′′ = y′.
2. Si f ′ = 0 i g′ 6= 0, aleshores l’equació (5.7) queda C ≡ λ1(x′′)2 + g′ = 0,
d’on obtenim l’equació reduïda
C ≡ (x′′)2 + g
′
λ1
= 0.
Ara,
• si g′λ1 > 0, la cònica C és en realitat el conjunt buit;
• si g′λ1 < 0, aleshores C és un parell de rectes paral·leles.
En els dos casos, la translació d’eixos ve donada per x′′ = x′ + e
′
2λ1
,
y′′ = y′.
3. Si f ′ 6= 0, aleshores f ′y′ + g′ = f ′(y′ + g′f ′ ). Anomenant y′′ = y′ + g
′
f ′ ,
l’equació (5.7) queda
C ≡ λ1(x′′)2 + f ′y′′ = 0
que és l’equació reduïda d’una paràbola. La translació d’eixos ve donada
per x′′ = x′ + e
′
2λ1
, y′′ = y′ + g
′
f ′ .
2. Dos valors propis no nuls
El nostre punt de partida és de nou l’equació (5.5). Atès que λ1 i λ2 són
no nuls, podem escriure
λ1(x
′)2 + e′x′ = λ1
(
(x′)2 +
e′
λ1
x′
)
= λ1
(
(x′ +
e′
2λ1
)2 − (e
′)2
4λ21
)
i
λ2(y
′)2 + f ′y′ = λ2
(
(y′)2 +
f ′
λ2
y′
)
= λ2
(
(y′ +
f ′
2λ2
)2 − (f
′)2
4λ22
)
.
Per tant, si anomenem x′′ = x′ + e
′
2λ1
i y′′ = y′ + f
′
2λ2
, l’equació (5.5) quedarà
C ≡ λ1(x′′)2 + λ2(y′′)2 + g − (e
′)2
4λ1
− (f
′)2
4λ2
= 0.
Anomenem g′ = g − (e′)24λ1 −
(f ′)2
4λ2
. Així, l’equació anterior queda
C ≡ λ1(x′′)2 + λ2(y′′)2 + g′ = 0 (5.8)
En aquest punt, pot passar:
1. Si g′ = 0 i els dos valors propis tenen el mateix signe: en aquest cas,
l’equació reduïda de C és λ1(x′′)2 + λ2(y′′)2 = 0, l’única solució de la
qual és x′′ = 0, y′′ = 0. Per tant, es tracta d’un punt.
2. Si g′ = 0 i els dos valors propis tenen signe contrari: en aquest cas,
l’equació reduïda de C és λ1(x′′)2 + λ2(y′′)2 = 0, d’on (y′′)2 = −λ1λ2 (x′′)2.
Per tant, es tracta d’un parell de rectes secants.
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3. Si g′ 6= 0, l’equació (5.8) es pot escriure com
C ≡ λ1−g′ (x
′′)2 +
λ2
−g′ (y
′′)2 = 1 (5.9)
Ara,
• si el signe dels dos valors propis és el mateix, aleshores el signe de
λ1
−g′ i el de
λ2
−g′ serà el mateix. Si aquest darrer signe és negatiu,
l’equació (5.9) no té solució i C es tracta del conjunt buit. En canvi,
si el signe de λ1−g′ i el de
λ2
−g′ és positiu, obtindrem l’equació reduïda
d’una el·lipse;
• si el signe dels dos valors propis és distint, aleshores també ho serà
el signe de λ1−g′ i el de
λ2
−g′ . Per tant, obtindrem l’equació reduïda
d’una hipèrbola.
A continuació, anem a veure alguns exemples on s’aplica tot l’estudi teòric
anterior.
Exemple 5.26: Anem a classificar i trobar l’equació reduïda de la cònica
C ≡ x2 − 6xy − 7y2 + 10x+ 2y + 9 = 0.
L’equació matricial de C és
(
x y
)( 1 −3
−3 −7
)(
x
y
)
+
(
10 2
)( x
y
)
+ 9 = 0.
Els valors propis de A =
(
1 −3
−3 −7
)
són λ1 = −8 i λ2 = 2. De l’estudi
anterior, podem deduir ja que C serà una hipèrbola o una cònica degenerada.
El vector ~u1 = ( 1√10 ,
3√
10
) és un vector unitari i generador de Eλ1 . Al seu
torn, el vector ~u2 = ( −3√10 ,
1√
10
) és un vector unitari i generador de Eλ2 . Així
doncs, U = {~u1, ~u2} és una base ortonormal de R2 formada per vectors propis
de A. La matriu P =
(
1√
10
−3√
10
3√
10
1√
10
)
és una matriu ortogonal amb |P | = 1 i,
per tant, representa una rotació dels eixos.
Si (x, y) són les coordenades canòniques d’un vector arbitrari de R2 i
(x′, y′) són les seues coordenades en la base U , la matriu P ens dóna la re-
lació P
(
x′
y′
)
=
(
x
y
)
. A més, es verifica que A = PDP−1, amb D =( −8 0
0 2
)
. Aplicant aquest canvi de coordenades a l’equació matricial de la
nostra cònica, obtenim
(
x′ y′
)( −8 0
0 2
)(
x′
y′
)
+
(
10 2
)
P
(
x′
y′
)
+ 9 = 0.
Com que
(
10 2
)
P =
(
10 2
)( 1√
10
−3√
10
3√
10
1√
10
)
=
(
16√
10
−28√
10
)
,
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l’equació de la cònica, després de la rotació dels eixos, quedarà
C ≡ −8(x′)2 + 2(y′)2 + 16√
10
x′ − 28√
10
y′ + 9 = 0.
Ara hem de fer una translació per a eliminar els termes de grau 1 de l’e-
quació. Ho aconseguirem completant quadrats:
−8(x′)2 + 16√
10
x′ = −8
(
(x′)2 − 2√
10
x′
)
= −8
((
x′ − 1√
10
)2
− 1
10
)
;
2(y′)2 − 28√
10
y′ = 2
(
(y′)2 − 14√
10
y′
)
= 2
((
y′ − 7√
10
)2
− 49
10
)
.
Així, si anomenem x′′ = x′ − 1√
10
i y′′ = y′ − 7√
10
, l’equació de la cònica
queda:
C ≡ −8(x′′)2 + 2(y′′)2 + 9 + 8
10
− 98
10
= 0,
que resulta
C ≡ −8(x′′)2 + 2(y′′)2 = 0.
Per tant, la nostra cònica C és un parell de rectes que es tallen:
C ≡ (y′′)2 = 4(x′′)2
Les rectes són y′′ = 2x′′ i y′′ = −2x′′. 
Exemple 5.27: Anem a classificar i a trobar l’equació reduïda de la cònica
C ≡ 9x2 + 12xy + 4y2 − 52 = 0.
L’equació matricial de C és(
x y
)( 9 6
6 4
)(
x
y
)
+
(
0 0
)( x
y
)
− 52 = 0
Els valors propis de A =
(
9 6
6 4
)
són λ1 = 0 i λ2 = 13. De l’estudi teòric
anterior es dedueix ja que C serà una paràbola o una cònica degenerada.
El vector ~u1 = ( 2√13 ,
−3√
13
) és unitari i generador de Eλ1 . Al seu torn,
el vector ~u2 = ( 3√13 ,
2√
13
) és també unitari i generador de Eλ2 . Així doncs,
U = {~u1, ~u2} és una base ortonormal de R2 formada per vectors propis de A.
La matriu P =
(
2√
13
3√
13−3√
13
2√
13
)
és una matriu ortogonal amb |P | = 1 i, per
tant, representa una rotació dels eixos.
Si (x, y) són les coordenades canòniques d’un vector arbitrari de R2 i
(x′, y′) són les seues coordenades en la base U , la matriu P ens dóna la re-
lació P
(
x′
y′
)
=
(
x
y
)
. A més, es verifica que A = PDP−1, amb D =(
0 0
0 13
)
. Aplicant aquest canvi de coordenades a l’equació matricial de la
nostra cònica, obtenim(
x′ y′
)( 0 0
0 13
)(
x′
y′
)
+
(
0 0
)
P
(
x′
y′
)
− 52 = 0.
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És a dir,
C ≡ 13(y′)2 − 52 = 0,
que és l’equació de la cònica, després de la rotació dels eixos. Com que no hi
ha termes de grau 1, no serà necessària una traslació d’eixos. De fet, tenim
ja l’equació reduïda de C. Es tracta d’un parell de rectes paral·leles. Atès que
(y′)2 = 4, les rectes són y′ = 2 i y′ = −2. 
Exemple 5.28: Anem a classificar i determinar l’equació reduïda de la cònica
C ≡ x2 + 6x+ 5y + 14 = 0.
L’equació matricial de C és
(
x y
)( 1 0
0 0
)(
x
y
)
+
(
6 5
)( x
y
)
+ 14 = 0.
Com que la matriu A =
(
1 0
0 0
)
ja és una matriu diagonal, no és necessari
efectuar cap rotació d’eixos. A més, els valors propis de A són els elements de
la seua diagonal: λ1 = 1 i λ2 = 0. De l’estudi general que hem vist de l’equació
d’una cònica, es dedueix que C serà una paràbola o una cònica degenerada.
Podem eliminar el terme de grau 1 per a la variable x, completant el cor-
responent quadrat:
x2 + 6x = (x+ 3)2 − 9.
Així, si anomenem x′ = x+ 3, l’equació de la cònica queda:
C ≡ (x′)2 + 5y + 14− 9 = 0,
que resulta
C ≡ (x′)2 + 5y + 5 = 0.
Ara agrupem el terme de grau 1 amb el terme independent:
5y + 5 = 5(y + 1).
Anomenant y′ = y + 1, obtenim l’equació reduïda d’una paràbola:
C ≡ (x′)2 + 5y′ = 0,
amb la translació d’eixos x′ = x+ 3 i y′ = y + 1. 
5.3 Exercicis
1. Classifica i determina l’equació reduïda de les següents còniques:
(a) C1 ≡ 2x2 − 4xy − y2 − 4x− 8y + 14 = 0
(b) C2 ≡ xy + x+ y + 1 = 0
(c) C3 ≡ x2 + y2 + 2xy + 6
√
2x− 2√2y + 26 = 0
(d) C4 ≡ x2 + 3y2 + 7 = 0
(e) C5 ≡ x2 + y2 − 2x− 4y + 5 = 0
(f) C6 ≡ 9x2 − 4xy + 6y2 − 10x− 29y − 5 = 0
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(g) C7 ≡ 3x2 − 8xy − 12y2 − 30x− 64 = 0
(h) C8 ≡ 4x2 − 20xy + 25y2 − 15x− 6y = 0
(i) C9 ≡ x2 − 2xy + y2 = 0
2. Donada la família de còniques
Cλ ≡ x2 + (2 + 2λ)xy + y2 − 1 = 0 ,
classifica-les i determina la seua equació reduïda, en funció del paràmetre
real λ.
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