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SEIDEL REPRESENTATION FOR SYMPLECTIC ORBIFOLDS
HSIAN-HUA TSENG AND DONGNING WANG
ABSTRACT. Let (X , ω) be a compact symplectic orbifold. We define pi1(Ham(X , ω)), the fun-
damental group of the 2-group of Hamiltonian diffeomorphisms of (X , ω), and construct a group
homomorphism from pi1(Ham(X , ω)) to the group QH∗orb(X ,Λ)× of multiplicatively invertible el-
ements in the orbifold quantum cohomology ring of (X , ω). This extends the Seidel representation
([Se], [M]) to symplectic orbifolds.
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1. INTRODUCTION
Results. The purpose of this paper is to construction Seidel representation for compact symplec-
tic orbifolds. Let (X , ω) be a compact symplectic orbifold and let Ham(X , ω) be the group1 of
Hamiltonian diffeomorphisms of (X , ω). We develop a suitable notion of loops of Hamiltonian
diffeomorphisms of (X , ω) and consider the set
π1(Ham(X , ω))
of homotopy classes of (based) loops of Hamiltonian diffeomorphisms of (X , ω). Composition of
loops gives π1(Ham(X , ω)) a natural group structure.
By the work of Chen-Ruan [CR2], one can define Gromov-Witten invariants of a compact sym-
plectic orbifold (X , ω). Roughly speaking, Gromov-Witten invariants of (X , ω) are virtual counts
of pseudo-holomorphic maps from nodal orbifold Riemann surfaces to X satisfying certain inci-
dence conditions. A brief review of Gromov-Witten invariants can be found in Section 3.2. In this
paper we are mainly concerned with genus 0 Gromov-Witten invariants of (X , ω). These invariants
can be used to defined an alternate product structure called the quantum cup product on the coho-
mology group H∗(IX ) of the inertia orbifold IX of X . The resulting ring is called the quantum
orbifold cohomology ring of (X , ω) and is denoted2 by QH∗orb(X ).
LetQH∗orb(X )× be the set of multiplicatively invertible elements inQH∗orb(X ). The setQH∗orb(X )×
is a group under the quantum cup product. The Seidel representation of (X , ω) is a group homo-
morphism
(1.1) S : π1(Ham(X , ω))→ QH∗orb(X )×.
The definition of S may be briefly outlined as follows. Given an element a ∈ π1(Ham(X , ω))
represented by a Hamiltonian loop α, we consider a fiber bundle3 Eα → S2 which roughly speaking
is obtained by gluing two copies of D2 × X along the boundary ∂D2 × X = S1 × X using α.
The total space Eα can be equipped with a symplectic structure which is compatible with the fiber
bundle structure. We define an element
S(a) ∈ QH∗orb(X )
×
using genus 0 Gromov-Witten invariants of Eα. See Definition 3.18 for the precise definition.
The following is the main result of the paper.
1This is in fact a 2-group.
2The dependence in ω is usually suppressed in the notation. We also omit the Novikov ring in the notation.
3In fact this is an example of an orbifiber bundle, in the sense of Definition 2.41.
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Theorem 1.1 (= Corollary 3.20). The map
S : π1(Ham(X , ω))→ QH
∗
orb(X )
×
is a group homomorphism.
To prove that S is a group homomorphism, it suffices to prove the following
Theorem 1.2 (see Theorem 3.19).
(1) Let e ∈ π1(Ham(X , ω)) be the identity loop, then
(1.2) S(e) = 1 ∈ QH∗orb(X)×.
(2) Let a, b ∈ π1(Ham(X , ω)) and let a · b ∈ π1(Ham(X , ω)) be their product defined by loop
composition. Then
(1.3) S(a · b) = S(a) ∗ S(b)
where ∗ denote the quantum cup product of (X , ω).
The proof of the above Theorem involves detailed analysis of Gromov-Witten invariants and are
highly technical. In this paper, we work with the definition of Gromov-Witten invariants using
Kuranishi structures (as introduced in [FO]). To prove (1.2), we first reduce it to the vanishing
of certain Gromov-Witten invariants, see Proposition 4.1. We then show the needed vanishing by
showing that the relevant virtual fundamental cycles have dimensions less than their expected di-
mensions. The arguments are quite technical since all these must be done in the context of Kuranishi
spaces. See Section 4 for details.
The proof of (1.3), given in Section 5, essentially amounts to comparing certain Gromov-Witten
invariants of Ea·b with Gromov-Witten invariants of Ea and Eb. We do this by a degeneration type
argument. The main geometric ingredient here is a bigger symplectic fibration that contains both
Ea·b and the connected sum Ea#XEb as its fibers.
Motivations. The homomorphism S was first constructed by P. Seidel [Se] for a class of sym-
plectic manifolds. The construction was later extended to all symplectic manifolds4 by D. McDuff
[M]. The structure of the Hamiltonian diffeomorphism group Ham(X,ω) of symplectic manifolds
(X,ω) has been an important topic in symplectic topology (cf. [MS]). The Seidel representation S
has been used to study the group Ham(X,ω) for symplectic manifolds (X,ω), see e.g. [MT].
Our interests in Seidel representations are motivated by another application, which we now ex-
plain. Hamiltonian S1-actions naturally give rise to loops of Hamiltonian diffeomorphisms. Since
the Seidel representation S is a group homomorphism, if a collection of loops a1, a2, ..., ak compose
to the identity loop e, i.e.
a1 · a2 · ... · ak = e,
then we have
S(a1) ∗ S(a2) ∗ ... ∗ S(ak) = 1,
4We remark that Gromov-Witten invariants considered in [M] are not defined using the framework of Kuranishi
structures. Therefore our work specialized to the manifold case gives a new construction of Seidel representations for
symplectic manifolds.
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which is a relation in the quantum cohomology ring. This gives an approach to study quantum
cohomology rings of symplectic manifolds/orbifolds by Hamiltonian loops. This approach is par-
ticularly successful in the case of symplectic toric manifolds, which admits many Hamiltonian
loops due to the presence of Hamiltonian tori actions. In [MT], this approach was carried out to
give a presentation of the quantum cohomology ring of compact symplectic toric manifolds. This
presentation plays an important role in the mirror theorem for toric manifolds recently proved by
Fukaya-Oh-Ohta-Ono [FOOO8]. We aim at studying the quantum orbifold cohomology ring of
compact symplectic toric orbifolds by this approach. The construction of Seidel representation for
symplectic orbifolds, carried out in this paper, is the first step in this project. In [TW] we will use
this approach to study the quantum orbifold cohomology ring of compact symplectic toric orbifolds.
Outline. The rest of this paper is organized as follows.
In Section 2, we set up the foundation of Hamiltonian loops and Hamiltonian orbifiber bundles
which naturally generalize Hamiltonian loop and Hamiltonian fiber bundle in the manifold case.
We begin in §2.1 with a brief review of orbifolds using the language of differentiable stacks, then
recall in §2.2 differential forms, vector fields and flows on orbifolds/stacks. In §2.3, we define
Hamiltonian loops and their homotopy equivalence, which give rise to the fundamental group of
Hamiltonian diffeomorphism group. In §2.4, we give the definition of orbifiber bundle and a special
class of orbifold morphisms into such bundle which is called sectional orbifold morphism. Sectional
orbifold morphisms will be the map we “count” when we define Seidel representation. In §2.5, we
explain the construction of a Hamiltonian orbifiber bundle over S2 from a Hamiltonian loop.
Section 3 contains the construction of Seidel representation for symplectic orbifolds. We begin
with a review of Kuranishi structures in §3.1, and then recall the construction of orbifold Gromov-
Witten invariants and quantum cohomology in §3.2. In §3.3, we collect properties of J-holomorphic
orbicurves in a Hamiltonian orbifiber bundle over sphere. Then we use the moduli space of such
kind of orbicurves to define Seidel representation for symplectic orbifolds.
In Section 4, we prove the triviality property (1.2). The idea is explained in §4.1. In §4.2 and
§4.3, we introduce the tools of parametrized group actions and parametrized equivariant Kuranishi
structures to carry out the proof. In particular, parametrized equivariant Kuranishi structures are
constructed for the relevant moduli spaces in §4.3. Finally in §4.4, we complete the proof by
carefully analyzing the Kuranishi structure constructed in §4.3.
In Section 5, we construct a degeneration of Hamiltonian orbifiber bundles which relates two
Hamiltonian orbifiber bundles associated to two Hamiltonian loops with the Hamiltonian orbifiber
bundle corresponding to their product, and then use it to prove the composition property (1.3).
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2. HAMILTONIAN LOOPS AND HAMILTONIAN ORBIFIBER BUNDLES
2.1. A Review of Orbifolds via Deligne-Mumford Stacks. In this subsection, we collect the
definitions of orbifolds using the language of stacks following [L].
The classical definition of orbifolds can be reformulated using groupoids since every orbifold
atlas in the sense of Satake determines an e´tale Lie groupoid. A morphism between orbifolds
should carry more information than just a map defined on charts in order to pullback bundles. Such
a map carrying additional information is called a good map in [CR2]. These maps correspond to
bibundles or Hilsum-Skandalis maps when orbifolds are viewed as Lie groupoids. Since we need
to glue morphisms between orbifolds in this paper, any framework using isomorphism classes of
bibundles/Hilsum-Skandalis maps as morphisms between orbifolds will encounter the issue pointed
out in [L, Lemma 3.41]. Namely, there could be two different morphisms which are the same
when restricted to an open cover. Furthermore, we need to study Hamiltonian flows on symplectic
orbifolds, thus viewing an orbifold as an e´tale groupoid is inconvenient, because a flow can easily
flow out of that groupoid (see [Hep]). We refer the readers to [L] and [LM] for more detailed
reasons why stack is a better language to study orbifolds.
A stack is a category fibered in groupoids satisfying certain glueing conditions. We give the
definition of category fibered in groupoids below:
Definition 2.1. A category fibered in groupoids over a category C is a functor π : D → C such that
(1) for an arrow x′ r→ x in C and an object ξ ∈ Ob(D) with π(ξ) = x there is an arrow ξ′ g→ ξ
such that π(g) = r.
(2) for a diagram
ξ′′ g2
❄
❄❄
ξ′
g1
??⑧⑧⑧
ξ in D and a diagram
π(ξ′′)
r

π(g2)
❄
❄
π(ξ′) π(g1)
??⑧⑧
π(ξ) in C there is a unique arrow
g : ξ′′ → ξ′ in D making the diagram
ξ′′
r2
❄
❄❄
g
✥
✥✥
✥✥
✥
ξ′
r1
??⑧⑧⑧
ξ commutative and satisfying π(g) = r.
Definition 2.2 (Fiber of CFG). Let π : D → C be a category fibered in groupoids and x ∈ Ob(C)
an object. The fiber of D over x is the category D(x) with objects given by
Ob(D(x)) := {ξ ∈ Ob(D) | π(ξ) = x}
and arrows/morphisms given by
Mor(D(x))(ξ′, ξ) := {(g : ξ′ → ξ) ∈Mor(D)(ξ′, ξ) | π(g) = idx} for ξ, ξ′ ∈ Ob(D(x)).
Note that in Definition 2.1 (1), ξ′ may not be uniquely determined by r and ξ. We make a choice
to get unique ξ′ for r and ξ.
Definition 2.3. For a category fibered in groupoids π : D → C, ξ ∈ Ob(D(x)) and x′ r→ x ∈
Mor(C) we choose an arrow g ∈ Mor(D) with target ξ and π(g) = r. We denote the source of g
by r∗ξ and refer to it as the pullback of ξ by r. We always choose id∗ξ = ξ. Such a choice is called
a cleavage of π : D → C.
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The glueing conditions for stack are defined using descent categories.
Definition 2.4. Let Man be the category of smooth manifolds with functors being smooth maps.
Let π : D → Man be a category fibered in groupoids over Man, M a manifold and U := {Ui} an
open cover of M . The descent category of U, denoted by D(U), is defined as follows:
(1) An object ({ξi}, {φij}) of D(U) is a collection of objects ξi ∈ D(Ui), together with iso-
morphisms φij : pr∗2ξj ≃ pr∗1ξi in D(Uij) := D(Ui ×M Uj), satisfying the following cocycle
condition: for any triple of indices i, j and k, we have the equality
pr∗13φik = pr
∗
12φij ◦ pr
∗
23φjk : pr
∗
3ξk → pr
∗
1ξi
where prab and pra are projections from Uijk := Ui×M Uj ×M Uk to the ath and bth factors,
and the ath factor respectively (e.g. pr13 : Uijk → Uik, pr2 : Uijk → Uj).
(2) An arrow {gi} : ({ξi}, {φij}) → ({ξ′i}, {ψij}) in D(U) is a collection of arrows ξi
gi→ ξ′i in
D(Ui) such that for each pair of indices i, j, the following diagram is commutative:
pr∗2ξj
pr∗2gj //
φij

pr∗2ξ
′
j
ψij

pr∗1ξi
pr∗1gi // pr∗1ξ
′
i.
Note that D(U) does not depend on the choice of cleavage of π : D → Man in the sense that
different choices of cleavage yield canonically isomorphic descent categories.
For each object ξ of D(M) we can construct an object ({ξi}, {φij}) in D(U) on a covering U :=
{ιi : Ui →M} as follows:
• The objects are the pullbacks ι∗i ξ;
• The isomorphisms φij : pr∗2ι∗jξ ≃ pr∗1ι∗i ξ are the isomorphisms that come from the fact that
both pr∗2ι∗jξ and pr∗1ι∗i ξ are pullbacks of ξ to Uij .
If we identify pr∗2ι∗jξ and pr∗1ι∗i ξ, as is commonly done, then the φij are identities. For each arrow
α : ξ → ξ′ in D(U), we get arrows ι∗iα : ι∗i ξ → ι∗i ξ′, yielding an arrow from the object with descent
associated with ξ to the one associated with ξ′. This defines a functor D(M)→ D(U).
Definition 2.5. A category fibered in groupoids π : D → Man is a stack over manifolds if for any
manifoldM and any open cover U ofM the functor D(M)→ D(U) defined above is an equivalence
of categories.
Definition 2.6. Let πC : C → Man, πD : D → Man be two stacks. A functor f : C → D is
a map of stacks (more precisely a 1-arrow in the 2-category St of stacks) if it commutes with the
projections to Man: πD ◦ f = πC. A map of stacks is called an isomorphism if it is an equivalence
of categories.
Every manifold M determines a stack M over manifolds: the objects of M are maps Y f→ M
of manifolds into M . A morphism in M from f : Y → M to f ′ : Y ′ → M is a map of manifolds
h : Y → Y ′ making the diagram
Y
Y ′
Mh 
f ′
77♦♦♦♦
f
''❖❖
❖❖
commutative. The functor M → Man is the forgetful
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map which sends f : Y → M to Y . To keep notation simple, we follow the common practice to
drop the underline and write M as the stack.
Definition 2.7. A stack X over manifolds is called a differentiable stack if there is a manifold X
and a morphism p : X → X such that:
(1) For all Y → X the stack X ×X Y is a manifold (i.e., equivalent to the stack of some
manifold).
(2) For all Y → X , the projection Y ×X X → Y is a surjective submersion.
The map p : X → X is then called a covering or an atlas of X .
Given an atlas p : X0 → X , X1 := X0 ×X X0 is a manifold, the projections to the first and
second factor of X0 define two maps s : X1 → X0 and t : X1 → X0. With these two maps,
G := (X1 ⇒ X0) is a Lie groupoid. Such Lie groupoid is called an atlas groupoid of the stack
X . The category BG of principal G-bundles in turn defines a category fibered in groupoids over
manifolds, which is equivalent to X as differentiable stack.
A differentiable stack X is called a differentiable Deligne-Mumford stack, if X admits an atlas
groupoid X1 ⇒ X0 which is e´tale (i.e., s and t : X1 → X0 are local diffeomorphisms) and proper
(i.e., s× t : X1 → X0×X0 is proper). From now on we will refer differentiable Deligne-Mumford
stack as DM stack for short.
Remark 2.8. (1) Differentiable stacks form a 2-category, with DM stacks forming a sub 2-
category.
(2) Every differentiable stack X determines an equivalent class of topological spaces |X | called
the coarse moduli space: take an atlas GX = (G1 ⇒ G0) of X , then
|GX | := G0/ 〈x ∼ y i.f.f. ∃g ∈ G1 s.t. s(g) = x, t(g) = y〉
defines a topological space. Different choices of atlas are Morita equivalent and thus define
homeomorphic topological spaces. Every stack map f : X → Y induces a continuous map
|f | : |X | → |Y|.
Different atlas groupoids play the role of different coordinates of a given stack. We collect the
dictionary lemmas between groupoids and stacks from [BX, Lemma 2.29–2.31]. The first lemma
says every morphism between atlas groupoids defines a map between the corresponding stacks.
Lemma 2.9 (First Dictionary Lemma). Let X and Y be differentiable stacks, GX = (X1 ⇒ X0)
and GY = (Y1 ⇒ Y0) atlas groupoids respectively. Let φ : GX → GY be a morphism of Lie
groupoids. Then there exists a morphism of stacks f : X → Y and a 2-isomorphism
(2.1)
X0

φ0 //
✁✁
<Dη
Y0

X
f // Y
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such that the cube
(2.2)
X1
☞☞
☞☞
☞☞
☞ ""❉
❉
φ1 // Y1
✍✍
✍✍
✍✍
✍   ❆
❆
X0
☞☞
☞☞
☞☞
☞
φ0 // Y0
✍✍
✍✍
✍✍
✍
X0
""❊❊
❊
φ0 // Y0
  ❆❆
❆
X
f // Y
is 2-commutative. If (f ′, η′) is another pair satisfying these properties, then there is a unique 2-
isomorphism θ : f ⇒ f ′ such that θ ∗ η′ = η.
The second and third Dictionary Lemmas below treat the converse. Note that if we fix atlas
groupoids of two differentiable stacks, a stack map between them may not be expressible as a
morphism between the two groupoids. This is not surprising because this happens for smooth
manifolds already: if a chart of the domain manifold is too large compared to the corresponding
chart of the target manifold, we cannot express the map on these two charts.
Lemma 2.10 (Second Dictionary Lemma). Let f : X → Y be a morphism of stacks, φ0 : X0 → Y0
a morphism of manifolds and η a 2-isomorphism as in (2.1). Then there exists a unique morphism
of Lie groupoids φ1 : X1 → Y1 covering φ0 and making the cube (2.2) 2-commutative.
Lemma 2.11 (Third Dictionary Lemma). Let f : X → Y be a morphism of stacks. Let φ : GX →
GY and ψ : GX → GY be two morphisms of Lie groupoids. Let η and η′ be 2-isomorphisms, where
(φ, η) and (ψ, η′) both form 2-commutative cubes such as (2.1). Then there exists a unique natural
equivalence θ : φ⇒ ψ such that the diagram
Y1
✍✍
✍✍
✍✍
✍   ❆
❆
X0
θ
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣
✶
✶✶
✶✶
✶✶
φ0 ))❙
❙❙❙❙
❙❙❙❙
❙
ψ0 // Y0
✍✍
✍✍
✍✍
✍
Y0
  ❆❆
❆
X
f // Y
is 2-commutative.
Now given an orbifold defined using orbifold charts and embeddings as in [Sa] or [CR2], we can
construct an e´tale Lie groupoid, then the groupoid defines a DM stack. If we start with another
system of local charts defining the same orbifold, the corresponding e´tale Lie groupoid is Morita
equivalent to the first one. Then the corresponding DM stack is equivalent to the DM stack deter-
mined by the first one. When the DM stack is effective, i.e. has an effective e´tale atlas, we can go
backward to get a topological space together with a system of orbifold charts. In this sense, we use
DM stack as the definition of orbifold.
Definition 2.12. The 2-category of orbifolds are defined as the 2-category of DM stacks, namely:
• An orbifold is a DM stack. It is called effective if the stack has an effective atlas.
• An orbifold morphism is a stack map between two DM stacks.
• A 2-morphism between two orbifold morphisms is a 2-morphism between the two stack
maps.
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Definition 2.13. An orbifold morphism X → Y is called a diffeomorphism if it is an isomorphism
between the two stacks.
Remark 2.14. When f : X → Y is diffeomorphism between orbifolds, its underlying map |f | :
|X | → |Y| is a homeomorphism.
Definition 2.15. For an orbifold X , a 0-dimensional substack of X which covers one point in |X |
is called an orbipoint of X .
Definition 2.16. Let X be an orbifold X and let GX := (GX1 ⇒ GX0) be an atlas groupoid of X ,
with source and target maps denoted by s, t : GX1 → GX0.
(1) The inertia groupoid ΛGX of GX is defined as follows. The objects are Ob(ΛGX ) := {g ∈
GX1 : s(g) = t(g)}. For g, g′ ∈ Ob(ΛGX ), an arrow α : g → g′ is an element α ∈ GX1 such
that gα = αg′.
(2) The inertia orbifold IX associated to X is the orbifold presented by the inertia groupoid
ΛGX .
The inertia orbifold IX does not depend on the choice of atlas groupoid GX . As a category, the
objects of IX are pairs (x, g) where x ∈ Ob(X ) and g is an automorphism of x ∈ Ob(X ). The
inertia orbifold IX can be viewed as a way to stratify the orbifold according to the orbit types.
Following [CR1, CR2] we write IX as a disjoint union of components5
IX = ⊔X(g).
Each component X(g) is called a twisted sector6. There is a distinguished component
X ≃ X(0) := {(x, id) | x ∈ Ob(X )} ⊂ IX ,
called the untwisted sector.
There is a natural involution I : IX → IX defined by I((x, g)) := (x, g−1), which plays an
important role in the construction of Chen-Ruan orbifold cohomology.
2.2. Differential Forms, Vector Fields and Flows on Orbifolds. In this subsection we review
differential forms, vector fields and flows on orbifolds/DM stacks following [BX], [LM] and [Hep].
The sheaves Ωk(X ) of differential k-forms on a stackX is defined as follows ([BX, Section 3.2]):
for an object v ∈ X over a manifold U , define Ωk(v) := ΩkU (U), the differential forms on U . A
differential form of degree k on X is a global section of the sheaf Ωk(X ), i.e., a homomorphism
from the trivial sheaf on X to Ωk(X ).
For DM stacks, differential forms have the following description in an atlas.
Lemma 2.17 (Proposition 2.9.i of [LM]). Let X1 ⇒ X0 ξ−→ X be a groupoid presentation of a DM
stack X , then
Ω•(X ) ∼= {τ ∈ Ω•(X0) | s
∗τ = t∗τ} ∼=
{
(σ1, σ0) ∈ Ω
•(X1)× Ω
•(X0)
)
| s∗σ0 = σ1, t
∗σ0 = σ1
}
.
5By a component we mean a union of irreducible components.
6Because of the description of objects of IX as pairs (x, g) with x ∈ Ob(X ) and g an automorphism of x, we often
think of g which indexes the twisted sector X(g) as an element in the automorphism group.
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By [Hep], there is a lax functor from the 2-category of differentiable stacks to itself which extends
the functor Man → Man that sends a manifold to its tangent bundle and a map to its derivative.
Definition 2.18. (Definition 3.2 in [Hep]) A vector field on a differentiable stackX is a pair (X, aX)
consisting of a morphism
X : X → TX ,
where TX is the tangent bundle of X , and a 2-cell (i.e. 2-morphism)
(2.3) X X //
IdX
BBTX
πX //
aX

✥✥
✥✥
✥✥
✥✥
X .
Here πX : TX → X is the natural projection map.
We recall the definition of integral morphism and flow of a vector field from [Hep]. Let I be
either R or an interval on R.
Definition 2.19 (Definition 4.1 in [Hep]). Let X be a vector field on X . Then Φ: Y × I → X is an
integral morphism of X if there is a 2-morphism
(2.4) tΦ : X ◦ Φ =⇒ TΦ ◦ ∂
∂t
,
which we represent as the following diagram
(2.5) T (Y × I) TΦ // TX
Y × I
∂
∂t
OO
Φ
// X .
X
OO
tΦ
ai ❏❏❏❏❏❏
❏❏ ❏❏
The 2-morphism tΦ must satisfy the property that the 2-morphisms in the following diagram
(2.6) Y × I55
IdY×I
Φ // X ii
IdY×IT (Y × I)
OO
TΦ //
a ∂
∂t
ks TX aX
+3
OO
Y × I
OO
Φ
// X
OO
tΦ
ai ❏❏❏❏❏❏
❏❏❏❏❏❏
ai ❏❏❏❏❏❏
❏❏❏❏❏
compose to the trivial 2-morphism from Φ: Y × R → X to itself. The choice of tΦ is regarded as
part of the data for Φ. Note that if Φ integrates X and there is an equivalence λ : Y ⇒ X , then Φ
also integrates Y when equipped with the 2-morphism tΦ ◦ (λ ∗ IdΦ).
Definition 2.20 (Definition 4.3 in [Hep]). Let X be a vector field on X . A flow of X is a morphism
Φ: X × R→ X
integrating X and equipped with a 2-morphism eΦ : Φ|X×{0} ⇒ IdX .
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The following proposition in [LM] describes vector fields and its pairing with differential forms
in an atlas. Recall that a Lie algebroid of a Lie groupoid X1 ⇒ X0 is a vector bundle map called the
anchor a : A→ TX0, where A = ker ds|X0 , and a = dt. Moreover, given a surjective submersion
f : Y → X of manifolds, a vector field v
Y
∈ Vect(Y ) and a vector field v
X
∈ Vect(X), then v
Y
is
called f -related to v
X
if df(v
Y
) = v
X
◦ f .
Given v
X
, v
Y
is determined up to a section of the bundle ker df ⊂ TY .
Proposition 2.21 (Proposition 2.9.ii & iii in [LM]). Let X1 ⇒ X0 ξ−→ X be a groupoid presentation
of a DM stack X with the associated algebroid A →֒ TX0. Then
(1) The Lie algebra Vect(X ) := C∞TX (X ) of vector fields onX , i.e., of global sections of TX , is
isomorphic to the Lie algebra C∞TX0/A(X0)
X1 of X1-invariant sections of the bundle TX0/A.
Explicitly, vector fields on X are equivalence classes of pairs consisting of a vector field v0
on X0 and a vector field v1 on X1, which are both s- and t-related:
Vect(X ) ∼=
{
(v1, v0) ∈ Vect(X1)× Vect(X0) | ds(v1) = v0 ◦ s, dt(v1) = v0 ◦ t
}{
(v1, v0) | ds(v1) = v0 ◦ s, dt(v1) = v0 ◦ t, v1 ∈ (ker ds+ ker dt)
}
(2) The contraction of vector fields and forms onX is induced by the contraction of vector fields
and forms on X0 and X1:
ι(v1,v0) (σ1, σ0) = (ιv1σ1, ιv0σ0)
To talk about Hamiltonian dynamics, we need the notion of time dependent vector fields, which
can be considered as a special class of vector fields on R×X :
Definition 2.22. A time dependent vector field on a differentiable stack X is a pair (X, aX) con-
sisting of a morphism
X : X × I → TX
and a 2-cell
(2.7) X × I X //
prX
AATX
πX //
aX
	 ✛
✛✛
✛✛
✛✛
✛✛
✛
X .
Here πX : TX → X is the natural projection map and prX is the projection to the X component.
Like the manifold case, every time dependent vector field X on X determines a vector field on
X ×R by X¯ := X ⊕ ∂
∂t
. The flow Φ¯ of X¯ exists locally by the existence and uniqueness of integral
morphism ([Hep, Theorems 4.4–4.5]). Note that the vector field along the non-compact direction
is ∂
∂t
whose integral morphism exists globally on R. Repeating the proof of [Hep, Theorem 4.8],
we get the global existence of the flow Φ¯. Define Φ : X × R → X to be the composition of the
following:
X × R
IdX×∆t// X × R× R
Φ¯ // X × R
prX // X
where ∆t is the diagonal map R → R × R. Then Φ is called the integral of the time dependent
vector field X . It is easy to see that this generalizes the integral of time dependent vector field in
the manifold case.
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2.3. Hamiltonian Dynamics of Symplectic Orbifold and π1(Ham(X , ω)). In this section, we
give the basic definition of Hamiltonian dynamics such as Hamiltonian vector fields and Hamil-
tonian diffeomorphisms for symplectic orbifolds. Then we define Hamiltonian loops based at the
identity for a symplectic orbifold and the homotopy equivalence between them, and show the ho-
motopy equivalence classes form a group denoted by π1(Ham(X , ω)).
Remark 2.23. Note that we do not discuss the infinite dimensional orbifold structure on the 2-
group of Hamiltonian diffeomorphisms Ham(X , ω) in this paper. With a proper definition of such
structure on Ham(X , ω), π1(Ham(X , ω)) defined here is expected to coincide with the orbifold
fundamental group of Ham(X , ω) with respect to that orbifold structure.
Definition 2.24. A vector fieldX : X → TX is called a Hamiltonian vector field if there is a 0-form
(function) H ∈ Ω0(X ) such that dH = ω(X, ·). A time dependent vector field X : X ×R→ TX is
called time dependent Hamiltonian vector field if there is a 0-form (function) H ∈ Ω0(X ×R) such
that dHt = ω(Xt, ·) for all t ∈ R, where Ht is the pullback of H by the inclusionX ×{t} → X ×R
and Xt := X|X×{t}.
Definition 2.25. A diffeomorphism φ : X → X is called a Hamiltonian diffeomorphism if φ =
Φ|X×{1} where Φ is the integral of some time dependent Hamiltonian vector field X .
All Hamiltonian diffeomorphisms together with 2-morphisms between them form a 2-group,
which is denoted by Ham(X , ω).
Throughout this section we denote I = [0, 1]. One may want to define a path of Hamiltonian
diffeomorphisms as a functor I × X → X integrating a Hamiltonian vector field. However in the
2-category of orbifolds defined above, we cannot talk about non-smooth morphisms since they are
fibered over the category of smooth manifolds. Namely, every path defined as a functor from I×X
to X is smooth. On the other hand, simply connecting two smooth paths may not give a smooth
path. This motivates our definition of Hamiltonian paths given below.
Any finite set of numbers 0 = t0 < t1 < ... < tL+1 = 1 determine a partition of I ,
I = ∪l=0,...,L[tl, tl+1].
We denote Il := [tl, tl+1].
Definition 2.26. A Hamiltonian path γ is an L-tuple of functors: {γl : Il × X → X|l = 1, ..., L}
such that:
(1) γl integrates a time dependent Hamiltonian vector field, for l = 1, ..., L;
(2) For all l ∈ {1, ..., L− 1}, there exists a 2-morphism
al : γl(tl)⇒ γl+1(tl),
where γl(tl) : {tl} × X → X is the restriction of γl to the substack {tl} × X .
Remark 2.27. The 2-morphisms al measure the changes when moving from one piece to the next.
In the manifold case, they are always trivial. But they may not match smoothly at the joining points.
Thus the above definition gives piecewisely smooth path in the manifold case. If a Hamiltonian path
is given by a single functor γ : I × X → X , i.e. L = 1, then we call it a smooth Hamiltonian path.
Next we define homotopy equivalence relation between Hamiltonian paths.
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It is natural to consider two paths as equivalent if one path is defined by splitting an interval of
the other path. Namely, for γ an L-tuple of functors {γl : Il × X → X} and a refined partition
0 = t0 < t1 < ... < ti < tˆ < ti+1 < ... < tL+1 = 1, there is a Hamiltonian path γ ′ with an
(L+1)-tuple of functors: {γl : Il × X → X|l 6= i} ∪ {γi|[ti,tˆ]×X , γi|[tˆ,ti+1]×X}. We say that γ
′ and
γ are splitting related.
Another natural equivalence is that γ and γ ′ are both L-tuple of functors {γl : Il ×X → X} and
{γ′l : Il × X → X} and there exists a 2-morphism γl ⇒ γ′l for every l. Such two paths are called
2-related.
Two paths γ and γ ′ are said to be naturally related if there exists a finite collection of Hamiltonian
paths γ = γ1, γ2, ..., γk = γ ′ such that for each i = 1, 2, ..., k − 1, γ i and γ i+1 are either splitting
related or 2-related.
A partition of I × I = [0, 1] × [0, 1] will be called a brick partition if it is given by first di-
viding [0, 1]× [0, 1] into rectangles with horizontal lines, then dividing each rectangle into smaller
rectangles (bricks) with vertical lines. Namely,
[0, 1]× [0, 1] = ∪Kk=0 ∪
Lk
l=0 [sk, sk+1]× [tk,l, tk,l+1],
where 0 = s0 < s1 < ... < sK+1 = 1, and 0 = tk,0 < tk,1 < ... < tk,Lk+1 = 1. The bricks on
each layer have the same height but possibly different width. See Figure 1 for an example of brick
partitions 7.
(0,0) (0,1)
(1,1)(1,0)
FIGURE 1. An example of brick partition.
Now we are ready to define homotopy equivalence between two Hamiltonian paths.
Definition 2.28. Two Hamiltonian paths γ = {γl : Il×X → X} and γ ′ = {γ′l′ : I ′l′×X → X} are
homotopy equivalent if there is a brick partition I × I = ∪Kk=0 ∪
Lk
l=0 [sk, sk+1]× [tk,l, tk,l+1] as above
and a collection of functorsΓ := {Γk,l : [sk, sk+1]×[tk,l, tk,l+1]×X → X|0 ≤ k ≤ K, 0 ≤ l ≤ Lk}
such that
(1) For all k ∈ {0, ..., K} and ∀s ∈ [sk, sk+1], {Γk,l|{s}×[tk,l,tk,l+1]|0 ≤ l ≤ Lk} define a
Hamiltonian path;
(2) For all k ∈ {1, ..., K}, {Γk−1,l|{sk}×[tk−1,l,tk−1,l+1]|0 ≤ l ≤ Lk−1} and {Γk,l|{sk}×[tk,l,tk,l+1]|0 ≤
l ≤ Lk} are naturally related;
(3) Γ0 := {Γ0,l|{0}×[t0,l,t0,l+1]|0 ≤ l ≤ L0} and γ are naturally related,
Γ1 := {ΓK,l|{1}×[tK,l,tK,l+1]|0 ≤ l ≤ L0} and γ ′ are naturally related.
7The first coordinate corresponds to the vertical direction.
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Moreover, if Γk,0|{(s,0)×X} = γ |{0}×X = γ ′|{0}×X , and Γk,Lk|{(s,0)×X} = γ |{1}×X = γ ′|{1}×X , for all
k and s ∈ [sk, sk+1], then the two Hamiltonian paths are called homotopy equivalent relative to the
ends.
It is easy to see the above definition of homotopy equivalence is indeed an equivalence relation.
Lemma 2.29. Let γ : [a, b] × X → X be a stack map integrating a time dependent Hamiltonian
vector field X : [a, b] × X → TX , then there exists a stack map Γ : [0, 1]× [a, b] × X → X such
that:
(1) Γ|{0}×[a,b]×X = γ;
(2) for t ∈ [0, 1], Γ|{t}×[a,b]×X is Hamiltonian, i.e. it integrates a time dependent Hamiltonian
vector field;
(3) for t ∈ [0, 1], Γ|{t}×{b}×X = γ|{b}×X ;
(4) there is a small ǫ > 0, such that Γ|{1}×(b−ǫ,b]×X = γ|{b}×X ◦πX , where πX : (b−ǫ, b]×X →
X is the obvious projection.
Proof. Let ρ : [0, 1]× [a, b]→ [0, 1]× [a, b] be a smooth map such that:
(1) ρs := ρ|{s}×[a,b] : {s} × [a, b]→ {s} × [a, b];
(2) ρ0(t) = t, for all t ∈ [a, b];
(3) ρs(b) = b, for all s ∈ [0, 1];
(4) ρ′1(t) = 0, for all t ∈ (b− ǫ, b].
Denote by pr the projection from [0, 1] × [a, b] × X to [a, b] × X . Let Γ˜ = γ ◦ pr, then it is
straightforward to check Γ := Γ˜ ◦ (ρ× IdX ) satisfies the required properties. 
(a,a) (a,b)
(b,b)(b,a)
s=0
s=1
FIGURE 2. Graph of the function ρs.
The above lemma shows that every smooth Hamiltonian path is homotopy equivalent to a Hamil-
tonian path with stationary end, namely does not depend on time near b. Similarly we have the same
result at the other end point a.
Definition 2.30. A Hamiltonian path γ := {γl : Il × X → X|l = 1, ..., L} is called a Hamiltonian
loop if there exists a 2-morphism
a0 : γL|{1}×X ⇒ γ1|{0}×X .
A Hamiltonian loop is called based at the identity if γ1|{0}×X = IdX (and thus there is 2-
morphism γ1|{1}×X ⇒ IdX ).
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For a symplectic orbifold (X , ω), we define π1(Ham(X , ω)) to be the set of all homotopy equiv-
alence classes of Hamiltonian loops of (X , ω).
As in Remark 2.27, Hamiltonian loops defined as above correspond to piecewise smooth Hamil-
tonian loops in the manifold case. We introduce the following definition of smooth Hamiltonian
loop which generalizes smooth Hamiltonian loop in the manifold case. We denote by exp : I → S1
the exponential map exp(t) := e2πit.
Remark 2.31. In what follows we will need to “combine” maps. Here is the convention we use for
that. For two maps f : A→ B and g : A→ C with the same domain, we write f ×g : A→ B×C
for the map such that for a ∈ A, (f × g)(a) = (f(a), g(a)) ∈ B×C. For any two maps p : A→ B
and q : C → D we write (f, g) : A × C → B × D for the map such that for (a, c) ∈ A × C,
(f, g)(a, c) = (f(a), g(c)).
Definition 2.32. A Hamiltonian loop γ := {γ : I × X → X} is called a smooth Hamiltonian loop
if there exists a 2-morphism γ ⇒ γ˜ ◦ (exp, IdX ) for some stack map γ˜ : S1 ×X → X .
Similarly a smooth Hamiltonian loop is called based at the identity if there exists a 2-morphism
γ|{e0i}×X ⇒ IdX .
From now on, we call (smooth) Hamiltonian loop based at the identity (smooth) based Hamil-
tonian loop, and homotopy relative to the based point relative homotopy for short.
Lemma 2.33. Every based Hamiltonian loop is relative homotopy equivalent to a smooth based
Hamiltonian loop.
Proof. At a jumping point tk, apply Lemma 2.29, we get a based Hamiltonian path γ ′ = {γl :
Il × X → X} which
(1) is relative homotopy equivalent to the original Hamiltonian loop;
(2) γk−1|(tk−ǫ,tk]×X = γk−1|{tk}×X ◦ π−X , where π−X is the projection (tk − ǫ, tk]×X → X ;
(3) γk|(tk,tk+ǫ]×X = γk|{tk}×X ◦ π+X , where π+X denote the projection (tk, tk + ǫ]× X → X .
Note that there exists a 2-morphism γk−1|{tk}×X ⇒ γk|{tk}×X , thus the two stack maps γk−1 and γk
can be glued into one stack map from [tk−1, tk+1]× X to X .
Apply the above procedure at tk for k = 1, ..., L − 1, then we get a smooth Hamiltonian path γ
relative homotopy equivalent to the original one. Moreover, if the original path is a Hamiltonian
loop, then there exists a 2-morphism γL|{1}×X ⇒ γ1|{0}×X , then we can apply the above glueing at
the two end points to define γ˜ : S1 ×X → X . Thus the original based Hamiltonian loop is relative
homotopy equivalent to a smooth based Hamiltonian loop. 
Moreover there is a notion of smooth relative homotopy between smooth based Hamiltonian
loops, which will be useful in the next section.
Definition 2.34. A relative homotopy Γ = {Γ : I × I × X → X} between two smooth based
Hamiltonian loops γ0 = {γ0} and γ1 = {γ1} is called smooth if it factors through (IdI , exp, IdX ) :
I × I ×X → I × S1 × X , namely
Γ = Γ˜ ◦ (IdI , exp, IdX )
for some stack map Γ˜ : I × S1 × X → X .
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Lemma 2.35. If two smooth based Hamiltonian loops are relative homotopy equivalent, then there
are smooth relative homotopy between them.
Proof. For two smooth Hamiltonian loops γ = {γI × X → X} and γ ′ = {γ′ : I × X → X}, let
Γ = {Γk,l : [sk, sk+1] × [tk,l, tk,l+1] × X → X|0 ≤ k ≤ K, 0 ≤ l ≤ Lk} be a relative homotopy
between them. We will apply the method in the proof of Lemma 2.29 to reparametrize Γk,l, and
then similar to the proof of Lemma 2.33 we can get them into one stack map.
Let ξk : [sk, sk+1]→ [sk, sk+1] be a smooth function such that for a small positive number δ,
(1) ξk(s) = sk for s ∈ [sk, sk + δ);
(2) ξk(s) = sk+1 for s ∈ [sk+1 − δ, sk+1);
(3) ξk(s) = s for s ∈ [sk + 2δ, sk+1 − 2δ).
Similarly define ηk,l : [tk,l, tk,l+1] → [tk, tk,l+1] be a smooth function such that for a small positive
number δ,
(1) ηk,l(t) = tk,l for t ∈ [tk,l, tk,l + δ);
(2) ηk,l(t) = tk,l+1 for t ∈ [tk,l+1 − δ, tk,l+1);
(3) ηk,l(t) = t for t ∈ [tk,l + 2δ, tk,l+1 − 2δ).
Then we can glue all Γk,l◦(ξk, ηk,l, IdX ) along proper boundaries to get a smooth relative homotopy
between the original loops. 
Example 2.36 (Hamiltonian loop of [C/Z2]8). Consider the Z2-action on C by ±1 · z := ±z. Let
[C/Z2] be the stack represented by the translation groupoid of this action Z2 ⋉C := Z2 × C⇒ C.
By the dictionary lemma, the groupoid morphism I × Z2 ⋉C→ Z2 ⋉ C defined by
γ0(t; z) := e
πitz, γ1(t; g, z) := (g, e
πitz)
determines a stack map γ : I×[C/Z2]→ [C/Z2]. It is easy to see that γ defines a based Hamiltonian
loop. Note that on Ob(Z2 ⋉ C) = C, γ0 starts with the identity map, and ends with a 180◦ rotation
which induces an automorphism on [C/Z2] differing from the identity by a 2-morphism, thus it is a
path based at the identity.
We now show that it is also a smooth based Hamiltonian loop by giving a concrete construction
of γ˜ such that γ = γ˜ ◦ (exp, IdX ). Consider
UL := {e
2πit|t ∈ (0, 1)} = , UR := {e
2πit|t ∈ (−
1
2
,
1
2
)} = .
Now US1 is defined by:
Ob(US1) = UL ⊔ UR,
Mor(US1) = UL ×S1 UL ⊔ UR ×S1 UR ⊔ UL ×S1 UR ⊔ UR ×S1 UL.
Note that:
UL ×S1 UL = , UR ×S1 UR = ,
8We use the brackets [ ] to indicate stacky quotient.
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UL ×S1 UR = ⊔ ,
UR ×S1 UL = ⊔ .
We denote (e2πit)∗ ∈ U∗ and g = (e2πit)∗ → (e2πit
′
)• ∈ U∗ ×S1 U•, for ∗, • = R,L, where
• t′ = t− 1, if g ∈ ⊂ UL ×S1 UR;
• t′ = t+ 1, if g ∈ ⊂ UR ×S1 UL;
• t′ = t, otherwise.
Then the groupoid morphism γ˜ is given by:
γ˜0((e
2πit)∗, z) := e
πitz, for (e2πit)∗ ∈ U∗, ∗ = R,L;
γ˜1((e
2πit)∗ → (e
2πit′)•, z
h // h · z ) := eπitz
h′ // h · eπitz , ∗, • = R,L.
There is an obvious groupoid morphism Exp from I ⇒ I to US1 representing the exponential
map exp. Let IdZ2⋉C be the identity groupoid morphism from Z2 ⋉ C to itself. Then γ˜ composed
with (Exp, IdZ2⋉C) defines the stack map γ. Thus γ is a Hamiltonian loop based at the identity.
Remark 2.37. In general, all Hamiltonian circle actions in [LT] and [LM] can be viewed as Hamil-
tonian loops.
Given two based Hamiltonian loops:
γ := {γl : Il × X → X|l = 1, ..., L}, γ
′ := {γ′l : Il × X → X|l = 1, ..., L},
there are two ways to define a product operation. One way is by connecting two loops:
γ ·cn γ
′ := {γ′l ◦ db
L
l : I
L
l ×X → X , γ
′
l′ ◦ db
R
l : I
′R
l′ × X → X|l = 1, ..., L, l
′ = 1, ..., L′}
where dbLl (t) := t2 , I
L
l is the pre-image of Il, and dbRl′ (t) := t+12 , I
′R
l′ is the pre-image of I ′l′ .
The other way is by composition. Without loss of generality, we may assume that the loop is
defined over the same partition of I since there is a common refined partition and split the two
loops according to the refined partition. Thus
γ = {γl : Il ×X → X|l = 1, ..., L}, γ
′ = {γ′l : Il ×X → X|l = 1, ..., L}.
Then define
γ ·cp γ
′ := {γl ◦ (prIl × γ
′
l) : Il × X → X|l = 1, ..., L},
where prIl : Il × X → Il is the natural projection to Il.
It is straightforward to check from the definitions that if γ1, γ2 and γ ′1, γ ′2 are homotopy equiva-
lent, then so do their products. Thus the two products descend to products in π1(Ham(X , ω)).
Note that “·cp” and “·cn” are nothing but two ways to define products between loops inside a Lie
group. In that case the two definitions coincide when passing to homotopy. The next lemma shows
the same is true for Hamiltonian loops considered in this paper.
Proposition 2.38. The products γ ·cp γ ′ and γ ·cn γ ′ induce the same product on π1(Ham(X , ω)).
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Proof. By Lemma 2.33, it is sufficient to prove that for any two smooth based Hamiltonian loops
γ = {γ : I ×X → X} and γ ′ = {γ′ : I × X → X}, there is a homotopy Γ between
γ ·cn γ
′ = {γ ◦ dbL : [0,
1
2
]× X → X , γ′ ◦ dbR : [
1
2
, 1]× X → X},
and
γ ·cp γ
′ = {γ ◦ (prI × γ
′) : [0, 1]×X → X}.
Let h1, h2 : [0, 1]× [0, 12 ]→ [0, 1], h3, h4 : [0, 1]× [
1
2
, 1]→ [0, 1] be given by:
h1(s, t) := (1 + s)t, h2(s, t) := (1− s)t,
h3(s, t) := (1− s)t + s, h4(s, t) := (1 + s)t− s.
Define Γ1 : [0, 1]× [0, 12 ]× X → X to be the composition of
(pr[0,1]× pr[0, 1
2
]× (γ
′ ◦ pr[0,1]×X )) ◦ ((h1× pr[0, 1
2
]), IdX ) : [0, 1]× [0,
1
2
]×X → [0, 1]× [0,
1
2
]×X
and
(γ ◦ pr[0,1]×X ) ◦ ((h2 × pr[0, 1
2
]), IdX ) : [0, 1]× [0,
1
2
]×X → X .
Define Γ2 : [0, 1]× [12 , 1]× X → X to be the composition of
(pr[0,1]× pr[ 1
2
,1]× (γ
′ ◦ pr[0,1]×X )) ◦ ((h3× pr[ 1
2
,1]), IdX ) : [0, 1]× [
1
2
, 1]×X → [0, 1]× [
1
2
, 1]×X
and
(γ ◦ pr[0,1]×X ) ◦ ((h4 × pr[ 1
2
,1]), IdX ) : [0, 1]× [
1
2
, 1]×X → X .
Then Γ := {Γ1,Γ2} defines a homotopy between γ ·cn γ ′ and γ ·cp γ ′. 
We denote the induced product on π1(Ham(X , ω)) by “·”. From the “·cp” description, it is easy
to see that the product “·” is associative, and that every Hamiltonian loop is invertible. Thus we
have:
Proposition 2.39. The set π1(Ham(X , ω)) forms a group with the product “·”.
Definition 2.40. The group of homotopy equivalence classes of Hamiltonian loops (π1(Ham(X , ω)), ·)
is called the fundamental group of Hamiltonian diffeomorphisms of the symplectic orbifold (X , ω).
We remark that the results in this section can be easily extended to any Lie 2-group using the
same idea here.
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2.4. Orbifiber Bundle and Sectional Orbifold morphism. In this subsection, we discuss a notion
of fiber bundles with fibers being orbifolds.
Definition 2.41. An orbifiber bundle is a quadruple (E ,B, π,F), where E , B and F are orbifolds,
and π : E → B is an orbifold morphism, satisfying the following local triviality condition: For any
point x ∈ |B|, there is a substack Ux of B s.t. |Ux| is an open neighborhood of x and an orbifold
diffeomorphism φ : F × Ux → π−1(Ux), such that the following diagram is commutative:
HF ,x × Ux
φ //
p2
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼
π−1(Ux)
π |Ux

Ux,
where p2 is the projection to the second component.
The orbifold B is called the base of the bundle, E the total orbifold, and F the fiber. The orbifold
morphism π is called the bundle projection.
Remark 2.42. Orbifiber bundles generalize the notion of gerbes over manifold/orbifold by allowing
fibers to be orbifolds other than stacky points.
Remark 2.43. Obviously every orbifiber bundle (E ,B,π,F) determines a fiber bundle (|E|, |B|, |π|, |F|)
where |E| and |F| are the underlying topological space of E andF respectively, |π| is the continuous
map induced by π .
Definition 2.44. An orbifiber bundle morphism between π1 : E1 → B1 and π2 : E2 → B2 is a pair
of orbifold morphisms ξ : E1 → E2 and f : B1 → B2 which commute with π1 and π2. An orbifiber
bundle morphism is called an orbifiber bundle isomorphism if the pair of orbifold morphisms are
diffeomorphisms.
To define Seidel representation, we only need orbifiber bundles over manifolds. Thus in what
follows, we assume that the base B of orbifiber bundles are manifolds.
To construct Seidel representation for symplectic manifolds, one counts J-holomorphic sections
of the Hamiltonian fibration. In the orbifold case, we need an analogue of sections for orbifiber
bundles. A natural candidate is a morphism from the base to the total orbifold such that its pre-
composition with the projection is the identity of the base up to a natural transformation. We call
such morphisms orbisections of the orbifiber bundle. However in order to define orbifold Gromov-
Witten invariants, one needs to count orbicurves with all possible orbifold structures. For this reason
we need a more general notion of sections in the orbifold case, defined as follows:
Definition 2.45. A sectional orbifold morphism of π : E → B is an orbifold structure B on B
together with an orbifold morphism s : B → E which lifts a section s : B → E of the bundle
(E,B, π, F ).
The following example illustrates an important point in the notion of sectional orbifold mor-
phisms.
Example 2.46. Let X be the orbifold [C/Z2] with Z2 acting on C by ±1 · z = ±z. Consider the
following groupoid chart US2 of S2:
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Ob(US2) := ⊔ ⊔ ⊔
Mor(US2) := ⊔ ⊔ ⊔ ⊔ ⊔
⊔ ⊔ ⊔ ⊔
⊔ ⊔ ⊔ ⊔
Define and orbifiber bundle π : E → S2 with fibers X as follows. Define the total orbifold E by
the following groupoid chart GE :
Ob(GE) := × C ⊔( × C ⊔ × C)/relOb,1 ⊔
× C ⊔( × C ⊔ × C)/relOb,2
Mor(GE) := × C× Z2 ⊔ × C× Z2 ⊔
( × C× Z2 ⊔ × C× Z2)/relMor,1
⊔ × C× Z2 ⊔ × C× Z2
⊔ × C× Z2 ⊔ × C× Z2 ⊔
( × C× Z2 ⊔ × C× Z2)/relMor,2
⊔ × C× Z2 ⊔ × C× Z2
⊔ × C× Z2 ⊔ ( × C× Z2 ⊔ × C× Z2)/relMor,3
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⊔ × C× Z2 ⊔ ( × C× Z2 ⊔ × C× Z2)/relMor,4.
For notational convenience, we identify hemispheres with unit disks.
Now we specify the glueing along the boundary:
• relOb,1: for (eiθ, z) in the boundary of ×C , (eiθ
′
, z′) in the boundary of ×C,
(eiθ, z) ∼ (eiθ
′
, z′) i.f.f. θ′ = −θ, z′ = e−i θ2 z. Note that here θ ∈ (0, 2π) and θ′ ∈ (−2π, 0).
• relOb,2: for (eiθ, z) in the boundary of ×C, (eiθ
′
, z′) in the boundary of ×C,
(eiθ, z) ∼ (eiθ
′
, z′) i.f.f. θ′ = −θ, z′ = e−i θ2 z. Note that here θ, θ′ ∈ (−π, π).
• relMor,i, i = 1, 2, 3, 4: for boundary elements (eiθ1 → eiθ2 , z
g // g · z ) and (eiθ′1 →
eiθ
′
2 , z′
g′ // g′ · z′ ), (eiθ1 → eiθ2 , z
g // g · z ) ∼ (eiθ
′
1 → eiθ
′
2 , z′
g′ // g′ · z′ ) if and
only if
θ1 = −θ
′
1, θ2 = −θ
′
2,
z′ = e−i
θ1
2 z, g′ · z′ = e−i
θ2
2 g · z.
We remark that (eiθ → ei(θ+2π), z g // g · z ) ∼ (e−iθ → e−i(θ+2π), e−i θ2 z −g // −g · e−i θ2 z ).
Then the projection π : E → B is defined by the obvious projection to the first component.
For π : E → B in Example 2.46, we have the following result about its sectional morphisms:
Proposition 2.47. If s : (S2orb, p) → E is a sectional orbifold morphism from an orbisphere with
one orbipoint (possibly a trivial one) to the orbifiber bundle in Example 2.46, and s lifts the zero
section in |π| : |E| → S2, then the orbifold structure group at p is Z2. In particular, there is no
sectional morphism from the smooth sphere S2 to E which lifts the zero section.
Proof. Given any orbifold morphism from a sphere with at most one orbifold point at p, it deter-
mines an orbifold morphism sˇ away from p by restriction. Without loss of generality, we may
assume p to be the north pole of the sphere. Since there is no other orbifold point on the sphere and
s lifts the zero section, sˇ can be represented by the groupoid morphism:
sˇ0 = (id, 0) : Ob(USˇ2) = ⊔ ⊔ −→ Ob(GE)
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sˇ1 = (id, 0, η) : Mor(USˇ2) = ⊔ ⊔ ⊔
⊔ ⊔ −→ Mor(GE)
⊔ ⊔ ⊔
where
η(reiθ → reiθ
′
) = −1 ∈ Z2 for re
iθ → reiθ
′
∈ (where θ′ = θ ± 2π)
1 ∈ Z2 everywhere else.
To extend sˇ to p, we define s on
× Z2 ⇒
as:
s0(re
iθ) = (rei2θ, 0),
s1( re
iθ ±1 // ±1 · reiθ ) = (rei2θ, 0)
±1 // (rei2θ, 0) .
It is straightforward to verify the morphism above together with sˇ define a morphism from an
orbisphere with Z2-orbipoint at p to GE .
By uniqueness of this extension, this is the only morphism satisfying the given condition. Actu-
ally, if there is no orbifold structure at p, then one restrict s to . Consider arrows:
a1 := re
iθ → reiθ ∈ = ×S2 , θ ∈ (0, 2π),
a2 := re
iθ′ → reiθ
′
∈ = ×S2 , θ
′ ∈ (−π, π),
When reiθ′ = reiθ:
a3 := a2 ◦ a1 ∈ = ×S2 .
Note that there are two choices for s(a1) and s(a2):
s(a1) = (re
iθ, 0)
±1 // (reiθ, 0) , θ ∈ (0, 2π)
s(a2) = (re
i(θ′), 0)
±1 // (rei(θ
′), 0) , θ′ ∈ (−π, π).
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But
s(a3) = (re
iθ, 0)
1 // (reiθ, 0) for θ ∈ (0, π)
s(a3) = (re
iθ, 0)
−1 // (reiθ, 0) for θ ∈ (π, 2π)
Thus it is impossible to choose the values of s(a1) and s(a2) so that
s(a3) = s(a2) ◦ s(a1).

Remark 2.48. One can see that the nontrivial orbifold structure of the sectional orbifold morphism
comes from the fact that the cocycle condition holds only with respect to injections of different
orbifold charts. With respect to embeddings of open sets, the cocycle condition holds only upto a
2-morphism.
2.5. Hamiltonian Orbifiber Bundles over Sphere. In this section we will construct orbifiber bun-
dles over sphere for any Hamiltonian loop of any symplecitic orbifold generalizing Example 2.46.
Let (X , ω) be a symplectic orbifold. Identify S2 withCP 1 = (C2−{0})/C∗. For a small positive
number δ, denote D−(1 + δ) := {[1, z] ∈ CP 1||z| < 1 + δ}, D+(1 + δ) := {[z, 1] ∈ CP 1||z| <
1+ δ}. The intersection of D−(1+ δ)∩D+(1+ δ) is an annulus Ann = {[z, 1] ∈ CP 1|1/(1+ δ) <
|z| < 1+δ}. Denote by i+ and i− the inclusions of Ann intoD+(1+δ) and D−(1+δ) respectively.
Denote by Θ : Ann → S1 the map sending [reiθ, 1] to eiθ. By definition, a smooth Hamiltonian
loop γ comes with a stack map γ˜ : S1 ×X → X . This determines an open embedding of stacks:
em+ := (i+ ◦ prAnn)× γ˜ ◦ (Θ, IdX ) : Ann× X → D+(1 + δ)× X .
Together with the obvious embedding
em− := (i−, IdX ) : Ann×X → D−(1 + δ)×X ,
we glue the two stacks D+(1 + δ)× X and D−(1 + δ)× X , and denote the resulting stack by Eγ .
There is an obvious projection π from Eγ to S2 determined by projection to the first factor on each
piece. Thus we get an orbifiber bundle π : Eγ → S2.
Proposition 2.49. If two smooth loops of orbifold diffeomorphisms γ0 and γ1 are homotopy equiv-
alent, then there is an orbifiber bundle isomorphism between Eγ0 and Eγ1 .
Proof. Let γ−10 : I × X → X be the composition of the inverse of prI × γ0 : I × X → I × X
with the projection I × X → X . Then γ−10 represents the inverse of the homotopy class of γ0.
Since γ0 and γ1 are homotopy equivalent, γ1 ·cp γ−10 is homotopy equivalent to the constant loop
γ Id := πX : I ×X → X where πX is the projection to X . By Lemma 2.35, there is smooth relative
homotopy between γ−10 ·cp γ0 and the constant identity loop γ Id.
Recall that the smooth loops γ0 and γ1 comes with stack maps γ˜0 : S1 × X → X and γ˜1 :
S1×X → X respectively. Let γ˜−10 : S1×X → X be the composition of the inverse of prS1 × γ˜0 :
S1×X → S1×X with the projection S1×X → X . Then γ1 ·cpγ−10 factors through the exponential
map (exp, IdX ) : I × X → S1 ×X and γ˜01 := γ˜1 ◦ (prS1 × γ˜−10 ) : S1 × X → X .
Therefore there exists Γ˜ : [0, 1]×S1×X → X such that there are 2-morphisms Γ˜|{0}×S1×X ⇒ γ˜01
and Γ˜|{1}×S1×X ⇒ γ˜Id. Here γ˜Id is the projection from S1 × X to X which corresponds to the
constant identity loop γ Id.
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Denote
Aˇ := {[reiθ, 1]|δ < r < 1 + δ}, Aˇout := {[re
iθ, 1]|1 ≤ r < 1 + δ},
Aˇin := {[re
iθ, 1]|δ < r < 2δ}, Aˇmid := {[re
iθ, 1]|2δ ≤ r ≤ 1},
and
D+(2δ) := {[re
iθ, 1]|r < 2δ}.
It is easy to construct a differentiable map ζ : Aˇ→ [0, 1]× S1 satisfying the following properties:
(1) ζ |Aˇmid is a diffeomorphism from Aˇmid to [0, 1]× S1;
(2) ζ |Aˇout maps Aˇout to {1} × S1;
(3) ζ |Aˇin maps Aˇin to {0} × S1.
Denote Γˇ := Γ˜◦(ζ×prX ) : Aˇ×X → X . Then prAˇ× Γˇ : Aˇ×X → Aˇ×X and (IdD+(2δ), IdX ) :
D+(2δ)× X → D+(2δ)× X differ by a 2-morphism when restricted to Aˇ ∩D+(2δ)× X . So we
can glue them to define an orbifold diffeomorphism
Ψ+ : D+(1 + δ)× X → D+(1 + δ)×X .
Let
Ψ− := (IdD−(1+δ), IdX ) : D−(1 + δ)× X → D−(1 + δ)×X .
Then the two maps
Ann×X
em+// D+(1 + δ)× X
Ψ+ // D+(1 + δ)×X // Eγ1 ,
Ann× X
em−// D−(1 + δ)×X
Ψ− // D−(1 + δ)× X // Eγ1
differ by a 2-morphism. Thus Ψ+ and Ψ− can be glued into a diffeomorphism Ψ : Eγ0 → Eγ1 .
From the definition, Ψ commutes with the projections to S2, thus it defines an orbifiber bundle
isomorphism between Eγ0 and Eγ1 . 
Since every Hamiltonian loop is homotopy equivalent to a smooth Hamiltonian loop, and ho-
motopy equivalent smooth Hamiltonian loops define isomorphic orbifiber bundles, thus we have
constructed a well-defined orbifiber bundle for every Hamiltonian loop.
We remark that the above construction works without assuming the loop satisfying Hamiltonian
equation. On the other hand, for Hamiltonian loop, the orbifiber bundle is a Hamiltonian orbifiber
bundle which is an analogue of Hamiltonian fibration in the manifold case. The definition is given
below:
Definition 2.50. An orbifiber bundle π : E → B with a symplectic form Ω on E and a symplectic
form on B is called a Hamiltonian orbifiber bundle if π∗ω = Ω.
Similar to the manifold case, when γ is Hamiltonian, the orbifiber bundle Eγ will be a Hamilton-
ian orbifiber bundle. The symplectic form on Eγ can be defined in a similar fashion. For complete-
ness, we shall explain below.
For a given open cover of S1, represent S2 with the groupoid US2 determined by the following
atlas:
• two small open disks centered at 0 and ∞ with radius δ,
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• for each open set (eia, eib) in the cover of S1, the atlas have an open sets {z = reiθ|0 < r <
∞, θ ∈ (a, b)}.
Similar to the manifold case as in [MS], in polar coordinate z = es+it, the closed 2-forms ω+ on
D+(1 + δ)× X and ω− on D−(1 + δ)×X , which are given by
ω± = ω − d′F± ∧ ds− d′G± ∧ dt + (∂tF
± − ∂sG
±)ds ∧ dt,
glue to a closed 2-form on Eγ , when F± and G± : Ann×X → R satisfy
(2.8) F
+
s,t ◦ γ
t + F−−s,−t = 0,
G+s,t ◦ γ
t +G−−s,−t = Ht ◦ γ
t,
where Ht is the normalized Hamiltonian function of the loop γ , γ t := γ(t, ·).
Denote by
∫ fiber
: Ω2n+2(Eγ)→ Ω2(S2) the integration along fiber.
Definition 2.51. When Ω satisfies
∫ fiber
Ωn+1 = 0, we denote it as Ω0, and call
uγ := [Ω0]
the coupling class of the Hamiltonian orbifiber bundle over sphere.
Note that uγ does not depends on the choice of F± and G± as long as they satisfy the required
conditions.
The condition
∫ fiber
Ωn+1 = 0 is satisfied if and only if F± and G± have mean value zero over
{es+it} × X .
Remark 2.52. In this paper, we choose F±s,t ≡ 0 and G−s,t ≡ 0. In order to satisfy (2.8), let
ρ : D+(1 + δ) → [0, 1] be a smooth function such that ρ(z) = 0 when |z| < 1/(1 + 2δ) and
ρ(z) = 1 when |z| > 1/(1 + δ). Define G+s,t = ρ(es+it)Ht ◦ γ t. Then (2.8) is satisfied.
For sufficiently large c > 0,
(2.9) Ωc := Ω0 + cπ∗ωS2
defines a symplectic form on Eγ .
3. SEIDEL REPRESENTATION
In this section we construct Seidel representation for effective symplectic orbifolds.
3.1. Review of Kuranishi Structure. In this subsection, we review the notion of Kuranishi struc-
tures following closely [FOOO4, Appendix] and [FO, Sections 5–6]. Let M be a compact space.
Definition 3.1. A Kuranishi chart of M is a quintuple (V,E,Γ, ψ, s) satisfying the following con-
ditions:
(1) The finite group Γ acts on the smooth manifold (possibly with boundaries or corners) V
effectively, i.e., [V/Γ] is an effective orbifold.
(2) pr : E → V is a Γ-equivariant vector bundle, i.e., it defines an orbibundle over [V/Γ].
(3) The map s : V → E is a Γ-equivariant section of the equivariant bundle pr : E → V and
will be called the Kuranishi map of the Kuranishi chart.
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(4) The map ψ : s−1(0)/Γ →M is a homeomorphism from the quotient space of the zero set
by Γ to its image.
In practice, Kuranishi charts are constructed from lower strata with larger isotropy group to higher
strata with smaller isotopy group. This determines a partial order on the collection of Kuranishi
charts. In particular, for two Kuranishi charts (Vα1 , Eα1 ,Γα1 , ψα1 , sα1) and (Vα2 , Eα2 ,Γα2 , ψα2 , sα2)
on M, if α1 ≺ α2 then there exists:
(1) a Γα1-invariant open subset Vα2,α1 ⊂ Vα1 ,
(2) a smooth embedding ϕα2,α1 : Vα2,α1 → Vα2 ,
(3) a bundle map ϕ̂α2,α1 : Eα1 |Vα2,α1 → Eα2 , which covers ϕα2,α1 ,
(4) an injective homomorphism ̂̂ϕα2,α1 : Γα1 → Γα2 .
Definition 3.2. (See [FO, Definition 6.1] or [FOOO3, Lemma A1.11]) A collection of Kuranishi
charts on M, {(Vα, Eα,Γα, ψα, sα)|α ∈ A}, is called a Kuranishi structure on M with a good
coordinate system if the following conditions hold:
(1) The space M is covered by the union of ψα(s−1α (0)/Γα) for all α.
(2) dimVα−rankEα = n is independent of α and will be called the dimension9 of the Kuranishi
structure.
(3) The partial order “≺” on A satisfies: ∀α1, α2 ∈ A, if ψα1(s−1α1 (0)/Γα1)∩ψα2(s−1α2 (0)/Γα2) 6=
∅, then we have either α1 ≺ α2 or α2 ≺ α1.
(4) The maps ϕα2,α1 , ϕ̂α2,α1 are (Γα1 ,Γα2)-equivariant with respect to the group homomorphism̂̂ϕα2,α1 .
(5) The map ϕα2,α1 and the group homomorphism ̂̂ϕα2,α1 induce an embedding of orbifold
ϕα2,α1 : [Vα2,α1/Γα1 ]→ [Vα2/Γα2].(6) The sections on different Kuranishi charts are compatible: sα2 ◦ ϕα2,α1 = ϕ̂α2,α1 ◦ sα1 .
(7) On Vα2,α1 ∩ s−1α1 (0)/Γα1 , we have ψα2 ◦ ϕα2,α1 = ψα1 .
(8) If α1 ≺ α2 ≺ α3 then ϕα3,α2 ◦ ϕα2,α1 = ϕα3,α1 , on ϕ−1α2,α1(Vα3,α2). Similarly, ϕ̂α3,α2 ◦
ϕ̂α2,α1 = ϕ̂α3,α1 and ̂̂ϕα3,α2 ◦ ̂̂ϕα2,α1 = ̂̂ϕα3,α1 .
(9) The space Vα2,α1/Γα1 contains ψ−1α1 (ψα1(s−1α1 (0)/Γα1) ∩ ψα2(s−1α2 (0)/Γα2)).
In addition, we need the Kuranishi structure to have a tangent bundle, which means the following:
Definition 3.3. We say a Kuranishi structure on M has a tangent bundle if the differential of sα2
in the normal direction induces a bundle isomorphism
dsα2 :
ϕ∗α2,α1TVα2
TVα2,α1
→
ϕ̂∗α2,α1Eα2
Eα1
.
A Kuranishi structure onM is called oriented if Vα and Eα are oriented, the Γα action is orientation
preserving, and dsα preserves the orientation of bundles.
Definition 3.4. Let M be a compact space with oriented Kuranishi structure of dimension n, and
Y a topological space. A strongly continuous map f : M → Y is a system of germs of maps
fp : Up → Y for each p such that fp ◦ ϕpq = fq. If Y is an orbifold, f is said to be strongly smooth
if each fp is smooth.
9Sometimes this is called the virtual dimension of M.
SEIDEL REPRESENTATION FOR SYMPLECTIC ORBIFOLDS 27
We would like to construct a homology class in Hn(Y,Q). Naively we can take the sum over
p of s−1p (0) pushed-forward by fp. The difficulty is that sections sp may not be transversal to the
zero sections of Ep. However, if the Kuranishi structure has a good coordinate system, sp can be
approximated by multisections sp,n which are transversal to the zero section. More precisely, we
have the following result.
Theorem 3.5 ([FO], Theorem 6.4). Let (P, ((Up, ψp, sp) : p ∈ P ), ϕpq, ϕˆpq) be a good coordinate
system of a compact space M with a Kuranishi structure. Suppose the Kuranishi structure has a
tangent bundle given by Φpq : NUpUq ≃ Ep/Eq. Then for each p ∈ P there exists a sequence of
smooth multisections sp,n such that
• sp,n ◦ ϕpq = ϕˆpq ◦ sq,n;
• limn→∞sp,n = sp in the C∞-topology;
• sp,n is transversal to 0;
• at any point in Upq, the restriction of the differential of the composition of any branch of sp,n
and the projection Ep → Ep/Eq coincides with the isomorphism Φpq : NUpUq ≃ Ep/Eq.
With suitably defined multiplicities mp, the sum
∑
p∈P mp · fp∗[s
−1
p,n(0)] forms a chain in Y . This
chain is closed if the Kuranishi structure is oriented [FO, Lemma 6.11]. Moreover this chain is
independent of the choices of multisections [FO, Theorem 6.12]. This is the fundamental class of
this Kuranishi structure, denoted by f∗[M ] ∈ Hn(Y,Q).
3.2. Orbifold Gromov-Witten Invariants. In this subsection, we review orbifold Gromov-Witten
invariants constructed in [CR2]. Recall that an orbi-curve is a complex orbifold of complex dimen-
sion 1 with finitely many orbifold points whose stabilizers groups are cyclic.
Definition 3.6. A nodal orbi-curve with marked points is a tuple (Σ, j, ~v,D), where Σ = ⊔Σν
is an orbi-curve with Σν its connected components, j is the complex structure on Σ, ~v is a finite
ordered collection of (orbi)points in Σ, and D is a finite collection of un-ordered pairs (w,w′) of
(orbi)points in Σ such that w 6= w′, w and w′ have the same orbifold structure, and two pairs which
intersect are identical. The union of all subsets {w,w′} of Σ, denoted by |D|, is disjoint from ~v.
The points in ~v are called marked points, and D is called the set of nodal pairs. The points in |D|
are called nodal points (nodes). Denote ~vν = Σν ∩ ~v and |D|ν = Σν ∩ |D|. The points in ~vν ∪ |D|ν
are called special points of the component Σν . Following convention in algebraic geometry, we call
a connected component of Σ an irreducible component.
Let (X , ω, J) be a compact symplectic orbifold with symplectic form ω and compatible almost
complex structure J .
Definition 3.7. A stable orbifold morphism f from a nodal orbi-curve (Σ, j, ~z,D) to X is a collec-
tion of orbifold morphisms {(f ν : Σν → X )} such that:
– orbipoints of Σ are contained in ~z or |D|,
– f ν is j-J-holomorphic,
– representability: f ν induces injective group homorphism at the orbipoints,
– balance condition at the nodes: ev(f , w) = I(ev(f , w′)) for (w,w′) ∈ D, where ev(f , w),
ev(f , w′) ∈ IX are the evaluation10 of the orbifold morphism f at w and w′, I : IX → IX
is the involution which sends (x, (g)) ∈ X(g) to (x, (g−1)) ∈ X(g−1).
10See [CR2] for definition of the evaluation map.
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Let x = (X(g1), ...,X(gk)) be an n-tuple of twisted sectors, and let σ ∈ H2(|X |,Z). Consider the
moduli space Mg,k(X , J, σ,x) of orbifold stable maps f with the following conditions, modding
out the automorphisms (biholomorphic diffeomorphisms of (Σ, j, ~v,D) that preserve f ):
(1) domain of f has genus g and k marked points,
(2) |f | represents the homology class σ ∈ H2(|X |,Z),
(3) f satisfies the given boundary condition x, i.e., the image of the evaluation map at the i-th
marked point evi is contained in X(gi).
The main task of defining Gromov-Witten invariants is to construct a Kuranishi structure over
Mg,k(X , J, σ,x) and define a virtual fundamental cycle using it. We now explain the construc-
tion of the Kuranishi chart of a stable orbifold map which is carried out in [CR2]. The exposition
here is taken from the appendix of [FOOO4] with modification for the orbifold context.
Consider τ = [f : (Σ, j, ~z,D) → X ] = [{(f ν : Σν → X )}] ∈ Mg,k(X , J, σ,x). We first recall
the definition of the isotropy group of τ , as follows.
First suppose (Σ, j, ~z,D) is an orbi-curve with no nodal point. If |f |(|Σ|) ⊂ ΣX where ΣX
denote the set of points in |X | which are covered by orbipoints in X , there is a set ~z′ of (orbi)points
on Σ with ~z ∪D ⊂ ~z′ such that for all p ∈ f(Σ \ ~z′) the local group Gp at p is isomorphic to a fixed
group G. There is a principal G-bundle over Σ \ ~z′ induced from f . Sections of this bundle which
extend to Σ form a group Gτ which is called the isotropy group of τ (see [CR2]). If |f |(|Σ|) is not
contained in ΣX , then |f |(|Σ|) meets ΣX only at finitely many points ~z′′. For a point p ∈ f (Σ\~z′′)
the group Gp is trivial. Thus in this case we define Gτ to be the trivial group.
In general, we have the following
Definition 3.8. For τ with possibly reducible Σ, define the isotropy group of τ to be
Gτ := {(gν) ∈
∏
ν
Gν | gν(w) = gω(w
′) if (w,w′) ∈ D},
where Gν is the isotropy group of f ν : (Σν , j, ~zν , Dν)→ X constructed as in the irreducible case.
Let (TX )×fν(z) be the linear subspace of (local group) invariant vectors in TX |fν(z). We define
several Sobolev spaces needed in the construction.
Definition 3.9. For p > 2, define Lp1,δ(f ∗νTX ) to be the space of local L
p
1 sections of f ∗νTX which
decay exponentially with weight δ to elements in (TX )×fν(z) for all z ∈ |D|ν. Define L
p
δ(f
∗
νTX ⊗
Λ0,1) to be the subspace of local Lp sections of f ∗νTX⊗Λ0,1 which decay exponentially with weight
δ at nodes11. Define the spaces
Lp1,δ(f
∗TX ) := {(uν) ∈ ⊕νL
p
1,δ(f
∗
νTX )|uν(w) = uω(w
′), if (w,w′) ∈ D},
and
Lpδ(f
∗TX ⊗ Λ0,1) = {(uν) ∈ ⊕νL
p
δ(f
∗
νTX ⊗ Λ
0,1)}.
The group Gτ acts linearly on Lp1,δ(f ∗TX ) and L
p
δ(f
∗TX ⊗ Λ0,1) since each Gν acts linearly on
Lp1,δ(f
∗
νTX ) and L
p
δ(f
∗
νTX ⊗ Λ
0,1). Moreover, the automorphism group Aut(τ) of τ acts linearly
on Lp1,δ(f
∗TX ) and Lpδ(f ∗TX ⊗ Λ0,1) covering the action on the domain orbicurve. Let g →
11See [CR2, (3.2.1)] for more precise definition.
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γ∗(g) be the automorphism on Gτ induced by pull-back via γ ∈ Aut(τ), then for any section u in
Lp1,δ(f
∗TX ) and Lpδ(f ∗TX ⊗ Λ0,1), we have
(γ∗)
−1 ◦ g ◦ γ∗(u) = γ
∗(g)(u).
Then define Γτ to be the group generated by Aut(τ) and Gτ with the above relation. Consequently
there is a short exact sequence
1→ Gτ → Γτ → Aut(τ)→ 1,
and Γτ acts on Lp1,δ(f ∗TX ) and L
p
δ(f
∗TX ⊗ Λ0,1) linearly.
If every component of (Σ, j, ~z,D) is stable, then by forgetting the map of τ , we get an element
in the moduli space of stable nodal orbicurves Mg,k,~m, where ~m = {mi} records the orbifold
structures Zmi at the i-th marked point in ~v. We remark that the compactification used here depends
on the target orbifold X : the local groups of X provide a bound of the complexity of the orbifold
structure at the nodal points. Otherwise, if one allows all possible orbifold structures at the nodal
points, the moduli space will be non-compact. In this case, we can pick a neighborhood U of
[Σ, j, ~z,D] inside Mg,k,~m, and there exists a manifold V such that U = V/Aut(Σ), where Aut(Σ)
denotes the automorphism group of [Σ, j, ~z,D].
Otherwise if there exists unstable component Σν , then pick points zν,i ∈ Σν (i = 1, · · · , dν) with
the following properties:
Condition 3.10. (1) f is immersed at zν,i for all ν and i;
(2) zν,i 6= zν,j for i 6= j and zν,i /∈ ~z;
(3) (Σν ; ~zν ∪ |D|ν ∪ (zν,1, · · · , zν,dν )) is stable;
(4) if γ ∈ Γτ such that γ(Σν) = Σν′ , then dν = dν′ and
{γ(zν,i) | i = 1, · · · , dν} = {zν′,i′ | i
′ = 1, · · · , dν};
(5) the orbit type of f (zν,i) is the same as its nearby points.
By adding extra marked points zν,i satisfying the above condition to each unstable branch com-
ponent of (Σ, j, ~z,D), we obtain a stable nodal orbicurve, which will be denoted by (Σ, j, ~z+, D).
Here ~z+ = ~z ⊔ {zν,i|ν, i}.
For each ν, i we choose a submanifold Nν,i of codimension 2 in X(g) that transversely intersects
with f ν at ev(f ν , zν,i), where X(g) is the twisted sector containing the evaluation of f ν at zν,i.
Corresponding to Condition 3.10 (4) above we choose Nν,i = Nν′,i′ if γ(zν,i) = zν′,i′ . Note that
Condition 3.10 (5) indicates that dimX(g) ≥ 2.
Let k′ be the number of points in ~z+. Consider a neighborhood U0 of [Σ, j, ~z+, D] in Mg,k′, ~m+
as in the stable case discussed before, where ~m+ records ~m the orbifold structures of the added
marked points as well. Let Aut(Σ+) be the group of automorphisms of [f : (Σ, j, ~z+, D) → X ].
Then Aut(Σ+) is a subgroup of Aut(Σ). Then the neighborhood U0 is covered by an orbifold chart
V0/Aut(Σ
+).
An element γ ∈ Aut(Σ) defines an homeomorphism γ∗ of [Σ, j, ~z+, D] to itself. In particular,
γ∗ maps [(Σ, j, ~z+, D)] to [γ∗(Σ, j, ~z+, D)] which differs from [Σ, j, ~z+, D] only by reordering of
the added marked points by Condition 3.10 (4). The open set γ∗U0 is an open neighborhood of
[γ∗(Σ, j, ~z
+, D)]. Let U = ∪γ∈Aut(Σ)γ∗U0. Then there exists a manifold V on which Aut(Σ) acts
such that V/Aut(Σ+) ≃ U and V/Aut(Σ) ≃ U0.
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For V constructed as above, there is a universal family M → V where the fiber Σ(v) over
v ∈ V is identified with the marked stable orbicurve that represents the element [v] ∈ V/Aut(Σ) ⊂
Mg,k+1, ~m (or in V/Aut(Σ+) ⊂ Mg,k+1, ~m+ if (Σ, j, ~z,D) is unstable and marked points were
added). There is an Aut(Σ) action on M such that M→ V is Aut(Σ) equivariant.
By the construction, each fiber Σ(v) of the universal family is diffeomorphic to Σ away from the
special points. More precisely, let Σ0 = Σ \S where S is a small neighborhood of the special point
set. Following [CR2], orbipoints are assumed to be either marked or nodal, thus Σ0 is smooth, i.e.
with no orbipoint. Then ∀v ∈ V there exists a smooth embedding iv : Σ0 → Σ(v), which need
not be biholomorphic. The defect for iv to be biholomorphic tends to 0 as v goes to v0, where
v0 corresponds to the orbicurve [Σ, j, ~z,D] ∈ Mg,k′, ~m or [Σ, j, ~z+, D] ∈ Mg,k′, ~m+ if additional
marked points are needed. Moreover, we may assume the map v 7→ iv is Aut(Σ) (or Aut(Σ+))
invariant and iv depends smoothly on v.
For each ν we may choose Wν so that Wν ⊂ Σ0 and the closure of Wν in Σ is disjoint from the
special points (singular or marked). By the unique continuation theorem, we can choose a finite-
dimensional subset E0,ν of the space C∞0 (Wν ;f ∗νTX ) of smooth sections of f ∗νTX with compact
supports contained in Wν such that
ImDf ,ν ∂¯ + E0,ν = L
p
δ(f
∗
νTX ⊗ Λ
0,1).
Moreover we assume that
⊕
ν E0,ν is invariant under the Γτ action in the following sense: if γ ∈ Γτ
and Σν′ = γ(Σν) then the isomorphism induced by γ maps E0,ν to E0,ν′ .
Now we consider a pair (v, f ′) where v ∈ V and f ′ : Σ(v)→ X . We assume:
Condition 3.11. There exists a scalar ǫ > 0 depending only on τ with the following properties.
(1) supx∈Σ0 dist(f ′(iv(x)), f (x)) ≤ ǫ.
(2) Let Dc be a connected component of Σ(v) \ Im(iv), then the diameter12 of f ′(Dc) in X is
smaller than ǫ.
For x ∈ Wν we have an identification
Tf (x)X ⊗ Λ
0,1
x (Σ)
∼= Tf ′(iv(x))X ⊗ Λ
0,1
iv(x)
(Σ(v)),
given by parallel transport. This identification gives an embedding
I(v,f ′) :
⊕
ν
E0,ν −→ f
′∗(TX )⊗ Λ0,1(Σ(v)).
Then we consider the equation
(3.1) ∂f ′ ≡ 0 mod
⊕
ν
I(v,f ′)(E0,ν),
and the additional conditions
(3.2) f ′(zν,i) ∈ Nν,i, for all added marked points zν,i.
Let Vτ be the set of solutions of (3.1) subject to the condition (3.2). It follows from the implicit
function theorem and a glueing argument that Vτ is a smooth manifold, see [CR2] for the orbifold
case, [FO] and [FOOO3, Section A1.4] for the manifold case. We can make all the construction
above invariant under theAut(Σ) orAut(Σ+) action. Note thatAut(τ) ⊂ Aut(Σ) orAut(Σ+), and
12This is measured with a Riemannian metric on X , which we choose throughout the paper.
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the space Vτ has aAut(τ) action. Together with theGτ action onLp1,δ(f ∗TX ) and L
p
δ(f
∗TX⊗Λ0,1),
this defines a Γτ action on Vτ (See [CR2, Proposition 3.2.5] for more details).
We define the obstruction bundle E as follows: the fiber of E at τ is defined to be the space⊕
ν E0,ν , and the fiber of E at (v, f ′) is defined to be
⊕
ν I(v,f ′)(E0,ν).
Remark 3.12. An alternative way of constructing Kuranishi chart is given in [CLSZ] using Banach
groupoid. Our proofs of the properties of Seidel representation are not sensitive to the way how the
Kuranishi charts are constructed and can be easily adapted into their setting.
We omit the construction of coordinate changes, which is similar to [FO, Section 15]. We remark
that there are obvious coordinate changes from a Kuranishi chart around a stable map in a lower
stratum to the main stratum, because the Kuranishi structure is constructed inductively.
Now we define the Kuranishi map by
(3.3) (f ′ : (Σ, j, ~z,D)→ X ) 7→ ∂f ′ ∈ E.
This completes the review of the construction of Kuranishi charts.
The evaluation map
ev := (ev1, ..., evn) :Mg,n(X , J, σ,x)→ X(g1) × ...× X(gn),
is strongly continuous. The standard machinery of Kuranishi structures developed in [FO] applies
to the Kuranishi structure on Mg,n(X , J, σ,x), giving the fundamental class
ev∗[Mg,n(X , J, σ,x)] ∈ H∗(Mg,n(X , J, σ,x),Q),
which is shown in [CR2] to depend only on g, n, β, {(gi)} and the symplectic structure on X . For
αi ∈ H∗(X(gi)) ⊂ H
∗(IX ), i = 1, ..., n, the orbifold Gromov-Witten invariant 〈α1, ..., αn〉Xg,n,σ is
defined by
〈α1, ..., αn〉
X
g,n,σ :=
∫
ev∗[Mg,n(X ,J,σ,x)]
pr∗1α1 ∪ ... ∪ pr
∗
nαn,
where pri : X(g1) × ...× X(gn) → X(gi) is the i-th projection.
One of the important properties of 〈α1, ..., αn〉Xg,n,σ is that it is an invariant of the symplectic
structure, and does not depend on the choice of almost complex structures.
To organize these invariants in a more informative way, we use the universal Novikov ring:
Definition 3.13. Define a ring Λuniv as
Λuniv =
{∑
k∈R
rkt
k | rk ∈ Q,#{k < c|rk 6= 0} <∞ ∀c ∈ R
}
,
and equip it with a grading given by deg(t) = 0. Define Λ := Λuniv[q, q−1] with the grading given
by deg(q) = 2.
Genus zero 3-point orbifold Gromov-Witten invariants can be used to define an associative mul-
tiplication ∗ on the cohomology group H∗(IX ,Q)⊗ Λ: for α1, α2, α3 ∈ H∗(IX ,Q), define
〈α1 ∗ α2, α3〉orb := 〈α1, α2, α3〉 :=
∑
A∈H2(|X |,Z)
〈α1, α2, α3〉
X
0,3,A q
c1[A]tω[A].
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Here 〈−,−〉orb is the orbifold Poincare´ pairing (see [CR1]). The product ∗ is called the (small)
quantum cup product. The ring (H∗(IX ,Q) ⊗ Λ, ∗) is called the (small) orbifold quantum coho-
mology ring of (X , ω), and is often denoted by QH∗orb(X ,Λ).
Let
QH∗orb(X ,Λ)
× ⊂ QH∗orb(X ,Λ)
be the set of elements invertible with respect to the quantum product ∗. The group (QH∗orb(X ,Λ)×, ∗)
plays an important role in Seidel representations.
3.3. J-holomorphic Curves in Hamiltonian Orbifiber Bundle. Given a Hamiltonian orbifiber
bundle
(π : E → S2,Ω)
as in Definition 2.41, we consider the orbifold Gromov-Witten invariants of the total orbifold E .
Since orbifold Gromov-Witten invariants do not depend on choice of almost complex structures,
we can use the following particular class of almost complex structures on E :
Definition 3.14. Let j be a complex structure on S2, an almost complex structure J on E is called
j-compatible with the Hamiltonian orbifiber bundle if
(1) Ω(·, J ·)|T vertx E is symmetric and positive definite (here T vertE := ker(dπ : TE → TS2) is
the vertical tangent bundle of π : E → S2);
(2) the projection E → S2 is j-J-holomorphic.
To prove the existence of such almost complex structures, one can follow the proof for the mani-
fold case word for word. We refer the readers to [Se].
From now on we fix the complex structure j0 on S2 which identifies it with CP 1 and choose an
almost complex structure J which is j0-compatible with (E ,Ω). Then we consider J-holomorphic
orbifold morphisms to E which represent a section class σ ∈ Hsec2 (|E|,Z) ⊂ H2(|E|,Z), where
Hsec2 (|E|,Z) consists of homological classes which can be represented by a section of |π| : |E| →
S2. Such kind of orbifold morphisms are sectional orbifold morphisms in the sense of Definition
2.45 up to reparametrizations of the domains.
More precisely, let M0,k(E , J, σ,x) be the moduli space of J-holomorphic orbifold morphisms
that represent σ, and Msec0,k(E , J, σ,x) be the moduli space of J-holomorphic sectional orbifold
morphisms representing σ. Consider the following equivalence relation: (u1 : (S2orb, z) → E) ∼
(u2 : (S
2
orb, z
′) → E) if and only if there is a biholomorphism φ : (S2orb, z) → (S2orb, z′) s.t.
u2 = u1 ◦ φ. Here (S2orb, z) and (S2orb, z′) are orbispheres with orbipoints at z = {z0, ..., zk−1} and
z
′ = {z′0, ..., z
′
k−1} respectively.
Lemma 3.15. There is a 1-1 correspondence between M0,k(E , J, σ,x)/ ∼ and Msec0,k(E , J, σ,x).
Proof. For any J-holomorphic orbifold morphism (s : (S2orb, z) → E) that represents a section
class σ, π ◦ s : (S2orb, z) → S2 is holomorphic and determines a biholomorphism φ from (S2orb, z)
to (S2orb,π ◦ s(z)) by giving orbifold structure on the target S2. Then s ◦φ−1 ∈Msec0,k(E , J, σ,x). It
is easy to see this is a 1-1 correspondence. 
Remark 3.16. (1) For s ∈Msec0,k(E , J, σ,x), let
Ds∂J : Ω
0(s∗T vertE)→ Ω0,1(s∗T vertE)
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be the linearization of ∂J at s. Here Ω0(s∗T vertE) is the Banach space of Wk,p sections
in s∗T vertE , Ω0,1(s∗T vertE) is the Banach space of s∗T vertE valued 1-form with Wk−1,p
smoothness. Using the proof of [CR1, Proposition 4.1.4], we compute the Fredholm index
of Ds∂¯J as:
index(Ds ∂¯J) = dimRX + 2c1(T
vertE)(σ) + 2k − 2ι(x).
Here ι(x) is the degree shifting number associated to the twisted sector x of E (see [CR2,
Lemma 3.2.4] and [CR1, Section 3.2] for details). From the above lemma, one can see that
dimMsec0,k(E , J, σ,x) = dimM0,k(E , J, σ,x)− 6.
On the other hand, assuming J is regular, i.e. the dimension of moduli spaces equal the
Fredholm index, one can see that
dimM0,k(E , J, σ,x)− 6 = dimRE + 2c1(TE)(σ) + 2k − 2ι(x)− 6
= dimRX + 2 + 2(c1(T
vertE)(σ) + 2) + 2k − 2ι(x)− 6
= dimRX + 2c1(T
vertE)(σ) + 2k − 2ι(x)
= dimRM
sec
0,k(E , J, σ,x).
Therefore we see that the expected dimension formula is consistent with the above lemma.
(2) By Gromov compactness of J-holomorphic orbifold morphisms, a sequence of J-holomorphic
orbifold morphisms with bounded energy has a subsequence converging to a stable orbifold
map ([CR2]). Note that the proof of Gromov convergence indicates that there is a compo-
nent of the stable orbifold map, such that the subsequence of J-holomorphic orbifold mor-
phisms C∞ converges to that component on any compact subset of S2 with finite points re-
moved. If the sequence of J-holomorphic orbifold morphisms are sectional, this component
is also sectional. Thus the Gromov compactification Msec0,k(E , J, σ,x) of Msec0,k(E , J, σ,x) is
well-defined.
We will not need the above result in this paper, thus will not pursue a detailed proof here.
Now we consider the structure of orbifold stable morphisms into E . Since J on TE restricts to
an almost complex structure on the vertical tangent bundle T vertE := ker(dπ) ⊂ TE , a component
f ν : (Σν , zν) → E of an orbifold stable morphism f is either a J-holomorphic sectional orbifold
morphism (up to a domain reparametrization) or a J-holomorphic orbifold morphism with image
contained in a fiber. Furthermore, since it represents a section class, there is only one sectional
component, i.e.
• There is an irreducible component Σ0 such that the composition S2 ≃ |Σ0|
|f |
→ |E|
|π|
→ S2 is
surjective and the induced map H2(|Σ0|,Z)→ H2(S2,Z) is an isomorphism.
• All other components are mapped into fibers of E → S2.
Any J-holomorphic stable orbifold map representing a section class has exactly one sectional com-
ponent (up to a domain reparametrization). This component is called the stem component of the
orbifold stable morphism, all other components are called branch components.
In the Hamiltonian orbifiber bundle case, we can construct Kuranishi structure as in Section 3.2.
Moreover we can choose the obstruction bundle to satisfy additional properties.
Lemma 3.17. Let σ be a section class. Then the cokernel cokerLf of an orbifold stable morphism
f : (Σ, j, ~z,D)→ E representing the class σ is spanned by elements in Lpδ(f ∗T vertE ⊗ Λ0,1).
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Proof. As observed above, a component f ν : Σν → E of f is either a stem component which is a
sectional morphism or a branch component contained in a fiber. If f ν is a stem component, then we
have
f ∗νTE = f
∗
νT (f ν(Σν))⊕ f
∗
νT
vertE = f ∗νT (f ν(Σν))⊕ f
∗T vertE .
Hence we have
Lpδ(f
∗TE ⊗ Λ0,1) = Lpδ(f
∗
νT (f ν(Σν))⊗ Λ
0,1)⊕ Lpδ(f
∗T vertE ⊗ Λ0,1).
A direct calculation shows that Lf maps Lp1,δ(f ∗νT (f ν(Σν))) onto L
p
δ(f
∗
νT (f ν(Σν))⊗ Λ
0,1).
If Σν is mapped into a fiber, then f ∗νTE = C ⊕ f ∗νT vertE and clearly Lf maps L
p
1,δ(C) onto
Lpδ(C⊗ Λ
0,1).
Therefore, over each component Σν , cokerLf is spanned by elements in Lpδ(f ∗T vertE ⊗ Λ0,1).
From the definitions of these Sobolev spaces it is straightforward to check that the assertion holds
for the whole Σ. 
Observe that if there is a subbundle V of TE such that the cokernel cokerLf is spanned by
elements in Lpδ(f ∗V ⊗ Λ0,1), then we can choose the fiber of the obstruction bundle over f to be
contained in Lpδ(f ∗V ⊗ Λ0,1). By Lemma 3.17 we can choose the obstruction bundle so that its
fiber over f is contained in Lpδ(f ∗T vertE ⊗ Λ0,1). Although such kind of obstruction bundle is not
necessary to define Seidel representation, it will be useful when we prove its properties. In what
follows we choose the obstruction bundles this way.
3.4. Definition of Seidel Representations. In this subsection we give the definition of Seidel rep-
resentation for symplectic orbifolds. Let (X , ω) be a compact symplectic orbifold. Given a ho-
motopy class a ∈ π1(Ham(X , ω)), represent it by a Hamiltonian loop γ, then we can construct
Hamiltonian orbifiber bundle (Eγ,Ωc) as in Section 2.5. Denote c1(T vertE) by cv1. Let ι be an in-
clusion of a fiber over a point13 in S2 into Eγ . There is a Gysin map induced by this inclusion:
ι∗ : H
∗(IX ,Q)→ H∗+2(IEγ,Q). One can think of this map as a union of maps from H∗(X(g),Q)
to H∗+2(Eγ,(g),Q), which makes sense because there is no orbifold structures along the horizontal
direction.
Definition 3.18. Given a symplectic orbifold (X , ω). The Seidel element for a homotopy class
a ∈ π1(Ham(X , ω)) is defined to be
S(a) :=
∑
σ∈Hsec2 (|Eγ |)
(
∑
i
〈ι∗fi〉
Eγ
0,1,σ f
i)⊗ qc
v
1(σ)tuγ(σ),
where {fi} ⊂ H∗(IX ,Q) is an additive basis, and {f i} ⊂ H∗(IX ,Q) its dual basis with respect
to the orbifold Poincare´ pairing.
Because of Proposition 2.49, S(a) does not depend on the choice of Hamiltonian loop represent-
ing the homotopy class a, thus we have a well-defined map of sets
S : π1(Ham(X , ω))→ QH
∗
orb(X ,Λ)
×,
called the Seidel representation of (X , ω). The use of the term “ representation” is justified by the
following important properties of the map S.
13Unless otherwise stated, we choose the north pole.
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Theorem 3.19.
(1) Triviality property: Let e ∈ π1(Ham(X , ω)) be the identity loop, then
(3.4) S(e) = 1.
(2) Composition property: Let a, b ∈ π1(Ham(X , ω)) and let a · b ∈ π1(Ham(X , ω)) be
their product defined by loop composition (see Definition 2.40). Then
(3.5) S(a · b) = S(a) ∗ S(b).
Theorem 3.19 will be proved in the next two sections.
Corollary 3.20. The map
S : π1(Ham(X , ω))→ QH
∗
orb(X ,Λ)
×
is a group homomorphism.
Proof. In view of Theorem 3.19, it remains to show that the image of S is contained inQH∗orb(X ,Λ)×.
For a ∈ π1(Ham(X , ω)), let a−1 ∈ π1(Ham(X , ω)) be the inverse loop. Then a · a−1 = e in
π1(Ham((X , ω)). By (3.4)–(3.5), we calculate S(a) ∗ S(a−1) = S(a · a−1) = S(e) = 1. Thus
S(a)−1 = S(a−1). This completes the proof. 
4. TRIVIALITY PROPERTY
The purpose of this section is to prove the triviality property (3.4).
4.1. Proof of Triviality: set-up. We can choose the constant loop to represent the trivial element
e ∈ π1(Ham(X , ω)), and the corresponding Hamiltonian orbifiber bundle is X × S2 → S2. Let cv1
be the first Chern class of the vertical subbundle of T (X ×S2), ue the coupling class (see Definition
2.51) of this trivial Hamiltonian orbifiber bundle, σ0 the section class determined by the constant
section. Let J˜0 be the direct sum of an almost complex structure J on X and the complex structure
j0 on S
2
. Then by definition the triviality property (3.4) may be written as
(4.1)∑
i
(
∑
B∈H2(|X |,Z)
∫
ev∗[M0,1(X×S2,σ0+ι∗B,J˜0,(g))]vir
ι∗fi)·f
i·qc
v
1(σ0+ι∗B)tue(σ0+ι∗B) = 1 (= PDX(0)([X(0)])).
Here X(0) is the untwisted sector, X(g) is the twisted sector supporting ι∗fi.
Note that cv1(σ0) = 0 and ue(σ0) = 0, so to prove (3.4) it is enough to show:
Proposition 4.1. • Case 1: If B = 0 and the twisted sector x = (g) is nontrivial, then
M0,1(X × S
2, σ0 + ι∗B, J˜0, (g)) = ∅;
• Case 2: If B = 0 and the twisted sector (g) = (0) is trivial, then
ev∗[M0,1(X × S
2, σ0 + ι∗B, J˜0, (g))]
vir = [X(0)];
• Case 3: If B 6= 0, then∫
ev∗[M0,1(X×S2,σ+ι∗B,J˜0,(g))]vir
ι∗fi = 0 for any i.
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Case 1 of Proposition 4.1 is a corollary of the following Lemma 4.2 (1).
Lemma 4.2. Let s be a sectional orbifold morphism lifting a constant section of |π| : |X × S2| →
S2,
(1) if s allows at most one orbipoint on the domain, then it has trivial twisted sector, i.e. there
is no orbipoint on the domain;
(2) if s allows at most two orbipoints on the domain, then the two twisted sectors at the two
orbipoints (if any), denoted by (g1) and (g2), are inverse to each other: (g1) = (g−12 ).
Proof. The proof is a straightforward calculation as in the proof of Proposition 2.47. 
Case 2 of Proposition 4.1 is true because of the following Lemma:
Lemma 4.3. For any [(s, S2, z)] ∈ M0,1(X × S2, σ0, J˜0, (0)), s is a constant section of X × S2
upto an automorphism of (S2, j0).
Proof. By Lemma 4.2 (1), z is not an orbipoint. So this is actually a special case of [MT, Lemma
3.1]. Recall the definition of symplectic form Ωc in (2.9), in the special case of trivial orbifiber
bundle, Ωc = ωX + cωS2 , c > 0. For ξ = h+ v ∈ T(x,z)(X × S2),
(4.2) Ωc(ξ, J˜0ξ) = (ωX + cωS2)(h+ v, j ·h+Jv) = ωX (v, Jv)+ cωS2(h, j0 ·h) ≥ cωS2(h, j0 ·h)
The last identity holds if and only if v = 0.
Choose an open cover {Uα} of Σ so that on each open set, we can choose a conformal coordinate
z = s+ i t. Denote s = (u, φ) : S2 → X × S2. On each open set U we have
∫
U
Ωc(ds
∂
∂s
, ds
∂
∂t
)ds ∧ dt =
∫
U
Ωc(ds
∂
∂s
, ds · i
∂
∂s
)ds ∧ dt =
∫
U
Ωc(ds
∂
∂s
, J˜0 · ds ·
∂
∂s
)ds ∧ dt
=
∫
U
Ωc(
∂s
∂s
, J˜0 ·
∂s
∂s
)ds ∧ dt =
∫
U
Ωc((
∂u
∂s
,
∂φ
∂s
), J˜0 · (
∂u
∂s
,
∂φ
∂s
))ds ∧ dt
≥
∫
U
cωS2(
∂φ
∂s
, i ·
∂φ
∂s
).
By (4.2), the last equality holds if and only if ∂u
∂s
= 0 which means u is constant on U since we
have the freedom of choice of s.
If u is not a constant map, then there exists at least one open set over which∫
U
Ωc(ds
∂
∂s
, ds
∂
∂t
)ds ∧ dt >
∫
U
cωS2(
∂φ
∂s
, i ·
∂φ
∂s
).
Thus Ωc([s]) > Ωc(σ0). This contradicts the fact that [s] = σ0 and Ωc([s]) = Ωc(σ0). Therefore u
is a constant map and s is a constant section of X × S2 upto an automorphism of (S2, j0). 
From now on we focus on the remaining Case 3. The idea of our proof of Case 3 is that there is a
“Lie group action” on M0,1(X ×S2, σ+ ι∗B, J˜0, (g)) under which the evaluation map is invariant.
This “Lie group action” has two additional properties:
(1) away from the fixed loci, the “group action” is locally free, and preserves the evaluation
map;
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(2) near the fixed loci, the evaluation map can be perturbed to another map which is homotopy
equivalent to the original one, and whose image of a neighborhood of the fixed loci has
dimension lower the the virtual dimension.
Because of the above two properties, the virtual fundamental cycle has lower dimension than its
expected dimension. Thus a generic choice of a cycle representing the Poincare dual of ι∗a will not
intersect the virtual fundamental cycle. This proves Case 3.
However to make the idea rigorous, there are two points one needs to be careful. First, the
“group action” is actually a parametrized group action, which we explain in the next subsection.
Second, all the statements above should be understood in the context of Kuranishi spaces rather
than topological spaces. In this context, a lower dimensional subset in the moduli space may have
nontrivial contribution. So the contribution from the fixed loci needs to be understood carefully.
That is why we need to modify the evaluation map. The purpose of the rest of this section is to treat
these points.
4.2. Parametrized Group Action on Manifolds and Orbifolds. We first recall the definition of
group bundle, which is an analogue of group scheme in the topological/smooth setting.
Definition 4.4. Let G be a Lie group, a fiber bundle π : P → B with fiber the manifold G is called
a G-group bundle if there is a product operation on each fiber and the local trivialization maps are
fiberwise group isomorphisms.
Note that a G-group bundle has more structure than a principal G-bundle. It is the counterpart of
group scheme in the differential topology context.
Definition 4.5. Let G be a Lie group, π : P → B a G-group bundle, M a topological space (respec-
tively smooth manifold/orbifold). Then a parametrized G-action on M consists of the following
data:
(1) an surjective continuous map (respectively submersive smooth map/orbifold morphism) a :
M → B, called the anchor map;
(2) a continuous map (respectively smooth map/orbifold morphism) α : P π×aM →M , called
the action map, such that ∀b ∈ B, the restriction of α to π−1(b) × a−1(b) defines a group
action on a−1(b).
We will also say M has a G-action parametrized by B.
Remark 4.6. (1) Note that if the group bundle is trivial, then the parametrized group action is
actually a group action.
(2) A group bundle π : P → B is a groupoid whose objects are B, morphisms are P , and
both source and target maps send p ∈ P to π(p). Then our definition of parametrized group
action on manifold is a special case of a groupoid action on a manifold. (See [L, Definition
3.16].)
Similar to group action, we have the following definitions:
Definition 4.7. For b ∈ B and x ∈ a−1(b), π−1(b) · x is called an orbit of the parametrized group
action. The fixed locus of a parametrized G-action on M is defined as
∪b∈BFix(π
−1(b)),
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where Fix(π−1(b)) is the fixed locus of the group action of π−1(b) on M .
A parametrized group action is called free if for any x in M , α(p, x) = α(p′, x) implies p = p′.
A parametrized group action is called locally free if there is a small neighborhood Ub of the identity
in π−1(b) such that the restriction of the action to Ub is free.
A parametrized group action is said to have finite stabilizer everywhere if for any x in M , the set
{p|α(p, x) = x} is finite.
Note that if the group is compact, a locally free parametrized group action always has finite
stabilizers everywhere. But if the group is not compact, this may not be true.
The following toy example of parametrized G-actions will be used later in this paper.
Example 4.8. We construct a parametrized group action on the manifoldCP 1×CP 1. We start with
the trivial principal PSL(2,C)-bundle CP 1 × PSL(2,C) → CP 1 with the projection to the first
component p1 : CP 1 × CP 1 → CP 1 as anchor map, and the action map is given by: ∀z ∈ CP 1,
α : {z} × PSL(2,C)× {z} × CP 1 → {z} × CP 1
α((z, g); (z, w)) := (z, g · w).
This parametrized action itself is not interesting. We consider its restriction to the subbundle
P := {(z, g)|z ∈ CP 1, g ∈ PSL(2,C), g · z = z} → CP 1.
The fiber of the group bundle P → CP 1 is the subgroup of PSL(2,C) which fixes one point on
CP 1. It is isomorphic to A := {f : C → C|f(z) = az + b}. Then α restricts to a parametrized
A-action on CP 1 × CP 1.
The fixed locus of this parametrized A-action is the diagonal ∆ of CP 1 × CP 1.
The group bundle P → CP 1 has two subbundles: one principal S1-bundle whose fiber at z
consists of rotations around z, fixing z and its antipodal, is denoted by P S1 → CP 1; one principal
C-bundle whose fiber at z consists of translations of CP 1 \ {z}, is denoted by PC → CP 1. Re-
striction of the parametrized A-action α to either of the two subbundles defines a new parametrized
group action. The fixed locus of the parametrized C-action is again the diagonal ∆ of CP 1×CP 1,
and the parametrized C-action is free on CP 1 × CP 1 \∆.
Remark 4.9. In Example 4.8, since P → CP 1 is not a trivial group bundle, there is no canonical
way of identifying the fibers with A, so it cannot be understood as an A action on CP 1. This is the
reason we need to introduce parametrized group action. Note that if we work with a contractible
parameter space, then the parametrized group action can always be identified with a group action.
Definition 4.10. If M has a group action by Γ, and a parametrized G-action by π : P → B, then
we say the two actions commute if the Γ-action commute with the group action determined by the
parametrized G-action on each fiber.
Definition 4.11. Let M , N be two manifolds with parametrized G-action by π : P → B. A map
f :M → N is called parametrized G-equivariant if f is π−1(b)-equivariant for every b ∈ B.
Definition 4.12. Let pr : E → M be a vector bundle, (aE , αE) and (aM , αM) two parametrized
G-action on E and M respectively by π : P → B. Then (pr : E → M, aE , aM , αE, αM) is
called a parameterized G-equivariant vector bundle if aE = aM ◦ pr and the following diagram is
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commutative for any b ∈ B:
π−1(b)× a−1E (b)
(idP ,pr)

αE // a−1E (b)
pr

π−1(b)× a−1M (b)
αM // a−1M (b).
4.3. Parametrized Equivariant Kuranishi Structure. In [FOOO4], Kuranishi structure with a
group action, called equivariant Kuranishi structure, was considered. In this paper, we need the
generalization of Kuranishi structures with parametrized group actions.
Definition 4.13. Let M be a topological space with a parametrized G-action by a group bun-
dle P → B. A Kuranishi structure {(Vα, Eα,Γα, ψα, sα)}α∈A on M is called parametrized G-
equivariant in the strong sense if the following holds :
(1) Vα has a parametrized G-action which commutes with the Γα-action.
(2) Eα is a parametrized G-equivariant bundle.
(3) The Kuranishi map sα is parametrizedG-equivariant and ψα is a parametrizedG-equivariant
map.
(4) The coordinate changes ϕα2,α1 are parametrized G-equivariant.
The reason we use “in the strong sense” here is the same as in [FOOO4, Remark B.5]: the
parametrizedG-action is on V instead of on the orbifold [V/Γ]. Hereafter, we refer it as parametrized
G-equivariant for simplicity.
The main purpose of this subsection is to construct a parametrized A-equivariant Kuranishi struc-
ture on M0,1(X × S2, σ0 + ι∗B, J˜0, (g)). More precisely, let π : P → CP 1 be the group bundle
in Example 4.8 with fiber A. We will define a parametrized A-action on the topological space
M0,1(X × S2, σ0 + ι∗B, J˜0, (g)) by P → CP 1.
For a stable orbifold map representing τ = [f ] ∈ M0,1(X × S2, σ0 + ι∗B, J˜0, (g)), let z be its
only marked point, we define p(z) as follows:
• p(z) = z if it lies on the stem component;
• if z is not on the stem component, then let p(z) be the nodal point on the stem component
to which the branch containing the marked point z is attached.
Note that there is an obvious PSL(2,C) action on the moduli space by post-composing g ∈
PSL(2,C) to the second component of f . This PSL(2,C)-action induces a parametrized A-action
on the moduli space. More precisely:
Definition 4.14. The parametrized A-action on M0,1(X × S2, σ0 + ι∗B, J˜0, (g)) is defined by:
(1) the anchor map a :M0,1(X × S2, σ0 + ι∗B, J˜0, (g))→ CP 1 is the evaluation of φ at p(z),
for τ = [{(fν = (uν , wν) or (ustm,φ))}] ∈ M0,1(X × S2, σ0 + ι∗B, J˜0, (g)), and z the
marked point of a stable orbifold map representing τ .
(2) the action map α is defined by: for (w, h) ∈ P ⊂ CP 1 × PSL(2,C) and τ ∈ a−1(w),
α((w, h), τ) := (w, h) · τ := [(h · f ν)],
where h ·f ν is defined by h post-composed to the horizontal component (S2-component) of
f ν . More explicitly, we define h · τ as follows:
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• the stem component (ustm,φ) of τ is mapped to (ustm, h · φ);
• branch components (uν , wν) (if any) are mapped to (uν , h · wν).
Note that since a branch component only lies in a fiber, one can also think of the anchor map as
evaluating at the marked point first, and then projecting to S2. So the anchor map does not depend
on the choice of the stable orbifold map representing τ because evaluation maps are well-defined
for equivalence classes of stable orbifold maps.
Definition 4.15. Similar to Example 4.8, the parametrized A-action in Definition 4.14 restricts to a
parametrized S1-action by P S1 and a parametrized C-action by PC.
We denote M0,2(X × S2, ι∗B, J˜0, (g, 0))ev1×ev0 M0,1(X × S2, σ0, J˜0, (0)) by M1fib, where 0
stands for the untwisted sector, and B ∈ H2(|X |,Z), and use the notation M2fib for
M0,2(X×S
2, ι∗B1, J˜0, (g, 0))ev1×ev0M0,2(X×S
2, σ0, J˜0, (0))ev1×evM0,1(X×S
2, ι∗B2, J˜0, (g, 0)).
Let Mfreak :=M1fib ∪M2fib.
We remark that while M1fib is compact, M2fib is not compact. The space M2fib ∩M1fib con-
tains stable maps with one fiber component and for which the sphere attached to the stem component
is a ghost component.
Lemma 4.16. (1) The parametrizedA-action in Definition 4.14 is well-defined, and thus so are
the parametrized S1-action and parametrized C-action in Definition 4.15;
(2) The fixed locus of the parametrized A-action is M1fib, and thus M1fib is also fixed by the
parametrized S1-action and parametrized C-action;
(3) The restriction of the parametrized C-action on M2fib is free;
(4) The restriction of the parametrized A-action on
M0,1(X × S
2, σ0 + ι∗B, J˜0, (g)) \M
freak
is locally free.
Proof. We prove the statements one by one:
(1) It is well-known that evaluation map is continuous, so the anchor map is continuous. By
moving around the marked point or the branch component containing the marked point on
the stem component, one can see the anchor map is surjective.
Next we show that the map α((w, h), τ) := (w, h) · τ defined in Definition 4.14 is contin-
uous. It is obvious that α is continuous with respect to (w, h). To see it is also continuous
with respect to τ , take any sequence of {tk} in M0,1(X ×S2, σ0+ ι∗B, J˜0, (g)) which con-
verges to τ in the sense of Gromov convergence. For simplicity, we assume τk’s are repre-
sented by J-holomorphic maps with irreducible domains, i.e. τk = [sk] = [(uk,φk)]. More
complicated cases follow from the same argument with messier notation. Let τ = [{(fν =
(uν , wν) or (ustm,φ))}], then by the definition of Gromov compactness, for each ν, there is
a subsequence of skj and a sequence of automorphisms ξjν of S2 such that skj ◦ ξjν → f ν .
For (w, h) ∈ P , (w, h) · τn = [(uk, h ·φk)]. For each ν, we have h · skj ◦ ξjν → h · f ν . Thus
(w, h) · τk converge to (w, h) · τ = [{(h · f ν}].
It is straightforward to check that Definition 4.14 defines a group action when restricted
to π−1(w), for any w ∈ CP 1. So the parametrized group action is well-defined.
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(2) Now we examine the fixed locus of π−1(w). For τ ∈ M0,1(X × S2, σ0 + ι∗B, J˜0, (g)), if
∀(w, h) ∈ π−1(w) ⊂ P , (w, h) · τ = τ , then there exists ψ(w,h) ∈ PSL(2,C) such that:
(4.3) (ustm, h · φ) = (ustm ◦ ψ(w,h),φ ◦ ψ(w,h))
and
ψ(w,h)(p(z)) = p(z).
Here φ ◦ ψ(w,h) should be understood in an orbifold fashion. Namely lift ψ(w,h) : S2 → S2
to an orbifold diffeomorphismψ(w,h) : S2orb → S2orb, and then precomposeψ (w,h) to φ.
Evaluate the identity of the second components h · φ = φ ◦ ψ(w,h) at p(z), we get h ·
φ(p(z)) = φ(p(z)), therefore w = φ(p(z)). Note that the group
{ψ(w,h) = φ
−1 ◦ h · φ|∀(w, h) ∈ π−1(w)}
acts transitively onCP 1\{w}. Since the identity of the first components ustm = ustm◦ψ(w,h)
holds for all (w, h) ∈ π−1(w), ustm has to be a constant map. We have shown
Fix π−1(w) = {τ ∈ M0,1(X × S
2, σ0 + ι∗B, J˜0, (g))|ustm of τ is constant; φ(p(z)) = w.}
Let w run over CP 1, we get the fixed locus of the parametrized A-action:
∪w∈CP 1Fix π
−1(w) = {τ ∈M0,1(X × S
2, σ0 + ι∗B, J˜0, (g))|ustm of τ is constant.}
=M0,2(X × S
2, ι∗B, J˜0, (g, 0))ev1×ev0 M0,1(X × S
2, σ0, J˜0, (0)).
(3) Let πC : PC → CP 1 be the bundle projection map. If τ ∈ M2fib is fixed by an element
(w, h) ∈ π−1C (w) ⊂ P
C then (w, h) fixes the branch component which does not contain w.
The only such element is the identity in π−1C (w). So the parametrized C-action on M2fib is
free.
(4) Note that τ ∈ M0,1(X × S2, σ0 + ι∗B, J˜0, (g)) \Mfreak is fixed by an element (w, h) ∈
π−1(w) if and only if (w, h) fixes the stem component and permutes the branch components
which do not contain w. By the same argument as above, the map on the stem component
has to be constant. We denote by w1, ...wN the points on the stem component where the
branch components are attached. Since τ /∈ Mfreak, N > 1. The number of branch
components N + 1 is bounded by Ωc([σ0 + ι∗B])/C, where C denotes the minimal energy
of non-constant pseudoholomorphic spheres in X × S2.
Without loss of generality, we assume w =∞, and other situations can be adapted to this
case by an automorphism of CP 1. Then f ∈ π−1(w) can be written as f(z) = az + b. We
use the obvious norm on this Lie group ‖ f ‖:= |a| + |b|. If f fixes w1, ..., wN , then there
exists a σ ∈ SN (with SN being the symmetric group on n letters), such that:
(4.4) f(wi) = wσ(i), i.e. awi + b = wσ(i).
Lemma 4.17. If a satisfies (4.4), then there exists K such that aK = 1 and 1 < K ≤ N .
Proof of Lemma 4.17. Let σ¯ be a non-trivial cycle in σ. Without loss of generality, we
assume σ¯ = (12...K), 1 < K ≤ N . By taking difference of the (i+ 1)-th equation and the
i-th equation in (4.4), we get
a =
w2 − w1
w1 − wK
=
w3 − w2
w2 − w1
= ... =
w1 − wK
wK − wK−1
.
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Thus
aK =
w2 − w1
w1 − wK
·
w3 − w2
w2 − w1
· ... ·
w1 − wK
wK − wK−1
= 1.

By Lemma 4.17, the action on M0,1(X × S2, σ0 + ι∗B, J˜0, (g)) \ Mfreak has finite
stabilizers everywhere, and ‖ f − id ‖≥ |ei 2πK − 1|. If we choose ǫ = 1
2
|ei
2π
N − 1|, then on
the small neighborhood Uǫ := {f ∈ π−1(w)| ‖ f − id ‖< ǫ} of the identity in π−1(w), the
restriction of the action is free. Therefore the parametrized group action is locally free on
M0,1(X × S2, σ0 + ι∗B, J˜0, (g)) \Mfreak.
The proof of Lemma 4.16 is thus complete. 
Next we lift the above parametrized group action to a parametrized action on the Kuranishi
spaces.
Proposition 4.18. There exists a parametrized A-equivariant Kuranishi structure
{(Vα, Eα,Γα, ψα, sα)|α ∈ A}
on M0,1(X × S2, σ0 + ι∗B, J˜0, (g)) with the following properties:
(1) The parametrized A-action on the topological space M0,1(X × S2, σ0 + ι∗B, J˜0, (g)) is
given by Definition 4.14;
(2) The restriction of the Kuranishi structure to Mfreak coincides with the fiber product of the
Kuranishi structures on M1fib and M2fib;
(3) The parametrized A-action on the Kuranishi charts which do not cover any element in
Mfreak is locally free. If a Kuranishi chart Vα contains τ ∈Mfreak, then there is a Kuran-
ishi chart Vˇτ in the fiber product Kuranishi structure of Mfreak, such that the parametrized
A-action on Vα \ Vˇα is locally free and has finite stabilizers everywhere.
(4) A fiber of the obstruction bundles Eα over any (v, f ′) ∈ Vα is contained in Lpδ(f ′∗T vert(X ×
S2)⊗ Λ0,1).
Proof. We need to modify the construction of Kuranishi structures in Section 3.2 so that these
required properties are satisfied.
Consider an element τ = [f ] ∈M0,1(X ×S2, σ0+ ι∗B, J˜0, (g)). We construct a Kuranishi chart
over the PSL(2,C)-orbit Oτ of τ . In particular, the chart is parametrized A-equivariant.
Let v ∈ V and approximated solutions f ′ : Σ(v) → X × S2 be as in Section 3.2 (assume
additional marked points are added if neccessary). By Lemma 3.17, we do not need to perturb a
stable map along the S2 direction, thus we may assume the composition Σ(v) f−→ X × S2
π
S2−−→ S2
to be holomorphic. The stem component of f ′ determines an automorphism g ∈ PSL(2,C) via the
above composition. Then we consider the pairs (v, f ′) satisfying the following condition:
Condition 4.19. There exists ǫ > 0 depending only on τ , with the following properties.
(1) supx∈Σ0 dist(f ′(iv(x)), g · f (x)) ≤ ǫ.(2) Let Dc be a connected component of Σ(v) \ Im(iv), the diameter of f ′(Dc) in X is smaller
than ǫ.
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Let E0,ν’s be as in Section 3.2. Define an embedding
I(v,f ′) :
⊕
ν
E0,ν −→ f
′∗(T (X × S2))⊗ Λ0,1(Σ(v))
as follows: We first push E0,ν’s by g to get obstruction bundle at g ·f , and then use parallel transport
to define obstruction bundle at f ′.
The action of g on f = (u,φ) induces an isomorphism
g∗ : Tu(x)X ⊕ Tφ(x)S
2 ⊗ Λ0,1x (Σ)
∼= Tu(x)X ⊕ Tg·φ(x)S
2 ⊗ Λ0,1x (Σ).
which restricts to identity on Tu(x)X ⊗ Λ0,1x (Σ). By Lemma 3.17, E0,ν’s evaluate in the vertical
direction TX .
For f ′ satisfying Condition 4.19, we use the parallel transport along the X direction to define⊕
ν
g∗(E0,ν) −→ f
′∗(TX )⊗ Λ0,1(Σ(v)).
Then I(v,f ′) is defined as the composition of the above map with g∗. Now we consider the equation
(4.5) ∂f ′ ≡ 0 mod
⊕
ν
I(v,f ′)(E0,ν),
together with the additional conditions
(4.6) f ′(zν,i) ∈ g(Nν,i), for all added marked points zν,i.
as before. The set of solutions of these equations is denoted by Vτ which will be the Kuranishi chart
over Oτ . Note that Vτ is Γτ invariant since the equation and conditions are Γτ invariant.
The equation (4.5), (4.6), and Condition 4.19 are PSL(2,C) invariant, thus Vτ is PSL(2,C)
invariant. Use evaluation map composed with the projection of the Hamiltonian orbifiber bundle as
anchor map, and restrict the PSL(2,C) action to
P = {(z, g)|z ∈ CP 1, g ∈ PSL(2,C), g · z = z}
as in Defintion 4.14, then we define a paremetrized A-action on the Kuranishi chart.
Moreover Aut(τ) acts on the domain of f ′, Gτ acts on the X -component of the target X × S2,
while the parametrizedA-action acts on the S2-component of the targetX×S2. Hence the action of
the automorphism group Γτ , which is generated byAut(τ) andGτ , commutes with the parametrized
A-action. By construction, PSL(2,C) acts on the obstruction bundle and by restricting to P one
gives the obstruction bundle the structure of a parametrized A-bundle. Furthermore the Kuranishi
map (3.3) is parametrized A-equivariant.
To construct the entire Kuranishi structure, one chooses a partial order ≺ (see [FO]) of combi-
natorial types of stable maps, constructs Kuranishi charts for moduli spaces with low order (and
thus has low dimension), takes fiber products of Kuranishi structures of low-ordered moduli spaces
to get Kuranishi structure on lower dimensional strata of a higher-ordered moduli space, and then
extends it to moduli spaces of higher order with respect to ≺. By induction according to the partial
order ≺, one gets Kuranishi structures for all moduli spaces. Thus by construction the coordinate
changes of the Kuranishi structure are parametrized A-equivariant.
For τ /∈ Mfreak, the parametrized A-action on Vτ is locally free because of the same reason as
Lemma 4.16. For τ ∈Mfreak, let Vˇτ := {f ′|forget(f ′) = forget(τ)} where forget forgets the map
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f ′ and remembers the domain stable curve. Then Vτ \ Vˇτ contains no element with non-constant
stem component. Thus the parametrized A-action on Vτ \ Vˇτ is free.
Finally (4) follows from Lemma 3.17. 
For a Kuranishi structure {(Vα, Eα,Γα, ψα, sα) | α ∈ A} over M0,1(X × S2, σ0 + B, J˜0, (g)),
denote
A1fib := {α ∈ A s.t. s−1α (0) ∩M
1fib 6= ∅}
V :=
⊔
α∈A
Vα , Vˇ
1fib :=
⊔
α∈A1fib
Vˇα.
The A-group bundle has two subbundle PC and P S1 as mentioned in Example 4.8, thus induces a
parametrized C-action and a parametrized S1-action on V .
Corollary 4.20. Restriction of the parametrizedA-action toPC defines a parametrizedC-equivariant
Kuranishi structure over M0,1(X × S2, σ0 + B, J˜0, (g)). Moreover, the parametrized C-action on
V \ Vˇ 1fib is locally free and has finite stabilizer everywhere.
We will use the parametrized C-action to construct parametrized equivariant multi-sections, and
use the parametrized S1-action to perturb the evaluation map.
Lemma 4.21. There is a parametrized C-equivariant Kuranishi structure over M0,1(X × S2, σ0+
B, J˜0, (g)) whose restriction to V \ Vˇ 1fib has a system of multi-sections sfree such that:
(1) They are transversal to 0;
(2) They are close to the original Kuranishi map s;
(3) They are parametrized equivariant under the parametrized C-action.
Proof. Although the parametrized C-action on V \ Vˇ 1fib is not proper due to the non-compactness
of the group C, we can directly construct slices transversal to the parametrized C-action, then push
transversal multi-sections on the slices out along the orbits.
For f ∈ V \ Vˇ 1fib, denote its orbit under the parametrized C-action by Cf . We have shown that
the parametrized C-action has finite stabilizers on V \ Vˇ 1fib. Since there is no non-trivial finite
subgroup of C, the stabilizer of f under the parametrized C-action is trivial.
The metric on X induces a metric on V and denote by Exp : TV → V the exponential map
determined by the metric. For a small positive number ǫ > 0, a neighborhood Bǫ(f) of f can be
identified with a neighborhood D of 0 ∈ TfV under Exp. Let NCfV ⊂ TfV be the orthogonal
complement of TfCf . Denote Sf := Exp(f,NCfV ∩D).
Now we need to modify the Kuranishi structure constructed in Proposition 4.18.
(1) For α ∈ A1fib, let Bα be the set of f such that the orbit C · Sf ⊂ Vα and its closure C · Sf
in Vα intersects V 1fib. Then there exists a finite subset
B1fib ⊂ ∪α∈A1fibBα
such that {C · Sf |f ∈ B1fib} covers a neighborhood of M1fib. This follows from the
compactness of the boundary of a tubular neighborhood of M1fib and the fact that every
orbit C · Sf for f ∈ Bα passes through the boundary. We replace Vα for α ∈ A1fib by the
union of C · Sf for f ∈ B1fib.
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(2) For α ∈ A1fib, let Cα be the set of f such that the orbitC · Sf ⊂ Vα and its closure C · Sf do
not intersect V 1fib. We replace Vα for α ∈ A1fib by the union of C · Sf for f ∈ ∪α∈ACα and
the Kuranishi charts constructed in Case (1). Note that the Kuranishi structure neighborhood
constructed in this case does not cover M1fib any more.
(3) For the Kuranishi structure {Vα, } modified as in Case (1) and Case (2), if α ∈ A \ A1fib
(i.e. Vα is disjoint from M1fib), shrink Vα slightly to a compact subset Vˆα so that such
compact subsets Vˆα together with {Vα|α ∈ A\A1fib} still cover the moduli spaceM0,1(X×
S2, σ0 + B, J˜0, (g)). On the other side, these compact sets Vˆα can be covered by finite
orbits C · Sf . Then for α ∈ A \ A1fib, replace Vα by the union of such orbits C · Sf
which are contained in Vα. 14 As a result, there exist finitely many slices Sf ’s in Vα such
that their orbits C · Sf together with {Vα|α ∈ A \ A1fib} cover the entire moduli space
M0,1(X × S2, σ0 +B, J˜0, (g)).
Now we have modified the Kuranishi structure so that the Kuranishi charts Vα are covered by
a finite set of orbits of slices. Then we can use the method of [FO, Theorem 3.11] and [FOOO3,
Theorem A1.23] to construct multi-sections with the required properties. Note that on each orbit
we only allow multi-sections which are given by pushing out transversal multi-sections on the
slice. 
Remark 4.22. From the construction of multi-sections we can see that a multi-section on a slice
may be squeezed to a smaller and smaller set when the orbit goes toward the fixed locus Vˇ 1fib,
thus its derivative will blow up when going to Vˇ 1fib. So the parametrized equivariant multi-sections
cannot be extended to the fixed locus while maintaining transversality. A similar situation appears
in [FOOO8]. As remarked there, when the group action has isotropy groups of positive dimension,
the quotient space is neither a manifold nor an orbifold, so the method in the above proof does not
work.
As a consequence of Remark 4.22, we drop the equivariant condition near the fixed locus Vˇ 1fib,
and construct a system of multi-sections for the entire Kuranishi structure as follows:
Lemma 4.23. For any compact subset V c ⊂ V \ Vˇ 1fib, the parametrized equivariant Kuranishi
structure in in Corollary 4.20 has a system of multi-sections s on V such that
(1) They are transversal to 0 on V ;
(2) They are close to the original Kuranishi map s;
(3) s = sfree on V c.
Proof. This is a direct application of the relative version of existence of transversal multi-sections
[FO, Lemma 3.14]. 
We remark that if V c is not parametrized C-invariant, then s may not be equivariant since orbits
may run out of V c. But this is enough for our purpose as one will see in the next subsection.
14This is a standard trick for Kuranishi structure which takes advantage of the compactness of the moduli space
without gluing together the Kuranishi charts Vα and worrying about compactness of the glued space. This technique
was used again and again by [FO] and other papers by Fukaya-Oh-Ohta-Ono.
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4.4. Proof of Triviality: conclusion. In this subsection we finish the proof of the triviality property
(3.4).
We will change the evaluation map homotopically in a small neighborhood of Vˇ 1fib so that the
virtual cycle defined by the new evaluation map has a dimension lower than the expected virtual
dimension.
Note that the parametrized A-action on V restricted to P S1 defines a parametrized S1-action on
V . We use this action to perturb the evaluation map.
Lemma 4.24. Fix a metric on X(g). For any ǫ > 0, there exists an open neighborhood UV (Vˇ 1fib) of
Vˇ 1fib in V , and a (closed) disk bundle π1fib : U¯V (Vˇ 1fib) → Vˇ 1fib, where U¯V (Vˇ 1fib) is the closure
of UV (Vˇ 1fib) in V , such that:
(1) For any fˇ ∈ Vˇ 1fib, ∂π−11fib(fˇ) := π−11fib(fˇ) ∩ ∂U¯V (Vˇ 1fib), is an orbit of the parametrized
S1-action on V . The evaluation map ev is constant on ∂π−11fib(fˇ).
(2) Let v(fˇ) := ev(∂π−11fib(fˇ)), then ev(π−11fib(fˇ)) ⊂ Bǫ(v(fˇ)) where Bǫ(v(fˇ)) is a ball neigh-
borhood of v(fˇ) with radius ǫ.
Proof. Recall that by construction of Kuranishi structure, a neighborhood of Vˇ 1fib in V can be
identified with Vˇ 1fib × D˜ via a glueing map Glue : Vˇ 1fib × D˜ → V , where D˜ ⊂ C is a 2-disk
centered at zero parametrizing the resolution of the singular point between the stem component and
the branch component.
For δ > 0, let
Sδ := {Glue(fˇ , re
i0)|fˇ ∈ Vˇ 1fib, 0 < r < δ},
S˜δ = {Glue(fˇ , re
i0)|fˇ ∈ Vˇ 1fib, 0 ≤ r < δ},
S¯δ = {Glue(fˇ , re
i0)|fˇ ∈ Vˇ 1fib, 0 ≤ r ≤ δ},
∂S¯δ = {Glue(fˇ , re
i0)|fˇ ∈ Vˇ 1fib, r = δ}.
By making δ small enough, we may assume that the orbit of S¯δ, denoted by S1 · S¯δ, is contained in
Glue(Vˇ 1fib × D˜). Then the orbit Uδ := S1 · S˜δ is an open neighborhood of Vˇ 1fib in V .
We define π1fib : S1 · S¯δ → Vˇ 1fib by
π1fib(f) := fˇ , for f ∈ S1 · Rδ(fˇ),
where Rδ(fˇ) := {Glue(fˇ , rei0)|0 ≤ r ≤ δ}.
By construction, ∂π−11fib(fˇ) = π
−1
1fib(fˇ) ∩ S
1 · ∂S¯δ is an orbit of the parametrized S1-action on V .
The evaluation map ev is constant on such an orbit. Thus v(fˇ) := ev(∂π−11fib(fˇ)) is well-defined.
The fiber S1 · Rδ(fˇ) is a closed 2-disk swept out by an interval under S1 action. Thus for every
small enough δ, we get a tubular neighborhood Uδ := S1 · Sδ of Vˇ 1fib satisfying (1).
For fˇ ∈ Vˇ 1fib, consider a ball neighborhood B ǫ
2
(v(fˇ)) of v(fˇ) with radius ǫ
2
. Then choose small
enough δfˇ and a small enough open neighborhood N(fˇ) of fˇ in Vˇ 1fib, so that S¯δfˇ ∩ π
−1
1fib(N(fˇ)) ⊂
ev−1(B ǫ
2
(ev(fˇ))). By construction of Vˇ 1fib, one can always shrink it slightly and make it compact.
Thus there is a finite set {fˇi}, such that the ∪{fˇi}N(fˇi) covers Vˇ
1fib
. Let δ = min{δfˇi}, define
SEIDEL REPRESENTATION FOR SYMPLECTIC ORBIFOLDS 47
Uδ := S
1 · S¯δ. Then ev(π−11fib(fˇ)) ⊂ B ǫ2 (ev(fˇ)), in particular v(fˇ) = ev(∂π
−1
1fib(fˇ)) ∈ B ǫ2 (ev(fˇ)).
So ev(π−11fib(fˇ)) ⊂ Bǫ(v(fˇ)). Therefore UV (Vˇ 1fib) := Uδ is a tubular neighborhood of Vˇ 1fib
satisfying both (1) and (2). 
We choose ǫ < injrad(X(g)), where injrad(X(g)) is the injective radius of X(g). Consider
UV (Vˇ
1fib) and φ as in Lemma 4.24. We define Ev : V → X(g) as follows:
• For f ∈ V \ UV (Vˇ 1fib), Ev(f) := ev(f);
• For f ∈ UV (Vˇ 1fib), there is a unique fˇ ∈ Vˇ 1fib such that f ∈ π−11fib(fˇ), then define
Ev(f) := v(fˇ).
Lemma 4.25. The two maps Ev and ev are homotopy equivalent.
Proof. Since the two maps coincide on V \ UV (Vˇ 1fib), it is enough to show they are homotopy
equivalent on UV (Vˇ 1fib).
By collapsing ∂π−11fib(fˇ) ⊂ π
−1
1fib(fˇ) to a point for every fˇ ∈ Vˇ 1fib, we get a sphere bundle
π : Sp → V 1fib. Denote the quotient map by pr, and the image of ∂U¯V (Vˇ 1fib) under the quotient
map by Z. Then Z is a section of the sphere bundle. The map ev induces a map e¯v : Sp → X(g)
which satisfies ev = e¯v ◦ pr. Similarly Ev induces a map E¯v : Sp → X(g) which satisfies
Ev = E¯v ◦ pr.
Let gre¯v := (e¯v, π) : Sp→ X(g)×V 1fib, and grE¯v := (E¯v, π) : Sp→ X(g)×V 1fib, then gre¯v(Z)
and grE¯v(Z) are sections of the bundle X(g) × V 1fib → V 1fib. By Lemma 4.24 and the choice of ǫ,
gre¯v(Z) is contained in a tubular neighborhood of grE¯v(Z). Thus there is a homotopy equivalence
between gre¯v and grE¯v, which gives a homotopy equivalence between e¯v and E¯v, which further
determines a homotopy equivalence between ev and Ev on UV (Vˇ 1fib). So ev and Ev are homotopy
equivalent. 
Now we are ready to prove Case 3 of Proposition 4.1:
Proof of Proposition 4.1, Case 3. We choose an open neighborhood U of Vˇ 1fib such that U ⊂
UV (Vˇ
1fib). For this V c = V \ U we get a system of multi-sections s as in Lemma 4.23. Since ev
and Ev are homotopy equivalent by Lemma 4.25, it is enough to consider the cycle (s−1(0), Ev).
By suitably refining a given triangulation, we may assume that any top dimensional simplex ∆ in
the triangulation of s−1(0) satisfies one of the followings:
(1) ∆ ⊂ V \ UV (Vˇ 1fib);
(2) ∆ ⊂ U¯V (Vˇ 1fib).
For the first case, since V \ UV (Vˇ 1fib) ⊂ V c, by Corollary 4.20 and Lemma 4.23, ∆ is foliated
by orbits of the parametrized C-action, and the evaluation map is constant on each orbit. Thus the
singular simplex (∆, Ev) = (∆, ev) is of dimension at most vdimM0,1(X ×S2, σ0+A, J˜0, (g))−
dimC = vdimM0,1(X × S
2, σ0 + A, J˜0, (g))− 2.
For the second case, by the construction of Ev, the singular simplex (∆, Ev) is contained in the
image of the first case, thus has dimension at most vdimM0,1(X ×S2, σ0+A, J˜0, (g))− 2 as well.
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Therefore, in any case the pseudo manifold (∆, Ev) has dimension strictly less than the expected
virtual dimension. Thus a generic cycle representing ι∗α does intersect with (s−1(0), Ev). So Case
3 of Proposition 4.1 is proven. 
The proof of Proposition 4.1 and the proof of Triviality property (3.4) are now complete.
5. COMPOSITION PROPERTY
In this section we prove the composition property (3.5) of Seidel representation:
S(a · b) = S(a) ∗ S(b), a, b ∈ π1(Ham(X , ω)).
Let α, β be two Hamiltonian loops representing a and b respectively. Let ̟ = α ◦ β be their
composition. Then ̟ represents a · b. Denote by Eα, Eβ and E̟ the corresponding Hamiltonian
orbifiber bundles constructed as in Section 2.5. Denote by ια : X → Eα the inclusion of the fiber
over 0 ∈ CP 1 into Eα, and ιβ : X → Eβ the inclusion of the fiber over ∞ ∈ CP 1 into Eβ. The
inclusions ια and ιβ also induce inclusions of the corresponding inertia orbifolds, we also denote
them by ια and ιβ as well when there is no confusion. Let {fi} be an additive basis of H∗(IX ,Q),
and {f i} its dual basis with respect to the orbifold Poincare´ pairing. We calculate
S(a) ∗ S(b)
=
∑
σα∈Hsec2 (|Eα|)
∑
j
〈ια∗ fj〉
Eα
0,1,σα
f j ⊗ qc
v
1,α(σα)tuα(σα) ∗
∑
σβ∈H
sec
2 (|Eβ |)
∑
k
〈
ιβ∗fk
〉Eβ
0,1,σβ
fk ⊗ qc
v
1,β(σβ)tuβ(σβ)
=
∑
σα∈Hsec2 (|Eα|)
(
∑
j
〈ια∗ fj〉
Eα
0,1,σα
f j) ∗
∑
σβ∈H
sec
2 (|Eβ |)
(
∑
k
〈
ιβ∗fk
〉Eβ
0,1,σβ
fk)⊗ qc
v
1,α(σα)+c
v
1,β(σβ)tuα(σα)+uβ(σβ)
=
∑
σα∈Hsec2 (|Eα|)
∑
σβ∈H
sec
2 (|Eβ |)
∑
j,k
〈ια∗ fj〉
Eα
0,1,σα
〈
ιβ∗fk
〉Eβ
0,1,σβ
(f j ∗ fk)⊗ qc
v
1,α(σα)+c
v
1,β(σβ)tuα(σα)+uβ(σβ)
=
∑
σα∈Hsec2 (|Eα|)
σβ∈H
sec
2 (|Eβ |)
∑
i,j,k
〈ια∗ fj〉
Eα
0,1,σα
〈
ιβ∗fk
〉Eβ
0,1,σβ
〈
f j ∗ fk, fi
〉
orb
f i ⊗ qc
v
1,α(σα)+c
v
1,β(σβ)tuα(σα)+uβ(σβ)
=
∑
σα∈Hsec2 (|Eα|)
σβ∈H
sec
2 (|Eβ |)
i,j,k
〈ια∗ fj〉
Eα
0,1,σα
〈
ιβ∗fk
〉Eβ
0,1,σβ
〈
f j, fk, fi
〉X
0,3,A
f i ⊗ qc
v
1,α(σα)+c
v
1,β(σβ)+c1(A)tuα(σα)+uβ(σβ )+ω(A).
In view of the definition of S(a ·b), (3.5) holds true if for σα ∈ Hsec2 (|Eα|,Z) , σβ ∈ Hsec2 (|Eβ|,Z)
and A ∈ H2(|X |,Z) such that cv1,α(σα)+cv1,β(σβ)+c1(A) = cv1,̟(σ) and uα(σα)+uβ(σβ)+ω(A) =
u̟(σ), the following holds for any i:∑
σα,σβ
∑
j,k
〈ια∗ fj〉
Eα
0,1,σα
〈
ιβ∗fk
〉Eβ
0,1,σβ
〈
f j , fk, fi
〉X
0,3,A
= 〈ι∗fi〉
E̟
0,1,σ .
We may reformulate this as follows. By considering the connected sum of the underlying topolog-
ical fiber bundles, we have a connected sum operation on Hsec2 (|Eα|,Z) , Hsec2 (|Eβ|,Z) as in [MS,
Page 435], which is denoted by
Hsec2 (|Eα|,Z)×H
sec
2 (|Eβ|,Z)→ H
sec
2 (|E̟|,Z), (σα, σβ) 7→ σα♯σβ .
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The operation “♯” satisfies:
cv1,̟(σα♯σβ) = c
v
1,α(σα) + c
v
1,β(σβ), ω̟(σα♯σβ) = ωα(σα) + ωβ(σβ).
Let ι̟ : X → E̟ be the inclusion of the fiber over ∞ ∈ CP 1 into E̟. By the above discussion,
(3.5) is equivalent to the following:
Proposition 5.1. For σ ∈ Hsec2 (|E̟|,Z), f ∈ H∗(X(g),Q) ⊂ H∗(IX ,Q),
(5.1)
∑
σα♯σβ+ι̟∗ A=σ
∑
j,k
〈ια∗ fj〉
Eα
0,1,σα
〈
ιβ∗fk
〉Eβ
0,1,σβ
〈
f j, fk, f
〉X
0,3,A
= 〈ι̟∗ f〉
E̟
0,1,σ
The proof of Proposition 5.1 will occupy the remainder of this section.
5.1. Degeneration of Hamiltonian Orbifiber Bundles. To prove Proposition 5.1, we need to put
Eα, Eβ and E̟ into a bigger orbifold, and consider the moduli space of J-holomophic orbifold
morphisms into this big orbifold. We do this by modifying the construction of fibration given in
[M, Section 2.3.2]. The main differences are the following:
(1) Similar to Section 2.4, the fibers are orbifolds;
(2) The total space is a closed orbifold, and the base is a manifold.
While the first modification is obviously necessary, the second one might be avoided if one is willing
to work with Gromov-Witten theory for open manifolds/orbifolds. Since treatments of foundations
of Gromov-Witten theory for non-compact orbifolds are not available in literatures at the moment,
we do not use that approach.
Let D be the open unit disks in C. Define
T := {([z1, z2], [w1, w2], [v1, v2]) ∈ CP
1 × CP 1 × CP 1|z1w2v2 = z2v1w1}.
This is the blow-up of CP 1 × CP 1 at ([1, 0], [1, 0]) and ([0, 1], [0, 1]). Projection to the first com-
ponent defines a Lefschetz fibration whose fibers over [1, 0] and [0, 1] are two copies of CP 1 glued
together along [0, 1] and [1, 0]. The fibers over other points are CP 1. The following three open sets
cover T .
Ba = {([z1, z2], [1, w], [v, 1]) ∈ T ||w| < 1, |v| < 1} = {([z1, z2], w, v) ∈ CP
1×D×D|z1w = z2v};
Bb = {([z1, z2], [w, 1], [1, v]) ∈ T ||w| < 1, |v| < 1} = {([z1, z2], w, v) ∈ CP
1×D×D|z1v = z2w};
B0 = {([z1, z2], [w1, w2], [v1, v2])∈CP
1×CP 1×CP 1|z1w2v2=z2v1w1, (w2,v1) 6=(0, 0), (w1,v2) 6=(0, 0)}.
Then
Ba ∩ B0 = {([z1, z2], [1, w], [v, 1]) ∈ CP
1 ×D ×D|0 < |w| < 1, 0 < |v| < 1, z1w = z2v},
Bb ∩ B0 = {([z1, z2], [w, 1], [1, v]) ∈ CP
1 ×D ×D|0 < |w| < 1, 0 < |v| < 1, z1v = z2w}.
The projections from Ba ∩ B0 and Bb ∩ B0 to their first components determine two (non-trivial)
annulus bundles. Let D0 := {[1, z] ∈ CP 1||z| ≤ 1} and D∞ := {[z, 1] ∈ CP 1||z| ≤ 1}, then
CP 1 = D¯0 ∪S1 D¯∞. Trivialize the two annulus bundles over D0 and D∞ by:
ψa0,0 : Ba ∩ B0|D¯0 → D¯0 × S
1 × (0, 1), ψa0,0([1, z], [1, ze
s+it], [es+it, 1]) := ([1, z], eit, es),
ψa0,∞ : Ba ∩ B0|D¯∞ → D¯∞ × S
1 × (0, 1), ψa0,∞([z, 1], [1, e
s+it], [zes+it, 1]) := ([z, 1], eit, es);
ψb0,0 : Bb ∩B0|D¯0 → D¯0 × S
1 × (0, 1), ψb0,0([1, z], [e
s+it, 1], [1, zes+it]) := ([1, z], eit, es),
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ψb0,∞ : Bb ∩B0|D¯∞ → D¯∞)× S
1 × (0, 1, ψb0,∞([z, 1], [ze
s+it, 1], [1, es+it]) := ([z, 1], eit, es).
Post-compose ψa0,0 and ψa0,∞ with the projection to the third component (0, 1), we get a continuous
function la : Ba ∩ B0 → (0, 1). Note that the two maps are consistent on the boundaries because
|z| = 1 for z ∈ ∂D¯0 or ∂D¯∞. Similarly there is a map lb : Bb ∩B0 → (0, 1).
To make the glueing of groupoids simple, we need to shrink Ba, B0 and Bb slightly. Denote
Bˇa = Ba \ l
−1
a ([
1
2
, 1));
Bˇb = Bb \ l
−1
b ([
1
2
, 1));
Bˇ0 = B0 \ (l
−1
a ((0,
1
N
]) ∪ l−1b ((0,
1
N
])).
0 ∞CP
1
D0 D∞
Bˇ0
Bˇa
Bˇb
FIGURE 3. Decomposition of T .
Thus ψa0,0 restricts to a diffeomorphism from Bˇa ∩ Bˇ0|D¯0 to D¯0 × S1 × ( 1N ,
1
2
), ψa0,∞ restricts
to a diffeomorphism from Bˇa ∩ Bˇ0|D¯∞ to D¯∞ × S1 × ( 1N ,
1
2
), ψb0,0 restricts to a diffeomorphism
from Bˇb ∩ Bˇ0|D¯0 to D¯0× S1× (
1
N
, 1
2
), and ψb0,∞ restricts to a diffeomorphism from Bˇb ∩ Bˇ0|D¯∞ to
D¯∞ × S1 × (
1
N
, 1
2
).
Let ϑ : [0, 1] → [0, 1] be a smooth function such that for a small δ > 0, ϑ(r) = 1 when
r > 1 − δ, ϑ(r) = 0 when r < 1− 2δ. Let γα, γ−β be two smooth Hamiltonian loops representing
α, β−1 ∈ π1(Ham(X , ω)) respectively. Recall that there are stack maps γ˜α, γ˜−β : S1 × X → X
associated to γα, γ−β. Denote πS1 : D¯0 × S1 × ( 1N ,
1
2
) → S1 the projection to the S1 component.
Define πϑS1 : D¯∞×S1× (
1
N
, 1
2
)→ S1 by πϑS1([reiθ, 1], eit, es) = ei(t+ϑ(r)θ). Then the following two
stack maps:
(ψ−1a0,0)× (γ˜α ◦ (πS1, IdX )) : D¯0 × S
1 × (
1
N
,
1
2
)× X → Bˇ0 × X
(ψ−1a0,∞)× (γ˜α ◦ (π
ϑ
S1, IdX )) : D¯∞ × S
1 × (
1
N
,
1
2
)× X → Bˇ0 × X
differ by a 2-morphism on their overlap. Thus they can be glued into an embedding Bˇ0∩Bˇa×X →
Bˇ0 × X . Together with the trivial embedding Bˇ0 ∩ Bˇa × X → Bˇa × X we can glue Bˇa × X with
SEIDEL REPRESENTATION FOR SYMPLECTIC ORBIFOLDS 51
Bˇ0 ×X . Similarly Bˇb ×X can be glued to Bˇ0 ×X . We denote the resulting stack as Y . From the
construction there is an obvious projection π : Y → T .
Let US1 be the cover groupoid given by an atlas {U ′τ˜} of S1. If γα can be realized by a groupoid
morphism γα : US1 × GX → GX such that ∀g ∈ Mor(US1), the restriction γα|sg := (γα0 |s(g), γα1 |g) :
GX → G ′X and γα|tg := (γα0 |t(g), γα1 |g) : GX → GX are groupoid isomorphisms, and similarly γ−β
can be realized by a groupoid morphism γ−β : US1 × GX → GX with the same property, then the
above glueing of stacks can be realized by glueing of groupoids as follows. This is the case for all
circle actions of toric orbifolds, thus will be useful in [TW].
We introduce the following notation:
D¯∞ ×ϑ U
′
τ˜ := {([re
iθ, 1], ei(t−ϑ(r)θ)) ∈ D¯∞ × S
1|eit ∈ U ′τ˜}.
From the definition, we have
(5.2)
ψ−1a0,∞(∂D¯∞ ×ϑ U
′
τ˜ × (0, 1)) = ψ
−1
a0,∞({([e
iθ, 1], ei(t−θ)) ∈ D¯∞ × S
1|eit ∈ U ′τ˜} × (0, 1))
= {([eiθ, 1], [1, es+i(t−θ)], [es+i(t−θ+θ), 1])|eit ∈ U ′τ˜}
= {([1, e−iθ], [1, es+i(t−θ)], [es+it, 1])|eit ∈ U ′τ˜}
= ψ−1a0,0(∂D¯0 × U
′
τ˜ × (0, 1)).
Similarly
ψ−1b0,∞(∂D¯∞ ×ϑ U
′
τ˜ × (0, 1)) = ψ
−1
b0,0(∂D¯0 × U
′
τ˜ × (0, 1)).
Lemma 5.2. There exists an atlas {Uτ} of T , such that
(1) {Uτ ∩ Bˇa ∩ Bˇ0|D¯0} is an atlas of Bˇa ∩ Bˇ0|D¯0 , which coincides with {D¯0 × U ′τ˜ × ( 1N , 12)}
under ψa0,0.
(2) {Uτ ∩ Bˇa ∩ Bˇ0|D¯∞} is an atlas of Bˇa ∩ Bˇ0|D¯∞, which coincides with {D¯∞×ϑ U ′τ˜ × ( 1N , 12)}
under ψa0,∞.
(3) {Uτ ∩ Bˇb ∩ Bˇ0|D¯0} is an atlas of Bˇb ∩ Bˇ0|D¯0 , which coincides with {D¯0 × U ′τ˜ × ( 1N , 12)}
under ψb0,0.
(4) {Uτ ∩ Bˇb ∩ Bˇ0|D¯∞} is an atlas of Bˇb ∩ Bˇ0|D¯∞, which coincides with {D¯∞×ϑ U ′τ˜ × ( 1N , 12)}
under ψb0,∞.
Proof. For each open set U ′τ˜ = {eiθ|θ ∈ (c, d)}, by (5.2)
Uτ := ψ
−1
a0,0(D¯0 × U
′
τ˜ × (
1
N + 1
, 1)) ∪ ψ−1a0,∞(D¯∞ ×ϑ U
′
τ˜ × (
1
N + 1
, 1))
defines an open subset of T . Similarly, we define
Uτ ′ := ψ
−1
b0,0(D¯0 × U
′
τ˜ × (
1
N + 1
, 1)) ∪ ψ−1b0,∞(D¯∞ ×ϑ U
′
τ˜ × (
1
N + 1
, 1)).
The union of the two kinds of open set covers Bˇa ∩ Bˇ0 and Bˇb ∩ Bˇ0, and they satisfy the conditions
(1)–(4). It is easy to see that there are three open sets such that
• they are disjoint from Bˇa ∩ Bˇ0 and Bˇb ∩ Bˇ0;
• these three open sets together with the collection of open sets constructed above form an
atlas of T .
The proof of the lemma is thus complete. 
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Denote by GT the cover groupoid of T determined by the above atlas. The mapsψa0,0, ψa0,∞, ψb0,0,
and ψb0,∞ induce four groupoid isomorphismsψa0,0 = (ψ0a0,0, ψ1a0,0),ψa0,∞ = (ψ0a0,∞, ψ1a0,∞),ψb0,0 =
(ψ0b0,0, ψ
1
b0,0), and ψb0,∞ = (ψ0b0,∞, ψ1b0,∞).
Now define
GY := (GT |Bˇa × GX ) ⊔ (GT |Bˇ0 × GX ) ⊔ (GT |Bˇb × GX )/ ∼,
where ∼ is given by the glueing maps
gla0 = (gl
0
a0, gl
1
a0) : GT |Bˇa∩Bˇ0 × GX ⊂ GT |Bˇa × GX → GT |Bˇa∩Bˇ0 × GX ⊂ GT |Bˇ0 × GX ,
glb0 = (gl
0
b0, gl
1
b0) : GT |Bˇb∩Bˇ0 × GX ⊂ GT |Bˇb × GX → GT |Bˇb∩Bˇ0 × GX ⊂ GT |Bˇ0 × GX ,
defined below :
Definition 5.3. The glueing map gla0 is defined by:
(1) Restricted to GT |Bˇa∩Bˇ0|D¯0 × GX :
Ob: For ξ ∈ Ob(GT ) s.t. ψ0a0,0(ξ) = ([1, z], eit, es) and x ∈ Ob(GX ), set gl0a0(ξ, x) := (ξ, x′)
where x′ = γα0 (t, x).
Mor: For η ∈ Mor(GT ) s.t. ψ1a0,0(ξ) = ([1, z], eitˆ, es) and y ∈ Mor(GX ), set gl1a0(η, y) :=
(η, y′) where y′ = γα1 (tˆ, y).
(2) Restricted to GT |Bˇa∩Bˇ0|D¯∞ × GX :
Ob: For ξ ∈ Ob(GT ) s.t. ψ0a0,∞(ξ) = ([reiθ, 1], eit, es) and x ∈ Ob(GX ), set gl0a0(ξ, x) :=
(ξ, x′) where x′ = γα0 (t+ ϑ(r)θ, x).
Mor: For η ∈Mor(GT ) s.t. ψ1a0,∞(ξ) = ([reiθ, 1], eitˆ, es) and y ∈Mor(GX ), set gl1a0(η, y) :=
(η, y′) where y′ = γα1 (tˆ+ ϑ(r)θ, y).
The glueing map glb0 is defined by:
(1) Restricted to GT |Bˇb∩Bˇ0|D¯0 × GX :
Ob: For ξ ∈ Ob(GT ) s.t. ψ0b0,0(ξ) = ([1, z], eit, es) and x ∈ Ob(GX ), set gl0b0(ξ, x) := (ξ, x′)
where x′ = γ−β0 (t, x).
Mor: For η ∈ Mor(GT ) s.t. ψ1b0,0(ξ) = ([1, z], eitˆ, es) and y ∈ Mor(GX ), set gl1b0(η, y) :=
(η, y′) where y′ = γ−β1 (tˆ, y).
(2) Restricted to GT |Bˇb∩Bˇ0|D¯∞ × GX :
Ob: For ξ ∈ Ob(GT ) s.t. ψ0b0,∞(ξ) = ([reiθ, 1], eit, es) and x ∈ Ob(GX ), set gl0b0(ξ, x) :=
(ξ, x′) where x′ = γ−β0 (t+ ϑ(r)θ, x).
Mor: For η ∈Mor(GT ) s.t. ψ1b0,∞(ξ) = ([reiθ, 1], eitˆ, es) and y ∈Mor(GX ), set gl1b0(η, y) :=
(η, y′) where y′ = γ−β1 (tˆ + ϑ(r)θ, y).
By the construction, one can check that the above definition is consistent on overlaps. Thus the
two glueing maps gla0 and glb0 are well-defined.
Now we obtain from GY an orbifiber bundle π : Y → T with fiber X . Denote by κ : T → CP 1
the projection to the first component. The composition pr := κ◦π : Y → CP 1 is again an orbifiber
bundle whose fiber is E̟ away from [0, 1] and [1, 0], while over [0, 1] and [1, 0] we get two singular
fibers which are unions of Eα and Eβ meeting along a fiber X . By construction, Y carries a doubly
fibered almost complex structure J: restricted to a fiber of pr, it is an almost complex structure of
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E̟ (or Eα and Eβ); restricted to each fiber X , it is the almost complex structure J of X . Let j be the
complex structure on T , then π is j-J-holomorphic.
Recall the notation from Definition 2.51, for i = α, β,̟, let Ωi0 be the coupling form of Ei.
Lemma 5.4. There is a closed 2-form Ω0 on Y , such that
(1) for any [z1, z2] 6= [0, 1] or [1, 0] ∈ CP 1, there is a diffeomorphism Φ : pr−1([z1, z2]) → E̟
such that Ω0|pr−1([z1,z2]) = Φ∗Ω̟0 ;
(2) for [z1, z2] = [0, 1] or [1, 0] ∈ CP 1, there are two diffeomorphismsΨi : pr−1([z1, z2])|CP 1i →
Ei, i = α or β, such that Ω0|pr−1([z1,z2])|CP1
i
= Ψ∗Ωi0. Here |CP 1α and |CP 1β are used to denote
the restriction over the two copies of CP 1 of the singular fibers of κ : T → CP 1.
Proof. Let γα and γβ be two Hamiltonian loops representing α and β respectively. Denote by Hα
and Hβ the Hamiltonian functions of γα and γβ. Let
G−0 : D¯0 × S
1 × (
1
N
,
1
2
)× X → R, G−0 ([1, z], e
it, es, x) := ρ(es)Hαt ◦ γ
t
α(x),
G−∞ : D¯∞ × S
1 × (
1
N
,
1
2
)× X → R, G−∞([re
iθ, 1], eit, es, x) := ρ(es)Hαt+ϑ(r)θ ◦ γ
t+ϑ(r)θ
α (x),
G+0 : D¯0 × S
1 × (
1
N
,
1
2
)× X → R, G+0 ([1, z], e
it, es, x) := ρ(es)Hβt ◦ γ
t
β(x),
G+∞ : D¯∞ × S
1 × (
1
N
,
1
2
)× X → R, G+∞([re
iθ, 1], eit, es, x) := ρ(es)Hβt+ϑ(r)θ ◦ γ
t+ϑ(r)θ
β (x),
where ρ : D+(1 + δ) → [0, 1] is the same cutoff function as in Remark 2.52 of Section 2.5, and
γt•(−) = γ•(t,−).
On D¯0 × S1 × ( 1N ,
1
2
)×X , define
ωa,0 = ω − d′G−0 ∧ dt− ∂sG
−
0 ds ∧ dt.
On D¯∞ × S1 × ( 1N ,
1
2
)× X , define
ωa,∞ = ω − d′G−∞ ∧ dt− ∂sG
−
∞ds ∧ dt.
It is a direct computation to check that ωa,0 and ωa,∞ together define a closed 2-form ωa on (Bˇa ∩
Bˇ0)× X . Moreover, when |z| < 1 − 2δ, ωa = ω. Thus ωa can be extended to Bˇa ×X by defining
it as ω on Bˇa \ Bˇ0. We still denote this 2-form by ωa.
Similarly using G+0 and G+∞, we can define a closed 2-form ωb on Bˇb × X . On Bˇ0 × X , let
ω0 := ω.
Then as in Section 2.5, the three 2-forms ωa, ωb and ω0 can be glued into a closed 2-form on Y
which satisfies the required conditions. 
On the other hand it is an exercise to show:
Lemma 5.5. There is a closed 2-form ωT on T , such that
(1) for any [z1, z2] 6= [0, 1] or [1, 0] ∈ CP 1, ωT |κ−1([z1,z2]) = ωS2;
(2) for [z1, z2] = [0, 1] or [1, 0] ∈ CP 1, ωT |κ−1([z1,z2])|CP 1i = ωS2 , i = α or β.
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Thus we have a symplectic form on Y defined by ΩYc,c′ = Ω0 + cπ∗ωT + c′pr∗ωCP 1 for c as in
Section 2.5, and c′ > 0 large enough. A fiber of pr : Y → CP 1 together with the restriction of ΩYc,c′
to the fiber is symplectomorphic to either (E̟,Ω̟c ) or the union of (Eα,Ωαc ) and (Eβ,Ωβc ) with one
fiber X identified.
Let c̟ : E̟ → Y be the inclusion of the fiber at [z1, z2] 6= [0, 1] or [1, 0] ∈ CP 1, and let
σ ∈ Hsec(|E̟|,Z). The main reason for constructing Y is to use the moduli space M0,1(Y , cβ∗σ)
and its compactification in the proof of Proposition 5.1.
5.2. Proof of Proposition 5.1. From now on we use cap product “a” between homology and
cohomology instead of integral in the definition of Gromov-Witten invariants to emphasize the role
of evaluation maps. Note that this is actually how we understand integrals over Kuranishi spaces.
For twisted sectorsX(g1),X(g2),X(g) ofX , we write ev∗Mvσα,(g1), ev∗M
v
σβ ,(g2)
, andEv∗MvX ,A,(g−11 ,g,g−12 )
for the virtual fundamental classes associated to the moduli spacesM0,1(Eα, σα, (g1)),M0,1(Eβ, σβ, (g2)),
and M0,3(X , A, (g−11 , g, g−12 )) respectively. Now the left-hand side of (5.1) may be written as∑
σα♯σb+ι̟∗ A=σ
∑
j,k
(ev∗M
v
σα,(g1)
a ια∗ fj) · (ev∗M
v
σβ ,(g2)
a ιβ∗fk) · (Ev∗M
v
X ,A,(g−11 ,g,g
−1
2 )
) a (f j ⊗ f ⊗ fk)
=
∑
σα♯σβ+ι̟∗ A=σ
∑
j,k
(ev∗M
v
σα,(g1)
⊗ ev∗M
v
σβ ,(g2)
⊗ Ev∗M
v
X ,A,(g−11 ,g,g
−1
2 )
) a (ια∗ fj ⊗ ι
β
∗fk ⊗ f
j ⊗ f ⊗ fk)
=
∑
σα♯σβ+ι̟∗ A=σ
(ev∗M
v
σα,(g1)
⊗ ev∗M
v
σβ ,(g2)
⊗Ev∗M
v
X ,A,(g−11 ,g,g
−1
2 )
) a ((
∑
j
ια∗ fj ⊗ f
j)⊗ (
∑
k
ιβ∗fk ⊗ f
k)⊗ f)
=
∑
σα♯σβ+ι̟∗ A=σ
(ev∗M
v
σα,(g1)
⊗ ev∗M
v
σβ ,(g2)
⊗ Ev∗M
v
X ,A,(g−11 ,g,g
−1
2 )
) a (PD1(∆α)⊗ PD2(∆β)⊗ f).
In the last term, PD1 and PD2 denote the orbifold Poincare´ duals in Eα,(g1)×X(g−11 ) and Eβ,(g2)×
X(g−12 ) respectively. Let I : IX → IX be the involution which send (x, (g)) ∈ X(g) to (x, (g
−1)) ∈
X(g−1). Then ∆α, ∆β are defined to be
∆α := {(p, x) ∈ Eα,(g1) ×X(g−11 )|p = I ◦ ι
α(x)},
∆β := {(p, x) ∈ Eβ,(g2) ×X(g−12 )|p = I ◦ ι
β(x)}.
Let
M∆(σα, σβ , A)
be defined as
{(τα, τX , τβ) ∈M0,1(Eα, ι
α
∗σα)×M0,3(X , A)×M0,1(Eβ, ι
β
∗σβ)
| ev(τα) = I ◦ ι
α(ev0(τX )), ev(τβ) = I ◦ ι
β(ev2(τX ))}.
Note that M∆(σα, σβ, A) is a fiber product of moduli spaces. By [FOOO3, Remark A1.44(1)],
we may assume the evaluation maps are weakly subversive. Then the fiber product Kuranishi
structure onM∆(σα, σβ, A) is well-defined. Let ev∗[M∆(σα, σβ, A)]v ∈ H∗(X(g),Q) be the virtual
fundamental class defined by this Kuranishi space together with the evaluation map at the only
marked point where we do not take fiber product.
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Lemma 5.6.
(ev∗M
v
σα,(g1) ⊗ ev∗M
v
σβ ,(g2)
⊗ Ev∗M
v
X ,A,(g−11 ,g,g
−1
2 )
) a (PD1(∆α)⊗ PD2(∆β)⊗ f)
= ev∗[M
∆(σα, σβ, A)]
v
a f.
Proof. Denote the Kuranishi charts of M0,1(Eα, ια∗σα), M0,3(X , A) and M0,1(Eβ, ιβ∗σβ) by Vα, VX
and Vβ respectively. Let sα, sβ and sX be their transversal multi-sections. The Kuranishi chart of
the fiber product is by definition:
V ∆ := {(ηα, ηX , ηβ) ∈ Vα × VX × Vβ|ev(ηα) = I ◦ ι
α(ev0(ηX )), ev(ηβ) = I ◦ ι
β(ev2(ηX ))}.
Moreover s∆ := (sα, sβ, sX )|V ∆ is a transversal multi-section of the fiber product Kuranishi space.
Let ∩E2X 3 be the intersection product in Eα,(g1) × Eβ,(g2) × X(g−11 ) × X(g−12 ) × X(g), ∩X(g) the
intersection product in X(g), fˆ the Poincare´ dual of f in X(g). Then we have
(5.3)
(ev∗M
v
σα,(g1) ⊗ ev∗M
v
σβ ,(g2)
⊗Ev∗M
v
X ,A,(g−11 ,g,g
−1
2 )
) a (PD1(∆α)⊗ PD2(∆β)⊗ f)
= ev(s−1α (0))× ev0(s
−1
X (0))× ev(s
−1
β (0))× ev
−1
2 (s
−1
X (0))× ev1(s
−1
X (0)) ∩E2X 3 (∆α ×∆β × fˆ).
On the other hand
(5.4) ev∗[M∆(σα, σβ, A)]v a f = ev1(s−1∆ (0)) ∩X(g) fˆ .
Note that
(ev(ηα), ev0(ηX ), ev(ηβ), ev2(ηX ), ev1(ηX )) ∈ ∆α ×∆β × fˆ ,
if and only if
ev(ηα) = I ◦ ev0(ηX ), ev(ηβ) = I ◦ ev2(ηX ) and ev1(ηX ) ∈ fˆ ,
which is equivalent to
(ηα, ηX , ηβ) ∈ V
∆ and ev1(ηα, ηX , ηβ) ∈ fˆ .
Thus
ev(s−1α (0))× ev0(s
−1
X (0))× ev(s
−1
β (0))× ev
−1
2 (s
−1
X (0))× ev1(s
−1
X (0)) ∩E2X 3 (∆α ×∆β × fˆ)
= ev1(s
−1
∆ (0)) ∩X fˆ .
Together with (5.3) and (5.4), the proof is complete. 
Now we shall put the moduli spaces M∆(σα, σβ , A) and M0,1(E̟, σ, (g)) into a moduli space
associated to the big orbifold Y . Let ind : X → Y be the inclusion of the fiber of the orbifiber
bundle Y → T at the nodal point of the degenerate fiber CP 1♯CP 1. Recall that c̟ : E̟ → Y
is the inclusion of a fiber over [z1, z2] 6= [0, 1] or [1, 0]. We need to construct a suitable Kuranishi
structure on M0,1(Y , c̟∗ σ), and a suitable system of multi-sections.
Denote ME̟(Y) := {τ ∈ M0,1(Y , c̟∗ σ)|pr ◦ ev(τ) = [0, 1]}. Because of the choice of the
almost complex structures, this space can be identified with M0,1(E̟, σ, (g)). Choose a Kuranishi
structure on M0,1(E̟, σ, (g)) whose obstruction bundle is contained in the vertical direction as in
Section 3.3, denoted its induced Kuranishi structure on ME̟(Y) by {(Vˇ ̟i , E̟i ,Γ̟i , ψ̟i , s̟i )|i ∈
A̟}. Let s̟ be a system of multi-sections of this Kuranishi structure. Put Vˇ ̟ = ∪iVˇ ̟i .
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Let
M∆(Y) :=
⋃
σα♯σβ+ι̟∗ A=σ
M0,1(Y , c
α
∗σα)ev×ev0M0,3(Y , i
nd
∗ A)ev2×evM0,1(Y , c
β
∗σβ) ⊂M0,1(Y , c
̟
∗ σ).
It is easy to see thatM∆(Y) can be identified with
⋃
σα♯σβ+ι̟∗ A=σ
M∆(σα, σβ, A). The fiber product
Kuranishi structures on M∆(σα, σβ, A) induce a Kuranishi structure on M∆(Y). We denote this
Kuranishi structure by {(Vˇ ∆j , E∆j ,Γ∆j , ψ∆j , s∆j |j ∈ A∆}, and let s∆ be a system of multi-sections of
it. Denote Vˇ ∆ = ∪jVˇ ∆j .
Lemma 5.7. The moduli space M0,1(Y , c̟∗ σ) has a Kuranishi structure {(Vk, Ek,Γk, ψk, sk)|k ∈
A} such that:
(1) if s−1k (0)∩M∆(Y) 6= ∅, then Vk = D×D× Vˇ ∆j and Ek = D×D×E∆j for some j ∈ A∆;
(2) if s−1k (0) ∩ME̟(Y) 6= ∅, then Vk = D × Vˇ ̟i and Ek = D ×E̟i for some i ∈ A̟.
The above Kuranishi structure has a system of multi-sections s such that s|Vˇ ∆ = s∆ and s|Vˇ̟ = s̟.
Proof. This is because M∆(Y) and ME̟(Y) are closed and disjoint in M0,1(Y , c̟∗ σ), so the Ku-
ranishi charts over each can be chosen independently. 
Lemma 5.8.
∑
σα♯σβ+ι̟∗ A=σ
ev∗[M∆(σα, σβ, A)]v a f = ev∗[M0,1(Y , c̟∗ σ)]
v a ind∗ f.
Proof. Let fˆ : S → X(g) be a representative of the Poincare´ dual of f in X(g), then the identity
becomes: ∑
σα♯σβ+ι̟∗ A=σ
ev∗[M
∆(σα, σβ, A)]
v ∩X(g) fˆ = ev∗[M0,1(Y , c
̟
∗ σ)]
v ∩Y(g) i
nd
∗ fˆ .
Here ∩X(g) and ∩Y(g) are the intersection products in X(g) and Y(g) respectively.
An intersection on the right hand side is a pair (x, t) for x ∈ s−1(0), t ∈ S such that ev(x) =
ind ◦ fˆ(t). Then ev(x) ∈ ind(X(g)). By Lemma 5.7, x ∈ s−1∆ (0). Therefore we have a corresponding
intersection on the left hand side.
Conversely it is obvious that any intersection on the left hand side gives an intersection on the
right hand side.
Moreover the 1-1 correspondence preserves sign. Thus the identity holds. 
Lemma 5.9. ev∗[M0,1(Y , c̟∗ σ, (g))]v a ind∗ f = ev∗[M0,1(E̟, σ, (g))]v a ι̟∗ f.
Proof. The proof is similar to that of Lemma 5.8 using Lemma 5.7. 
By Lemma 5.6, Lemma 5.8 and Lemma 5.9, we find that the left-hand side of (5.1) is equal to∑
σα♯σβ+ι̟∗ A=σ
ev∗[M
∆(σα, σβ, A)]
v
a f = ev∗[M0,1(Y , c
̟
∗ σ, (g))]
v
a ind∗ f
= ev∗[M0,1(E̟, σ, (g))]
v
a ι̟∗ f,
which is the right-hand side of (5.1). The proof of Proposition 5.1 is thus complete.
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6. APPENDIX: CUTTING AND GLUEING OF GROUPOIDS
Let G be a groupoid, X = |G| the underlying topological space, Y a subset of X . Then the
restriction of G to Y , denoted by G|Y , is defined as follows:
Ob(G|Y ) := {x ∈ Ob(G) | [x] ∈ Y }
Mor(G|Y ) := { x
g // y ∈Mor(G) | [x] = [y] ∈ Y }
Assume that X is a manifold, X = Y1 ∪ Y2, Z := Y1 ∩ Y2 = ∂Y1 = ∂Y2 is a submanifold of X
of codimension one. Then G|Y1 and G|Y2 are called a cutting of G along Z.
Let G1 and G2 be two groupoids with boundaries. Namely for i = 1, 2, Ob(Gi) and Mor(Gi)
are manifolds with boundaries. Moreover, ∂Mor(Gi) ⇒ ∂Ob(Gi) is a full subgroupoid of Gi. Let
φ = (φ0, φ1) be a groupoid isomorphism from ∂Mor(G1) ⇒ ∂Ob(G1) to ∂Mor(G2) ⇒ ∂Ob(G2).
Then the glueing of G1 and G2 with respect to φ, denoted by G1 ⊔φ G2 is defined by:
Ob(G1 ⊔φ G2):= Ob(G1) ⊔Ob(G2)/ 〈x1 ∼ x2 i.f.f. φ0(x1) = x2 for xi ∈ ∂Ob(Gi), i = 1, 2〉 ,
Mor(G1 ⊔φ G2):=Mor(G1) ⊔Mor(G2)/ 〈r1 ∼ r2 i.f.f. φ0(r1) = r2 for ri ∈ ∂Mor(Gi), i = 1, 2〉 .
It is straightforward to verify that this defines a Lie groupoid.
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