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Abstract— Wireless networked control systems (WNCSs) pro-
vide a key enabling technique for Industry Internet of Things
(IIoT). However, in the literature of WNCSs, most of the
research focuses on the control perspective, and has considered
oversimplified models of wireless communications which do not
capture the key parameters of a practical wireless communication
system, such as latency, data rate and reliability. In this paper,
we focus on a WNCS, where a controller transmits quantized
and encoded control codewords to a remote actuator through
a wireless channel, and adopt a detailed model of the wireless
communication system, which jointly considers the inter-related
communication parameters. We derive the stability region of the
WNCS. If and only if the tuple of the communication parameters
lies in the region, the average cost function, i.e., a performance
metric of the WNCS, is bounded. We further obtain a necessary
and sufficient condition under which the stability region is n-
bounded, where n is the control codeword blocklength. We also
analyze the average cost function of the WNCS. Such analysis is
non-trivial because the finite-bit control-signal quantizer intro-
duces a non-linear and discontinuous quantization function which
makes the performance analysis very difficult. We derive tight
upper and lower bounds on the average cost function in terms of
latency, data rate and reliability. Our analytical results provide
important insights into the design of the optimal parameters to
minimize the average cost within the stability region.
Index Terms—Industrial Internet of Things, sensor-actuator
network, wireless networked control, mission-critical communi-
cations, performance analysis.
I. INTRODUCTION
Wireless networked control systems (WNCSs) have many
applications in industrial and building automation, intelligent
transportation systems and smart grid. This technology is
driven by recent advances in wireless communications, net-
working, sensing, computing, and control, as well as Industrial
Internet of Things (IoT) applications [1–8]. In general, a
WNCS is a spatially distributed control system consisting of
a dynamic plant, a set of sensors that measure and report
the plant state, a remote controller that collects the sensors’
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measurement and generates control signals, and a set of
actuators that control the plant based on the received control
signals. In contrast to the conventional NCSs using wired
communications that support high-rate, real-time and reliable
data transmission, a WNCS can only transmit sensors’ mea-
surement and the control signals through unreliable wireless
channels with relatively low signal-to-noise ratios (SNR), and
thus have limited communication performance in terms of
latency, data rate and reliability, which then impose constraints
on the performance of the WNCS.
In the literature on WNCSs, various models of wireless
communication systems have been investigated. A data-rate
theorem that states the minimum data rate needed to stabilize
a linear plant assuming a noiseless communication system
with a limited data rate was derived in [9]. The stability
condition in terms of the SNR was investigated in [10, 11]
assuming coding-free (analog) communications. The stability
conditions in terms of the packet dropout probability have
been derived in [12] assuming an infinite data rate (i.e.,
zero quantization error) and independent and identically dis-
tributed (i.i.d.) packet dropouts. Based on this assumption,
an optimal retransmission scheduling problem and an optimal
sensing-control transmission scheduling problem of WNCSs
were investigated in [13] and [14]. In addition, multi-WNCS
scheduling problems were investigated in [15–19]. In [20],
a linear scalar WNCS was considered, taking into account
independent communication parameters.
All the models of wireless communication systems con-
sidered in [9–14, 21] are valid under restrictive (and often
unrealistic) assumptions and do not simultaneously consider
the effect of latency, data rate and reliability, i.e., the three
performance parameters of a high fidelity model for practical
wireless communication systems. In [20], the effect of the
interrelation between the communication parameters on the
WNCS was ignored. However, it is well-known that in a
communication system, these parameters are inter-related, i.e.,
one cannot freely change one parameter without affecting
others [22]. This naturally leads to joint parameter design
problems in WNCSs, which have not been considered in the
open literature. Furthermore, the control performance in terms
of average cost function of a WNCS with quantization and
channel-coding methods remains largely unknown. Thus, the
optimal design of the communication parameters to minimize
the average cost of a control system in addition to stabilizing
it, is still an open problem even for a scalar system.
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In this paper, we focus on a scalar WNCS [10, 11, 20],
where the controller sends control signals through an additive
white Gaussian noise (AWGN) channel to the actuator which
controls the plant system [12–14, 21]. Our target is to obtain
the stability region of the plant in terms of the inter-related
communication parameters and analyze the average cost func-
tion of the plant within the stability region.
The main contributions are summarized as follows:
• We investigate a WNCS with an ideal control and quan-
tization method, where the controller and the actuator
can utilize all the historical control and communication
state information for control-signal quantization and de-
quantization. We derive the stability region of the plant
in terms of the channel-coding blocklength n and the
data rate R based on the data-rate theorem [20] and the
finite blocklength information theory [23]. The average
cost function of the WNCS is bounded if and only if
the tuple of communication parameters lies within the
stability region. We further derive the necessary and
sufficient condition under which the stability region is n-
bounded. The result shows an important counter-intuitive
finding: the plant can be stabilized with an arbitrarily
large blocklength (i.e., a large latency) as long as the
SNR of the wireless channel is greater than a certain
value determined by the control-system parameters.
• We investigate a WNCS with a practical control and
quantization method where the controller and the actuator
can only utilize the current control and communication
state information for quantization and de-quantization.
Specifically, we adopt a zooming quantizer that can
adaptively change its quantization range. We derive the
necessary and sufficient condition of the existence of
a zooming quantizer in terms of the channel-coding
blocklength n and the data rate R. The pre-quantized
control signal is always within the quantization range if
and only if the condition is satisfied.
• For the practical WNCS, we derived the stability region
and obtain the necessary and sufficient condition under
which the stability region is n-bounded. We also analyze
the average cost function of the WNCS, which is non-
trivial. This is because the finite-bit control-signal quan-
tizer introduces a non-linear and discontinuous quantiza-
tion function which makes the performance analysis very
difficult. We derive closed-form upper and lower bounds
of the average cost function in terms of the communi-
cation parameters. Also, we show that the gap between
the bounds is negligible when n is large, and the upper
bound is tight even when n is small. Our performance
analysis helps to explain the above mentioned counter-
intuitive finding: even though a plant can be stabilized
with an arbitrarily large n, the average cost of the system
is arbitrarily large and is not desirable.
The remainder of the paper is organized as follows: Sec. II
describes the WNCS, where the controller sends quantized and
coded control signal to the actuator to control the dynamic
Plant
xt+1=axt+ but+ wt
Controller
Actuator Sensor
µ˜t
xt
ut
Backward Channel
Feedback Channel
Forward Channel
st
Fig. 1: An illustration of the WNCS, where xt, µ˜t, ut, st and
wt are the plant state, the control signal, the control action,
the feedback signal and the disturbance at time t, respectively.
a and b are the parameters of the plant system.
plant. Sec. III establishes the fundamental stability condition
of the WNCS in terms of the communication parameters
under the assumption that the quantizer can utilize all the
historical control and communication state information and
ideally require infinite memory. In Sec. IV-V, we investigate a
WNCS with practical control and quantization methods with
limited memory, and derive the stability condition and analyze
the average cost function of the WNCS. Finally, Sec. VI
concludes this work.
Notation: Z0 and Z+ denote the set of non-negative and
positive integers, respectively. R and C are the sets of real
and complex numbers, respectively. Xt denotes a random
process, and xt denotes its realization. Pr[·] and E[·] denote
probability and expectation operators. lim sup is the limit
superior operator.
II. SYSTEM MODEL
We focus on a linear time-invariant (LTI) discrete-time scalar
WNCS [10, 11, 20] consisting of a dynamic unstable plant,
an actuator, a wireless sensor, a remote controller, a forward
(i.e., sensor-to-controller) and a backward (i.e., controller-to-
actuator) digital channels, as shown in Fig. 1. In general, based
on the plant state information sent by the sensor through the
forward channel, the controller generates an analog control
signal, which is then quantized and coded by the quantizer
and the channel-coding module, respectively. Then, the coded
control signal (i.e., a sequence of control-information-carrying
symbols) is sent to the actuator through the backward channel,
and the actuator controls the plant and sends a feedback signal
to the controller through the feedback channel.
We assume that the sensor and the controller are collocated,
while the actuator and the controller are dislocated, and
thus only focus on the backward communication channel.
In other words, it is assumed that the state information of
the plant is perfectly known by the controller without any
delay [10, 11, 24–26]. However, in order to send the control-
information bearing signal to the actuator through a band-
limited wireless channel with the constraints of latency, data
rate and reliability, the controller needs to perform adaptive
quantization (i.e., source coding) and channel coding. For low-
mobility industrial control applications, the communication
channel is static, and thus the backward channel can be
modeled as an AWGN channel [12–14, 21].2 For simplicity,
we assume that the discrete time step (i.e., the sampling
period) of the dynamic system is equal to the symbol duration
of the backward information transmission [20].
The dynamic plant system, communications through AWGN
backward channel, quantization and control policy are de-
scribed as follows.
A. Dynamic Plant System
The sensor periodically measures and sends the state of the
dynamic system (i.e., the plant) to the controller, which utilizes
such information to generate and send control signals to the
actuator to stabilize the plant. We consider a scalar discrete-
time plant model described by [10, 11, 20]
xt+1 = axt + but + wt, ∀t ∈ Z0, (1)
where xt ∈ R is the plant state at t, ut ∈ R is the control
action imposed by the actuator. We assume that the initial state,
x0, has bounded support, i.e., x0 ∈ (−x0,max, x0,max). The
i.i.d. process wt with zero mean and variance σ2W is the plant
disturbance, and wt ∈ (−wmax, wmax). The real numbers a
and b are the parameters of the system. Specifically, we assume
that |a| > 1 implies that the plant is open-loop unstable, i.e.,
the plant state grows up unbounded exponentially fast without
the control input ut.
B. Communications Through AWGN Backward Channel
Consider a communication system with a fixed transmission
rate and finite number of alphabet inputs. From time t = 0,
the transmitter (i.e., the controller) starts sending channel code-
words every n slots to the receiver (i.e., the actuator), where
n is the blocklength of a codeword. We denote a codebook
with 2nR codewords by C , {c1, c2, ..., c2nR}, where R is
the data rate (which is also known as the coding rate) and
ci ∈ Cn, ∀i. The codebook is known by both the transmitter
and the receiver. The average decoding-error probability of this
channel coding scheme through an AWGN channel is denoted
as . Thus, the codebook, C, can be denoted as an (n,R, )
code from an information-theoretic perspective [23].
Let C˜(·) denote the channel coding function that maps the
index into the set C. Let µt+nt+1 ∈ C denote the output codeword
of the channel encoder C˜(·) that is transmitted in n time slots
from t+ 1, where the notation zkn represents the sequence of
zi from n to k.
We make the following assumption:
Assumption 1. The receiver knows whether the previous and
current codewords have been correctly decoded or not, and
the receiver discards the codeword once a decoding error
occurs [12].
Note that the error detection can be realized by adding a few
redundant symbols for cyclic redundancy check (CRC). As we
2The fading channel scenario will be investigated in our future work.
only focus on the information-carrying symbols in this work,
the length of the CRC symbols is ignored for tractability3. The
receiver sends a one-bit feedback to the transmitter through a
perfect feedback channel, which indicates the correct/incorrect
decoding. Let st indicate the correct/incorrect decoding of a
codeword at time slot t, as illustrated in Fig. 1. If a codeword
is correctly decoded at t, st = 1; otherwise, st = 0. Note that
such feedback information is only utilized for quantization
and control-signal generation rather than channel coding. As
proved in [27], in the finite blocklength scenario, the achiev-
able data rate with a feedback can only improve at most 2−3
bits per block when n > 10 compared with the non-feedback
case.
Following the finite-blocklength information theory [23], the
channel capacity C and the channel dispersion ν are defined
as
C = log2 (1 + SNR) , (2)
ν = SNR
2 + SNR
(1 + SNR)2
(log2 e)
2
, (3)
where SNR is the SNR at the actuator and e ≈ 2.718 is
the Euler’s number. Given the reliability (i.e., ) and latency
(i.e., n) requirement, the maximum achievable data rate is
approximated for n ≥ 100 as [23]
R ≈ C −
√
ν
n
Q−1 () , (4)
where Q(x) = 12pi
∫∞
x
exp
(
−u22
)
du and Q−1(·) is the
inverse function of Q(·). Thus, (4) demonstrates a design
tradeoff between the latency, the reliability and the data rate
(i.e., R); given the data rate and latency requirement, the min-
imum achievable decoding-error probability is approximated
as
 ≈ Q
(√
n
ν
(C −R)
)
. (5)
C. Quantization and Control
We consider a general control-information quantizer
Q˜t (xt0, µt1, st1) ∈ {1, 2, · · · , 2nR},∀t = kn, k ∈ Z0, which
generates and quantizes the control signal based on all the
previous and current plant states, control codewords, and
detection feedback [9, 20]. Then, the index of the quantized
control signal is passed to the channel encoder, and the output
of the channel encoder from time t+ 1 to t+n is represented
as
µt+nt+1 = Et
(
xt0, µ
t
1, s
t
1
)
, C˜
(
Q˜t
(
xt0, µ
t
1, s
t
1
))
,∀t = kn, k ∈ Z0
(6)
where Et(·) can be treated as the encoder at the controller for
quantization and channel coding.
The decoder at the actuator is given as
ut = Dt
(
µt1  st1
)
,∀t = kn, k ∈ Z+ (7)
3Although the CRC can never be 100% correct in a wireless environment
with unbounded noise, in the high SNR scenario the detection success rate
can be made arbitrarily high and can be ignored.
where ut ∈ R is the actuator’s decoded and de-quantized
control signal (i.e., the control action), µt1 st1 only keeps the
correctly detected parts in µt1, and the decoding function Dt(·)
depends on all the previous and current control codewords that
have been detected correctly.
Remark 1. For the WNCS in (1) with the channel coding
scheme described in Sec. II-B, and the quantization and
control policy in (6) and (7), the data rate R and codeword
blocklength n jointly determine the quantization resolution of
the control signal, the blocklength n determines the control
latency (and frequency), and the decoding-error probability 
determines the transmission reliability of the control signal.
Therefore, the control performance of the WNCS depends on
(n,R, ).
Note that the general encoder and decoder in (6) and (7)
utilizing all the historical information ideally require infinite
memory for control-information encoding and decoding. We
will consider the stability condition of the WNCS without
encoder/decoder memory constraint, and investigate a practical
WNCS with memory constraint in the sequel.
III. STABILITY REGION OF THE WNCS WITHOUT
MEMORY CONSTRAINT
In this section, we focus on the necessary and sufficient
conditions for stabilizing the plant system (1) in the mean-
square sense, which is defined as [9–11, 14, 20, 26, 28]
lim sup
t→∞
E
[
|xt|2
]
<∞, (8)
for any initial state x0 ∈ (−x0,max, x0,max). The long-term
average cost of the stabilized plant state in the mean-square
sense is defined as [9, 20]
A , lim sup
t→∞
E
[
|xt|2
]
. (9)
Note that the average cost of the plant indicates the mean-
square error (MSE) performance of the plant state. For exam-
ple, we consider a speed control problem of an automated
guided vehicle (AGV) in IIoT applications. Let x′(t) and
v˜ denote the real speed at time t and the default speed,
respectively. Thus, xt , x′t − v˜ denotes the error of speed
at time t. Then, the MSE of the speed at t is E
[
|xt|2
]
.
When considering the long-term performance of the speed-
control process, lim supt→∞ E
[
|xt|2
]
can be treated as an
upper bound of the long-term average MSE [9, 20].
Based on the same approach adopted in [20], we can obtain
the following stability condition:
Lemma 1. Given the channel coding scheme in Sec. II-B,
and the quantization and control policy in (6) and (7), the
necessary and sufficient condition for stabilizing the plant (1)
in the mean-square sense (8) is:
a2n + (1− ) a
2n
22nR
< 1. (10)
Proof. See Appendix A 
As described in Sec. II-B, n and R are the key design
parameters of the codebook for channel coding, while  can
be treated as a performance measure of the codebook. Thus,
we consider a family of optimal channel codes (n,R) that
achieves the minimum error probability in (5). Thus, we have
the following definition.
Definition 1 (Stability Region). Given the channel coding
scheme in Sec. II-B, and the quantization and control policy
in (6) and (7), the stability region of the plant (1), is the
set of the communication parameters (n,R) of the optimal
channel codes such that the plant is stabilized in the mean-
square sense (8).
Based on Definition 1, by taking (5) into Lemma 1, we
have the stability region of the plant in terms of the design
parameters (n,R) of the communication system.
Corollary 1. Assuming sufficiently large blocklength, the
stability region of the plant (1) is approximated as
S :=
{
(n,R) : Q
(√
n
ν
(C −R)
)
a2n
+
(
1−Q
(√
n
ν
(C −R)
))
a2n
22nR
< 1,∀n ∈ Z+, R > 0
}
.
(11)
Remark 2. If a pair (n,R) ∈ S, there exist a channel coding
scheme C and a pair of encoder-decoder (Et,Dt) that stabilize
the plant. Otherwise, the plant cannot be stabilized.
From Corollary 1, we have the the following property of
the stability region.
Proposition 1. Assume the stability region is not empty based
on Corollary 1. If log2 a ≥ C−2
√
ν ln a, the two-dimensional
stability region is n-bounded, otherwise, the region is n-
unbounded when R ∈
(
log2 a,C − 2
√
ν ln a
)
.
Proof. See Appendix B. 
By using Corollary 1, the stability regions with different
SNR conditions are plotted in Fig. 2. From Proposition 1, the
stability region is n-bounded when SNR ≤ 10.3 dB, which has
been verified in Fig. 2 that the region with SNR = 10 dB is n-
bounded, while the regions with SNR = 11 dB and 20 dB are
n-unbounded within the R-interval of
(
log2 a,C − 2
√
ν ln a
)
.
Remark 3. From Proposition 1, an n-unbounded stability
region suggests that the plant can be stabilized even with an
arbitrarily large latency caused by channel coding.
Based on the definitions in (2) and (3), it can be proved that
C − 2√ν ln a monotonically increases from zero to infinity
as SNR increases. Therefore, in Proposition 1, the stability
region is n-unbounded if and only if the SNR is greater than
the one yielding the equality in Proposition 1, i.e., log2 a =
C − 2√ν ln a.
Intuitively, since a long blocklength introduces a large delay
for control, it seems that the plant cannot be stabilized.
However, the stability region result indicates that the plant
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Fig. 2: The stability region of a plant in terms of the data rate and the
blocklength, where a = 2.1 and b = 1. The bounded dark colored
region and the unbounded moderate and light colored regions are
plotted at SNR = 10, 11 and 20 dB, respectively.
can be stabilized with an arbitrarily large blocklength as long
as the SNR is larger than a certain value determined by the
parameter of the plant. In the rest part of the paper, we can
explain this counter-intuitive result based on the performance
analysis of the WNCS.
IV. MODELING OF A PRACTICAL WNCS
In the previous section, although we have obtained the stability
region of the plant with ideal quantization/de-quantization
method that utilizes the historical information and requires
infinite memory, it is still unclear how to optimally design the
parameters within the stability region such that the average
cost of the WNCS is minimized. The main difficulty is due to
the fact that the average cost function does not have an explicit
expression in terms of n and R, as a finite-bit quantizer can
always introduce a non-linear and discontinuous quantization
function which makes the performance analysis of the dynamic
process xt in the mean-square sense not only difficult but
impossible.
In this section, we focus on the WNCS with practical
control and quantization methods that only depend on the
current status of the WNCS and require small memory for
encoding and decoding at the controller and the actuator.
Such a practical WNCS will also enable tractable control-
performance analysis of the average cost function.
A. Control Policy
Let µ˜t denote the control signal generated at time t and
expected to be received by the actuator at time t + n due to
the transmission latency. We adopt the commonly used linear-
quadraticGaussian (LQG) method for generating the control
signal µ˜t [12], i.e.,
µ˜t = κxˆt+n, (12)
where κ = −a/b for the scalar system (1) and xˆt+n is the
estimated system state at time (t+ n).
We assume that the actuator adopts a zero-hold strategy [12–
14, 21]: the actuator controls the plant only in the time slot in
which a received codeword has been decoded, and does not
control the plant in the other time slots by letting the control
signal to be equal to zero. This assumption is also motivated
by the data integrity requirement in the industrial control
applications. In other words, the actuator cannot estimate the
plant state nor generate control action by itself and can only
control the plant when it receives the control signal.
Since there is no control action between t and t + n, the
optimal state estimation can be obtained from (1) as [13, 21,
25]
xˆt+n = a
n−1xˆt+1
= an−1 ×
{
axt t= kn, k∈ Z0, st= 0,
(axt + but) t= kn, k∈ Z0, st= 1.
(13)
Taking (13) into (12), the control signal at the controller
before quantization can be written as
µ˜t =

−an+1b xt, t= kn, k∈ Z0, st= 0
−anb (axt + but) , t= kn, k∈ Z0, st= 1
0, else.
(14)
Then, the generated control codeword at time kn, which will
be transmitted from (t+ 1) to (t+ n), is given as
µt+nt+1 = C˜
(
Qˆ (µ˜t)
)
, cQˆ(µ˜t), (15)
where the function Qˆ(·) outputs the index number of the quan-
tized signal, and C˜(·) and ci have been defined in Sec. II-B.
Therefore, the actuator’s control action can be written as
ut = D(µtt+1−n) ,
{
µ˜t−n + vt, t = kn, k ∈ Z+, st = 1,
0, else,
(16)
where vt is the quantization noise caused by the (nR)-bit
quantizer at time t− n.
Fig. 3 illustrates the plant state controlled by the control
codewords with correct and incorrect decoding. It is clear that
if a consecutive incorrect detection occurs, the absolute value
of the plant state can be very large, while if a correct detection
occurs, the plant state can be close to zero. Thus, the value of
the control signal in (14) has a large range. To handle the
quantization of the wide-range dynamic signal, we need a
quantizer that can adaptively change its quantization range.
B. Construction of a Zooming Quantizer
We consider a value-independent zooming quantizer with
two construction steps:
xt
t
Correct Correct Incorrect Correct Correct
Fig. 3: Illustration of the plant state, xt, and the correctness
of the codeword decoding, when n = 3.
First, the 2nR-step uniform quantizer with the range
(−H,H) is defined as
QH(x) =

(
k − 1
2
)
∆, if x ∈ [(k − 1)∆, k∆)(
−k + 1
2
)
∆, if x ∈ [−k∆, (−k + 1)∆)
0, else
(17)
where ∆ = H/2nR−1 and k = 1, 2, ..., 2nR−1.
Second, the quantization-range updating rule is defined as
Ht+1 =

LHt, t = kn, k ∈ Z+, st = 0
max
{
Ξ(0),
1
L
Ht
}
, t = kn, k ∈ Z+, st = 1
Ht, else,
(18)
where (−Ξ(0),Ξ(0)) is the minimum quantization range, and
L is the scaling factor of the quantization-range updating rule.
In other words, the quantization range enlarges and shrinks
when incorrect and correct control codewords are detected,
respectively. Assuming that Ξ(0), L and the initial quantization
range (−H0, H0) are known by both the controller and the
actuator, they can update the quantizer in a synchronous
manner based on the shared information st,∀t.
Therefore, this zooming quantizer is defined as QHt(·).
Note that the pre-quantized control signal µ˜t,∀t = kn, is
quantized by QHt(·) with the quantization range (−Ht, Ht).
Furthermore, it is easy to see that the quantization-range
updating forms a Markov chain with the states Ξ(i) ,
LiΞ(0),∀i ∈ Z0, and the state transition probability is defined
as
Pr[Ht+n = Ξ(j)|Ht = Ξ(i)] =

1− , i ≥ 0, j = [i− 1]+
, i ≥ 0, j = i+ 1
0, else
(19)
where [z]+ , max{z, 0}. The stationary distribution of the
Markov chain can be calculated as
Φi , Pr[Ht = Ξ(i)] =
(

1− 
)i
1− 2
1−  . (20)
In what follows, we analyze the condition of the existence
of the zooming-quantizer such that the control signal before
quantization, µ˜t, is always within the quantization range
(−Ht, Ht), i.e.,
−Ht < µ˜t < Ht. (21)
and
− Ht
2nR−2
< vt <
Ht
2nR−2
. (22)
C. The Existence of a Zooming Quantizer
Taking (14) and (16) into (1), the plant state at t + n can
be written as
xt+n = a
n−1 (axt + but + wt) + an−2wt+1 + · · ·+ wt+n
= an−1 (axt + but) +
n−1∑
i=0
an−1−iwt+i
, xˆt+n + ωt+n,
(23)
where
− ωmax < ωt+n < ωmax, (24)
and
ωmax , wmax
n−1∑
i=0
an−i = wmax
an − 1
a− 1 . (25)
Based on (14) and (23), we have
xˆt+n =

anx0, t = 0
an (xt − xˆt) + an−1bvt
= anωt + a
n−1bvt,
t = kn, k ∈ Z+, st = 1
anxt =a
n (xt − xˆt)+anxˆt
= anωt + a
n−1b
(a
b
xˆt
)
,
t = kn, k ∈ Z+, st = 0
(26)
Furthermore, to satisfy the quantization-range updating rule
(18), we have the following conditions:
If t = 0,−a
b
xˆt+n ∈ (−H0, H0);
If t = kn, k ∈ Z+, st = 0, −a
b
xˆt+n ∈ (−LHt, LHt);
If t=kn, k ∈ Z+, st=1 and Ht>Ξ(0),−a
b
xˆt+n∈
(
−Ht
L
,
Ht
L
)
;
If t=kn, k ∈ Z+, st=1 and Ht=Ξ(0),−a
b
xˆt+n∈(−Ξ(0),Ξ(0));
(27)
which can be simplified based on (26) as
H0 >
an+1
b
x0,max
(L− an) Ξ(0) > a
n+1
b
an − 1
a− 1 wmax(
1− L a
n
2nR−2
)
Ξ(0) >
an+1
b
an − 1
a− 1 wmax.
(28)
Without loss of generality, the initial quantization range can
be set as the minimum range in (18) that satisfies the first
condition in (28), i.e.,
H0 = Ξ
(⌈
logL
(
an+1x0,max
bΞ(0)
)⌉)
. (29)
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Fig. 4: Illustration of the patterns.
Therefore, the condition (28) can be satisfied as long as
Ξ(0) is sufficiently large and there exists L such that
an < L <
2nR−2
an
. (30)
After simplification, we have the following result.
Proposition 2. The necessary and sufficient condition of the
existence of a zooming quantizer QHt(·) for which the pre-
quantized signal is always within the quantization range, is
given by
n >
2
R− 2 log2 a
, and R > 2 log2 a. (31)
Although the condition introduced by the zooming-
quantizer in Proposition 2 is independent of the error prob-
ability, the stability condition still depends on it as discussed
in the following section.
V. STABILITY AND PERFORMANCE ANALYSIS OF THE
PRACTICAL WNCS
A. Stability Condition and Performance Analysis
Before we proceed further, we need the following defini-
tions/properties:
1) We divide the time into patterns each consisting of n
consecutive time slots. Pattern j, j ∈ Z0, is defined as
the (j + 1) th consecutive n time slots after the previous
correct decoding of a codeword, as illustrated in Fig. 4.
2) The patterns forms an infinite state discrete Markov
chain, and the stationary probability of pattern j can be
derived as
Ψj , Pr[Pattkn = j] = (1− )j ,∀j ∈ Z0. (32)
Since the last state in each patten has the largest variance, to
analyze the mean-square stability condition (8), we only need
to analyze the down-sampled random process Xkn,∀k  1.
Based on (23) and (26), the state Xkn given that Hkn =
Ξ(i) and Pattkn = j, can be written as
Xkn =a
jn−1bVkn−jn + a(j+1)n−1Wkn−(j+1)n
+ a(j+1)n−2Wkn−(j+1)n+1 + · · ·+Wkn−1,
(33)
where Vkn−(j+1)n is the quantization noise caused by the
zooming quantizer with the range (−Ξ(i),Ξ(i)), and hence
|Vkn−jn| < vi,max , L
iΞ(0)
2nR−2
. (34)
Since Wi,∀i is an i.i.d. random process, the conditional
expectation of |Xkn|2 is given by
E
[
|Xkn|2 |Hkn−jn = Ξ(i),Pattkn = j, Vkn−(j+1)n
]
= (Vkn−jn)
2
(∣∣ajn−1b∣∣2)+ σ2W (j+1)n−1∑
m=0
(
|am|2
)
.
(35)
Thus, by defining the conditional expectation
Aj,i , E
[
|Xkn|2 |Hkn−jn = Ξ(i),Pattkn = j
]
, (36)
we have
σ2W
(j+1)n−1∑
m=0
(
|am|2
)
< Aj,i
< (vi,max)
2
(∣∣ajn−1b∣∣2)+ σ2W (j+1)n−1∑
m=0
(
|am|2
)
,
(37)
since 0 < E
[(
Vkn−(j+1)n
)2]
< (vi,max)
2
.
By the law of total expectation, we have
A =
∞∑
i=0
∞∑
j=0
ΦiΨjAj,i =
∞∑
i=0
Φi
∞∑
j=0
ΨjAj,i, (38)
where Φi = Pr[Hkn = Ξ(i)] is defined in (20), and the first
equality is due to the fact that
Pr[Hkn−jn = Ξ(i)|Pattkn = j] = Pr[Hkn−jn = Ξ(i)] . (39)
After simplification, the average cost can be bounded as
A <
∞∑
i=0
Φi(1− )×v2i,maxb2 ∞∑
j=0
j
(
a2
)jn−1
+ σ2W
∞∑
j=0
j
(
a2
)(j+1)n − 1
a2 − 1

(40)
and
A > (1− )
σ2W ∞∑
j=0
j
(
a2
)(j+1)n − 1
a2 − 1
 . (41)
Therefore, a sufficient and a necessary condition to make A
bounded can be obtained by making the upper and the lower
bound of A bounded, respectively, which are given by
 < min
{
1
1 + L2
,
1
a2n
}
, (42)
and
 <
1
a2n
. (43)
Therefore, by integrating the conditions (30), (42) and (43),
we have the following result.
Theorem 1. A sufficient condition and a necessary condition
to stabilize the plant with the control policy in Sec. IV-A
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Fig. 5: Comparison of stability regions achieved by different control
and quantization policies with SNR = 30 dB and a = 2.1.
and the zooming quantizer QHt(·) defined in Sec. IV-B are
given by
n >
2
R− 2 log2 a
,R > 2 log2 a,  <
1
1 + a2n
, (44)
and
n >
2
R− 2 log2 a
,R > 2 log2 a,  <
1
a2n
. (45)
From Theorem 1, we see that the sufficient and necessary
conditions are close to each other especially when n 1. In
general, we need a large blocklength, a high data rate and a
small error probability to stabilize the system.
Taking (5) into Theorem 1, the sufficient and necessary
stability regions in terms of (n,R) can be obtained. Similar
to Proposition 1, we can obtain the following property of the
stability region.
Proposition 3. Assume the stability region exists based on
Theorem 1. If 2 log2 a ≥ C − 2
√
ν ln a, the two-dimensional
stability region is n-bounded; otherwise, the region is n-
unbounded when R ∈
(
2 log2 a,C − 2
√
ν ln a
)
.
Fig. 5 plots the stability region of the ideal WNCS in
Corollary 1 (red lines), where the quantizer utilizes historical
information for control signal quantization, and necessary
stability region of the practical WNCS with the zooming
quantizer (blue circled lines). We see that the stability region
of the ideal WNCS is larger than that of the practical WNCS,
due to a larger quantization complexity.
After simplification of the infinite series in (40) and (41),
we have the following result.
Proposition 4. If the sufficient condition (44) is satisfied, the
upper and lower bounds of the average cost are given by
A < 1
1− 1−L2
(1− 2)
(
Ξ(0)
2nR−2
)2
b2
a−2
1− a2n
+ (1− ) σ
2
W
a2 − 1
(
a2n
1− a2n −
1
1− 
)
,
(46)
and
A > (1− ) σ
2
W
a2 − 1
(
a2n
1− a2n −
1
1− 
)
. (47)
Remark 4. The lower bound (47) shows that the average cost
grows unbounded as n increases, which explains the counter-
intuitive finding in Sec. III that although the plant can be
stabilized with an arbitrarily large blocklength in some cases,
the average cost of the system is very high, which is not
desirable.
B. Numerical Results
By representing the decoding-error probability  with the
data rate R and the blocklength n in Proposition 4, i.e., taking
(5) into (46) and (47), we numerically present the upper and
lower bounds of the average cost function in terms of R and n.
Unless otherwise stated, we set SNR = 3 dB, a = 1.01,
Ξ(0) = 105, L = 102 and σ2W = 10
−10 [11].
For the configuration of the data rate R, the blocklength
(latency) n, and the reliability , we follow the pioneer work of
finite blocklength information theory [22], where R ∈ [0, 3.5],
n ∈ [1, 1000], and  ∈ [10−6, 10−3]. Note that in practice R,
n and  are determined by the specified channel encoding and
modulation scheme. For example, considering BCH(255, 63)
code with the BPSK modulation scheme, the input number
and the output number of bits of the encoder are 63 and 255,
respectively, and each symbol contains 2 bits. The channel
blocklength is equal to 255/2 ≈ 128, and the data rate is
equal to 63/128 ≈ 0.5. The detection error probability can be
obtained by simulations.
In Fig. 6, we plot the upper and lower bounds of the average
cost function with different n. We see that the upper bound
of the average cost depends on R and decreases first and then
increases with n, while the lower bound is independent of R
and monotonically increases with n. Also, it can be observed
that the upper and lower bounds are tight when n is large,
e.g., n > 200, while the gap between them is large when n
is small. We have also obtained the simulation result of the
average cost with R = 0.19 based on (9), where t = 108
and the expectation is obtained by Monte Carlo simulation
with 104 trials. It is interesting to see that the analytical upper
bound is close to the simulation result. Thus, in the following,
we only evaluate and illustrate the upper bound of the average
cost.
In Fig 7, we plot the upper bound of the average cost with
different R. We see that the average cost is not sensitive to the
data rate in the range of (0.25, 1), and it grows up quickly with
a decreasing or increasing R outside of the range. In Fig. 8,
we give a contour plot of the upper bound of the average
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Fig. 6: Average cost function versus blocklength n.
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Fig. 7: Average cost function versus data rate R.
cost in terms of R and n. It can be observed that the average
cost function is flat when R ∈ (0.25, 1) and n ∈ (100, 250).
Using (46), we can numerically minimize the average cost by
optimizing the communication parameters, where the optimal
parameters are n? = 120 and R? = 0.7.
VI. CONCLUSIONS
In this paper, we have investigated a WNCS with a detailed
model of the wireless communication system, which jointly
considers the inter-related communication parameters. We
have derived the stability region of the WNCS in terms of
the communication parameters, and have obtained a necessary
and sufficient condition under which the stability region is
n-bounded. This result shows an important counter-intuitive
finding that the plant can be stabilized with an arbitrarily large
blocklength (i.e., a large latency) as long as the SNR of the
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Fig. 8: A contour plot of the upperbound of the average cost (in a
base-10 logarithmic scale), A, versus the blocklength n and the data
rate R.
wireless channel is greater than a certain value determined
by the control-system parameters. We have also analyzed the
average cost function of the WNCS and derived tight upper
and lower bounds on the average cost function in terms of the
communication parameters. The performance analysis explains
the above mentioned counter-intuitive finding: even though a
plant can be stabilized with an arbitrarily large n, the average
cost of the system is arbitrarily large and is not desirable. Our
analytical results also enable near-optimal design of the com-
munication parameters to minimize the average cost within the
stability region. Of interest for future work is the vector plant
systems and wireless control through fading channels [29].
Furthermore, we will consider the energy consumption of the
controller for transmission and that of the actuator for control.
Thus, we will have a multi-object optimization problem with
three object functions: the average cost of the plant, the energy
cost of the controller and the energy cost of the actuator.
This is can be viewed as a Pareto-optimal problem. When
a parameter is incorporated in a multi-component objective
function, the search-space is inevitably expanded, which may
result in potentially NP-hard problems. To achieve the Pareto
optimum, we will consider both traditional mathematical al-
gorithms and machine learning algorithms to find all Pareto-
optimal operating points, where none of the above-mentioned
conflicting objects can be improved without degrading at least
one of others [30].
APPENDIX A: PROOF OF LEMMA 1
We note that proof follows the same steps as in [20] and we
only present a sketch of proof. The proof of the necessity
is based on the maximum entropy theorem [31]. The proof
of the sufficiency is based on a constructive scheme with the
following elements: 1) Both the controller and the actuator
adopt an adaptive quantizer, which requires large computation
and storage resources at both the controller and actuator. 2)
The actuator and controller share a state estimator of the plant
that estimates the state as xˆt, ∀t ∈ Z0, based on the past
correctly decoded codewords. 3) The actuator generates the
control action as ut = κxˆt, where κ is a constant such that
|a+ κb| < 1. 4) The controller maps the index number of the
quantized (xt − xˆt) into an (n,R, ) codeword and transmits
it to the actuator.
We also would like to clarify that in [20], it is assumed
that the transmitter knows the available error-free data rate of
the channel before each transmission, while in our system,
the codeword transmission is not error-free. Although [20]
and our scenario are not exactly the same at the first glance,
the analysis is the same. Particularly, in [20], the transmitter
sends no information when its available data rate is 0. In our
scenario, the transmitter always sends information with rate R.
If the detection is successful, it is an error-free transmission
with rate R. If the detection is failed and no useful information
is transmitted, it is equivalent to the scenario with previously
known zero transmission data rate. Thus, in our system, with
or without unit delay of the available data-rate information are
equivalent in this sense. Therefore, Lemma 1 can be obtained
from Theorem 4.1 of [20] by considering two possible data
rates, i.e., R and 0, with the probability of (1 − ) and ,
respectively.
APPENDIX B: PROOF OF PROPOSITION 1
Let R ∈ (0, C). Using the asymptotic approximation of the Q
function that
Q (x) ≈ 1
2
e−x
2/2
x
√
pi/2
∞∑
i=0
(−1)i (2i− 1)!!
x2i
, (48)
we have
lim
n→∞Q
(√
n
ν
(C −R)
)
≈ 1
2
exp
(− 12 nν (C −R)2)√
n
ν (C −R)
√
pi/2
=
(
exp
(− 12ν (C −R)2))n√
2pi
ν (C −R)
√
n
.
(49)
Therefore, the first term in Corollary 1, Q
(√
n
ν (C −R)
)
a2n,
is bounded (and goes to zero) when n → ∞, iff a2 ≤
exp
(
1
2ν (C −R)2
)
, i.e.,
R ≤ C − 2
√
ν ln a. (50)
Also, since Q
(√
n
ν (C −R)
) → 0 when n → ∞, the
second term in Corollary 1, i.e.,
(
1−Q (√nν (C −R))) a2n22nR ,
is less than one when n → ∞, iff a ≤ 2R. The term goes to
zero when n→∞, iff a < 2R, i.e.,
R > log2 a. (51)
It is straightforward that when the above equality holds the
plant cannot be stabilized based on Corollary 1.
Therefore, taking (50) and (51) into Corollary 1 yields
Proposition 1.
REFERENCES
[1] P. Park, S. C. Ergen, C. Fischione, C. Lu, and K. H. Johansson, “Wireless
network design for control systems: A survey,” IEEE Commun. Surveys
Tuts., vol. 20, no. 2, pp. 978–1013, Second Quarter 2018.
[2] Y. Sadi and S. C. Ergen, “Joint optimization of wireless network energy
consumption and control system performance in wireless networked
control systems,” IEEE Trans. Wireless Commun., vol. 16, no. 4, pp.
2235–2248, Apr. 2017.
[3] P. Schulz, M. Matthe, H. Klessig, M. Simsek, G. Fettweis, J. Ansari,
S. A. Ashraf, B. Almeroth, J. Voigt, I. Riedel, A. Puschmann,
A. Mitschele-Thiel, M. Muller, T. Elste, and M. Windisch, “Latency
critical IoT applications in 5G: Perspective on the design of radio
interface and network architecture,” IEEE Commun. Mag., vol. 55, no. 2,
pp. 70–78, Feb. 2017.
[4] W. Liu, X. Zhou, S. Durrani, and P. Popovski, “A novel receiver
design with joint coherent and non-coherent processing,” IEEE Trans.
Commun., vol. 65, no. 8, pp. 3479–3493, Aug. 2017.
[5] Y. Wang, W. Liu, X. Zhou, and G. Liu, “On the performance of splitting
receiver with joint coherent and non-coherent processing,” IEEE Trans.
Signal Process., vol. 68, pp. 917–930, 2020.
[6] D. Jiang, Y. Wang, Z. Lv, W. Wang, and H. Wang, “An energy-efficient
networking approach in cloud services for iiot networks,” IEEE J. Sel.
Areas Commun., vol. 38, no. 5, pp. 928–941, 2020.
[7] D. Jiang, Y. Wang, Z. Lv, S. Qi, and S. Singh, “Big data analysis
based network behavior insight of cellular networks for Industry 4.0
applications,” IEEE Trans. Ind. Informat., vol. 16, no. 2, pp. 1310–1320,
2020.
[8] D. Jiang, L. Huo, Z. Lv, H. Song, and W. Qin, “A joint multi-criteria
utility-based network selection approach for vehicle-to-infrastructure
networking,” IEEE Trans. Intell. Transp. Syst., vol. 19, no. 10, pp. 3305–
3319, 2018.
[9] G. N. Nair and R. J. Evans, “Stabilizability of stochastic linear systems
with finite feedback data rates,” SIAM J. Control Optim., vol. 43, no. 2,
pp. 413–436, Jul. 2004.
[10] W. Liu, P. Popovski, Y. Li, and B. Vucetic, “Real-time wireless net-
worked control systems with coding-free data transmission,” in Proc.
IEEE Globecom, 2019.
[11] W. Liu, P. Popovski, Y. Li, and B. Vucetic, “Wireless networked control
systems with coding-free data transmission for Industrial IoT,” IEEE
Internet Things J., vol. 7, no. 3, pp. 1788–1801, Mar. 2020.
[12] L. Schenato, B. Sinopoli, M. Franceschetti, K. Poolla, and S. S. Sastry,
“Foundations of control and estimation over lossy networks,” Proc.
IEEE, vol. 95, no. 1, pp. 163–187, Jan. 2007.
[13] K. Huang, W. Liu, M. Shirvanimoghaddam, Y. Li, and B. Vucetic, “Real-
time remote estimation with hybrid ARQ in wireless networked control,”
IEEE Trans. Wireless Commun., vol. 19, no. 5, pp. 3490–3504, 2020.
[14] K. Huang, W. Liu, Y. Li, B. Vucetic, and A. Savkin, “Optimal downlink-
uplink scheduling of wireless networked control for Industrial IoT,”
IEEE Internet Things J., vol. 7, no. 3, pp. 1756–1772, Mar. 2020.
[15] A. S. Leong, S. Dey, and D. E. Quevedo, “Transmission scheduling for
remote state estimation and control with an energy harvesting sensor,”
Automatica, vol. 91, pp. 54 – 60, 2018.
[16] A. S. Leong, A. Ramaswamy, D. E. Quevedo, H. Karl, and L. Shi, “Deep
reinforcement learning for wireless sensor scheduling in cyberphysical
systems,” Automatica, vol. 113, pp. 1–8, 2020.
[17] B. Demirel, A. Ramaswamy, D. E. Quevedo, and H. Karl, “Deepcas:
A deep reinforcement learning algorithm for control-aware scheduling,”
IEEE Control Syst. Lett., vol. 2, no. 4, pp. 737–742, Apr. 2018.
[18] M. Eisen, M. M. Rashid, K. Gatsis, D. Cavalcanti, N. Himayat, and
A. Ribeiro, “Control aware radio resource allocation in low latency
wireless control systems,” IEEE Internet Things J., vol. 6, no. 5, pp.
7878–7890, 2019.
[19] M. Eisen, K. Gatsis, G. J. Pappas, and A. Ribeiro, “Learning in
wireless control systems over nonstationary channels,” IEEE Trans.
Signal Process., vol. 67, no. 5, pp. 1123–1137, May 2019.
[20] P. Minero, M. Franceschetti, S. Dey, and G. N. Nair, “Data rate theorem
for stabilization over time-varying feedback channels,” IEEE Trans.
Autom. Control, vol. 54, no. 2, pp. 243–255, Feb. 2009.
[21] K. Huang, W. Liu, Y. Li, and B. Vucetic, “To retransmit or not: Real-
time remote estimation in wireless networked control,” in Proc. IEEE
ICC, 2019.
[22] B. Soret, P. Mogensen, K. I. Pedersen, and M. C. Aguayo-Torres,
“Fundamental tradeoffs among reliability, latency and throughput in
cellular networks,” in 2014 IEEE Globecom Workshops (GC Wkshps),
Dec. 2014, pp. 1391–1396.
[23] Y. Polyanskiy, H. V. Poor, and S. Verdu, “Channel coding rate in the
finite blocklength regime,” IEEE Trans. Inf. Theory, vol. 56, no. 5, pp.
2307–2359, May 2010.
[24] P. K. Mishra, D. Chatterjee, and D. E. Quevedo, “Stabilizing stochastic
predictive control under bernoulli dropouts,” IEEE Trans. Autom. Con-
trol, vol. 63, no. 6, pp. 1579 – 1590, Jun. 2018.
[25] B. Demirel, V. Gupta, D. E. Quevedo, and M. Johansson, “On the trade-
off between communication and control cost in event-triggered dead-beat
control,” IEEE Trans. Autom. Control, vol. 62, no. 6, pp. 2973–2980,
Jun. 2017.
[26] K. Huang, W. Liu, Y. Li, B. Vucetic, and A. Savkin, “Wireless feedback
control with variable packet length for industrial IoT,” IEEE Wireless
Commun. Lett., (early access) 2020.
[27] Y. Polyanskiy, H. V. Poor, and S. Verdu´, “Feedback in the non-
asymptotic regime,” IEEE Trans. Inf. Theory, vol. 57, no. 8, pp. 4903–
4925, Aug. 2011.
[28] K. Huang, W. Liu, Y. Li, and B. Vucetic, “To sense or to control:
Wireless networked control using a half-duplex controller for IIoT,” in
Proc. IEEE Globecom, 2019.
[29] W. Liu, D. E. Quevedo, Y. Li, K. H. Johansson, and B. Vucetic, “Remote
state estimation with smart sensors over markov fading channels,”
submitted to IEEE Trans. Autom. Control, 2020.
[30] J. Wang, C. Jiang, H. Zhang, Y. Ren, K. Chen, and L. Hanzo, “Thirty
years of machine learning: The road to Pareto-optimal wireless net-
works,” IEEE Commun. Surveys Tuts., 2020.
[31] T. Cover and J. Thomas, Elements of Information Theory. John Wiley
and Sons, 2006.
