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Gravitational wave astronomy is established with direct observation of gravitational wave from
merging binary black holes and binary neutron stars during the first and second observing run of
LIGO and Virgo detectors. The gravitational-wave transient searches mainly categories into two
families: modeled and modeled-independent searches. The modeled searches are based on matched
filtering techniques and model-independent searches are based on the extraction of excess power from
time-frequency representations. We have proposed a hybrid method, called wavegraph that mixes
the two approaches. It uses astrophysical information at the extraction stage of model-independent
search using a mathematical graph. In this work, we assess the performance of wavegraph clustering
in real LIGO and Virgo noises (the sixth science run and the first observing run) and using the
coherent WaveBurst transient search as a backbone. Further, we propose a new signal consistency
test for this algorithm. This test uses the amplitude profile information to distinguish between the
gravitational wave transients from the noisy glitches. This test is able to remove a large fraction of
loud glitches, which thus results in additional overall sensitivity in the context of searches for binary
black-hole mergers in the low-mass range.
PACS numbers: 04.80.Nn, 07.05.Kf, 95.55.Ym
I. INTRODUCTION
Gravitational-wave (GW) astronomy began with the
first direct detection by the two Advanced LIGO de-
tectors (Hanford and Livingston, US) [1] of the signal
from binary black hole (BBH) merger on September 14th
2015 [2]. During their first and second observing runs,
the LIGO detectors have further observed jointly with
the Virgo detector [3] (Pisa, Italy) ten BBH merger sig-
nals [2, 4–9] and one binary neutron star merger [10].
The third observing run started on April 1st, 2019. The
LIGO and Virgo collaborations have, since, reported the
detection of several compact binary candidates. During
the next ten years the LIGO and Virgo detectors will
continue their observations while gradually approaching
their design sensitivity. KAGRA (Japan) [11] and a third
LIGO instrument in India [12] are expected to join the
network of observing detectors end of 2019 and around
2025, respectively.
Compact binary coalescences (CBC) composed of NS
and/or stellar-mass BHs are primary sources for ground
based detectors. The GW signal is buried in the detec-
tor noise. To detect the GW transient signals, differ-
ent search methodologies have been developed, that can
be categorized into two types: model-based and model-
independent searches.
The model-based search, also referred to as matched
filtering search aim to in find the best fitting waveform
in a discrete set of physical model waveforms, called tem-
plates. While this type of search is powerful, it has two
limitations. It can be computationally expensive when
the number of templates to compare with is large. In
the second LIGO-Virgo observing run, approximately
400, 000 template waveforms are obtained assuming spin-
aligned, non-precessing compact coalescing binaries [13–
17]. These number of templates increases under more
general assumptions. For instance, it increases by a fac-
tor of 10 when considering precessing binaries with ar-
bitrarily aligned spins [18, 19]. This type of search also
relies on the availability of accurate waveform models.
This is not true in all areas of the signal parameter space,
in particular for precessing or eccentric binary systems
[18, 20–23] where waveform development is still a field of
active research.
Model-independent searches assume minimum prior
information about the waveform morphology [24–26].
They are based on the extraction of excess power from
time-frequency representations (TF maps) of the multi-
detector observations. While computationally much
cheaper, this type of search does not perform as good
as the model-based search to detect CBC signals [9, 27],
primarily because they get affected by non-Gaussian and
non-stationary features, also called “glitches”, present in
the detector noise [28].
In an earlier work [29], we proposed a hybrid method,
called wavegraph that mixes the two approaches. This
method is a search for time-frequency patterns de-
fined from a range of astrophysical waveform models.
The set of time-frequency patterns are mapped to a
graph data structure, which allows to perform the pat-
tern search very efficiently using combinatorial optimiza-
tion algorithm. This method was implemented into
the model-independent search algorithm Coherent Wave-
Burst (cWB) [30–32]. We showed using simulated Gaus-
sian noise that wavegraph improves the sensitive range of
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2cWB to BBH signals by 5% to 13% depending on the to-
tal mass of the binary.
In this work, we assess the performance of wavegraph
in real noise, including glitches. We propose a signal
consistency test for this algorithm, similar to the glitch
rejection techniques introduced in model-based searches,
such as χ2 test [33–35], bank χ2 [36] or ξ2 tests [15]. We
demonstrate and validate this method in the context of
BBH search using LIGO S6 and O1 data.
In Sec. II A, we briefly summarize the coherent wave-
burst algorithm as well as the wavelet based, graph theo-
retical based clustering scheme developed in II B. In Sec
III. we propose the signal consistency test for wavegraph
clustering. In Sec. IV and V, we present the results of
the simulation.
II. COHERENT WAVEBURST AND
WAVEGRAPH ALGORITHMS
In this section, we give a brief overview of the coherent
WaveBurst and wavegraph algorithms.
A. Coherent WaveBurst algorithm
The cWB algorithm is used to search for a broad class
of weakly modelled GW transients in multi-detector data
with minimum prior knowledge of the targetted signal.
The algorithm has been successfully applied to eyes-wide-
open, all-sky, and all-time searches for short-duration
GW transients in the data from Advanced LIGO and
Virgo observing runs [37–42]. We now highlight the main
features of the algorithm.
A time-frequency map is obtained using the Wilson-
Daubechies-Meyer (WDM) transform [43] that projects
the detector data onto bases of functions localized in
the time-frequency domain Multiple bases are considered
with functions that span a range of durations defined
by the scale parameter M . We denote wk(t, f ;M), the
WDM transform data for the k-th detector in the multi-
detector network.
The data for the whole network is collected in a vector
wθ,φ[p] ≡ {wk(t− τk(θ, φ), f ;M)/
√
Sk(f)}k=1...K where
Sk(f) is the noise power spectrum from the k-th detector
and here we use the short-hand notation p for the time,
frequency and scale coordinates. This vector depends on
the sky coordinates θ, φ because we compensated for the
propagation delay τk(θ, φ) between the detector k and a
reference, assuming the source is located in (θ, φ). The
pixel energy Eθ,φ[p] = ‖wθ,φ[p]‖22 is maximized over (θ, φ)
and the collection of pixels with large maximum energy
is retained [30, 31].
Based on the salient pixels, the cWB algorithm forms
clusters of neighboring pixels. Various clustering rules
can be used based on the pixel geometrical vicinity in
the time-frequency domain. The wavegraph method de-
scribed in the next section follows a different approach
based on the information inferred from a set of astro-
physical waveform models.
The cWB algorithm then evaluates the significance of
each of these clusters using a likelihood ratio under Gaus-
sian noise assumptions. The log-likelihood ratio reads
L(θ, φ) = 2(w|ξ) − (ξ|ξ) where ξ is the noise-scaled
network response to the impinging GW signal h+ and
h× computed in the time-frequency domain. The com-
ponents of this vector are ξk[p] = [Fk,+h+(t, f ;M) +
Fk,×h×(t, f ;M)]/
√
Sk(f) with Fk,+(θ, φ) and Fk,×(θ, φ)
are the antenna pattern function for the + and × po-
larizations of the k-th detector. By maximizing over h+
and h×, we obtain the statistic
Lmax(θ, φ) =
∑
p∈C
wθ,φ[p]
TPθ,φ[p]wθ,φ[p], (1)
which is used to select significant cluster as an event can-
didate.
This statistic is divided into two parts Lmax = Ein +
Ecoh, where Ein and Ecoh are the incoherent and co-
herent energies respectively which capture the diagonal
and off-diagonal terms of the network projection opera-
tor Pθ,φ[p]. The null energy Enull = Etot − Lmax with
Etot =
∑
p∈C E[p] captures the energy in the plane or-
thogonal to the network plane.
The network correlation coefficient [30] cc ≡
Ecoh/(|Ecoh|+Enull) is used to distinguish the GW signal
from the spurious glitches. The transient noise events are
incoherent in phase between the detectors. They are thus
detected with a lower coherent energy and a higher null
energy as reconstructed detector response is inconsistent
between the detectors. In the case of GW signals, we
instead expect higher coherent energy and lower null en-
ergy (consistent reconstructed detector response between
the detectors). As a result, GW signals have cc ≈ 1 and
spurious events have cc  1. Simulations show that for
low-SNR (. 7) events, we have cc . 0.7.
The main ranking statistic used by cWB is [2],
ηc =
√
ccEcohK/(K − 1). (2)
This statistic is approximately proportional to the
overall network SNR.
B. Wavegraph clustering algorithm
In [29], we proposed a new approach to form clusters
of time-frequency pixels in model-independent searches
such as cWB.
The method learns from a set of representative wave-
forms, what are the expected salient pixels, and how they
are distributed or aligned in the time-frequency plane.
The set of reference waveform can be obtained from a
bank of regularly or randomly-placed templates (see e.g.,
[44, 45]), or using an ad-hoc parameter-space discretiza-
tion.
3The salient pixels are extracted from the redundant
time-frequency signal decompositions given by the WDM
transforms using the matching-pursuit algorithm [46].
The extracted pixels for the full set of reference signals
are organized in a mathematical graph where neighbours
in the set of pixels extracted from a given signal are con-
nected by edges. Pixel neighborship is defined by a rule
that tidy the pixels up in an ordered series. The graph
includes the position of the selected pixels, i.e. time, fre-
quency, and scale and their connection with other pixels.
The graph G is used while analyzing the detector data
with cWB at the stage where time-frequency clusters are
formed. Instead of using generic geometrical clustering
techniques, the selected cluster C∗ is obtained from the
following optimization problem:
C? = arg max
C∈G
∑
p∈C
E[p]− λE¯(fp,Mp), (3)
where E[p] = maxθ,φEθ,φ[p] is a proxy of the incoher-
ent energy and E¯(f,M) is the median value of E[p] at
frequency f and scale M over all times t.
The selected cluster therefore maximizes the total in-
coherent energy in the cluster after removing the average
contribution due to (stationary) noise. The second term
in Eq. (3) can also be viewed as a penalization, whose
strength is defined by λ, that promotes smaller clusters
(see [29] for more information). The selected cluster is
then processed following the cWB likelihood analysis.
The wavegraph algorithm combined with cWB was
tested in [29] to search for BBH signals (total mass rang-
ing from 10 M to 70 M) in simulated Gaussian noise.
Overall, this scheme shows a relative improvement of
22− 26% in the event rate recovery with respect to cWB
alone.
III. SIGNAL CONSISTENCY TEST FOR
WAVEGRAPH
In our previous study using simulated Gaussian
noise [29], we have shown that cWB combined with wave-
graph has larger noise background than the cWB. With
real detector noise, the noise background is expected to
increase due to non-Gaussian noise transients in the de-
tector.
Model-based searches use “signal consistency tests” to
reject the event candidates identified by the matched fil-
tering algorithm due to the noise transients. The differ-
ent versions of such test include the χ2 test [33–35], bank
χ2 [36] or ξ2 tests [15]..
The χ2 signal consistency test was first introduced in
[33] and is based on a χ2 statistics that checks the con-
sistency of the frequency-domain amplitude profile of the
candidate signal with that of the best matching template.
Inspired by this principle, here we develop and validate
a signal consistency test adapted to wavegraph.
A. Consistency test
The GW signal is a frequency as well as amplitude
modulated signal. The wavegraph clusters carry the in-
formation of the frequency modulation in terms of the
location of the TF pixels and their connection. In addi-
tion to the pixel location, the pixel also stores the ampli-
tude modulation information in terms of the associated
energy. We use this information in the consistency test
to distinguish between the noisy transients and the GW
transients as explained below.
We consider a cluster of pixels C with amplitude for
each pixel p as A[p] extracted from the data by wavegraph
in association to a GW signal. Let us assume that we
have the pixel amplitude model ws[p] normalized to unit
norm i.e.,
∑
p∈C ws[p] = 1 for the (noise-free) template
signal. The pixel amplitudes as observed in the noise-
scaled data differ solely by an overall factor a :
As[p] = a ws[p] . (4)
We propose a test based on the mean-square deviation
between the observed and model amplitudes
X(a) =
1
|C|
∑
p∈C
(A[p]−As[p])2, (5)
where |C| is the size of C.
Minimization of X wrt a given
X(aˆ) =
1
|C|
∑
p∈C
(A[p]− aˆws[p])2 (6)
where aˆ minimizes X(a), such that
aˆ =
∑
p∈C A[p]ws[p]∑
p∈C w2s [p]
. (7)
Unfortunately, a pixel in the graph is not necessarily
associated with only one template signal. Pixels gener-
ally belong to multiple template clusters. As a result,
a pixel amplitude can take a range of model amplitudes
ws[p]. The range of ws[p] can be characterized by its
mean w¯s[p] and variance σ
2
s [p]. The variance is likely
to increase with the number of template clusters passing
through the considered pixel. We thus use w¯s[p] in place
of ws[p] in the χ
2 test defined in Eq. (6) and down-weight
pixels with large variance in the sum defined in the next
subsection.
B. Bias correction
The pixel amplitude A[p] ≡ √E[p] combines a sig-
nal term (if present) and a noise contribution. The lat-
ter creates a bias with respect to the expected value As.
Since E[p] = maxθ,φEθ,φ[p], the pixel amplitude results
from a maximization over sky positions selected on a sky
4grid. The result of this maximization varies depending
on the duration of the Wilson-Daubechies-Meyer basis
functions compared to the total span for the propaga-
tion delay over the sky. This leads to an average bias
µgrid and variance σ
2
grid that varies with the scale pa-
rameter M , as shown in Figure 1. In order to produce
the estimates in Figure 1, we use segments (∼ 600 sec-
onds) of LIGO O1 data with reasonably stationary noise
(no glitch). This simulation provides a set of estimated
bias and variance at each scale. Both those quantities
decrease with the scale, since, for larger scales, the prop-
agation delay is small compared to the typical duration
of the WDM functions, resulting in a smaller change of
the WDM amplitudes.
Figure. 1. Bias µgrid and standard deviation σgrid of
the observed pixel amplitude vs. the scale parameter
M , estimated using LIGO O1 data.
The observed amplitude is corrected from the bias, and
the noise variability is included to the χ2 statistics, lead-
ing to
ξ =
1
|C|
∑
p∈C
(A[p]− µgrid[p]− aˆ w¯s[p])2
σ2grid[p] + aˆ
2σ2s [p]
. (8)
For a GW signal with sufficient signal-to-noise ratio,
we expect the statistic ξ to be small, while, for the noise
glitches, the large amplitude discrepancy leads to large
ξ. We term this as a signal consistency test which is a
measure of consistency of the data to the signal model.
We expect that longer is the signal duration, more effec-
tive will be the test as it combine the residual power for
more number of pixels.
C. Validation
In this subsection, we validate the proposed consis-
tency test ξ using simulated CBC signals in real LIGO
noise. We consider 16 days of data from sixth LIGO sci-
ence run (S6, 2009-2010 [47]) and 48.6 days of data from
the first advanced LIGO observing run (O1). S6 data is
particularly suited to carry out any noise rejection tech-
nique as is include a large population of noise features.
A graph is generated using a set of CBC waveforms
with the SEOBNRv2 model [48, 49] that spans a total
mass range between 10 − 50 M with mass ratio up to
3. We use 4 different scales ranging in M = 23 to 27 and
a sampling frequency of 1024 Hz.
The data is analyzed with cWB with wavegraph using
this graph. We estimate the analysis background using
the time-slide technique1. We accumulate ∼ 509 years
and ∼ 156 years of background data from O1 and S6
data, respectively. We compute the consistency statistic
ξ for each cluster from this background data.
In Figure 2, we show the results for all the noise events
from the background data (O1 noise in dotted orange
and S6 noise in solid blue), and we compare it to events
obtained from CBC injections (green dashed). The left
panel shows the distribution of ξ/ηc and the right panel
shows a scatter plot of ξ/ηc against ηc.
Clearly, the S6 data shows a larger background than
O1 data. As expected, we show that the CBC injection
events have low ξ/ηc values compared to noise events
irrespective of its ηc value. At the same time, loud noise
events (high ηc) have high ξ/ηc value. The large fraction
of S6 noise events have ξ/ηc value higher than 2. These
values are much higher than that of CBC events. We
can thus reject the loud glitches by setting a threshold
on ξ/ηc value. For example setting ξ/ηc = 2, we reject a
large fraction of the noisy glitches and lose only few CBC
signals.
IV. ANALYSIS
In this section, we study the performance of the cWB
combined with wavegraph and the signal consistency test
introducted in Sec. III A. To do so, we analyse simulated
GW signals from BBH mergers in the LIGO O1 noise.
A. Parameter space
In this study, we consider three distinct regions of BBH
systems, referring them to as R1, R2 and R3 for compact-
ness as tabulated in Table I which includes columns for
masses, mass ratio, number of waveforms used in the
template bank and number of nodes in the graph.
We consider BH with spins aligned with the orbital
momentum and with |χ1,2| = 0 to 0.989. We compute a
template bank [45] using the SEOBNRv2 ROM DoubleSpin
waveform approximant and a minimum match 2 of 0.97
1 The detector data are artificially shifted by nonphysical time-
delays (& 1 s) much larger than the physical wave propagation
delay between detectors. This allows to estimate the chance
probability of noise transients mimicking a GW signal in coinci-
dence at the two detectors [2].
2 The minimum match defines the minimum overlap between an
arbitrary signal in the considered range and the waveforms in the
5Figure. 2. The ξ/ηc distribution for selected O1 noise, S6 noise and CBC injections. The panel (a) shows the
distribution of consistency statistics ξ and panel (b) shows the scatter plot of ξ/ηc vs ηc. The dashed black line in
both plots shows the proposed ξ/ηc threshold.
for low-mass R1, R2 regions and 0.99 for R3 region such
that we get a reasonable number of templates in each
region.
We generate a wavelet graph for each of the R1, R2,
and R3 regions from the associated template banks using
the LIGO O1 power spectral density. The time-frequency
pixels in the graph are selected to get a signal recovery
> 80% [29]. Figure 3 shows the wavelet graphs for the
R1 (left), R2 (middle), and R3 (right) parameter spaces.
The figure displays the location of the selected wavelets
and the colors indicate the model amplitude w¯s. The
variability and range of w¯s increases with larger masses;
i.e. moving from R1 to R3.
The number of time-frequency pixels in the graph de-
creases with the total mass; following the trend of the
number of templates in the bank. Their distribution also
changes based on the mass. The R3 graph carries more
time-frequency pixels at low scales than at high scales.
This picture reverses for R1 region. This is primarly be-
cause high mass BBH are short duration signals which are
efficiently recovered with short duration wavelets. All in
all, the connectivity of the graphs is with 80 to 150 con-
nections between the graph nodes.
B. Estimation of the noise background
A critical part of any GW search algorithm is to mea-
sure the distribution of accidental triggers due to the
noise of the detector. We estimate the false alarm rate
template bank. A minimum match of 0.97 decides the density of
template bank and corresponds to an overall event loss of 10%.
BBH m1,m2 q No. of No. of
region in M templates wavelets
R1 5.0 to 12.5 < 3 11829 1333
R2 12.5 to 20.0 < 2 2546 700
R3 20.0 to 35.0 < 2 637 619
TABLE I: Details of three distinct regions in BBH
parameter space. We tabulate the component masses
m1 and m2, the mass ratio q, number of templates and
the number of wavelets in the constructed graph.
(FAR), i.e. the rate of accidental triggers, for the coher-
ent WaveBurst algorithm with and without wavegraph
using LIGO O1 noise.
The cWB algorithm includes a series of vetoes to reject
noise transients in the data. Those vetoes are discussed
in details in Appendix A. The noise background curve in
terms of FAR vs ηc for cWB combined with wavegraph
are shown in Figure 4 without applying the noise vetoes
and in Figure 5 with the noise vetoes. We compare the
noise backgrounds of cWB and cWB with wavegraph us-
ing the three graphs presented earlier (dashed, dotted
and solid curves are for the R1, R2, and R3 graphs) and
the signal consistency test described in Sec. III accepting
all the events below ξ/ηc = 2.
In Figure 4 the cyan (black) curves are for cWB with
wavegraph without (with) signal consistency test (la-
belled CT). We observe that the long tails of the noise
background curve (cyan) for cWB with wavegraph get
trimmed after applying the signal consistency condition
of ξ/ηc = 2 (black). In the R1 region, we are able to
6Figure. 3. Wavelet graph for three BBH parameter space generated using wavegraph algorithm. Left panel for R1
space, middle panel for R2 space and right panel for R3 space. The color shows the w¯s for selected wavelets.
Figure. 4. Background False Alarm Rate (FAR) vs the
statistic ηc. No noise vetoes has been applied here,
besides the signal consistency test described in Sec. III.
The solid, dotted and dashed curves correspond to
R3, R2 and R1 regions respectively. The lines in cyan
correspond to cWB with wavegraph (WG) while the
lines in black corresponds to cWB with WG and
consistency test (CT). The horizontal dashed-red line
shows the reference FAR level of 10−8 Hz (0.3 event per
yr).
remove more glitches. They can be disentangled more
efficiently from the signal as the latter has a longer du-
ration.
In Figure 5 the solid orange, solid black, dotted black
and dashed black lines are for cWB, cWB including wave-
graph and the consistency test with R3, R2 and R1 re-
spectively. From this calculation, we compute the thresh-
old on ηc associated to the reference FAR value of 10
−8
Hz (0.3 events per yr). We obtain ηc = 6.76, 7.07, 7.19
and 7.2 for cWB, cWB including wavegraph and consis-
tency test for R3, R2 and R1 respectively.
It appears that cWB including wavegraph and consis-
Figure. 5. Background False Alarm Rate (FAR) vs the
statistic ηc. Noise vetoes discussed in Appendix A have
been applied. The solid, dotted and dashed curves
correspond to R3, R2 and R1 regions. The orange (resp.
black) color is for cWB (resp. cWB with wavegraph and
consistency). The horizontal dashed-red line indicates
the reference FAR = 10−8 Hz (0.3 event per yr).
tency test has a larger background compared to cWB.
Nevertheless, as we will see in the next section, owing
to the better recovery of the correlation coefficient, this
algorithm shows an improved overall sensitivity.
C. Simulations
We now estimate the sensitivity of cWB with waveg-
raph algorithm using simulated BBH signals in the LIGO
O1 noise covering the R1, R2 and R3 parameters space
as defined in Table I. Injections are generated using the
SEOBNRv2 waveform model and are uniformly distributed
over the binary parameter space (m1, m2, spins, sky-
location, cos ι), and distributed over uniform volume up
7to a fixed maximum distance: R1 is up to 1 Gpc, R2 is
up to 1.5 Gpc and R3 is up to 3 Gpc.
Figure 6 shows the cumulative distribution of the net-
work correlation value for recovered events at given FAR
threshold of 10−8 Hz. The orange (resp. black) curve
is for cWB (resp. cWB including wavegraph and consis-
tency test). The solid, dotted and dashed lines are for
the R3, R2 and R1 regions respectively.
Figure. 6. Cumulative distribution of the network
correlation for the recovered events. The orange (black)
line is for cWB (cWB+WG+CT). The solid, dotted and
dashed lines are for the R3, R2 and R1 regions
respectively.
We observe that cWB with wavegraph recovers injec-
tions with higher correlation coefficient cc. This effect
is more pronounced for the high-mass region. As a re-
sult, the events recovered by cWB with wavegraph have
higher network correlation than the events recovered by
cWB alone. That is primarily due to the wavegraph clus-
tering method which helps to collect more coherent pix-
els as well as the consistency test which rejects inconsis-
tent noisy triggers. This feature also plays an important
role in removing the noisy events from the analysis back-
ground.
Figure 7 shows the detection efficiency curve for cWB
as well as cWB with wavegraph algorithm in three dif-
ferent BBH parameter space. cWB with wavegraph and
the consistency test recovers slightly more events in the
low-mass range than in the high mass range compared to
cWB. However, what is more important is that due to
different clustering methods, amongst all the recovered
events 62%, 83% and 85% of the events are common in
R1, R2 and R3 regions respectively. With cWB including
wavegraph and consistency test, we recover additional
38%, 17% and 15% events from R1, R2 and R3 regions
respectively.
(a) R1 region
(b) R2 region
(c) R3 region
Figure. 7. Detection efficiency (in percent) vs the in-
jected network SNR given for cWB (orange stars) and for
cWB with wavegraph (black circles) with 1-sigma error
bars. The (a), (b) and (c) panels correspond to the R1,
R2 and R3 simulations respectively.
8V. CONCLUSION
We have shown in [29] that the sensitivity of cWB
search can be improved by incorporating the astrophys-
ical information at the clustering stage. The clustering
uses a mathematical graph to store the astrophysical in-
formation in the form of TF pixels and their connection.
We tested this method in the cWB algorithm for the GW
signals emitted by BBH systems with simulated Gaussian
noise using advanced two LIGO detectors and Virgo de-
tector network.
In this work, we have proposed a new signal consis-
tency test ξ for cWB with wavegraph algorithm. This
test uses the amplitude profile information to distinguish
between the GW transients from the noisy glitches. For
real GW signals, the consistency test value ξ is small
compared to the noisy glitches. We use this information
to veto noisy glitches. We applied and tested cWB with
wavegraph along with signal consistency test for simu-
lated BBH GW signals in O1 data. We test this algo-
rithm in three different non-precessing BBH parameter
space. We observe that using cWB including the waveg-
raph as well as signal consistency test, we remove a large
fraction of loud glitches in O1 data.
The cWB and cWB including wavegraph and consis-
tency test recovers similar fraction of the events however,
out of those 0.62, 0.83, 0.85 fraction of events are com-
mon in R1, R2 and R3 regions. This clearly implies that
the union of both bring in 0.38, 0.17, 0.15 fraction of
additional events in R1, R2 and R3 region respectively.
In summary, the wavegraph clustering approach along
with the consistency test is general enough that it can
be extended to a broad range of astrophysical systems
which emit long duration GW signals in the ground based
detectors. We are exploring this approach for detection
of GW from long duration bursts signals such as eccentric
binary black holes, accreting BH systems etc.
VI. ACKNOWLEDGEMENTS
This research has made use of data [50], software
and/or web tools obtained from the Gravitational Wave
Open Science Center (https://www.gw-openscience.
org), a service of LIGO Laboratory, the LIGO Scien-
tific Collaboration and the Virgo Collaboration. LIGO is
funded by the U.S. National Science Foundation. Virgo
is funded by the French Centre National de Recherche
Scientifique (CNRS), the Italian Istituto Nazionale della
Fisica Nucleare (INFN) and the Dutch Nikhef, with con-
tributions by Polish and Hungarian institutes.
This research was supported by the CEFIPRA grant
No IFC/5404, by the European Union’s Horizon 2020
research and innovation programme under grant agree-
ment No 653477, by the French Agence Nationale de
la Recherche (ANR) under reference ANR-15-CE23-0016
(Wavegraph project), and by CNRS PICS/Inde. VG
acknowledges Inspire division, DST, Government of In-
dia for the fellowship support. VG would like to thank
IISER-TVM for providing facility to complete the ini-
tial part of this work. The authors are grateful to the
LIGO Scientific Collaboration and Virgo Collaboration
for giving access to the simulation software used here,
and specifically to the cWB team for their help and sup-
port. The authors are grateful to Sergey Klimenko, and
Marco Drago for their valuable comments and sugges-
tions.
Appendix A: Noise veto methods for coherent
WaveBurst algorithm
For completeness, we review the glitch rejection meth-
ods included in the coherent WaveBurst algorithm
and used in the context of transient searches in the
LIGO/Virgo O1 and O2 data sets.
1. Norm
The frequency of CBC chirp signal evolves with time.
The chirping signal energy is distributed over multiple
TF maps and each part of the signal is captured by a spe-
cific wavelet. The signal is represented by the collection
of wavelets from different scales/levels. The frequency
change observed for noise glitches differs from the GW
signal. Most of the loud glitches are localized in the nar-
row frequency range and thus represented by a collection
of wavelets with few levels. cWB uses this information
to separate glitches from astrophysical CBC signal. The
Eft is the time-frequency energy of the event in wavelet
domain and Et is the reconstructed event energy in time
domain.
The average number of WDM resolutions used for
event reconstruction is estimated by the oversampling
factor Nnorm = Eft/Et. The Nnorm value strongly de-
pends on the event SNR. The low SNR events are typ-
ically reconstructed with Nnorm ∼ 1 whereas very high
SNR events are reconstructed with Nnorm equal to two
times of the number of WDM resolution used for the
analysis.
2. Noise statistics, ζ
For real GW signal, the noise energy in the data af-
ter subtracting reconstructed signal from the strain data
is low. For the noisy glitch, high residual noise energy
remains in the data. The cWB algorithm uses this infor-
mation to discriminate the real GW event from the noisy
glitches. The residual noise energy in the data En is esti-
mated as sum of residual noise energy Er and energy con-
tribution from Gaussian noise remaining in the data Eg.
The noise statistics ζ2 = En/NDof = (Er + Eg)/NDof .
Here, NDof is the number of degrees of freedom give by
number of detector times number of pixels. The ζ2 is
9estimated in both time and time-frequency domain. The
GW signals have a ζ2 value below 1. A significant devi-
ation from unity is an indication of presence of a glitch.
By applying a threshold on ζ2 value, cWB separates the
glitch from the real GW signal.
3. Qveto
“Blip glitches”[51] are a type of short duration noisy
glitches in LIGO data of unknown origin and show rain-
drop like structure in TF plane. The blip glitch in the TF
plane is well-localized and maximum energy of the glitch
event is derived from a small number of pixels. However,
in case of CBC events, the energy is distributed over all
the pixels. cWB has developed Qveto for CBC events
that estimates the energy distribution of the event over
different time segments.
Let Amax be the absolute maximum amplitude of the
reconstructed waveform of the event, and Al & Ar are
the left and right peak amplitudes of the peak. The total
energy in these peaks is E1 = A
2
max+A
2
l +A
2
r. The E2 is
the energy of the remaining peaks significant peaks (with
amplitude greater than a fraction of Amax). The ratio
E2/E1 gives a Qveto statistic that helps to distinguish
the localized glitch from the CBC signals. In the case
of a localized glitch, most of the energy is accumulated
around the Amax as opposed to the CBC signals, where
the energy is distributed over longer signal duration. The
Qveto is smaller for glitches than the CBC signals.
4. Lveto
Detector data contains a large population of narrow
band glitches (line structures in the TF map) e.g., power
line glitches and their harmonics. The cWB algorithm
uses the statistics that computes the energy contribution
to the event from the narrow frequency band.
The narrow frequency range is estimated from the
loudest time-frequency pixel from the event cluster and
this range is defined as f0 − df to f0 + df where f0 is
the center frequency of loud pixel and df is width of the
loud pixel. The cWB algorithm stores frequency mean,
RMS frequency, and ratio of energy in narrow band fre-
quency range and full energy of the event. For the narrow
glitches, the energy ratio is close to 1, that means most
of energy comes from narrow frequency range. These
glitches are rejected by applying thresholds on these val-
ues.
5. Chirp cut
This veto verifies whether the alignment of selected
set of time-frequency pixels is roughly consistent with
the expected model obtained from the zeroth- or New-
tonian order approximation of the CBC signal frequency
evolution, namely, 965 pi
8/3
(
GM
c3
)5/3
t + 38f
−8/3 +C = 0,
where M is the (unknown) chirp mass, G is the gravita-
tional constant, c is the speed of light and C is a constant
related to the merger time. The chirp mass parameter is
estimated and error bars are produced using bootstrap-
ping procedure using different subsets of selected pixels
[52].
The typical conditions for accepting the event as a sig-
nal event is with Nnorm greater that 2.5, χ
2 less than 0.2,
Qveto greater than 0.3 and M greater than 1.
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