The problem of coding labeled trees has been widely studied in the literature and several bijective codes that realize associations between labeled trees and sequences of labels have been presented. k-trees are one of the most natural and interesting generalizations of trees and there is considerable interest in developing efficient tools to manipulate this class of graphs, since many NP-Complete problems have been shown to be polynomially solvable on k-trees and partial k-trees. In 1970 Rényi and Rényi generalized the Prüfer code, the first bijective code for trees, to a subset of labeled k-trees. Subsequently, non redundant codes that realize bijection between k-trees (or Rényi k-trees) and a well defined set of strings were produced. In this paper we introduce a new bijective code for labeled k-trees which, to the best of our knowledge, produces the first coding and decoding algorithms running in linear time with respect to the size of the k-tree.
Introduction
The problem of coding labeled trees, also called Cayley's trees after the celebrated Cayley's theorem [8] , has been widely studied in the literature. Coding labeled trees by means of strings of node labels is an interesting alternative to the usual representations of tree data structures in computer memories, and it has many practical applications (e.g. Evolutionary Algorithms over trees [14] , random trees generation [12] , data compression [11] , and computation of forest volumes of graphs [20] ). Several different bijective codes that realize associations between labeled trees and strings of labels have been introduced, see for example [9, 13, 15, [23] [24] [25] [26] . From an algorithmic point of view, the problem has been investigated thoroughly and optimal coding and decoding algorithms for these codes are known [4, 7, 9, 13] .
k-trees are one of the most natural and interesting generalizations of trees (for a formal definition see Sect. 2) and there is considerable interest in developing efficient tools to manipulate this class of graphs. Indeed each graph with treewidth k is a subgraph of a k-tree, and many NP-Complete Problems (e.g. Vertex Cover, Graph k-Colorability, Independent Set, Hamiltonian Circuit, etc.) have been shown to be polynomially solvable when restricted to graphs of bounded treewidth. We suggest the interested reader to see [2, 3] .
In 1970 Rényi and Rényi [27] generalized Prüfer's bijective proof of Cayley's theorem to code a subset of labeled k-trees (Rényi k-trees). They introduced a redundant Prüfer code for Rényi k-trees and then characterized the valid codewords. Subsequently, non redundant codes that realize bijection between k-trees (or Rényi k-trees) and a well defined set of strings were produced [10, 16] , together with coding and decoding algorithms. In [21] , the authors presented linear time algorithms for coding and decoding Rényi k-trees by means of the redundant Prüfer code. This code is not bijective and the decoding algorithm proposed fails on strings that are not valid codewords. To the best of our knowledge, this paper is the first one that explicitly provides efficient algorithms to bijectively code and decode k-trees. Moreover our code is suitable for Rényi k-trees and arbitrarily rooted k-trees as well.
The paper is organized as follows: in Sect. 2 we provide a background on k-trees. In Sects. 3 and 4 we introduce two building blocks of our coding technique (characteristic tree and Generalized Dandelion Code) while all details for the coding and decoding procedures are given in Sects. 5 and 6. In Sect. 7 we discuss the physical representation of our code. The paper ends with some conclusions and future directions for research in this topic.
Preliminaries
In this section we recall the concepts of k-trees and Rényi k-trees and highlight some properties related to these classes of graphs.
Let us call k-clique a clique on k nodes and [a, b] the interval of integers from a to b (a and b included). [19] A k-tree is defined in the following recursive way: 
Definition 1
By construction, a k-tree with n nodes has k 2 + k(n − k) edges, n − k cliques on k + 1 nodes, and k(n − k) + 1 cliques on k nodes. Since every k-tree T k with k or k + 1 nodes is simply a clique, in the following we will assume n ≥ k + 2.
In a k-tree, nodes of degree k are called k-leaves. Note that the neighborhood of each k-leaf forms a clique and then k-leaves are simplicial nodes. A rooted k-tree is a k-tree with a distinguished k-clique R = {r 1 , r 2 , . . . , r k }; R is called the root of the rooted k-tree.
Remark 1 Each k-tree T k with n ≥ k + 2 nodes contains at least two k-leaves; when T k is rooted at R at least one of those k-leaves does not belong to R (see [27] ). Since k-trees are perfect elimination order graphs [28] , when a k-leaf is removed from a k-tree the resulting graph is still a k-tree. If the resulting k-tree is not a clique, at most one node adjacent to the removed k-leaf may became a k-leaf.
In Fig. 1(a) we give an example of a k-tree with k = 3 and 11 nodes labeled with integers in [1, 11] . The same k-tree, rooted at R = {2, 3, 9}, is given in Fig. 1(b) .
Let us call T n k the set of k-trees with n nodes labeled with distinct labels. The cardinality of T n k is (see [1, 17, 22, 27] ):
When k = 1 the set T n 1 is the set of Cayley's trees and |T n 1 | = n n−2 , i.e., the well known Cayley's theorem.
Arbitrarily rooted k-trees with n nodes labeled with distinct labels can be denoted as a pair (T n k , R). Since each k-tree T k contains k(n − k) + 1 cliques on k nodes, the number of arbitrarily rooted k-trees is:
Without loss of generality, in the rest of this paper we will use integers in [1, n] as labels for a k-tree of n nodes. [27] A Rényi k-tree R k is a rooted k-tree with n nodes labeled in [1, n] and root R = {n − k + 1, n − k + 2, . . . , n}.
Definition 2
It has been proven [22, 27] that:
where R n k is the set of Rényi k-trees with n nodes.
Remark 2
Note that the set of labeled trees rooted at n is equivalent to the set of unrooted labeled trees. This equivalence cannot be transposed on k-trees when k > 1. Indeed, not all k-trees contain the clique {n − k + 1, n − k + 2, . . . , n} and then not all k-trees are eligible to be Rényi k-trees. This implies R n k ⊆ T n k .
Characteristic Tree
In this section we introduce the characteristic tree of a rooted k-tree. This structure is fundamental in the rest of this paper as we will use the characteristic tree of a Rényi k-tree in our coding process. Let us start by introducing the skeleton of a rooted k-tree. The skeleton S(T k , R) of a rooted k-tree T k with root R is well defined: indeed it is always possible to find a node Y containing K in T k because K is a clique in S(T k , R). Moreover Y is unique: it is easy to verify that if two nodes in S(T k , R) contain a value v, their lowest common ancestor still contains v. Since this holds for all v ∈ K, there always exists a unique node Y containing K at minimum distance from the root.
Definition 4
The characteristic tree T (T k , R) of a rooted k-tree T k with root R is obtained by labeling nodes and edges of S(T k , R) as follows: 2. each edge from node {v} ∪ K to its parent {v } ∪ K is labeled with the index of the node in K (considered as an ordered set) that does not appear in K. When the parent is R the edge is labeled ε.
The existence of a unique node in K \K is guaranteed by Definition 3. Indeed, v must appear in K, otherwise K = K and the parent of {v } ∪ K contains K. This contradicts the fact that each node in S(T k , R) is attached at minimum distance from the root.
Remark 3
For each node {v} ∪ K of S(T k , R), each w ∈ K\R appears as label of a node in the path from v to 0 in T (T k , R).
As we mentioned before, in our code we will use the characteristic tree of a Rényi k-trees R k . As in Rényi k-trees the root is fixed, we omit the argument R, referring the skeleton as S(R k ) and the characteristic tree as T (R k ).
In Fig. 2 a Rényi 3-tree with 11 nodes, its skeleton and its characteristic tree are shown.
It is easy to see that, given a characteristic tree T , it is possible to reconstruct the corresponding Rényi k-tree: indeed the reconstruction of the skeleton from T is straightforward, and the skeleton tell us, for each node, which clique the node should be connected to.
We are interested in finding algorithms to compute T (R k ) from R k and vice versa in linear time. In order to satisfy this constraint the algorithms detailed in the following sections will avoid the explicit construction of the skeleton. Moreover, we have to remark that, when restricted to Rényi k-trees, our characteristic tree coincides with the Doubly Labeled Tree defined in a completely different way in [18] and used in [10] . Our new definition gives us the right perspective to obtain linear time algorithms.
At the end of this section, let us consider the class of all characteristic trees of Rényi k-trees: Z n k . More formally, Z n k is the set of all trees with n − k + 1 nodes labeled with distinct integers in [0, n − k] in which all edges incident on 0 have label ε and all other edges take a label from [1, k] . The association between a Rényi k-tree and its characteristic tree is a bijection between R n k and Z n k . Indeed, for each Rényi k-tree its characteristic tree belongs to Z n k , and this association is invertible. In Sect. 4 we will show that |Z n k | = |R n k |, proving that the association between a Rényi k-tree and its characteristic tree is a bijection.
Generalized Dandelion Code
As stated in the introduction, many codes producing bijection between labeled trees with n nodes and strings of length n − 2 have been presented in the literature. Here we show a generalization of one of these codes, that takes into account labels on edges and can be use to code characteristic trees of Rényi k-trees. We have chosen Dandelion code due to the special structure of the code strings it produces. This structure will be crucial to ensure the bijectivity at the end of the coding process of a k-tree (see Sect. 5 Step 3).
Dandelion code was originally introduced in [15] , but its poetic name is due to Picciotto [25] . Our description of this code is based on [7] where linear time coding and decoding algorithms are detailed.
The basic idea behind Dandelion code is to root the tree at 0 and to transform it to ensure the existence of edge (1, 0). Performing these operations, the parent vector of the transformed tree will contain two useless information p(0) and p(1), whose elimination leads to a n − 2 labels representation of the tree.
The Generalized Dandelion Code takes as parameters r and x. It considers a tree T , with n nodes with distinct labels in [0, n − 1], and an edge labeling function such that: each edge incident on r has label ε and all other edges have label over a given alphabet . At the beginning of the coding procedure T is rooted at r, thus identifying, for each node v, its parent p(v). Considering T as a digraph with edges oriented upwards, T is the functional digraph of the function p. The existence of the oriented edge (x, r) is guaranteed by breaking the original path between x and r into cycles (or loops): until p(x) = r, p(x) is swapped with p(w), where w is the node with maximum label in the ascending path from x to r.
At each swap a new cycle is introduced: node w is connected either to itself in a loop or with a node belonging to its subtree. As each parent swap changes the set of graph edges, we should specify what happens with edge labels. Our algorithm ensures that the edge labels remain associated to parent nodes. More formally, the new edge (x, p(w)) will have the label of the old edge (w, p(w)) and the new edge (w, p(x)) will have the label of the old edge (x, p(x)).
The graph resulting from the coding process satisfies the following invariants:
-node r has no outgoing edges, -each node except r has exactly one outgoing edge, -the outgoing edge of node x is (x, r), -each edge incoming in r has label ε. 
Exploiting the invariants, the resulting graph can be univocally represented by p(v) and (v, p(v)) for each v ∈ [0, n − 1]\{r, x}. The sequence of these n − 2 pairs constitutes the Generalized Dandelion Code of the original tree T .
In Program 1 the coding algorithm is detailed.
Program 1 Generalized Dandelion Coding
swap p(x) and p(w) 6. for v ∈ V (T )\{r, x} in increasing order do 7. append (p(v), (v, p(v) )) to the code The condition of Line 2 can be precomputed for each node with a simple traversal of the path between x and r, so the linear time complexity of the algorithm is guaranteed.
In Fig. 3 and example of Generalized Dandelion Coding, with parameters r = 0 and x = 1, is presented.
As a further example let us code (with r = 0 and x = 1) the tree shown in Fig. 2(c) . Here the only swap occurring is p(1) ↔ p (8) . The code string obtained is:
Remark 4 During the coding, the set of parents {p(v) : v ∈ T } does not change because we never introduce new parents or remove them, only swaps may occur. Since the codeword is generated using node parents, each internal node of the original tree appears in the codeword (except perhaps the root r) and vice versa each first element of a pair in the codeword is an internal node in the original tree.
Let us now detail how it is possible to reconstruct the tree from its codeword S. S is a sequence of n − 2 pairs, each pair is either (r, ε) or a pair in ([0, n − 1]\{r}) × .
Initially we construct a functional digraph G, whose node set is [0, n − 1], in the following way: consider all nodes except r and x, in increasing order. Let v i be the i-th node and let (p i , l i ) be the i-th pair in S. Add to G the oriented edges (v i , p i ) with label l i , for each v i , and the oriented edge (x, r) with label (r, ε).
The decoding proceeds breaking all cycles (or loops) in G in order to transform G into a tree by correctly reconstructing the path between x and r. Let {C 1 , C 2 , . . . , C j } be the set of cycles in G and let m i be the node of maximum label in C i : each m i is a node whose parent has been swapped with p(x) in the coding. So it is sufficient to swap back p(x) and p(m i ), considering all m i from the smallest to the largest. Edge labels remain associated to parent nodes.
In the decoding algorithm detailed in Program 2, the graph G is represented with a vector p keeping, for each node, the endpoint of its outgoing edge (analogous to parent vector for trees). This can be done because the outdegree of nodes in G is at most 1. else analyze(p(v)) 5 .
Program 2 Generalized Dandelion Decoding

status(v) = processed
As mentioned at the end of the previous section, we now exploit the Generalized Dandelion Code to show that |Z n k | = |R n k |. Each tree in Z n k has n − k + 1 nodes and therefore is represented by a code string of length n − k − 1. Each element of this string is either (0, ε) or a pair in [1, n − k] × [1, k] . Then there are exactly k(n − k) + 1 possible pairs. The number of possible strings is (k(n − k) + 1) n−k−1 , and then
A Linear Time Algorithm for Coding k-trees
In this section we present a new bijective code for k-trees and we show that this code allows linear time coding and decoding algorithms. To the best of our knowledge, this paper is the first one that explicitly provides efficient algorithms to bijectively code and decode k-trees. In [16] a bijective code for k-trees was presented, but it does not seem to allow efficient implementation.
Our algorithm initially transforms a k-tree in a Rényi k-tree: we root the k-tree T k at a particular clique Q and we perform a relabeling to obtain a Rényi k-tree R k . Exploiting the characteristic tree T (R k ) and the Generalized Dandelion Code, we bijectively code R k . The most demanding step of this process is the computation of T (R k ) starting from R k . We will show that even this step can be done in linear time.
Notice that the coding presented in [10] , which deals with Rényi k-trees, is not suitable to be extended to obtain a non redundant code for general k-trees.
As noted at the end of the previous section, using the Generalized Dandelion Code, we are able to associate elements in R n k with strings in:
Since we want to code all k-trees, rather than just Rényi k-trees, our final code will consist of a substring of length n − k − 2 of the Generalized Dandelion Code for T (R k ), together with information describing the relabeling used to transform T k into R k .
Codes for k-trees associate elements in T n k with elements in:
The obtained code is bijective: this will be proved by a decoding process that is able to associate to each code in A n,k the corresponding k-tree. Note that |A n k | = |T n k |. The coding algorithm is summarized in the following 4 steps:
CODING ALGORITHM Input: a k-tree T k with n nodes Output: a code in A n,k 1. Identify Q, the k-clique adjacent to the maximum labeled leaf l M of T k . By a relabeling process φ, transform T k into a Rényi k-tree R k ; 2. Generate the characteristic tree T for R k ; 3. Compute the Generalized Dandelion Code for T with r = 0 and x = φ(q), where q = min{v / ∈ Q}. Remove from the obtained code string S the pair corresponding to φ(l M );
Return the code (Q, S).
Assuming that the input k-tree is represented by adjacency lists adj, we detail how to implement the first three steps of our algorithm in linear time.
Step 1. Compute the degree d(v) of each node v and find l M , i.e. the maximum v such that d(v) = k, then the node set Q is adj (l M ). In order to obtain a Rényi k-tree, nodes in Q have to be associated with values in {n − k + 1, n − k + 2, . . . , n}. This relabeling can be described by a permutation φ defined in the following way:
. unassigned values are used to close permutation cycles, formally: for each q ∈ {n − k + 1, . . . , n} − Q, φ(q) = i such that φ j (i) = q and j is maximized. Figure 4 provides a graphical representation of the permutation φ corresponding to the 3-tree in Fig. 1(a) , where Q = {2, 3, 9}, obtained as the neighborhood of l M = 10. Forward arrows correspond to values assigned by rule 1, small loops are those derived from rule 2, while backward arrows closing cycles are due to rule 3.
The Rényi k-tree R k is T k relabeled by φ. The final operation of Step 1 consists in ordering the adjacency lists of R k . The reason for this operation will be clear in the next step. 
φ(q i )
while φ(j ) is assigned do 6. j = φ(j ) 7. φ(j ) = i other nodes, the inner while loop scans each permutation cycle only once, according to rule 3 of the definition of φ.
Relabeling all nodes of T k to obtain R k requires O(nk) operations, as well as the procedure in Program 5 used to order its adjacency lists.
Program 5 Order Adjacency Lists
for all j ∈ adj(i) do 3. append i to newadj (j ) 4 . return newadj
Step 2. The goal of this step is to build the characteristic tree T of R k . In order to guarantee linear time complexity we avoid the explicit construction of the skeleton S(R k ). We build the node set and the edge set of T separately.
The node set is computed identifying all maximal cliques in R k ; this can be done by pruning R k from k-leaves. The pruning proceeds by scanning the adjacency lists in increasing order: whenever it finds a node v with degree k, a node in T labeled by v, representing the maximal clique with node set v ∪ adj (v), is created. Then v is removed from R k and consequently the degree of each of its adjacent nodes is decreased by one.
In a real implementation of the pruning process, in order to limit time complexity, the explicit removal of each node should be avoided, keeping this information by marking removed nodes and decreasing node degrees. When v becomes a k-leaf, the node set identifying its maximal clique is given by v union the nodes in the adjacency list of v that have not been marked as removed yet. We will store this subset of the adjacency list of v as K v : a list of exactly k integers.
Note that, when v is removed, at most one of its adjacent nodes becomes a k-leaf (see Remark 1) . If this happens, the pruning process selects the minimum between the new k-leaf and the next k-leaf in the adjacency list scan.
At the end of this process, the original Rényi k-tree is reduced to its root R = {n − k + 1, . . . , n}. To represent this k-clique the node labeled 0 is added to T (the algorithm also assigns K 0 = R).
This procedure is detailed in Program 6, its overall time complexity is O(nk). Indeed, it removes n − k nodes and each removal requires O(k) time.
Program 6
Prune R k function remove(x) 1. let K x be adj (x) without all marked elements 2. create a new node in T with label x 3. mark x as removed 4 . for all unmarked y ∈ adj (x) do 5 .
remove(w) 5. while ∃ an unmarked u ∈ adj(w) such that u < v and
remove(w)
In order to build the edge set, let us consider for each node v the set of its eligible parents, i.e. all w in K v . Since all eligible parents must occur in the ascending path from v to root 0 (see Remark 3), the correct parent is the one at maximum distance from the root; so we proceed following the reversed pruning order.
The edge set is represented by a vector p identifying the parent of each node. 0 is the parent of all those nodes s.t. K v = R. The level of these nodes is 1.
To keep track of the pruning order, nodes can be pushed into a stack during the pruning process. Now, following the reversed pruning order, as soon as a node v is popped from the stack, it is attached to the node in K v at maximum level. We assume that the level of nodes in R (which do not belong to T ) is 0.
The pseudo-code of this part of Step 2 is shown in Program 7.
Program 7 Add edges
The algorithm of Program 7 requires O(nk) time. In fact, it assigns the parent of n − k nodes, each assignment involves the computation of a maximum (Line 6) and requires k comparisons.
To complete Step 2, it remains to label each edge (v, p(v) ). When p(v) = 0, the label is ε; in general, the label l (v, p(v) ) must receive the index of the only element in K p(v) that does not belong to K v . All labels can be computed in O(nk) time by scanning lists K v , as Program 5 ensures that elements in all K v appear in increasing order. Figure 2(c) shows the characteristic tree computed for the Rényi 3-tree of Fig. 2(a) .
Step 3. Applying the Generalized Dandelion Code with parameters r = 0 and x = φ(q), where q = min{v / ∈ Q}, we obtain a code S consisting in a list of n − k − 1 pairs . For each v ∈ {1, 2, . . . , n − k}\{x} there is a pair (p(v), l(v, p(v)) ) taken from the set
As it is, the obtained code is redundant because we already know, from the relabeling process performed in Step 1, that the largest leaf l M of T k corresponds to a child of the root in T . Therefore the pair associated to φ(l M ) must be (0, ε) and can be omitted. The Generalized Dandelion Code already omits the information (0, ε) associated with the node x, so, in order to reduce the code length, we need to guarantee that φ(l M ) = x.
Lemma 1 Given a k-tree T k with n nodes, let l M be the maximum leaf of T k and φ the permutation computed by Program 4. Then, if x is chosen as φ(min{v /
Proof From Remark 1, we already know that a k-tree on n ≥ k + 2 nodes has at least 2 k-leaves. Q cannot contain a k-leaf, since it is chosen as the adjacent k-clique of the maximum leaf l M . So there exists at least a k-leaf smaller than l M that does not belong to Q; q = min{v / ∈ Q} will be less than or equal to this k-leaf. Consequently l M = q and, since φ is a permutation, φ(l M ) = φ(q).
The removal of the redundant pair from the code S completes Step 3. Since the Generalized Dandelion Code can be computed in linear time, the overall time complexity of the coding algorithm is O(nk).
It is now clear that we have chosen Dandelion Code because it allows us to easily identify an information (the pair (0, ε) associated to φ(l M )) that can be removed in order to reduce the code length from n − k − 1 to n − k − 2: this is crucial to obtain a bijective code for all k-trees. Indeed, many other known codes for Cayley's trees, such as Prüfer-like codes [5] , can be generalized to code edge labeled trees, obtaining bijection between Rényi k-trees and strings in B n,k . However these codes do not make it possible to identify a removable redundant pair. This means that not any code for Rényi k-trees can be exploited to obtain a code for k-trees.
The returned pair (Q, S) belongs to A n,k , since Q ∈ [1,n] k , and S is a string obtained by removing a pair from a string in B n,k .
The Generalized Dandelion Code obtained from the characteristic tree in Fig. 2(c) , using as parameters r = 0 and x = 1, is:
3 ; this is a code for the Rényi 3-tree in Fig. 2(a) . The 3-tree T 3 in Fig. 1(a) is coded as:
3 . We recall that in this example Q = {2, 3, 9}, l M = 10, q = 1, φ(l M ) = 3, and φ(q) = 1.
A Linear Time Algorithm for Decoding k-trees
Any pair (Q, S) ∈ A n,k can be decoded to obtain a k-tree whose code is (Q, S). This process can be performed with the following algorithm:
Compute φ starting from Q and find l M and q; 2. Insert the pair (0, ε) corresponding to φ(l M ) in S and decode it to obtain T ; 3. Rebuild the Rényi k-tree R k by visiting T ; 4. Apply φ −1 to R k to obtain T k .
Let us detail the decoding algorithm. Once Q is known, it is possible to compute q = min{v ∈ [1, n] : v / ∈ Q} and φ as described in Step 1 of coding algorithm (Program 4). Since all internal nodes of T explicitly appear in S (see Remark 4) , it is easy to derive the set L of all leaves of T by a simple scan of S. Note that leaves in T coincide with k-leaves in R k . Applying φ −1 to all elements in L we can reconstruct the set of all k-leaves of the original T k , and therefore find l M , the maximum leaf in T k .
In order to decode S, a pair (0, ε) corresponding to φ(l M ) needs to be added, and then the decoding phase of the Generalized Dandelion Code with parameters 0 and φ(q) has to be applied. The obtained tree T is represented by its parent vector.
The reconstruction of the Rényi k-tree R k is detailed in Program 8. We assume that each K v is a list of k integers, in increasing order.
Program 8 Rebuild
else 6. let w be the element of index l (v, p(v) 
The last step of the decoding process consists in applying φ −1 to R k in order to obtain T k . The overall complexity of the decoding algorithm is O(nk). In fact the only step of the algorithm that requires some explanation is Line 7 of Program 8. Assuming that K p(v) is ordered, to create K v in increasing order, it is enough to scan K p (v) omitting w and inserting p(v) in the correct position. Since all K v = R = {n − k + 1, . . . , n} are trivially ordered, our assumption is always verified.
Compact Representation
In order to consider every aspect of the problem of efficiently code and decode ktrees, we decide to conclude the paper with some considerations about to the physical representation of codewords in computer memories.
The main motivation for this section comes from applications like Random k-tree Generation and Evolutionary Algorithms [14] . In these context codewords are generated and manipulated directly by means of operations like mutation and crossover: for such operations, the possibility of representing values not in A n,k is a drawback, as it can require to perform checks in order to determine if values generated are valid codewords.
Moreover, minimizing the memory occupation of a coded k-tree is important for applications storing many such data in a limited amount of memory.
In the following we discuss how codewords can be efficiently represented in roughly log(|A n,k |) bits.
First we detail how to represent S, the sequence of pairs. Each pair (p, ) ∈ [1, n − k]× [1, k] can be easily represented in log(n−k) + log k bits. In order to optimize the space requirement of a single pair, we can represent it as the single integer
is not a power of two, we can represent the special pair (0, ε) with any bit sequence not representing a pair
Otherwise one more bit is needed. Hence (n − k − 2) log((n − k)k + 1) bits are required to represent the whole sequence S. Applying the same reasoning we exploited on pairs we can represent S as a single integer, thus the total number of bits can be further reduced to (n − k − 2) log((n − k)k + 1) .
We now discuss several ways to represent Q ∈ [1,n] k . The easiest way to represent Q consists in a list of k values in [1, n] . This requires k log n bits. Even though n k has the same asymptotical order of n k , the possibility to represent lists with repetitions is a drawback.
If k = (n) we can consider to represent Q with its characteristic vector. This requires exactly n bits but still allow us to represent values not in [1,n] k . A non redundant representation of Q is given by its index in the lexicographically ordered list L of all X ∈ [1,n] k . In order to efficiently compute this index id(Q) notice that the first This computation requires O(nk) time since all binomial coefficients can be precomputed with dynamic programming (or with more sophisticate approaches [29] ) and each sum between n−1 k−1 and ρ(Q, i + 1, k, n − 1) can be done in O(k) (these numbers are bigger that log n bits, then we cannot assume basic operations on them to require constant time).
Exploiting the consideration made on the representation of S and Q we derive that a each k-tree of n nodes can be univocally represented in log(|T n,k |) bits.
Conclusions
In this paper we introduced a new bijective code for labeled k-trees, moreover we provided coding and decoding algorithms whose running time is linear with respect to the input size.
In order to develop our bijective code for k-trees we exploited a transformation of a k-tree in a Rényi k-tree and developed a new coding for Rényi k-trees based on a generalization of the Dandelion code. The choose of Dandelion code, among all codes known for Cayley's trees, is motivated by the necessity to identify and discard some redundant information. This is crucial to ensure the resulting code for k-trees to be bijective.
It is worth to notice that our code can be exploited, with minor modifications, to bijectively code Rényi k-trees and arbitrarily rooted k-trees as well.
For Rényi k-trees, it is enough to omit Step 1 of the coding process, and return the string S produced by the Generalized Dandelion Code without removing any redundant pair. The resulting codewords belong to the set B n k . In the case of arbitrarily rooted k-trees, we can assign Q = R in Step 1, without computing l M . This will have no drawback as we do not need to remove any redundant pair from S in Step 3. The resulting codewords belong to the set [1,n] k
) n−k−1 . We think that our paper completely closes the problem of efficiently coding and decoding k-trees since we presented linear time algorithms and compact codeword representations. As a future direction for research in this topic, we propose to work on bijective codes for partial k-trees.
