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Abstract 
The behaviors and skills of models in many geoscientific domains strongly depend on spatially 
varying parameters that lack direct observations and must be determined by calibration. 
Calibration, which solves inverse problems, is a classical but inefficient and stochasticity-ridden 
approach to reconcile models and observations. Using a widely applied hydrologic model and soil 
moisture observations as a case study, here we propose a novel, forward-mapping parameter 
learning (fPL) framework. Whereas evolutionary algorithm (EA)-based calibration solves inversion 
problems one by one, fPL solves a pattern recognition problem and learns a more robust, universal 
mapping. fPL can save orders-of-magnitude computational time compared to EA-based calibration, 
while, surprisingly, producing equivalent ending skill metrics. With more training data, fPL learned 
across sites and showed super-convergence, scaling much more favorably. Moreover, a more 
important benefit emerged: fPL produced spatially-coherent parameters in better agreement with 
physical processes. As a result, it demonstrated better results for out-of-training-set locations and 
uncalibrated variables. Compared to purely data-driven models, fPL can output unobserved 
variables, in this case simulated evapotranspiration, which agrees better with satellite-based 
estimates than the comparison EA. The deep-learning-powered fPL frameworks can be uniformly 
applied to myriad other geoscientific models. We contend that a paradigm shift from inverse 
parameter calibration to parameter learning will greatly propel various geoscientific domains. 
Significance Statement 
For three decades, parameter calibration has been an orthodoxical, must-have-yet-painful 
procedure that is deeply entrenched across various geoscientific domains. Here we show that it is 
time to make a paradigm shift from parameter calibration to parameter learning. The new machine-
learning-enabled scheme produces better metrics and more robust and physically-meaningful 
parameters (tested by spatial extrapolation and uncalibrated variables), all while reducing 
computational demand by two orders of magnitude compared to an evolutionary algorithm (EA) 
with another two orders of magnitude reduced via the use of a surrogate model. This work shows 
the deficiencies of the traditional, site-by-site calibration strategy, and highlights a highly versatile 
and uniform framework applicable to various geoscientific domains. 
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Based on our interpretation of the journal policy and US laws, the main text is 
abridged with respect to methods and is substantially different from the manuscript 
submitted to the journal. 
 
Introduction 
This work broadly addresses geoscientific models across a wide variety of domains, including non-
dynamical system models like radiative transfer modeling (1), as well as dynamical system models, 
such as land surface hydrologic models that simulate soil moisture, evapotranspiration, runoff, and 
groundwater recharge (2); ecosystem models that simulate vegetation growth and carbon and 
nutrient cycling (3); agricultural models that simulate crop growth (4); and water quality models (5). 
Besides scientific pursuits, these models fill operational information needs for water supply 
management, flood and pollution control, crop and forest management, climate change impact 
estimation, and many others.  
 
A central and persistent problem concerning this wide variety of geoscientific models is that their 
behaviors and skills are strongly controlled by some unobservable parameters. Due to imperfect 
knowledge, scaling issues (6, 7), and other challenges, these parameters are typically determined 
by model calibration. But uncertainties in these parameters, such as for those controlling climate 
models estimating land surface feedbacks of water and CO2 to the atmosphere, limit the confidence 
we have in the modeled results, such as simulated regional impacts caused by increasing CO2 
levels (8).  
 
Many methods have been introduced to seek optimal parameters, including genetic algorithms (9–
11) and evolutionary algorithms (EAs) such as the Shuffled Complex Evolutionary algorithm (SCE-
UA) (12). A research enterprise spanning three decades has been dedicated to these calibration 
techniques and their applications in geosciences, as they have become a standard and deeply-
entrenched part of the modeling practice. For example, nearly all models for the rainfall-runoff 
process (13, 14) (a key step in land surface models and general circulation models) or for 
ecosystem dynamics (15) involve unobservable parameters that require calibration. Moreover, 
these parameters are often sensitive to changes in spatial and/or temporal resolutions (16), other 
model parameters, model version, or even input data, continuously triggering the need to readjust 
previously calibrated parameters - a repetitive and tedious process (17). Current optimization 
algorithms require thousands of model runs or more, just to calibrate a dozen parameters. EAs use 
trial and error to propose new solutions for the next iterations; there is no clear credit assignment 
path (18) between the responses and the parameters to assist in optimization. As such, EAs are 
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generally regarded as being better at finding global (in the parameter space) optimums but not 
efficient.  
 
As EAs are applied to each location individually, the computational expense increases 
proportionally with the number of locations. This optimization process cannot extract or remember 
any relationship between optimal parameters and known attributes or forcing-response pairs. In 
other words, traditional geoscientific parameter calibration does not take advantage of what is 
learned in one place to apply it elsewhere. Another typical concern is that the algorithm may overfit 
to the training data and find non-physical parameters, meaning it captured the noise instead of the 
true signal. EAs often produce disparate, discontinuous parameters for neighboring, 
geographically-similar areas, as shown for land surface hydrologic models (17). In summary, the 
traditional parameter calibration paradigm, while having served great utility for decades, has 
become a bottleneck and a distinctive pain point to geoscientific research. Parameter 
regionalization, which applies similar parameters or transfer functions over large areas (16, 19), is 
a useful approach to alleviate these issues, but such a specialized approach relies on an extensive 
set of expert-defined scaling and transfer functions based on expert-chosen covariates. For 
different geoscientific models, such as ecosystem models, different sets need to be defined, which 
adds significantly to the method’s burden and arbitrariness.  
 
Recently, deep learning (DL) (18, 20) has been gaining substantial attention across scientific 
disciplines, including the geosciences (21–23). Neural networks keep track of gradient chains, 
which link all parameters in the network to the prediction outcome. They use the gradient chain and 
backpropagation, a method of evaluating the mismatch between predicted and observed variables, 
to update the network weights. This design allows for highly efficient optimization. However, no 
studies in our knowledge have explored this path for geoscientific models. The typical role of a 
neural network in model calibration has been that of an efficient surrogate model, which emulates 
a process-based model to provide reduced computational time during calibration (24, 25). In such 
applications, the fundamental parameter calibration algorithm is not improved, and the problem is 
still solved individually for each location. 
 
Although previous work using supervised learning has demonstrated the usefulness of DL for 
geoscientific modeling, it only allows for the prediction of observed variables. For example, in the 
field of hydrology, our previous work has shown that a time series DL network model using long 
short-term memory (LSTM) (26) successfully learned satellite-sensed soil moisture dynamics, 
which controls many processes such as infiltration, runoff, evapotranspiration, vegetation 
functioning, and drought resilience (27, 28). The LSTM model had success predicting time series 
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(29) and multi-year trends (30, 31) of soil moisture. Similar success was reported for streamflow 
(32) and water temperature (33). However, such data-driven DL models can only be trained to 
predict observable variables. For similarly important but unobserved prognostic variables such as 
evapotranspiration, groundwater recharge, or root carbon storage, we are still reliant on manually-
calibrated process-based models. 
 
Here we propose a novel, forward-mapping parameter learning framework (fPL) based on deep 
learning with two versions suitable for different use cases in geosciences. This procedure leverages 
the efficiency and performance of the modern DL computing infrastructure to handle large 
quantities of data. As a case study, here we applied the framework to the Variable Infiltration 
Capacity (VIC) model, a widely-used land surface hydrologic model (34). We used the framework 
to produce parameters that allow VIC outputs to best match surface soil moisture observations 
from NASA’s Soil Moisture Active Passive (SMAP) satellite mission (35). We compared the 
parameters from fPL to parameters from SCE-UA, and also to the operational parameters from the 
North American Land Data Assimilation System phase-II (NLDAS) (36). The comparison was done 
at multiple sampling densities (the portion of data points that were selected into the training 
dataset), and different lengths of training data (one year or two years). In addition, we evaluated 
the quality of the estimated parameters from these methods for spatial locations outside of the 
training set, and also for an uncalibrated variable, evapotranspiration (ET). 
 
Results 
 
Performance and efficiency 
Here our results show that fPL can deliver equivalent or slightly better ending performance metrics 
than SCE-UA at orders-of-magnitude lower cost. At sampling densities of 1/82 and 1/42, fPL had 
nearly identical ending objective function values (root-mean-square error, RMSE, between the 
simulated and observed surface soil moisture) as SCE-UA (Figure 1e-f). fPL’s virtual equivalence, 
or marginal outperformance in the median RMSE, was a surprise to us, as one would expect SCE-
UA to better capture the global minimum. This result attests to the strong optimization capability of 
neural networks. We observed that fPL had the lowest performance (highest ending RMSE) when 
there was the least amount of data available (s16, or 1/162). As data increased with either higher 
sampling density or longer training series, fPL’s results improved significantly. A slight advantage 
of fPL over SCE-UA manifested in correlation (Figure 2d), suggesting that the calibrated 
parameters captured seasonality trends well. While the parameters from the two schemes offered 
similar general spatial distributions of performance metrics, mainly driven by SMAP data noise 
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(Figure 2a-b), there were some differences, too: time series comparisons show that in some pixels 
the recession limbs of soil moisture were better captured by fPL (Figure 2c).  
 
Notably, fPL descended into the range of acceptable performance orders of magnitude faster than 
SCE-UA, and its advantage increased dramatically with more training data (Figure 1e-f). For 2-year 
training, using an RMSE of 0.05 as a threshold for a functional model, fPL required 310, 60, and 5 
epochs to drop below it at 1/162, 1/82, and 1/42 sampling densities, respectively, compared to SCE-
UA’s 840 epochs (here an epoch for SCE-UA also means one forward simulation per gridcell, as 
explained in Methods). With the identical surrogate model, at 1/82, fPL required 9.9 minutes to 
achieve this RMSE level compared to SCE-UA’s 253 minutes. A more drastic contrast of 11 minutes 
and 1,004 minutes was noticed at 1/42 (s4) sampling density. 
 
The reduction of epochs resulted from the use of a domain-wide loss function, allowing fPL to learn 
across locations. In comparison, sampling density had no effect on SCE-UA, as it needs to be 
calibrated on each gridcell individually and cannot learn across locations. It is worthwhile to mention 
that there is further room to reduce the fPL training time by multiple times, via parallel-GPU training. 
 
The DL-based fPL algorithm clearly thrived in a big-data environment. It improved in both 
performance and efficiency as the amount of data increased, which the traditional paradigm failed 
to leverage. While using a surrogate is not entirely novel, the efficiency of the LSTM surrogate 
model component is nonetheless worth mentioning, as it saved over two orders of magnitude in 
computational time as compared to running the original VIC model. Training this surrogate model 
required potentially multiple iterations of forward simulations, adding together to a few CONUS-
scale forward simulation at the full 1/8 latitude-longitude-degree resolution. All things considered, 
fPL represented three-to-four orders of magnitude in computational savings compared to a 
traditional calibration workflow. The CONUS-scale calibration job which would have normally taken 
a 100-core CPU cluster to run 2-3 days with SCE-UA now only takes roughly 40 minutes on a single 
GPU. This difference certainly enables new possibilities for research. 
 
Spatial generalization, uncalibrated variables and parameter fields 
Here we show that not only was fPL dramatically faster, it also gave parameter sets that are 
spatially coherent and better constrained. Our spatial generalization test, which examines how the 
parameters’ performance degrade for out-of-training-set gridcells, showed fPL’s metrics had almost 
no degradation from the training set to the test set (Figure 2d). In contrast, SCE-UA’s ubRMSE 
increased for the neighboring gridcells. This comparison suggests while SCE-UA could have more 
significant overfitting, fPL captured the general parameter mapping, rather than memorizing 
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spurious relationships. More noticeably, fPL had a much smaller spread of bias compared to SCE-
UA’s (Figure 2d left panel). Their differences in metrics were statistically significant and random 
seeds can be rejected as a cause (Table S1 in Supplementary Information). gz was slightly better 
than gA, and both were better than SCE-UA in the spatial generalization test. These results 
demonstrated fPL’s robustness over SCE-UA. We attribute this strength to training a unified model 
that uses geophysical variables (as well as the soil moisture dynamics for gz) to infer parameters 
at neighbor cells). 
 
Most geoscientific models output multiple variables of interest that can explain the processes taking 
place, but only a subset can be used for calibration. It can be argued that if a parameter set leads 
to improved behavior for both calibrated (soil moisture) and uncalibrated (ET) variables, it better 
describes the underlying physical processes, so that the model gives good results for the right 
reason. Evapotranspiration (ET) was not the calibration target of fPL, but was among the important 
VIC model outputs. Here we compared model-simulated temporal-mean ET to MOD16A2, an ET 
product from the Moderate Resolution Imaging Spectroradiometer (MODIS) mission (see Methods 
for its limitations).  
 
The parameters from fPL produced ET that was closer to MOD16A2 in spatial pattern than either 
those from NLDAS or calibrated by SCE-UA (Figure 3).  At 1/82 sampling density, the (ensemble 
mean) CONUS-median correlation between observed and simulated ET was 0.75, 0.69, and 0.74 
for gz, SCE-UA, and NLDAS, respectively, and the differences were multiple standard deviations 
(due to random seeds) apart (Table S1 in supplementary information). Because gz had much 
smaller bias, the Nash-Sutcliffe model efficiency coefficient (NSE) for fPL, on the other hand, was 
0.55, 0.44 and 0.38 for the three schemes respectively. SCE-UA calibration using soil moisture did 
not improve the spatial pattern of ET compared to the current parameter sets in NLDAS, but fPL 
led both by a substantial margin.  
 
While MOD16A2 employs some structural assumptions (see Methods) and should not be 
considered truth, it utilizes completely separate sources of observations including leaf area index 
and photosynthetically active radiation. Thus, the markedly better agreement of fPL with MOD16A2, 
in terms of both correlation and bias, supports the argument that fPL had more physically-relevant 
parameter sets and overall improved model behavior. When SCE-UA calibrated a certain gridcell, 
it did not put this gridcell in the context of regional patterns, so sometimes it distorted model physics 
in its pursuit of lower RMSE. For fPL, we do not explicitly model autocorrelation and are thus not 
beholden to errors in such models. However, because the parameter estimation module inputs of 
forcings, responses, and attributes are themselves spatially coherent (autocorrelated), and only 
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one uniform model is trained, it is all but certain that the inferred parameters are also spatially 
coherent.  
 
INFILT, one of the parameters estimated by fPL (see Method for explanations of this parameter), 
shows a spatial pattern that generally follows the aridity and topography of the study region (Figure 
4), which is in agreement with our understanding of physical hydrology and the VIC model behavior. 
Precipitation declines from east to west until reaching the Rocky Mountains, and then increases 
again at the west coast. The large southeast and northwest coasts are the wettest parts of the 
country due to availability of moisture from the oceans. fPL kept the steepness of the infiltration 
capacity curve of surface runoff (INFILT in Figure 4) smooth in wet areas so that more surface 
runoff will be generated, which is consistent with earlier literature(17, 37). INFILT varies 
continuously in the southeast coastal plains where soil is thick and permeable and most rainfall 
infiltrates (38). The map also captured patterns of poorly drained soils in Indiana/Ohio and in 
Canada (to the northeastern edge of the map), which are visible from soil surveys. We observe 
such continuity with other parameters as well (Figure S3 in Supplementary Information). In contrast, 
SCE-UA (Figure 4(b)) presented discontinuous parameters which seemed to be plagued by 
stochasticity and parameter non-uniqueness. This is also the reason why SCE-UA had worse 
performance at the spatial generalization test and the uncalibrated variable test.  
 
The soil moisture observations impose constraints only on part of the system, and VIC may also 
have various limitations in terms of the linkage between soil moisture and other hydrologic 
variables. Therefore, it is unreasonable to expect fPL (or SCE-UA, or other schemes) to fully 
remove parametric uncertainties and find the most realistic parameters after just calibrating to 
SMAP. Nevertheless, the parameters found by fPL seem to be more coherent with known physics 
than SCE-UA. 
 
Discussion  
 
fPL works in a broadly-applicable paradigm that is fundamentally different from parameter 
calibration. Whereas EA-based calibration solves inversion problems one by one for each gridcell, 
fPL learns a more robust, universal mapping. The hydrologic traits of the landscape manifest in its 
soil moisture responses to rainfall. Human experts can perceive these patterns, e.g. soil moisture 
in sandy soils will likely have larger fluctuations and faster recession, but the gz network is able to 
more effectively quantify the mapping.  
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fPL demonstrated orders-of-magnitude savings in computational time over SCE-UA even with a 
moderate sampling density (1/82). While fPL gave equivalent or only slightly better ending metrics, 
in practice, few people could afford the computational resources and time to wait for EAs to 
completely converge. Hence it can be argued that most times users will get better metrics with fPL. 
One could further argue that chasing the global minimum is neither necessary nor productive; it is 
far more valuable to obtain robust, physically-meaningful parameters that reflect real-world patterns 
and gradients. This finding can provide generic guidance for a broad range of geoscientific 
problems where many observations over the parameter space are available.  
 
Evaluated only on SMAP, a pure LSTM model can achieve a better prediction, as a CONUS-
median RMSE of 0.027 was reported earlier (29). Since fPL is a strong optimizer, the difference 
from 0.027 to 0.042 (reported here) could roughly be attributed to reasons related to VIC’s structure. 
However, the fPL framework allows the process-based model to resolve a variety of observed or 
unobserved variables, thus better elucidating the processes. The worst parameter performance for 
soil moisture comparison occurs in the Northeastern and Southwestern corners of CONUS (Figure 
2a-b), which correspond to regions with longer freezing times, large vegetation water content and 
thus large SMAP errors. This pattern is different from the comparison with MODIS data, which is 
worst in a large portion of southwestern CONUS (Figure 3e-f).  
 
Related to the above point, gA and gz each have their use cases. Ideally, if the model is perfect and 
high-quality A data can capture the main heterogeneities in processes, gA should be sufficient, and 
it would not require observations. Soil moisture is one of these relatively ideal geoscientific 
problems where characterization of surface soil properties and land cover is available and can 
adequately resolve the soil moisture dynamics. Hence the difference between gz and gA is expected 
to be small for this problem. Nonetheless, we found noticeable advantages in soil moisture and ET. 
In contrast, gz is useful for other problems where models have deficiencies or there are latent 
variables not captured by attribute. An example of this scenario could be streamflow prediction, 
where we have observations of discharge (and may be boosted by a new satellite mission (41)) but 
little knowledge of deeper soil characteristics, macropore distributions, and the properties and 
stratigraphy of the geological formations. Another example is ecosystem modeling, where we have 
ample observations of top-canopy variables such as leaf area index, but forest species, 
successional stages, and understory communities lack detailed data except at a small number of 
sites. In these cases, we suspect that using observation in our gz will provide more pronounced 
benefit in accuracy and computational demand. To test this idea, we ran a hypothetical experiment 
where we reduced attributes to only three attributes (sand, silt percentage, and NDVI), and gz then 
showed more significant advantages over gA (Figure S2 in Supplementary Information). In addition, 
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gz  can be transferred to other users or tasks, providing advantages in data privacy, efficiency and 
procedure modularity compared to the need to always retrain the model with more data. 
 
Depending on the setup, imposing physical constraint has been shown to improve generalization 
(42) and certainly builds an important bridge between process knowledge and data science. Going 
further, we believe it will be possible to quantify the uncertainty with the parameters inferred by the 
network, e.g., using the network for approximate Bayesian inference (43). The fPL framework also 
easily allows for future additions of novel parameter constraints. Overall, given the overwhelming 
advantages of the DL-based fPL approach in efficiency, performance, and robustness, one would 
be hard-pressed to justify continuing use of the traditional parameter calibration approach. 
 
Materials and Methods 
 
The long short-term memory (LSTM) network 
The long short-term memory network (LSTM) was originally developed in artificial intelligence for 
learning sequential data, but has recently become a popular choice for hydrologic time series data 
(23). As compared to a vanilla recurrent neural network, which has only one state, LSTM has two 
states (cell state, hidden state) and three gates: input gate, forget gate, and output gate. The cell 
state enables long-term memory, and the gates are trained to determine which information to carry 
across time steps and which information to forget. These units were collectively designed to 
address the issue of the vanishing gradient problem (44). 
Input transformation: 𝒙𝒕  ൌ  𝑹𝒆𝑳𝑼ሺ 𝑾𝑰𝑰𝒕  ൅ 𝒃𝑰ሻ  (1) 
Input node: 𝒈𝒕 ൌ 𝒕𝒂𝒏𝒉ሺ𝓓ሺ𝑾𝒈𝒙𝒙𝒕ሻ  ൅𝓓ሺ𝑾𝒈𝒉𝒉𝒕ି𝟏ሻ  ൅  𝒃𝒈 ሻ  (2) 
Input gate: 𝒊𝒕 ൌ 𝝈ሺ𝓓ሺ𝑾𝒊𝒙𝒙𝒕ሻ  ൅𝓓ሺ𝑾𝒊𝒉𝒉𝒕ି𝟏ሻ  ൅  𝒃𝒊 ሻ  (3) 
Forget gate: 𝒇𝒕 ൌ 𝝈ሺ𝓓ሺ𝑾𝒇𝒙𝒙𝒕ሻ  ൅𝓓ሺ𝑾𝒇𝒉𝒉𝒕ି𝟏ሻ  ൅  𝒃𝒇 ሻ  (4) 
Output gate: 𝒐𝒕 ൌ 𝝈ሺ𝓓ሺ𝑾𝒐𝒙𝒙𝒕ሻ  ൅𝓓ሺ𝑾𝒐𝒉𝒉𝒕ି𝟏ሻ  ൅  𝒃𝒐 ሻ  (5) 
Cell state: 𝒔𝒕 ൌ 𝒈𝒕 ⊙  𝒊𝒕  ൅  𝒔𝒕ି𝟏 ⊙  𝒇𝒕  (6) 
Hidden state: 𝒉𝒕 ൌ  𝒕𝒂𝒏𝒉ሺ𝒔𝒕ሻ ⊙ 𝒐𝒕  (7) 
Output: 𝒚𝒕 ൌ  𝑾𝒉𝒚𝒉𝒕  ൅ 𝒃𝒚  (8) 
The LSTM network and our whole workflow were implemented in PyTorch (45), an open source 
machine learning framework. 
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The process-based hydrologic model and its surrogate 
The variable infiltration capacity (VIC) hydrologic model has been widely used for simulating the 
water and energy exchanges between the land surface and atmosphere and related applications 
in climate, water resources (e.g. flood, drought, hydropower), agriculture, and others (34). The 
model simulates evapotranspiration, runoff, soil moisture, and baseflow based on conceptualized 
bucket formulations. Inputs to the model include daily meteorological forcings, non-meteorological 
data, and the parameters to be determined. Meteorological forcing data include precipitation, air 
temperature, wind speed, atmospheric pressure, vapor pressure, and longwave and shortwave 
radiation. More details about VIC can be found in Liang et al. (46). We collected forcing data from 
the North American Land Data Assimilation System phase-II (NLDAS-2) (36).  
 
The objective of a surrogate model was to reproduce the behavior of VIC as closely as possible 
while allowing gradient tracking. In theory, if a hydrologic model can be written into machine-
learning platforms, no surrogate model is needed, but training a surrogate model is more 
convenient when the model is complex. Then, to ensure the surrogate model has high fidelity in 
the parameter space where the search algorithms want to explore, we iterated the surrogate 
training procedure multiple times. We first trained a surrogate LSTM model for VIC using the 
forcings, attributes, and parameters from NLDAS-2 as inputs, spatially-varying parameters of 
interest, and the VIC-simulated surface soil moisture (variable name: SOILM_lev1) and 
evapotranspiration (ET, variable name: EVP) as the targets of emulation. Then, as the search 
algorithms (SCE-UA and gz and gA) went near an optimal, we took the calibrated parameter sets, 
made perturbations of them by adding random noise, and retrained the network with added data. 
We repeated this procedure four times so that the NSEs of the parameters, obtained from the CPU-
based VIC model, converged. At s8 sampling density, this amounts to less forward runs than a 1/8-
degree NLDAS-2 simulation. Also note that this effort is needed similarly for fPL and SCE-UA. If 
we do not use the surrogate model, SCE-UA will need to employ the O(102) more expensive CPU 
VIC model. We evaluated the accuracy of the surrogate model, and the median correlations 
between VIC and the surrogate simulation were 0.91 and 0.92 for soil moisture and ET, respectively 
(Figure S1 in Supplementary Information). This framework was implemented in the PyTorch deep 
learning framework (45).  
 
Since SMAP observations have an irregular revisit schedule of 2-3 days and neural networks 
cannot accept NaN inputs, we have to fill in the gaps, but simple interpolations do not consider the 
effects of rainfall. Here we used the near-real-time forecast method that we developed earlier (31). 
Essentially, this forecast method uses forcings and integrates recently available observations to 
forecast the observed variable for the future time steps, achieving very high forecast accuracy 
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(ubRMSE<0.02). When recent observations are missing, their places are taken by the network’s 
own predictions, thus introducing no new information. Using this method, we generated continuous 
SMAP observations for fPL. 
 
Based on Troy et al. (37), the calibrated parameters include the infiltration curve (INFILT), 
maximum base flow velocity (Dsmax), fraction of maximum base flow velocity where nonlinear base 
flow begins (Ds), fraction of maximum soil moisture content above which nonlinear baseflow occurs 
(Ws), and variation of saturated hydraulic conductivity with soil moisture (EXPT). INFILT decides 
the shape of the Variable Infiltration Capacity (VIC)  curve and denotes the amount of available 
infiltration capacity.  The formula regarding INFILT  in VIC is shown as below: 
𝑖 ൌ  𝑖௠ ൤1 െ ൫1 െ 𝑎௙൯ భ಺ಿಷ಺ಽ೅൨ (9) 
where 𝑖 is infiltration capacity, 𝑖௠ is maximum infiltration capacity (related to the thickness of the 
upper layer), and 𝑎௙ is the fraction of saturated area. With other parameters and 𝑎௙ being the same, 
larger INFILT leads to reduced infiltration rate and thus higher runoff. 
 
Satellite-based estimates of ET 
MOD16A2 (51) is an 8-day composite ET product at 500-meter resolution, which is based on the 
Penman-Monteith equation. With this algorithm, MODIS 8-day fraction of photosynthetically-active 
radiation is used as the fraction of vegetation cover to allocate surface net radiation between soil 
and vegetation; MODIS 8-day albedo and daily meteorological reanalysis data are used to calculate 
surface net radiation and soil heat flux; and MODIS 8-day leaf area index (LAI) and daily 
meteorological reanalysis data are used to estimate surface stomatal conductance, aerodynamic 
resistance, wet canopy, soil heat flux, and other environmental variables. MODIS land cover is 
used to specify the biome type for each pixel to retrieve biome-dependent constant parameters. 
 
We did not use MOD16A2 as a learning target; the purpose here was to validate which calibration 
strategy leads to better descriptions of overall model dynamics. MOD16A2 is not perfect, but since 
these are completely independent observations from those by SMAP, better agreement should still 
indicate better modeling of physics overall. 
 
Shuffled Complex Evolution (SCE-UA) for comparison 
For comparing the parameter estimation module in fPL, the Shuffled Complex Evolution (SCE-UA) 
method (12) introduced three decades ago but still relevant today (52), was also implemented as 
a reference method. We chose SCE-UA for comparison because it is well-established and widely 
applied. The algorithm ranks a population based on the objective function, and partitions a 
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population of parameter sets into multiple subpopulations called complexes. In one iteration of 
SCE-UA, the complexes are evolved individually for a number of competitive evolution steps, where 
reflection, contraction, and random trials are attempted, before they are shuffled and redivided into 
new complexes for the next iteration. 
 
To enable comparison, similar to fPL, we defined an epoch for SCE-UA as on-average one forward 
simulation for each gridcell. Hence one SCE-UA iteration contains many epochs. Because SCE-
UA uses discrete iterations involving an uneven number of simulations/epochs, it was not as 
meaningful to compute the best objective function at the end of fixed epochs. Instead, across 
different gridcells, we collected the lowest objective function RMSE achieved from the beginning to 
the end of each iteration, and took the average of the ending epochs as the epoch to report. We 
tuned the number of complexes of SCE-UA and set it to seven. 
 
Evaluation metrics 
Four statistical metrics are commonly used to measure the performance of model simulation: bias, 
correlation (Corr), unbiased RMSE (ubRMSE), and Nash Sutcliffe model efficiency coefficient 
(NSE). Bias is the mean difference between modeled and observed results. ubRMSE is the RMSE 
calculated after the bias (systematic model error) is removed during the calculation, and measures 
the random component of the error. Corr assesses if a model captures the seasonality of the 
observation, but did not care about the correlation. 𝑦ത is the average modeled value of all pixels, 
and 𝑦 ∗തതതത is the average observed value of all pixels.  
𝐵𝑖𝑎𝑠 ൌ ∑ ሺ௬೔ ି ௬೔∗ሻ೙೔సభ ௡   (10) 
𝑢𝑏𝑅𝑀𝑆𝐸 ൌ  ට∑ ሾሺ௬೔ ି ௬തሻ ି ሺ௬೔∗ ି ௬∗തതതതሻሿమ೙೔సభ ௡  (11) 
𝐶𝑜𝑟𝑟 ൌ  ∑ ሾሺ௬೔ ି  ௬തሻሺ௬೔∗ ି ௬∗തതതത ሻሿ೙೔సభ
ට∑ ሾሺ௬೔ ି   ௬തሻమሿ೙೔సభ ට∑ ሾሺ௬೔∗ ି ௬∗തതതതሻమሿ೙೔సభ  (12) 
𝑁𝑆𝐸 ൌ  1 െ  ∑ ሺ௬೔∗ ି ௬೔ሻమ೙೔సభ∑ ሺ௬೔∗ ି ௬∗തതതതሻమ೙೔సభ   (13) 
All metrics were reported for the test period. When we evaluated gz on the training locations, 
historical observations during the training period were included in the inputs. Then, we used the 
parameters calibrated from the training period to run the model in the test period to get the reported 
metrics.  
 
For the spatial generalization tests, we sampled one gridcell out of each 8x8 patch (s8), and we 
ran the trained fPL model on another gridcell in the patch (3 rows to the north and 3 columns to the 
east of the training gridcell). For SCE-UA, we took the parameter sets from the nearest trained 
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neighbor. For gA, we sent in static attributes from the test neighbor to infer to the parameters, which 
is evaluated over the test period. For gz, we sent in static attributes as well as forcing and observed 
soil moisture from the test neighbor, but from the training period. All models are evaluated over the 
test period. 
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Figures and Tables 
 
 
 
Figure 1. Comparison of our workflow to the traditional calibration paradigm and their 
performances as a function of training epochs. (a) An LSTM surrogate model is trained to mimic 
the outputs of a process-based land surface hydrologic model, VIC. (b) The forward-mapping 
parameter estimation framework (fPL) with network gA.. (c) the fPL version with network gz. (d) 
Traditional parameter calibration framework; (e) Objective function (root-mean-square error, 
RMSE) for the testing period vs. number of runs per pixel. Dashed lines are for SCE-UA and solid 
lines are for fPL. The models were trained with 1 year’s worth of data. s16, s8, and s4 denote 
models trained with sampling densities of 1/162, 1/82, and 1/42, respectively, where 1/162 
represents sampling one gridcell from each 16x16 patch. An epoch means, on average, one 
forward model run per gridcell for both fPL and SCE-UA; (f) same as (d) but models trained with 2 
years’ worth of data.  
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Figure 2. Performance of SMAP simulations. (a) map of gz correlation during test period at s4 
sampling density; (b) same as (a) but from SCE-UA; (c) Time series maps at randomly selected 
sites; (d) boxplots to summarize metrics from gridcells for temporal generalization (evaluated on 
the training locations over the test period, blue dashed box) and spatial generalization test 
(orange dashed box) at s8 sampling density for VIC (NLDAS-2 default parameters), SCE-UA, gz, 
gA. In the spatial generalization test, we sampled one gridcell from an 8x8 patch for training and 
evaluated the parameters on a neighbor 3 rows to the north and 3 columns to the east from the 
training gridcells, over the test period. We tested on other neighbors as well but the results are 
similar.  
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Figure 3. Uncalibrated variable (ET) test from models trained at 1/82 sampling density.. (a)-(d) 
Scatter plots of temporal-mean ET (mm/year) comparing MOD16A2 with ET produced by 
NLDAS, SCE-UA, and fPL (with 1/82 sampling densities), respectively. Each point on the scatter 
plot is the temporal mean ET of a ⅛-latitude-longitude-degree gridcell defined on the NLDAS 
model grid. Yellow color indicates higher density of points. The ensemble metrics are from 
training the model with different random seeds, while the 1-vs-1 plots came from one particular 
random realization; (e) map of correlation in time between MOD16A2 and VIC with fPL-inferred 
parameters; (f) map of correlation in time between MOD16A2 and VIC with SCE-UA-inferred 
parameters.  
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Figure 4. Comparison of parameters generated by fPL and SCE-UA. (a-b) The continuous, 
spatially-representative patterns of fPL-inferred parameters are noteworthy, especially in 
comparison to (b) the discontinuous, random appearance of SCE-inferred parameters. Both were 
trained with a 1/82 sampling density. 
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(a) Testing metrics  for the soil moisture of 
LSTM-sur.  
(bias, ubRMSE, and correlation) 
(b) Correlation of CONUS map and time series 
map: VIC soil moisture level 1.  
Black line denotes simulation of LSTM-sur. Red 
line denotes shallow VIC soil moisture.   
 
 
(c) Testing metrics  for the evapotranspiration of 
LSTM-sur.  
(bias, ubRMSE, and correlation) 
(d) Correlation of CONUS map and time series 
map: VIC evapotranspiration.  
Black line denotes simulation of LSTM-sur. Red 
line denotes VIC evapotranspiration.   
Figure S1. LSTM-sur performance.  
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Figure S2. Testing metrics evaluated against SMAP with reduced attribute set. Static attributes of 
fPL only contain sand, clay and NDVI. 
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Figure S3. Maps of parameters other than INFILT. 
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Table S1. Mean and standard deviation (std) of CONUS-scale evaluation metrics of the 
ensemble (with different random seeds) for default NLDAS parameters, SCEUA-derived 
parameters, and fPL-derived parameters at 1/82 densities. NLDAS does not have an ensemble so 
the std is absent.  
Metric Parameter source SMAP 
(mean ± std) 
SMAP spatial extrapolation 
(mean ± std) 
CONUS-
median  
 
Bias 
NLDAS s8 0.045  
SCE-UA s8 -0.0012 ± 0.0001 [s8f19]-0.0010 ± 0.0014 
fPL s8  0.0016 ± 0.0026 [s8f19] -0.0001 ± 0.0026 
fPL s8A  -0.0011 ± 0.0019 [s8f19] -0.0017 ± 0.0027 
fPL s8R 0.0013  
fPL s8AR 0.0013  
CONUS-
median  
 
Corr 
NLDAS s8 0.5292 - 
SCE-UA s8 0.5891 ± 0.0025 [s8f19] 0.5905 ± 0.0027 
fPL s8  0.6000 ± 0.0318 [s8f19 0.6170 ± 0.023 
fPL s8A  0.5907 ± 0.0221 [s8f19] 0.6020 ± 0.0158 
fPL s8R 0.5497  
fPL s8AR 0.5572  
 
