Abstract. In this article we consider a sub-geometry G of the D 4 building geometry whose flags of type f1; 3; 4g are exactly those which are opposite to their image under a triality on D 4 , while the lines of G are certain so-called skew lines (see Definition 3.4). We prove that this rank four geometry G admits the group G 2 as a flag-transitive group of automorphisms. Moreover, if the underlying field contains at least three elements, the geometry G is simply connected. Accordingly, we obtain an amalgam presentation of G 2 via the rank one and two parabolics of the action of G 2 on G.
Introduction
Opposition plays a crucial role in various parts of the theory of buildings. For instance the opposition relation on the set of chambers of a thick two-spherical twin building uniquely determines the Weyl distances and the Weyl codistance of that twin building, cf. [5] . For a twin building T the opposite chamber system OppðTÞ is of particular interest for geometric group theory. Its simple connectedness generalizes the famous Curtis-Tits Theorem to groups generated by an F-locally split twospherical root group datum for a su‰ciently large field F, cf. [4] , [11] . Moreover, the sphericity of the sub-chamber system opposite a fixed chamber implies finiteness properties of S-arithmetic subgroups of algebraic groups over local fields, cf. [1] , [2] , [3] . Furthermore, the simple connectedness of the system of chambers of OppðTÞ fixed by a flip of T (i.e., an involution interchanging the two halves of the twin building isometrically) generalizes Phan's group-theoretic recognition tools [12] , [13] as explained in [6] and [9] .
Motivated by these results related to the opposition relation we study the subsystem of those chambers of a D 4 building that are as far as possible from their image under the triality of type I id (in the notation of [15] ). In particular, we prove the following result. Theorem 1.1. Let F be a field containing at least three elements and let CðFÞ be the sub-system of chambers of the D 4 ðFÞ building that are as far as possible from their image under the triality t of type I id . Then the incidence system GðFÞ associated to CðFÞ is a thick simply connected residually connected geometry with diagram admitting G 2 ðFÞ as a flag-transitive group of automorphisms. Moreover, the triality t acts as a correlation on GðFÞ. Theorem 1.1, Tits' Lemma, cf. [16] , and the simple connectedness of the rank three residues of GðFÞ imply the following. Theorem 1.2. If the field F contains at least three elements, then the group G 2 ðFÞ equals the universal enveloping group of the amalgam consisting of the rank one and rank two parabolics of the action of G 2 ðFÞ on GðFÞ.
We refer the reader to Proposition 3.11 for a detailed and precise description of these parabolic subgroups.
In Section 2 we model the geometry G using the split octonions. To this end we collect several properties of the split octonions, most of them taken from [7] . In Section 3 we study the opposition relation inside the building geometry of type D 4 and deduce first properties of G. In particular, we analyze the action of the group G 2 ðFÞ on the points of the D 4 polar space that are not absolute with respect to the triality. Simple connectedness, finally, is dealt with in Section 4.
We remark that the analogue of Theorem 1.1 cannot hold for the triality of type I s for a field automorphism s of order three (again borrowing the notation from [15] ). Indeed, over a finite field the adjoint group of type 3 D 4 contains fewer elements than the number of maximal flags of the corresponding geometry 3 G, so flag transitivity is impossible. Over infinite fields, one can consider the adjoint group of type 3 D 4 as an algebraic group and compare dimensions in order to reach the same conclusion. We do not know whether or not the geometry 3 G is simply connected.
these octonions in this section. Most of the material presented here either is taken from [7, Chapter 17] or is a direct consequence of [7, Chapter 17] . For a field F let x ¼ ðx 1 ; x 2 ; x 3 Þ > , y ¼ ðy 1 ; y 2 ; y 3 Þ > A F 3 . The standard inner product of x and y is defined as xy ¼ x 1 y 1 þ x 2 y 2 þ x 3 y 3 A F. This inner product is bilinear and symmetric. The standard outer product of x and y is denoted by
The outer product is bilinear and anti-symmetric. Definition 2.1. Let F be a commutative field. The split Cayley algebra O is an algebra defined on the set of matrices
where
The algebra O is equipped with the usual 8-dimensional vector space structure over F. Its multiplication is defined as follows:
We define G 2 ðFÞ to be the automorphism group of the algebra O. As the 2 Â 2 identity matrix 1 satisfies x1 ¼ 1x ¼ x for all x A O, the field F can be identified with the subalgebra
The trace TrðxÞ of an element x A O is defined as TrðxÞ :¼ x þ x, and the norm of x A O as xx.
The algebra O is provided with a quadratic form
which is non-degenerate and of Witt index 4, i.e., the maximal dimension of a totally isotropic subspace is 4. Straightforward computation shows that QðxyÞ ¼ QðxÞQð yÞ for all x; y A O. This quadratic form is related to a symmetric bilinear form ðxjyÞ :¼ Qðx þ yÞ À QðxÞ À Qð yÞ:
The totally isotropic subspaces of O are the elements of a D 4 building, the D 4 building associated to PðOÞ Q . Let x ? ¼ fy A O j ðxjyÞ ¼ 0g be the set of split octonions orthogonal to x (relative to ðÁjÁÞ).
, it is a permutation of order 2 and x þ y ¼ x þ y, xy ¼ y Á x for all x; y A O.
(ii) x þ x A F and QðxÞ ¼ xx ¼ xx ¼ QðxÞ for all x A O.
(iii) ðxjyÞ ¼ xy þ yx for all x; y A O. 
The latter is a product of two non-zero field elements, hence is non-zero. (i) xO and Ox are maximal singular subspaces of O, i.e., xO and Ox are maximal subspaces on which Q vanishes.
(ii) u A xO if and only if xu ¼ 0, and u A Ox if and only if ux ¼ 0.
(iii) hxi ¼ h yi if and only if xO ¼ yO.
(iv) ðxjyÞ ¼ 0 and hxi 0 hyi if and only if dimðxO V yOÞ ¼ 2. In that case xO V yO ¼ xð yOÞ ¼ yðxOÞ.
(v) ðxjyÞ 0 0 if and only if xO V yO ¼ 0.
(vi) xy ¼ 0 if and only if dimðxO V OyÞ ¼ 3. In that case xO V Oy ¼ xy ? .
(vii) xy 0 0 if and only if dimðxO V OyÞ ¼ 1. In that case xO V Oy ¼ hxyi.
Proof. This is well known; see e.g. [ 
Moreover, 
Opposite triples
In this section we will give a description of the geometry GðFÞ. We continue with the notation of the previous section.
Two flags of the same type of the building geometry of type D 4 associated to PðOÞ Q are said to be at maximal distance or opposite, if they are contained in chambers of the building that are opposite to each other, i.e., whose Weyl distance is maximal in the Bruhat order. (i) the point hai is opposite the point hci, the space bO is opposite the space aO, the space Oc is opposite Ob,
(ii) the point hai is not contained in aO U Ob, the point hci is not contained in bO U Oc, and the intersections Oc V aO and bO V Ob have minimal dimension.
, and ca 0 0, 
is opposite. This proves the first claim of the proposition. We prove that each projective opposite triple ðhwi; hui; hwiÞ can be mapped onto ðhai; hbi; hciÞ, which clearly implies the remaining claims of the proposition. By Proposition 2.7 each element of O with norm 0 and trace distinct from 0 can be mapped onto a multiple of a. So, without loss of generality, we can assume that w ¼ a. As u satisfies ua ¼ 0 and au 0 0, it is of the form 0 u 234 0 u 8
:
As its trace is distinct from 0, we find u 8 0 0, while au 0 0 forces u 234 to be distinct from 0. Using Proposition 2.6 we see that the vector u can be mapped onto
by an element in G 2 ðFÞ stabilizing a. Thus, without loss of generality, we can assume that u ¼ b. Similarly, v satisfies av ¼ 0 and va 0 0, and so v is of the form
As its trace is distinct from 0, we have v 8 0 0, while va 0 0 forces v 567 to be distinct from 0. The equality
As there exists an element SLð3; FÞ fixing e 1 and whose transposed inverse maps v 567 to v 8 e 1 , there is an element in G 2 ðFÞ stabilizing hai and hbi and mapping hvi to hci. This proves the proposition. r Definition 3.5. Let G be the incidence system over the type set f1; 2; 3; 4g consisting of the following elements of the building geometry of type D 4 . The set of elements of type 1 is the set of projective points hai where a A O with QðaÞ ¼ 0 and a þ a 0 0. In other words, the point set is PðOÞ Q nH, where H is the hyperplane of PðOÞ Q consisting of all points of trace 0 (i.e., the points of the generalized hexagon associated to t). The set of elements of type 2 is the set of skew lines. The set of elements of type 3 is the set of maximal totally singular spaces aO where hai is an element of type 1.
The set of elements of type 4 is the set of maximal totally singular spaces Oa where hai is an element of type 1. Two elements x and y are called incident, and we write x Ã y, if there exists an opposite triple ða; b; cÞ such that hai, bO, Oc, x, y are all contained in some maximal flag of the D 4 building. We call G the opposites geometry of O with respect to the triality t.
All elements of the opposites geometry G will be called skew.
Proposition 3.6. For elements x and y of O such that QðxÞ ¼ 0 ¼ QðyÞ and TrðxÞ 0 0 0 Trð yÞ the following statements regarding incidence in G are equivalent:
(ii) xO Ã Oy; Proof. Let l be a two-dimensional subspace of the element xO of type 3. If x A l or all elements of l have trace 0, then by definition l is not a skew line. Now let l be a twodimensional subspace of xO with x B l such that there exists y A O with TrðyÞ 0 0. We want to prove that l is a skew line, so by way of contradiction we assume that l J yO or l J Oy. By Proposition 2.3 (ii) y A xO implies xy ¼ 0 ¼ yx which, again by Proposition 2.3 (ii), implies x A yO. Therefore the case l J yO implies x A l, because xO V yO is two-dimensional, a contradiction. If l J Oy, the intersection xO V Oy contains l, thus has to be three-dimensional. Then xy ¼ 0 by Proposition 2.3 (vi) and xy ¼ 0 by Proposition 2.3 (ii). Hence 0 ¼ xy þ xy ¼ ðx þ xÞy, so that TrðxÞ ¼ 0, contradicting the fact that xO is an element of type 3. Therefore yO U Oy cannot contain l, whence l is skew.
It remains to prove that any skew line l in xO is in fact incident to xO. Choose an arbitrary three-dimensional subspace of xO containing l but not x. Then there is a unique four-dimensional space Oy containing this three-dimensional subspace. Note that Oy 0 Ox, as xO V Ox does not contain elements of trace distinct from 0. Since x B Oy, we have Trð yÞ 0 0 by Lemma 2.4, so that Oy is an element of type 4. Proposition 3.6 now implies xO Ã Oy.
By symmetry and triality the proposition is proved. r Lemma 3.8. Let x A O with hxi A H. Then the points of G in xO are the points hai in xO o¤ H. Moreover, there is a non-degenerate symplectic polarity on xO, such that skew lines in xO are precisely the hyperbolic lines with respect to this polarity neither containing hxi nor inside the hyperplane H. The intersection of xO with H is a degenerate hyperplane of xO with respect to the symplectic polarity with x as radical.
Proof
Consider a two-dimensional subspace l of xO. Then l is skew if and only if it contains an element z with non-zero trace such that l is not contained in zO U Oz. So l is skew if and only if it is hyperbolic with respect to the polarity p, it is outside the hyperplane H and, as for every z 0 x in xO we have xO V zO ¼ hx; zi, it does not contain x.
The last statement is now obvious. r Proposition 3.9. The group G 2 ðFÞ acts flag-transitively on the opposites geometry G. Moreover, t induces a correlation of order 3 on G permuting the types 1, 3, and 4 cyclically.
Proof. Proof. By triality we can assume that X is an element of type 4, i.e., Since G is flag-transitive, we can assume that p ¼ hai, S ¼ bO, T ¼ Oc and l J S V T. The various stabilizers are now easily determined. r Proposition 3.12. If jFj d 3, then the point collinearity graph of G is connected of diameter 3 and its unique point at distance 3 to a given point hxi is hxi.
Proof. Let hxi, with x A O, be a point of the geometry G. In view of Proposition 3.2, the group G 2 ðFÞ acts transitively on the points of G, so that without loss of generality we can assume that
The group G 2 ðFÞ acts as automorphisms of O, so the stabilizer of hxi in G 2 ðFÞ also stabilizes hxi. The elements of G collinear to hxi are precisely the elements of
Similarly, the neighbors of hxi are the elements of
The point
A N is collinear to a point spanned by a vector of the form 0 x 234 x 567 1 if and only if
Because of the first equation x 5 is uniquely determined by x 4 .
Case 1: x 4 0 0; À1. In this case the last two inequalities are satisfied. Moreover, x 2 is uniquely determined by x 3 , x 4 , x 6 , x 7 in view of the second equation. Therefore, there exist solutions, once F contains at least three elements. We conclude that hxi is at distance 3 to hxi if and only if jFj > 2. It is not di‰cult to see that any other point of G is at distance at most 2 from hxi. r Remark 3.13. (1) If F ¼ F 2 , then the point collinearity graph of G is the disjoint union of two copies of a strongly regular graph with parameters ðv; k; l; mÞ ¼ ð36; 21; 12; 12Þ. Conjugation interchanges the two copies. The geometry of vertices, edges and certain 4-tuples of points of the point collinearity graph of such a component is an extended generalized hexagon, as studied in [8] . One of the results obtained in that paper is that this graph is uniquely determined by its local structure. Since passing to a cover of a graph (considered as a two-dimensional simplicial complex) preserves the local structure, this implies that the components G 0 and G 1 are both simply connected. The simple connectedness of the geometry over fields containing at least three distinct elements is proved in Section 4.
(2) The natural 7-dimensional module of the group G 2 ðFÞ is isomorphic to the subspace of O of elements with trace 0. The points of the D 4 polar space inside this subspace are the points of H forming the point set of the generalized hexagon associated to the group G 2 ðFÞ. The one-dimensional subspaces of this subspace that are not in H can be identified with the pairs of opposite points of the point collinearity graph of G. Indeed, two opposite points of this graph span a unique two-dimensional subspace containing 1 A O which meets the hyperplane of trace 0 elements in a one-dimensional space outside of H. Vice versa, the two-dimensional subspace of O spanned by 1 and a point with trace 0 and not in H contains exactly two opposite points of the collinearity graph G.
Theorem 3.14. Suppose that F contains at least three elements. Then the opposites geometry G is a thick residually connected geometry with diagram as given in Theorem 1.1.
Proof. Connectedness of G follows from Proposition 3.12. In order to prove thickness, note that each flag hai, bO, Oc is incident with jFj þ 1 skew lines, where ða; b; cÞ is an opposite triple. Hence thickness follows from the direct sum theorem, cf. [7, Chapter 2] and triality (cf. Proposition 3.9) applied to the fact that each line contains jFj points. By Proposition 3.10, the geometry G is residually connected. Since a diagram encodes information about residues of rank 2, the diagram of G has to be such that type 2 is connected to each other type, while none of the other types are connected. r
Simple connectedness of the opposites geometry
Homotopy. Let G be a connected geometry. To the geometry G we can associate the simplicial complex FlagðGÞ, called the flag complex of G, whose elements are the elements of G and whose simplices are the flags of G. The flag complex FlagðGÞ allows us to use methods from combinatorial topology when studying G.
A path of length k in the geometry is a sequence of elements ðx 0 ; . . . ; x k Þ such that x i and x iþ1 are incident for 0 c i c k À 1. A cycle based at an element x is a path ðx 0 ; . . . ; x k Þ in which x 0 ¼ x k ¼ x. Two paths are homotopically equivalent if one can be obtained from the other via the following operations (called elementary homotopies): inserting or deleting a repetition (i.e., replacing x by xx or vice versa), a return (i.e., replacing x by xyx or vice versa), or a triangle (i.e., replacing x by xyzx or vice versa). The equivalence classes of cycles based at an element x form a group under the operation induced by concatenation of cycles. This group is called the fundamental group of G and denoted by p 1 ðG; xÞ. A cycle based at x that is homotopically equivalent to the trivial cycle ðxÞ is called null-homotopic. Every cycle of length 2 or 3 is null-homotopic.
Suppose that G andĜ G are geometries over the same type set. Then f :Ĝ G ! G is called a homomorphism of geometries if it preserves the types and sends incident elements to incident elements. A surjective homomorphism f between connected geometriesĜ G and G is called a covering if, for every non-empty flagF F inĜ G, the mapping f induces an isomorphism between the residue ofF F inĜ G and the residue of F ¼ fðF F Þ in G. Coverings of a geometry correspond to the usual topological coverings of the flag complex. It is well known that a surjective homomorphism f between connected geometriesĜ G and G is a covering if and only if for every elementx x inĜ G the map f induces an isomorphism between the residue ofx x inĜ G and the residue of x ¼ fðx xÞ in G. If f is an isomorphism, then the covering is said to be trivial.
Recall the well-known fact (see, e.g., [14, Chapter 8] ) that if G is a connected geometry and x an element of G, then every covering of the geometry G is trivial if and only if p 1 ðG; xÞ is trivial. A geometry satisfying the above equivalent conditions is called simply connected. A geometric cycle in the geometry G is a cycle each element of which is incident with a common element x. A geometric cycle g is nullhomotopic.
The opposites geometry. In this section we keep the notation of the previous sections. If the field F contains two elements, then the opposites geometry G is not connected by Proposition 3.12. For fields with more than two elements, we prove the following theorem.
Theorem 4.1. Suppose F has at least three elements. Then G is simply connected.
For the remainder of this section, assume that jFj d 3. We use the model of G described in the previous sections. In particular, G is embedded in the building of type D 4 associated with the quadric PðOÞ Q inside the projective space on the octonions O; cf. Proposition 2.5. The points of G are the points of PðOÞ Q outside the subspace H of trace zero points in PðOÞ Q . The space H is a polar space of type B 3 . By ? we denote collinearity in the polar space PðOÞ Q , by @ point collinearity in G and hence also adjacency in G, the collinearity graph of G. By Proposition 2.3 (iv) and the definition of skewness, for x; y A O such that hxi and h yi are distinct points of G, we have hxi @ h yi if and only if hxi ? h yi and hxih yi 0 xO V yO. Here, and below, we write ab to denote the projective line through two distinct projective points a and b.
By [10, Lemma 5.4] , it is possible to show that G is simply connected by studying the point-line geometry of G. In order to establish the simple connectedness of G we have to prove that every closed path (also called circuit) in the collinearity graph G is a sum of triangles (triples of collinear points) contained in objects of type 3 or 4. (If a triple is contained in an object of type 2, it is contained in an object of type 3 or 4.) A triple of pairwise collinear points a, b, c contained in an object of type 3 or 4 is called a good triangle; it gives rise to the geometric cycle a, ab, b, bc, c, ac, a of G. Other triples of mutually collinear points are called bad triangles. A minimal circuit in a graph is understood to be a closed path in the graph whose induced subgraph has no further edges.
As jFj > 2, the collinearity graph G of G is connected by Proposition 3.12. By the above, the point-line geometry of G is simply connected if each minimal circuit of the collinearity graph G of G can be decomposed into good triangles. By Proposition 3.12, the graph G has diameter 3 and each vertex admits a unique vertex at distance 3. Therefore, each minimal circuit in G is of length at most 6. A minimal circuit in G of length 3 is called a triangle (notice that this definition is consistent with the definitions of good and bad triangles given above), of length 4 a quadrangle, of length 5 a pentagon and, finally, of length 6 a hexagon. Proof. Suppose that fx; y; zg is a triangle. The points x, y, and z are contained in a maximal singular subspace S of PðOÞ Q of type 3. If S is skew, then the triangle is good. Assume therefore that S is not skew. Then there is a point p A H such that S ¼ pO.
From Lemma 3.8 we know that the points of G in S are the one-dimensional subspaces of S o¤ the hyperplane H. The skew lines in S are the two-dimensional subspaces of S that are not contained in H, but hyperbolic with respect to some fixed non-degenerate symplectic polarity ? S on S; cf. Lemma 3.8.
Let r be the singular plane on x, y, and z. If r does not contain p, then the triangle on fx; y; zg is contained in a skew maximal singular subspace of type 4 and we have a good triangle. Indeed, x, y, z are then contained in Ou, where u is the radical with respect to ? S of the singular plane spanned by x, y, and z.
It remains to consider the case where r contains p. Fix a point q on a singular line on p inside H but not in r, such that q ? S y. Then the line on x and q is skew. Moreover, there is a point r on this line that is not in y ? S V z ? S . Now, by the above we see that the three triangles fr; x; yg, fr; x; zg and fr; y; zg are good. Hence fx; y; zg can be decomposed into good triangles. r Proof. Let C be a minimal circuit of length 4 or 5 contained in a singular subspace S of O. In view of Lemma 4.2 it su‰ces to show that C can be decomposed into triangles.
First assume that S is skew. Without loss of generality we may assume S to be of type 3 and we can find a point x of G such that S ¼ xO. Inside S we readily see that a minimal circuit C has size 4. In particular, for a quadrangle fa; b; c; dg the lines ac and bd, respectively, contain x. Thus, if we pick a point e of G on a third line through x in S, then this point is collinear to all of the points a, b, c and d, and we have decomposed C into triangles.
Suppose that S is not skew. So S ¼ xO for some point x A H. By Lemma 3.8, there exists a symplectic polarity ? S on S such that the points of S in G are the points with non-zero trace and the skew lines in S are the hyperbolic lines with respect to ? S containing points of G but missing x.
First assume that C ¼ fa; b; c; dg is a quadrangle. Moreover, assume that C is contained in a plane p of S. Then we can distinguish the following three cases:
(i) the lines ac and bd are ? S -singular lines;
(ii) the line ac is ? S -singular and the line bd contains x (or vice versa); (iii) the lines ac and bd both contain x.
In case (i) let y be the intersection point of a line through x with the line bd. Fix a ? S -singular line l 0 bd on y. On this line l we can pick a point z 0 a 0 such that z 6 ? S c and TrðzÞ 0 0. This point z is then collinear in G to a, b, c, and d. So the circuit C can be decomposed into triangles.
In case (ii) let y be the intersection point of ac and bd and fix a ? S -singular line l on y di¤erent from ac. Notice that y B C. Now fix a point z 0 y on l and outside H. Then z is collinear in G with all points of C. In particular C can be decomposed into triangles.
Finally in case (iii), let y 0 a be a point on the ? S -singular line in p on a with TrðyÞ 0 0 and not on bd. Then y is collinear in G with b, c and d. In particular, C is a sum of triangles and the 4-circuit fa; b; y; dg. By case (ii) this latter 4-circuit is a sum of triangles. Hence also C can be decomposed into triangles.
Now we consider the case where C is not contained in a plane of S. We can now distinguish two cases:
(ii) the line ac is ? S -singular and the line bd contains x (or vice versa).
In case (i), pick a point y on the line ab di¤erent from a, b and with Trð yÞ 0 0. Then the lines through y and c and through y and d are both ? S -hyperbolic lines. If neither of them contains x, then y is collinear in G to all points of C, and C can be decomposed into (good) triangles. Thus assume that x is on the line cy. Then pick a point z on the line cd di¤erent from c, d with Trð yÞ 0 0. Now also the lines through z and a and z and b are both ? S -hyperbolic lines. But x is not on these lines. Hence z is collinear in G to all points of C, and again we can decompose C into good triangles.
In case (ii), let y 0 a; b be a point on the line through a and b with Trð yÞ 0 0. Then y is collinear to a, b, and c. If y is collinear to d, then C can be decomposed into triangles, and otherwise into triangles and a 4-circuit as in the previous case. In any case C can be decomposed into triangles. Now we consider the case where C ¼ fa; b; c; d; eg is a 5-circuit. Let cd be the line through c and d. Then either a is collinear with a point on this line and C can be decomposed into 4-circuits and hence also into good triangles, or a is not collinear in G to any of the points on l. In the latter case all lines on a meeting cd are ? S -singular. Then let y be a point on the line xa di¤erent from a. The point y is then collinear in G to c, d. Moreover, after, if necessary, replacing e by a suitable point on the line ae and b by a suitable point on the line ab, we can even achieve that y is collinear to b and e. This shows that C can be decomposed into triangles and quadrangles, hence into good triangles. r Clearly, the line bd is not skew and lies in p, so, without loss of generality, it is a line through the point x as in case (i) or (ii). Now consider the space S. If S is skew, then we are in the case (i) and the point x is not in l. Pick a point z A p on a line through x di¤erent from bd with TrðzÞ 0 0. Then z is collinear in G to a, b and d. In particular, C can be decomposed into triangles and a quadrangle inside S. By Lemmas 4.2 and 4.4 the circuit C can be decomposed into good triangles.
Thus assume that S is not skew. Then S ¼ zO for some z with TrðzÞ ¼ 0 and there is a symplectic polarity ? S on S such that the skew lines of S are hyperbolic with respect to this polarity. See Lemma 3.8.
Suppose that we are in case (i). Then we find the point z not to be in p. Fix a point u 0 x in p not on the line through a and z, not in a ? S V p, not on bd, and not in H. Notice that such a point exists. The point u is then collinear with a, b and d. So the quadrangle C can be decomposed into triangles and the quadrangle fe; b; c; dg inside T. By Lemmas 4.2 and 4.3, we find that C can be decomposed into good triangles.
Next assume that we are in case (ii). Then z ¼ x or z ¼ y. The set of points in p that are in a ? S forms a line m not on x and not on y. Now fix a point u A p not on the lines bd, yb, yd, l and m. Again notice that such a point does indeed exist. The point u is collinear in G to a, b and d and, as above, we find that C can be decomposed into good triangles. r Proof. Let D be the graph with vertices the common neighbors of a and c within G and in which two vertices x and y are adjacent if and only if x ? y. We prove that D is connected. By Lemma 4.4 this su‰ces for a proof of the lemma in case C is a quadrangle.
Inside the polar space PðOÞ Q , the vertex set of D is a subset of a ? V c ? , which is a polar space of type D 3 . Using the Klein correspondence, we can identify this polar space with the polar space whose points are the lines of a projective 3-space P and whose lines are the pencils of lines of P on a point inside a plane.
The points of a ? V c ? that are in G form the complement of the (non-trivial) hyperplane H V a ? V c ? of trace zero points. This hyperplane is degenerate. Its radical is the unique point on the line through c and a in a ? V c ? . In P the hyperplane corresponds to the set of singular lines with respect to a degenerate but non-trivial symplectic polarity ? P on P.
In the residue of a we see that the hyperbolic lines in P that correspond to points collinear to a are those hyperbolic lines that miss a fixed point p a and are not in a fixed plane p a . Similarly we find that the neighbors of c correspond to hyperbolic lines missing a fixed point p c and are not contained in a fixed plane p c . So D can be identified with the graph whose vertices are the hyperbolic lines in P and in which two such lines are adjacent if and only if they intersect in a point.
Let h and k be two hyperbolic lines of P not on p a or p c and not in p a or p c . Suppose h and k do not intersect and h 6 ? P k. Then fix a point p on h not in p a or p b and not in k ? P . On the point p there are at least three hyperbolic lines meeting h nontrivially, and at least one of them contains neither p a nor p b . So h and k are in the same connected component of D.
If h ? P k, then let h 0 be a second hyperbolic line meeting h in a point neither in p a nor in p c . Clearly h 0 can be chosen in such a way that it does not contain p a or p c . By the above, h 0 and k are in the same connected component of D. As h and h 0 are adjacent, also h lies in this connected component. This proves connectedness of D. So, if C is a quadrangle, then C can be decomposed into good triangles. Now consider the case where C is a pentagon. The line cd meets a ? V c ? in a point f . First assume that a B cd. Let S be a skew type 3 element on cd such that S meets a ? in a singular plane p that does contain points from G. Notice that such an element S exists, as f is not in the radical of H V a ? V c ? . Let l be the line in p V H. Inside S there are at most two points of p n l not collinear to one of c or d.
Now consider the maximal singular subspace T containing a and p. Inside this space, the points of p n l that are not collinear to a are on a single line. But then there is a point in p collinear to a, c, and d. This implies that C can be decomposed into triangles and quadrangles and hence into good triangles.
It remains to consider the case where cd contains a. Let d 0 B cd be a point collinear to both c and e. Then both fa; b; c; d 0 ; eg and fc; d; e; d 0 g can be decomposed into good triangles, and therefore so can C. r Lemma 4.6. If C is a hexagon, then it can be decomposed into good triangles.
Proof. Let C be a minimal hexagon. Then it contains a point a and its conjugate a; see Proposition 3.12. Let b and c be the two neighbors of a in C. As G is residually connected, there is a path from u to v inside the subgraph of G induced on the neighbors of a. Since none of these neighbors of a is at distance three from a (cf. Proposition 3.12), the hexagon C can be decomposed into triangles, quadrangles, and pentagons, and hence also into good triangles. r
The previous lemmas imply that all circuits in the graph G can be decomposed into good triangles. As indicated before, this, together with the fact that G is residually connected, implies that G is simply connected and so finishes the proof of Theorem 4.1.
