Abstract. We consider linear ill-posed problems where both the operator and the right hand side are given approximately. For approximate solution of this equation we use the least error projection method. This method occurs to be a regularization method if the dimension of the projected equation is chosen properly depending on the noise levels of the operator and the right hand side. We formulate the monotone error rule for choice of the dimension of the projected equation and prove the regularization properties.
Introduction
In this paper we consider linear ill-posed problems
where A 0 ∈ L(H, F ) is a bounded operator and H, F are infinite dimensional real Hilbert spaces with inner products (·,·) and norms · , respectively. Typical examples of ill-posed problems are equations (1.1) where the operator has a non-closed range R(A 0 ). We assume that f 0 ∈ R(A 0 ), N (A 0 ) = {0} and
and known noise levels δ, η. The typical feature of ill-posed problems is instability of the solution of the problem Au = f with respect to noise in data. To diminish the influence of noise in data to the approximate solution ill-posed problems are typically solved by iteration methods or by special regularization methods [3, 12, 24] . For using computers in solution procedures the discretization of the problem is unavoidable. For some discretization methods additional regularization is not needed. Namely, if the solution of the discretized equation converges in the case of exact data to the solution u * , then in the case of noisy data this method can be viewed as regularization method, when the discretization level as a regularization parameter is properly chosen according to the noise level. This effect is called as self-regularization by discretization [1, 5, 10, 16, 17, 18, 23] .
In this paper we consider the projection method for the problem (1.1). For ill-posed problems the convergence conditions of projection methods in case of exact data were stated in [2, 4, 5, 11, 13, 17, 18, 21, 22, 23] . These conditions for traditional projection methods are quite restricting. These restrictions are minimal in the least error method [1, 2, 4, 5, 7, 13, 19, 22, 23] and therefore we devote this paper namely to this method. For the choice of the dimension of the projected equation the discrepancy principle was used in [5, 13, 14, 15, 23] , the balancing principle in [1] and the monotone error rule (ME-rule) in [7] . From these rules the discrepancy principle needs serious additional assumptions and the balancing principle needs huge amount of computations. Note that from mentioned papers only in [5, 23] the case of noisy operator was considered. The aim of this paper is to extend the results of paper [7] to the case of noisy operator and to prove the regularizing properties of the ME-rule in the least error method.
The plan of this paper is the following. Section 2 is a short review (based on papers [5, 23] ) of the results of the least error projection methods for illposed problems in the Hilbert spaces, concerning convergence conditions in the case of exact data, but also self-regularization conditions, if the dimension of the discretized equation is chosen a priori or by the discrepancy principle. In Section 3 we formulate the ME-rule for the choice of dimension of the discretized equation in the least error method and prove the regularizing properties. In last Section 4 numerical examples are given.
Known Rules for Choice of the Dimension in the Least Error Projection Method
Let H, F be Hilbert spaces and H n ⊂ H, F n ⊂ F (n ∈ N) be finite-dimensional subspaces with dim H n = dim F n . We denote the corresponding orthoprojectors by P n and Q n : P n H = H n , Q n F = F n . In the projection method the approximate solution u n of equation (1.1) is found from the condition
The last condition is equivalent to the equation
In case of H n = A * F n the corresponding projection method is called the least error method. This name is justified by the property that in case f = f 0 , A = A 0 we have u n = P n u * , while element u n ∈ A * F n , which minimizes u n − u * , satisfies condition (u n − u * , A * z n ) = 0 (∀z n ∈ F n ). This condition is the same condition as (2.1).
In the following we formulate a theorem [5, 23] about the convergence conditions of least error method in the case of exact data and also in the case of noisy data with a priori choice of n and with the choice of n by the discrepancy principle. We denote the norm of the inverse of A * 0 in the finite dimensional spaces by κ n :
Theorem 1. The least error method determines in case ηκ n < 1 the unique approximation
The last convergence holds also in the case when there exists α ∈ R, α > 0 such that
and n = n(δ, η) is chosen by the discrepancy principle: n(δ, η) is the first index n ∈ N satisfying
Here γ satisfies the condition
The essential advantage of the least error method in comparison with other projection methods is that in the case of exact data it guarantees the convergence under very mild conditions. This convergence was stated in [2, 4, 5, 22, 23] . A discrepancy principle for the choice of n is practical, but for the least error method it is restricted by additional assumptions (2.4). In [1] a balancing principle for the choice of n is proposed but this choice needs more information about the solution and more calculations. In the next section we propose another a posteriori rule for the choice of n for the least error method.
Monotone Error Rule in the Least Error Method
The choice of the regularization parameter is an actual problem in all regularization methods. For the choice of regularization parameter r = r(δ, η) we consider the monotone error rule. For the resulting parameter r ME convergence u rME → u * as δ, η → 0 was shown and some order optimal error estimates were given [6, 8, 9] . The ME-rule is applicable in algorithms, where in the case of exact data the monotone convergence u r → u * for r → ∞ holds. The idea of the ME-rule is to choose for the regularization parameter r ME = r(δ, η) the largest r-value, for which under information A − A 0 ≤ η and f − f 0 ≤ δ we can prove that u r − u * is monotonically decreasing for r ∈ (0, r ME ]. For continuous regularization methods as the Tikhonov method u r = (A * A + r −1 I) −1 A * f , where u r is differentiable with respect to r, this means that d dr u r − u * 2 ≤ 0 for all r ∈ (0, r ME ). For iteration methods where regularization parameter r is the stopping index n ∈ N, this means that
In projection methods the regularization parameter is n ∈ N as in iteration methods and the ME-rule should give n ME = n(δ, η) satisfying condition (3.1). The ME-rule for the least error method in case η = 0 was proposed in [7] .
The aim of this section is to develop the ME-rule for the least error method in case of noisy data (1.2). We assume that the subspaces F n satisfy the condition
and we show that then ME-rule is applicable in the following form. ME-rule: choose n ME = n(δ, η) in the least error approximation
as the first index n = 1, 2, . . . for which
where u * ≤ M . Note that we get the element v n ∈ F n in a computational procedure automatically without extra work. Note also that the function d ME (n) can be represented in the equivalent form
Namely the approximation u n = A * v n , (v n ∈ F n ) in the least error method satisfies the equality
therefore due to equality (Au n − f, v n ) = 0 (see 2.1) also the equality
From the last equality follows the equality of functionals d ME (n) in (3.3) and (3.4). The following result holds.
Theorem 2. If ηκ n < 1 then the equation Q n Au n = Q n f in the least error method has a unique solution u n = A * v n , v n ∈ F n . Assume that the subspaces F n satisfy condition (3.2) and z − Q n z → 0 for n → ∞ (∀z ∈ F ). Then 1) u n is minimum norm solution of the equation
If n = n ME is chosen as first n ∈ N for which d ME (n) ≤ δ + M η, where u * ≤ M , then 3) u n − u * ≤ u n−1 − u * (n = 1, 2, . . . , n ME );
Proof. Unique solvability of the equation under condition ηκ n < 1 is proved in [5] . From the equality
follows that approximation u n ∈ A * F n in the least error method is the minimum-norm solution of the equation Q n Au = Q n f (u ∈ H). Indeed, due to (3.6) all solutions of equation Q n Au = Q n f have form u = u n + u n with u n ∈ A * F n and u n ∈ (A * F n ) ⊥ , but u n + u n 2 = u n 2 + u n 2 ≥ u n 2 . From (3.2) follows that u n+1 ∈ A * F n+1 solves both equations Q n+1 (Au−f ) = 0 and Q n (Au − f ) = 0. This fact with property 1) u n = arg min{ u : u ∈ H, Q n (Au − f ) = 0} gives u n ≤ u n+1 , hence the assertion 2) is proved.
To prove assertion 3) we use equality (3.5), the inequality
2)) and get
As d ME (n − 1) > δ + M η, inequality 3) is proved.
To prove assertion 4) we start with error estimate
from [5] . This estimate guarantees convergence u n0 −u * → 0 as δ → 0, η → 0 for every a priori parameter choice n 0 = n 0 (δ, η) under conditions (2.3).
Since n ME → ∞ as δ → 0, η → 0, convergence u * − P n u * → 0 as n → ∞ follows from assumption z − Q n z → 0 (∀z ∈ F ). In case n ME > n 0 we have u nME − u * ≤ u n0 − u * → 0 as δ → 0, η → 0 due to the monotonicity property 3) of the error. In case n ME < n 0 we have κ nME < κ n0 due to (3.2) hence convergence u nME − u * → 0 as δ → 0, η → 0 follows from (3.8), (2.3) .
In assertion 5) the left inequality holds due to assertion 2) and equality (3.4). Solutions of projected equations u n = A * v n and u n+1 = A * v n+1 satisfy due to (2.1) equalities (Au n − f, v n ) = 0, (Au n+1 − f, v n ) = 0. It yields that (A(u n+1 − u n ), v n ) = 0 and via relations
we get equality (Au n , v n+1 − v n ) = 0. Hence the numerator of the function (3.3) can be written also in the form (v n+1 − v n , f − Au n ) and d ME can be estimated by Au n − f /2.
Remark 1. In paper [8] the information about the noise level was given in a more general form
instead of ( 1.2), where D is a linear injective, possibly unbounded operator in F with domain D(D). We assume that f, f 0 ∈ D(D). In this case we can estimate in analogy to (3.7)
Therefore under (3.9) the monotonicity of the error for n=1, . . . , n ME is guaranteed where n ME is the first index for which
In this case Theorem 2 holds with 5) substituted by
Numerical Examples

Numerical differentiation
We consider Volterra integral equation
with H = F = L 2 (0, 1) and with f 0 such that the solution
0 ∈ L 2 (0, 1). Subspaces F n consist of piecewise constant functions on k(n) = 2 n subintervals generated by m = k + 1 mesh points t i = (i − 1)/(m − 1), i = 1, . . . , m:
The approximation u n is in the case of exact data the best approximation of u * in subspace H n = span{A * Ψ i (t), i = 1, . . . , k(n)}, where
For computations we used noisy data f with f − f 0 ≤ δ, where δ = 10 −1 , . . . , 10 −5 . In experiments we computed two parameters: n ME chosen by the monotone error rule and n opt found as the last number for which the inequality u n − u * ≤ u n−1 − u * was true.
We give the results for three examples with exact operator A 0 and different right-hand sides f 0 , solutions u * and differentiation order l. We used perturbed data f (t) = f 0 (t) + δ cos(10t)/0.723. The problems are normalized so that f ≈ 1. Then in examples 1, 2 and 3 norms of the solutions are approximately 1,1 and 5,5 and 14. In the tables the numbers of subintervals k ME = 2 nME , k opt = 2 nopt corresponding to the parameters n ME , n opt are given. The relative errors e k(n) = u n − u * / u * corresponding to k ME , k opt are also presented. Note that due to (3.1) the inequality n ME ≤ n opt always holds. 
We use H = F = L 2 (−6, 6). The solution of the problem is φ(x)/15 with φ = 0.2. The subspaces F n consist again of piecewise constant functions on k(n) = 2 n subintervals of [−6, 6] . We added the perturbations δ cos 10t/ √ 6, with δ = 10 −1 , 10 −2 , 10 −3 , 10 −4 to the right hand side. The computations were performed with perturbed operator, where η 6 cos 10t cos s was added to the kernel, with three noise levels, η = 1, η = 0.1 and η = 0.01. For small perturbations of the operator the results obtained were rather good: the discretization levels proposed by the ME-rule were typically k n with n ME as the optimal n minus 1.
Note that typically the error of the regularized solution decreases monotonically also somewhat further in all regularization methods, up to some n opt ≥ n ME in iteration methods and up to some α opt ≤ α ME in Tikhonov method. Our numerical experiments suggest to use instead of regularization parameters from the ME-rule the post-estimated parameters, using in Tikhonov method the parameter α ME /2.3 and in the Landweber iteration method the integer part of 2.3n ME . In the least error projection method the situation is the same as the tables here show: instead of the discretization level n ME usually the level n ME + 1 is better to use, but in case of operator perturbations even larger n may be better. Unfortunately the amount of our numerical experiments is not sufficient for more precise recommendation for choice of n ≥ n ME .
Note also that the derivation of the ME-rule in (3.7) uses only one inequality, which turns to the equality in certain case, in this case the ME-rule gives the optimal parameter. We do not see possibility to get a better estimate.
