We study the temporal evolution of density perturbations in an initially hydrostatic isothermal atmosphere, consisting of an optically thin, radiating, compressible plasma which is stratified by gravity and can be described as a perfect gas governed by standard hydrodynamics. We describe in detail the non-linear evolution of the perturbations using numerical techniques, and study the relative equilibrium between dynamic and thermal instabilities as governed by three independent control parameters: the initial density contrast of the perturbation, ô; the ratio of the local buoyancy oscillation (or Brunt-Väisälä) period to the local radiative cooling time, £; and the ratio of the perturbation radius to the local scaleheight, rj. The evolution of each perturbation has been followed, whenever possible, on relatively long time scales (of the order of one buoyancy oscillation cycle) in order to allow us to sensibly understand the ultimate fate of the perturbation: collapse due to catastrophic cooling, or complete disruption due to hydrodynamic instabilities. We explored four orders of magnitude of initial density contrasts and ratios of buoyancy and cooling times, and one order of magnitude of the bubble dimensions. Our results confirm and quantitatively define previous suggestions that thermal instabilities are unlikely to lead to inhomogeneities in cooling flows. We find a well-defined separatrix separating thermally stable and unstable initial states in the £-ô plane, which is itself a weak function of rj. No well-defined trend has been found in the ô-rj plane. We also find that well-defined oscillations occur in a limited parameter range, and that thermal instability can occur even within secondary condensations deriving from the bubble fragmentation.
INTRODUCTION
There is substantial literature on the thermal stability of stratified atmospheres, originally motivated by studies of condensations in the solar atmosphere [cf. Defouw 1970) . This subject has recently been revisited in the context of studies of cooling flows in clusters of galaxies; the primary motivation of this renewed interest stems from the fact that proponents of the existence of such flows have argued that the accretion rate in cooling flows is a function of radius from the cooling flow 'centre', and hence one must explain how gradually infalling matter 'settles out' from the ambient medium {cf. Fabian & Nulsen 1977; Fabian, Nulsen & Cañizares 1984) . In addition, observations of vigorous * Present address: IAIF/CNR Osservatorio Astronómico, Palazzo dei Normanni, 90134 Palermo, Italy. motions at solar transition region temperatures (e.g. Porter, Toomre & Gebbie 1984; Porter et al 1987) have once again made Defouw's original work relevant.
As Defouw (1970) showed, even an atmosphere which is stably stratified against convection may in fact be unstable against buoyancy-driven oscillations if the radiative cooling time of the perturbation is short when compared to the inverse buoyancy frequency of the ambient medium. In this case, linear theory predicts the existence of overstable oscillations (see also Malagoli, Rosner & Bodo 1987) ; and the crucial question is then what the non-linear development of these oscillatory instabilities is. In this paper, we attack the general question of the non-linear development of radiatively-driven thermal instabilities in stratified media directly via numerical simulations. The present paper involves a more detailed and more general study of such instabihties, following a first numerical work (Malagoli, Rosner & Fryxell 1990 , hereafter Paper I), which suggested that the evolution of thermally condensing matter is drastically different in a stratified medium than in an unstratified medium (see also Hattori & Habe 1990, hereafter HH; and Yoshida, Hattori & Habe 1991) . The particular aim of this work is to extend the analysis of Paper I by fully exploring the control parameter space in the non-linear regime, and thus to study the conditions which determine the boundary between thermal stability and instability.
Our paper is structured as follows: we first discuss the problem we are attacking, and describe our numerical approach to solving it; we then proceed to describe our results, the initial conditions used, and the stability boundaries we are able to construct on the basis of our computations; we end with a discussion of our results, in the framework of previous investigations.
THE BASIC PROBLEM
We shall study the temporal evolution of an optically thin radiating plasma which is stratified by the imposition of an external gravitational potential (e.g. the gas we study is never self gravitating). We assume that standard hydrodynamics applies (despite the rather extreme conditions extant in, for example, the haloes of galaxy clusters); that the fluid is fully ionized, and may be regarded as a perfect gas (with a ratio of specific heats y = 5/3); and that all effects of magnetic fields may be entirely ignored with the single exception of complete suppression of thermal conduction. We do not regard this last assumption as reasonable, but adopt it for the simple reason that we wish to make the conditions for thermal condensations as favourable as possible -our point being that if thermal collapse does not occur under the conditions discussed here, then it surely will not occur if thermal conduction is effective (since it is well-known that conduction imposes severe lower bounds on the spatial scales of possible thermal condensations driven by radiative losses; cf Field 1965). We note that the presence of magnetic fields can also introduce extremely significant dynamical effects, including changes in the very nature of the radiative instability {cf. ; such effects are very likely to occur in stellar atmospheres, and may also be important in the haloes of some galaxies and clusters, but for the sake of simplicity and clarity, we ignore these here (in any case, the presence of dynamically-important magnetic fields also has a stabilizing effect, so that our assumption is again conservative in the above sense).
The equations
The equations used are thus the standard single-fluid equations of mass, momentum and energy conservation for a fully compressible, inviscid gas subject to an external source of gravity, expressed in conservation form as (|+V-(pi;) = 0,
~F' + V-(pvv)=' -Vp+pg,
~-+ V' [(u+p)v} = pg-v+je(p,T) +Ji?(r), where p is the mass density, jum H is the mean mass per particle, k B is the Boltzmann constant, v is the fluid bulk velocity, p is the gas pressure, T is the temperature, u is the total energy density, is a local heating function (which will be discussed further in a moment), $ is the internal energy density, and g is the gravitational acceleration. The ad hoc heating function J^{r) has been assumed to be independent of time, and is designed to balance the radiative losses in the unperturbed state. The gravitational potential is assumed to be externally determined, so that g depends only on position, and not on the distribution of the matter governed by equations (l)-(6). Finally, Jf{p,T) represents the radiative loss function for an optically thin plasma, and is assumed to have the functional form ü p V/2 erg cnT V,
typical for bremsstrahlung emission (useful for cosmic abundance plasmas with temperatures T> 10 7 3 K). The above equations are solved numerically in twodimensional geometry. For most cases we adopt cartesian coordinates, with z the vertical coordinate; some calculations were, however, done in cylindrical geometry in order to test the dependence of our results on assumed geometry (we did not find any such effects). Because of these geometric assumptions, the gravitational potential is assumed to vary only along the z direction.
THE NUMERICAL MODEL

The code
In most of the work reported here, we have used a slightly modified version of the explicit fully two-dimensional hydrodynamic code developed at the Osservatorio Astronómico in Palermo, and described in Reale, Peres & Serio (1990) . The code is based on a Flux Corrected Transport (FCT ) scheme (Boris & Book 1973; Boris, Book & Hain 1975; Boris & Book 1976; Zalesak 1979; Boris, Book & Zalesak 1981; Kössl & Müller 1988) . In addition, we have redone a number of the calculations reported here using an entirely different numerical scheme, namely one based on the Piecewise Parabolic Method (PPM; cf Colella & Woodward 1984) , which we employed exclusively in Paper I. This second type of code (which is described in some detail in Paper I) is distinguished by its numerical accuracy for a given grid resolution, its extremely low numerical diffusion characteristics, and its relative inefficiency when compared to other finite difference schemes such as the FCT algorithm (we have found that the FCT code allows a roughly threefold increase in computational speed for comparable accuracy solutions; although at the expense of numerical diffusion which, in the context of the present problem, does not pose any difficulties, nor changes our conclusions regarding the nature of the stability boundaries). Because of the rather large number of simulations necessary for a full parameter space study, it was the latter-most aspect -the relative inefficiency of PPMwhich led us to focus on the use of the Palermo FCT-based scheme for most of the calculations reported here; and we used the PPM-based code only occasionally to ensure that the FCT-based results were in fact reliable, especially near the stability boundaries of this problem.
The FCT algorithm can be described briefly as follows: the numerical solution starts from a basic explicit transport stage, which includes the calculation of the source terms in the conservation equations. The transported quantities are then artificially diffused in order to inhibit numerical instabilities and errors (e.g. negative thermodynamic quantities such as density, temperature and pressure), diffusion which is partly compensated for by an explicit antidiffusion step, corrected with a non-linear numerical filter (the so-called limiter) which enforces local monotonicity of the solution and provides the 'best' balance between accuracy and stability (in the sense that it can be adjusted by testing the code on specific model problems for which the exact solution is known). More specifically, we used Scheme C of Reale et al (1990) , in which the limiter is a hybrid between that devised by Zalesak (1979;  see also Kössl & Müller 1988) and that originally developed by Boris & Book (1973) ; the diffusion and antidiffusion coefficients are those suggested by Boris & Book (1976) . Previous calculations have shown that this code performs well over a wide range of hydrodynamic one-and two-dimensional tests (Reale et al 1990) . Although more diffusive than the PPM scheme used in Paper I (as will be illustrated below), the code is highly reliable for describing shocks and steep gradient density distributions and, in contrast with other FCT implementations, maintains fairly regular behaviour in regions where fluid dynamical quantities are expected to vary smoothly. For these reasons, the Palermo FCT code is well suited for exploring a wide range of the parameter space for the thermal cooling problem. Moreover, because this implementation of FCT enables one to use a relatively large Courant number (0.7-0.8), we are able to compensate for the relatively larger number of computations per time step which this code demands.
In the specific context of this work, we have also introduced a small modification of the FCT scheme in order to increase the calculation speed: the antidiffusion stage is skipped in the calculation of quantities for the half time step (this step is needed in order to achieve second-order accuracy in time). We have of course tested to check that this modification does not significantly affect our results; more specifically, we have redone the 2D hydrodynamic tests reported by Reale et al (1990) using this simplification, and have found that the results remain essentially unchanged, but that the calculation speed is improved by roughly 40 per cent. Finally, we note that our integration must not only satisfy the Courant condition, but must also be constrained by the local radiative cooling time (e.g. the integration time steps dt have to be sufficiently short that dt is less than the local cooling time-scale everywhere within the computational Thermal instabilities in stratified gases -II 381 grids). In practice, this condition indeed becomes more restrictive than the Courant condition only when the instabiïity has already led to a strong condensation.
Initial conditions
The starting configuration is defined as in Paper I: it consists of a hydrostatic atmosphere in which a circular cylindrical condensation (in pressure balance with its surroundings) is set up; the unperturbed atmosphere is stratified due to an ambient external gravitational potential, and is assumed to be isothermal ( T = T 0 ). The scaling of times and lengths in our system is such that the sound crossing time, r Cs , over a distance A( = 10 cells) is 
where h is the density scaleheight. The heating term, which maintains the energetic balance of the unperturbed atmosphere, depends only on the vertical coordinate,
We have carried out tests to show that this initial atmosphere is numerically stable within the limits of machine precision for times longer than 10 cooling times, where the cooling time is evaluated at the base of the computational domain.
The initially circular cylindrical perturbation, or bubble, is defined by its radius, R, its initial density contrast above the unperturbed stratified atmosphere
PoU) and its location along the vertical axis (z 0 ); we assume that the bubble has uniform density contrast <3, and a temperature determined by pressure balance across the bubble boundary. We further assume mirror symmetry with respect to the vertical axis passing through the bubble centre, so that only one half space is simulated. However, in order to test for the presence of non-symmetric unstable modes which the lattermost assumption entirely excludes, we have conducted test simulations which do not impose this symmetry condition, and have found -as is expected -no significant deviations from fundamentally axisymmetric behaviour.
Boundary conditions
The boundary conditions closely resemble those reported in Paper I: our symmetry assumption implies mirror-symmetric boundary conditions on the right vertical boundary (which corresponds to the central vertical axis in the density images shown in our figures -cf. Figs 1 and 5), with no momentum flux across this axis. The values of density and pressure are fixed at the top and bottom boundaries; and zero gradient boundary conditions are assumed on the left vertical boundary of the grid. As in Paper I, we generally do not allow momentum flux across the top and bottom boundaries (tests show that this constraint can be readily relaxed without appreciable differences in the evolution of the perturbation, at least as long as the perturbed fluid does not interact directly with these boundaries). Effectively, our simulations thus place us in the comoving frame of the slowly accreting background fluid (in the halo context), and we have hence made another implicit assumption, namely that the gravitational acceleration does not change appreciably on the typical time and spatial scales over which we follow the bubble evolution. In some cases, the radiative cooling time at the base of the computational domain can be sufficiently short that fluctuations which occur at the base will grow on very long time-scales. These unphysical fluctuations (which arise only because we do not allow mass flux across the bottom boundary, contrary to the physical situation) can at times dominate the evolution of the gas; in such cases, we have instead adopted zero gradient boundary conditions on the momentum flux across the horizontal boundaries at top and bottom, which suffice to suppress these unphysical instabilities.
Computational domain
The general thermal stability problem we examine here is defined by a relatively small number of independent control parameters: 
( 15) where c s = [yA: B r 0 /pm H ] 1/2 , £ = 5.6 x 10 _28 /( / uw H ) 2 , and all quantities are evaluated for the unperturbed atmosphere at the initial location of the perturbation, z = z 0 .
An important point is that the place and the time where these quantities are defined is not arbitrary. Thus, we shall follow the convention of evaluating the radiative cooling time of the unperturbed atmosphere at the initial time and at the initial position of the centre of the perturbation; this convention follows from the consideration that we wish to make contact with the linear analysis, for which the relevant control parameters are those characterizing the background atmosphere, as opposed to, for example, the quantities characterizing the bubble itself (in contrast, see HH).
Our aim is to explore the space defined by these control parameters. An important new element of our calculations is that it turns out to be essential to follow the evolution of each perturbation on far longer time scales than has been done in previous studies (viz. Hattori & Habe 1990; Yoshida, Hattori & Habe 1991 ) , i.e. for at least one buoyancy oscillation cycle: we have found that if one does not do this, the ultimate fate of the perturbation cannot be firmly determined. This lower bound on the total numerical integration time implies the need to use relatively large grids in order to avoid unphysical interaction between the perturbation and the boundary walls, and gives yet one further reason for preferring the faster FCT scheme for the present calculations.
Virtually all of our simulations were performed in Cartesian geometry, with a constant and uniform spacing between grid points along both the horizontal and vertical directions. Our tests show that the numerical solution for the perturbation evolution is reliable as long as the bubble (or what remains of it) does not interact directly with the boundaries. With this in mind, the dimensions of the computational spatial grid for each simulation were selected in such a way as to largely enclose the full vertical and horizontal displacements of the 'bubble' during the entire course of simulation, so that we have avoided the obvious influence of the boundaries on the perturbation evolution. Depending on the detailed problem, grid dimensions ranged from 150 to 400 points in the vertical direction and from 50 to 250 points in the horizontal direction; the upper limit on the number of grid points in each coordinate direction was set by the requirement of reasonable computational times.
Generally speaking, the vertical displacement of a bubble is related to the amplitude of the buoyancy oscillation {A ), which in turn is proportional to the density contrast and to the density scaleheight:
(16) y-1 Thus, larger initial density contrasts will require a more extended grid in the vertical direction (unless the scaleheight and therefore the gravitational acceleration are appropriately modified) in order to maintain the bubble within the computational grid. However, we did not span a wide range of gravitational stratification for the following two reasons: first, if we change the density scaleheight, we must also change the bubble dimension in order to maintain the same ratio of characteristic lengths at a fixed value; this is possible only in a very limited range to maintain reasonable grid dimensions and resolution. Indeed, the bubble radius varied between 4 and 30 gridpoints, and was set to 10 for most of our calculations. Secondly, computational accuracy requires that the density scaleheight spans at least 200 gridpoints, while limits on computing time place an upper bound on the number of gridpoints per scaleheight. Thus, most of our simulations were run with 200 gridpoints per density scaleheight, while a few calculations used as many as 1000 grid points per density scaleheight (as in Paper I), and just very few calculations as many as 5000 points per scaleheight (in these latter cases, the bubble moves only a small fraction of a scaleheight during the phase we could follow). In all of these cases, the grid resolution was determined by the requirement that the computational grid be capable of well-resolving the vortical flow structures produced as the bubbles descend and ascend.
Whenever possible, each simulation was followed for a sufficiently long time that we could establish the ultimate fate of the perturbation: collapse due to catastrophic cooling, or complete disruption due to hydrodynamic instabilities. In either case, the ultimate limit on the integration duration was set by the condition that the boundaries must not appreciably affect the outcome of the solutions. Results were sampled on time intervals shorter than 1 /4 of the buoyancy oscillation period.
Physical parameter space
We explored a range of four orders of magnitude in the initial density contrast (0.001 < ô < 10); at the lower end, the results should agree well with the (analytical) linear instability theory; at the upper end, we are clearly into the non-linear regime. Values of ô < 0.001 require unrealistically long computational times since the evolution towards possible condensation is very slow compared with the buoyancy period. Very large initial density contrasts (viz. ô ~ 10) lead naturally to large oscillation amplitudes, as well as to Mach numbers comparable and even larger than 1, and hence result in the formation of localized shock fronts (which, however, rapidly decay). Since the detailed study of these shock structures goes beyond the aims of this work, we have considered ó =10 as a reasonable upper limit for ô. The extreme values of ô correspond to oscillation amplitudes of less than 1/10 of the bubble radius, and more than 10 times the density scaleheight, respectively. Similarly, the values for the initial bubble dimensions (measured by rj) we explored fell in the range 0.01 <rj <0.1; beyond the upper end, the bubble dimensions would become greater than ~ 10 per cent the density scaleheight, and hence the results would be somewhat difficult to interpret, while the lower bound on rj is established by the bound on available computer time (that is, if ?/<0.01, then in order to still reasonably resolve the bubble we must use larger density scaleheights; but these correspond to longer and longer oscillation times compared to the computational time-step, and we therefore rapidly reach unreasonable computational requirements -recall our upper bound on total available computing time, and the fact that the computational time step is fixed among other things by the Courant stability condition).
Finally, we explored roughly four orders of magnitudes in Ç, which is a measure of the relative importance of buoyancy and radiative effects, 0.001 < Ç < 10. However, since we are interested in the transition from stable to unstable behaviour, most of our simulations were carried out near the boundary Thermal instabilities in stratified gases -II 383 between thermal stability and instability, implying comparable dynamic and radiative characteristic times, and therefore values for Ç not too far from £ = 1.
As an aside, we note that there may be a question as to whether the sharp and 'well-defined' boundary of the initial bubble state plays a significant role in the bubble evolution. We have not explored this issue extensively, but do note that we have not found significant differences in the evolution of initially identical bubbles when evolved by either the FCT or the PPM code -despite the patently more diffusive nature of the former code, which leads to noticeably greater blurring of the bubble edge on the typical time-scales of our simulations.
RESULTS
In this section, we summarize the principal results of our computations.
Typical bubble evolution
The evolution of a typical isobaric perturbation characterized by comparable buoyancy and radiative times, and with values of rj and ô such that the oscillation amplitude is of order the bubble size, can be described as follows:
(i) The bubble begins to cool and to condense, while slowly starting its downward motion toward its equilibrium position (the vertical position where we expect the density contrast of the bubble to vanish).
(ii) As the bubble displacement becomes significant, the dynamic instabilities are activated; shear and vortical motions are set up, rapidly producing a considerable deformation of the bubble shape.
(iii) The core of the perturbing bubble falls faster than the remainder of the bubble, and 'fades away' while approaching the equilibrium position.
(iv) The remnants from the sides of the initial bubble remain denser than the surrounding atmosphere, spread horizontally, and eventually split off from the original compact bubble core. These two fragments maintain their identity over the background atmosphere, and the pressure within these fragments is slightly smaller than outside. This behaviour is fairly similar to experimental results with buoyant bubbles (c/. Walters & Davidson 1962) ; the reader might also wish to compare these results with the 2D simulations of rising gas bubbles in an inviscid fluid, where surface tension effects also play a significant role {cf Baker & Moore 1989) .
(v) After approximately half a buoyancy period, a considerable upward flow appears along the symmetry axis, marking the rising phase of the buoyancy oscillation.
(vi) The two fragments move farther and farther from the central axis, and split in turn into multiple subfragments.
The subsequent motion becomes more and more complex, and strongly depends on the relative importance of the various dynamic and thermal effects, to be discussed in a moment. Here we only note that a rather different initial evolution can occur if the initial oscillation amplitude is small with respect to the bubble dimensions; in that case, the bubble evolves largely by spreading in the horizontal direction, forming a dense coherent layer.
In either case, the subsequent general behaviour of the bubble can be gleaned by contrasting its fate in four distinct regimes.
(i) T rad > r BV . If the radiative cooling time is much longer than the buoyancy characteristic time, the bubble is rapidly disrupted by the dynamic instabilities (cf. Paper I, HH).
(ii) r rad ^ r BV . If the cooling time is close in value to the buoyancy time, but still longer, and if the oscillation amplitude is of the order of the bubble radius, we find that at the end of one oscillation period the bubble is partially reconstituted, though strongly 'faded' (e.g. the reconstituted bubble has reduced density contrast as a result of its partial decay into fragments which have been mixed into the ambient fluid, and hence lost). In this case, we observe in the first few cycles that the oscillation amplitude gradually increases, i.e. we see some evidence for overstability (see Section 3.3).
(iii) r rad « r BV . If the buoyancy and cooling times are comparable ( Ç-1 ), the fragments resulting from the splitting of the bubble can be subject to thermal instability (see next section). A characteristic feature of these regimes is the formation of mushroom structures in the density contrast distribution, typical of the presence of dynamic instabilities.
(iv) r rad < r BV . If the cooling time is considerably shorter than the buoyancy time, the bubble cools down and condenses so rapidly that it does not split at all, and accelerates downwards due to its very large density.
The stability/instaility separatrix in the £-<$ plane
In order to clarify the nature of the instability in the presence of three control parameters, we first describe the behaviour of the perturbation as a function of what we see as the 'most significant' control parameters, namely the density contrast ô and the buoyancy to radiative time-scale ratio Ç. In particular we will discuss the final fate of the simulations obtained under the constraints described previously as a function of the initial parameters ô and £. We selected our grids so that it was possible to follow the evolution in most of the cases (except some with ?? = 0.01) up to the end of two buoyancy cycles. We shall therefore take this as a reference final time for our simulations.
We have divided the simulations into four main categories, depending on the result of the simulations:
(a) Stable -the density contrast is less than the initial contrast, or alternatively becomes constant well before the passage of two buoyancy periods (a snapshot of a representative case is shown in Fig. la); (b) Uncertain -the density contrast remains less than the initial value for the full two buoyancy periods, but eventually tends to increase; (c) Weak instability -the density contrast monotonically increases over most of the simulation, but so slowly that we hesitate to refer to the evolution as an instability; in these cases, the e-folding time of the density increase is typically much longer than the characteristic cooling time;
(d) Unstable -the perturbation collapses before the passage of two buoyancy periods; this collapse can either be so rapid as to occur before the bubble splits (Fig. lb shows such a case) or can be delayed, in which case it involves secondary fragments originating from the initial bubble (cf. Section 4.4 below). Each category is characterized by an evolution of the density contrast as exemplified in Fig. 2 for four typical cases, whose simulation parameters are reported in the first four rows of Table l(a,b,c,dl). For each simulation we report the initial density contrast (ó), the value of £ of the unperturbed atmosphere pertaining at the initial position of the centre of the perturbation, the value of rj, the numerical grid as characterized by the number of points along the z axis times the number along the x axis, the initial vertical location of the centre of the perturbation in terms of the distance in number of points from the base of the grid, the duration of Figure 1 . Grey-scale illustration of the extremes of fates of cooling bubbles in a stratified atmosphere. Darker shades indicate higher values of the density contrast ô and the arrows indicate the direction of flow associated with the velocity field. The left panel shows a bubble which is totally disrupted by the effects of the dynamic instabilities. The related simulation parameters are those of case a in Table 1 . The picture reports a subregion 150x50 grid cells, sampled at time r = 0.25 of buoyancy period from the beginning. The minimum and maximum density contrast in the picture are, respectively <5 min = -0.12 and <3 max = 0.26. The maximum velocity is F m ax = 0.19 in units of the initial sound speed (c s ). The right panel shows a bubble which collapses with no fragmentation whatever. The related simulation parameters are those of case d2 in Table 1 . For this picture, sampled at time ¿ = 0.09 of buoyancy period, ^min = "0.09, ó max = 2.45 and F max = 0.15c s . In the units of this figure the initial perturbation radius is R=l. Figure 2 . Evolution of the maximum density contrast (<5 max ) for four representative cases: (a) thermally stable (solid curve -case a in Table 1 ); (b) uncertain (dotted curve -case b in Table 1 ); (c) weak instability (monotonically increasing ô -dashed curve -case c in Table 1 ); (d) thermally unstable (dashed-dotted line -case dl in Table 1 , see also Fig. 5 ). The time is scaled by the buoyancy period. each simulation in units of the buoyancy period, the maximum speed reached in the computational domain during the course of the simulation in units of the initial sound speed (c s ), and the final fate of the perturbation. Table 1 also includes the simulation parameters for a collapsing bubble which does not fragment (the one reported in Fig. lb) , and a case showing remarkable oscillations in the principal characteristic quantities (see next section). Fig. 3(a) shows the fate of bubbles characterized by various values of ô and Ç for simulations with rj fixed at ?; = 0.05, a value which allowed a large span of ó's. It is apparent that there is a rather well-defined separatrix distinguishing between thermally stable and unstable initial states, which can be approximately described by the functional relation <5~r 5 , so that bubbles with initial density contrasts lying above this curve for fixed buoyancy to radiation time-scale ratio will be unstable. We further note that at large density contrasts (0^5), the separatrix becomes less steep than this relation predicts; however, we have not explored this domain extensively for reasons detailed above. This figure confirms some expected features of the problem: for example, instability occurs for larger density contrasts at fixed £ and occurs for short radiative time-scales at fixed density contrast. In order to take into account the effect of the size control parameter rj (the ratio of the initial bubble radius to the gravitational scaleheight), we have reported in Fig. 3 (b) those cases with t;<0.05; the symbol size is proportional to the real initial bubble dimensions.
There is no significant difference in the general trend discussed above when considering lower values of y¡ (Fig.  3b) , although the boundary between stability and instability is slightly shifted towards higher values of £, roughly by a factor of 2 in £ for rj varying from 0.05 to 0.01. This can be explained by the greater efficiency of the dynamic instabihties for smaller dimensions of the bubble (cf. Section 5.2).
We had difficulty in defining the separatrix below ô ~ 0.005, because of the problems of computational times detailed above.
The oscillating case
We have found that by changing particular values of the parameters, a very well-defined temporal oscillating pattern is Thermal instabilities in stratified gases -II 385 produced. In particular we have followed the evolution of a bubble characterized by the parameters reported in Table 1 , case e. The calculation was carried out on a relatively large grid for more than three buoyancy periods. In Fig. 4 we report the evolution of the maximum flow speed and maximum density contrast (panel a), and of the maximum values of the velocity components along the vertical (z) axis in both the downward and upward directions (panel b). The remarkably periodic behaviour in the evolution of the maximum speed is clearly apparent. The corresponding maximum components of the velocity upwards and downwards along the vertical direction are exactly in opposing phase, as expected for a proper oscillating motion. The evolution of the maximum density contrast ô(t) shows an initial rapid decrease, and then an alternation of plateaus and peaks. The peak amplitudes settle after several cycles to a value much lower than the initial ó.
The period inferred from the velocity evolution curve is extremely close (within 1 per cent) to the time obtained from equation (14) (multiplied by 2jt). The cycles after the first show a monotonie increase of the oscillation amplitude, characterized by the location of the maximum density contrast. However, this increase seems to saturate near the end of the simulation. We do note that relatively dense side fragments form as well, due to the effect of the dynamic instabilities, but radiation is ineffective at causing these fragments to condense further in this parameter regime. Thus the evolution of the instability is dominated by the dynamic instabilities; nevertheless, radiative losses are still sufficiently strong so as to prevent complete destruction of the bubble. The saturation of the oscillation amphtude gives evidence of the equilibrium reached between thermal and dynamic instability effects.
The collapse of the fragments
As mentioned previously, there exist cases when the radiative cooling time is comparable to the buoyancy time such that thermal instability can occur within the secondary condensations which form from the splitting of the bubble. This is not unreasonable since, as already noted by HH, the pressure at the centre of the vortices, with which the fragments are associated, becomes lower than in the surrounding region while the evolution is in progress, and the perturbation is no longer isobaric. One of these cases is characterized by the parameters reported for case dl in Table 1 . Here the bubble becomes unstable soon after a half of the first buoyancy period. Fig. 5 shows the density contrast ô in grey scale and the velocity field with arrows, sampled at four equidistant times, the last image being not far from the final cooling catastrophe.
Even if the bubble starts to fade while the vortex pair is forming, the fragments determined by the shear motion soon recover their initial density contrast and eventually cool. The ratio between the buoyancy characteristic time and the e-folding time for the maximum density contrast (ó max ) while ó max is increasing is Ç ô = r BV /r ó « 0.82, which is much greater than the initial value of Ç( Ç = 0.36). This can be explained by two concurrent effects: on the one hand, the fragments are denser than the surrounding medium and hence fall. Although they penetrate deeper into regions of higher density, they maintain their identity relative to the background atmosphere due to the small negative pressure perturbation associated with the vortex pair and to the effect of radiation. At the same time the effect of radiation dominates more and more because of the enhanced local density, i.e. the local cooling time is smaller and, therefore, the local value of Ç is much smaller than the initial one. A decrease of «1/2 of the pressure scaleheight, corresponding to a vertical down- Time is in units of the buoyancy period, velocity in hundredths of the initial sound speed of the unperturbed atmosphere. We have multiplied ô by 100 for clarity's sake. The parameters of the simulation are reported in Table 1 (case e).
ward displacement of 10 units in Fig. 5 , results in an increase of Ç of the order of 60 per cent.
The effect of the bubble dimension
Due to severe computational constraints we could explore only a limited range of values for this parameter. We have reported the relevant results in Fig. 6 , which is the analog of Fig. 3 in the q-ô plane, for a relatively narrow band of values of Ç. In particular, we have considered the cooling case (stars in Fig. 3 and 6 ) with £<0.87, the stable cases (squares in Figs 3 and 6) with £ > 0.68 and all other cases (triangles and w's in Figs 3 and 6) with 0.68 < £<0.87. The dashed line bound regions characterized by different computational regimes. The higher horizontal line represents the limit below which the bubble dimensions are reasonably small with respect to the density scaleheight. Below the lower horizontal line the buoyancy period becomes too long to allow computationally affordable evolution times. To the right of the oblique line the oscillation amplitude would require larger grids than is computationally feasible; and to the left of the vertical line the density contrast is so low that it is hardly possible for us to deduce trends of the evolution in reasonable computational times. All these constraints limit the region in which it is possible to explore the system's behaviour. As a consequence, we have little evidence that the bubble dimension influences the evolution of the system; only in a limited number of exceptional cases there is evidence that the dimensions of the perturbations can indeed influence its final fate (cf. Fig. 6 ). -3 -2-10 1 log Ô Figure 6 . Final fate of cooling bubbles in stratified atmospheres in the rj-ô plane for the following range of values of £ (symbols as in Fig. 3) : £ < 0.87 for thermally unstable cases; £ > 0.68 for thermally stable; 0.68<£<0.87 for all others. The dashed lines represent constraints on the validity of the simulations: the higher horizontal line marks an upper limit to the bubble dimensions; the lower horizontal line an upper limit to the density scaleheight and therefore to the buoyancy period; the oblique line a bound on the oscillation amplitude; the vertical line a lower limit to the density contrast (see text for more details).
DISCUSSION AND CONCLUSIONS
Previous results
Linear ID analysis was first performed by Defouw (1970) and, more recently, by Malagoli, Bodo & Rosner (1987) ; this work showed the possibility of overstable oscillations. Balbus (1988) has pointed out the necessity of starting from nonlinear initial fluctuations to have thermal instability when the atmosphere cooling time is longer than the buoyancy time. Non-linear blobs have much shorter cooling times, therefore decouple from the surrounding flow, and thus may grow unstable before a dynamical oscillation. He remarks that during its displacement around the equilibrium position the blob samples different conditions of the unperturbed background atmosphere, the change of which is not negligible in the linear regime. Therefore a Lagrangian analysis is more appropriate than an Eulerian local one, and leads to somewhat different results. In particular, stability is determined by the isentropic (and not isobaric) condition and therefore is reinforced. Balbus & Soker (1989) following a Lagrangian description find that a typical cooling flow is thermally unstable by the isobaric Field criterion if and only if it is convectively unstable by the Schwarzschild criterion. They confirm that thermal perturbations are more stable than previously thought, the effective thermal instability being more isentropic than isobaric in character. They argue that overstability may be dampened by the entropy gradient and by the increase in the buoyancy frequency as the perturbation is transported inwards by the flow.
HH treat the linear regime analytically and the non-linear regime numerically, giving the condition for non-linearity as a function of bubble dimensions and initial density contrast. They assume a steady non-heated non-static isothermal cooling flow as the unperturbed configuration for their numerical 2D hydrodynamic calculations. They consider two cases with different background densities, corresponding to radiative cooling times higher and comparable to the buoyancy time, and in cartesian geometry. They include the Raymond radiative losses, and start from an initial isobaric circular perturbation with a Gaussian-shaped density distribution. Their gravitational acceleration increases as one penetrates deeper into the gravitational potential (in contrast, our model assumes that the gravitational acceleration within the computational domain is constant). Their non-linear regime covers initial bubble density contrasts ranging from 0.1 to 9, radii from 3 to 14 kpc (with a typical density scaleheight of 320 kpc). For the lowest value of ô, they follow the evolution of the perturbation for a full buoyancy period (8.2 x 10 9 yr); for the higher density cases, they generally stop before 1/10 of the buoyancy period as defined at the initial bubble location. They claim the discovery of a new phenomenon, namely the formation of vortices as a result of buoyancy and radiation effects, and associate it with the nonlinear regime; we, however, note that the importance of dynamic instabilities associated with vortical motions in the evolution of bubble-shaped perturbations in a stratified fluid was pointed out much earlier by Tsinganos (1980; see also references therein).
Moreover, HH derive a condition for stability from a comparison of estimated vortex formation and local perturbation cooling times, and parameterize this condition as a function of bubble dimensions and bubble density contrast. They thus define a cooling time-scale Tcooi "(i+ór a -i' (17) where ô is the density contrast of the bubble and a is the power law coefficient of the temperature-dependent part of the radiative coohng function (in our case, a = 1/2). This time-scale has the bizarre property that it diverges as the density contrast goes to zero, clearly an inappropriate behaviour; for this reason, the above definition of r coo , should be replaced by
This definition of r coo , provides values very close to those obtained for the e-folding time of the maximum density of a simulated purely radiative bubble, i.e. set up in a homogeneous unstratified medium for low initial density contrasts (0<0.1). For higher values of ô, i.e. far into the non-linear regime, the cooling time obtained from purely radiative bubble simulations becomes significantly smaller. If the definition (18) for r cool is adopted, then in the case of more effective radiative cooling the HH criterion for stability is practically unchanged for high values of ó, but shows very significant deviations for low values of ó, becoming a twovalued function in the range 0.01 < ô < 0.5.
HH find that their criterion is in agreement with their numerical calculations and that, to obtain thermal instability, the perturbation must cool before the vortex is formed. Once a perturbation cooled, filamentary gas elongated in the direction of gravity could be formed. They also argue that thermal instability might be facilitated in a cooling flow with a strong magnetic field as opposed to one without magnetic fields, because the tension of the magnetic field may prevent the downward displacement of the bubble ahead of the mean flow associated with the ambient gas. This latter assertion is not in general correct since thermal instabilities in magnetized stratified media are constrained by yet another physical process, namely the flux freezing constraint. Indeed, as shown by , thermal instabilities in the presence of strong magnetic fields can only take place if the magnetic Reynolds number on the scale of the perturbation is of order unity, e.g. only if the magnetic diffusion time-scale is of order of, or shorter than, the inverse growth rate of the most rapidly growing mode. This is a condition which is unlikely to be satisfied for typical halo conditions. Yoshida et al (1991) study non-linear perturbations in spherically symmetric unperturbed cooling flows, thereby aiming to start from more realistic conditions for actual cooling flows in galactic cluster haloes. Extending the same basic approach as in HH to 2D spherical geometry, they investigate the possibility that the change of geometric conditions on the way to the centre of the halo affects the stability condition given for the cartesian case; no such effect is found. In remarking upon the importance of non-radial motion in the evolution of coohng flows, Yoshida et al confirm that in order to obtain thermal instability the perturbation must cool before the full development of vortex motion and argue that this is implausible in actual cooling flows. Finally, in our Paper I we presented a detailed numerical 2D hydrodynamic study of the evolution of an initially isobaric perturbation in a stratified hydrostatic, thermally unstable and optically thin ionized fluid. The details of the physical assumptions are essentially identical to those employed here. We reported two cases, namely for radiative cooling times much longer and comparable to the buoyancy time. The initial perturbation was cylindrical, and had a relatively small and uniform density contrast (<5 = 0.0067) such that the oscillation amplitude about the equilibrium point was well within the computational grid. Assuming a radiative emissivity parameterized with a power law, with an index typical for bremsstrahlung emission, we found that in both cases a bubble-shaped perturbation was subject to the effects of Rayleigh-Taylor and shear flow instabilities, which deform and eventually disrupt the bubble on a time-scale comparable to the oscillation period. In accord with HH, but starting from a linear regime, we concluded that thermal instability does not seem to be an efficient mechanism for gas depletion in cooling flows.
Discussion and comparisons with our present results
Previous analytical and numerical investigations focused on a variety of effects which determine the evolution of a radiating bubble in a stratified atmosphere. According to linear theory (e.g. Malagoli, Bodo & Rosner 1987; Balbus 1988; Balbus & Soker 1989) , one would expect the bubble to undergo buoyancy oscillations, and these may be overstable if the buoyancy period is less than the radiative cooling time because of destabilization by radiative losses. It is less wellknown that the linear theory also allows for the presence of dynamic instabilities, a fact which has been only superficially discussed from a qualitative point of view in the context of galactic and cluster haloes (cf. Malagoli, Rosner & Bodo 1987; Nulsen 1986 ), but which has nevertheless been delved into extensively in the solar context (cf. Tsinganos 1980). The key point is that linear stability analysis of an assumed smooth (or extremely weakly non-uniform) background does not show any evidence for dynamic instabilities; it is only when one uses an already-developed 'bubble' as an initial state that a linear stability analysis shows the existence of these dynamic instabilities (see Tsinganos 1980 for details).
The dynamic instabilities, such as Kelvin-Helmholtz (KH) and Rayleigh-Taylor (RT ) instabilities, are thought to occur whenever shear motions and density gradients appear. The dynamic instabilities act in precisely the opposite way from the thermal instability -they tend to disrupt the perturbation, whereas effective radiative coohng tends to lead to a more compact, more condensed, perturbation, and hence to yet stronger collapse. These dynamic instabilities can be associated with a global characteristic time related to the buoyancy frequency ( cf Tsinganos 1980 and Paper I),
log ô Figure 7 . Maximum velocity (in units of the initial sound speed) within the computational domain, sampled at ~ 1 /4 of the buoyancy period, versus the initial density contrast for all cases which are definitely not unstable (e.g. those for which cooling does not dominate the dynamics of the system). The dashed line show the F/c s = ô relation. See Fig. 3 for the meaning of the symbols.
initial density contrast, even for relatively low values of Ç. This explains the formation of the relatively dense layers encountered starting from very low values of ó. As already remarked, however, these latter cases do not allow an easy interpretation due to their slow evolution. In connection with this argument, we can comment on the result apparent from Fig. 3 , that the separatrix in the Ç-ô plane is shifted towards larger values of £ (or, equivalently, towards larger values of <5) as decreases. That is, the larger the relative size of the bubble, the more thermally unstable the bubble becomes. If we recall from equation (16) that where m is the mode number, A is defined by equation (16) and for the first KH term we have used the approximation for the velocity ( F ): In Fig. 7 we report the velocity sampled approximately at 1 /4 of the buoyancy period versus the initial density contrast of the perturbation for all simulations in which thermal cooling does not dominate. Our simulations show that equation (20) is a reasonable approximation as long as the cooling collapse is not too fast, e.g. as long as the collapse velocity lies well below the sound speed. From equation (19), we see that if A/R<1, then the RT instability dominates, while the KH instability will dominate if A/R>1 (although in the early phases of the instability, the RT instability always dominates since the bubble speed is then very small). In general low order modes (m~2), which are the most relevant for the problem at hand (cf Paper I), can be expected to be excited as long as A/R > 0.1, whereas if this condition is not satisfied the perturbation could in principle grow freely, whatever the A_ y ô R y -1 Y] ' then we see that our result confirms the qualitative understanding predicted on the basis of equation (19) that the smaller the bubble (small y\) for fixed density contrast (ó), the larger A/R, and hence the more dominant the dynamic instabilities. This is in qualitative accordance with the results obtained by HH. However, we should keep in mind some important differences from HH's work: HH assume as initial temperature T= 10 7 K, and therefore they consider a more unstable branch of the radiative regime (since a= -0.6), which explains why the find instabihty for values of à which are stable for us ( ó = 9 and 1 ). Our numerical results are in this sense not directly comparable with theirs.
More generally, we confirm previous results concerning the difficulty of explaining of halo inhomogeneities the mass depletion from cooling flows by thermal instabilities (for typical halo parameters, e.g. density ~0.01 cm -3 , £~0.01) and the need to turn attention to alternative mechanisms (e.g. Balbus & Soker 1990) . Our work, however, also provides an exhaustive picture of the relative importance of dynamic effects associated with the buoyancy oscillation of a perturbation in a stratified radiating medium: we describe the relative equilibrium between dynamic and thermal instabilities as governed by three independent control parameters, namely the ratio of buoyancy and cooling times, the ratio between the bubble dimensions and the density scaleheight, and the initial density contrast, over a wide range of the control parameter space.
One important conclusion we have drawn is that evolution on a relatively long time-scale compared to the buoyancy oscillation period can be important in determining the ultimate fate of perturbations. In particular, thermal instability can involve secondary condensations deriving from the fragmentation of the bubble due to the action of dynamic instabilities. In these cases, the survival of bubble fragments past the first action of the dynamic instabilities as they sink downwards is crucial: they may then cross regions of higher densities and, since the radiative losses increase, thermal collapse may still be favoured; this possible influence of variations of background conditions on the evolution of the perturbation during its motion had already been remarked upon by Balbus & Soker (1989) . In this context, the relative size of the bubble with respect to the local density scaleheight may become important: larger bubbles create larger fragments, which can move rapidly through significant fractions of scaleheights. However, there is some doubt that these considerations have any applicability to galactic cluster haloes since the requisite condition of near equality of the buoyancy and radiative loss time-scales does not seem to be met there. In contrast, such effects may be of far greater interest in the context of stellar atmospheres.
Finally, we have also shown that oscillatory behaviour can occur for particular values of the control parameters, in particular if the cooling time is longer than but still of the order of the inverse buoyancy frequency. Therefore the oscillatory behaviour which could give rise to overstable effects seems to be limited to a very restricted range of the control parameters.
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