A LArge Reservoir Simulator (LARS) was equipped with an electrical resistivity tomography (ERT) array to monitor hydrate formation and dissociation experiments. During two hydrate formation experiments reaching 90 per cent bulk hydrate saturation, frequent measurements of the electrical properties within the sediment sample were performed. Subsequently, several common mixing rules, including two different interpretations of Archie's law, were tested to convert the obtained distribution of the electrical resistivity into the spatial distribution of local hydrate saturation. It turned out that the best results estimating values of local hydrate saturation were obtained using the Archie var-phi approach where the increasing hydrate phase is interpreted as part of the sediment grain framework reducing the sample's porosity. These values of local hydrate saturation were used to determine local permeabilities by applying the Carman-Kozeny relation. The formed hydrates were dissociated via depressurization. The decomposition onset as well as areas featuring hydrates and free gas were inferred from the ERT results. Supplemental consideration of temperature and pressure data granted information on discrete areas of hydrate dissociation.
I N T RO D U C T I O N
Gas hydrates are ice-like crystalline solids composed of a 3-D network of water molecules enclosing small (<1 nm) guest molecules (Von Stackelberg et al. 1947) . Naturally occurring gas hydrates predominantly contain methane (CH 4 ) as guest molecules, however, higher hydrocarbons and mixed hydrates can be found as well (Milkov et al. 2005) . Since hydrates are stable wherever sufficient amounts of water, hydrate forming gas, elevated pressure, and low temperatures are present, natural gas hydrates occur at active and passive continental margins, permafrost areas and deep inland seas (Sloan & Koh 2008) . Global estimates of methane encapsulated in gas hydrates vary by several orders of magnitude. Whereas Kvenvolden and Grantz (Kvenvolden & Grantz 1990) assumed 1 × 10 15 m 3 of CH 4 , Klauda & Sandler (2005) estimated that there is as much as 1.2 × 10 17 m 3 of methane gas globally bound in gas hydrates. Thus, gas hydrate reservoirs have become of great interest during the last decades, as the amounts of hydrate-bonded carbon are considered to be a potential energy resource as well as a source of greenhouse gases.
Recent efforts aim at conducting field tests to produce methane from hydrate bearing sediments. Generally, gas hydrates can be decomposed by disturbing their thermal equilibrium (heating), mechanical equilibrium (depressurization) or chemical equilibrium (e.g. by injecting CO 2 ). All of these production techniques have been successfully tested on a field scale: in the winter of 2001/2002 the first ever gas production test directly from hydrate bearing sediments was carried out via thermal stimulation by injecting hot fluid in the hydrate bearing sediment layers at the Mallik test site in the Mackenzie Delta, Canada (e.g. Dallimore & Collett 2005) . Later, the decomposition of hydrates via depressurization was carried out at the Mallik test site in 2007 /2008 (e.g. Wright et al. 2011 and in the Nankai Trough, Japan in 2013 (Yamamoto 2014) . The applicability of methane production via CO 2 -CH 4 exchange was tested in 2012 at the Alaska North Slope, known as Ignik Sikumi #1 Gas Hydrate Field Trial (Lee & White 2014) . Regardless of the decomposition technique, a proper reservoir characterization is required to successfully produce methane from hydrate bearing reservoirs. Therefore, imaging techniques are deployed to natural gas hydrate reservoirs to monitor essential reservoir parameters such as electrical or seismic properties on a field scale. Bauer et al. (2005) performed a cross-well tomography at the Mallik 5L-38 gas hydrate production research well to monitor the elastic parameters such as seismic velocities, attenuation and anisotropy of the hydrate bearing sediment layers. Using marine controlled source electromagnetics, Schwalenberg et al. (2010) investigated the electromagnetic properties on active ocean-continent collision regions on the Hikurangi Margin, offshore New Zealand, to verify seismical and geochemical evidences for the presence of gas hydrates.
Reducing the complexity of field experiments, the mechanisms accompanying hydrate formation and dissociation still raise questions even on a pilot scale. The nucleation of hydrates strongly depends on the type of hydrate formation (at a gas-water interface or from the dissolved phase) and the sediment (Rydzy 2013) . In addition, gas migration during hydrate decomposition depends on the specific spatial distribution of hydrates in the pore space and can significantly differ each time. To better understand how and where hydrates form and to detect the pathways of the produced free gas phase, imaging techniques are essential at all scales, field tests as well as laboratory experiments. Ersland et al. (2009) monitored hydrate formation and subsequent CO 2 injection in a high pressure cell using a magnetic resonance imaging (MRI) technique. Analysing these MRI data they were able to determine the amount and the distribution of water, free gas and methane hydrates in Bentheim sandstone core plugs. Kneafsey et al. (2007) monitored local density changes in a pressure vessel during hydrate formation and dissociation using X-ray computed tomography (CT). They observed potential mineral grain shifting as a response to hydrate formation and dissociation and significant water migration. However, X-ray CT relies on density. Since the densities of (sea)water and hydrate are very similar, X-ray CT measurements are not sensitive to hydrate formation from a dissolved phase without a free gas phase. This problem can be avoided by adding relatively heavy salt ions to the pore water increasing the pore water's density (Rydzy 2013) , though one has to keep in mind that dissolved salt ions reduce the CH 4 solubility, thus altering the hydrate equilibrium conditions. As it is assumed that hydrate formation from methane dissolved in water more closely explains the formation of natural, marine gas hydrates in sandy formations (Buffett & Zatsepina 2000) , efforts are required to develop experiments allowing for geophysical monitoring of the formation of hydrates from dissolved CH 4 and their dissociation.
Therefore, a LArge Reservoir Simulator (LARS) has been developed in the framework of the German national gas hydrate project SUGAR (Schicks et al. 2011 . This reservoir simulator permits the formation of gas hydrates from methane-loaded brine under simulated in situ conditions mimicking marine scenarios. LARS is equipped with a series of sensors: different types of instrumentation can be used allowing for live temperature monitoring within the sediment sample. A cylindrical electrical resistivity tomography (ERT) array composed of 375 electrodes is used to monitor the formation and dissociation of gas hydrates within LARS. A good ERT-resolution is granted by the large electrical contrasts in the pore space, as the present phases of non-conducting sediment, well conducting saline pore fluid, and poorly conducting hydrates cover a wide range of electrical properties. During the respective hydrate dissociation, the stationary high-resistive hydrate phase converts into an isolating but mobile free gas phase. Thus, significant changes of the sediment's electrical properties are expected throughout the entire hydrate evolution, suggesting the use of an ERT array.
This study presents data of three hydrate formation experiments. In particular we focus on the ERT and temperature data of two hydrate formation experiments filling ≈90 per cent of the sediment's pore space (LARS RUNs 2 and 4) and the subsequent hydrate dissociation experiments. The latter simulated the 2008 Mallik production test, where the pressure was reduced in several steps. Furthermore, we show how local hydrate saturation and permeability changes during hydrate formation can be estimated using a data processing routine based on commonly applied models. 
L A R S , E RT A N D E X P E R I M E N TA L PA R A M E T E R S
To investigate the formation and dissociation of gas hydrates under simulated in situ conditions, a LARS has been developed. Within the LARS, hydrate is formed from methane-loaded saline water circulating through a 210 litre sediment sample. Thus, no free gas phase is present in the sediment sample until hydrate dissociation is initiated. So far, hydrate dissociation in LARS has been initiated by depressurization or thermal stimulation, using an implemented counter-current heat-exchange reactor. For a detailed description of both, LARS and the heat reactor, see Schicks et al. (2011 Schicks et al. ( , 2013 . A cylindrical ERT array has been installed in LARS to acquire new knowledge on the spatial distribution of hydrate growth in the sediment sample. The ERT features 375 electrodes arranged in 25 circular rings with 15 electrodes in each ring. The tomographical array installed in LARS and its data quality are described elsewhere . As ERT measurements always provide an inverse problem, the measured data has been processed using the inversion software Boundless Electrical Resistivity Tomography BERT (Günther et al. 2006) . Table 1 lists the relevant parameters used for the ERT measurements.
We performed three hydrate formation experiments in LARS filling as much as 89.5 per cent (LARS RUN 2), 50 per cent (LARS RUN 3) and 90 per cent (LARS RUN 4) of the sample's pore space, respectively. The sediment sample used for the experiments LARS RUNs 2 and 3 was a medium to coarse quartz sand with a narrow grain size distribution of ≈89 per cent within the interval of 500-1000 µm. The corresponding initial porosity was 35 per cent. The respective permeability at ambient conditions was determined to be 673 ± 11 D. LARS RUN 4 featured a slightly coarser quartz sediment sample with 98.5 per cent of the sand being in the interval 500-1000 µm. The corresponding porosity and permeability were determined to be 39.2 per cent and 2030 D ± 23 D. The pore fluid in all three experiments was a 3.68 g l −1 NaCl-water solution with an initial conductivity of ≈6.5 mS cm −1 . The saline pore fluid was loaded with CH 4 in a gas-water interface chamber and injected into the sediment sample. To avoid clogging by hydrates at the fluid inlet, the methane-loaded saline water entered the sample at a temperature 3-4
• C above the hydrate stability temperature for a given pressure. This small temperature shift still allowed methane concentrations close to saturation in the pore fluid (Spangenberg et al. 2015) . Inside the sediment sample hydrate stability conditions were achieved by active cooling of the sample's surrounding (T conf = 4
• C). The rapid temperature drop decreased the methane solubility of the pore fluid. The resulting supersaturation (excess methane) was available for hydrate formation. Waite & Spangenberg (2013) showed that the degree of excess methane is in the order of 40 per cent of the initial methane concentration. After migrating through the sediment sample, the pore fluid was reloaded with CH 4 and entered the sample again. The pore pressure was held constant at 11 MPa throughout the hydrate formation experiments. By circulating the methane-loaded at Bibliothek des Wissenschaftsparks Albert Einstein on July 10, 2015 http://gji.oxfordjournals.org/ Downloaded from pore fluid through the sediment sample we were able to achieve hydrate saturation rates of up to ≈2 per cent per day.
The LARS RUN 4 experiment was destined to examine the hydrate formation and dissociation patterns observed in LARS RUN 2 with a different sediment material as well as a different temperature sensing technique and to ideally proof the reproducibility of our experiments. During LARS RUNs 2 and 3, the temperature within the sediment sample was measured using 14 spatially distributed PT100 temperature sensors. PT100 sensors generally yield very accurate temperature data, though they cover very little area. Prior to LARS RUN 4 the spatially distributed PT100 sensors were replaced by a distributed-temperature-sensing (DTS) coil. A total length of ≈11 m DTS coil meandered throughout the specimen allowing increased spatial coverage. However, the installed DTS system yielded averaged temperature values for 0.5 m intervals, reducing the spatial sensitivity.
The injection of relatively warm methane-loaded pore fluid produced an inhomogeneous temperature field in the sediment sample. Because the electrical resistivity varies with temperature, the most accurate results were obtained by stopping the circulation to produce a homogeneous temperature field for the ERT measurements. Hence, methane saturated pore fluid was continuously circulated for five days, increasing the specimen's hydrate saturation by approximately 10 per cent (referred to as injection period). After this period circulation was stopped to ensure thermal equilibrium within the sediment sample. ERT measurements were performed every four hours throughout the entire hydrate formation experiments, providing data for both thermal equilibrium and non-equilibrium states.
E S T I M AT I N G L O C A L H Y D R AT E S AT U R AT I O N A N D P E R M E A B I L I T I E S
The inverted resistivity data obtained from ERT measurements serve as an indirect measure of the hydrate content in the pore space. Since the solid hydrate phase is directly related to the electrical and hydraulic properties of the pore space, the resistivity distribution can be converted into the distribution of hydrate saturation S H and permeability K.
Hydrate saturation
The bulk hydrate saturation during the hydrate formation experiments has been determined by frequent pore fluid sampling. During hydrate formation only fresh water is consumed, while dissolved salt ions accumulate in the residual pore fluid, increasing the electrical conductivity. Following Spangenberg & Kulenkampff (2006) , the variations of pore fluid conductivity can be converted into the mass of produced methane hydrate and hydrate pore space saturation as follows: The NaCl concentration of the pore fluid is linked to the electrical conductivity by
where c is the NaCl concentration, σ is the measured electrical conductivity of the pore fluid and eq is the equivalent conductivity. Considering the mass fraction of a solution with an initial NaCl concentration c 0 , the mass of water consumed in hydrate formation at a certain time t can be calculated using
where m w−h is the mass of water consumed in hydrate formation at a given time t, m w 0 is the mass of water present at the very beginning of the experiment, and c 0 and c(t) are the NaCl concentrations at the beginning of the experiment and at time t, respectively. 
For all LARS RUNs, these bulk hydrate saturation values served as a reference baseline to verify the saturations gained from the ERT data.
Converting the electrical resistivity distribution obtained from the ERT data into the distribution of hydrate saturation requires an eligible relation considering the electrical properties of the present phases. During hydrate formation, the pore space is filled with two coexisting phases: the pore fluid of high electrical conductivity and hydrates, which can be considered to be an electrical insulator. Commonly, Archie's equations (Archie 1942 ) are used to determine the effective electrical properties in a multiphase system where the majority of the electrical charge transport is sustained by the pore fluid. Though we tested several mixing rules (Garnett-Maxwell 1904; Lichtenecker 1926; Landauer 1952; Waff 1974) , we decided to use Archie's equations for two reasons: (1) the obtained results in our experimental setup should remain comparable to other published data sets which typically used Archie's equations; and (2) we found that applying Archie's equations yielded the most comprehensible results.
Thereby, we investigate Archie's equation in two different terms:
(i) Archie var−phi interprets the increasing hydrate phase as part of the (also non-conductive) sediment grain framework resulting in a decreasing porosity while hydrate saturation increases. The pore space, however, is completely fluid-saturated at all stages of hydrate saturation and the first Archie equation is used:
where ρ is the bulk resistivity for a sample fully saturated with a fluid of resistivity ρ fl . a and m are empirical parameters and were set to 1 and 1.5, respectively, according to the effective medium theory (Sen et al. 1981) . φ is the varying porosity φ − φS H , depending on the degree of hydrate saturation S H .
(ii) Archie var−sat interprets the increasing hydrate phase as a decrease of fluid saturation in the pore space. Thus, the porosity remains constant whereas the water saturation varies with different amounts of pore filling hydrate and the second Archie equation is used:
with
where S is the pore water saturation depending on the degree of hydrate saturation and n is an empirical parameter (saturation exponent) set to 1.9386 (Pearson et al. 1983) . both Archie approaches within the experimentally covered hydrate saturation interval of 0-90 per cent.
To apply both Archie equations to the ERT data, we established the following data processing routine: In a first step, the inversion created a mesh dividing the sample volume into a total of 41 840 volume cells. Subsequently the inversion algorithm yielded resistivity data for a temperature of T M = 4
• C for every single volume cell. Since the electrical resistivity varies with temperature the resistivity value of each cell was corrected against temperature to its reference value at T Ref = 20
• C. Rearranging both Archie approaches (eqs 4 and 5) for S H , we were able to apply those relations to every single volume cell to estimate the local hydrate saturation.
The two Archie approaches were applied to the measured ERT data. Because the most significant differences among those mixing laws were expected at bulk hydrate saturation degrees of >50 per cent (see Fig. 1 ), we compared the results applying the different relations to the LARS RUN 2 data set of S H ≈ 90 per cent, which equals the highest saturation value in this experiment. (Fig. 2) .
Both Archie approaches yielded comprehensible results. However, Archie var−phi generated a maximum local hydrate saturation value of 94.2 per cent, whereas Archie var−sat produced 88.9 per cent. At all stages of bulk hydrate saturation, Archie var−phi resulted in higher saturation values compared to those obtained with Archie var−sat , with a difference always smaller than 10 per cent. As the maximum local hydrate saturation value generated by Archie var−sat was smaller than the reference bulk hydrate saturation obtained from pore fluid sampling, we considered Archie var−phi to yield the best results. 
Permeability
The permeability as a material's hydraulic property is hard to capture using non-hydraulic measurement techniques. Generally, fluid flow is controlled by the interconnected pore space. In hydrate bearing sediments hydrate can affect both, the geometry of pores (porefilling) and the interconnectivity of the sediments pore space, as hydrates formed at grain contacts might clog pore throats (grain coating, cementing) (Fig. 3) .
Nevertheless, numerous approaches have been established to link the permeability to flow-affecting petrophysical parameters such as pore space geometry. The University of Tokyo introduced a very simple but effective relation to evaluate the permeability of a hydrate bearing sediment layer (Minagawa et al. 2005) :
with S H being the fractional degree of hydrate saturation, K 0 the initial permeability at S H = 0 and N being constant. Apart from S H the only parameter affecting the permeability is the exponent N. Reported values for N range from 2.5 to 15 (Minagawa et al. 2005; Delli & Grozic 2013) . It has been shown that values of N have to be chosen carefully to match experimental data and strongly depend on the investigated sediment. Since we do not have any experimental permeability data of the LARS sediment for the different stages of hydrate saturation, we are not able to identify a reasonable value for N, necessitating an alternative relation.
Another common approach relating the hydraulic permeability to petropysical parameters is the Carman-Kozeny (CK) relation (Carman 1956 ). CK originally relates the permeability to a geometric factor B, the porosity φ, the tortuosity τ and the specific surface area S (Mavko et al. 2003) :
The CK relation can also directly be related to the degree of hydrate saturation (Kleinberg et al. 2003) :
where n is the saturation exponent with n = 0.7S H + 0.3 (Spangenberg 2001; Delli & Grozic 2013) . It should be noted that eq. (9) is only valid for pore filling hydrate formation, but not for hydrates coating the sediment grains or clogging pore throats ( Fig. 3 ) (Kleinberg et al. 2003) . Because the sediment's pore space in our experiments is completely water saturated at all times throughout hydrate formation and hydrates are formed from methane dissolved in the pore water, we assume to mimic the formation of natural, marine gas hydrates. Recent studies (Konno et al. 2015; Santamarina et al. 2015) carried out on natural sediment cores obtained from a methane hydrate reservoir in the Eastern Nankai Trough indicated from permeability and velocity measurements that natural, marine hydrates form and accumulate in the centre of the pores, justifying the assumption made by eq. (9). Since the highly permeable sediment volume is very large, we unfortunately were not able to experimentally determine the initial permeability K 0 because the pressure gradients within the sediment were in the error range for the installed pressure sensors at low and intermediate bulk hydrate saturations. In a first order approximation, we therefore derived the initial permeability K 0 by applying empirical approaches considering the sample's grain size distribution (Hazen 1893; Terzaghi 1955) . As the resulting permeability values covered several orders of magnitude, we chose to determine the sediment's K 0 at ambient pressure and temperature by conducting a Darcy fluid flow experiment. The resulting permeability was K 0 = 673 ± 11 D. Since the experiments in LARS were run at a differential pressure of 4 MPa, the sediment's pore space experienced compaction and grains possibly cracked. Taking this into account, we set the initial permeability to K 0 = 500 D.
Regarding the data structure, the permeability value of each volume cell was determined using the (previously obtained) S H value of the respective volume cell (see Section 3.1) in eq. (9). The described workflow is illustrated in Fig. 4 .
R E S U LT S

Hydrate formation
During LARS RUN 2, a maximum bulk hydrate saturation of ≈90 per cent was reached at a constant pore pressure of 11 MPa. The fourteen temperature sensors (11 operating, 3 broken) were spatially distributed in the sediment sample to allow for the identification of the spatial extend of the hydrate stability zone within the specimen. The positioning of the PT100 sensors is shown in Fig. 5 . We started the experiment by circulating the methane-loaded saline pore fluid from top to bottom. Fig. 5 shows the temperature profiles of the sensors T1-T4 for the first four weeks of the hydrate formation experiment with the dashed line marking the hydrate stability temperature of 13.3
• C at given pressure. The Roman numbers mark the pore fluid injection periods. As long as no fluid was injected, the reservoir's basetemperature was defined by the confining temperature (T conf = 4
• C). The methane-loaded brine entered from the top of the sample at a temperature slightly above hydrate stability conditions (≈16
• C) and cooled down until hydrate stability temperature was reached while circulated through the sediment due to the active cooling from the surrounding. During the first pore fluid injection period, the highest temperatures (≈14 • C) were recorded at sensor T1, as the injected pore fluid reached this sensor first. After each injection period, the fluid circulation was stopped to let the sediment sample equilibrate thermally. During the second injection period, the highest temperatures were recorded at sensor T2, indicating that the comparably warm pore fluid did not reach sensor T1 as much as before. The decrease in heat supply was caused by hydraulic constraints due to the formation of a solid hydrate phase at the very top of the reservoir around sensor T1. During the third and fourth injection period, sensor T1 displayed temperatures even lower than T3, suggesting continuous hydrate formation at T1 while T3 was located in the fluid path. The temperature sensor T4 almost continuously recorded the lowest temperatures, as the injected pore fluid was cooled down until it reached T4. Thus, the cooling from the surrounding exceeded the heat supply from the pore fluid. As the temperatures at T4 were always within the hydrate stability field, the majority of the supplied methane is assumed to be bound in hydrate before it could reach T4. Temperatures recorded at a sensor located in the centre of the sample (T2) where higher at all times and suggested that hydrates predominantly formed in the boundary regions of the sample, where cooling was strongest. Following the first injection period the temperatures recorded at T2 were continuously higher than those recorded in the boundary regions (T1, T3, T4), indicating an elevated heat supply from the injected pore fluid. Whereas the elevated driving forces (lowest temperature) close to the wall urged hydrate to form and to hydraulically constrain the fluid pathways, the centre of the sample still experienced sufficient heat supply to maintain pathways for the injected fluid.
Hydrate formation in the top boundary regions during downward fluid circulation could be confirmed by ERT measurements. Fig. 6 presents the evolution of spatial hydrate distribution and local permeability changes for the entire hydrate formation experiment applying the Archie var−phi and CK relation, respectively. It should be noted that the top and bottom 15 cm in the ERT-figures are not covered by electrodes and thus constitute an extrapolation of the inversion algorithm. At the very beginning of the experiment uniform hydrate saturations of 0-5 per cent were observed. During the following saturation stages, the majority of the hydrate phase formed in the upper 60-70 cm of the sediment sample. At a bulk hydrate saturation of 40 per cent calculated from the pore water conductivity measurements, hydrate began to form in lower regions of the sample while areas in the top of the reservoir showed hydrate saturations in the order of ≈80 per cent. To avoid hydraulic clogging at the top of the sample, the fluid circulation direction was switched from downwards to upwards. This led to an immediate increase of local hydrate saturation in the lower regions of the sample. Subsequently, hydrate formation advanced until almost the entire sample showed high saturation values. At the final saturation stage of 89.5 per cent the fluid pathways in the sediment were almost clogged and the fluid circulation was switched off.
Eq. (9) shows that the permeability is directly linked to the local hydrate pore space saturation. Accordingly, the changes of local permeability strongly correlate with the changes in local hydrate saturation. At the beginning of the hydrate formation experiment an almost homogeneously distributed permeability of 500 D was observed, which is just the predefined K 0 . The subsequent hydrate formation in the upper part of the reservoir reduced the permeability in the respective areas. When we switched the pore fluid's flow direction at a bulk hydrate saturation of 40 per cent, permeabilities were in the order of 10 1 D in the upper part of the reservoir. The reversed fluid flow increased hydrate pore space saturation in the lower parts of the reservoir, further reducing the permeability of the affected area. At the final stage of S H = 89.5 per cent the minimum permeability value generated by applying CK was K min ≈ 28.8 mD.
During the LARS RUN 4 formation experiment we generally observed similar formation patterns. By slightly increasing the pore fluid injection velocity at the beginning of the experiment, the hydrate stability isotherm (again 13.3
• C at 11 MPa) was shifted towards the centre of the specimen, so that initial hydrate formation was observed much more centric as in LARS RUN 2. Because both experiments yielded very high bulk hydrate saturation values at the final stage, the final hydrate distribution for both experiments appeared very similar (Fig. 7) .
Hydrate dissociation
During hydrate dissociation it is not possible to clearly identify all present phases by only measuring the electrical properties, since both, the emerging free gas phase and the remaining gas hydrates, are electrically isolating. The ERT only discriminates between areas of conductive and non-conductive pore space. Please note, that the ERT images recorded during hydrate dissociation therefore do not show the colour-coded hydrate saturation, but the electrical resistivity in a log scale. For a detailed interpretation, it is therefore necessary to include additional data such as temperature, pressure, and fluid flow.
The hydrates formed in LARS RUN 2 (see Fig. 6 ) were dissociated by pressure reduction in two stages: (1) simulating the 2008 production test in Mallik, Mackenzie Delta, Canada via depressurization in three steps (e.g. Wright et al. 2011 ) at 7.0 MPa-5.0 MPa-4.2 MPa (see Fig. 8 ) followed by (2) depressurization to atmospheric pressure (see Fig. 9 ). To simulate the Mallik production test, the surrounding temperature was set to 11
• C and reservoir pressure was initially set to 11.5 MPa . Noteworthy, what had been an active cooling (4 • C) from the surrounding during hydrate formation turned into an active heating during hydrate dissociation.
The experiment started with P-T conditions deep within the hydrate stability field (at 11
• C P stab = 8 MPa). The first pressure reduction to 7 MPa induced an immediate temperature decrease of ≈1.6
• C due to endothermic gas hydrate dissociation (Fig. 8) . The resulting temperature of 9.4
• C already fell below the surrounding temperature and corresponded to the hydrate stability temperature at given pressure (7 MPa). After the second depressurization to 5 MPa (≈3 hr), the temperature profile of T0 clearly displayed temperatures outside the hydrate stability field (T stab = 6.1
• C at P = 5 MPa) indicating complete hydrate dissociation at the top of the reservoir. Unfortunately, the ERT inversion results did not yield reliable information about this specific area as the top 15 cm of the sample are not covered by electrodes. All other temperature profiles dropped to the hydrate stability temperature at given pressure, suggesting that the front of hydrate decomposition was initiated at the top end face of the sediment sample. During the third pressure reduction (4.2 MPa) the temperature close to the neoprene jacket (T11) increased (Fig. 8) . This temperature increase indicated that the endothermic process of hydrate dissociation could not compensate the heat supply from the surrounding (11
• C) anymore. Due to the decreased hydrate content hydrate decomposition declined. The ERT inversion results of the regions close to the neoprene jacket after 6 h showed areas of considerably lower resistivity. As both, hydrate and free gas, increase the electrical resistivity, the low resistivity values suggested completed hydrate dissociation and methane gas depletion in these regions (Fig. 8) .
After 8 hr, the outlet was closed overnight. The reservoir temperature slowly adjusted to the surrounding temperature and the reservoir pressure increased to reach the hydrate equilibrium pressure of ≈8 MPa at 11
• C. Though the system was closed for 16 hours, the time was not enough for the reservoir to reach the equilibrium temperature of 11
• C. Due to the heat supply from the surrounding, hydrates continued to dissociate. Whereas the released gas phase increased the reservoir pressure, the endothermic nature of hydrate dissociation cooled the sample from the interior. Because hydrate dissociation continued as long as the PT conditions within the reservoir fell below the stability conditions of ≈8 MPa at 11
• C, the continuing cooling from the sample's interior delayed the temperature increase of the reservoir. The depressurization to atmospheric pressure was conducted from 24 hr onwards (Fig. 9) .
The rapid pressure drop to 0.1 MPa set the entire sediment sample out of the hydrate stability field. This was followed by a significant temperature drop due to rapid hydrate dissociation, leading to temperatures below the freezing point in the centre of the sample. Both, the ERT inversion results and the corresponding temperature profiles of T4, T9 and T12 showed the formation of ice in the centre of the sample (Fig. 9) . Subsequently, the temperatures at all sensors continuously increased to adjust with the surrounding temperature of 11
• C. After ≈35 hr all temperatures were above the freezing point, suggesting that only water and free gas remained in the pore space. Thus, the remaining high resistivity areas in the ERT inversion results were caused by free gas trapped in of the sediment sample. The temperature increase at T0 from the end of the first pressure step (≈2 hr) onwards indicates that hydrates at the very top were dissociated. From ≈4 hr onwards, the temperature at T11 starts to increase, indicating that the heat supply from the surrounding exceeded the energy loss caused by endothermic hydrate dissociation. The corresponding ERT inversion results also suggest hydrate dissociation in the boundary regions (black ellipses).
The hydrate phase formed during LARS RUN 4 was decomposed via depressurization as well, applying the same surrounding temperature (11
• C) and pressure levels as in LARS RUN 2 with an additional 3 MPa pressure level (Stage 1: 7.0 MPa-5.0 MPa-4.2 MPa-3 MPa; Stage 2: to P atm ). Because the experimental setup of LARS RUN 4 featured optical temperature measurements using a meandering DTS coil within the sediment sample, the number of temperature measurement points was significantly increased. However, as each data point provided by the DTS system constituted a mean temperature value for a 0.5 m interval it was necessary to evaluate the accuracy of the obtained DTS data. Therefore, three PT100 sensors were additionally placed on the cylindrical heat reactor in the centre of the sample. To investigate the comparability of both measurement techniques it was reasonable to evaluate the temperature data recorded during the decomposition experiments, as the various pressure drops induced much more significant temperature changes compared to those during the hydrate formation experiments. Fig. 10 presents the temperature data recorded at the PT100 sensor at the bottom of the heat exchange reactor (T0, blue) together with the DTS data obtained by the measurement interval corresponding to DTS point 19 (red) for the first 16 hr of the dissociation experiment. Because the measurement interval of DTS point 19 radial symmetrically surrounded the T0 sensor, the measured temperatures at those two points should be similar. With a recorded maximum deviation of 0.3
• C (in Fig. 10 at ≈3 hr) we considered the DTS data to give a good reflection of the temperature distribution within the sediment sample. Based on the obtained DTS data it was possible to extensively display the temperature evolution in the sediment sample during the LARS RUN 4 dissociation experiment.
At the first depressurization stage with the applied pressure levels of 7, 5, 4.2 and 3 MPa both the ERT and the temperature recordings yielded very similar dissociation patterns as observed in LARS RUN 2. Hydrate dissociation initiated at the top and in the boundary regions, where the pressure and temperature gradients were the highest. Subsequently, the dissociation front migrated towards the centre of the sample. Each pressure drop was accompanied by a at Bibliothek des Wissenschaftsparks Albert Einstein on July 10, 2015 http://gji.oxfordjournals.org/ Downloaded from Figure 9 . Continuation of LARS RUN 2 depressurization. During overnight valve closure, the reservoir pressure increased to the equilibrium pressure at 11 • C of 8 MPa. The depressurization was conducted to atmospheric pressure. Starting after ≈25 hr, the temperature profiles and ERT inversion results show that the centre of the sediment sample was frozen due to the rapid pressure drop accompanied by significant cooling. At this state, the boundary regions seem to be completely free hydrate and gas. At the final stage (38 hr), P-T conditions in the entire sediment sample were out of the hydrate stability field. The remaining high-resistivity areas in the ERT inversion results were caused by free gas which remained trapped in the upper parts of the sediment sample. temperature drop into the respective hydrate stability temperature. This can be seen, for example, on the temperature distribution of the 5 MPa pressure level in both LARS RUNs 2 (Fig. 8) and 4 (Fig. 11) , having a hydrate stability temperature of ≈6.1
• C. Similar to the observations made in LARS RUN 2 the boundary regions of the sample appear to be almost completely free of any hydrate or free gas phase after 8 hr (Fig. 11) . After the first 8 hours of the dissociation experiment the outlet was closed overnight again. During that time the temperature within the sediment sample started to adjust to the surrounding temperature of 11
• C, accompanied by a respective pressure increase. The LARS RUN 4 depressurization to atmospheric pressure was conducted from 27 hr onwards. Approximately three hours later, the endothermic nature of hydrate decomposition cooled the centre of the sample to temperatures below the freezing point again, resulting in ice formation in the respective areas (Fig. 12) . After ≈36 hr all recorded temperatures were above the freezing point suggesting that all hydrates were dissociated and only water and free gas remained in the pore space.
D I S C U S S I O N
Mixing laws
The choice of a proper mixing rule is a crucial point in our data processing routine. It turned out that the evaluation of proper mixing rule is a trial-and-error procedure. The suitability of a mixing rule not only depends on quantitatively matching the reference bulk saturation values, but also on qualitatively producing comprehensible hydrate distributions (e.g. in terms of saturation-heterogeneities). To test the different mixing rules it was necessary to apply them all to the measured ERT data and validate both their quantitative and qualitative appropriateness. In doing so the best results were obtained using Archie approaches. While Archie var−phi and Archie var−sat were very consistent, the highest local saturation values generated by Archie var−sat still fell below the bulk hydrate saturation obtained from pore fluid sampling.
During the hydrate formation experiments, the reference bulk hydrate saturation was determined by frequent pore fluid analysis (see Continuation of LARS RUN 4 depressurization. During overnight valve closure, the reservoir temperature and pressure increased to adjust to the stability conditions at 11 • C. Due to the endothermic nature of hydrate decomposition, the depressurization to atmospheric pressure cooled parts of the sample to temperatures below freezing point again, resulting in ice formation. paragraph 3.1). Since we applied Archie var−phi to the ERT data to determine local hydrate saturations, we could also determine values of bulk hydrate saturation from the ERT data. For this purpose the local hydrate content of all volume cells was summarized and related to the sediment's porosity. Comparing the bulk hydrate saturation values determined by pore fluid sampling and our ERT data processing routine was used to evaluate the quantitative eligibility of a mixing rule. Fig. 13 illustrates the evolution of the bulk hydrate saturation determined by applying Archie var−phi to the ERT data of LARS RUNs 2, 3 and 4 (solid lines) in relation to the reference values determined by pore fluid sampling (dashed line). It is evident that bulk saturations obtained by ERT data initially overestimated the reference bulk saturation by up to ≈10 per cent. Because the local saturation values were determined based on the measured resistivity distribution, the overestimated hydrate saturation had to be caused by increased resistivities obtained from the ERT. Closely looking on the initial hydrate distribution (0 per cent) in Fig. 6 shows that the majority of generated hydrate saturation is located right at the top and bottom of the implemented heat exchange reactor. Because the reactor was already fixed to the top cap of the pressure vessel during the installation process, we therefore suggest that those areas experienced severe compaction during mounting. As a result, the porosity in the respective areas is suggested to be decreased, increasing the measured electrical resistivity and, thus, generated hydrate saturation in the ERT data.
For reference bulk saturation values exceeding 40 per cent, the bulk saturations obtained from ERT data of LARS RUNs 2 and 4 approximate the reference baseline. The LARS RUN 2 and 4 curves finally fell below the reference baseline at ≈70 per cent. Having such high degrees of bulk hydrate saturation, the possibility of hydrate forming hydraulic caps has to be considered. In such a case some water volume would be trapped and cut off from the circulation. The remaining water used for pore fluid sampling would subsequently overestimate the salinity within the sample, producing higher pore fluid sampling saturation values. In that case, the bulk saturation obtained from pore fluid sampling only yields an upper bound for a heterogeneous salinity distribution.
However, areas comprising a stable hydraulic sealing and trapping water should have been detectable in the ERT data, as the electrical properties in those areas would barely change over time. As visible in Fig. 6 , such areas could not be identified. We assume that hydraulic caps might form during our hydrate formation experiments, but would last only for a relatively short time. The measured salinities during our formation experiments yielded an irregular increasing trend, giving evidences for the temporary existence of hydraulic sealings (Schicks et al. 2011) . Spangenberg et al. (2015) emphasized that hydrates formed at high formation rates in LARS undergo recrystallization. If some areas were cut off from the circulation and, thus, from methane supply by solid hydrate caps, recrystallization is likely to re-establish the connection to the fluid circulation.
The underestimated saturation values obtained from the applied ERT data processing routine at high degrees of bulk hydrate saturation are therefore most likely caused by applying the Archie var−phi relation to the ERT resistivity data. Following eq. (4), a constant value for the exponent m (also referred to as cementation exponent) was used throughout all saturation stages. Because Archie var−phi interprets the increasing hydrate phase as part of the grain framework, a wide range of porosities are covered during our hydrate formation experiments. Since numerous studies considered m to be porosity dependent (e.g. Neustaedter 1968) , efforts are required for future work to quantitatively determine appropriate Archie parameters throughout the entire range of bulk saturation achieved in our experiments. The same would be true for Archie var−sat , because the saturation exponent might not be constant over the full saturation range, but depend on saturation (e.g. Spangenberg 2001; Spangenberg & Kulenkampff 2006) .
However, since the saturation values determined by applying Archie var−phi qualitatively and quantitatively produced comprehensible results we consider them to follow the real distribution of local hydrate saturation, though the exact saturation values may differ by several percent.
Permeability
Based on the workflow presented in Fig. 4 , local permeability changes could be estimated from the ERT data. The obtained resistivity distribution was converted into the spatial hydrate distribution, which served as input data for the CK relation (eq. 9). To evaluate the permeability estimates based on the ERT data, we averaged all local permeability values obtained during LARS RUNs 2 and 3 and compared them with modelled data derived from the CK equation (red dashed in Fig. 14) . The LARS RUN 4 permeability data could not directly be related to the LARS RUNs 2 and 3 data sets since a different sediment sample with a much higher initial permeability K 0 was used. It is therefore not plotted in Fig. 14 . The modelled permeability evolution of the CK relation yields a satisfactory fit for bulk hydrate saturations smaller 30 per cent. For bulk hydrate saturations exceeding 30 per cent, the permeability evolution obtained from the ERT data workflow increasingly overestimated the modelled permeability evolution. Unfortunately it was not possible to verify the estimated permeability distribution with measured values. Since the highly permeable sediment volume is very large, the pressure gradients within the sediment were in the error range for the installed pressure sensors at low and intermediate bulk hydrate saturations, so that it was not possible to directly measure the hydraulic bulk permeability during the experiments in LARS. Only one bulk permeability measurement could be carried out at the final stage of LARS RUN 2 (S H = 89.5 per cent) with k min = 5 mD (green cross in Fig. 14) . At this stage the obtained permeability overestimated the modelled CK relation by 2 orders of magnitude and the single measured data point by 3 orders of magnitude. Those deviations are most probably due to several reasons: (i) The modified CK equation (eq. 9, red dash in Fig. 14) used in our workflow is a very simple equation which only considers at Bibliothek des Wissenschaftsparks Albert Einstein on July 10, 2015 http://gji.oxfordjournals.org/ Downloaded from the degree of hydrate saturation and neglects all sediment specific parameters. Subsequently, a homogeneous sediment sample as well as a homogeneous hydrate distribution are assumed, which is not the case in the LARS experiments (Fig. 6) . Furthermore, deviations from ERT based S H estimates consequently caused deviations in the permeability estimates, as S H was the only input parameter in the CK relation.
(ii) Averaging anisotropic, heterogeneous data has to be carried out carefully. To pay tribute to direction-dependencies the single values can be interpreted as 'parallel connection' as well as 'series connection' requiring either the arithmetic or the harmonic mean. Furthermore the style of averaging significantly affects the resulting permeability evolution. For simplicity we averaged the obtained permeability data as a series connection by using arithmetic mean values. Using, for instance, harmonic mean values would cause the estimated permeability evolution to significantly underestimate the CK relation. Because the bulk hydrate saturation yielded by the ERT data workflow already underestimated the bulk saturation obtained from pore fluid sampling (see Fig. 13 ), this is most likely not the case.
(iii) The measured data point at S H = 89.5 per cent constitutes the lower bound of the bulk permeability at this saturation stage. The experimentally obtained bulk permeability was determined by considering the differential pressure between the fluid inlet and outlet (at the sample's top and bottom). Thus, the experimentally measured permeability value was much more sensitive to plugging (due to sediment input and/or gas hydrate) in the capillaries, which generally reduces the measured permeability.
Though the estimated permeability values might show significant deviations, this information is valuable to qualitatively follow the permeability distribution during the formation experiments. Furthermore the obtained permeability distribution constitutes a helpful tool to adjust dissociation experiments.
ERT monitoring of hydrate formation and dissociation
Hydrate formation and dissociation were successfully monitored using ERT. The large contrasts in electrical properties between the coexisting pore filling phases granted hydrate localization even at low saturation.
During hydrate formation, ERT imaging and the recorded temperature profiles indicated that hydrate formed quickly within the sediment sample after reaching hydrate stability conditions. We modelled the temperature field within the sediment sample assuming an undisturbed fluid flow field (no hydrates present) using COM-SOL Multiphysics (V. 4.3b) to identify the initial spatial extent of the hydrate stability field (Fig. 15) . Fig. 15 shows the LARS RUN 2 resistivity distribution at a bulk hydrate saturation of 40 per cent (left) with the modelling results (right). The most significant resistivity increase occurred just after the injected pore fluid enters the hydrate stability field at a temperature of 13.3
• C. Evidently, the majority of the injected methane was consumed within hydrate formation as soon as it migrated into the hydrate stability field. The geometry and the spatial extent of the hydrate stability field thereby depend on the flow velocity and the temperature of the injected methane-loaded brine. However, by changing the flow velocity of the injected fluid and thus by shifting the hydrate stability temperature during the hydrate formation experiment of LARS RUN 4, the ERT and temperature recordings suggested that we have great control of the spatial extent of the hydrate stability field within the sediment sample.
Capturing the spatial distribution of remaining hydrates and free gas during hydrate dissociation is difficult. Both phases appear as electrically non-conductive, and therefore cannot be distinguished by only measuring the electrical properties of the pore filling. However, adding temperature and pressure data enables advanced interpretation of hydrate dissociation experiments in LARS.
Hydrate dissociation initialized at the top of the sediment sample, where the pressure gradient was highest. Subsequent hydrate dissociation was predominantly measured at the boundary regions of the sample, where the heat supply from the surrounding led to temperatures exceeding the hydrate stability temperature at given pressure. The ERT data identified the high-resistivity areas filled with hydrate and/or gas. We observed considerable resistivity increases in areas featuring active hydrate dissociation and, thus, gas release compared to areas exclusively filled with gas hydrate (Fig. 16 ). For pore filling hydrates, a water shell adsorbed at the sediment grain remains for S H < 1 (Spangenberg 2001; Kuhs et al. 2014) . The expanding free gas phase arising due to hydrate dissociation pushed this remaining pore water out of the pores, increasing the electrical resistivity. Thus, electrical measurements also enable to identify the onset of hydrate decomposition in the sediment's pore space.
S U M M A RY A N D C O N C L U S I O N
The electrical properties of methane-hydrate bearing sediments were investigated during hydrate formation and dissociation experiments using an ERT array in the large reservoir simulator LARS. For the first time, it was possible to qualitatively visualize the occurring hydrate phase during hydrate formation experiments in LARS. The ERT measurements showed that hydrate formation started as soon at Bibliothek des Wissenschaftsparks Albert Einstein on July 10, 2015 http://gji.oxfordjournals.org/ Downloaded from Figure 16 . Horizontal resistivity profiles (grey line in left picture) for different states of hydrate dissociation. Top: initial resistivities before hydrate dissociation (only hydrate, no gas present). Middle: occurring hydrate dissociation. Emerging free gas phase increases resistivities along the profile (hydrate and gas present). Bottom: resistivities in the boundary region decrease again, indicating completed hydrate dissociation and advancing gas depletion (no hydrate, only gas present).
as the super saturated pore water entered the hydrate stability field in terms of P-T conditions. This leads to the conclusion that the residence time of dissolved methane in gas hydrate stability zones is short until it is consumed in hydrate formation.
Furthermore, we introduced a data processing routine which allowed the quantification of local changes of hydrate saturation and hydraulic permeability by measuring the electrical properties of the sediment sample. The spatial resistivity distribution obtained from the ERT data was converted into a quantitative spatial distribution of hydrate saturation by applying the Archie var−phi relation. The resulting information about the hydrate distribution can subsequently serve as input data for numerical simulations, for example, modelling production scenarios and history matching of experiments in LARS, or to adjust future dissociation experiments in LARS with respect to the obtained hydrate distribution.
The values of local hydrate saturation were used to estimate the local changes of hydraulic permeability within the sediment sample using the pore filling CK relation. The estimated permeability evolution yields helpful information in terms of understanding the changes of the sediment's hydraulic properties. Future plans involve additional experimental efforts to support the applied models with experimental permeability data.
During hydrate dissociation it could be shown that the gas and hydrate phases can qualitatively be monitored and tracked using ERT data. After setting the P-T conditions outside of the hydrate stability field, areas of increased electrical resistivity marked initialized hydrate decomposition, as the emerged free gas phase displaced remaining pore water of the respective areas. Supplemental temperature and pressure data allowed for advanced interpretation in terms of identifying areas of active hydrate dissociation as well as areas completely free of non-dissolved hydrocarbons.
The general alikeness of the data recorded during LARS RUNs 2 and 4 indicates that the results of our hydrate formation and dissociation experiments in LARS are reproducible.
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