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Abstract 
Sensory neurons process and convey information about our surroundings, providing the 
physiological basis for how we interact with the external world. In order to understand 
neuronal responses we must identify the rules governing how sensory information is encoded. 
It was proposed more than fifty years ago that neural codes constitute efficient 
representations of the natural world (Attneave, 1954; Barlow, 1961). In an information 
maximization paradigm, an efficient coding strategy will match the encoded neural response 
to the statistics of the input signals. Adaptation of the stimulus-response function to the 
statistics of the stimulus is one way to efficiently encode a stimulus when the response range 
and resolution are limited compared to the entire range of stimulus probabilities (Laughlin, 
1981). Recent work has indeed shown that adaptation to the input statistics can occur in real 
time (Smirnakis et al., 1997) and that this form of adaptation can be used to efficiently 
encode the stimulus and maximize information transmission (Brenner et al., 2000).  
Abstract 
In this work I examined the mechanisms of dynamic adaptation in fly motion vision. The H1-
cell is a large field tangential cell of the blowfly visual system that responds to motion in a 
directionally selective way. It also adapts its response properties to the second order statistics 
of an apparent motion stimulus (Fairhall et al., 2001). I measured the adaptation of the H1-
cell to the variance and temporal correlations of a Gaussian low-pass filtered velocity signal 
that directed a sine wave visual grating. I found that the H1-cell adapted the slope, or gain, 
and range of its input-output function to the variance of the velocity signal over two orders of 
magnitude. The H1-cell also adapted its response properties to the low-pass filter time 
constant of the velocity signal over one order of magnitude. I compared the adaptation 
between flies by normalizing the gain of the stimulus-response function by the gain of the 
stimulus-response function during steady-state firing properties. This “dynamic gain” 
decreased as the velocity variance increased and broadened to cover the larger range of 
velocities. In contrast, as the time constant of the velocity fluctuations increased, the dynamic 
gain increased.  
The results of these experiments were then compared with simulations of the correlation-type 
or Reichardt motion detector model. The Reichardt detector is an algorithmic model for 
10 
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motion detection that explains the behavior of directionally selective large-field tangential 
cells in flies including the H1-cell, as well as directionally selective motion vision in humans 
(Zanker, 1996; Borst and Egelhaaf, 1989). The Reichardt detector model showed the same 
adaptive properties as the H1-cell in response to the same stimuli. Reichardt detector 
adaptation occurred without changing any of the model parameters; it was an automatic 
function of the dynamics of the model. This suggested that the mathematical properties of the 
Reichardt detector provide a mechanism for adaptation in the H1-cell of the blowfly. 
This adaptation was further characterized in both the Reichardt detector model and the H1-
cell. The time course of this form of velocity adaptation in the H1-cell was examined by 
switching between two different variances and two different low-pass filter time constants of 
the velocity signal. The H1-cell adapted to the statistics or the time course of the new velocity 
signal within two seconds after the switch. The Reichardt detector showed a similar time 
course for adaptation as in the experiments. The effect of the visual pattern on adaptation was 
also examined, using a square wave pattern in addition to the sine wave used previously. The 
visual pattern affects the output of an array of Reichardt motion detectors and may therefore 
affect adaptation in the system. The overall shape of the adaptation function with respect to 
the stimulus variance was not different between the two stimulus patterns. In the experiments, 
the H1-cell showed a consistently higher dynamic gain with a square wave pattern. The 
Reichardt detector model, however, had a lower dynamic gain when the square wave pattern 
was presented. After careful investigation of the potential causes of this discrepancy I found 
that the steady-state firing rate of the H1-cell saturated when a square wave pattern was used, 
thereby altering the normalization under experimental conditions that was not accounted for 
in the simulations. These results suggest that contrast saturation is an important feature of fly 
motion vision that has not been explained by the Reichardt detector model.  
The Reichardt detector provides an automatic mechanism and mathematical explanation for 
adaptation in the fly visual system involving the nature of the incoming visual signals and the 
non-linearity in the motion detector model. Interestingly, the gradient detector model, 
although it is also non-linear, does not display automatic adaptation. It remains to be seen 
whether this type of adaptation is prominent in other sensory systems and whether it leads to 
and efficient and accurate representation of the natural world. 
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Introduction 
We are constantly faced with motion information, either from egocentric movements or 
objects traveling in our field of view. This information is not, however, explicitly represented 
on the level of the photoreceptor; it must be computed from the local time dependent light 
intensity values that are encoded in the retina. Calculating the direction and velocity of an 
object in space is not a trivial task for the visual system; it requires multiple inputs and non-
linear processing; not to mention the potential need for higher level processing such as object 
recognition or figure-ground discrimination. There are many different perspectives from 
which motion detection can be regarded. It is possible to look at the electrophysiological 
characteristics of motion sensitive cells, to examine the network connections that are 
involved in determining motion, or to look at the minimal amount of computation that is 
necessary for a system to detect motion information. Each of these perspectives contributes to 
our understanding of motion vision and is important to gain a full understanding of the 
complex nature of motion computation in the visual system.  
1 Introduction 
From the algorithmic perspective, a number of mathematical models have been developed 
that describe how directionally selective motion information can be calculated from light 
intensity information over time. Strong biological evidence in favor of the correlation-type 
motion detector model has been found in both insects and in humans (Borst and Egelhaaf, 
1989; Zanker, 1996; Sekuler et al., 1990). The correlation or Reichardt detector has been 
shown to be responsible for afterimage effects, for transient modulations that mirror the 
contrast frequency of the stimulus and for adaptation of decay time constants in response to a 
test motion pulse or step that follows an adapting stimulus. On the other hand, the Reichardt 
detector has not been able to account for contrast saturation in the fly.  
Another way to look at motion vision is with neural coding. Neural coding examines the rules 
that govern how inputs are encoded into neuronal responses and what is encoded in the neural 
response. Neurons carry and process information; therefore it is natural to look at neural 
representations from the standpoint of efficiency and maximizing information. A single 
12 
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neuron that is influenced by both internal and stimulus noise, has only a limited range and 
resolution with which it can encode velocity information. During chase behavior in the fly 
however, speeds can reach up to 3000 degrees per second and neuronal reaction times can be 
shorter than 30 milliseconds (Land and Collett, 1974). The response range of a neuron cannot 
cover such a large range of velocities without sacrificing information about smaller 
deviations in velocity. One way to circumvent this is to adapt the response properties to 
maximize the information about the current surroundings. Adaptation within the visual 
system allows for a more precise and efficient representation of the visual world under 
dynamic conditions.  
It is still unclear how the fly visual system accomplishes directionally selective motion vision 
with the physiological tools it possesses. The fly visual system is composed of the retina, 
three regions that contain the neuronal cell bodies otherwise known as neuropile layers, and 
the axonal tracts that connect them. Additionally, directionally selective neurons called the 
lobula-plate tangential cells (LPTCs) integrate motion information over a large visual field 
and extend out of the third visual neuropile to the rest of the fly. Their response properties 
have many similarities to the output of an array of correlation-type motion detectors. The 
actual computational steps involved in motion detection in the fly are thought to occur in the 
cells upstream of the LPTCs in the three visual neuropile layers. The second neuropile layer 
is the first place where motion sensitive cells are found, but very few electrophysiological 
recordings have been done on these cells due to their small size.  
In this work I will examine the dynamic adaptive response properties of the H1-cell of the 
blowfly Calliphora vicina and the mechanism for this adaptation. If the Reichardt detector is 
responsible for directionally selective motion then it should also be responsible for adaptation 
in the H1-cell. I will characterize the dynamic adaptation found in the H1-cell and test 
whether a similar type of adaptation is found in the Reichardt detector. This work gives 
further evidence that the Reichardt detector provides a sufficient mathematical description of 
motion detection in the fly.  
Fly visual system 
In the first stage of visual processing, light enters the ommatidia or retina, exciting light 
sensitive cells that convert photon energy from a single point or pixel into local electrical 
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signals. This visual information travels from the retina to the lamina, and then through the 
optic chiasma to the second visual neuropile, the medulla. The signal then travels to the third 
visual neuropile, the lobula complex, which consists of the lobula and lobula plate. There 
local visual information is integrated by large field directionally selective neurons called 
lobula-plate tangential cells (LPTCs) and sent on to other areas of the nervous system. A 
diagram of the fly brain including the visual system is shown in Figure  1.1. 
 
Figure  1.1 Diagram of the fly visual system. The retina is shown in red, the visual neuropile in green and the 
central brain in yellow. Information travels from the lateral to the medial visual neuropile layers. From the 
lobula complex, information can travel to the opposite eye, to the central brain or to the descending neurons that 
are involved in motor control. From (Borst and Haag, 2002; Borst and Haag, 1996) 
The fly maintains a retinotopic image of the visual world throughout all of the visual 
neuropile layers. Each cell in the retina only responds to light from a small spot in the visual 
field, which is called its receptive field. Adjacent cells have receptive fields that correspond 
to nearby locations in the visual field; such that the activity patterns of neighboring cells 
create a pixilated 2-D picture of the local light intensity values across the field of view. This 
retinotopic organization is also found in the visual cortex of humans including V1 and is 
thought to be advantageous for neuronal computations. It allows for neighborhood 
relationships such as spatial correlations that are required for object recognition to be 
calculated with minimal wiring (Chklovskii and Koulakov, 2004). Retinotopy is an essential 
component in the form of spatial blurring that was recently found in the fly (Cuntz et al., 
2003). The orientation of the retinotopic map is not constant throughout the fly visual system. 
It is preserved through the lamina, and then it is flipped in the optic chiasma such that the 
retinotopic map in the medulla is rotated 180 degrees. The map is rotated again this time 90 
degrees in the lobula complex (Figure  1.2). Each time the map is turned, the neighborhood 
relations remain the same.  
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Figure  1.2 A schematic representation of the retinotopic organization in the fly visual system. The hexagonal 
columns in each layer represent columns of each neuropile layer. The red and yellow columns demonstrate how 
two parts of the visual field are represented in each neuropile layer, always maintaining neighborhood relations. 
The retinotopic information is then projected onto the dendrites of the lobula-plate tangential cells, here 
represented by the VS1-cell. From (Borst and Haag, 2002).  
The majority of cells in the three visual neuropile layers are small and difficult to record from 
electrophysiologically; therefore most of the information about the functionality of these cells 
comes from experiments using radioactive 2-Deoxyglucose. In this method, radioactive 2-
Deoxyglucose is taken up by only those cells that are metabolically active after the 
radioactive glucose is injected. The tissue is subsequently freeze dried and then viewed using 
autoradiography. 2-Deoxyglucose staining does not provide information about the electrical 
properties of individual cells but exposes which layers are active during specific visual 
stimulation. Golgi staining has also been used in the fly visual system to characterize cell 
types and to examine their fine anatomical structure. Golgi staining uses potassium 
dichromate and silver nitrate to stain entire neurons including spines and other fine 
anatomical structures, but does not provide any information about their activity or response 
properties. For reasons that remain unclear, this staining method randomly stains 
approximately five percent of the cells in a region. These staining techniques along with 
electrophysiological and calcium imaging data has provided extensive knowledge of the 
anatomy and physiology of the fly visual system.  
Photoreceptors 
Flies, like most insects, have compound eyes where each facet or ommatidium is a functional 
unit including a lens apparatus and eight light sensitive photoreceptor cells. The lens is 
composed of a cornea and a cone that directs light onto the tops of seven of the eight 
photoreceptors. A single blowfly eye consists of approximately 5000 ommatidia (Strausfeld, 
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1984). In non-dipteran insects, the photoreceptor cells in each ommatidium are fused together 
(Figure 1.3B). Light entering a single facet will therefore stimulate all of the photoreceptors 
in that ommatidium. In the fly, however, the photoreceptor cells are spread around a central 
opening such that each cell has a unique optical axis (Land, 1997). This photoreceptor 
positioning makes it possible for individual cells to be activated independently from one 
another, depending on the angle at which the light enters the ommatidium (Figure 1.3A).  
 
Figure  1.3 Neural superposition and photoreceptor arrangement. (A) When light enters an ommatidium after 
traveling through the lens it hits one of the 6 photoreceptors. The red photoreceptors are all activated by the 
same angle of light and then travel to the same laminar cartridge. (B) The arrangement of photoreceptors 
underneath the lens for different insects. The blowfly, like other dipteran insects, has the photoreceptors 1-6 
around the perimeter and receptors 7 and 8 together in the center. (C) Left picture: similar to (A). Right: 
Laminar cartridges are in green, ommatidia in blue. 6 different ommatidia send processes from 1 photoreceptor 
to the same laminar cartridge. Similarly, all 6 photoreceptors from one ommatidium go to 6 different laminar 
cartridges. Below: A drawing of the crossing over pattern from 2 ommatidia to 12 different cartridges. Adapted 
from (Strausfeld, 1984). 
Although a point light source in the visual field will stimulate only one photoreceptor in an 
ommatidium, it will simultaneously stimulate an additional five photoreceptor cells in five 
neighboring ommatidia. Photoreceptor cells from different ommatidia that respond to the 
same angle of light send their axonal processes, through a complex crossover arrangement, to 
the same synaptic cartridge in the lamina (Figure 1.3C) (Kirschfeld, 1972). This type of 
organization, called neural superposition, maintains the topographic structure of the light 
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signals and leads to the retinotopic arrangement of neuronal signals that exists throughout the 
fly visual system. The redundancy that results from having more than one photoreceptor 
respond to the same position in space, is thought to amplify the signal and reduce neuronal 
noise (Strausfeld, 1984)  
Only six of the photoreceptors, otherwise know as rhabdomeres R1-6, form the outside circle 
of the ommatidium and have separate optical axes that contribute to neural superposition 
(Figure 1.3B). These six photoreceptors are called short receptors; sending their axons 
through the basement membrane of the retina to the first visual neuropile layer, the lamina. 
The short receptors send their axons to the lamina in a highly regular crossing over pattern, 
such that each photoreceptor from one ommatidium innervates a separate cartridge forming a 
ring-like structure (Figure 1.3C). The reverse is also true; a single cartridge in the lamina 
receives input from the photoreceptors with the same optical axis from the 6 ommatidia that 
form a ring around it (Figure 1.3C). These short receptors are thought to be the beginning of 
the primary visual pathway in the fly.  
The two remaining photoreceptors, R7 and R8, in each ommatidium are generally about half 
as large in diameter as the short receptors; however they are called the long receptors because 
they send their axons from the retina through the lamina to the second neuropile layer, the 
medulla. R7/R8 are located in the center of the ommatidium with R7 situated on top of R8, 
but deeper away from the lens than the other 6 photoreceptors. Due to this positioning, the 
long photoreceptor cells are stimulated by all angles of light entering the ommatidium, but 
they are overall less sensitive to light than the short photoreceptors. In a small subset of 
ommatidia located in the upper medial part of the eye, the R7 and R8 receptors are enlarged 
and straight not twisted down their length as they typically are elsewhere in the retina. These 
specialized R7 and R8 cells are thought to detect polarized light (Strausfeld, 1984). 
The concept of visual acuity describes the highest possible accuracy at which an organism 
can resolve an image. The distance between each ommatidium, or the interommatidial angle, 
is one of the factors that determine visual acuity in organisms with compound eyes. The 
interommatidial angle differs between insect species leading to different visual acuities that 
are generally related to the species’ lifestyle. Dragonflies as predatory insects for instance, 
have a higher visual acuity than flies. In general, the maximal angular spatial resolution of the 
blowfly compound eye is about 2 degrees angular distance (Land and Eckert, 1985). In 
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contrast, a human with clinically “perfect” or 20/20 vision, has a visual acuity between 1/60 
and 1/12 of a degree, depending on the measurement used (Pirenne, 1967; Hecht, 1931).  
Lamina 
The lamina is the first neuropile layer in the fly visual system. It is a highly structured visual 
area consisting of repeated optical cartridges. Golgi staining in combination with electron 
microscopy has revealed the cellular structure and synaptic connections within the laminar 
cartridges. Twelve distinct cells types exist in the lamina, in addition to the axons from the 
photoreceptor cells (Strausfeld, 1984). There are five types of monopolar relay cells, basket-
shaped dendrites from the T1-cells, two types of amacrine cells providing lateral connections 
in the lamina and four centrifugal neurons originating in the medulla. A summary of the 
connections in the individual cartridges of the lamina is shown in Figure  1.4.  
 
Figure  1.4 Synaptic connections in a laminar cartridge. Black Y-shaped structures indicate synapses. The L1-L3 
cells connect directly with the photoreceptor cells coming from the retina. Various centrifugal cells (c) provide 
reafferent input onto the photoreceptors and the lamina monopolar cells (top 2 figures and bottom left figure). 
Amacrine cells (a) provide lateral connections between the cartridges (bottom left) and the dendrites of the T1-
cells from the medulla. They also synapse on other amacrine cells and photoreceptors (bottom middle). From 
(Strausfeld, 1984). 
Three of the monopolar relay cells L1-L3 synapse directly with the photoreceptor cells. L1 
sends its axon to layers M1 and M5 of the medulla whereas L2 and T1 project to layer M2 
(Figure  1.5) (Bausenwein et al., 1992). The L1 and L2 cells provide the beginning of two 
separate motion sensitive pathways that remain distinct throughout the visual system (Figure 
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 1.5) (Bausenwein et al., 1992). L4- and L5-cells are local interneurons that remain in the 
lamina; receiving wide field inputs from the amacrine cells, which themselves provide the 
lateral connections within the lamina. The centrifugal cells provide reafferent input from the 
medulla back to the laminar and photoreceptor cells.  
How do these connections affect the physiology of the cells? Laminar monopolar cells (L1-
L2) have narrow and peaked receptive fields similar to those of the photoreceptors and are 
known to amplify the signals coming from the retina. Due to their narrow receptive fields, 
these cells are thought to act as spatial high-pass filters (Laughlin, 1981c). The receptive field 
of these cells can adapt to the mean luminance of the surrounding environment. The L3-cell 
receives input from the photoreceptors, but does not have any lateral or recurrent input from 
the lamina. It is however an output neuron from the lamina, unlike the L4 and L5 cells. 
Therefore, the L3-cell has the potential to represent a different set of information about the 
visual world that is independent from the L1-L2 cells and may therefore represent a third 
pathway for motion information (Strausfeld, 1984).  
Medulla  
The medulla is organized into retinotopic columns with the same number of columns as the 
lamina has cartridges. Each column is also divided into ten layers that are individually 
distinguishable by the dendritic or axonal arborizations pattern of neurons that innervate the 
medulla. Cells that enter or exit the medulla have terminal branches that occur in one or more 
layers with very little overlap to neighboring layers. The medulla is considered the most 
complex of the visual neuropile layers in the fly, due to the diversity of cells types that have 
been found in the medulla using Golgi staining (Fischbach and Dittrich, 1989). Receptor 
terminals from the R7 and R8 photoreceptors end in the medulla as well as the axons from 
laminar monopolar cells L1-L3. In addition, approximately 40 medullar or trans-medullar 
cells are found in each column that connect medullar layers to one another and to 
downstream neuronal structures (Fischbach and Dittrich, 1989).  
In Drosophila melanogaster, the most abundant cells found in the medulla are the trans-
medullar-cells, the Tm- and TmY-cells (Bausenwein et al., 1992). Other cell types include 
the Y-cells and the medullar intrinsic neurons, or Mi-cells. Mi-cells branch in most of the 
medullar layers and can be individually identified by the layers they innervate. The Mi1-cell, 
for example, branches in layers M1, M5 and M10. Tm-cells have dense arborizations in 
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layers M3, M8 and M9, whereas TmY-cells have dense arborizations in layers M3, M5 and 
M8. TmY-cells and Y-cells are named for there characteristic axonal branching; the primary 
axon splits first into two large axonal stems that travel separately to the lobula and lobula 
plate. Tm-cells on the other hand have their output arborizations primarily in the lobula 
(Bausenwein et al., 1992).  
The medulla is the first location where motion processing has been found in the fly. The 2-
Dexoyglucose (2-DG) method for staining active neurons has shown layer specific staining of 
the medulla during motion stimulation (Bausenwein et al., 1992; Bausenwein and Fischbach, 
1992). Layers M1, M2, M5, M9 and M10 are heavily stained when the fly is stimulated by a 
whole-field moving grating. On the contrary, M1, M5 and M7 were heavily stained when a 
single bar was moved across the visual field, suggesting that the layers of the medulla provide 
additional separation of motion pathways, in this case for different types of motion.  
 
Figure  1.5 Two proposed vision pathways in the fly. The pathways start in the photoreceptors, R1-6, but then 
separate in the lamina through the L1 or L2 neurons. The pathways converge again in the lobula plate tangential 
cells. From (Bausenwein et al., 1992). 
Figure  1.5 portrays the cellular composition of two proposed visual pathways found in the fly 
visual system. In the first pathway, L1-neurons project to layers 1 and 5 where the Mi1-cell 
has its dendrites. The Mi1-cell remains in the medulla and connects to a set of T4-cells, 
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which then innervate the lobula plate. In the second pathway on the other hand, L2-cells are 
thought to connect to the Tm1-cells in layer 2 of the medulla. The Tm1-cell extends into 
more distal layers of the medulla and then on into the lobula, where it connects with the T5-
cells. T5-cells then project into the lobula plate, synapsing onto the LPTCs.  
The lobula complex 
The lobula complex is made up of two structures, the lobula and the lobula plate. The lobula 
is organized in retinotopic columns, but with less columns than the previous neuropile 
structures and has therefore a coarser visual resolution (Strausfeld, 1989). The lobula is also 
divided into six layers, as opposed to the ten layers in the medulla. Three of the six layers 
were labeled with 2-Deoxyglucose in response to a motion stimulus (Buchner et al., 1984). 
The most posterior layer of the lobula contains the axonal arborizations of the Tm1 cells from 
the medulla as well as the T5 dendritic arborizations which are all part of the second pathway 
for motion vision (Figure  1.5).  
The lobula plate is similar in structure to the lobula. It has only four layers but a similar 
number of retinotopic columns as in the lobula. Four distinct types of both T5-cells and T4-
cells innervate the lobula plate, each cell type projecting to a different layer (Strausfeld and 
Lee, 1991) (Figure  1.5). This organization suggests that the layers of the lobula plate are 
responsible for different characteristics of the visual world. It was indeed found using the 2-
Deoxyglucose method that each layer responds to a different direction of motion 
(Bausenwein et al., 1992; Bausenwein and Fischbach, 1992; Buchner et al., 1984). The four 
different layers correspond to the four preferred directions found in the lobula-plate tangential 
cells (LPTCs); front-to-back, back-to-front, up and down (Bausenwein et al., 1992; 
Bausenwein and Fischbach, 1992). In addition, the LPTCs themselves have their dendritic 
ends in the four different lobula plate layers, depending on the preferred direction of the cell.  
Lobula plate tangential cells 
The lobula plate tangential cells (LPTCs) are a group of around 60 cells that provide the 
major information output from the lobula plate and the rest of the visual system. LPTCs 
receive feed-forward input from the retinotopically organized cells that come from the 
lamina, medulla and lobula. At the level of the LPTCs, visual information is no longer 
retinotopically organized; instead it is pooled from the local neuronal elements that synapse 
on to each particular cell. As the name suggests, LPTCs sit on top of the lobula plate and 
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extend their dendritic processes into to lobula plate, connecting to the local retinotopically 
organized cells there. They are relatively large cells, with unique firing properties and distinct 
morphology that is recognizable across flies, making them ideal for electrophysiological 
studies. A wealth of information exists about the response properties of LPTCs and their 
sensory contribution to flight control (for a review see (Borst and Haag, 2002)). The 
individual LPTCs can be categorized by 1) whether they respond to horizontal or vertical 
motion 2) the shape of their response, 3) where the neurons send their axonal projections, 4) 
whether they respond to large or small field motion.  
 
Figure  1.6 Diagram of 3 of the LPTC cell types. A) A horizontal section through the fly with the vertical system 
(VS)-cells drawn on the left hand side and the horizontal system (HS)-cells on the right. B) The dendritic 
anatomy of the 3 HS-cells in their respective positions. C) The anatomy of centrifugal horizontal (CH) cells. D) 
The structure of the VS-cells. Shaded zones represent dendritic regions that synapse in horizontally responsive 
layers of the lobula pate. Small arrows indicate the preferred direction with the vertical line representing the 
midline. From (Hausen, 1984).  
There are three main classes of cells that respond to large field horizontal motion. These are 
the horizontal system (HS)-cells, the centrifugal horizontal (CH)-cells and the horizontally 
responsive heterolateral spiking cells (H1-Hu) (Hausen, 1982). The different horizontally 
responsive cell types are distinguishable from one another by their anatomy, their firing 
properties and the location of their output projections. Each eye has three HS-cells; the 
northern (HSN), equatorial (HSE) and southern (HSS)-cells, that respond to motion in the 
upper, middle and lower regions of the visual field respectively (Figure  1.6B). HS-cells 
respond to their preferred direction, which is front-to-back motion, with a graded potential 
depolarization and spikelets that are irregular in size. The HS-cells project to the ipsilateral 
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side of the central brain; however they also have electrical synapses on their dendrites that 
relay information to the CH-cells (Haag and Borst, 2002).  
There are two CH-cells per hemisphere, named the dorsal (dCH) and ventral (vCH) cells for 
their respective receptive field locations (Figure  1.6C). These cells do not connect directly to 
columnar elements of the lobula plate, but instead receive motion information from other 
LPTCs (Cuntz et al., 2003; Haag and Borst, 2002). CH-cells have two types of synaptic 
specializations in their dendritic branches; electrical synapses that provide ipsilateral visual 
input from the HS-cell, and pre-synaptic GABAergic specializations that send information to 
small field LPTCs such as the FD-cell (Gauck et al., 1997; Warzecha et al., 1993). The axon-
like structure is in fact an input region that receives information from the H2-cell on the 
contralateral side. The preferred direction for CH-cells is the same as HS-cells: front-to-back 
motion, but they respond only with a graded potential and no spikelets. Due to the separate 
input branch in the other hemisphere of the fly, CH-cells also respond to contralateral back-
to-front motion by increasing EPSP activity.  
The cellular organization of the vertically responsive LPTCs is slightly different. There are at 
least 10 vertical system (VS)-cells per hemisphere although an eleventh VS-cell may exist 
that is medial to the VS10-cell (Hengstenberg et al., 1982). VS-cells have a characteristic 
shape, with a T-shaped axon and dendrites that lie in a dorsal-ventral line (Figure  1.6D). The 
VS1-cell dendrites are located lateral to all the other VS-cells, and the consecutive VS-cells 
form a row from lateral to medial. In general, the VS-cells all respond strongly to downward 
motion each at a particular frontal-posterior position that corresponds to their location in the 
lobula plate, although they respond weakly to horizontal motion in the dorsal and ventral 
most regions of the visual field (Hengstenberg et al., 1982; Hengstenberg, 1982). VS-cells 
with more lateral dendritic trees respond strongest to motion in the frontal part of the visual 
world as seen by the fly. They also respond weakly to upward motion approximately 120 
degrees horizontal to where their maximum response is. VS-cells send their axons medially to 
the ipsilateral side of the brain similar to HS-cells, where they connect to descending cells. 
Finally, the heterolateral spiking cells are a group of either vertical or horizontal cells that 
connect the two visual hemispheres. These cells respond to motion with changes in their 
firing rate. There are cells that respond to horizontal motion (H1, H2 and Hu) and cells that 
respond to vertical motion (V1-V2) (Hausen, 1984). All heterolateral spiking cells have a 
motion direction that they respond strongest to, but most tend to have additional complex 
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receptive fields that involve motion in other directions. For instance, the horizontal cell H1 
has a back-to-front preferred direction of motion. It also responds, however, to downward 
motion in the front receptive field, and to horizontal motion in the upper visual field (Haag 
and Borst, 2003). The H1-cell faithfully represents with its firing rate, the contrast frequency 
of a moving grating, and it is possible to record from the H1-cell for long periods of time. It 
is therefore a subject of interest for questions regarding information theory and neural coding 
and it also the subject of this study. A more detailed introduction to the H1-cell can be found 
in a separate section at the end of this chapter. 
Elementary Motion Detection 
Motion detection is one of the most basic tasks that a visual system must perform. An 
organism is confronted with motion information whenever it is moving through space or 
when another object moves in its visual field. The ability to accurately determine speed and 
direction is also important for visual orientation and stabilization of gaze. Velocity 
information, however, is not explicitly represented in the output signal of a photoreceptor. 
Instead, at least two spatially separated inputs are required in order to measure directionally 
selective motion from light intensity changes that are perceived at the level of the 
photoreceptors. In this section I will introduce the concept of motion detection including the 
fundamental requirements for motion detection and a few existing models for motion 
detection before discussing the evidence in favor of the correlation-type motion detector as 
the mathematical algorithm for motion perception in the blowfly.  
General Principles 
It is easy at first to imagine that a system designed to extract motion information could 
simply measure the displacement of individual objects in the visual field. This requires a 
more complicated system that first extracts specific elements from the visual scene, and then 
computes the displacement of these objects over time. However from an algorithmic point of 
view, object recognition is not a trivial task. As it turns out, psychophysical and behavioral 
experiments have shown that this is not required for motion detection (Reichardt, 1961; 
Braddick, 1980).  
There are a few minimal requirements that are necessary for directionally selective motion 
(Borst and Egelhaaf, 1989). First, two inputs are required to detect motion. Motion cannot be 
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measured by light intensity changes at a single point; it requires at least two points of 
reference. For instance a single photoreceptor could not distinguish between a light flash in 
its receptive field and a light bar being moved over its receptive field. Secondly, in order to 
detect the direction of motion, the two input signals must be processed asymmetrically. If the 
two input channels were processed in the same way they would be completely 
interchangeable and the system would therefore not be directionally selective. Finally, the 
two asymmetrical inputs must interact in a non-linear way. In a linear system, the temporal 
information is lost with time averaging. A number of models for motion detection have been 
designed, all of which meet these three minimal criteria.  
 
Figure  1.7 Two main classes of algorithmic motion detector models. A) The gradient detector model compares 
instantaneous spatial and temporal brightness changes in order to calculate motion. B) The correlation-type 
motion detector uses the coincidence of the two signals in order to detect motion. From (Borst, 2006).  
Although the theories of motion detection are quite different from one another, they can be 
divided into two main categories: the gradient- or the correlation-type motion detector 
models. The distinction is based on the mathematically formal operations that each model 
uses in order to detect motion; they do not specify the biological mechanisms that perform 
these operations. This makes it difficult to test how motion detection occurs in the visual 
system and which algorithmic model accurately characterizes motion detection for a 
particular organism. The gradient- and correlation-type motion detectors each have unique 
characteristics however, that can be tested in biological systems in order to determine 
whether one of the algorithmic models accurately describes the physiological motion 
detection system in question.  
Gradient-type detector 
Gradient-type motion detectors compare the instantaneous spatial brightness changes with the 
changes in brightness over time at a given location (Figure1.7A). Gradient detectors were 
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originally developed in computer vision for the processing of video image sequences and 
were only later applied to biological systems (Marr and Ullman, 1981; Hildreth and Koch, 
1987). The theory behind the gradient detector is based simply upon mathematics. The 
instantaneous temporal brightness change, tI ∂∂ / , at any given location x is proportional to 
the instantaneous speed  at that location such that: dtdx /
dt
dx
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Therefore, by dividing the temporal brightness change by the spatial brightness change it is 
possible to recover the velocity in one spatial dimension (Borst and Egelhaaf, 1993). The 
negative sign for determining velocity relates to the convention that leftward motion is 
defined as negative and rightward motion as positive. 
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This gradient scheme is a formalism for the relationship between the spatial and temporal 
brightness changes induced by motion, but it does not state how the partial derivatives 
representing these brightness changes are calculated. This computation is not trivial; in most 
cases the partial derivatives must be approximated in some way, which in turn limits the 
motion detection capability of the gradient detector. One way to approximate the brightness 
changes is to take the difference between brightness at two neighboring image points as the 
spatial derivative and a temporally high passed brightness signal as the temporal derivative 
(Buchner, 1984). More sophisticated ways of approximating the brightness changes that 
come much closer to the ideal gradient detector scheme have been developed in computer 
vision. The algorithmic gradient detector model, in contrast to the correlation model, 
produces a signal that measures the absolute velocity, independent of the visual pattern. 
However, imprecise measures of instantaneous brightness changes or physiological 
implementation of the gradient detector often lead to responses that no longer have this 
property. 
Another consequence of the gradient scheme is that, because the non-linearity is divisive, the 
velocity estimate can become infinite. This occurs when the denominator or spatial brightness 
change goes to 0 when the numerator has a finite value (see Equation 2). In practice this can 
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happen if a spatially homogenous pattern exhibits changes in illumination that are not related 
to motion, for instance with a spatially homogeneous flash of light. This mathematical 
inconsistency can be circumvented by the addition of a small constant to the denominator. 
More specifically, this is accomplished by dividing by the absolute value of the partial 
derivative with respect to x and then adding a small constant, ε . Then the denominator is 
never zero, and in order to keep the sign of the velocity correct, the sign of the partial 
derivative is multiplied by the entire function. The final output of the detector would then 
look like this:  
x
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There is a wealth of evidence that suggests that the correlation-type motion detector and not 
the gradient detector is used in the fly to compute directionally selective motion. However, 
the gradient detector would be the optimal detector in terms of neural coding in the fly visual 
system under high signal-to-noise (SNR) conditions (Potters and Bialek, 1994). Haag et 
al.(2004) however, found that even during high SNR stimulation the LPTCs still responded to 
the temporal frequency of a pattern and not the absolute velocity suggesting that the 
Reichardt detector also operates in the fly at high SNR.  
The Reichardt Detector Model 
Correlation-type motion detector models are based on a concept of delay and compare, which 
was first proposed by Exner (Exner, 1868). The correlation detector differs categorically from 
the gradient detector  because it specifies how to measure the brightness changes that result 
from motion (Borst and Egelhaaf, 1993). In the early 1960’s, Reichardt and Hassenstein came 
up with a formal model based upon the work from Exner (Reichardt, 1961). In the correlation 
detector, otherwise known as the Reichardt detector, signals from neighboring points in space 
are temporally filtered and then multiplied in order to produce directionally selective motion 
(Figure 1.7B). This is equivalent to calculating the correlation between spatially separated 
signals, hence the name “correlation detector.” The temporal filters used in the model can 
vary between different realizations of the correlation-type motion detector, but the principle 
remains the same.  
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Figure  1.8 The Reichardt and Hassenstein model for directionally selective motion. The model responds with a 
positive signal to motion from left to right. (A) A diagram of one elementary motion detector unit consisting of 
two input lines and mirror-symmetrical subunits. (B) The intermediate signals from the Reichardt detector at the 
corresponding positions in (A). A light colored bar passes by the first photoreceptor (1) thereby stimulating it. 
The signal from 1 is passed through a delay and is then multiplied (M) by the unfiltered signal from 2 leading to 
a stronger, narrower signal (1’2). The mirror computation is done leading to a broader weaker signal (2’1) which 
is then subtracted from the first side, leading to a Mexican-hat type temporal response. Motion in the other 
direction produces a negative signal, so the system is directionally selective. From (Borst and Haag, 2002).  
A simplified description of how this algorithm works is shown in Figure 1.8. One detector 
consists of two mirror symmetrical subunits. In one subunit the signal from two inputs that 
are spatially separated from one another are multiplied together after one of them has been 
temporally filtered; in Figure 1.8 the filter is a simple delay. If the delay is similar to the 
speed at which the signal reaches the second input, the multiplication amplifies the response. 
The mirrored subunit performs just the opposite; it separates the two signals from each other, 
which then become smaller through the multiplication. The final output of one elementary 
motion detector (EMD) is then the difference between the first and the mirror subunit. The 
average of an array of such detectors results in a directionally selective motion signal across 
the visual field. A separate array of Reichardt detectors will then be required for computing 
motion in each direction.  
Various expansions of the Reichardt detector have been proposed to adjust the properties of 
the motion detection scheme to the performance of individual biological systems. More 
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advanced versions of the Reichardt model have been developed for the fly visual system, 
where the delay filter is replaced by a low-pass filter, and where the input line without any 
filter is replaced by a high-pass filter (Figure  1.9). Preprocessing steps can also be added to 
the input lines of the Reichardt detector, such as a full-wave or half-wave rectifier, or an 
additional high-pass or band-pass filter, which help to mimic the physiological properties of 
photoreceptor cells (Chubb and Sperling, 1988; Sperling, 1989; Borst et al., 2003). Reichardt 
detector models have been designed to work with only specific colors or patterns and have 
been used to explain human vision perception (Zanker, 1996; Sekuler et al., 1990). 
 
Figure  1.9 Different versions of the Reichardt motion detector. (A) The Reichardt detector with delay lines as 
filters. (B) The Reichardt detector model with low-pass filters in each mirror image. (C) The full Reichardt 
detector model with a high-pass or low-pass filter in each arm of the detector. 
A very simple version of the Reichardt detector model is called the Barlow and Levick 
model, named after the people who used it to explain directional selectivity in rabbit retinal 
ganglion cells (Barlow and Levick, 1965). The model consists of two input lines, one with a 
delay. The signals in the two input lines are then compared using an “AND-NOT” gate 
instead of a multiplication. In this case, the detector is continuously active unless the two 
signals arrive simultaneously at the “AND-NOT” gate, then the signal is suppressed. 
Contrary to the traditional Reichardt detector, in the Barlow and Lewick model, the direction 
of motion that leads to the simultaneous arrival of both signals at the “AND-NOT” gate is the 
non-preferred or null direction (ND).  
Another version of the correlation-type detector is the energy model (Adelson and Bergen, 
1985). This model arose from the discrepancies found between the Reichardt detector model 
responses to a low-dimensional stimulus and the response properties in higher order visual 
processing, such as the orientation selectivity of area V1 in the visual cortex of cats and 
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monkeys. In the energy model, the input signal is filtered in parallel by two input channels 
that have different spatio-temporal linear filters. The filters from the two different input lines 
are then either added together or subtracted (Adelson and Bergen, 1985). This creates a 
biologically realistic spatio-temporal receptive field (Figure  1.10). Unfortunately additional 
computational processes are needed because the model responds to an inverse in the contrast 
with a change in the detected direction of motion, making it a poor directionally selective 
motion detector. This problem is solved by squaring the output of each channel (Figure  1.10). 
Despite the differences in internal architecture, the energy model is mathematically 
equivalent to the Reichardt detector at the level of the output (Sperling, 1989), which presents 
the question whether the additional complexity in the energy model is actually necessary to 
explain motion vision.  
 
Figure  1.10 The motion energy model. Two linear filters or spatiotemporal receptive fields are 90 degrees out of 
phase with one another and are called a “quadrature pair.” If the responses from the filters are squared and 
added together they result in a phase-independent measure of local motion energy. In order to create the filters, a 
number of separable spatial or temporal filters can be added together. From (Adelson and Bergen, 1985). 
Evidence for the Reichardt Detector 
The gradient-type and correlation-type motion detectors predict specific and different 
response properties to various motion stimuli. It is therefore possible to test which model 
most likely describes the mechanism for motion detection in individual biological systems. It 
has been repeatedly shown that the Reichardt detector model can explain the 
electrophysiological and imaging results from the LPTCs and also the optomotor response 
properties of the blowfly (Fermi and Reichardt, 1963; Buchner, 1976). For example, the 
Reichardt detector predicts that the non-averaged motion detector response i.e. the response 
from a single elementary Reichardt motion detector (EMD) is modulated by the  contrast 
frequency of the visual pattern. Using local visual motion stimuli, the HS-cell modulated its 
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membrane potential with the same frequency as the spatial grating (Egelhaaf et al., 1989). 
When the visual stimulus covers the entire visual field, however, this phenomenon 
disappears. The Reichardt detector also shows transients responses that are modulated by the 
frequency of the visual pattern. Transient fluctuations in the spike rate or membrane potential 
of LPTCs in response to a step response also match the spatial frequency of the visual pattern 
(Borst and Egelhaaf, 1987; Egelhaaf and Borst, 1989). 
The Reichardt detector is not a pure velocity detector; instead the mean response amplitude 
should depend on the structure of the pattern. For a moving grating, the response amplitude 
of the motion detector is a function of the contrast frequency of the visual pattern and not the 
absolute velocity. This means that the maximum amplitude depends on the ratio of the spatial 
wavelength of the brightness pattern to its velocity. Optomotor responses and 
electrophysiological results from the fly also show a contrast frequency maximum of 
approximately 2 Hz and no consistent velocity maximum (Eckert, 1980; Reichardt and 
Poggio, 1976).  
Further evidence in favor of the Reichardt detector can be seen in spatial aliasing properties 
of the fly. The angular distance between the two input lines of a motion detector sets the 
sampling base, or the minimum spatial resolution of motion detection for the system. When 
the spatial pattern is below this resolution, the response of the motion detector becomes 
inverted signaling the wrong direction of motion. This phenomenon is called spatial aliasing 
or geometric interference (Götz, 1964). The lower limit before spatial aliasing occurs is, 
according to Shannon’s sampling theorem, twice the sampling base of the system (Shannon 
and Weaver, 1949). In the fly, the sampling base is the interommatidial distance, which is 
between 1.3 and 2.6 degrees depending on the location on the eye. Indeed, spatial aliasing is 
found to occur below twice the interomatidial distance in the LPTCs of the fly (Eckert, 1980).  
In addition, characteristics of the fly visual system that were originally attributed to 
movement adaptation were demonstrated to be a result of contrast frequency adaptation of the 
Reichardt detector model. If the H1-cell of the fly is presented with moving adaptive grating 
before a small test motion step is given, the decay time constant of the firing rate adapts to 
the velocity of the adaptive stimulus (de Ruyter van Steveninck et al., 1986). For smaller 
velocities, the decay time is longer, and for larger velocities the decay time is longer. They 
also found that the decay time constant depends on velocity and not on contrast frequency, 
which would be contrary to the correlation-type motion detector model (de Ruyter van 
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Steveninck et al., 1986). Borst and Egelhaaf (1987) showed, however, that the decay time 
constant also adapted to a full field flicker stimulus that was modulated sinusoidally, 
suggesting that contrast frequency and not pure velocity is responsible for the adaptation and 
is therefore consistent with the Reichardt detector model. Similar results were found in both 
the H1- and the HSE-cell of the fly visual system suggesting that the decay time adaptation is 
due to elements upstream from the LPTCs (Borst and Egelhaaf, 1987).  
New properties of the Reichardt detector continue to be discovered and are used to test 
whether this algorithm is implemented for directionally selective motion vision in the fly. The 
ultimate test whether a physiological version of the Reichardt detector is implemented in the 
fly visual system will be to find the cells that perform the individual computational steps of 
the Reichardt detector; a current topic in fly vision research today.  
Adaptation 
Adaptation is a widespread phenomenon in biological system that occurs on many different 
levels of organization, from the molecular to the population level. In the nervous system, 
adaptation provides flexibility of function under unstable external conditions. A neuron can 
be though of as adaptive if it repeatedly responds in one way to a stimulus under prior 
condition A and in a different way to the same stimulus under prior condition B. In this way 
the neuron adapts to the prior condition by changing its response properties to the test 
stimulus, which remains the same. Adaptation is a useful property in the nervous system 
because it gives a neuron the possibility to optimize its output to the current state of the 
stimulus. In any system, but particularly in a system with additional noise components, the 
response resolution or the “detectable differences” between possible response values are not 
infinite and therefore limit the range and resolution at which a system can encode a stimulus. 
This means that the system can only encode a limited amount of input possibilities at a 
particular resolution. For the visual system this is particularly daunting because the overall 
light fluctuations are considerably larger than the response range of a neuron, but adaptation 
can help to surmount this problem.  
For example, after stepping out into a bright day from a dark building, our eyes require a 
short time, on the order of tens of seconds, before they adapt to the new mean light level. 
This is called light adaptation and is a common form of adaptation in the visual system. 
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Responses from retinal ganglion cells, the output cells from the retina, already show light and 
dark adaptation (Smirnakis et al., 1997). Both light adaptation and the opposite, dark 
adaptation have a number of mechanisms, including changing the size of our iris to let in 
variable amounts of light and the opening and closing of cGMP mediated calcium channels in 
the plasma membrane of photoreceptor cells (Hodgkin and Nunn, 1988).  
Retinal ganglion cells not only adapt to mean light levels but also to the variance of light 
fluctuations. It was shown in both the rabbit and the salamander that retinal ganglion cells 
adapt their response properties such that they are less sensitive to the current stimulus, for 
flicker stimulus patterns including checkerboard, uniform and horizontal or vertical bars 
(Hosoya et al., 2005). After adaptation to one of the pattern types, the ganglion cells respond 
more strongly to a novel stimulus than to the adaptive stimulus. Hosoya et al. (2005) found 
that this is most likely due to synaptic plasticity in the inhibitory synapses that are input to the 
ganglion cells. Using a network model connecting amacrine cells and retinal ganglion cells, 
they were able to show that anti-Hebbian synaptic plasticity reliably reproduces this form of 
adaptation.  
This work focuses on the mechanisms behind motion adaptation in the visual system of the 
fly. In this section I will introduce the concept of adaptation as a principle for maximizing 
information and efficiently encoding visual stimuli. Then I will discuss mechanisms behind 
adaptation, in particular recent evidence that adaptation is an automatic property either of 
every neuron or of non-linear systems responding to dynamic stimuli. Finally, I will give a 
background overview of the adaptive properties of the H1-cell before introducing the purpose 
of this work. 
Efficient information transfer 
A basic function of the nervous system is to relay information, either sensory or motor, to 
other parts of the nervous system or tissues of the body. Neural coding is the theory that 
explains how neurons represent information, and what rules govern how information is 
encoded. It is a difficult task to accurately and efficiently represent the complex dynamical 
signals that occur in the natural world. Attneave (1954) proposed that neural processing of 
information could be thought of as an optimization problem, the neural representation being 
an efficient representation of the input. Attneave (1954) used this concept to justify why 
center-surround receptive fields so often exist in early stages of visual processing, since 
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center-surround receptive fields reduce redundancy. He went on to explain that objects are 
encoded in higher visual processing stages because they are the most efficient representation 
at that stage (Attneave, 1954).  
It has also been suggested that center-surround receptive fields in the retina increase the 
ability to encode spatial detail by removing the deleterious effects of intrinsic noise 
(Srinivasan et al., 1982). The antagonistic surround area measures the mean of the signals in 
neighboring receptors around the center, predicting the value of the signal in the center. The 
predicted value is then subtracted from the actual center value (Srinivasan et al., 1982). 
Therefore the value that is encoded is only a difference value, minimizing the range of values 
that must be encoded by the interneuron, thereby increasing the resolution of detectable 
values under higher noise conditions. It was also proposed that the purpose of the early visual 
system is to recode signals in an efficient way (Barlow, 1961). Natural signals have a large 
amount of temporal and spatial correlations, leading to redundancy. Recordings from the 
lateral geniculate nucleus (LGN) were found to be uncorrelated from one another, suggesting 
that the early visual system does indeed recode the inputs into a more efficient form (Dan et 
al., 1996).  
The statistical properties of natural signals are however variable and the total dynamic range 
of natural stimuli is generally much larger than the range and resolution of a neural response 
can encode, particularly in the presence of internal noise.. Adaptation can ensure that the 
efficient representation is maintained for the current statistics of the natural image. Mean 
light level adaptation in the retina makes the retina more sensitive to other visual statistics 
such as the variance of the light levels at a particular point in time. In general the statistics of 
natural signals are stationary over small time periods of time but the statistics do change over 
longer time intervals (Ruderman and Bialek, 1994) making adaptation an ideal way to encode 
natural images.  
Another way to efficiently encode a stimulus is to try and maximize the neuron’s information 
capacity in relation to the stimulus statistics. In this case, the cell should adapt its gain 
function (the slope of its input output curve) to the local statistics of the visual image. But 
how does the system “choose” the new adapted gain function? Laughlin (1981a) suggested 
that the shape of the gain function is chosen to maximize the entropy of the output. This 
means that the stimulus-response curve should be equivalent to the probability density 
function of stimulus intensity values (Figure  1.11). If the stimulus-response function of a 
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neuron approximately follows the cumulative probability density for the stimulus, then the 
distances between frequently occurring intensity values will be increased and the difference 
between infrequent intensities decreased (Laughlin, 1981a) (Figure  1.11). It has indeed been 
shown that the stimulus-response curve approximates the cumulative probability density 
function of the stimulus and that adaptation can maximize the information carried about the 
current state of the stimulus signal (Laughlin, 1981a; Brenner et al., 2000). 
 
Figure  1.11 The capacity of a neuron to maximize information about the stimulus. The upper curve represents 
the probability density function for the stimulus. The lower curve represents the stimulus-response function that 
will maximize the information about the stimulus. The stimulus-response curve describes what response values 
will occur for each stimulus intensity value. Distances between frequently occurring intensities will be increased 
in the response, and less frequent stimuli will be closer together, causing all responses to occur at the same 
frequency, and maximizes information. From (Laughlin, 1981a). 
An adaptive neural code is however, by definition, ambiguous. The output of a neuron that 
adapts to different stimuli may maximize the information about the one particular stimulus 
set but the absolute information about the nature of each stimuli is lost; the neural code is 
then dependent on the context in which the adaptation occurred. Assuming that the goal of 
neurons downstream of the adaptation is to decode the exact value of the stimulus; these 
downstream neurons require additional information about the stimulus in order to interpret 
the adaptive signals they receive. Therefore, although adaptation leads to efficient coding, 
ambiguities arise as to the actual nature of the stimulus, and additional information is 
required in order to reconstruct what stimulus actually occurred. Fairhall et al. (2001) claim 
that a system that adapts on multiple time scales has the ability to encode both the stimulus 
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and the context through multiple channels. They find supporting evidence that the timing of 
individual spikes or spike pairs encodes the stimulus features that are normalized by the 
stimulus ensemble. The interspike intervals over slightly longer time scales can encode the 
stimulus ensemble and the firing rate can carry information about changes in the stimulus 
ensemble over longer time scales. The mechanism for this type of adaptation and multiple 
coding scheme has, however, not been found. 
Automatic adaptation 
In addition to the question of why adaptation exists in neural systems, it is also important to 
look at the mechanism behind adaptation. Adaptation was thought to occur as a result of a 
parameter change in the system. Long-term potentiation (LTP) and long-term depression 
(LTD) can both be though of as adaptations to a strong tetanus stimulus whose mechanism, 
although not entirely understood, depends on Ca2+ fluctuations and changes in synaptic 
receptor proteins. In recent years however, increasingly more examples of response 
adaptation in the nervous system have been found in which the parameters of the system do 
not change at all. For instance the output of a high pass filter in response to a step in intensity 
will at first increase and then decrease back to the baseline level, which can be thought of as 
an automatic form of adaptation to the mean intensity level. The mechanisms for adaptation 
can be investigated from a biophysical perspective or they can be based on mathematical 
models for how the information is computed. Although the two appear very different in 
nature, both types of models have parameters that can be manipulated or characteristics that 
when left alone, also lead to adaptation.  
It was demonstrated in the retina, for example, that spike generation in ganglion cells adapts 
to the variance of synaptic inputs which are in turn influenced by external temporal contrast 
changes (Kim and Rieke, 2003). Variable current injections into salamander ganglion cells 
demonstrated that increasing the variance of the current injection increased the threshold for 
spike generation. Kim and Rieke (2003) showed that slow Na+-inactivation accounts for this 
adaptation; an increased current variance can deplete the cell of available Na+ current thereby 
increasing the spike generation threshold. In this case, the spiking activity is not only a 
function of the instantaneous membrane potential activity but also on the history of activity 
up to hundreds of milliseconds in the past. The Na+-inactivation current did not itself change 
in response to the variance of the current injection, its slow dynamics lead to adaptive 
behavior under variable settings.  
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Another example comes from the somatosensory cortex. Using dynamic clamp techniques on 
rat layer 5 pyramidal neurons in slice, it was shown that changes in balanced background 
synaptic input can modulate the gain response of a cell to a driving stimulus (Chance et al., 
2002). Excitatory and inhibitory conductances were simulated from independent Poisson 
spikes trains, and then used to create a balanced excitatory and inhibitory synaptic current 
which was then fed along with a DC driving current into the soma of the neuron. As the 
balanced background activity variance increased the response of the cell to the driving 
current decreased (Chance et al., 2002) (Figure  1.12). Model and experimental results showed 
that the rightward shift in the gain was due to shunting and the change in slope due to the 
increase in input noise (Chance et al., 2002).  
 
Figure  1.12 Adaptation to balanced background input. Using dynamic clamp techniques the synaptic current 
variance and the mean synaptic current were increased. (A) and (C) show a decreasing slope with an increasing 
variance and mean of the background synaptic activity. (B) and (D) plot the slope, or gain, of the stimulus-
response curves. For further information see (Chance et al., 2002). 
A rigorous theoretical analysis of input-output systems revealed that both Hodgkin-Huxley 
(HH) and Leaky-Integrate-and-Fire (LIF) model neurons adapt their response properties to 
the mean and standard deviation of a Gaussian white noise current input (Yu and Lee, 2003). 
This adaptation occurred without changing any parameters within the HH or LIF model. The 
LIF model was examined analytically, in order to look at whether the spike generating 
mechanism or the refractory period was responsible for the adaptation in response gain. Yu 
and Lee found that the non-linear dynamics of spike generation in a system with memory 
 37 
Introduction 
along with the statistics of the stimulus is enough to change the stimulus-response curve in 
the LIF model (Yu and Lee, 2003).  
H1-cell and adaptation 
Questions regarding neural coding and information have often been addressed using the H1-
cell of the fly visual system as an experimental model, and it will also be the focus of this 
work. The H1-cell is one of the heterolateral spiking LPTCs. It has a dendritic tree that covers 
the entire ipsilateral visual field and axonal arborizations that cover the entire contralateral 
lobula plate (Figure  1.13). The H1-cell is a purely spiking cell with a baseline firing rate of 
around 20 Hz. It responds primarily to back-to-front motion. The H1-cell shows spiking not 
only in the axon but also in the dendrites suggesting that active channels also exist in its 
dendritic tree.  It is easy to identify extracellularly due to its response properties and is stable 
enough to record from for hours. It is however, difficult to record intracellularly from the H1-
cell due to the small diameter of its main axon. Many response properties of the H1-cell can 
be explained by the Reichardt detector model, suggesting that the columnar elements that are 
presynaptic to the H1-cell and other LPTCs represent a biological version of the output of an 
array of EMDs.  
 
Figure  1.13 The anatomy of the H1-cell. A hand drawn picture of a right H1-cell shows the dendritic 
arborizations on the right side, covering the majority of the lobula plate, the electrotonically separated cell body 
and then the major axon that travels over the central brain to the left lobula plate, where the axon branches into a 
larger percentage of the lobula plate. From (Hausen, 1982) 
Many forms of adaptation have been described in the H1-cell. The H1-cell responds to the 
onset of motion with a sharp increase in firing rate that then adapts to the mean contrast 
frequency of a visual stimulus; behavior that is similar to a high pass filter. It also adapts its 
maximum transient firing rate after motion onset to a sequences of relatively short motion 
pulses, such that the peak of the transient decreases with increasing pulse number (Maddess 
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and Laughlin, 1985). This decrease in firing rate over time is thought release the cell from 
saturation such that the H1-cell becomes more sensitive to fluctuations around the sustained 
velocity (Maddess and Laughlin, 1985). Adaptation to a constant velocity in one area of the 
visual field does not affect the response of the H1-cell to motion in another location, 
suggesting that the mechanism of adaptation occurs presynaptically to the H1-cell perhaps in 
the elementary motion detectors (see Elementary Motion Detection).  
 
Figure  1.14 Adaptation of response transients in the H1-cell. The response of the H1-cell to a motion pulse, 
before and after a 3 second constant velocity “adaptive” stimulus for 5 different velocities and 2 different light 
contrast levels. The stimulus pattern was a square wave grating. From (Reisenman et al., 2003). 
The H1-cell responds to a very brief motion pulse with a rapid increase in firing rate that then 
decreases exponentially back to baseline (Figure  1.14). The time constant of the exponential 
decay was shown to shorten after a three second adapting stimulus of constant velocity was 
presented (Figure  1.14). This form of adaptation, as well as adaptation to a constant velocity 
stimulus in the null direction and the duration of the transient oscillations at stimulus onset, 
were all dependent on the velocity and the contrast of the visual pattern (Reisenman et al., 
2003). The mechanism for adaptation of the decay time to a stimulus pulse can be found in 
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the Reichardt detector. If the high-pass filter time constant from the Reichardt detector is 
allowed to depend on the velocity and contrast of the visual pattern, then the adaptive 
Reichardt detector model can explain all of these adaptation phenomena (Borst et al., 2003). 
 
Figure  1.15 H1-cell adaptation to the variance of the time varying velocity profile. The normalized velocity 
profile for both standard deviations is shown in the top graph. Below is the response of the H1-cell to both 
velocity profiles. Although the absolute range of the velocity is doubled for the open circles, the H1-cell 
response to both velocity signals looks almost identical. From (Brenner et al., 2000). 
The previous examples of adaptation in the H1-cell were in response to constant velocities or 
to transient velocity pulses. The H1-cell however, also adapts to the statistics of time varying 
inputs. A Gaussian white noise signal has many advantages as a stimulus. It contains all of 
the possible stimuli in a distribution, and it can be entirely explained by its first and second 
moments, mean and variance. Therefore it is often used as a dynamic, time varying stimulus 
for experiments on neural coding. For a sinusoidal apparent motion stimulus, the firing rate of 
the H1-cell adapts to the standard deviation of a Gaussian white noise velocity stimulus 
(Brenner et al., 2000) (Figure  1.15). The input-output curve of the H1-cell was broader and 
saturated at a lower firing rate for the higher standard deviation, although the difference was 
marginal. This difference disappeared however, if the velocity and response were normalized 
by the standard deviation and mean firing rate respectively (Fairhall et al., 2001). Using 
methods similar to principle component analysis or reverse correlation methods, various 
studies found that the dominant stimulus features adapted to the variance of a rapidly 
changing Gaussian white noise velocity signal (Brenner et al., 2000; Fairhall et al., 2001; 
Borst, 2003). In addition they tested whether the adaptive input-output curve indeed 
maximized the information transfer, by artificially stretching or contracting the input-output 
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relation by a factor lambda λ and then measuring the information. The experimentally 
measured input-output curve after adaptation had the highest amount of information about the 
stimulus (Brenner et al., 2000). 
Increasing the stimulus entropy does not affect the information rate of the H1-cell (Borst, 
2003). For 3 different velocity ranges tested for Gaussian white-noise velocity stimuli, the 
information rate of the stimulus remained constant, although the stimulus entropy was 
increased. The interspike interval was slightly shifted to the right for higher velocity ranges 
suggesting a lower spike rate; however the information rate was not different for the 3 
different stimuli tested (Figure  1.16). This suggests that the H1-cell encodes more 
information if the stimulus is richer and achieves this by adapting its filter to the stimulus 
statistics (Borst, 2003). 
 
Figure  1.16 Information rate is invariant to stimulus entropy. The top left figure shows the power spectrum of 
the three different Gaussian white noise velocity profiles used. The bottom left figure shows the interspike 
intervals (ISI) for the three different velocities. The most frequently occurring ISI shifts towards larger values as 
the velocity range increases, showing a decrease in firing rate. The right figure shows the information rate, 
calculated using the direct method (Borst and Haag, 2001), for the three different velocity profiles. From (Borst, 
2003). 
The time course of adaptation 
Adaptation occurs on many different time scales. From the standpoint of optimal coding, a 
system should rapidly adapt its response properties to the new statistics of the stimulus in 
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order to maintain a high level of information during the switch. Retinal ganglion cells show 
both a fast and a slow adaptation to changes in stimulus contrast (Baccus and Meister, 2002). 
When retinal ganglion cells are presented with a low contrast flicker stimulus which then 
switches to a high contrast stimulus, retinal ganglion cells immediately increase the firing rate 
which then adapts with an exponential decay back to a lower firing rate (Baccus and Meister, 
2002). The initial response adaptation to the new contrast occurs within 0.1 seconds and the 
longer decay occurs on the order or tens of seconds. Other than the firing rate, the fast effects 
included accelerated kinetics, a decrease in sensitivity to stimuli, and membrane 
depolarization. During the slower phase of adaptation no change in kinetics occurred but the 
membrane hyperpolarized. The contrast adaptation found was not seen in the photoreceptor 
cells, confirming that the mechanism was not linked to light adaptation in the photoreceptor 
cells, but rather to a subset of bipolar and amacrine cells that showed similar adaptive 
behavior.  
 
Figure  1.17 The timescale of adaptation. A) The response of the H1-cell to a switch from a low to a high 
standard deviation, where the switch occurred at different time points T = (4, 10, 20, 40) seconds. The time 
course of the slow adaptation lengthens with increasing T. B) The same curve but normalized for T and for 
mean firing rate. C) The input-output curves for both standard deviations one second after the switch and the last 
second for that stimulus. From (Fairhall et al., 2001).  
In an experiment using the H1-cell of the fly, the standard deviation of a Gaussian white 
noise apparent motion signal was switched after variable periods of time in order to look at 
the time course of adaptation. The authors found that there were also multiple time scales for 
adaptation in the H1-cell (Fairhall et al., 2001). The H1-cell immediately changed its firing 
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rate to match the standard deviation of the new stimulus profile (Figure 1.17). Then, as in the 
retina, the firing rate gradually decreased and settled to a steady-state. The slow adaptation 
was also dependent on the length of the stimulus before the switch. When the first stimulus 
was presented for a shorter time; the slow adaptation was faster than when the first stimulus 
was allowed to run for longer (Figure 1.17A). In addition to the two different timescales of 
adaptation the authors found that the information per spike remained relatively constant 
through the switch, although one would predict that the system would need time to adjust to 
the new stimulus. The authors suggest that the stimulus and the context are both encoded in 
the spike train of the H1-cell and that the individual channels of information are the spike 
rate, the spike timing and the interspike intervals.  
In summary, adaptation is a common phenomenon particularly in the early stages of visual 
processing that allows for the system to better cope with the current environment. Adaptation 
is advantageous for it allows systems to encode fine details about a stimulus even when the 
stimulus range is large, by adapting to the local spatial or temporal range of the stimulus. 
Adaptation is generally thought to occur through a change in some parameter of the system. 
However recent modeling and experimental work suggests that it can also occur 
automatically as a function of the input and the non-linearities of the system. The H1-cell 
adapts its firing rate to constant velocities, to transient velocity pulses as well as to dynamic 
velocities. Adaptation of the decay time after a motion pulse can be explained by adaptation 
of the high-pass time constant of the elementary motion detectors that are present 
presynaptically to the H1-cell. Adaptation can occur on different time scales and can be 
influenced by the timing of the stimulus. The mechanisms for adaptation are not very well 
understood and only marginally researched, however when the adaptation operates on the 
same time scale as the response itself, the separation between the mechanisms underlying the 
adaptation and those that give rise to the response becomes ambiguous. 
Justification 
In the following work, I will use experimental and computational approaches in order to 
study adaptation of the Reichardt detector to a dynamic motion stimulus. I will simulate the 
Reichardt detector algorithm as well as recording extracellularly from the H1-cell of the 
blowfly in order to compare the simulations with the actual biological implementation of the 
Reichardt detector. The stimulus that I will use is a first order low-pass filtered zero-mean 
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Gaussian white noise velocity signal, in other words Gaussian colored noise, where the visual 
pattern is a sinusoidal grating. In particular I will investigate the following properties: 
• Adaptation to the stimulus variance 
• Adaptation to the temporal correlations within the stimulus 
• The time course of adaptation 
• Dependence of adaptation on the visual pattern 
In addition, I will compare the results from the experiments and simulation work to analytical 
work done by Haim Sompolinsky on the output of the motion detector to a dynamically 
moving sinusoidal grating. This work makes an important step in the understanding of motion 
vision in particular the effect of dynamic stimuli on motion responses. It demonstrates the 
importance of mathematical algorithms for understanding complex computations in the 
nervous system, even when it is unclear how biologically accurate such models are. These 
results take us one step further to opening up the “black box” to understand the mechanisms 
and reasoning behind neural coding.  
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This work used a combination of experimental techniques and computer simulations in order 
to examine the relationship between dynamic adaptation in the Reichardt motion detector and 
the H1-cell of the blowfly. In the following section I will describe the methods that were 
used. First I will explain the electrophysiological setup used to record from the H1-cell of 
female blowflies. Then I will outline the visual stimulation and the reasoning behind each of 
the experiments. The data analysis and comparison to modeling results will also be described 
in detail. Finally, I will characterize the computer simulations that were done in parallel with 
the three different experiments. Tables of the equipment and suppliers can be found at the end 
of this section.  
2 Methods 
Three general sets of experiments were performed. The first set of experiments tested the 
dependence of gain adaptation on the statistics and temporal correlations of the stimulus. 
These experiments provided a comprehensive look at the absolute range of adaptation in the 
system. In the second set of experiments, I examined how the visual pattern itself influences 
adaptation of the stimulus-response function. The time course of adaptation after a switch in 
the stimulus statistics was studied in the last set of experiments.  
Experiments 
The H1-cell of the blowfly visual system was recorded extracellularly in order to examine 
spike rate adaptation and gain control in response to the statistics of a dynamic velocity 
stimulus; in this case Gaussian colored noise. In this subsection I will briefly explain the 
blowfly preparation for extracellular H1-cell recordings, the equipment and methods used in 
recording spiking activity and the stimulus protocols for each of the experiments.  
Preparation 
Experiments were performed on female blowflies, Calliphora vicina, between the ages of 7 
and 11 days old. The flies were briefly anesthetized with CO2 and their dorsal thorax was 
attached to a small glass platform. All six legs were removed and the body cavity resealed 
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with beeswax. The head and proboscis were bent forward and waxed to the ventral side of the 
thorax to give access to the back of the head. Right and left in the fly are defined from the 
dorsal side of the animal from the third person perspective such that the right eye of the fly is 
the eye that is on the right side of the observer if the observer is facing the dorsal side of the 
fly (Figure  2.1). The right head capsule was opened along the entire vertical extent, and from 
the most lateral limit of the head capsule to the midline (Figure  2.1). The fat body and 
epithelial tissue in the right head capsule were removed or pushed to the side so that the 
medulla and lobula plate could be seen. Wings and abdomen were then waxed together and 
antennae were waxed down to reduce movements that could affect electrical recordings. Case 
Ringers solution (Table 1) was used to keep the tissue in the open head capsule moist and in 
an isotonic solution.  
 
Figure  2.1 Fly preparation: the fly as seen from the back of the head. The right eye is opened from the back and 
the epithelial layers and fat body tissue are removed. In the middle of the opened eye the crescent shaped 
medulla is visible and medial to that the lobula plate with tracheal projections covering it. 
Additional Ringers solution was added to the right head capsule approximately every 30 
minutes during electrophysiological recording. Brain movements due to peristaltic 
contractions of the gut did not significantly influence the extracellular recordings except for 
brief periods when Ringer was added, during which no experiments were performed. 
Therefore, contrary to preparation for intracellular recordings, the gut and trachea were left 
intact in order to reduce damage done to fly, allowing for longer recording times. With this 
preparation H1-cell recordings were stable for up to 8 hours, although longer recording times 
may have been possible if the fly was given nourishment during recording. Flies were 
mounted in the experimental setup in an upright position facing the visual monitor that was 
used for stimulation. 
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Electrical Recording 
All data were collected extracellularly from near the first axonal branch of the left H1-cell of 
the fly, whose axonal projections are in the right optic lobe (Figure  2.2). Signals were 
recorded with a standard tungsten electrode with a 1 MΩ impedance. Blunt glass electrodes 
that were pulled from thin-walled glass capillaries with an outer diameter of 1 mm, were used 
as ground electrodes. The tip of the ground electrode was made blunt to decrease the 
impedance and Case Ringers was used as the electrode solution. Ground electrodes were 
changed about once a week but the fluid in the ground electrode was changed daily. First, the 
ground electrode was inserted into the extracellular fluid in the right optic lobe dorsal and 
medial to the H1-cell. After the ground electrode was in the correct position, the recording 
electrode was inserted into the lobula plate at the approximate position shown in Figure  2.2.  
 
Figure  2.2 The left H1-cell of the fly as seen from the back of the head. The cell has dendritic processes that 
cover the majority of the retinotopic columns of the lobula plate. The axonal branches also innervate the 
majority of the lobula plate on the right side of the eye. Recordings were done in the approximate vicinity of the 
first axonal branch. From (Hausen, 1982). 
The H1-cell is not visually distinguishable within the lobula plate without the aid of a 
colorant. Therefore the H1-cell was detected acoustically by running the recorded field 
potential through an audio monitor. The cell was recognized by its audible firing properties 
and by the X,Y,Z position of the electrode in the fly. The base firing rate of the H1-cell is of 
about 20 Hz and its preferred direction is from back to front on the left side of the fly. The 
recording electrode was positioned such that the signal-to-noise ratio of the raw spikes to the 
background noise was greater than two as seen after filtering and amplification on the 
Tektronix TDS 2002 2-channel digital oscilloscope. Cells were not used if they were 1) found 
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outside the general location of the H1-cell in the lobula plate, 2) found too deep in the tissue, 
or they 3) did not fit the firing properties of the H1-cell, including stationarity.  
 
Figure  2.3 Visual stimulation setup. The fly was placed a certain distance away from the CRT monitor such that 
the monitor covered a large portion of the left visual field. In the first set of experiments, the fly was 7.5 cm 
away from the monitor, and the sinusoidal grating had a 22.0 degree spatial wavelength. In the other two 
experiment sets, the fly was placed 8.5 cm away from the monitor and the visual grating had a spatial 
wavelength of 6.5 cm corresponding to 43.3 degrees visual angle.  
The raw field potential was first filtered, amplified and converted into binary spike trains 
before being saved to the computer for further analysis. The two signals from the recording 
and ground electrode were subtracted and amplified in the headstage. Afterwards the signal 
was amplified (by 70 dB and then by 40 dB) and then band-pass filtered (range 500-10,000 
Hz and again 300-3,000 Hz). This signal was split and fed into the digital oscilloscope, to the 
audio monitor for locating the cell, and through a threshold device that returned a 100-mV 
pulse of 1.1 ms duration each time the signal was above threshold. The threshold was then 
manually set for each experiment such that all of the spiking events were converted into 
pulses and everything else was set to zero. The threshold voltage was set differently for each 
fly but was generally between 1.5 and 3.0 V. Noise levels tended not to vary between 
experiments or flies and remained below ± 0.3 V in the amplified signal. The spiking events 
also maintained a constant amplitude over the course of a single experiment. The binary 
signal was then transferred at 1.0 kHz temporal resolution to a personal computer. This 
response vector was saved to a single data file along with the voltage values corresponding to 
the velocity profile used in that particular experimental trial. 
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Visual Stimulation  
 
Figure  2.4 The Gaussian colored noise velocity profiles used. A total of fifteen different velocity profiles were 
used in experiment set 1, nine of which are shown here. Each graph represents one of the three different time 
constants used and in each graph three of the five different standard deviations (1.0, 5.0 and 10.0 Hz) are shown. 
Velocity standard deviations 0.1 and 0.1 Hz are not shown.  
Flies were stimulated by a moving sinusoidal or square grating presented on a cathode ray 
tube (CRT) monitor with a refresh rate of 200 Hz. The visual display had a width of 13.0 cm, 
and a height of 9.8 cm (see Table 2). The monitor was run by a Picasso image synthesizer 
that set the brightness values for each point on the screen over time. The CRT monitor uses a 
P15 phosphor (green) light and the small dot is 0.25 mm. The velocity of the pattern 
depended on the experiment and will therefore be mention in the subsections devoted to each 
individual experiment type. The maximum speed was determined by the range of output 
voltages from the computer and the conversion rate, for an overall maximum speed of 33.3 
Hz (732.6 degrees/s for experiment set 1, otherwise 1441.9 degrees/s visual angle). The 
image synthesizer was in turn run by the same personal computer responsible for data 
acquisition. The velocity profiles were entered as voltage values between -10 and 10 V, 
which were then converted into bit values up to 4096 and again converted into contrast 
frequency values in Hz. The resolution of the velocities was therefore up to 0.005 Hz, with 
the exception of the 0.1 Hz velocity profile which was set to be between -1 and 1 V and 
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therefore had a resolution of 0.0005 Hz. The stimulation and recording software were written 
in Delphi by Jürgen Haag. Experiments for this work were done using two slightly different 
distances between the fly and monitor and different wavelengths of the visual pattern (Figure 
2.3); however the recording equipment and analysis techniques were the same. The following 
is a brief explanation of the individual stimulation protocols.  
Experiment 1: Dependence on stimulus statistics 
This set of experiments was done in order to test the dependence of dynamic adaptation on 
the variance and time course of a Gaussian colored-noise velocity profile. The experiments 
were set up in the following way. The CRT monitor was placed 7.5 cm in front of the fly 
such that the screen had a horizontal and vertical extent of 65 and 80 deg, respectively. In 
these experiments a sinusoidal grating with 22.0 deg spatial wavelength, 63.3 % contrast, 
14.0 cd/m2 mean luminance was shown with a Gaussian low-pass filtered colored noise 
velocity profile. Fifteen different vectors of velocity values over time were generated using 
the Matlab programming language (see Velocity Profile p. 52) such that each stimulus had 
either a different standard deviation or low pass filter time constant. For each stimulus 
condition, approximately 100 sweeps of identical stimuli, each lasting 9.0 seconds, were 
presented with a 1 second pause between them. Each fly was shown stimuli with a single 
time constant for all five standard deviations until 100 sweeps were obtained. Then the signal 
stationarity and the general health of the fly were checked and the next time constant was 
tested. Each fly was tested using the same stimulus manifestation for each stimulus condition 
in order to minimize differences between flies. Example sections of the actual velocity 
profiles are shown in Figure 2.4. Example statistics from two velocity profiles are shown in 
Figure  2.6 and Figure  2.7.  
Experiment 2: Dependence on Visual Pattern 
Experiment set 2 had a different physical setup than experiment set 1. The CRT monitor was 
positioned 8.5 cm in front of the fly such that the majority of the monitor was on the left side 
of the fly (Figure  2.3). The monitor covered a horizontal and vertical visual extent of 80 
degrees and 49 degrees respectively. The wavelength of the grating was 43.3 degrees visual 
angle or 6.5 cm. In these experiments the sinusoidal or square wave grating had a contrast of 
66.9 % and a mean luminance of 17.5 cd/m2, unless otherwise specified in the results.  
This set of experiments was designed to test the dependence of adaptation on the structure of 
the visual pattern. The same velocity profiles were used as the previous experiments (Figure 
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2.4), but the shape of the visual pattern was changed between a sinusoidal and a square wave. 
Both square and sinusoidal patterns were always tested in each fly for as many of the velocity 
profiles described in Experiment set 1 as time allowed. As in the previous experiment set, 
each stimulus condition was repeated approximately 100 times with a 1 sec pause in between 
each stimulus.  
The pattern wavelength was made very large so that there would be a noticeable difference 
between a sinus and a square grating. A square wave  is the infinite sum of odd sine 
waves, or odd harmonics: 
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...7/)7sin(5/)5sin(3/)3sin()sin()( xxxxxy +++=     (4) 
In order for the cell to differentiate between a square wave and a sine wave, some of the 
higher harmonics of the square wave must be detectable. According to Shannon’s sampling 
theory, a signal can only be measured if the sampling frequency is at least twice the 
frequency of the signal itself. This is also called the Nyquist limit. In the blowfly the limiting 
distance is the space between each ommatidium, or the interommatidial distance, which is 
approximately 2 degrees. This leads to a sampling frequency or Nyquist limit of 4 degrees. 
Therefore the first two higher harmonics (14.43 and 8.66 degrees) from a 43.3 degree visual 
pattern should be detectable by the fly (see Figure 3.13) for the response of the H1-cell to 
higher harmonics, making the visual pattern large enough to look at differences between 
adaptation for square and sine wave visual patterns. 
Experiment 3: Time Course of Adaptation 
The last set of experiments had the same physical set up as experiment set 2. The wavelength 
of the sinusoidal grating was also 43.3 degrees and the visual pattern had the same contrast 
and mean luminance. In this set of experiments only a sine wave grating was used. The 
purpose of this experiment was to examine the time course of adaptation. Therefore, velocity 
profiles were created that switched either from one standard deviation to another or from one 
low-pass filter time constant to another. The standard deviation was switched from 0.5 to 5.0 
Hz and the time constant was switched from 50 ms to 500 ms (see Figure  2.5). When 
standard deviation was switched, the time constant of the stimulus was 100 ms, and when the 
time constant was switched, the standard deviation was held constant at 1.0 Hz. A single 
standard deviation or time constant was shown for 10 seconds and then switched to the new 
standard deviation for 10 seconds. This was repeated twice with different random velocities 
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resulting in a 40 second velocity profile. At least 100 trials for each switch were performed 
for each experiment and there was no break between the trials so that ends of each stimulus 
waveform could also be analyzed for adaptation.  
 
Figure  2.5 Velocity profiles for experiment set 3. Two stimulus conditions were shown to the fly. A) The 
velocity standard deviation was switched from 0.5 Hz to 5.0 Hz and back every 10 seconds for 40 seconds. The 
stimulus time constant was 100 ms. B) The velocity time constant was switched from 50 ms to 500 ms, and the 
standard deviation was kept constant at 1.0 Hz. 
Velocity Profile 
The type of velocity profile used in this study was zero-mean Gaussian colored noise. 
Colored noise is Gaussian white noise with temporal correlations. Numbers were picked at 
random from a Gaussian distribution using the randn.m function in Matlab, seeded to the 
clock. This produced a vector of values with zero mean and a standard deviation of one. The 
vector was then low-pass filtered in the Fourier domain and then transformed back into the 
time domain. The resulting signal was stretched to the appropriate standard deviation and the 
mean reset to zero.  
The resulting velocity vector was then checked to make sure that the higher order statistics of 
the vector distribution were also Gaussian (see Figure  2.6 and Figure  2.7). The skew is the 
third moment of a distribution, normalized by the cubic of the standard deviation and is a 
measure of the asymmetry of the probability distribution around the mean. A positive skew 
indicates that a higher proportion of the values in the distribution are located to the right of 
the mean, a negative skew the opposite. For a Gaussian distribution the skew should be zero; 
for the velocity vectors the skew was allowed to vary up to ± 0.05 around zero. The kurtosis 
was also checked for each velocity profile. Kurtosis is a measure of the “peakedness” of a 
distribution, or how much of the variance is due to infrequent extreme values. There are a few 
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ways of calculating the kurtosis but in this study the kurtosis is equivalent to the fourth 
moment of the distribution about the mean, standardized by the square of the variance. If the 
kurtosis is high, then the distribution is peaked and the variance in the distribution is due to 
infrequent extreme values; if kurtosis is low then the distribution is flat and the variance due 
to frequent modest size deviations. A Gaussian distribution has a kurtosis of 3.0. The kurtosis 
of the velocity distribution was allowed to vary around 3.0 by ±0.1.  
 
Figure  2.6 The stimulus with 100 ms time constant and 0.1 Hz velocity standard deviation. A) The entire nine 
second velocity stimulus. B) The cross correlation (black) of the velocity signal normalized to 1 and an 
exponential decay (red) with the same time constant. C) 150 bin histogram of the stimulus (black) and the 
corresponding Gaussian distribution (red). 
The low-pass filter characteristics of the velocity signal were also checked by comparing the 
best fit time constant of an exponential decay to the time-lagged autocorrelation of the 
velocity signal (Figure  2.6 and Figure  2.7). If the best fit time constant was within 10 ms of 
the desired time constant, the velocity profile was used. If any of these three parameters did 
not fit, the entire procedure was performed on a new random distribution. Each resulting 
velocity profile was then converted from Hz into volts; the conversion rate for the setup used 
was 1 Hz = 10/3 Volts. For the time constant of 2000 ms, the time constant was allowed to 
vary up to 100 ms because the velocity profile was only nine seconds long and there was not 
enough data points to have an accurate time course.  
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Figure  2.7 The stimulus with 500 ms time constant and 5.0 Hz velocity standard deviation. A) The entire nine 
second velocity stimulus. B) The cross correlation (black) of the velocity signal normalized to 1 and an 
exponential decay (red) with the same time constant. C) 150 bin histogram of the stimulus (black) and the 
corresponding Gaussian distribution (red).  
Data Analysis 
All of the data was collected in matrix form with the first column corresponding to the 
velocity profile and the second column the binary response that occurred at the exact same 
time with 1 ms resolution. Each trial was collected in a separate file. All analysis was 
performed in either IDL or Matlab, and sometimes in both. IDL was generally used for 
analysis that took a longer time or involved many “for” loops because IDL tends to be much 
quicker than Matlab. For the procedures that were performed in IDL, smaller versions of the 
same procedures were performed in Matlab and checked for accuracy between the two 
programs.  
For all of the experiments, the data were first cleaned up and the stimulus values converted 
from Volts back to Hz. The length of the spike generated pulses collected was 1.1 ms and the 
sampling rate of the signal that was then digitally recorded was only 1.0 ms. It therefore 
occurred once in a while that individual spikes were recorded in two consecutive bins. The 
absolute refractory period of the fly H1-cell is about 2.0 ms, which means that there should 
be no two spikes that occur within 2.0 ms of one another. Therefore the second spike of all 
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spikes that occurred within 2.0 ms of one another was removed. The average response or 
peristimulus time histogram (PSTH) was generated from all the trials and then binned to at 
least 2 ms, such that the precise spike timing was not changed by removing the one spike. 
The stimulus profile across trials was also checked for consistency and made into a single 
vector, which was also binned to 2.0 ms. 
There is always a certain delay between the time the velocity is shown to the fly and the time 
the H1-cell responds to the stimulus. Therefore, in order to align the stimulus and response 
with another in time, the delay was removed. The time-delayed cross-correlation between the 
stimulus and the PSTH was calculated for each experiment, and time delay at the maximum 
cross-correlation found. Then, a piece of the end of the stimulus and beginning of the PSTH 
equal to the time delay were removed. The maximum cross-correlation between the resulting 
two signals was then at 0 ms. This time-delay or shift was calculated separately for each 
stimulus and each fly. 
Stimulus-Response Curves 
In order to look at the shape of the input-output relationship, stimulus-response curves were 
generated for the different experiments. The stimulus velocities were sorted in ascending 
order and the temporal locations of each velocity were used to sort the response values into 
the appropriate positions. The sorted response vector tended to be very noisy and was 
therefore smoothed using a Savitzky-Golay least squares smoothing filter with a smoothing 
frame size of 201. The resulting stimulus and response vectors were then used to plot the 
stimulus-response curves and used for the gain calculations. 
Dynamic Gain 
In this work, I define gain of the input-output function as the slope of the transfer function of 
the system or more specifically as the slope of the stimulus-response curve in a small range 
around zero. The gain was determined linearly by fitting a line to the stimulus-response curve 
over a velocity range from -0.25 to 0.5 times the standard deviation (σ) of each velocity 
profile, except for a σ of 0.1 Hz where the linear part of the curve was much less in the 
negative velocity range (Maddess and Laughlin, 1985; Simmons, 1993; Borst and Egelhaaf, 
1987). For a standard deviation of 0.1 Hz the velocity range was from 0 to 0.2 Hz. A 
sigmoidal fit was also used over the entire range of the stimulus-response curve but produced 
similar results to the linear fit and therefore the linear fit was used.  
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For each fly the response of the H1-cell to a constant velocity of 0.1 Hz was also measured 
for 5 seconds with a 1.5 second stationary visual pattern before and after the velocity step. 
The step velocity stimulus was presented at least 100 times to each fly and then the time 
shifted average response (PSTH) was calculated in the same way as mentioned above. 
Steady-state gain was defined as the difference between the response of the cell to the 
stationary pattern and the non-transient response of the cell to 0.1 Hz motion. 0.1 Hz for a 
43.3 degree pattern wavelength is quite slow and the difference therefore approximates the 
slope of the steady-state curve at 0. The average response over the last 2 seconds during 0.1 
Hz motion was subtracted by the average response over the first 1.5 seconds during the 
stationary stimulus and the result was divided by 0.1, producing the steady-state gain. Steady-
state gain was measured once per stimulus pattern per fly, even if multiple experiments were 
tested in the same fly. This suggests that stationarity in the firing properties of the H1-cell 
was maintained throughout the entire recording period which was checked in a random subset 
of the flies by looking at the firing properties between experiments.  
The final result, the dynamic gain was the gain in response to the Gaussian velocity profile, 
normalized by the steady-state gain. The dynamic gain was a value between 0 and 1 that 
allowed for comparison between different flies with different baseline firing rates as well as 
comparison with simulation results. 
Cross-Correlation 
In order to look at the change in response speed to different stimuli, the cross-correlation 
between the stimulus and the response was also measured. In this case the signals were not 
shifted in time so that the maximum response to a stimulus occurred at the same time as the 
stimulus, rather they were left in the original non-temporally shifted form and the cross-
correlation was calculated. The maximum of the time-delayed cross-correlation was then 
examined between the different experiments. 
Modeling 
The same experiments as described above were also tested on the Reichardt detector model 
with high-pass and low-pass filtering characteristics (Figure  2.8). The simulations were also 
run in either IDL or Matlab and were checked for accuracy between the two programs. 
Simulations were used to compare the experimental results with the results expected from an 
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array of elementary motion detectors. The simulations were set-up such that the distance 
between individual motion detectors in degrees of one pattern wavelength could be specified 
along with the total number of motion detector units, thereby also specifying the number of 
pattern wavelengths that were used for the simulations. After trying a number of different 
combinations I settled on using one wavelength of the spatial pattern for the simulations, with 
50 EMD units separated by 7.2 degress.  
 
Figure  2.8 The Reichardt detector model used in the simulations. This model has in each mirror-symmetrical 
subunit a first order low-pass filter in one arm and a first order high-pass filter in the other arm.  
Visual Pattern 
The velocity profiles were taken from the electrophysiological experiments such that for each 
experiment set, the velocity signal shown to the flies and to the Reichardt detector was 
exactly the same. The simulations were done without adding noise to the system, so that there 
was a unique solution for each velocity profile used. The sinusoidal pattern was generated by 
creating a sine wave of one wavelength with a spatial resolution of 1000 ms. A matrix was 
then created by shifting the visual pattern by the amount specified by the velocity that the 
visual pattern would move once a millisecond. For example, if the speed was 10 Hz, then the 
pattern would shift one wavelength in 100 ms, or in 1 ms the pattern would shift 1/100 of a 
wavelength. This was done for every velocity in the stimulus condition creating a 2D matrix 
of light intensity values with space on the x-axis and time on the y-axis. As a default, motion 
in the rightward direction was considered preferred direction and therefore positive motion. 
The resulting matrix had a temporal resolution of 1000 Hz, as in the experiments, and a 
spatial resolution of 0.36 degrees of the spatial pattern. This matrix was then spatially 
resampled to 50 so that each point was equal to the light intensity value as seen by an 
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individual arm of the motion detector. The resulting vector was the visual pattern used to 
stimulate the array of Reichardt detectors. 
Motion Detector 
Two separate versions of the visual pattern matrix of light intensity values were low-pass 
filtered and high-pass filtered separately (along the spatial dimension). This was done by 
convolving the spatial light intensity vector at each time point by the impulse response of the 
filters. Both filters were first-order filters and had time constants of 20ms and 500 ms for the 
high- and low-pass filters respectively. The impulse response for a low pass filter is given by: 
)/exp(1 τ
τ
t−           (5) 
For the first subunit of the motion detector (left hand side in Figure  2.8), each point in the 
low-pass filtered matrix from the first spatial value to the second to last spatial value (1 to n-
1) was multiplied by the corresponding point on the high-pass filtered matrix from the second 
spatial value to the last (2 to n). For the second subunit of the motion detector the high-pass 
filtered matrix (1 to n-1) was multiplied by the low pass filtered matrix (2 to n). The second 
subunit matrix was then subtracted from the first subunit matrix, leading to the full EMD 
output for each motion detector. The full EMD output was then averaged over time leading to 
the average EMD output for that velocity profile and visual pattern. No additional spiking 
mechanism was implemented to try and mimic the spike generation in the H1-cell. The 
velocity vector and the full EMD output were then analyzed in the same way as the 
experimental data (see Data Analysis). 
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Tables of equipment and suppliers 
Table 1  Brotz Case Ringer’s Solution pH 7.2 
Chemical Mol. Weight Concentration Supplier 
Glucose 180.16 g/mol 13.9 nM 
Sucrose 342.30 g/mol 73.7 nM 
NaHCO3 84.01 g/mol 20 nM 
NaCl 58.44 g/mol 110 nM 
KCl 74.55 g/mol 5.4 nM 
CaCl2-2H2O 147.02 g/mol 1.9 nM 
Merck KGaA, 
Darmstadt, DE 
TRIS/HCL 121.14 g/mol 15 nM 
Fructose 180.2 g/mol 23 nM 
Sigma-Aldrich Chemie 
GmbH, Steinheim, DE 
Table 1 Constituents used for Case Ringers solution. New solution was made fresh approximately every 2-3 
months using the above components. The Ringer’s was then sterile filtered and kept at 4 OC until needed. 
Table 2 Electrophysiology Equipment Specifications 
Name Properties 
Microscope Eye pieces 8x, f = 100 mm 
Tungsten Electrodes 1 MΩ impedance 
Glass Capillary tubes 1 mm outer diameter 
Micropipette Puller Heat 479, Pull 180, Pressure 500, Velocity 100, Time 200 
Visual Monitor 200 Hz refresh rate, 13 x 9.8 cm, P15 Phosphor, dot size 
0.25 mm 
Amplifier 3000 and 100 times 
Band-pass filter range 500-10,000 Hz and again 300-3,000 Hz  
Table 2 Specifications of the electrophysiological equipment used.  
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Table 3 Equipment suppliers 
Object Company 
Micromanipulators Narishige Japan, assembled partly by MPI-
Neurobiology, Martinsried, DE 
Microscope Carl Zeiss, DE  
Tungsten Electrodes World Precision Instruments Inc., Florida, 
USA 
Glass Capillary tubes Science Products GMbH, Hofheimer, DE 
Brown-Flaming micropipette puller (P-97) Sutter Instruments, California, USA 
Air Table and accessories Newport Corporation, California, USA 
Tektronix TDS 2002 Digital Oscilloscope Tektronix, Oregon, USA 
Audio Monitor Grass Medical Instruments, Massachusetts, 
USA 
Analog electronic amplification and 
filtering equipment 
Designed by the Max-Planck Institute of 
biological Cybernetics, Tübingen, DE 
DAS16 I/O AD/DA Board Metrabyte; Measurement Computing Co. 
CRT Monitor, model 608, or 604 Tektronix, Oregon, USA 
Picasso Image Synthesizer Innisfree Inc., Massachusetts, USA 
Bullmess stimulation and data acquisition 
software 
Privately designed in Delphi (Borland) by Dr. 
Jürgen Haag 
Dell Personal Computer Pentium II, Intel Corporation, California, USA
Matlab versions 6.5-7.1 Mathworks Inc., Massachusetts, USA  
IDL version 5.0-6.0 Research Systems Inc. Colorado, USA 
Table 3 Suppliers for the electrophysiological equipment and programming software. 
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H1-cell response adaptation was tested under three experimental conditions. First, the overall 
magnitude and shape of the H1-cell input-output function was tested in response to the 
velocity standard deviation and time constant using a sinusoidal grating and a low-pass 
filtered Gaussian white noise velocity signal. Second, the effect of the visual pattern was 
tested by using the same velocity signals as in the first set of experiments but in addition to 
the sinus grating, a square wave grating was introduced. Lastly, the speed at which the H1-
cell adapted was tested by switching either the standard deviation or the time constant of the 
velocity signal during the experiment. The results for each of the experimental conditions 
were then compared with simulations of the Reichardt detector in response to the same 
stimuli. 
3 Results 
The H1-cell adapted its stimulus-response function to the entire set stimulus conditions 
tested. The slope of the stimulus-response function decreased as the velocity standard 
deviation increased and increased with increasing velocity time constant. The speed at which 
the cell responded to the stimulus also increased as the velocity standard deviation increased. 
The square wave visual pattern increased the dynamic gain for all of the velocity standard 
deviations and time constants tested compared to a sine wave grating. The H1-cell adapted 
quickly to the new stimulus condition after the velocity standard deviation or time constant 
was switched. This suggests that the mechanism behind the adaptation also occurs on a fast 
time scale.  
The same changes in the slope of the stimulus-response function were found in the Reichardt 
motion detector without any change in the model parameters. It was an automatic function of 
the motion detector itself. The slope of the stimulus-response function in the Reichardt 
detector decreased as the velocity standard deviation increased and increased with increasing 
velocity time constant. The Reichardt detector changed its stimulus-response function very 
rapidly in response to a switch in either velocity standard deviation or time constant. The only 
discrepancy between the experiment and the model was in the response to the square wave 
grating. The model adapted its slope of the stimulus-response function less for a square wave 
61 
Results 
pattern compared to a sine wave pattern. The experiments showed exactly the opposite effect. 
This is likely due to saturation in the firing rate that is not accounted for in the model. 
In the following section I often substituted Greek letters for the different stimulus parameters 
that I used or for the time constants of the Reichardt detector model. These letters 
consistently stand for the same property throughout this work. The standard deviation of the 
Gaussian colored noise velocity profile is represented by the lower case Greek letter sigma 
(σ), and the low-pass filter time constant of the Gaussian colored noise velocity profile as the 
lower case Greek letter tau with subscript zero (τ0). The first order low-pass time constant of 
the Reichardt detector is represented by the Greek letter tau with subscript L (τL) and the first 
order high-pass filter with the Greek letter tau with a subscript H (τH).  
Dependence on Stimulus Statistics 
The first set of experiments investigated H1-cell input-output gain adaptation in response to 
the standard deviation of a Gaussian colored noise velocity profile, when the visual pattern is 
a sinusoidal grating. The following five velocity standard deviations were used: 0.1 Hz, 0.5 
Hz, 1.0 Hz, 5.0 Hz and 10.0 Hz. In addition, I tested the H1-cell adaptation in response to the 
time constant of a Gaussian colored noise velocity profile. Three different velocity low-pass 
filter time constants were tested, namely: 100 ms, 500ms and 2000ms. The results of both of 
these experiments were then compared to response simulations of an array of Reichardt 
detectors using the same stimuli as in the experiments. In this section, I will briefly mention 
the overall firing properties of the H1-cell to the different stimuli and then I will describe the 
effect of the velocity standard deviation and time constant on the stimulus-response gain 
function. Finally, I will discuss the correlations between the stimulus and the response and 
how they adapt to the velocity standard deviation, both in the H1-cell and in the Reichardt 
detector model.  
H1-cell firing properties 
Before examining adaptation of the stimulus-response curves to dynamic stimuli, I 
investigated the effect of velocity standard deviation on the general H1-cell firing properties. 
The raw spike trains from one fly as well as the mean-over-variance curves for different 
standard deviations are shown in Figure 3.1 Each of the five different velocity standard 
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deviations tested had an entirely different sequence of preferred and null direction velocities 
(see Figure  2.4) which is apparent in the different raster plots.  
 
Figure  3.1 Response characteristics from one fly. (A) A raster plot with the spikes over time (x-axis) for each 
trial (y-axis) for all five standard deviations tested. The red lines separate the spike trains from different stimuli. 
(B-D) Variance over mean plots of the number of spikes per bin for the same data, for three different standard 
deviations, binsize 10 ms. The red line is where mean equals variance, and therefore would represent a Poisson 
distribution. In all cases the stimulus time constant, τ0, was 100.0 ms, experiment number 20050517. 
The variance-over-mean plots for the different standard deviations show that the response 
statistics are non-Poisson, a common property for spiking cells (Figure 3.1B). Variance-over-
mean plots are a measure of the variance in each bin, and a measure of whether the spike 
trains are Poisson and therefore random or not. The spike train was reformed into 10 ms sized 
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bins and the mean and variance within the bin across trials was plotted. There are only small 
differences between the variance-over-mean curves for each standard deviation. The general 
firing statistics are not shown for different velocity time constants because all three velocity 
time constants used were never tested in the same fly and the background firing properties 
differ greatly between flies making a comparison non-relevant.  
The mean and variance of the firing rate for the different velocity standard deviations are 
shown in Figure  3.2 for all flies tested with 100 ms time constant. The mean firing rate of the 
H1-cell increased with increasing velocity standard deviation peaked at 1.0 Hz and then 
decreased again. This is interesting and perhaps predictable since the maximum response of 
many LPTCs occurs at 2 Hz contrast frequency. The variance of the response also increased 
with increasing velocity standard deviation, which peaked at 0.5 Hz and then decreased 
again. In some cases (see Figure 3.1A), the variance was slightly increased for 0.1 Hz 
standard deviation but never higher than the maximum. It is possible that the decrease in 
variance for the 0.1 Hz velocity standard deviation is a result of signal amplification under 
low noise conditions that occurs prior to the H1-cell. The stimulus-response curves also show 
more precisely how the H1-cell adapts to the statistics of the stimulus.  
 
Figure  3.2 Overall response characteristics. Mean (A) and standard deviation (B) of the firing rate as a function 
of the velocity standard deviation. Both curves show the mean and standard error from 11 flies. The τ0 for both 
curves is 100 ms.  
Stimulus-Response Function 
The different H1-cell stimulus-response functions in response to Gaussian colored-noise 
velocity profiles are shown in Figure  3.3. The H1-cell changed its stimulus-response function 
depending on the standard deviation of the stimulus. For a high velocity standard deviation, 
the firing rate covered a broad range of velocities, corresponding to a low slope. The slope of 
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the response curve for a lower velocity standard deviation was then very steep, such that the 
cell can use its entire response range to cover a much smaller velocity range. Figure  3.3A 
shows the stimulus-response curves for an example experiment from a single fly chosen at 
random. In all of the experiments, the maximum spike rate over the whole velocity profile 
was the highest for 0.5 Hz velocity standard deviation and gradually decreased to the highest 
velocity standard deviation (A). For profiles with a smaller velocity range, the response 
covered the narrower range leading to a steeper stimulus-response curve. For standard 
deviations higher than 1.0, the firing rate was not a monotonically increasing function, 
instead it decreased again for higher velocities. The peak of non-monotonically increasing 
stimulus-response curves moved to higher velocities as the velocity range increased but the 
peak remained between 5 and 10 Hz velocity (B).  
 
Figure  3.3 The stimulus-response functions for three velocity standard deviations. The stimulus-response curves 
are for velocity standard deviations of 1.0 Hz, 5.0 Hz and 10 Hz, and the velocity time constant was 100 ms.(A) 
An example from one fly. (B), (C) and (D) show the mean and standard error (n = 11) of the stimulus-response 
curve for 0.1, 5.0, and 10.0 Hz velocity standard deviation respectively. 
When the full version of the Reichardt detector was simulated using the same Gaussian 
colored noise stimuli, similar stimulus-response curves were produced. For small standard 
deviations, the Reichardt detector response curves were narrow and steep. As the standard 
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deviation increased, the response curve broadened and leveled out (Figure  3.5). For larger 
velocity standard deviations, the Reichardt detector stimulus-response curve was also non-
monotonically increasing, with a shape similar to the curves from the experiments. One major 
difference between the model and the experiments was that the model also responds to null 
direction motion with a negative response. Due to the spiking nature of the H1-cell the 
stimulus-response curves to null direction motion at some point flattened out at zero, since 
negative firing rates are not possible. 
 
Figure  3.4 The maximum firing rate (A) and corresponding velocity at the maximum fining rate (B) for each 
velocity standard deviation. Filled triangles and error bars represent the mean and standard deviation 
respectively from 11 flies. The τ0  is 100 ms.  
 
Figure  3.5 Stimulus-response curves for H1-cell experiments (A) and from the Reichardt detector model (B) 
with high and low pass filters in the individual arms of the detector. The H1-cell responses are means from 11 
flies and the stimuli in both graphs had a time constant of 100 ms. See also (Borst et al., 2005). 
The H1-cell adaptation was also tested as a function of the temporal correlations in the 
Gaussian colored noise profile. Figure 3.6 shows the mean stimulus-response curves for the 
three different stimulus correlation times, keeping the stimulus standard deviation constant at 
0.5 Hz (A) and 10.0 Hz (B). It is important to keep in mind that a larger time constant 
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corresponds to a more slowly changing velocity profile (see Figure  2.4). The changes in 
response properties were less pronounced in response to the temporal correlations than they 
were for velocity standard deviations and generally went in the opposite direction. As the 
correlation time increased and standard deviation was held constant, the response curve 
became steeper, (Figure 3.6). The peak firing rate also tended to increase with increasing 
velocity time constant (Figure 3.6B) opposite to that seen in the stimulus standard deviation. 
For stimulus-response curves where the firing rate was no longer a monotonically increasing 
function, the peak firing rate shifted towards smaller velocities as the velocity time constant 
increased (Figure  3.6B).  
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Figure  3.6 Stimulus-response curves for different stimulus time constants. The average response of the H1-cell 
to a colored noise velocity profile with a standard deviation in (A) σ = 0.5 Hz and in (B) σ = 10.0. Hz In both 
graphs the signals are averaged over at least 100 trials within one fly and then between the 8 to 10 flies. 
Dynamic Gain 
One way to look at stimulus-response adaptation is to compare the slope of the stimulus-
response function around zero for the different stimulus conditions. Therefore, I define the 
dynamic gain as the slope of the stimulus-response curve around zero, normalized by the 
slope of the stimulus-response curve to a constant velocity in the same cell (see Methods). 
The dynamic gain of the H1-cell as a function of the velocity standard deviation for all three 
velocity low-pass filter time constants is shown in Figure 3.7. A few interesting 
characteristics emerge from this graph. First of all the dynamic gain never reaches 1, or the 
slope of the stimulus-response curve for a colored-noise stimulus is never larger than the 
stimulus-response curve for constant velocities. The larger the time constant, or the slower 
the change in velocity, the steeper the stimulus-response function and therefore the higher the 
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dynamic gain. In contrast if the velocity standard deviation is large, the dynamic gain is 
small, because the stimulus-response curve adapts to cover the larger range of velocities. The 
same stimuli were used to create the input to a one dimensional array of EMDs. The dynamic 
gain from the array of Reichardt detectors looks very similar to the dynamic gain in the H1-
cell for all stimulus conditions tested in Figure 3.7. The small differences between the two 
curves are probably due to sampling errors in the estimate of the stimulus-response curve 
slope. This suggests that the underlying mechanism for the dynamic adaptation of the H1-cell 
is the same mechanism that is used by the Reichardt detector model. The Reichardt detector 
model achieved this adaptation without any change in the model parameters; it happened 
automatically. The simulations were done in a purely deterministic way and no noise was 
added, suggesting that adaptation of the stimulus-response function is an automatic outcome 
of the Reichardt detector model. 
 
Figure  3.7 Dynamic gain for experiments and the motion detector model. (A) The dynamic gain of the H1-cell 
for all standard deviations and time constants tested. Mean and standard error bars for 9 flies (2000 ms), 10 flies 
(500 ms) and 11 flies (100 ms). (B) The dynamic gain calculated from the Reichardt motion detector model 
(Figure 2.8) for the standard deviations and correlation times tested in the experiments.  
Since the effect of time constant and standard deviation act against each other, it is possible 
that the adaptation of the system functions responds to acceleration and not just to motion. If 
a stimulus was doubled in velocity but at the same time made twice as slow, then the change 
in velocity over time, or the acceleration would be the same. If adaptation responded only to 
acceleration then the dynamic gain curves should line up if the standard deviation of the 
velocity is normalized by the velocity time constant. Figure  3.8 shows the same curves as 
before but this time plotted vs. σ/τ0. The curves however do not line up either in the 
experiments or in the model suggesting that the system is not just responding to acceleration.  
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Figure  3.8 Dynamic gain vs. acceleration. The same plots as Figure 3.7 only plotted (σ) over (τ0) as a measure of 
acceleration. (A) and (B) show the results for experiments and model respectively. 
Cross-correlations 
 
Figure  3.9 The normalized cross-correlation between stimulus and response. For all curves the mean and 
standard error of the mean are shown from 11, 10 and 9 flies for (A), (B) and (C) respectively. (D) shows the 
cross-correlation for all of the different standard deviations tested within τ0=100ms. 
Part of the data analysis involved taking the cross-correlation between the stimulus and the 
response in order to measure the stimulus-response function where the response to a stimulus 
is at its maximum. The time-lagged cross-correlation between the stimulus and response is a 
measure of how strongly the two signals are correlated at different time points. It is also 
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considered a measure of how much delay exists between the stimulus presentation and the 
H1-cell response. In other words, the time lag at which the cross correlation has a maximum 
is generally viewed as the delay from when the stimulus occurs to when the cell fires a spike 
in response to the stimulus. The cross-correlations also changed for different velocity 
standard deviations. Figure 3.9 shows the time-lagged cross correlation between stimulus and 
response for the different stimuli presented. The time delay at the max-correlation between 
the two signals changes with the standard deviation (σ) and with the time constant (τ0) of the 
stimulus. The time delay decreases with increasing standard deviation. In addition, the cross 
correlation function is broader for smaller deviations and then becomes narrower as standard 
deviation increases (). This is a confirmation that the shape of the cross-correlation is not 
entirely dependent on the temporal correlations in the stimulus, because the temporal 
correlations in this case are the same. The peaks of the cross-correlation curves become more 
concurrent as the stimulus time constant (τ0) increases and the cross-correlation function 
broadens, for all standard deviations. This is probably due in part to the broadening of the 
stimulus auto-correlation, which is just an exponential function with a time constant equal to 
the low-pass filter time constant (τ0). This adaptation in the temporal relationship between the 
stimulus and response suggests that the H1-cell adapts not only its gain function to the 
statistics of the stimulus but also the speed at which it responds. With this form of adaptation 
the cell can respond more quickly to a fast changing stimulus, and slower to a slowly 
changing stimulus.  
 
Figure  3.10 Stimulus-response correlations experiments and model. (A) shows the same results as in  for τ0 = 
100 ms, mean and standard error for 11 flies. (B) shows the cross-correlation between the same stimuli as in 
(A), and the resulting EMD response. 
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The adaptation in the stimulus-response cross correlation was also found in the Reichardt 
detector model () As the standard deviation (σ) was increased, the peak cross-correlation 
between the stimulus and the response became smaller, and the overall time-lagged 
correlation function was narrower. In addition, larger stimulus time constants had a broader 
cross correlation function and the difference in the location of the peak cross correlation for 
different stimulus standard deviations (σ) was diminished. The delay in the Reichardt detector 
model was much less than in the experiments. This could be due to additional delays due to 
physiological processes that are in the fly visual system that are not represented by the 
motion detector. This adaptive property is again an automatic function of the Reichardt 
motion detector and occurs without any change in the model parameters.  
Dependence on Visual Pattern 
 
Figure  3.11 Dynamic gain of the motion detector model for a sinus and a square wave visual pattern.  The 
modeling results from an array of the full Reichardt detector for the exact same stimuli used in the experiments 
but with a square wave pattern (C). (A) shows the model dynamic gain for both stimulus patterns for τ0 = 100 
ms, (B) τ0 = 500 ms, and (D) τ0 = 2000 ms.  
The automatic property of dynamic adaptation in the Reichardt detector suggests that some 
inherent characteristic of the detector model is responsible for the adaptation. Only a non-
linear system can respond to inputs in an automatically adaptive way. Therefore I looked into 
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the possible sources of non-linearity in the Reichardt detector model. The visual pattern is 
one source of non-linearity in the model that is easily manipulated. Therefore I examined the 
response of the H1-cell and the motion detector to different visual patterns.  shows the 
dynamic gain of the EMD simulations when either a sinusoidal grating or a square grating 
was given. The velocity profiles were the same used for the previous experiments, and no 
photon or internal noise was added. In general, the sinusoidal grating produced a higher gain 
than the square grating, suggesting that adaptation was stronger for a sine wave pattern. The 
slope of the dynamic gain curve with respect to velocity standard deviation was similar for 
both sinusoidal and square wave patterns; both showed an inverse relationship between 
velocity standard deviation and dynamic gain (). The dynamic gain also increased with an 
increasing velocity low-pass filter time constant for both square and sine wave patterns, 
although the square wave dynamic gain was consistently lower than that of the sine wave (C).  
 
Figure  3.12 Dynamic gain of H1-cell for sinus and square wave visual patterns. (A) Mean and standard error of 
the mean for n = 8, stimulus time constant τ0 = 100 ms. For (B) and (D) n = 6 flies, and the stimulus was low-
pass filtered with time constants τ0 of 500 ms and 2000 ms respectively. (C) shows the entire experimental 
results for the square wave visual pattern.  
The same stimuli were also tested in the H1-cell. For all stimuli tested, the square wave 
dynamic gain was consistently higher than the sine wave dynamic gain (). This is the opposite 
of what was found in the Reichardt detector simulations. In addition, the square wave 
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dynamic gain for a 2000 ms τ0 and a 0.1 Hz σ was higher than one. Simulations and modeling 
work suggest that the dynamic gain in the Reichardt detector should never be higher than one. 
All other characteristics of the dynamic gain were in agreement with the Reichardt detector 
model. The shape of the dynamic gain with respect to velocity standard deviation was similar 
in the Reichardt detector and in the experiments.  
 
Figure  3.13 H1-cell response to higher harmonics of a square wave. The response of the H1-cell to a full size 
sine (A) and square wave (B) were measured along with the response to a sine wave that was a third (C) and a 
fifth (D) of the original wavelength, which correspond to the third and the fifth harmonic of the square wave. 
Data shown here are from responses averaged over 200 trials for one fly. 
I then looked into possible explanations for the discrepancy between the model and the 
experiments. First I examined the difference between the sinusoidal and square wave patterns 
in the fly. In order for the cell to respond uniquely to the square wave instead of just to a sine 
wave, the higher harmonics of the square wave must be above twice the interomatidial 
distance, or the Nyquist limit of the system. I therefore tested the response of the H1-cell to a 
step in velocity for a sine wave, square wave, and its higher harmonics. Figure 3.13 shows the 
response of the H1-cell to a step velocity function of 2.0 Hz, which is the optimal contrast 
frequency for the H1 (Eckert, 1980). The response of the H1-cell to a sine wave differed from 
the response to a square wave. The higher harmonics of the square wave are visible in the 
response PSTH of the square wave (B). Then a velocity step of 2 Hz was shown to the fly 
using a sine wave pattern with wavelengths equal to the 3rd and 5th harmonic of the square 
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wave (C&D). It is possible to see that the H1-cell also responds to the 3rd and 5th harmonic of 
the square wave. Therefore the discrepancy between the model and the experiments is not 
due to sampling problems between the sine and the square wave.  
 
Figure  3.14. Dynamic gain for square and sine wave gratings experiments and simulations. The same curves as 
in  and Figure 3.12 for velocity time constants of (A) τ0 100 ms, (B) τ0 500 ms, and (C) τ0 2000 ms. In the 
experiments, the square wave gain was always higher than the sine wave gain, for all velocity standard 
deviations and time constants tested. 
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Figure 3.14 shows difference between the dynamic gain for both the square and the sine wave 
from the model and the simulations as a comparison. Strangely enough, adaptation in the 
stimulus-response cross-correlation was the same between the simulations and the 
experiments.  shows the normalized cross-correlation between the stimulus and the response 
for a sine wave and for a square wave. The time delay between the stimulus and the response 
is shorter for a square wave pattern than for a sine wave pattern. The results for all standard 
deviations and stimulus time constants look very similar between the model and the 
experiments. The simulations predict that the sine and square wave pattern stimulus-response 
cross-correlation should have similar peaks, but that the downward slope after the peak is 
steeper for the square wave than for the sine wave pattern, which was also found in the 
experiments (Figure 3.15). The experiments show an overall delay or rightward shift in the 
cross-correlation, but this is most likely due to additional delays between the retinal input and 
the H1-cell output that are not specified in the motion detector model.  
 
Figure  3.15 The normalized cross-correlation for sine and square wave patterns. The thin lines represent the 
model results and the lines with error bars represent the mean and standard error from 8 flies. In both graphs τ0 = 
100 ms; and σ = 0.1 and 1.0 Hz for (A) and (B) respectively. 
Another possible explanation for the discrepancy between the model and the experiments is 
due to saturation of the firing rate when the square wave pattern was used, particularly in 
response to the constant velocity. The square wave function leads to an extremely high firing 
rate in the step response and it is therefore possible that the firing rate saturated for the square 
wave pattern, leading to higher dynamic gain values. I retested 3 flies for the difference 
between the sine and the square grating at a low contrast (10%) and found no difference in 
the relative locations of the curves (Figure  3.16). When performing the experiments, I noticed 
that the H1-cell seemed to respond to the square wave in general much better than a 
sinusoidal wave, particularly at low light levels or contrast levels. The H1-cell responded to 
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motion of a square wave pattern at much lower contrast values than to motion of a sine wave 
pattern. 
 
Figure  3.16 The effect of contrast on firing rate saturation and dynamic gain. (A) the four curves represent the 
mean PSTH for 3 flies in response to a step in velocity from 0 to 0.1 Hz. The PSTH for a square wave is as high 
for 10% contrast as for 70% suggesting that the firing rate saturated. (B) dynamic gain at 10% contrast. Mean 
and standard error for 3 flies are shown for a 100 ms velocity time constant.  
Therefore I looked again at the firing rate in response to a velocity step from the three flies 
that were tested for both high and low contrast. I found that the firing rate for the square wave 
visual pattern was as high for a 10% contrast pattern as it was for a 70% contrast pattern, 
suggesting that the firing rate was saturating (Figure  3.16A). The constant velocity stimuli 
were used for the dynamic gain normalization, so that I can compare across flies. If the firing 
rate is saturated for a square wave pattern then the denominator for the dynamic gain is not 
large enough and the dynamic gain will be higher than expected. The square wave dynamic 
gain was in fact higher than predicted. It was impossible to find a single contrast in which the 
square wave did not saturate that sine wave pattern still elicited a response from the H1-cell 
to motion. 
I therefore switched from contrast to mean luminance in order to try and eliminate the firing 
rate saturation for square wave stimulus with constant velocity. I examined the firing rate in 
response to a number of different mean luminance values for both sine and square wave 
patterns in order to find a mean luminance and contrast combination where the response to 
the square wave pattern did not saturate but the response to the sine wave was robust. I found 
that the response of the H1-cell did not saturate at 4.5 cd/m2 mean luminance and 82% 
contrast. Therefore I performed the same experiments as before on three flies and found that 
the dynamic gain for a square wave grating was still higher than a sine wave, although the 
firing rate did not saturate. The dynamic gain for a sine wave and a square wave under these 
conditions were closer to one another than before, but they still did not match the results from 
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the Reichardt detector simulations. Therefore there must be some other mechanism that is 
affecting adaptation in the H1-cell that is not specified in the Reichardt detector model.  
 
Figure  3.17 Dynamic gain at low mean luminance levels. (A) The dynamic gain as a function of velocity 
standard deviation for a sine and a square wave pattern. Mean and standard error for three flies are shown at τ0 = 
100 ms. (B) The PSTH for a square and a sine wave in response to a constant velocity. Black and green lines 
represent the response to a square or sine wave respectively at 10.5 cd/m2 mean luminance and 98% contrast. 
Red and blue lines represent the response to a square or sine wave respectively at 4.5 cd/m2 mean luminance and 
82% contrast.  
It is possible that there are some features of the adaptation that I found here that are due to the 
cellular spiking mechanisms or to other mechanisms that are not directly related to the 
Reichardt motion detector. Although the experiment and simulation results were not 
consistent with one another, it is still possible that the mechanism for dynamic or automatic 
adaptation in the H1-cell of the fly visual system.  
Time Course of Adaptation 
The dynamic gain control of the elementary motion detectors has the potential to occur on 
very fast time scales, due to the fact that no parameter needs to be modified in the system. In 
order to look at the time scale of automatic adaptation, I performed an experiment where the 
velocity standard deviation was switched 0.5 Hz and 5.0 Hz and the time constant was kept 
constant at 100 ms throughout the experiment. I also switched the velocity time constant from 
50 ms to 500 ms, setting the variance to 1.0 Hz to examine the time scale of adaptation to the 
temporal correlations of the velocity profile. One standard deviation or time constant was 
shown for 10 seconds before switched to the other standard deviation/time constant and then 
after another 10 seconds the entire 20 seconds was repeated with a new set of randomly 
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generated velocity values. Trials were presented to the fly without a pause between them such 
that the beginning and end of each stimulus could also be used for the analysis.  
Figure  3.18 shows the dynamic gain for a switch in both standard deviation and time constant 
for the experiments and the model. The dynamic gain in Figure  3.18 was calculated over two 
seconds in order to have an accurate estimate of the stimulus statistics and the stimulus-
response curve. Similar results were also found when the gain was calculated using one 
second of the stimulus and response, only the fluctuations in dynamic gain for each second 
were greater. For both (σ) and (τ0), the experimentally calculated dynamic gain changed 
immediately after the switch in the stimulus properties. The only time when the dynamic gain 
took longer to adapt was when the velocity time constant was changed from 50 ms to 500 ms 
(Figure  3.18C). The same was true for the Reichardt detector model. When simulated with 
the same velocity profiles, the dynamic gain of the Reichardt detector looked very similar to 
the dynamic gain found in the experiments. 
 
Figure  3.18 Comparison of motion detector simulations and H1-cell gain in response to a switch in either 
standard deviation or correlation time. (A) Mean and SE for 11 flies of the dynamic gain for a switch from 0.5 
Hz σ to a 5.0 Hz σ (τ0 = 50.0 ms). (B) The response of a simulated one dimensional motion detector array to the 
exact same stimuli as used in the experiments. (C) Mean and SE for 10 flies of the dynamic gain for a switch 
from τ0 = 50.0 ms to 500.0 ms (σ = 1.0 Hz). (D) Same as in (C) but for the simulation Reichardt detector array.  
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One problem with the method for calculating dynamic gain was that the dynamic gain was 
highly dependent on the part of the stimulus that it was calculated from. This is due to 
sampling issues; the dynamic gain was calculated over two seconds of time and these two 
seconds did not always contain all or even a large number of the total possible stimuli, 
making the statistics over the current time window much different than the overall statistics 
of the signal. Therefore I simulated the motion detector array with 300 different velocity 
signals all with the same properties, to get an idea how the motion detector performs in 
general to a change in either the velocity standard deviation or time course.  
 
Figure  3.19 Motion detector dynamic gain during a switching experiment. 300 different random stimuli of 20 
seconds long were used as inputs to the full Reichardt detector model. (A) The τ0 was 100 ms and the σ switch 
was from 5.0 Hz to 0.5 Hz. (B) The σ was 1.0 Hz and the τ0 switched from 50 ms to 500 ms. Mean and standard 
error from the 300 repetitions are shown. 
These simulations show that the variations within a single standard deviation are probably 
due to the sampling problems and that the gain is relatively constant over time for a single 
standard deviation and time constant. The switch in gain from one standard deviation to the 
next appears to occur sometime within the first 1-2 seconds after the switch, and the overall 
deviation in time and between trials is very small. It is also interesting to note that the change 
in gain for an order of magnitude change in velocity time constant is much smaller than the 
gain change for an order of magnitude change in velocity standard deviation.  
Pooling stimuli and responses over two seconds after a switch in the properties of the 
stimulus is not very informative about the time course of adaptation after a switch. Therefore 
I used 500 permutations of the same stimuli used in the experiments to calculate the dynamic 
gain in the Reichardt detector on faster time scales. Using a 100 ms window I examined the 
time course of the dynamic gain after a switch in both directions. Figure  3.20 shows the 
 79 
Results 
dynamic gain over the full 10 seconds after a switch in either velocity standard deviation or 
velocity low-pass filter time constant with 100 ms time resolution. In all cases the dynamic 
gain of the Reichardt detector went to zero at the over the switch. For a switch in the velocity 
standard deviation, when the standard deviation was switched from 0.5 Hz to 5.0 Hz the gain 
rose quickly to a peak in approximately 400 ms and then settled back down to a steady value 
within one second (Figure  3.20A). The dynamic gain remained constant over the remaining 
nine seconds. When the standard deviation was switched from 5.0 Hz to 0.5 Hz the dynamic 
gain rose more slowly, and did not reach a peak. The dynamic gain slowly leveled off but 
there were large fluctuations in the dynamic gain throughout the whole ten seconds.  
 
Figure  3.20 Dynamic gain of the Reichardt detector in response to a switch in the velocity standard deviation or 
time constant. 500 different random stimuli were used as inputs and the gain was calculated with a sliding 
window of 100 ms. (A) The dynamic gain in response to a switch in velocity standard deviation (blue curve). As 
a control the gain was calculated for the stimulus-response curve when the stimulus was switched (black curve). 
(B) The dynamic gain in response to a switch in velocity time constant.  
For a switch in the velocity low-pass filter time constant, when the time constant switched 
from 50 ms to 500 ms, the dynamic gain of the Reichardt detector rose from 0 relatively 
slowly to a peak dynamic gain at around two seconds. Then the dynamic gain decreased 
slightly and settled on a constant value within four seconds. When the velocity time constant 
was switched from 500 ms to 50 ms, the gain rose quickly without overshooting and settled 
on a value within 600 ms (Figure  3.20B). In addition, I performed a control to see whether 
the dynamic gain values and fluctuations over the switch were really a function of the 
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parameters that I tested. I took the response from one standard deviation and the stimulus 
from the other standard deviation and calculated the dynamic gain again. The dynamic gain 
of the control remained approximately zero over the entire course of the control, using 100 
ms time bins, suggesting that the temporal fluctuations of the gain are in fact an effect of the 
standard deviation and the temporal correlations in the velocity (Figure 3.20A). 
 
Figure  3.21 The statistics of the stimulus over a change in velocity time constant. The probability density 
function for the stimuli used in Figure  3.20B across the switch in velocity time constant from 500 ms to 50 ms at 
10 seconds. A sliding window of 20 ms was used to pool the stimulus values.  
In addition to the change in dynamic gain over the switch in velocity standard deviation or 
velocity temporal correlations, I examined the probability distribution of the velocity profile 
across the switch. Figure 3.21 and Figure  3.22 show the probability density function one 
second before and one second after the switch in velocity low-pass filter time constant and 
velocity standard deviations respectively. The probability density function does not change 
significantly during a switch in the velocity temporal correlations. The probability density 
function broadens slightly at the switch (Figure 3.21), but no large change is expected 
because the variance of the velocity profile remains the same. During a switch in the velocity 
standard deviation on the other hand, there is a strong change in the probability density 
function over the switch. The probability density function becomes much more peaked 
because the entire range of the distribution is still broad from the 5.0 Hz standard deviation 
velocity profile but there are significantly more small values from the 0.5 Hz standard 
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deviation velocity profile (Figure  3.22). The distribution over the switch is therefore highly 
non-Gaussian. This peak was present for a switch in either direction (data not shown). 
 
Figure  3.22 The statistics of the stimulus over a change in velocity standard deviation. The probability density 
function for the stimuli used in Figure  3.20A across the switch in velocity standard deviation from 5.0 Hz to 0.5 
Hz at 10 seconds. A sliding window of 20 ms was used to pool the stimulus values. 
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In this work, I examined the adaptive properties of the H1-cell and the Reichardt detector in 
response to the statistics and temporal correlations of a dynamic stimulus, namely a Gaussian 
colored noise velocity profile. I found that the H1-cell and the Reichardt detector model 
adapted their stimulus-response function to both the standard deviation and the temporal 
correlations by changing the slope or the gain of the function. I also showed that the cross-
correlation between the stimulus and the response adapted to the statistics and temporal 
correlations of the stimulus, both in the model and in the experiments. The degree of the 
stimulus-response curve adaptation was dependent on the visual light intensity pattern and 
not just to velocity. Finally I demonstrated that this dynamic gain adaptation in the Reichardt 
detector model switches over time in a similar way as in the H1-cell experiments, and I 
characterized the time course of adaptation in the model. These experiments demonstrate, in 
my opinion that the Reichardt detector model accounts for dynamic gain adaptation in the 
H1-cell of the blowfly.  
4 Discussion 
In this section, I will discuss the significance of my findings on different areas in 
Neurobiology. The dynamic gain adaptation found in this work is an inherent property of the 
Reichardt detector. I will examine the theoretical basis for this adaptation in the Reichardt 
detector model. I will look at previously studied examples of automatic adaptation and 
discuss general principles that lead to dynamic adaptation without parameter change. The 
results from this work will also be examined from the standpoint of efficiency in neural 
coding. I will address the question whether the different forms of dynamic adaptation that I 
found result in an efficient code. The results will be compared to previous adaptation found in 
the H1-cell to see if they are in agreement. The concept of ambiguity in an adaptive neural 
code will also be addressed here.  
The results will then be used to argue that the Reichardt detector continues to be the most 
accurate model for motion detector in the fly and perhaps in many other systems. I will 
discuss analytical work done with Haim Sompolinsky to find an analytical solution to 
adaptation in the Reichardt detector. Then adaptation in the gradient detector scheme will 
also be shortly examined. I will then address the discrepancies found between the Reichardt 
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detector and the H1-cell and discuss the potential causes of the discrepancy. The results on 
the visual pattern will also be examined in the context of natural scenes. I will then talk about 
the physiology of the fly visual system and how it relates to the results found. I will discuss 
the putative location of the motion detector in the fly visual system and the properties of the 
H1-cell that might also influence the results found in this work. Lastly I will explain the 
functionality of the H1-cell in the larger context of LPTCs. In particular, I will look at how  
dynamic gain adaptation may affect the role of the H1-cell in the larger network. 
Generality 
In contrast to the commonly accepted view that adaptation requires a change in parameters, 
the Reichardt detector adapted its response properties to the standard deviation and time 
constant of the velocity profile without any change in the system. This finding raises the 
question whether the Reichardt detector model is unique in its ability to adapt to the stimulus 
without a parameter change, or whether this is a general principle that may be found in other 
sensory systems. If this is a general principle it also raises the question what is the minimal 
set of operations that are required for such a system to adapt automatically, and what specific 
features of the Reichardt detector model lead to this form of adaptation.  
Examples of automatic adaptation 
Other scientists have discovered gain adaptation and proposed mechanisms for automatic 
gain adaptation in different sensory systems. Dynamic clamp experiments in somatosensory 
layer 5 pyramidal cells of the rat were given background variable synaptic currents as well as 
a driving current (Chance et al., 2002). These cells exhibit change the stimulus-response 
curve for the driving current in response to balanced background current injection. Increasing 
the variance of the variable background current increases the noise in the cell which changes 
the slope of the input-output function. As the background variance increases, the stimulus-
response curve for the driving current broadens. In addition an increase in the variance of the 
background synaptic current also increases the conductances which shifts the input-output-
curve for driving current to the right (Chance et al., 2002).  
Another biophysical mechanism for dynamic gain control was proposed for contrast 
adaptation in salamander retinal ganglion cells (Kim and Rieke, 2003). Variable current 
injections were performed where the variance of the current injected was changed and the 
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stimulus-response function aapted. The authors suggest that a slow Na+ inactivation causes 
the amount of Na+ to depend on the past history of action potentials and subthreshold 
voltages. Increasing the variance of Gaussian input current fluctuations therefore reduces the 
available amount of Na+ which in turn increases the threshold for spike generation (Kim and 
Rieke, 2003). The results of these experiments were then examined using a Hodgkin-Huxley 
model neuron with ionic currents known to be present in retinal ganglion cells. This study 
and the previous one both propose physiological mechanisms that lead to adaptation without 
any change in the parameters of the system, or cells in this case. Therefore inherent 
adaptation of the stimulus-response function in response to variable inputs is not just a 
mathematical principle; it also occurs as a direct result of physiological phenomena. 
Model neurons themselves also appear to have automatic adaptation mechanisms for 
stimulus-response function adaptation in response to variable inputs. A leaky integrate-and-
fire model (LIF) was found to have dynamic gain control in response to the mean and 
variance of Gaussian white noise inputs (Yu and Lee, 2003). A benefit of the LIF model is 
that it is possible to look at the analytical sources for the model’s behavior. The authors 
analytically examined the model with respect to adaptation and found a mathematical 
explanation for adaptation in the neuron. A combination of the linear and non-linear 
components of the LIF leads to a saddle node bifurcation point at a specific mean input value. 
This mean value determines when the model cell begins to spike. As the variance of the input 
signal is increased, the probability that the voltage crosses threshold leading to a spike also 
increases and therefore the bifurcation point shifts towards lower mean input values. The 
input-output function adapts as a result of the automatic shift in the bifurcation point.  
Adaptation mechanisms in the Reichardt detector 
Finding an analytical solution to the response of the Reichardt detector to a sinusoidal grating 
with Gaussian velocity inputs is not as simple as in the LIF model, although a generalized 
form has been found (Borst et al., 2005). In addition, the formulas are complicated enough 
that it is difficult to have an intuitive feeling for what properties of the Reichardt detector lead 
to dynamic adaptation. A simple model neuron was constructed in order to gain an intuition 
for the possible mechanisms of adaptation in the Reichardt detector model (Borst et al., 
2005). The stimulus ensemble consisted of several correlated Gaussian variables . In reality 
the correlations may come from the statistics of the stimulus itself or from preprocessing that 
is
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occurs in the photoreceptors. The signals are then passed through a non-linear squashing 
transfer function  and then linearly summed to produce the output (Figure  4.1).  )( isf
 
Figure  4.1 A general model for automatic gain control. Gaussian distributed correlated inputs si with the same 
variance and correlations are fed through a non-linear transfer function and then are linearly summed at the end. 
This leads to automatic gain control as a function of stimulus variance and standard deviation similar to what 
was found in the Reichardt detector. Adapted from (Borst et al., 2005). 
The effect of the standard deviation or temporal correlations can be made clear by looking at 
the response to a single variable, for instance s2. The response of the model neuron to the 
value of s2 is not only dependent on the direct response to s2,  but also on contributions 
from the other stimuli, . The relative weight of the contributions from other stimuli 
depends on the variance of the stimuli and on the correlations between the stimuli. 
Adaptation arises therefore through the change in the significance of the additional stimuli to 
the overall response of the neuron to a single stimulus.  
)( 2sf
)( isf
This phenomenon is represented graphically in Figure  4.2. The probability distribution of a 
given stimulus s2 is a function of the stimuli around it. Figure 4.2A shows the original 
probability distribution for s2 (black dotted curve) and the corrected probability distribution 
when s1 is fixed to a certain value and there are correlations between the inputs. The 
probability curve is narrowed by a factor of 21 c− where c is the correlation coefficient 
between s1 and s2, and shifted in the direction of s1. In other words, the probability of having 
s2 is in a specific location with a narrower range due to the fact that s1 is specified and the two 
values are correlated. In this case the correlation coefficient in 0.5. The resulting stimulus-
response curves are shown in Figure  4.2B. The authors suggest that in the case of motion 
detection the different inputs si can be seen as the velocities at different times with 
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correlations that depend on the low-pass filter time constant used (Borst et al., 2005). The 
non-linearity in the experiments is then the visual pattern itself, in this case a sinusoidal 
grating.  
 
Figure  4.2 The effect of one stimulus component on another (from model in Figure 4.1). (A) The probability of 
stimulus s2 occurring when stimulus s1 is known and the stimulus components are correlated. The black dotted 
curve is the original probability density for s2. The red, blue and green curves are the probability densities for s2 
when s1 is 0, -5.0 or 5.0 respectively. (B) The resulting stimulus-response function for varying standard 
deviations and correlation coefficients: σ = 1, c = 0.5, black, σ = 10, c = 0.5, red and σ = 1, c = 0.8, blue. From 
(Borst et al., 2005). 
Another way to understand dynamic adaptation of the stimulus-response function is to think 
of the stimulus-response function as a dimensionality reduction. The Reichardt detector does 
not just respond to the velocity at one specific time, but it responds to the entire stimulus 
ensemble from that specific time to a point back in time that is determined by the filtering 
properties of the Reichardt detector. Additional correlations in the stimulus will alter the 
relative contribution of the previous stimulus velocities to the response of the Reichardt 
detector at that particular time. The stimulus-response curve reduces the response of the 
motion detector or H1-cell from a multi-dimensional representation of the response of the 
system to a particular set of velocities, down to the response of the system to the velocity at a 
single point.  
The general model proposed in (Borst et al., 2005) only looks at the filtering and non-linear 
properties of the stimulus itself. There exist, however, additional filtering properties and a 
non-linear multiplication step in the Reichardt detector model that could greatly influence the 
outcome of the system. It would therefore be interesting to see what happens to automatic 
gain control when the system is more complex. One way to test this would be to place two of 
the simplified models in series to see if additional properties arise that are not present in the 
simplified model. Similarly one could examine dynamic adaptation in the Reichardt detector 
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model when the stimulus correlations are removed. The simplified model presented suggests 
that the correlations in the stimulus are responsible for dynamic adaptation. The filtering 
properties of the Reichardt detector introduce correlations in the signal that could also lead to 
dynamic adaptation. Therefore, by removing the correlations in the stimulus it would be 
possible to separate the stimulus mechanisms from the Reichardt detector mechanisms for 
dynamic adaptation.  
In principle the simplified model of dynamic gain shows us: 1) that the visual pattern itself, if 
non-linear, can have a large effect on the stimulus-response function and 2) that the principle 
of automatic gain control, that is adaptation without any change in internal parameters, could 
very well be found in many other systems. Indeed these principles have already been 
described in a number of other sensory systems. It appears as if there are multiple 
mechanisms available for a system to achieve dynamic gain control and it is very possible 
that more than one mechanism can be operating simultaneously. Two unifying properties are 
present in all of the examples of dynamic gain control above:  
• The response of the system at one time point depends on the past history of inputs to 
the system (in the LIF model the voltage was dependent on the previous inputs with a 
time constant based upon the capacitative properties of the neuron) and 
• The system has at least one non-linear computation that gives the system the 
possibility for chaotic behavior. 
Adaptation of individual neurons and the Reichardt detector 
This presents the question whether the Reichardt detector is really the appropriate level of 
abstraction for the experimental results found in this work. I believe that previous evidence in 
favor of the Reichardt detector in the fly visual system combined with the similarity between 
the dynamic gain found in the simulations and in the experiments all speak in favor of the 
Reichardt detector model. Understanding the general principles of dynamic gain control does 
however provide clues as to where discrepancies between the model and the experiments 
could arise. 
If the generic mechanisms for dynamic adaptation are correct, then every neuron has the 
capability to automatically change its transfer function in response to the statistical properties 
and time course of dynamical inputs. Then the question arises whether all cells exhibit 
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dynamic adaptation. If spike generation causes dynamic adaptation then the H1-cell has an 
additional mechanism for adaptation that is not explained by the Reichardt detector alone. 
This additional adaptation could explain some of the discrepancies between the H1-cell 
adaptation and the adaptation of the Reichardt detector model. It will be important to look at 
adaptation to the statistics of a velocity stimulus when a Reichardt detector and a spiking cell 
are placed in parallel. In addition, if all spiking cells exhibit adaptation then it is unclear 
whether any absolute information can be transmitted in the nervous system. The question of 
ambiguity will be addressed in the following section.  
Efficiency 
Adaptation in the nervous system allows for a system with a smaller dynamic range than the 
sensory input to adjust its transfer function to the current statistics of the sensory input. This 
not only allows for the system to cover the entire range of the sensory input but also allows 
the system to code for the stimulus in an optimal way, maximizing the information about the 
stimulus that is carried in the response. It was proposed that a neuron maximizes its 
information capacity about a specific stimulus when it adapts its stimulus-response function 
to the statistics of the stimulus distribution (Laughlin, 1981a). My work demonstrated that the 
H1-cell and the Reichardt detector changed their stimulus-response curve to the statistics of 
the stimulus; in particular they broadened or narrowed the response range with respect to the 
standard deviation of the stimulus. Therefore, the adaptation found in this work may provide 
a method to optimize the information between the stimulus and the response in the fly visual 
system. 
It was previously found in the H1-cell that increasing the stimulus entropy and stimulus 
strength by increasing the stimulus variance does not change the information rate between the 
stimulus and the response () (Borst, 2003). The dynamic gain adaptation found in this work is 
a likely explanation for the constant information rate over different stimulus entropy values. 
The question remains whether the mutual information is still constant over the larger range of 
velocity variances and over different velocity time constants that were tested in this work. 
This question was not specifically addressed in this work but a there are a few hints about the 
possible information rate of the H1-cell in the nature of the stimulus-response curves for 
different stimuli.  
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Figure  4.3 The information rate of the H1-cell in response to Gaussian white noise in the velocity signal. The 
three different bars correspond to velocity standard deviations of 3 Hz, 6 Hz and 12 Hz for peak velocities of 
100 deg/sec, 200 deg/sec and 400 deg/sec respectively. From (Borst, 2003). 
If the transfer function or the stimulus-response curve of a neuron is a monotonically 
increasing function that corresponds to the cumulative probability distribution of the input 
signal, then the information capacity of a neuron is maximized for that particular stimulus 
(Laughlin, 1981). In this case, the responses to frequently occurring stimuli are more spread 
out leading to a higher resolution for frequent stimuli than for infrequent stimuli. The 
stimulus-response function in this work was not always monotonically increasing. For 
standard deviations of 1.0 Hz and higher, the response of the H1 dropped off towards the 
higher velocities. This would suggest that the information capacity of the H1-cell is not 
constant over all of the velocity standard deviations tested in this work. For lower standard 
deviations, the stimulus-response curve was monotonically increasing, and therefore the 
information capacity for standard deviations less than one may be maximized. The 
information rate calculated in (Borst, 2003) was from velocity standard deviations that are 
higher than 1.0 Hz. Therefore it is possible that for smaller standard deviations, the 
information rate increases. Interestingly, the drop-off in response amplitude for higher 
stimulus standard deviations is also predicted by the Reichardt detector. Therefore the drop-
off for higher velocities may have biological efficiency advantages that we do not understand 
yet.  
Other studies have already demonstrated that the stimulus-response curve for a Gaussian 
white noise stimulus does in fact maximize the information about the stimulus (Brenner et al., 
2000). In that study, the measured stimulus-response function was stretched or contracted by 
a constant (λ) and the information per spike calculated for the new stimulus-response 
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relationship. Brenner et al. (2000) found that the experimentally obtained stimulus-response 
curve (lambda = 1) had the highest information in bits about the stimulus for all of the 
velocity standard deviations tested (Figure  4.4). 
 
Figure  4.4 Information per spike as a function of lambda. The stimulus-response function was stretched or 
contracted by a factor lambda, and the resulting mutual information was calculated. The measured stimulus-
response function resulted in the highest information rate. From (Brenner et al., 2000) 
An additional question is how the information rate changes during a switch from one standard 
deviation to another. When switching from one adapted state to another it is easy to imagine 
that the information about the stimulus will decrease during the switch. However, it was 
found that when the stimulus was switched between two different standard deviations, the 
information in bits per spike remained almost constant (Figure  4.5).The switch from a higher 
standard deviation to a lower standard deviation (open circles in Figure  4.5) resulted in a 
slight decrease in information just after the switch. The authors claim that this is due to noise 
in the photoreceptors that make it more difficult to detect the change from a high to a low 
standard deviation within a time window of about 40 ms (Fairhall et al., 2001). This 
phenomenon is also understandable in the context of automatic adaptation of the motion 
detector. Adaptation to the velocity standard deviation occurs in the Reichardt detector 
without any change in the parameters of the model, and therefore has the ability to occur 
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immediately, maintaining the information rate during a switch between two standard 
deviations.  
 
Figure  4.5 Information per spike (information rate divided by firing rate) as a function of the time relative to a 
switch in stimulus standard deviation. Information per spike was calculated around a switch in the standard 
deviation. The information in each word W about the probe z used is plotted for an upward switch in standard 
deviation and a downward switch in deviation. The information per spike in each word about the standard 
deviation was also plotted. Adapted from (Fairhall et al., 2001) 
Examining the influence of the shape of the stimulus-response curve on the possible 
information rate is another topic that should be addressed both theoretically and 
experimentally. The amount of data collected in this work was too small in order to calculate 
the information rate or information per spike found in the experiments; however it will be an 
important step for the future.  
Efficient representations of correlations 
There is little research on what constitutes an efficient representation of a stimulus with 
respect to the temporal correlations in the stimulus; most of the research on dynamic 
adaptation of the stimulus-response curve relates to the variance of the stimulus. In this work 
however, I also examined the effect of the low-pass filter time constant of the stimulus on 
adaptation of the stimulus-response curve. It is unclear whether adaptation to the temporal 
correlations of the stimulus results in an efficient code. The experiments and the results of the 
Reichardt detector show that the stimulus-response curve becomes steeper as the temporal 
correlations within the stimulus increase. This is perhaps related to the fact that the system 
has a probability of correctly knowing what the next velocity will be, or at least the range of 
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possible velocities, when the temporal correlations are high, and therefore the stimulus-
response curve becomes narrower, in order to have a better resolution for the velocities that 
are most likely to occur. This would be in consistent with the theory that neurons maximize 
their information capacity (Laughlin, 1981a). 
Changes in the cross-correlation between the stimulus and the response were also found in 
this work. As the stimulus standard deviation increased, the time to the peak cross-correlation 
shortened. The maximum cross-correlation is the time at which the correlations between the 
stimulus and the response are highest. The time at which the cross-correlation is at its 
maximum is also a measure of the time it takes for the system to respond to the stimulus. 
From this perspective, larger stimulus standard deviations lead to a faster response from the 
H1-cell and the Reichardt detector. It is potentially advantageous for the fly to be able to 
respond more quickly at higher speeds, which could potentially explain why this 
phenomenon exists in the fly, assuming the system is optimally designed. The Reichardt 
detector on the other hand is only a mathematical model, suggesting that there are also 
theoretical reasons why the system responds more quickly to a higher standard deviation that 
have not been discovered yet.  
Ambiguity 
An adaptive neural code allows the nervous system to maximize the information about the 
outside world, but it also leads to ambiguity in the interpretation of a signal. The signals 
themselves become only relative and not absolute and more information is needed about the 
input in order to reconstruct the absolute nature of the signal. Fairhall et al. (2001) suggested 
that the contextual information could be contained in other aspects of the code. The interspike 
interval, or the precise spike timing could contain the contextual information, as opposed to 
the firing rate, which is what they used to calculate the information rate. From the perspective 
of the fly however, it is not clear that information about absolute velocity is necessary. I 
would argue in the case of the H1-cell and in motion signals, that the relative speed of objects 
in the visual field is really the only important information for the system. If velocity 
information is necessary for the fly, then there are also additional vision pathways that are 
separate from the primary motion pathways that could encode for absolute velocity. The L3 
neurons of the lamina for instance are physiologically separate from the rest of the cells in the 
lamina, except for the photoreceptor cells, because they have no connections to interneurons 
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such as the amacrine cells or centrifugal cells. They could represent a visual pathway that is 
independent of the Reichardt detector system. 
If the simple model describing the mechanism behind dynamic adaptation in the Reichardt 
detector is correct (Borst et al., 2005), as well as the results from the leaky integrate-and-fire 
neuron (Yu and Lee, 2003), then every neuron in the nervous system has the potential ability 
to adapt to the statistics of dynamically varying inputs. This poses the question whether 
information can at all be encoded in the responses of neurons. Perhaps adaptation is part of 
the normal state of the system, and the absolute stimulus values are not encoded by neurons. 
Similarly, there is evidence that neurons have multiple states in which some could be 
adaptive and some non-adaptive. Numerous studies, however, suggest that the stimulus-
response curve and the firing rate are not the only sources of information in the neural code 
and that spike timing and groups of spikes can encode information in a manner that is not 
understood yet (Victor and Purpura, 1996; Van Rullen and Thorpe, 2001).  
Dynamic adaptation in motion detection 
This work suggests that the full version of the Reichardt detector with low-pass and high-pass 
filtering characteristics is the best model for explaining dynamic adaptation in the H1-cell of 
the fly. The HPLP Reichardt detector shows dynamic adaptation to the variance and temporal 
correlations of a Gaussian colored noise velocity profile that is very similar to results from 
the H1-cell. It also adapts its response time to the variance and temporal correlations in much 
the same way as the H1-cell. However this does not explain how other models for motion 
detection compare to the Reichardt detector. Therefore, in this section I provide evidence 
from other versions of the Reichardt detector and from the gradient detector that the HPLP 
Reichardt detector best explains dynamic adaptation in fly motion vision.  
The relationship between dynamic gain and the stimulus properties was analytically 
examined using the low-pass only version of the Reichardt detector (H. Sompolinsky 
unpublished). The LP Reichardt detector shows much less adaptation both to the velocity 
standard deviation and to the velocity time constant, however it does provide a more 
analytically tractable approximation to dynamic gain adaptation in the Reichardt detector. 
The approximation for the adaptation of the Reichardt detector to the velocity standard 
deviation and time constant is as follows: 
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dynG  is the dynamic gain, or the slope of the stimulus-response curve at zero, normalized by 
the slope of the response of the Reichardt detector to velocity steps close to zero. τL, τ0 and σ 
stand for the detector low-pass filter time constant the velocity low-pass filter time constant 
and the velocity standard deviation respectively. The formula is not ideal to describe the full 
gain of the Reichardt detector, but it does expose interactions between the stimulus 
parameters tested and the dynamic gain that were also found in the experiments. The dynamic 
gain is inversely related to the velocity standard deviation, which is seen in the experiments 
and the simulations. The effect of the stimulus time constant actually depends on the ratio 
between the velocity low-pass time constant and the time constant of the detector. If this ratio 
is small, i.e. if the velocity changes rapidly within the time-window set by the low-pass filter, 
the gain is strongly reduced. If the ratio is large, implying that the velocity changes slowly 
within the low-pass time-window, the gain approaches steady-state gain and therefore no 
adaptation occurs.  
The low-pass version of the Reichardt detector model only explained a small percentage of 
the dynamic gain found in the experiments; the dynamic gain was much less pronounced for 
higher velocity standard deviations. There are other realizations of the Reichardt detector 
model for instance where only 50 % of the second input channel is high-pass filtered or 
where there is an extra high-pass filter or band-pass filter in each of the input arms (Borst et 
al., 2003). However neither of these models worked nearly as the HPLP model when tested 
for the adaptive time constant of the impulse response. I did not test these models explicitly 
in this work nor did I look at their response to dynamic adaptation because they already did 
not explain adaptation of the decay time for an impulse response (Borst et al., 2003). 
Since all of the experimental results found in this study were supported by simulations done 
in the Reichardt detector model, it appears that the Reichardt detector is the mechanism 
behind dynamic adaptation in the H1-cell of the fly, and that the dynamic adaptation occurs 
without any change in the parameters of the model. However previous work has also shown 
that the high-pass filter of the Reichardt detector adapts to a constant velocity stimulus, 
thereby changing the decay time of the H1-cell response to a motion pulse (Borst et al., 
2003). This presents the question what the purpose of the high pass filter time constant 
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adaptation is for when adaptation can occur without any parameter change in the system. 
Adaptation of the high pass filter time constant occurred when the stimulus was transient, not 
in a dynamic situation such as Gaussian white noise.  
It was proposed that the Reichardt detector is implemented in the fly visual system under low 
signal to noise conditions but that the gradient detector is much more suitable for motion 
detection in high signal to noise situations (Potters and Bialek, 1994). Recent work has shown 
however, that the contrast frequency dependence of the Reichardt detector was found in the 
LPTCs also in high SNR conditions (Haag et al., 2004). The gradient detector was recently 
tested for dynamic gain to the statistics of a Gaussian colored noise stimulus, the same type 
of stimulus used in this work. It was shown that the gradient detector shows no dynamic 
adaptation to the velocity standard deviation (Figure 4.6) (Borst, 2006).  
 
Figure  4.6 The stimulus-response function from a gradient detector with Gaussian white noise inputs. The 
gradient detector shows no adaptation in its stimulus-response function to the standard deviation of the velocity. 
Adapted from (Borst, 2006). 
Therefore the gradient detector is most likely a poor model to explain motion detection in fly 
vision, and perhaps to explain motion vision in other organisms as well. Since the gradient 
detector does not adapt to the statistics of the stimulus it is certainly not an optimal motion 
detector for dynamic stimuli. Therefore, the only model that appears to behave in the same 
way as the H1-cell data with respect to dynamic adaptation is the full HPLP version of the 
Reichardt detector model (Figure  2.8). 
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Visual patterns and natural scenes 
The effect of the stimulus pattern on the stimulus-response adaptation provided inconsistent 
results between the model and the experiments. It looked as if this was a result of contrast 
saturation in the fly, but it turned out that although this decreased the difference between the 
experiments and the simulations, it did not entirely compensate for the discrepancy. When 
mean luminance was changed and the H1-cell in response to a square wave pattern did not 
saturate the square wave dynamic gain was still slightly larger than the sine wave dynamic 
gain. The opposite response was found in the Reichardt detector model. This problem 
illuminates the fact that the light properties of the visual stimulus, particularly the contrast are 
also very important in dynamic adaptation in the fly.  
It is known that contrast plays a large role in the output of both the Reichardt detector and the 
LPTCs. For instance, adaptation of the H1-cell response to a motion pulse is highly 
dependent on contrast (Reisenman et al., 2003). The analytical expression for the response of 
an array of Reichardt detectors to constant motion and to motion onset depends on the square 
of the pattern contrast (Egelhaaf and Borst, 1989). Results from electrophysiological 
experiments in the fly and in other organisms have different results. Peak and steady-state 
responses of the HS-cell saturate with increasing pattern contrast (Egelhaaf and Borst, 1989). 
HS-cells also elicit contrast adaptation, the cells are less responsive to a low contrasts after a 
high contrast adaptive stimulus is given (Harris et al., 2000). Therefore it is natural to expect 
that contrast will play a role in the dynamic adaptation found in this study. 
It is difficult to compare experiments with each other when the structure of the visual pattern 
was different. Similar experiments have been performed that test for adaptation to the 
statistics of a stimulus in the H1-cell of the fly but with an apparent motion stimulus and not 
with actual motion as was used in this work (Brenner et al., 2000i;Fairhall et al., 2001). In the 
apparent motion stimulus the light intensity values I(x,t) for the light or dark colored bars 
were represented by: 
))cos()()sin()(1(),( kttckttsItxI ++⋅=      (7) 
Where I  is the mean light intensity, π2/k  the spatial wavelength and s and c Gaussian 
white noise probability distributions (Bialek and de Ruyter van Steveninck, 2005). It is 
unclear how to compare this stimulus and other potential stimuli to for instance the stimulus 
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that was used in this work (the formula can be found in (Borst et al., 2005)). Therefore it is 
not too surprising that the Reichardt detector adaptation and the H1-cell adaptation to 
different visual stimuli were not the same. More theory is needed in order to understand the 
differences between visual stimuli. 
Along this same line of thought, a theory for visual stimuli is of growing importance in order 
to understand the response of visual system cells to natural stimuli. Natural signals have very 
different visual and statistical properties from the sinusoidal gratings that have been presented 
here. They have high temporal and spatial correlations and complex spatial structure (Dan et 
al., 1996; Mante et al., 2005). It has been suggested that neurons in the visual system are 
specialized to process natural images. In the LGN for instance it was shown that cells 
decorrelate natural images in order to remove redundancy (Dan et al., 1996). Neural filters 
have also been shown to be adapted for natural scenes (Sharpee et al., 2006). Naturalistic 
velocity stimuli have also been used in order to examine the fly visual system (van Hateren et 
al., 2005). Therefore it will be important to see how both the H1-cell and the Reichardt 
detector model respond to more naturalistic stimuli and whether adaptation of the stimulus-
response curve is still similar between the two systems 
One outcome of (Borst et al., 2005) is that the non-linear nature of the sinusoidal grating 
actually plays a role in automatic adaptation according to the general model and to the 
analytical expression for the Reichardt detector. It would be interesting to know if the effect 
of visual pattern on motion detection has a continuous function space, i.e. whether 
commonalities between stimulus patterns can be found that reliably lead to the same motion 
detector response. Other large-field moving visual patterns are, however, generally not as 
mathematically tractable as the sine wave. One reason why a square wave was used in these 
experiments was that a square wave is the sum of the original sine wave and its higher 
harmonics. In my experiments only the first two higher harmonics were detectable by the H1-
cell (see ) thereby reducing the complexity of the stimulus even more. The next step in 
analyzing the effect of the visual pattern on dynamic adaptation will be to add each harmonic 
separately to the visual pattern to see how each harmonic affects the stimulus-response 
function. This could clarify the difference between the LPTC and Reichardt detector 
responses to different stimulus patterns and the role of the sinusoidal grating in dynamic 
adaptation.  
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Functionality in the fly visual system 
What is the function of dynamic adaptation in the H1-cell in the context of the LPTC network 
and fly motion vision? Is there physiological evidence for the computational processes of the 
Reichardt detector in cells presynaptic to the lobula plate tangential cells? This work 
demonstrated that the dynamic adaptation found in the H1-cell can be explained by the 
Reichardt detector model. Therefore dynamic adaptation should be present in all of the 
LPTCs in the fly. This section will look at the cellular organization of the fly visual system in 
the context of the results found in this work. 
Physiology of motion detection 
Gain control in sensory systems has often been approached from a ‘black box’ perspective; 
describing the phenomenon of gain control and its importance in information maximization. 
But the mechanism behind gain control has rarely been studied. The work presented here 
provides a potential mechanism for gain control in the H1-cell of the fly visual system. The 
mechanism that was found however, is based an algorithmic model; it is a mathematically 
tractable scheme for detecting motion. The question remains as to the physiologically basis 
for the mathematical model in the visual system of the fly and how significant the individual 
computational steps in the Reichardt detector are to the dynamic gain control found in the 
H1-cell. 
As previously mentioned, cells in the medulla are the first to be stained with 2-deoxyclucose 
in response to motion (Bausenwein and Fischbach, 1992), suggesting that this is the first 
location of motion responsive cells in the fly. Intracellular recordings from the cells of the 
medulla would be more informative about what type of cellular responses these cells have but 
the recordings are quite difficult. Recent work has shown that Tm cells that connect the 
medulla with the lobula respond to motion in all directions with membrane potential 
fluctuations that are the same temporal frequency as the visual pattern (Figure 4.7). Other Tm 
cells of the medulla response to a moving grating in each direction with a hyperpolarization 
(Douglass and Strausfeld, 2003). T2 and Y-cells that also connect the second and third 
neuropile layers respond to flicker motion with an “on” and “off” response and respond with 
spike-like activity to moving gratings, also irrespective of direction.  
What are the predicted responses in the subunits of the Rechardt detector? In the Reichardt 
detector model, the response of a single unit after the multiplication step would be 
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orientationally selective and fluctuate with the temporal frequency of the spatial grating. The 
subtraction and integration steps are thought to occur in the LPTCs, and evidence for local 
inhibitory and excitatory inputs support this hypothesis. The subunits before the 
multiplication step should not respond specifically to motion signals. It is still unclear how 
the filtering steps occur in the neuropile layers preceeding the LPTCs. Electrophysiological 
and modeling research continues to find possible mechanisms for computation in individual 
neurons. It is possible to imagine that the opening and closing of specific ionic channels 
could approximate linear filtering properties, depending on the activation and inactivation 
properties of the channel. In addition, both shunting inhibition and threshold generation have 
been shown to approximate the multiplicative step of the Reichardt detector (Torre and 
Poggio, 1978; Grzywacz and Koch, 1987; Srinivasan and Bernard, 1976).  
 
Figure  4.7 Response of a Tm cell to a moving grating. (A) The anatomy of the transmedullar cell recorded from; 
its dendrites are bunched in two different medullar layers. (B) The response of the Tm cell to horizontal motion 
and (C) to vertical motion in both directions where the speed of the moving grating was sinusiodally varied 
between 0 and 200 deg/sec. Adapted from (Douglass and Strausfeld, 2003).  
All of these examples show responses to motion irrespective of direction, and therefore do 
not explicitly give evidence in favor of the Reichardt detector. It is possible that the original 
input signals are combined and then separated at a later stage leading to orientation 
selectivity. These experiments are difficult to do and therefore the sample size is very small. 
A current direction of research into the local motion detector is to try and patch the medullar 
cells and then to anatomically type the cells recorded from. The key is to determine the 
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different cells types that exist and build up a database of their response properties in order to 
see where motion detection in the fly visual system occurs.  
H1-cell functionality 
The H1-cell responds primarily to motion from back to front on the ipsilateral side of the fly. 
It is known to receive inhibitory input from the CH cells on the ipsilateral side and to provide 
excitatory input to the HS and CH cells on the contralateral side (Figure 4.8). Therefore the 
H1-cell is ideally placed to respond to differences in optic flow. The major difference in optic 
flow stimuli is whether both eyes receive motion input in the same direction (rotation) or in 
the opposite direction (translation). Using 2 monitors one on each side of the eye, the 
difference in response properties of the H1-cell to rotational and translational motion were 
tested. The H1-cell did not respond to preferred or null direction velocity steps presented only 
on the contralateral side. It responded strongly to preferred direction velocity steps in the 
contralateral eye and to rotational and translational velocity steps (Farrow, 2005). There was 
however very little difference between the magnitude of the response to rotation and 
translation. When a white noise velocity profile was presented to the H1-cell however, the 
response of the H1-cell to rotational motion was much higher than the response to 
translational motion. The H1-cell distinguishes between rotational and translational motion 
for dynamic stimuli.  
 
Figure  4.8 Electrical connections between different LPTCs in the blowfly. Neurobiotin (a dye that can pass 
through electrical synapses but not through chemical synapses or membranes) was injected into the 5 LPTCs 
shown in the rows. The resulting staining is shown in the columns. Empty circles represent no staining and the 
strength of the staining represented by the grey level. The H1-cell was stained when Neurobiotin was injected 
into HSE, dCH and vCH cells. Adapted from (Haag and Borst, 2005). 
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It is not clear whether the major purpose of the H1-cell in the LPTC network is to distinguish 
between rotational and translational dynamic stimuli, but dynamic gain adaptation would then 
allow the H1-cell to adapt to the variance of the current velocities. Normal flight patterns of 
the fly can lead to speeds that change from around zero degrees/sec to hundreds of 
degrees/sec (Lindemann et al., 2003). Under these circumstances it would be beneficial for 
the H1-cell to adapt its firing properties to the statistics of the stimulus. If the H1-cell is 
responsible for looking at differences between the two eyes then this would also suggest that 
the H1-cell only needs the relative velocity information that is provided in the firing rate of 
the cell through dynamic adaptation and that ambiguity does not pose a problem. 
LPTCs network connectivity  
Within the horizontal system, it was recently shown that the CH cells do not receive their 
visual information directly from the local motion detectors but rather through electrical 
dendro-dendritic synapses with overlapping HS cells (Cuntz et al., 2003; Haag and Borst, 
2002; Farrow et al., 2003). As a result of the local nature of the input and output synapses and 
the properties of electrical synapses, the resulting local signal in the CH-cell is a low-passed 
version of the original signal (Cuntz et al., 2003). The CH cell then has inhibitory synapses 
on the FD-cells, small field cells, and that this connection is a method for feature detection 
(Cuntz et al., 2003; Haag and Borst, 2002). A picture of the full horizontal connectivity is 
shown in Figure 4.9.   
 
Figure  4.9. Circuit diagram of the connectivity between horizontal LPTCs in both hemispheres. The HS and H1-
Hu cells receive input from the local motion detectors. Excitatory connections are shown with triangle and 
inhibitory with circle endings. Black resistors indicate the electrical coupling between the HS and the CH cells. 
Triangle endings indicate excitatory connections, circles indicate inhibitory connections. From (Farrow, 2005).  
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The receptive fields of the LPTCs are often complex, and show responses to more than one 
direction. This is thought to be due in part to the neural circuitry between the LPTCs. These 
connections can be both within an individual lobula plate or can connect the lobula plates 
from the two hemispheres. Connections within a lobula plate can also be dendro-dendritic or 
also axon-axonal. The network connections between LPTCs are thought to be important in 
optic flow and course control. It is not clear how dynamic adaptation will play a role in the 
functionality of the LPTC circuitry. If LPTCs all do turn out to show dynamic adaptation then 
it is possible that we will have to rethink the way in which the fly visual system encodes 
information. 
Concluding remarks 
The H1-cell of the fly visual system adapts its input-output function to the standard deviation 
and the correlations of the velocity stimulus for Gaussian colored noise velocity signals. This 
form of adaptation was found to occur very fast and to depend on the spatial pattern 
presented. The same type of dynamic gain control was found in the response properties of the 
Reichardt detector without any change in the model parameters; it happened automatically. 
Based on other work on dynamic gain control and general models of gain control I suggest 
that there are 2 basic principles required for a system to exhibit gain control: 1) a system that 
responds to the past history of the stimulus and 2) a non-linear function.  
This work leaves many questions unanswered but it also opens up new questions that can 
easily be tested. Some of the open questions that should be addressed include: 
• The effect of the spiking mechanism in the H1-cell on dynamic adaptation 
• The generality of dynamic adaptation to other non-Gaussian stimulus distributions 
• The physiological implementation of the Reichardt detector in the fly visual system 
In addition it will be important to untangle the different levels of dynamic adaptation by 
looking for gain control in other LPTC neurons and by using other perhaps less complicated 
stimuli that will prevent the non-linear nature of the sinusoidal grating from influencing 
dynamic gain in the motion detector. There is no general theory of nonlinear systems. A 
nonlinear system with memory can be quite surprising. In particular, it can produce any 
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output signal in response to any input signal. Throughout the nervous system, non-linear 
systems with memory can be found on many scales, from the biophysical properties of 
individual ion channels to entire neurons and even perhaps to networks. Understanding the 
nature of dynamic adaptation in the fly visual system has the potential to lead to a deeper 
understanding of many areas of neuroscience.  
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