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Abstract
By using C∗-correspondences and Cuntz-Pimsner algebras, we asso-
ciate to every subshift (also called a shift space) X a C∗-algebra OX,
which is a generalization of the Cuntz-Krieger algebras. We show that
OX is the universal C
∗-algebra generated by partial isometries satisfy-
ing relations given by X. We also show thatOX is a one-sided conjugacy
invariant of X.
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1 Introduction
In [7] Cuntz and Krieger introduced a new class of C∗-algebras which in a
natural way can be viewed as universal C∗-algebras associated with subshifts
(also called shift spaces) of finite type. From the point of view of operator
algebra these C∗-algebras were important examples of C∗-algebras with new
properties and from the point of view of topological dynamics these C∗-
algebras (or rather, the K-theory of these C∗-algebras) gave new invariants
of subshifts of finite type.
∗Current address: Mathematisches Institut, Einsteinstraße 62, 48149 Mu¨nster, Ger-
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In [13] Matsumoto tried to generalize this idea by constructing C∗-
algebras associated with every subshift, and he and others have studied
these C∗-algebras in [2, 10, 14–21]. Unfortunately there is a mistake in [17]
which makes many of the results in [16–19, 21] invalied for the C∗-algebras
constructed in [13]. This mistake has to do with the identification of an un-
derlying compact space which among other things determine the K-theory
of the C∗-algebras. It turned out that this compact space is not the space
Matsumoto thought it was, and thus many of the results of [16–19, 21] are
invalied for the C∗-algebras constructed in [13]. To recover these results
Matsumoto and the author introduced in [5] a new class of C∗-algebras as-
sociated with subshifts, which has the right underlying compact space and
thus satisfies most of the results in [2, 10, 13–21], but these C∗-algebras do
not in general have the universal property (cf. Theorem 7.2, Remark 7.3
and 7.4, [13, Theorem 4.9] and [5, pp. 148-149]). Thus it is natural to think
of this class of C∗-algebras as the class of reduced C∗-algebras associated
with subshifts.
In this paper we will for each subshift X construct a new C∗-algebra
OX by using C
∗-correspondences (also called Hilbert bimodules) and Cuntz-
Pimsner algebras, and this new C∗-algebra will both have the right under-
lying compact space and have the universal property and hence will satisfy
all the results of [2, 10, 13–21] and has the C∗-algebra defined in [5] as a
quotient. Thus is seems right to think of this C∗-algebra as the universal
C∗-algebra associated to a subshift.
The C∗-algebra OX can also be constructed as the C
∗-algebra of a
groupoid (cf. Remark 7.7), and by using Exel’s crossed product of a C∗-
algbra of an endomorphism (cf. Remark 7.6).
Matsumoto’s original construction associated a C∗-algebra to every two-
sided subshift, but it seems more natural to work with one-sided subshifts,
so we will do that in this paper, but since every two-sided subshift comes
with a canonical one-sided subshift (see below), the C∗-algebras we define
in this paper can in a natural way also been seen as C∗-algebras associated
to two-sided subshifts (cf. Remark 7.4).
We will show that OX is the universal C
∗-algebra associated with partial
isometries satisfying relations giving by X and which resemble the Cuntz-
Krieger relations (Theorem 7.2). We will also show that OX is an invariant of
X in the sense that if X and Y are conjugate one-sided subshifts, then OX and
OY are isomorphic (Theorem 8.6). This is a generalization of [7, Proposition
2.17] and [13, Proposition 5.8] (see [16, Lemma 4.5] for a proof of the later
Proposition), where it is required that X and Y satisfy a certain condition
(I).
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2 Notation and preliminaries
Throughout this paper, N0 will denote the set of non-negative integers.
Let a be a finite set endowed with the discrete topology. We will call this
set the alphabet. Let aN0 be the infinite product spaces
∏∞
n=0 a endowed
with the product topology. The transformation σ on aN0 given by (σ(x))i =
xi+1, i ∈ N0 is called the shift. Let X be a shift invariant closed subset of a
N0
(by shift invariant we mean that σ(X) ⊆ X, not necessarily σ(X) = X). The
topological dynamical system (X, σ|X) is called a subshift. We will denote
σ|X by σX or σ for simplicity, and on occasion the alphabet a by aX. Since
σX maps X into X, we can compose σX with itself. We will denote this map
by σ2
X
and in general for any positive integer n the n-fold composition of σX
with itself by σn
X
. We will for a subset Y of the subshift X and an integer n
by σn(Y ) denote
σn(Y ) =

σn
X
(Y ) n > 0,
Y n = 0,
(σ−n
X
)−1(Y ) n < 0.
A finite sequence µ = (µ1, . . . , µk) of elements µi ∈ a is called a finite
word. The length of µ is k and is denoted by |µ|. We let for each k ∈ N0,
ak be the set of all words with length k and we let Lk(X) be the set of all
words with length k appearing in some x ∈ X. We set Ll(X) =
⋃l
k=0 L
k(X)
and L(X) =
⋃∞
k=0 L
k(X) and likewise al =
⋃l
k=0 a
k and a∗ =
⋃∞
k=0 a
k, where
L
0(X) = a0 denote the set consisting of the empty word ǫ which has length
0. L(X) is called the language of X. Note that L(X) ⊆ a∗ for every subshift.
For a subshift X and a word µ ∈ L(X) we denote by CX(µ) the cylinder
set
CX(µ) = {x ∈ X | (x1, x2, . . . , x|µ|) = µ}.
It is easy to see that
{CX(µ) | µ ∈ L(X)}
is a basis for the topology of X, and that CX(µ) is closed and hence compact
for every µ ∈ L(X). We will allow us self to write C(µ) instead of CX(µ)
when it is clear which subshift space we are working with.
For a subshift X and words µ, ν ∈ L(X) we denote by C(µ, ν) the set
C(ν) ∩ σ−|ν|(σ|µ|(C(µ))) = {νx ∈ X | µx ∈ X}.
If X and Y are two subshifts and φ : X → Y is a homeomorphism such
that ψ ◦ σX = σY ◦ φ, then we say that φ is a conjugacy and that X and Y
are conjugate.
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What we have defined above is a one-sided subshift. A two-sided subshift
is defined in the same way, except that we replace N0 with Z: Let a
Z be the
infinite product spaces
∏∞
n=−∞ a endowed with the product topology, and
let σ be the transformation on aZ given by (σ(x))i = xi+1, i ∈ Z. A shift
invariant closed subset Λ of aZ (here, by shift invariant we mean σ(Λ) = Λ)
is called a two-sided subshift. The set
XΛ = {(xi)i∈N0 | (xi)i∈Z ∈ Λ}
is a one-sided subshift, and it is called the one-sided subshift of Λ.
3 Cuntz-Pimsner algebras
We will in this section give a short introduction to Cuntz-Pimsner algebras.
We will follow the universal approach of [8] (see also [23], [24] and [11]).
Let A be a C∗-algebra. A right Hilbert A-module H is a Banach space
with a right action of the C∗-algebra A and an A-valued inner product 〈·, ·〉
satisfying
1. 〈ξ, ηa〉 = 〈ξ, η〉a,
2. 〈ξ, η〉 = 〈η, ξ〉∗,
3. 〈ξ, ξ〉 ≥ 0 and ‖ξ‖ = ‖〈ξ, ξ〉‖1/2,
for ξ, η ∈ H and a ∈ A.
For a Hilbert A-module H, we denote by L(H) the C∗-algebra of all
adjointable operators on H. For ξ, η ∈ H, the operator θξ,η ∈ L(H) is defined
by θξ,η(ζ) = ξ〈η, ζ〉 for ζ ∈ H. We define K(H) ⊆ L(H) by
K(H) = span{θξ,η | ξ, η ∈ H},
where span{· · · } means the closure of the linear span of {· · · }.
Let φ : A → L(H) be a ∗-homomorphism. Then ax := φ(a)x defines
a left action of A on H, and we call H a C∗-correspondence over A (in
[23] and [8] a C∗-correspondence is called a Hilbert bimodule, but it now
seems that the term Hilbert bimodule has been reserved for a special kind
of C∗-correspondences cf. [24]).
A Toeplitz representation (ψ, π) of H in a C∗-algebra B consists of a
linear map ψ : H→ B and a ∗-homomorphism π : A → B such that
ψ(ξa) = ψ(ξ)π(a), ψ(ξ)∗ψ(η) = π(〈ξ, η〉), and ψ(aξ) = π(a)ψ(ξ)
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for ξ, η ∈ H and a ∈ A. Given such a representation, there is a homomor-
phism π(1) : K(H)→ B which satisfies
π(1)(θξ,η) = ψ(ξ)ψ(η)
∗
for all ξ, η ∈ H, and we then have
π(1)(T )ψ(ξ) = ψ(Tξ)
for every T ∈ K(H) and ξ ∈ H. If ρ : B → C is a ∗-homomorphism between
C∗-algebras, then (ρ ◦ ψ, ρ ◦ π) is a Toeplitz representation of H, and since
(ρ ◦ π)(1)(θξ,η) = (ρ ◦ ψ(ξ))(ρ ◦ ψ(η))
∗ = ρ ◦ π(1)(θξ,η)
for all ξ, η ∈ H, by linearity and continuity we have
(ρ ◦ π)(1) = ρ ◦ π(1).
We denote by J (H) the closed two-sided ideal φ−1(K(H)) in A, and we say
that a Toeplitz representation (ψ, π) of H is Cuntz-Pimsner coinvariant if
π(1)(φ(a)) = π(a)
for all a ∈ J (H).
Theorem 3.1 ([8, Proposition 1.3] (cf. [23] and [24, Proposition
1.6])). Let H be a C∗-correspondence over A. Then there is a C∗-algebra OH
and a Cuntz-Pimsner coinvariant Toeplitz representation (kH, kA) : H→ OH
which satisfies:
1. For every Cuntz-Pimsner coinvariant Toeplitz representation (ψ, π) of
H, there is a homomorphism ψ × π of OH such that (ψ × π) ◦ kH = ψ
and (ψ × π) ◦ kA = π,
2. OH is generated as a C
∗-algebra by kH(H) ∪ kA(A).
Remark 3.2. The triple (OH, kx, kA) is unique: if (X , k
′
H
, k′A) has similar
properties, then there is an isomorphism θ : OH → X such that θ ◦ kH = k
′
H
and θ ◦ kA = k
′
A. Thus there is a strongly continuous gauge action γ : T→
AutOH which satisfies γz(kA(a)) = kA(a) and γz(kH(x)) = zkH(x) for a ∈ A
and x ∈ H.
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4 C∗-correspondences associated with subshifts
We will now define the C∗-correspondence HX that we associate to a subshift
X.
We start out by defining the C∗-algebra D˜X which HX is a C
∗-correspondence
over.
Definition 4.1. For every subshift X we let B(X) be the abelian C∗-algebra
of all bounded functions on X, and D˜X the C
∗-subalgebra of B(X) generated
by {1C(µ,ν) | µ, ν ∈ a
∗}.
It turns out that the spectrum of D˜X is the right underlying compact
space for the C∗-algebra that we are going to associate with subshifts, but
since we will not need an explicit description of this compact space we are
not going to give one, but instead work with D˜X.
Definition 4.2. Let X be a subshift. For every a ∈ a let D˜a be the ideal in
D˜X generated by 1σ(C(a)). Let HX be the right Hilbert D˜X-module⊕
a∈a
D˜a
with the right action is given by
(fa)a∈af = (faf)a∈a
and the inner product by
〈(fa)a∈a, (ga)a∈a〉 =
∑
a∈a
f∗aga
for (fa)a∈a, (ga)a∈a ∈
⊕
a∈a D˜a and f ∈ D˜X.
Proposition 4.3. Let X be a subshift and let a ∈ a. Define a ∗-homomorphism
λ˜a : B(X)→ B(X) by letting
λ˜a(f)(x) =
{
f(ax) if ax ∈ X
0 if ax /∈ X
for every f ∈ B(X) and every x ∈ X.
Then λ˜a(D˜X) ⊆ D˜a.
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Proof. Let µ, ν ∈ a∗ with |ν| ≥ 1. For every x ∈ X is
λ˜a
(
1C(µ,ν)
)
(x) =
{
1C(µ,ν)(ax) if ax ∈ X
0 if ax /∈ X
=
{
1 if a = ν1, x1 = ν2, . . . , x|ν|−1 = ν|ν|, µσ
|ν|−1(x) ∈ X, ax ∈ X
0 else.
So λ˜a
(
1C(µ,ν)
)
= 0 if a 6= ν1, and
λ˜a
(
1C(µ,ν)
)
= 1C(µ,ν2ν3···ν|ν|)1σ(C(a))
if a = ν1. Hence λ˜a
(
1C(ν,µ)
)
∈ D˜a. In a similar way, we see that λ˜a
(
1C(µ,ǫ)
)
=
1C(aµ,ǫ), so λ˜a
(
1C(ν,ǫ)
)
∈ D˜a. Thus λ˜a(D˜X) ⊆ D˜a, since D˜X is generated by
{1C(µ,ν) | µ, ν ∈ a
∗}.
Definition 4.4. Let X be a subshift. We let φ : D˜X → L(HX) be the
∗-homomorphism defined by
φ(f)((fa)a∈a) = (λ˜a(f)fa)a∈a
for every f ∈ D˜X and every (fa)a∈a ∈ HX. With this HX becomes a C
∗-
correspondence.
5 The C∗-algebra associated with a subshift
We are now ready to define the C∗-algebra OX associated with a subshift X.
Definition 5.1. Let X be a subshift. The C∗-algebra OX associated with X
is the C∗-algebra OHX from Theorem 3.1, where HX is the C
∗-correspondence
defined above.
We will now take a closer look at OX. First, we show that OX is unital.
Lemma 5.2. Let X be a subshift and let 1 = 1C(ǫ,ǫ) be the unit of D˜X. Then
kD˜X(1) is a unit for OX.
Proof. We have that
kHX(ξ)kD˜X(1) = kHX(ξ1) = kHX(ξ),
and
k
D˜X
(1)kHX(ξ) = kHX(φ(1)ξ) = kHX(ξ)
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for every ξ ∈ HX. Since we also have that
kD˜X(1)kD˜X(f) = kD˜X(f)kD˜X(1) = kD˜X(f)
for every f ∈ D˜X, and OX is generated by kHX(HX)∪ kD˜X(D˜X), we have that
kD˜X(1) is a unit for OX.
We will denote the unit of OX by I.
Definition 5.3. Let X be a subshift. For every a ∈ a let ξa be the element
(fa′)a′∈a ∈ HX where fa = 1σ(C(a)) and fa′ = 0 for a
′ 6= a, and let for every
µ ∈ a∗, Sµ be the product kHX(ξµ1)kHX(ξµ2) · · · kHX(ξµ|µ|) ∈ OX with the
convention that Sǫ = I.
Lemma 5.4. Let X be a subshift. Let 1 be the unit of D˜X, and Id the unit
of L(H′
X
). Then
kD˜X(1) = k
(1)
D˜X
(Id) =
∑
a∈a
SaS
∗
a
is the unit of OX.
Proof. It is easy to check that
φ(1) = Id =
∑
a∈a
θξa,ξ∗a ,
so since (kHX , kD˜X
) is a Cuntz-Pimsner coinvariant representation,
kD˜X(1) = k
(1)
D˜X
(Id) =
∑
a∈a
SaS
∗
a,
and we know from Lemma 5.2 that kD˜X(1) is the unit of OX.
Lemma 5.5. Let X be a subshift. Then
kD˜X
(
1C(µ,ν)
)
= SνS
∗
µSµS
∗
ν
for every µ, ν ∈ a∗.
Proof. Since
S∗aSa = kHX(ξa)
∗kHX(ξa)
= kD˜X(〈ξa, ξa〉)
= k
D˜X
(
1σ(C(a))
)
,
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and
S∗akD˜X
(
1σ|µ′ |(C(µ′))
)
Sa = kHX(ξa)
∗kHX
(
φ′
(
1σ|µ′|(C(µ′))
)
ξa
)
= kHX(ξa)
∗kHX
(
ξaλ˜a
(
1σ|µ′ |(C(µ′))
))
= kHX(ξa)
∗kHX(ξa)kD˜X
(
λ˜a
(
1σ|µ′ |(C(µ′))
))
= kD˜X
(
1σ(C(a))λ˜a
(
1σ|µ′ |(C(µ′))
))
= kD˜X
(
1σ|µ′a|(C(µ′a))
)
for every a ∈ a and every µ′ ∈ a∗, we have that
S∗µSµ = kD˜X
(
1σ|µ|(C(µ))
)
for every µ ∈ a∗.
It is easy to check that for every f ∈ D˜X is
φ(f) =
∑
a∈a
θ
ξaλ˜a(f),ξ∗a
.
Let µ, ν ∈ a∗ with |ν| ≥ 1 and a ∈ a. Then as proved in the proof of
Proposition 4.3
λ˜a
(
1(C(µ,ν)
)
= 0
if a 6= ν1, and
λ˜a
(
1C(µ,ν)
)
= 1C(µ,ν2,...ν|ν|)1σ(C(a))
if a = ν1.
So
kD˜X
(
1C(µ,ν)
)
= k
(1)
D˜X
(
φ
(
1C(µ,ν)
))
= k
(1)
D˜X
(
θξν11C(µ,ν2,...ν|ν|),ξν1
)
= kHX(ξν11C(µ,ν2,...ν|ν|))kHX(ξν1)
∗
= Sν1kD˜X
(1C(µ,ν2,...ν|ν|))S
∗
ν1 .
Hence
kD˜X
(
1C(µ,ν)
)
= SνS
∗
µSµS
∗
ν
for all µ, ν ∈ a∗.
Proposition 5.6. Let X be a subshift. Then OX is generated by {Sa}a∈a.
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Proof. OX is by Theorem 3.1 generated by kHX(HX) ∪ kD˜X(D˜X).
First notice that k
D˜X
(1) =
∑
a∈aSaS
∗
a is in the C
∗-algebra generated by
{Sa}a∈a. Since
kD˜X
(
1C(µ,ν)
)
= SνS
∗
µSµS
∗
ν
for all µ, ν ∈ a∗, and D˜X is generated by {1C(µ,ν) | µ, ν ∈ a
∗}, we have that
k
D˜X
(D˜X) is in the C
∗-algebra generated by {Sa}a∈a.
Let (fa)a∈a ∈ HX. Then
(fa)a∈a =
∑
a∈a
ξafa,
so kHX((fa)a∈a) =
∑
a∈aSakD˜X
(fa), and kHX((fa)a∈a) is in the C
∗-algebra
generated by {Sa}a∈a. Hence OX is generated by {Sa}a∈a.
6 The structure of C∗-algebras generated by par-
tial isometries
We have now established that OX is a unital C
∗-algebras generated by partial
isometries {Sa}a∈a, which by Lemma 5.4 and 5.5 satisfy
∑
a∈a
SaS
∗
a = I, (1)
S∗µSµSνS
∗
ν = SνS
∗
νS
∗
µSµ, (2)
S∗µSµS
∗
νSν = S
∗
νSνS
∗
µSµ, (3)
where Sµ = Sµ1 · · ·Sµ|µ| and Sν = Sν1 · · ·Sν|ν| , for every µ, ν ∈ a
∗.
We will now take a closer look at unital C∗-algebras generated by partial
isometries {Sa}a∈a that satisfy the 3 relations above.
So in the rest of this section, a will be an alphabet and O will be a
unital C∗-algebra generated by partial isometries {Sa}a∈a, which satisfy the
relations (1), (2) and (3) above.
Lemma 6.1. For every µ ∈ a∗, Sµ is a partial isometry.
Proof. We will prove the lemma by induction over the length of |µ|. If
|µ| = 1, then Sµ is a partial isometry by definition. Assume now that Sν is
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a partial isometry and a ∈ a. Then
SνaS
∗
νaSνa = SνSaS
∗
aS
∗
νSνSa
= SνS
∗
νSνSaS
∗
aSa
= SνSa
= Sνa.
So Sνa is a partial isometry. Hence Sµ is a partial isometry for every µ ∈
a∗.
For µ ∈ a∗ we set Aµ = S
∗
µSµ. We notice that since
∑
a∈aSaS
∗
a = I, the
projections {SaS
∗
a}a∈a are mutually orthogonal, so SaS
∗
aSbS
∗
b = 0 for a 6= b.
Lemma 6.2. Let µ, ν ∈ a∗ with |µ| = |ν|. If S∗µSν 6= 0, then µ = ν and
S∗µSν = Aµ.
Proof. We will prove the lemma by induction over the length of µ and ν. If
the length is 1 and µ 6= ν, then
S∗µSν = S
∗
µSµS
∗
µSνS
∗
νSν
= 0
since SµS
∗
µSνS
∗
ν = 0. So since S
∗
µSν 6= 0, we have that µ = ν and S
∗
µSν = Aµ.
Now assume that we have proved the lemma in case |µ| = |ν| = n, and
assume that |µ′| = |ν ′| = n + 1 and S∗µ′Sν′ 6= 0. Set µ = (µ
′
1, . . . , µ
′
n) and
ν = (ν ′1, . . . , ν
′
n). Then S
∗
µSν 6= 0, so µ = ν. Since
0 6= S∗µ′Sν′
= S∗µ′n+1
S∗µSνSν′n+1
= S∗µ′n+1
Sµ′n+1S
∗
µ′n+1
S∗µSµSν′n+1S
∗
ν′n+1
Sν′n+1
= S∗µ′n+1
Sµ′n+1S
∗
µ′n+1
Sν′n+1S
∗
ν′n+1
S∗µSµSν′n+1 ,
we have that µ′n+1 = ν
′
n+1, and hence µ
′ = ν ′. So the lemma is true.
For each l ∈ N0 we denote by Al(O) the C
∗-subalgebra of O gener-
ated by {Aµ}µ∈al . Since Al(O) is generated by a finite number of mutually
commuting projection, there exist a finite number of mutually orthogonal
projections Eli, i = 1, . . . m(l), such that (E
l
i)i=1,...m(l) is a basis for Al(O).
We have that
⋃
l∈N0
Al(O) is the C
∗-algebra generated by {Aµ}µ∈a∗ . We
denoted this C∗-algebra by A(O). Since Al(O) is finite dimensional and
Al(O) ⊆ Al+1(O) for every l ∈ N0, A(O) is an AF-algebra.
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Lemma 6.3. For 1 ≤ k ≤ l, µ ∈ ak and i ∈ {1, 2, . . . ,m(l)}, the following
two conditions are equivalent:
a) SµE
l
iS
∗
µ 6= 0,
b) AµE
l
i 6= 0.
Proof. Since
SµE
l
iS
∗
µ = SµAµE
l
iS
∗
µ,
and
AµE
l
i = S
∗
µSµE
l
iS
∗
µSµ,
we have that
SµE
l
iS
∗
µ 6= 0⇔ AµE
l
i 6= 0.
Lemma 6.4. Let 1 ≤ k ≤ l. Then
a) For i, i′ ∈ {1, 2, . . . m(l)} and µ, µ′ ∈ ak is
SµE
l
iS
∗
µSµ′E
l
i′S
∗
µ′ =
{
SµE
l
iS
∗
µ if µ = µ
′ and i = i′
0 if µ 6= µ′ or i 6= i′.
b) (SµE
l
iS
∗
µ)
∗ = SµE
l
iS
∗
µ for i ∈ {1, 2, . . . ,m(l)} and µ ∈ a
k.
Proof. a): By Lemma 6.2
SµE
l
iS
∗
µSµ′E
l
i′S
∗
µ′ =
{
SµE
l
iAµE
l
i′S
∗
µ′ if µ = µ
′
0 if µ 6= µ′
=
{
SµAµE
l
iE
l
i′S
∗
µ′ if µ = µ
′
0 if µ 6= µ′
=
{
SµE
l
iS
∗
µ′ if µ = µ
′ and i = i′
0 if µ 6= µ′ or i 6= i′.
b): Obviously.
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7 The universal property of OX
We let A˜X be the C
∗-subalgebra of D˜X generated by {1σ|µ|(C(,µ)) | µ ∈ a
∗}.
Lemma 7.1. Let X be a subshift, X a C∗-algebra, ψ : A˜X → X a ∗-
homomorphism and {Sa}a∈a partial isometries in X such that
a)
∑
a∈aSaS
∗
a = ψ(1),
b) S∗µSµSνS
∗
ν = SνS
∗
νS
∗
µSµ,
c) S∗µSµ = ψ
(
1σ|µ|(C(µ))
)
,
where Sµ = Sµ1Sµ2 · · ·Sµ|µ| and Sν = Sν1Sν2 · · ·Sν|ν|, for every µ, ν ∈ a
∗.
Then ψ extends to a ∗-homomorphism from D˜X to X , such that
ψ
(
1C(µ,ν)
)
= SνS
∗
µSµS
∗
ν
for every µ, ν ∈ a∗.
Proof. Let O be the C∗-subalgebra of X generated by {Sa}a∈a. Since
S∗µSµ = ψ
(
1σ|µ|(C(µ))
)
and S∗νSν = ψ
(
1σ|ν|(C(ν))
)
, we have that S∗µSµS
∗
νSν =
S∗νSνS
∗
µSµ for every µ, ν ∈ a
∗. Since
Saψ(1) = SaS
∗
aSaψ(1)
= Saψ
(
1C(a)
)
ψ(1)
= Saψ
(
1C(a)
)
= SaS
∗
aSa
= Sa
and
ψ(1)Sa = ψ(1)SaS
∗
aSa
=
∑
a′∈a
Sa′S
∗
a′SaS
∗
aSa
= SaS
∗
aSa
= Sa
for every a ∈ a, ψ(1) is a unit for O. Hence O is generated by partial
isometries {Sa}a∈a which satisfy the relations (1), (2) and (3) of section 6.
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For each l ∈ N0, denote by A˜l the C
∗-subalgebra of A˜X generated by
{1σ|µ|(C(µ)) | µ ∈ al}. Since A˜l is generated by a finite number of mutually
commuting projections, there exists a finite numberm(l) of mutually disjoint
subsets E li , i = 1, 2, . . . ,m(l) of X such that{
1Eli
| i ∈ {1, 2, . . . ,m(l)}
}
is a basis for A˜l.
Then ψ
(
1Eli
)
, i = 1, 2, . . . ,m(l) are mutually orthogonal projections
in O and span
{
ψ(1Eli
) | i ∈ {1, 2, . . . ,m(l)}
}
= Al(O). So by Lemma 6.4
we have that for 1 ≤ k ≤ l are Sνψ(1Eli
)S∗ν , i = 1, 2, . . . m(l) mutually
orthogonal projections in O.
For each 1 ≤ k ≤ l denote by D˜lk the C
∗-subalgebra of D˜X generated by
{1C(µ,ν) | ν ∈ a
k, µ ∈ al}. It is easy to check that
1C(ν)∩σ−|ν|(Eli )
, ν ∈ ak, i = 1, 2, . . . ,m(l)
are mutually orthogonal projections in D˜lk, and since
1C(ν)∩σ−|ν|(Eli )
= 0 ⇒ 1σ|ν|(C(ν))1Eli
= 0
⇒ S∗νSνψ(1Eli
) = 0
⇒ Sνψ(1Eli
)S∗ν = 0,
there exists a ∗-homomorphism ψlk : D˜
l
k → X such that ψ
l
k
(
1C(ν)∩σ−|ν|(Eli )
)
=
Sνψ(1Eli
)S∗ν for every ν ∈ a
k and every i ∈ {1, 2, . . . ,m(l)} and hence
ψlk
(
1C(µ,ν)
)
= SνS
∗
µSµS
∗
ν for every ν ∈ a
k and every µ ∈ al.
For every k ∈ N0 denote by D˜k the C
∗-subalgebra of D˜X generated by
{1C(µ,ν) | ν ∈ a
k, µ ∈ a∗}. Then
D˜k =
⋃
l≥k
D˜lk.
Let ιlk denote the inclusion of D˜
l
k into D˜
l+1
k . Since ψ
l+1
k ◦ ι
l
k = ψ
l
k for
every l ≥ k, the ψlk’s induce a ∗-homomorphism ψk : D˜k → O such that
ψk
(
1C(µ,ν)
)
= SνS
∗
µSµS
∗
ν for every ν ∈ a
k and every µ ∈ a∗.
Since
C(µ, ν) =
⋃
a∈a
C(µa, νa)
14
for every µ, ν ∈ a∗, D˜k ⊆ D˜k+1 for every k ∈ N0 and the inclusion ιk of D˜k
into D˜k+1 is given by
ιk
(
1C(µ,ν)
)
=
∑
a∈a
1C(µa,νa).
Hence ψk+1 ◦ ιk = ψk and since D˜X =
⋃
k∈N0
D˜k, the ψk’s induce a ∗-
homomorphism ψ : D˜X → O ⊆ X such that
ψ
(
1C(µ,ν)
)
= SνS
∗
µSµS
∗
ν
for every µ, ν ∈ a∗.
We are now ready to state and prove the universal property of OX.
Theorem 7.2. Let X be a subshift. Then OX is the universal unital C
∗-
algebra generated by partial isometries {Sa}a∈a satisfying
a)
∑
a∈aSaS
∗
a = I,
b) S∗µSµSνS
∗
ν = SνS
∗
νS
∗
µSµ,
c) the map 1C(µ) 7→ S
∗
µSµ extends to a unital ∗-homomorphism from A˜X
to the C∗-algebra generated by {Sa}a∈a,
where Sµ = Sµ1 · · ·Sµ|µ| and Sν = Sν1 · · ·Sν|ν| for every µ, ν ∈ a
∗.
Proof. It follows from Lemma 5.4 and 5.5 and Proposition 5.6 together with
the fact that A˜X is a C
∗-subalgebra of D˜X, that OX is generated by partial
isometries {Sa}a∈a satisfying a), b) and c).
Assume now that X is a unital C∗-algebra generated by partial isometries
{Ta}a∈a and that π : A˜X → X is a unital ∗-homomorphism such that
a)
∑
a∈aTaT
∗
a = I,
b) T ∗µTµTνT
∗
ν = TνT
∗
ν T
∗
µTµ,
c) T ∗µTµ = π
(
1σ|µ|(C(,µ))
)
,
where Tµ = Tµ1Tµ2 · · ·Tµ|µ| and Tν = Tν1Tν2 · · ·Tν|ν| , for every µ, ν ∈ a
∗.
By Lemma 7.1, π extends to a ∗-homomorphism from D˜X to X , such
that
π
(
1C(µ,ν)
)
= TνT
∗
µTµT
∗
ν
15
for every µ, ν ∈ a∗. Let
ψ((fa)a∈a) =
∑
a∈a
Taπ(fa)
for every (fa)a∈a ∈ HX. We will show that (ψ, π) is a Cuntz-Pimsner coin-
variant representation of HX.
It is easy to check that αψ(ξ) + βψ(ζ) = ψ(αξ + βζ) for every α, β ∈ C
and every ξ, ζ ∈ HX, and ψ(ξ)π(f) = ψ(ξf) for every ξ ∈ HX and every
f ∈ A˜X.
Recall from the proof of Proposition 4.3 that for µ, ν ∈ a∗ with |ν| ≥ 1 is
λ˜a
(
1C(µ,ν)
)
= 0 if a 6= ν1, and λ˜a
(
1C(µ,ν)
)
= 1C(µ,ν2ν3···ν|ν|)1σ(C(a)) if a = ν1.
Thus
π
(
1C(µ,ν)
)
ψ((fa)a∈a) = π
(
1C(µ,ν)
)∑
a∈a
Taπ(fa)
=
∑
a∈a
TνT
∗
µTµT
∗
ν Taπ(fa)
= TνT
∗
µTµT
∗
ν Tν1π(fν1)
= Tν1Tν2ν3···ν|ν|T
∗
µTµT
∗
ν2ν3···ν|ν|
π(fν1)
= Tν1π
(
1C(µ,ν2ν3···ν|ν|)
)
π(fν1)
= ψ
(
ξν11C(µ,ν2ν3···ν|ν|)fν1
)
= ψ
(
(λ˜a(1C(µ,ν))fa)a∈a
)
= ψ
(
φ(1C(µ,ν))(fa)a∈a
)
,
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for (fa)a∈a ∈ HX. We also have that
π
(
1σ|µ|(C(µ))
)
ψ((fa)a∈a) = π
(
1σ|µ|(C(µ))
)∑
a∈a
Taπ(fa)
=
∑
a∈a
T ∗µTµTaπ(fa)
=
∑
a∈a
TaT
∗
µaTµaπ(fa)
=
∑
a∈a
Taπ
(
1σ|µa|(C(µa))
)
π(fa)
= ψ
(
(1σ|µa|(C(µa))fa)a∈a
)
= ψ
(
(λ˜a(1σ|µ|(C(µ)))fa)a∈a
)
= ψ
(
φ(1σ|µ|(C(µ)))(fa)a∈a
)
.
Since D˜X is generated by 1C(µ,ν), µ, ν ∈ a
∗, we have that
π(f)ψ((fa)a∈a) = ψ(φ(f)(fa)a∈a)
for every f ∈ D˜X and every (fa)a∈a ∈ HX.
Since
∑
a∈aTaT
∗
a = I, the projections {TaT
∗
a }a∈a are mutually orthogo-
nal, so
T ∗aTa′ = T
∗
aTaT
∗
aTa′T
∗
a′Ta′
= 0
if a 6= a′. Thus
ψ((fa)a∈a)
∗ψ((ga)a∈a) =
∑
a∈a
π(f∗a )T
∗
a
∑
a′∈a
Ta′π(ga′)
=
∑
a∈a
π(f∗a )T
∗
aTaπ(ga)
=
∑
a∈a
π(f∗a )π
(
1σ(C(a))
)
π(ga)
= π(〈(fa)a∈a, (ga)a∈a〉)
for every (fa)a∈a, (ga)a∈a ∈ HX.
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Finally we see that for every f ∈ D˜X is φ(f) =
∑
a∈a θξaλ˜a(f),ξa , so
π(1)(φ(f)) =
∑
a∈a
ψ(ξaλ˜a(f))ψ(ξa)
∗
=
∑
a∈a
Taπ(λ˜a(f))T
∗
a
=
∑
a∈a
π(f)TaT
∗
a
= π(f).
Thus (ψ, π) is a Cuntz-Pimsner coinvariant representation of HX, so it
follows from Theorem 3.1 that there exists a ∗-homomorphism ψ × π from
OX to X such that ψ×π(kHX((fa)a∈a)) = ψ((fa)a∈a) for every (fa)a∈a ∈ HX
and hence
ψ × π(Sa) = ψ × π(kHX(ξa))) = ψ(ξa) = Ta
for every a ∈ a.
Remark 7.3. It follows from Lemma 7.1 that OX also can be characterized
as the universal C∗-algebra generated by partial isometries {Sa}a∈a such
that the map 1C(µ,ν) 7→ SνS
∗
µSµS
∗
ν extends to a ∗-homomorphism from D˜X
to the C∗-algebra generated by {Sa}a∈a, where Sµ = Sµ1 · · ·Sµ|µ| and Sν =
Sν1 · · ·Sν|ν| for every µ, ν ∈ a
∗.
Remark 7.4. Condition b) can be replaced by
b’) S∗µSµSν = SνS
∗
µνSµν ,
because b′) implies that S∗µSµSνS
∗
ν = SνS
∗
µνSµνS
∗
ν = SνS
∗
νS
∗
µSµSνS
∗
ν and
SνS
∗
νS
∗
µSµ = Sν(S
∗
µSµSν)
∗ = Sν(SνS
∗
µνSνµ)
∗ = SνS
∗
νS
∗
µSµSνS
∗
ν , and thus
S∗µSµSνS
∗
ν = SνS
∗
νS
∗
µSµ, and b) implies that S
∗
µSµSν = S
∗
µSµSνS
∗
νSν =
SνS
∗
νS
∗
µSµSν = SνS
∗
µνSµν .
Thus if we for a two-sided subshift Λ define OΛ to be OXΛ where XΛ
is the one-sided subshift of Λ (cf. Section 2), then OΛ has the universal
property [13, Theorem 4.9] and also has the right underlying compact space
(cf. [17, Lemma 3.1]) and thus satisfy all of the results of [2, 10,13–21]
Remark 7.5. It is easy to check that for a two-sided subshift Λ, the partial
isometries of [5, Definition 2.1] satisfy a), b) and c) of Theorem 7.2 (with X =
XΛ, the one-sided subshift of Λ (cf. Section 2)). Thus there is a surjective
∗-homomorphism from OXΛ to OΛ of [5]. If Λ satisfies the condition (I) of
[5], then this ∗-homomorphism is an isomorphism. There are examples of
subshifts for which the ∗-homomorphism is not injective (an example of this
is if Λ only consists of one point).
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Remark 7.6. In [6] a C∗-algebra DX⋊α,LN has for every one-sided subshift
X been constructed by using Exel’s crossed product of a C∗-algbra of an
endomorphism. It follows from [6, Remark 9] that OX and DX ⋊α,L N are
isomorphic for every one-sided subshift X.
Remark 7.7. It follows from Theorem 10 of Chapter 2 of [3] that OX can
be constructed as the C∗-algebra of a groupoid.
8 OX is an invariant
We will now show that OX is an invariant for subshifts. We will do that by
showing that if two subshifts X and Y are conjugate, then HX and HY are
isomorphic as C∗-correspondences, and it then follows that OX and OY are
isomorphic.
Definition 8.1. Let X and X ′ be C∗-algebras, (H, φ) a C∗-correspondence
over X and (H, φ′) a C∗-correspondence over X ′. If there exist a ∗-isomorphism
ψ : X → X ′ and a bijective map T : H→ H such that
〈Tξ, ζ〉 = ψ(〈ξ, T−1ζ〉),
and
T (φ(X)ξ) = φ′(ψ(X))(Tξ)
for all ξ ∈ H, ζ ∈ H′, X ∈ X ; then we say that (T, ψ) is an C∗-correspondence
isomorphism, (H, φ) and (H′, φ′) are isomorphic and we write H ∼= H′.
It easily follows from Theorem 3.1 that if (T, ψ) is an C∗-correspondence
isomorphism from (H, φ) to (H′, φ′), then there exists a ∗-isomorphism T ×ψ
from OH to OH′ such that T × ψ ◦ kH = kH′ ◦ T and T × ψ ◦ kX = kX ′ ◦ ψ.
Lemma 8.2. Let X be a subshift. Define a ∗-homomorphism φ˜X : B(X)→
B(X) by letting
φ˜X(f)(x) = f(σ(x))
for every f ∈ B(X) and every x ∈ X.
Then φ˜X(D˜X) ⊆ D˜X.
Proof. Let µ, ν ∈ a∗. Then
σ−1(C(µ, ν)) =
⋃
a∈a
C(µ, aν),
19
so
φ˜X
(
1C(µ,ν)
)
= 1σ−1(C(µ,ν))
= 1⋃
a∈a C(µ,aν)
=
∑
a∈a
1C(µ,aν) ∈ D˜X.
Thus, since D˜X is generated by {1C(µ,ν) | µ, ν ∈ a
∗} and φ˜X is a ∗-homomorphism,
it follows that φ˜X(D˜X) ⊆ D˜X.
Lemma 8.3. Let X be a subshift. Then we have:
a) If E1, E2 are subsets of X such that 1E1 , 1E2 ∈ D˜X, then 1E1∪E2 ∈ D˜X.
b) If E is a subset of X such that 1E ∈ D˜X, then 1σ(E) ∈ D˜X.
c) If E is a subset of X such that 1E ∈ D˜X, then 1σ−1(E) ∈ D˜X.
Proof. a) Let E1, E2 be subsets of X such that 1E1 , 1E2 ∈ D˜X, then
1E1∪E2 = 1E1 + 1E2 − 1E11E2 ∈ D˜X.
b) Let E be a subset of X such that 1E ∈ D˜X. Set for each a ∈ a,
Ea = {x ∈ X | ax ∈ E}.
It is easy to check that
σ(E) =
⋃
a∈a
Ea.
Since 1Ea = λ˜a(1E) ∈ D˜X (cf. Proposition 4.3), it follows from a) that
1σ(E) ∈ D˜X.
c) Let E be a subset of X such that 1E ∈ D˜X. It is easy to check that
1σ−1(E) = φ˜X(1E ), so 1σ−1(E) ∈ D˜X by Lemma 8.2.
Proposition 8.4. If two subshifts X and Y are conjugate, then D˜X ∼= D˜Y
and HX ∼= HY.
Proof. Let ψ : X→ Y be a conjugacy. Then we can define a ∗-isomorphism
Ψ : B(Y) → B(X) by setting Ψ(f)(x) = f(ψ(x)) for every f ∈ B(Y) and
every x ∈ X.
Let µ ∈ L(Y). Since CY(µ) is clopen and ψ is continuous, ψ
−1(CY(µ))
is clopen and hence compact. So since CX(ν), ν ∈ L(X) is a basis for the
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topology of X, there exist a finite number of words µ1, µ2, . . . , µr ∈ L(X)
such that
ψ−1(CY(µ)) =
r⋃
k=1
CX(µk).
Let µ, ν ∈ L(Y) and let µ1, . . . µr, ν1, . . . , νs ∈ L(X) such that
ψ−1(CY(µ)) =
r⋃
k=1
CX(µk)
and
ψ−1(CY(ν)) =
s⋃
k=1
CX(νk).
Since both ψ ◦ σX = σY ◦ ψ, we have that
ψ−1(CY(µ, ν)) = ψ
−1(CY(ν)) ∩ σ
−|ν|
X
(σ
|µ|
X
(ψ−1(CY(µ))))
=
(
s⋃
k=1
CX(νk)
)⋂( r⋃
k=1
σ
−|ν|
X
(σ
|µ|
X
(CX(µj)))
)
,
so it follows from Lemma 8.3 that
Ψ
(
1CY(µ,ν)
)
= 1ψ−1(CY(µ,ν)) ∈ D˜X.
Hence Ψ(D˜Y) ⊆ D˜X. In the same way we can prove that Ψ
−1(D˜X) ⊆ D˜Y, so
Ψ(D˜Y) = D˜X, and thus Ψ|D˜Y : D˜Y → D˜X is a ∗-isomorphism.
Define T : HY → HX by
T (fa)a∈aY =
(∑
a∈aY
λ˜b
(
Ψ
(
1CY(a)
))
Ψ(fa)
)
b∈aX
and S : HX → HY by
S(gb)b∈aX =
(∑
b∈aX
λ˜a
(
Ψ−1
(
1CX(b)
))
Ψ−1(gb)
)
a∈aY
.
Let a ∈ aY, b ∈ aX and x ∈ Y. If ax ∈ Y and (ψ
−1(ax))1 = b, then
ψ−1(ax) = (ψ−1(ax))1σ(ψ
−1(ax))
= bψ−1(σ(ax))
= bψ−1(x)
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and thus bψ−1(x) ∈ X and (ψ(bψ−1(x)))1 = a.
If bψ−1(x) ∈ X and (ψ(bψ−1(x)))1 = a, then
ψ(bψ−1(x)) = (ψ(bψ−1(x)))1σ(ψ(bψ
−1(x)))
= aψ(σ(bψ−1(x)))
= aψ(ψ−1(x))
= ax
and thus ax ∈ Y and (ψ−1(ax))1 = b.
Hence (ax ∈ Y∧ (ψ−1(ax))1 = b)⇔ (bψ
−1(x) ∈ X∧ (ψ(bψ−1(x)))1 = a).
So
Ψ−1
(
λ˜b
(
Ψ
(
1CY(a)
)))
(x) =
{
Ψ
(
1CY(a)
)
(bψ−1(x)) if bψ−1(x) ∈ X
0 if bψ−1(x) /∈ X
=
{
1 if bψ−1(x) ∈ X ∧ (ψ(bψ−1(x)))1 = a
0 else
=
{
1 if ax ∈ Y ∧ (ψ−1(ax))1 = b
0 else
=
{
Ψ−1
(
1CX(b)
)
(ax) if ax ∈ Y
0 if ax /∈ Y
= λ˜a
(
Ψ−1
(
1CX(b)
))
(x)
and hence Ψ−1
(
λ˜b
(
Ψ
(
1CY(a)
)))
= λ˜a
(
Ψ−1
(
1CX(b)
))
for all a ∈ aY and
b ∈ aX, and thus
〈T (fa)a∈aY , (gb)b∈aX〉 =
〈(∑
a∈aY
λ˜b
(
Ψ
(
1CY(a)
))
Ψ(fa)
)
b∈aX
, (gb)b∈aX
〉
=
∑
b∈aX
∑
a∈aY
λ˜b
(
Ψ
(
1CY(a)
))
Ψ(f∗a )gb
=
∑
a∈aY
Ψ(f∗a )
∑
b∈aX
λ˜b
(
Ψ
(
1CY(a)
))
gb
= Ψ
(〈
(fa)a∈aY ,
(∑
b∈aX
λ˜a
(
Ψ−1
(
1CX(b)
))
Ψ−1(gb)
)
a∈aY
〉)
= Ψ(〈(fa)a∈aY , S(gb)b∈aX〉)
for all (fa)a∈aY ∈ HY and all (gb)b∈aX ∈ HX.
22
Let a ∈ aY, b ∈ aX and y ∈ X. If by ∈ X and (ψ(by))1 = a, then
ψ(by) = (ψ(by))1σ(ψ(by))
= aψ(σ(by))
= aψ(y),
and thus aψ(y) ∈ Y.
So for every f ∈ D˜Y is
λ˜b
(
Ψ
(
1CY(a)
))
Ψ(λ˜a(f))(y) =
{
Ψ
(
1CY(a)
)
(by)Ψ(λ˜a(f))(y) if by ∈ X
0 if by /∈ X
=
{
1CY(a)(ψ(by))λ˜a(f)(ψ(y)) if by ∈ X
0 if by /∈ X
=
{
f(aψ(y)) if by ∈ X, (ψ(by))1 = a and aψ(y) ∈ Y
0 else
=
{
f(ψ(by)) if by ∈ X and (ψ(by))1 = a
0 else
= λ˜b
(
Ψ
(
1CY(a)
))
λ˜b(Ψ(f))(y),
and hence λ˜b
(
Ψ
(
1CY(a)
))
Ψ(λ˜a(f)) = λ˜b
(
Ψ
(
1CY(a)
))
λ˜b(Ψ(f)) for all f ∈
D˜Y, a ∈ aY and b ∈ aX. Thus
T (φ′(f)(fa)a∈aY) = T (λ˜a(f)fa)a∈aY
=
(∑
a∈aY
λ˜b
(
Ψ
(
1CY(a)
))
Ψ(λ˜a(f)fa)
)
b∈aX
=
(
λ˜b(Ψ(f))
∑
a∈aY
λ˜b
(
Ψ
(
1CY(a)
))
Ψ(fa)
)
b∈aX
= φ′(Ψ(f))T (fa)a∈aY
for all (fa)a∈aY ∈ HY and all f ∈ D˜Y.
Since Ψ−1
(
λ˜b
(
Ψ
(
1CY(a)
)))
= λ˜a
(
Ψ−1
(
1CX(b)
))
for all a ∈ aY and b ∈
aX, Ψ, Ψ
−1 and λ˜a are ∗-homomorphisms and
1CX(b)1CX(b′) =
{
1CX(b) if b = b
′
0 if b 6= b′
for b, b′ ∈ aX, we have that
λ˜b
(
Ψ
(
1CY(a)
))
λ˜b′
(
Ψ
(
1CY(a)
))
=
{
λ˜b
(
Ψ
(
1CY(a)
))
if b = b′
0 if b 6= b′
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for all a ∈ aY and all b, b
′ ∈ aX; and hence
TS(gb)b∈aX = T
(∑
b∈aX
λ˜a
(
Ψ−1
(
1CX(b)
))
Ψ−1(gb)
)
a∈aY
=
(∑
a∈aY
λ˜b′
(
Ψ
(
1CY(a)
))∑
b∈aX
Ψ
(
λ˜a
(
Ψ−1
(
1CY(b)
)))
gb
)
b′∈aX
=
(∑
a∈aY
λ˜b′
(
Ψ
(
1CX(a)
))∑
b∈aX
λ˜b
(
Ψ
(
1CX(a)
))
gb
)
b′∈aX
=
(∑
a∈aY
λ˜b
(
Ψ
(
1CY(a)
))
gb
)
b∈aX
=
(
λ˜b
(
Ψ
(∑
a∈aY
1CY(a)
))
gb
)
b∈aX
= (λ˜b(1)gb)b∈aX
=
(
1σ(CX(b))gb
)
b∈aX
= (gb)b∈aX
for all (gb)b∈aX ∈ HX.
In the same way one can prove that ST (fa)a∈aY = (fa)a∈aY for all
(fa)a∈aY ∈ HY.
Hence (T,Ψ) is a C∗-correspondence isomorphism and HX ∼= HY.
Remark 8.5. With Proposition 8.4 in hand, it is not difficult to prove that
if Λ and Γ are two two-sided subshifts such that the one-sided subshift XΛ
of Λ and the one-sided subshift XΓ of Γ are conjugate, then OΛ and OΓ of
[5] (cf. Remark 7.5) are isomorphic.
Theorem 8.6. If two subshifts X and Y are conjugate, then there exists a
∗-isomorphism ρ from OX to OY such that γz ◦ ρ = ρ ◦ γz for every z ∈ T.
Proof. It follows from Theorem 8.4 that there exists a C∗-correspondence
isomorphism (T,Ψ) from HX to HY. Thus there exists a ∗-isomorphism ρ :
OX → OY such that ρ(kHX(ξ)) = kHY(Tξ) for every ξ ∈ HX and ρ(kD˜X(f)) =
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kD˜Y(Ψ(f)) for every f ∈ D˜X. Hence
γz(ρ(kHX(ξ))) = γz(kHY(Tξ))
= zkHY(Tξ)
= kHY(Tzξ)
= ρ(kHX(zξ))
= ρ(zkHX(ξ))
= ρ(γz(kHX(ξ)))
for every ξ ∈ HX and every z ∈ T, and
γz(ρ(kD˜X
(f))) = γz(kD˜Y
(Ψ(f)))
= zkD˜Y(Ψ(f))
= k
D˜Y
(Ψ(zf))
= ρ(kD˜X(zf))
= ρ(zkD˜X(f))
= ρ(γz(kD˜X
(f)))
for every f ∈ D˜X and every z ∈ T. Since OX is generated by kHX(HX) ∪
kD˜X(D˜X), it follows that γz ◦ ρ = ρ ◦ γz for every z ∈ T.
Remark 8.7. One can prove that if Λ and Γ are two two-sided subshifts
which are flow equivalent (cf. [22], [9], [1] and [12, §13.6]), then OXΛ and
OXΓ , where XΛ is the one-sided subshift of Λ and XΓ is the one-sided subshift
of Γ, are stably isomorphic. This has been proved in [20] (cf. Remark 7.4)
under the assumption of condition (I) and (E) (cf. [19]), but there is an
alternative proof, which will appear in [4], which does not require condition
(I) and (E).
Notice that if the two two-sided subshifts Λ and Γ are conjugate (as two-
sided subshifts, cf. [12, Definition 1.5.9.]), then Λ and Γ are flow equivalent
(cf. [12, §13.6]), and so OXΛ and OXΓ are stably isomorphic. One can in fact
show that if Λ and Γ are conjugate, then there exists a ∗-isomorphism from
Φ from OXΛ ⊗K to OXΓ ⊗K such that Φ(DXΛ ⊗C) = DXΓ ⊗C and such that
Φ ◦ γΓ ◦ Φ
−1 and γΛ are exterior equivalent, where K is the C
∗-algebra of
all compact operators on a separable infinite-dimensional Hilbert space, C is
a maximal commutative C∗-subalgebra of K, DXΛ (respectively DXΓ) is the
C∗-subalgebra of OΛ (respectively OΓ) generated by {SνS
∗
µSµS
∗
ν}µ,ν∈L(XΛ)
(respectively {SνS
∗
µSµS
∗
ν}µ,ν∈L(XΓ)) (noticed that DXΛ (respectively DXΓ) is
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isomorphic to D˜XΛ (respectively D˜XΓ), cf. Remark 7.3) and γΛ (respectively
γΓ) is the gauge action on OXΛ (respectively OXΓ). This has been proved in
[19, Corollary 6.2] for two-sided subshifts satisfying the conditions (I) and
(E), and will be proved in full generality in [4].
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