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Abstract
This thesis investigates uniform mixing on Cayley graphs over Zd3. We apply
Mullin’s results on Hamming quotients, and characterize the 2(d+2)-regular
connected Cayley graphs over Zd3 that admit uniform mixing at time 2pi/9.
We generalize Chan’s construction on the Hamming scheme H(d, 2) to the
schemeH(d, 3), and find some distance graphs of the Hamming graph H(d, 3)
that admit uniform mixing at time 2pi/3k for any k ≥ 2. To restrict the
mixing time, we derive a sufficient and necessary condition for uniform mixing
to occur on a Cayley graph over Zd3 at a given time. Using this, we obtain
three results. First, we give a lower bound of the valency of a Cayley graph
over Zd3 that could admit uniform mixing at some time. Next, we prove that
no Hamming quotient H(d, 3)/〈1〉 admits uniform mixing at time earlier
than 2pi/9. Finally, we explore the connected Cayley graphs over Z33 with
connected complements, and show that five complementary graphs admit
uniform mixing with earliest mixing time 2pi/9.
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Chapter 1
Introduction
The first quantum walk model was introduced by Farhi and Gutmann [13] in
1997. Later in the field of quantum information processing, Christandl et al
[11] proposed a class of qubit networks where perfect state transfer occurs on
every two-dimensional quantum state within a fixed period. Compared to the
classical random walks, quantum walks provide a speedup in the algorithms
for many theoretical and practical problems [9, 10]. In this thesis, we study
the model of the continuous-time quantum walks, which is defined using
the Schro¨dinger equation and an evolution operator of the system [23]. In
particular, we are interested in the quantum walks that are uniform mixing at
certain times, that is, the quantum walks that represent uniform probability
distributions at these times.
This thesis follows the mathematical formulation of quantum walks on
undirected graphs due to Godsil [17]. Let X be a graph with adjacency
matrix A. The transition matrix
U(t) = exp(itA)
determines the quantum walk on X. When all the entries in U(t) have the
same absolute value, we say that X admits uniform mixing at time t.
Uniform mixing on graphs is rare. The known examples are the complete
graphs on two, three or four vertices given by Ahmadi et al [2], some Cayley
graphs over abelian groups given by Chan [6, 7] and Mullin [22], and the
Cartesian products of existing graphs with uniform mixing. On the other
hand, some graphs are proved to be resistant to uniform mixing [18]. As an
extension of the work by Mullin [22] and Chan [7], we find all 2(d+2)-regular
connected Cayley graphs over Zd3 that admit uniform mixing at time 2pi/9,
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some distance graphs of H(d, 3) that admit uniform mixing at 2pi/3k, and
some distance graphs of H(d, 4) that admit uniform mixing at pi/2k. We also
show that the quotient H(d, 3)/〈1〉 never admits uniform mixing earlier than
the known time 2pi/9.
In [22], Mullin showed that every connected linear Cayley graph over
GF (q)r is a quotient of the Hamming graph H(d, q) for some q. Using a
weight distribution condition, Mullin found some quotient graphs H(d, q)/〈1〉
that admit uniform mixing at time pi/4 for q = 2, 4, and at time 2pi/9 for
q = 3. She also characterized the quotient graphs H(d+ 2, 2)/Γ with |Γ| = 4
that admit uniform mixing at time pi/4. In addition to the known examples,
we characterize the quotient graphs H(d + 2, 3)/Γ with |Γ| = 9 that admit
uniform mixing at time 2pi/9.
1.0.1 Theorem. Let Γ = 〈a, b〉 be a subgroup of Zd+23 such that the code
generated by a and b has minimum distance at least three. The quotient
graph H(d + 2, 3)/Γ admits uniform mixing at time 2pi/9 if and only if one
of the following holds:
(i) • aT b ≡ 0 (mod 3), and
• wt(a) 6≡ 0 (mod 3), wt(b) 6≡ 0 (mod 3).
(ii) • aT b 6≡ 0 (mod 3), and
• wt(a) 6≡ wt(b) (mod 3) or wt(a) ≡ wt(b) ≡ 0 (mod 3).
When exploring Cayley graphs over Zd3, we also seek for other potential
times of uniform mixing. We notice that the spectral decompositions of these
graphs can be derived from the characters ψa of the underlying group Zd3.
More specifically, if X is a Cayley graph over Zd3 with connection set C, then
ψa(C) is an eigenvalue with eigenvector ψa, for every a ∈ Z3. Based on the
spectrum, we define a rational function in x over the integers by
fg(x) :=
 ∑
(a−b)T g=0
xmab
− 3d
where mab is determined by the difference of ψa(C) and ψb(C). We give a
condition for uniform mixing to occur on the Cayley graphs over Zd3 in terms
of these fg’s.
2
1.0.2 Theorem. X(Zd3, C) admits uniform mixing at time t if and only if
e3it is a zero of
gcd{fg : g ∈ Zd3}.
One consequence of Theorem 1.0.2 is a basic lower bound for the size of
the connection set C such thatX(Zd3, C) admits uniform mixing at a particular
time.
1.0.3 Corollary. Let φ(n) be the Euler’s totient function. If
|C| < φ(n) + 2
then uniform mixing does not occur on X(Zd3, C) at time 2pi/3n.
The other application of Theorem 1.0.2 is that we can restrict the mixing
times of a graph to some choices. For instance, by checking the factors of f1,
we show that 2pi/9 is the earliest possible time when the quotient H(d, 3)/〈1〉
admits uniform mixing.
1.0.4 Theorem. For d > 1, if uniform mixing occurs on H(d, 3)/ 〈1〉 at time
t, then t = 2kpi/9 for some integer k coprime to 3.
The same idea can be applied to the cubelike graphs to obtain the fol-
lowing result.
1.0.5 Theorem. If uniform mixing occurs on the folded cubesH(d+1, 2)/ 〈1〉
at time t, then t = kpi/4 for some odd integer k.
We also compute gcd(f0, fe1) for all the 20 connected Cayley graphs over
Z33, and find 10 graphs that admit uniform mixing at 2pi/9, which is again the
earliest time that mixing occurs. This moves our search to Cayley graphs over
Z43 and larger groups. Recent work by Chan [7] shows that there exist distance
graphs of the d-cube that admit uniform mixing at time pi/2k for k ≥ 2, which
suggests a direction in finding Cayley graphs with earlier unifom mixing. The
proof of Chan’s result heavily exploits the algebraic properties of association
schemes. We study the properties of the eigenvalues of a Hamming scheme,
and show that Chan’s construction is generalizable to the schemes H(d, 3)
and H(d, 4). The following are our examples of graphs with uniform mixing
earlier than the Hamming graphs.
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1.0.6 Theorem. For k ≥ 2 and r ∈ {3k − 1, 3k − 4, 3k − 7}, the r-distance
graphs Xr of the Hamming graph H(2 · 3k − 9, 3) admit uniform mixing at
time 2pi/3k.
1.0.7 Theorem. For k ≥ 2, the distance graph X2k−2 of the Hamming graph
H(2k−1−1, 4) and the distance graphs X2k−1−1, X2k−1 of the Hamming graph
H(2k − 2, 4) admit uniform mixing at time pi/2k,
We briefly describe the content of the thesis. In the first two chapters, we
present background material on continuous quantum walks and on Cayley
graphs. Chapter 4 provides a complete survey of prior knowledge about uni-
form mixing. In Chapter 5 and 6, we develop the main results, as summarized
above. The final chapter will be a discussion about the open problems.
4
Chapter 2
Quantum Walks
We start with the background on continuous-time quantum walks. In [13],
Farhi and Gutmann introduced the concept of continuous-time quantum
walks on decision trees as an extension of classical random walks. Later
in the field of quantum information processing, Christandl et al [11] pro-
posed a class of qubit networks where perfect state transfer occurs on every
two-dimensional quantum state within a fixed period. Abundant research on
quantum computation has shown the computational superiority of quantum
algorithms over their classical counterparts in many cases [9, 10].
One interesting phenomenon in quantum walks is uniform mixing. It
provides purely random probability distributions, which are desirable inputs
in some algorithms. In this chapter, we follow the mathematical description
of quantum walks given by Godsil [17], and introduce some standard tech-
niques for testing uniform mixing on undirected graphs. Following this, we
summarize some known types of graphs that admit uniform mixing.
A quantum system is a d-dimensional inner product space over C with
all one-dimensional subspaces as its states. The evolution of the system is
determined by a unitary operator U , and the measurement is represented by
a Hermitian matrix H. Each eigenspace of H is a possible outcome of this
measurement. In quantum computing, it is conventional to assume that the
eigenspaces of H are spanned by the standard basis vectors e1, e2, . . . , ed. If
at some time t, the system were in the state represented by a unit vector z,
then the outcome of a measurement with H is er with probability
|〈er, z〉|2
that is, the r-th entry of the Schur product z ◦ z.
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2.1 Transition Matrices
For a Hermitian matrix A, we define the transition operator U(t) by
U(t) := exp(itA).
We see that U(t) is unitary since
U(t)∗ = exp(−itA) = U(−t)
and so it determines the evolution of a quantum system. If the initial state
of this system is eu, then at time t, the probability that this system is in the
state ev is given by
eTv
(
U(t)eu ◦ U(t)eu
)
= eTv (U(t) ◦ U(−t)) eu.
Hence, the outcome of a measurement with respect to the standard basis is
completely determined by
M(t) := U(t) ◦ U(−t)
which we will call the mixing matrix.
One candidate for the Hermitian matrix A is the adjacency matrix of an
undirected graph X. In this case, A is real symmetric, and so both UX(t)
and MX(t) are symmetric. For example, the transition matrix of K2 is
UK2(t) =
∑
k≥0
(it)k
k!
Ak
=
∑
k≥0
(it)2k
(2k)!
I +
∑
k≥0
(it)2k+1
(2k + 1)!
A
= cos(t)I + i sin(t)A
=
(
cos(t) i sin(t)
i sin(t) cos(t)
)
.
Not all graphs have transition matrices in such neat form. However, as
we will see in Section 2.3, there is a decomposition of the transition matrix
based on the spectrum of the graph.
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2.2 Perfect State Transfer and Uniform Mix-
ing
Since U(t) is unitary, each column of the mixing matrix M represents a
probability distribution. We are interested in two types of distributions.
When M(t)uv = 1, namely, when there is a complex scalar γ such that
U(t)eu = γev
we say that X admits perfect state transfer from the vertex u to the vertex v
at time t. When we have uniform distribution in each column, or equivalently,
when
|U(t)u,v| = 1√|V (X)|
for all vertices u and v, we say that X admits uniform mixing at time t.
The latter case can be described using type-II matrices. If H is a matrix
with non-zero entries, we define the Schur inverse of H to be the matrix
whose entries are the inverses of the entries in H:
H
(−)
jk :=
1
Hjk
A complex n× n matrix H is type-II if
HH(−) = nI
When all entries of H have the same absolute value, H is called a flat matrix.
Thus U(t) is flat if uniform mixing occurs at time t. We have the following
characterization due to Godsil [18].
2.2.1 Lemma. The graph X on n vertices admits uniform mixing at time t
if and only if
√
nU(t) is a type-II matrix.
Proof. U(t) is flat if and only if all entries in
√
nU(t) have absolute value
one, if and only if
(
√
nU(t))(−) =
√
nU(t) =
√
nU(−t)
if and only if √
nU(t)(
√
nU(t))(−) = nI.
A flat type-II matrix is called a complex Hadamard matrix. Hence the above
lemma is equivalent to the following.
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2.2.2 Corollary. The graph X admits uniform mixing at time t if and only
if
√
nU(t) is a complex Hadamard matrix.
Take K2 as an example. Its transition matrix evaluated at time pi/2 and
pi/4 are
UK2
(pi
2
)
= i
(
0 1
1 0
)
UK2
(pi
4
)
=
1√
2
(
1 i
i 1
)
Therefore, K2 admits perfect state transfer from vertex 1 to vertex 2 at time
pi/2, and admits uniform mixing at time pi/4.
2.3 Spectral Decomposition
The adjacency matrix A of an undirected graph is diagonalizable. For each
eigenvalue θr of A, let Er be the orthogonal projection onto the eigenspace
belonging to θr. Then the Er’s are pairwise orthogonal real idempotents
which sum to I. The spectral decomposition of A expresses A in a linear
combination of these idempotents:
A =
∑
r
θrEr.
By the spectral properties, a function in A may also be written as a linear
combination of the Er’s.
2.3.1 Lemma. Let A be a real symmetric matrix with spectral decomposi-
tion
A =
∑
r
θrEr.
If f is an analytic function defined on the spectrum of A, then
f(A) =
∑
r
f(θr)Er.
Applying the above lemma to each term in U(t), we obtain the spectral
decomposition of the transition matrix.
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(1, 1)
(1, 2)
(1, 3)
(2, 1)
(2, 2)
(2, 3)
Figure 2.1: K2K3
2.3.2 Theorem. If the spectral decomposition of A is
A =
∑
i
θrEr
then
U(t) =
∑
r
eiθrtEr.
2.4 Cartesian Product of Graphs
In this section, we introduce an operation on graphs that produces new exam-
ples of graphs with perfect state transfer (uniform mixing) from the existing
ones. Given two graphs X and Y , the Cartesian product X Y is the graph
with vertex set V (X) × V (Y ) where (x1, y1) is adjacent to (x2, y2) if one of
the following holds:
• x1 = x2, and y1 is adjacent to y2 in Y .
• y1 = y2, and x1 is adjacent to x2 in X.
Figure 2.1 gives the Cartesian product of the complete graphs K2 and
K3.
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If A and B are the corresponding adjacency matrices of X and Y , then
the adjacency matrix of X  Y is A ⊗ I + I ⊗ B. It turns out that we can
obtain the transition matrix of X  Y directly from those of X and Y .
2.4.1 Theorem. Let X and Y be two graphs. Then
UXY = UX ⊗ UY .
Proof. Notice that A⊗ I and I ⊗B commute:
(A⊗ I)(I ⊗B) = A⊗B = (I ⊗B)(A⊗ I)
so the transition matrix of XY is
UXY = exp (it (A⊗ I + I ⊗B))
= exp((itA⊗ I) + (I ⊗ itB))
= (exp(itA)⊗ I)(I ⊗ exp(itB))
= exp(itA)⊗ exp(itB)
= UX ⊗ UY .
Since the entries of UXY (t) are products of the entries of UX(t) and
UY (t), we see that the set of graphs with uniform mixing is closed under
Cartesian products. In fact, we have the following observation due to Best
et al [3].
2.4.2 Lemma. X  Y admits uniform mixing at time t if and only if both
X and Y admit uniform mixing at time t.
This gives a way to construct new graphs with perfect state transfer
(uniform mixing) from the known ones. For instance, an d-cube Qd is the
d-th Cartesian power of K2. Its transition matrix is
UQd(t) = UK2(t)
n =
(
cos(t) i sin(t)
i sin(t) cos(t)
)⊗d
.
The quantum walk onK2 tells us that the d-cube admits perfect state transfer
between any pair of antipodal vertices at time pi/2, and admits uniform
mixing at time pi/4, for any positive integer d.
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2.5 Uniform Mixing on Complete Graphs
Uniform mixing on graphs is rare. The known graphs that admit uniform
mixing are the complete graphs on two, three or four vertices, the Cartesian
products of existing graphs with uniform mixing and some linear Cayley
graphs [7, 22].
We will use the spectral decomposition to study uniform mixing in com-
plete graphs. For Kq, the eigenvalues are θ0 = q − 1 and θ1 = −1, and the
corresponding idempotents are E0 =
1
q
J and E1 = I − 1
q
J . Hence,
Ukq(t) = e
i(q−1)t1
q
J + e−it
(
I − 1
q
J
)
=
1
q
(
ei(q−1)t + (q − 1)e−it) I + 1
q
(
ei(q−1)t − e−it) (J − I). (2.5.1)
We see that UKq(t) is flat if and only if∣∣ei(q−1)t + (q − 1)e−it∣∣ = ∣∣ei(q−1)t − e−it∣∣
which restricts q to {2, 3, 4}. Further calculations show that uniform mixing
occurs at time pi/4 on K2 and K4, and occurs at time 2pi/9 on K3.
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Chapter 3
Cayley Graphs and Association
Schemes
All the known graphs with uniform mixing are Cayley graphs constructed
from finite abelian groups. As the quantum walk of a graph lies in its adja-
cency algebra, some of the mixing conditions on Cayley graphs can be nicely
described using the language of association schemes, which provides a uni-
fied approach to many combinatorial topics including coding theory, design
theory and graph theory. For details on association schemes, see Chapter 2
in [4]. In this chapter, we introduce the basic properties of Cayley graphs
and association schemes. With these tools, we can build the isomorphism
between linear Cayley graphs and the quotient Hamming graphs in Chapter
5, and investigate the relation between distance graphs of Hamming graphs
and the Hamming scheme in Chapter 6.
3.1 Cayley Graphs
Let G be a group and C be a subset of G. The Cayley graph X(G, C) is a
graph with vertex set G and edge set
E = {(g, h) : hg−1 ∈ C}.
We call C the connection set. Usually it is assumed that C does not contain
the identity of the group G, in which case the graph is loopless. When C
is closed under inverses, X(G, C) is an undirected graph. In the rest of this
thesis, all the Cayley graphs will be loopless and undirected.
13
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For an element x ∈ G, the map g 7→ gx determines an automorphism of
X(G, C), which implies that X(G, C) is vertex transitive. We are interested
in the Cayley graphs whose vertices are the elements of a module.
3.1.1 Lemma. Let G be the additive group of a module. For any automor-
phism L of the module, we have
X(G,L(C)) ∼= X(G, C)
where L(C) = {L(c) : c ∈ C}.
As an example, the Hamming graph H(d, q) is a graph whose vertex set
consists of all d-tuples from an alphabet of q symbols, and two vertices are
adjacent if they differ in exactly one coordinate. For practical purposes, we
can take Zdq as the alphabet. Then two vertices in H(d, q) are adjacent if
their difference is a non-zero multiple of a standard basis vector. By Lemma
3.1.1, the Hamming graph H(d, q) is the Cayley graph X(Zdq , C) where C is
the set of non-zero multiples of any basis of Zdq .
When G is the additive group of a vector space, the Cayley graph X(G, C)
is called a linear graph if C is closed under multiplication by nonzero scalars
in the underlying field. This applies to the Hamming graphs H(d, q) where
q is a prime power. In this case, instead of Zdq , we construct our Hamming
graph over a vector space GF (q)d. By definition, H(d, q) is a linear graph.
3.2 Association Schemes
In this section, we introduce asssociation schemes using the notions in God-
sil’s unpublished notes [15]. An association scheme with d classes is a set
A = {A0, A1, . . . , Ad} of 01-matrices that satisfies the following conditions:
• A0 = I.
• ∑dj=0Aj = J .
• ATj ∈ A for j = 0, 1, · · · , n.
• AjAk = AkAj ∈ span(A).
By the last condition, the association scheme A generates an algebra over
C, which we call the Bose-Mesner algebra C[A] of A. The second condition
14
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implies that A0, A1, . . . , Ad are linearly independent, so C[A] has dimension
d+ 1. Since each element in C[A] is a 01-matrix, C[A] is closed under Schur
multiplication as well as complex conjugation and matrix transposition.
An association scheme is symmetric if A0, A1, . . . , Ad are symmetric. A
natural way to obtain symmetric association schemes is setting Ai’s to be the
adjacency matrices of some carefully chosen undirected graphs on the same
vertex set. One such class of schemes arises from distance regular graphs,
which are regular graphs such that for any two vertices u and v, the number
of vertices at distance i from u and at distance j from v only depends on the
distance between u and v.
Let X be a distance regular graph of diameter d. Let Xr be the graph
with the same vertex set where two vertices are adjacent if they are at dis-
tance r in X. Let Ar = A(Xr). Then A = {I, A1, A2, . . . , Ad} satisfies the
four conditions above and is a symmetric association scheme. Consider a
simple example where X = Kq. Since Kq is distance regular of diameter one,
the scheme has one class, namely, A = {Iq, Jq − Iq}. This is the simplest
association scheme.
A Hamming scheme H(d, q) is an association scheme constructed from the
Hamming graph H(d, q), which is distance regular of diameter n. Note that
H(1, q) = {Iq, Jq − Iq}. In fact, H(d, q) is the generalized Hamming scheme
H(n,H(1, q)). Refer to [16] by Godsil for further information on generalized
Hamming schemes. We will discuss some results on uniform mixing inH(d, 2)
by Chan [7] in Chapter 4, and move to H(d, 3) in Chapter 6.
3.3 Parameters of Association Schemes
Recall that the spectral decomposition of a diagonalizable matrix A is
A =
∑
r
θrEr
where Er’s are pairwise orthogonal idempotents that sum to I. If A is the
adjacency matrix of a distance regular graph X, then these Er’s are also the
idempotents in the spectral decomposition of Ai = A(Xi). We state without
proof a general theorem that applies in all association schemes. Detailed
derivation can be found in the work on generalized Hamming schemes due
to Godsil [16].
15
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3.3.1 Theorem. The Bose-Mesner algebra of an association scheme A has
a basis of idempotents E0, E1, . . . , Ed such that
• EjEk = δj,kEj.
• ∑dj=0Ej = I.
The above theorem implies that there are scalars pr(s), which are called
the eigenvalues of an association scheme A, such that
Ar =
n∑
s=0
pr(s)Es
for r = 0, 1, · · · , n. For example, the idempotents in the Bose-Mesner algebra
of {Iq, Jq − Iq} are
E0 =
1
q
Jq, E1 = Iq − 1
q
Jq
and the eigenvalues are
p0(0) = 1, p0(1) = 1, p1(0) = q − 1, p1(1) = −1.
Now we introduce one more parameter of A, which plays a role in charac-
terizing uniform mixing in association schemes. Suppose the matrices in A
are of size n× n. Since the Bose-Mesner algebra C[A] is closed under Schur
multiplication, there exist scalars qr,s(k) such that
Er ◦ Es = 1
n
d∑
k=0
qr,s(k)Ek
These scalars qr,s(k) are called the Krein parameters of A. The following is
a mixing condition in association schemes due to Mullin [22].
3.3.2 Theorem. Let A denote a d-class association scheme. Suppose X
is a graph whose adjacency matrix A is contained in C[A] with eigenvalues
θ0, θ1, . . . , θd. Uniform mixing occurs on time t if and only if
d∑
r=0
d∑
s=0
qr,s(k)e
(θr−θs)it = 0
for all 1 ≤ k ≤ d.
Hence, if we know the Krein parameters of a scheme, we can determine
whether uniform mixing occurs in its Bose-Mesner algebra.
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Chapter 4
Earlier Work
In this chapter, we summarize the earlier work about uniform mixing on
several families of regular graphs including complete graphs, cycles, bipar-
tite graphs, strongly regular graphs, conference graphs, and Cayley graphs.
These results can be found in [1, 2, 5, 6, 7, 18, 22].
4.1 Circulant Graphs
A matrix is circulant if each row is a right shift of the row above it. A graph
with circulant adjacency matrix is called a circulant graph. Two examples of
circulant graphs are the complete graphs Kn and the cycles Cn. In [2], Ah-
madi et al noted that every n×n circulant matrix is unitarily diagonalizable
by the Fourier matrix
F =
1√
n
V (ω)
where w is the n-th root of unity, and V (w) is the Vandermonde matrix whose
ij-entry is wij, for i, j = 0, 1, · · · , n− 1. Based on the spectral properties of
circulant graphs, Ahmadi et al had the following result on complete graphs.
4.1.1 Theorem. Except for K2, K3, K4, no complete graph admits uniform
mixing.
For the cycles, they remarked that the eigenvalues of Cn are
cos
(
2pij
n
)
, j = 0, 1, · · · , n− 1
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Following this, Carlson et al [5] proved that no uniform mixing occurs on C5.
Soon after that, Adamczak et al [1] showed the non-uniform mixing property
on cycles with the following lengths.
4.1.2 Theorem. If n satisfies one of the following:
• n = 2u, where u ≥ 3.
• n = 2um, where u ≥ 1 and m is not the sum of two integer squares.
then no uniform mixing occurs on the cycle Cn.
These supports the following conjecture due to Ahmadi et al [2].
4.1.1 Conjecture. Except for C3, C4, no cycle admits uniform mixing.
Further study on cycles by Godsil, Mullin and Roy [18] employed an
algebraic number theoretic approach. Recall that the eigenvalues of a graph
are the zeros of its characteristic polynomial and hence algebraic integers.
The following two observations made by Mullin [18, pp. 6-7] link the algebraic
property of the entries of a transition matrix with that of the eigenvalues.
4.1.3 Theorem. Let X denote a graph. If at some non-zero time t all entries
of the transition matrix U(t) are algebraic numbers, then the ratio of any
two non-zero eigenvalues of X must be rational.
4.1.4 Corollary. Suppose that X is a regular graph with transition matrix
U(t). Further suppose that H is a matrix with all algebraic entries such that
U(t) = γH,
for some non-zero time t and some γ in C. Then X must have all integral
eigenvalues.
The even cycles belong to the family of bipartite graphs. By a result due
to Godsil on bipartite graphs, which we will mention in the next section,
if uniform mixing occurs on an even cycle, its transition matrix must have
algebraic entries. Noticing that cos(2pij/n) is irrational when n = 5 or n ≥ 7,
Mullin derived the following result.
4.1.5 Theorem. The cycle C4 is the unique even cycle that admits uniform
mixing.
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This partly answered Conjecture 4.1.1. The general case for odd cycles
is trickier, but the prime ones were solved by Mullin in [18, 22] using cyclic
p-roots. A cyclic n-root is the solution of the form z = (z0, z1, . . . , zn−1) to
the following system:
z0 + z1 + · · ·+ zn−1 = 0
z0z1 + z1z2 + · · ·+ zn−1z0 = 0
· · ·
z0z1 · · · zn−2 + z1z2 · · · zn−1 + · · ·+ zn−1z0 · · · zn−3 = 0
z0z1 · · · zn−1 = 1
Mullin showed that a solution to this system is equivalent to a circulant
type-II matrix with ones down the diagonal.
4.1.6 Lemma. The matrix
∑n−1
j=0 xjCj is a type-II matrix with ones down
the diagonal if and only if (x1x
−1
0 , x2x
−1
1 , · · · , x0x−1n−1) is a cyclic n-root.
Due to Haagerup [20], there are only finitely many cyclic p-roots when p
is prime. Using this, Godsil, Mullin and Roy [18] proved that all the cyclic
p-roots have algebraic coordinates, and thus U(t) is a scalar multiple of a
matrix with algebraic entries. By Corollary 4.1.4, Cp must have rational
eigenvalues to admit uniform mixing, which restricts p to 3.
4.1.7 Theorem. The cycle C3 is the unique cycle of odd prime order that
admits uniform mixing.
4.2 Bipartite Graphs
We move to the results on bipartite graphs, which were given by Godsil,
Mullin and Roy in [18]. It was shown that the transition matrix U(t) of a
bipartite graph can be partitioned into four blocks, where the diagonal ones
are real, and the off-diagonal ones are purely imaginary. Godsil characterized
the entries of U(t) for bipartite graphs when t is a mixing time.
4.2.1 Theorem. Suppose X is a bipartite graph on n > 2 vertices with
transition matrix U(t). If X admits uniform mixing at time t, then each
entry of
√
nU(t) is a fourth root of unity.
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Following this, the scaled transition matrix
√
nU(t) of a bipartite graph
is a real Hadamard matrix [18], whose order is either two or a multiple of
four.
4.2.2 Theorem. If X is a bipartite graph on n > 2 vertices that admits
uniform mixing, then n is divisable by four.
Finally, Godsil, Mullin and Roy extended Theorem 4.1.2 to all regular
bipartite graphs.
4.2.3 Theorem. If X is regular, bipartite graph with n vertices that admits
uniform mixing, then n is the sum of two integer squares.
4.3 Complete Multipartite Graphs
A complete multipartie graph is a graph where two vertices are adjacenct
if and only if they are in different partite sets of the vertex set. If all par-
tite sets have the same size, it is called a balanced complete multipartite
graph. It was originally proved by Ahmadi et al in [2] that K2,2 is the only
balanced complete multipartite graph that admit uniform mixing. In [22],
Mullin reproduced this result using the following fact she discovered on graph
complements.
4.3.1 Theorem. If X is a regular graph with at least five vertices and X
admits uniform mixing, then X and X must both the connected.
Since the complement of a complete multipartite graph is disconnected,
the above result implies the following.
4.3.2 Theorem. No complete multipartite graph with more than four ver-
tices admits uniform mixing.
4.4 Strongly Regular Graphs
We start this section by introducing strongly regular graphs using the defini-
tion given by Godsil and Royle in [19]. A graphX is called (n, k, a, c)-strongly
regular if it is k-regular on n vertices, each pair of adjacenct vertices has a
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common neighbors, and each pair of non-adjacent vertices has c common
neighbors. It has exactly three eigenvalues k, θ, τ , and the spectral decom-
position of its transition matrix is
U(t) = eiktEk + e
iθtEθ + e
iτtEτ
A strongly regular graph X is primitive if both X and X are connected.
Otherwise, it is called imprimitive. The only imprimitive strongly regular
graphs are the disjoint unions of complete graphs of the same size. Chan [6]
defined the following matrix
W := I + xA+ yA
where A = A(X), A = A(X), and discovered a necessary condition on the
parameters for W being a complex Hadamard matrix.
4.4.1 Theorem. X be a primitive strongly regular graph with eigenvalues
k, θ, τ . If W is a complex Hadamard matrix, then X or X has one of the
following parameter sets (n, k, a, c):
• (4θ2, 2θ2 − θ, θ2 − θ.θ2 − θ)
• (4θ2, 2θ2 + θ, θ2 + θ, θ2 + θ)
• (4θ2 − 1, 2θ2, θ2, θ2)
• (4θ2 + 4θ + 1, 2θ2 + 2θ, θ2 + θ − 1, θ2 + θ)
• (4θ2 + 4θ + 2, 2θ2 + θ, θ2 − 1, θ2)
Applying the above theorem, Godsil, Mullin and Roy [18] classfied the
primitive strongly regular graphs that admit uniform mixing.
4.4.2 Theorem. A primitive strongly regular graph X with adjacency ma-
trix A has uniform mixing if and only if one of the following holds:
• J − 2A is a regular symmetric Hadamard matrix of order 4θ2 with
constant diagonal and positive row sum and θ is even.
• J−2A−2I is a regular symmetric Hadamard matrix of order 4θ2 with
constant diagonal and positive row sum and θ is odd.
• The Paley graph of order 9, which has parameters (9, 4, 1, 2).
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4.5 Cayley graphs
In this section, we discuss some results about uniform mixing on Cayley
graphs of symmetric groups and some abelian groups.
The transposition Cayley graph is a Cayley graph X(Sn, Tn) over the
symmetric group Sn with the set Tn of all transpositions as its connection
set. Ahmadi et al conjectured in [2] that no Cayley graph X(Sn, Tn) admits
uniform mixing unless n 6= 2. This was soon proved by Gerhardt and Wa-
trous in [14]. They looked at the Cayley graphs X(Sn, Cλ) where Cλ is the
conjugacy class of Sn that consists of all permutations having cycle structure
described by the partition λ of n, and the following was implied by their
results.
4.5.1 Theorem. Uniform mixing does not occur on the transposition Cayley
graph X(Sn, Tn) for n > 2.
We now move to the Cayley graphs over Zdq for q ∈ {2, 3, 4}. The first
known Cayley graphs over Zdq that admit uniform mixing are the Hamming
graphs H(d, q) with q ∈ {2, 3, 4}. Followig this, Best et al [3] studied the
folded d-cubes H(d, 2)/〈1〉 and characterized the ones that admit uniform
mixing. It is worth noting that every Cayley graph over Zd2 or Zd3 is a linear
graph, meaning that its connection set is closed under non-zero scalar mul-
tiplication. In [22], Mullin showed that the connected linear Cayley graphs
over GF (q)r are quotients of the Hamming graphs H(d, q) for some d (we
treat this in detail in the next chapter). Hence every connected Cayley graph
over Zr2 is a quotient of H(d, 2) for some d, and every connected Cayley graph
over Zr3 is a quotient of H(d, 3) for some d. By the properties of equitable
partitions and graph quotients, Mullin determined the transition matrix of a
Hamming quotient.
4.5.2 Lemma. Let Γ be a subgroup of Zdq with Hamming distance at least
three. The transition matrix of the quotient graph H(d, 3)/Γ satisfies
U(t)0,v+Γ =
1
nd
∑
u∈v+Γ
(e(q−1)it + (q − 1)e−it)d−wt(u)(e(q−1)it − e−it)wt(u).
Recall that uniform mixing occurs on K2 and K4 at time pi/4 and oc-
curs on K3 at time 2pi/9. Using weight distributions of linear codes, Mullin
established the following condition for the Cayley graphs over Zd2, Zd3 and
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the linear Cayley graphs over Zd4 to admit uniform mixing at these times,
respectively.
4.5.3 Theorem. Let Γ be a subgroup of Zd2 with minimum distance at least
three. For each coset v+Γ, define nj to be the number of elements a in v+Γ
such that wt(a) ≡ j (mod 4). Uniform mixing occurs on H(d, 2)/Γ at time
t = pi/4 if and only if the weight distribution of every coset of Γ satisfies
(n0 − n2)2 + (n1 − n3)2 = |Γ|.
4.5.4 Theorem. Let Γ be a subgroup of Zd3 with minimum distance at least
three such that |Γ| = 3s, and let nj be the number of elements a in the coset
v + Γ such that wt(a) ≡ j (mod 3). Uniform mixing occurs on H(d, 3)/Γ
at time t = 2pi/9 if and only if the weight distribution of every coset of Γ
satisfies
n0n1 + n0n2 + n1n2 = 3
2s−1 − 3s−1.
4.5.5 Theorem. Let Γ be a subgroup of Zd4 with minimum distance at least
three, and let nj be the number of elements a in the coset v + Γ such that
wt(a) ≡ j (mod 2). Uniform mixing occurs on H(d, 4)/Γ at time t = pi/4 if
and only if the weight distribution of every coset of Γ satisfies
(n0 − n1)2 = |Γ|.
With this quotient approach, Mullin reproduced a result on the quotients
H(d, 2)/ 〈1〉 by Fan and Luo [13], and proved analogous results on the quo-
tients H(d, 3)/ 〈1〉 and H(d, 4)/〈1〉.
4.5.6 Theorem. If d ≥ 3, then the quotient graph H(d, 2)/ 〈1〉 admits uni-
form mixing at time pi/4 if and only if d is odd.
4.5.7 Theorem. The quotient graph H(d, 3)/ 〈1〉 admits uniform mixing at
time 2pi/9 if and only if d ≡ 1, 2 (mod 3).
4.5.8 Theorem. The quotient graph H(d, 4)/ 〈1〉 admits uniform mixing at
time pi/4 if and only if d is odd.
In addition, Mullin characterized the quotients H(d, 2)/Γ with |Γ| = 4
that admit uniform mixing at time pi/4.
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4.5.9 Theorem. Let Γ denote a subgroup of Zd2 with four elements and min-
imum distance at least three. The graph H(d, 2)/Γ admits uniform mixing
at time pi/4 if and only if Γ = 〈v1, v2〉 for some v1, v2 ∈ Zd2 such that one of
the following holds:
(i) wt(v1) ≡ wt(v2) (mod 4) and wt(v1 + v2) ≡ 2 (mod 4).
(ii) wt(v1) ≡ wt(v2) + 2 (mod 4) and wt(v1 + v2) ≡ (mod 4).
One example of the Cayley graphs over Zd2, as we have seen in Chapter
2, is the d-cube, which admits uniform mixing at time pi/4. Apart from
this, Chan [7] has discovered some distance graphs of the d-cube that admit
uniform mixing at earlier times. These Cayley graphs lie in the Hamming
scheme H(d, q) with q = 2, whose eigenvalues pr(s) are the Krawtchouk
polynomials [8],
pr(s) = [x
r](1 + (q − 1)x)n−s(1− x)s.
Chan constructed a complex Hadamard matrix in the Bose-Mesner algebra
of H(d, 2):
H = (I2 + (J2 − I2))⊗n
where  ∈ {−1, 1}. If the transition matrix of a graph X is equal to a
unimodular scalar of H at time t, then X admits uniform mixing at t. More
specifically, we have the following mixing conditions on the eigenvalues due
to Chan [7].
4.5.10 Lemma. Let X be a graph with adjacency matrix A belonging to the
Bose-Mesner algebra of H(d, 2). Suppose AEs = θsEs, for s = 0, 1, · · · , d,
where Es’ are the idempotents of the scheme. If there exists  ∈ {−1, 1} such
that
θs − θ0 ≡ s2k−1 (mod 2k+1)
for s = 0, 1, · · · , d, then there exists β ∈ R such that
√
2ne−pii/2
k
A = eiβH.
That is, X admits instantaneous uniform mixing at time pi/2k.
Using two number theory results due to Lucas and Kummer [12] on base
p representation for prime p, Chan proved the existence of graphs with earlier
mixing time by exhibiting the following families of examples.
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4.5.11 Theorem. For k ≥ 2 and r ∈ {2k+1− 7, 2k+1− 5, 2k+1− 3, 2k+1− 1},
the r-distance graphs of the Hamming graph H(2k+2 − 8, 2) admit uniform
mixing at time pi/2k.
4.6 Summary
The only complete graphs that admit uniform mixing are K2, K3 and K4,
and the corresponding mixing times are pi/4, 2pi/9 and pi/4. No even cycle or
prime cycle on more than three vertices admit uniform mixing. The number
of vertices in a bipartite graph with uniform mixing is either two or divisible
by four; if the graph is also regular, the number of vertices must be a sum of
two integer squares. No balanced multipartite graph on more than four ver-
tices admits uniform mixing. The only primitive strongly regular graphs with
uniform mixing either come from regular symmetric Hadamard matrices, or
is the Paley graph of order nine. For q = 2, 3, 4, a linear Cayley graph over
Zrq is a quotient of H(d, q) for some d, and whether it admits uniform mixing
at the same time as H(d, q) is determined by the weight distributions of the
cosets of the corresponding subgroup. For earlier uniform mixing, there exist
distance graphs over the d-cube that admit uniform mixing at pi/2k.
In the next two chapters, we will explore uniform mixing on the linear
Cayley graphs over Zd3 and Zd4.
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Chapter 5
Cayley Graphs over Zd3
The last chapter has presented several results on uniform mixing on the
Cayley graphs over Zd2, Zd3 and the linear Cayley graphs over Zd4. In this
chapter, we take a closer look at the Cayley graphs over Zd3 with two differ-
ent treatments. First, we apply Mullin’s approach to uniform mixing on the
quotients of H(d, 3) at time 2pi/9. Using weight distributions on the cosets of
a subgroup, we describe the Hamming quotients H(d+ 2, 3)/Γ with valency
2(d + 2)that admit uniform mixing at 2pi/9. Next, we turn our interest to
possible mixing time earlier than 2pi/9, and consider the spectral decompo-
sitions of the Cayley graphs over Zd3, which are determined by the characters
of the underlying groups. We provide another condition for uniform mixing
at time t on these Cayley graphs, and use it to restrict the mixing time of
H(d, 3)/ 〈1〉 to 2pi/9.
5.1 Graph Quotients
A quotient of a graph X arises from an equitable partition of the vertices in
X. Let pi = (C1, C2, . . . , Cr) be a partition of V (X). We say pi is equitable if
every vertex in Cj has the same number γjk of neighbors in Ck. Figure 5.1
is an example given by Brendan McKay [21] with equitable partition
pi = {{1, 2, 4, 5, 7, 8}, {3, 6}}.
Let G be an automorphism group of a graph X. Consider two orbits xG
and yG. Since x is adjacent to yg if and only if xh is adjacent to ygh, each
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Figure 5.1: McKay’s Example
element in xG has the same number of neighbors in yG. Hence, the orbits of
G form an equitable partition of V (X).
The quotient graph of X induced by an equitable partition
pi = {C1, C2, . . . , Cr}
is a directed graph with vertex set pi and γjk arcs from Cj to Ck. We show
that any quotient of a Cayley graph over an abelian group is also a Cayley
graph.
5.1.1 Lemma. Let (G,+) be an abelian group. If Γ is a subgroup of G,
then
X(G, C)/Γ ∼= X(G/Γ, C/Γ)
where C/Γ = {c+ Γ : c ∈ C}.
Proof. Since G is abelian, Γ is a normal subgroup, and so
G/Γ = {g + Γ : g ∈ G}
is a group with addition
(g + Γ) + (h+ Γ) = (g + h) + Γ.
Let g + Γ and h+ Γ be two vertices of X(G, C)/Γ. They are adjacent if and
only if there exist x, y ∈ Γ and c ∈ C such that (g + x)− (h+ y) = c, if and
only if
(g + Γ)− (h+ Γ) = c+ Γ ∈ C + Γ.
If a graph is connected, so is its quotient. We have seen that when q is a
prime power, H(n, q) is a linear graph over a vector space. In fact, there are
strong relations between the quotients of Hamming graphs and connected
linear graphs for a vector space. The following theorem is an unpublished
result due to Godsil, for a proof see Mullin [22, Ch.7] .
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5.1.2 Theorem. Every connected linear graph over GF (q)r with valency
(q − 1)d is isomorphic to a quotient graph H(d, q)/Γ for some d and some
subgroup Γ of GF (q)d, where |Γ| = qd−r and Γ has Hamming distance at
least three.
Proof. Let F = GF (q) and suppose C is the connection set of X. Notice
that X is connected if and only if C contains a basis of V . We can partition
C into cells C1, C2, . . . , Cd such that two elements lie in the same cell if and
only if they are scalar multiples of each other, and the first r cells contains a
basis of V . Then Cj is a cyclic group, and we may assume Cj = 〈vj〉. Define
a linear map from C to Fr × Fd−r by
φ(vj) =
{
(vj, 0), if v ∈ Cj for j ∈ {1, 2, · · · , r},
(vj, ej), if vj ∈ Cj for j ∈ {r + 1, r + 2, · · · , d}.
Let
C ′ = {φ(v) : v ∈ C}
Then C ′ consists of non-zero multiples of a basis of Fr × Fd−r. Let Γ be the
additive group of the vector space Fd−r. We have
H(d, q)/Γ ∼= X(Fd, C ′)/Γ ∼= X(Fr, C).
The above proof constructed a map from linear Cayley graphs to Ham-
ming quotients. Conversely, given a quotient graph H(d, q)/Γ where Γ has
Hamming distance at least three, we can find a connection set C of the Cayley
graph that is isomorphic to H(d, q)/Γ. By Lemma 3.1.1, the connection set
of a Cayley graph is not unique, but the following result gives a canonical
form in terms of a matrix.
5.1.3 Theorem. Let GF (q)d be a vector space. Let Γ be a subspace of with
size qd−r and Hamming distance at least three. If Γ is the column space of a
matrix (
R
S
)
where S is square and invertible, then H(d, q)/Γ is a Cayley graph for GF (q)r
with non-zero multiples of the columns of the matrix(
I −RS−1)
as its connection set.
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Proof. Suppose S is square and invertible. Let
P =
(
I RS−1
0 S−1
)
, Q =
(
I RS−1
)
and let C,D be the sets of non-zero multiples of P,Q respectively. We have
P
(
R
S
)
=
(
0
I
)
.
Let Γ′ be the column space of (
0
I
)
.
If G and H are the additive groups of GF (q)n and GF (q)r, then
H(n, q)/Γ ∼= X(G/Γ′, C/Γ′) ∼= X(H,D).
5.2 Quotients of H(d, 3)
We now focus on connected Cayley graphs over Zn3 . Since H(d, 3) = Kd3
admits uniform mixing at time 2pi/9, the first question is whether uniform
mixing occurs on its quotients at the same time. We start with the following
result on graph complements due to Godsil, Mullin and Roy [18].
5.2.1 Lemma. Let X be a regular graph on n vertices, and let t be an
integer multiple of 2pi/n. At time t, uniform mixing occurs on X if and only
if it occurs on the complement X.
This observation cuts our work in half on finding the Cayley graphs over
Zd3 with uniform mixing at time 2pi/3k, where k ≥ d. For example, by
exploring the Cayley graphs over Z33 with valency at most 12, we find five
graphs that admit uniform mixing at time 2pi/9, and so do their complements.
Using the weight distribution of Γ, Mullin [22] provided a characterization
of the quotients H(d, 3)/Γ that admits uniform mixing at time 2pi/9. For a
coset of Γ, we let nj denote the number of elements in it with weight j modulo
three.
5.2.2 Theorem. Let Γ be a subgroup of Zd3 with minimum distance at least
three such that |Γ| = 3s. Uniform mixing occurs on H(d, 3)/Γ at time 2pi/9
if and only if the weight distribution of every coset of Γ satisfies
n0n1 + n0n2 + n1n2 = 3
2s−1 − 3s−1.
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5.3 Groups with One Generator
We summarize the mixing property at 2pi/9 on H(d + 1, 3)/Γ where Γ is
generated by one element. We will show that these are either isomorphic
to the quotient H(d + 1, 3)/ 〈1〉, or isomorphic to a Cartesian product of
H(s, 3)/ 〈1〉 with a Hamming graph, for some s < d+ 1 . Uniform mixing at
2pi/9 in the former case was studied by Mullin in [22], and is characterized
by the following.
5.3.1 Theorem. The quotient graph H(d+1, 3)/ 〈1〉 admits uniform mixing
at time 2pi/9 if and only if d ≡ 0, 1 (mod 3).
Let wt(a) denote the weight of the element a and let Γ = 〈a〉. By Theorem
5.1.3, the quotient H(d+1, 3)/〈1〉 is a Cayley graph over Zd3 with the column
space of some matrix Q whose first d columns are the standard basis as its
connection set. By row reduction, column permutation, and column scaling
of Q, we see that Q is equivalent to a block diagonal matrix(
Id−wt(a) 0 0
0 Iwt(a) ed−wt(a)+1 + ed−wt(a)+2 + · · ·+ ed
)
.
This implies
H(d+ 1, 3)/〈a〉 ∼= H(d− wt(a), 3)H(wt(a), 3)/〈1〉.
Recall that two graphs admit uniform mixing at time t if and only if their
Cartesian product does. Since the Hamming graph H(d − wt(a), 3) admits
uniform mixing at 2pi/9, the left hand side admits uniform mixing at the
same time if and only if the quotient H(wt(a), 3)/〈1〉 does. This leads to the
following result.
5.3.2 Theorem. Uniform mixing occurs on H(d+ 1, 3)/〈a〉 at time 2pi/9 if
and only if wt(a) is congruent to one or two modulo three.
This theorem characterizes uniform mixing at time 2pi/9 on the connected
Cayley graphs over Zd3 with valency 2(d+ 1).
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5.4 Groups with Two Generators
In this section, we apply Theorem 5.2.2 to the quotient graph H(d+ 2, 3)/Γ
where Γ is generated by two elements. We give a sufficient and necessary
condition on the group generators such that H(d + 2, 3)/Γ admits uniform
mixing at time 2pi/9.
5.4.1 Theorem. Let Γ be a subgroup of Zd+23 with nine elements and min-
imum distance at least three. The quotient graph H(d + 2, 3)/Γ admits
uniform mixing at time 2pi/9 if and only if Γ = 〈a, b〉 for some a, b ∈ Zd+23
such that one of the following holds:
(i) • aT b ≡ 0 (mod 3), and
• wt(a) 6≡ 0 (mod 3), wt(b) 6≡ 0 (mod 3).
(ii) • aT b 6≡ 0 (mod 3), and
• wt(a) 6≡ wt(b) (mod 3) or wt(a) ≡ wt(b) ≡ 0 (mod 3).
Proof. For notational convenience, we define the “weight structure” of the
coset Γ+c to be the tuple with coordinates n0, n1, n2 in non-descending order,
denoted by W (Γ + c).
By Theorem 5.2.2, the quotient graph H(d + 2, 3)/〈a, b〉 admits uniform
mixing at time 2pi/9 if and only if the weight distribution of every coset Γ+c
satisfies
n0n1 + n0n2 + n1n2 = 24
n0 + n1 + n2 = 9
which holds if and only if for all c,
W (Γ + c) ∈ {(1, 4, 4), (2, 2, 5)}.
We first show that W (Γ) lies in the above set if and only if one of the
conditions (i) and (ii) holds. Let
M =
(
a b
)
and let
y =
(
y1
y2
)
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be a vector in Z23. The weight of My is
wt(My) = yTMTMy = wt(y1) wt(a) + wt(y2) wt(b) + 2y1y2a
T b.
Thus the weights of every coset Γ are
label weight multiplicity
w0 0 1
w1 wt(a) 2
w2 wt(b) 2
w3 wt(a) + wt(b) + a
T b 2
w4 wt(a) + wt(b) + 2a
T b 2
Since Γ is a group of order nine, n0 is odd and n1, n2 are even. We consider
two cases.
(a) Suppose
W (Γ) = (1, 4, 4).
Then half of {w1, w2, w3, w4} are one, and the rest are two.
• wt(a) = wt(b) 6= 0. Then w3 = w4 /∈ {0, w1} if and only if aT b = 0.
• wt(a) = 2 wt(b) 6= 0. Then w3 = aT b = 2w4. It follows that two
of {w1, w2, w3, w4} are one and the others are two if and only if
aT b 6= 0.
(b) Suppose
W (Γ) = (2, 2, 5).
Then half of {w1, w2, w3, w4} are zero, and the rest are one and two
respectively.
• wt(a) = wt(b) = 0. Then w3 = aT b = 2w4. Thus {w3, w4} = {1, 2}
if and only if aT b 6= 0.
• wt(a) = 2 wt(b) 6= 0. Then w3 = aT b = 2w4. It follows that
w3 = w4 = 0 if and only if a
T b = 0.
Summarizing the above yields the conditions (i) and (ii).
Next we show that if
W (Γ) ∈ {(1, 4, 4), (2, 2, 5)}
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then
W (Γ + c) = W (Γ)
for all c ∈ Zd3. First, the weight of the element My + c in Γ + c is
wt(My + c) = (My + c)T (My + c) = wt(My) + 2(y1a
T c+ y2a
T b) + wt(c).
Since adding wt(c) to each weight does not change the weight structure, we
may assume without loss of generality that wt(c) = 0. Let
s1 = a
T c, s2 = b
T c, s3 = a
T c+ 2bT c, s4 = a
T c+ bT c.
Then the weights of Γ + c are
{0} ∪ {wj + αsj : α = 1, 2, j = 1, 2, 3, 4}.
Note that if we fix any two of {s1, s2, s3, s4}, then the others are linear com-
binations of these two elements. Thus if any two of {s1, s2, s3, s4} are zero,
then all of them are zero, in which case
W (Γ + c) = W (Γ).
Now if neither of {s1, s2, s3, s4} is zero, then s1 = s2 or s1 = 2s2, which
implies that one of s3 and s4 is zero, a contradiction. Hence it suffices to
consider the case where exactly one of {s1, s2, s3, s4} is zero.
(a) Suppose
W (Γ) = (1, 4, 4).
Then n0 = 1 and n1 = n2 = 4. There are two cases of the weight changes,
one of which is shown below.
wt(My) 0 1 1 1 1 2 2 2 2
wt(My + c) 0 1 1 0 2 0 1 0 1
(b) Suppose
W (Γ) = (2, 2, 5).
Then n0 = 5 and n1 = n2 = 2. There are two cases of the weight changes,
one of which is shown below.
wt(My) 0 0 0 0 0 1 1 2 2
wt(My + c) 0 1 2 1 2 1 1 0 1
In all cases, we have
W (Γ + c) = W (Γ).
This theorem characterizes uniform mixing at time 2pi/9 on the connected
Cayley graphs over Zd3 with valency 2(d+ 2).
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5.5 A Spectral Approach
We have seen several examples of Cayley graphs X(Zd3, C) that admit uni-
form mixing at time 2pi/9. In this section, we examine the quantum walk
of X(Zd3, C) at other times, and give a mixing condition based on its spec-
tral decomposition. It turns out that the eigenvalues and eigenvectors of a
Cayley graph over an abelian group are determined by the characters of its
underlying group. This is discussed in Chapter 6 of Godsil’s unpublished
notes [15]. Here we state the result for the Cayley graphs over Zd3.
5.5.1 Lemma. Let X be a Cayley graph over Zd3 with connection set C. For
an element a of the vector space Zd3, let ψa : Zd3 → C be the map given by
ψa(x) = e
2piiaT x/3.
Then ψa is an eigenvector for A(X) with eigenvalue ψa(C), and
ψa(C) = 1
2
(3|C ∩ a⊥| − |C|).
Moreover, the eigenvectors defined above are pairwise orthogonal, and they
form a group isomorphic to the additive group of Zd3.
The transition matrix of a Cayley graph is determined by its first row,
and we can obtain these entries using spectral decomposition.
5.5.2 Lemma. The 0g-entry of the transition matrix of X(Zd3, C) is
UX(t)0,g =
1
3d
∑
a∈Zd3
eiψa(C)tψa(g).
Proof. By Lemma 5.5.1,
Vθ =
{
1√
3d
ψa : ψa(C) = θ
}
is an orthonormal basis of the eigenspace of θ. Hence the idempotents rep-
resenting the projection onto the eigenspace of θ is
Eθ =
1
3d
∑
a:ψa(C)=θ
ψaψ
∗
a.
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By the spectral decomposition of UX(t), we have
UX(t) =
1
3d
∑
a∈Zd3
eiψa(C)tψaψ∗a.
Lastly note that
ψa(0)ψa(g) = ψa(g) = ψ−a(g).
In the rest of this chapter, we will denote the eigenvalues of X(Zd3, C) by
θa := ψa(C).
Uniform mixing occurs on X(Zd3, C) when the first row of U(t) is flat. More
specifially, we have the following obeservation.
5.5.3 Lemma. Let X be a Cayley graph over Zd3 with connection set C.
Uniform mixing occurs on X at time t if and only if for all g ∈ Zd3,∑
a,b: (a−b)T g=0
ei(θa−θb)t = 3d.
Proof. The condition
|UX(t)0,g|2 = 1
3d
is equivalent to
3d =
∣∣∣∣∣∣
∑
a∈Zd3
eiθatei
2pi
3
aT g
∣∣∣∣∣∣
=
∑
a,b∈Zd3
ei(θa−θb)tei
2pi
3
(a−b)T g
=
∑
(a−b)T g=0
ei(θa−θb)t +
∑
(a−b)T g=1
ei(θa−θb)t
(
ei
2pi
3 + e−i
2pi
3
)
=
∑
(a−b)T g=0
ei(θa−θb)t −
∑
(a−b)T g=1
ei(θa−θb)t. (5.5.1)
Applying 5.5.1 to the 00-entry of the transition matrix, we have
3d =
∑
a,b
ei(θa−θb)t =
∑
(a−b)T g=0
ei(θa−θb)t + 2
∑
(a−b)T g=1
ei(θa−θb)t. (5.5.2)
Combining 5.5.1 and 5.5.2 yields the desired condition.
36
5.5. A SPECTRAL APPROACH
By Lemma 5.5.1, the difference between two eigenvalues of X(Zd3, C) is
θa − θb = 3
2
(|C ∩ a⊥| − |C ∩ b⊥|)
which is divisible by 3. Let
mab :=
θa − θb
3
.
We define a rational function in x over the integers by
fg(x) :=
 ∑
a,b: (a−b)T g=0
xmab
− 3d. (5.5.3)
Note that by symmetry in a and b, this is a palindromic polynomial divided
by some power of x. The time t satisfies∑
a,b: (a−b)T g=0
ei(θa−θb)t = 3d
if and only if e3it is a zero of fg. Thus, we obtain a characterizaion for uniform
mixing on Cayley graphs over Z3 in terms of these fg’s.
5.5.4 Theorem. X(Zd3, C) admits uniform mixing at time t if and only if
e3it is a zero of
gcd{fg : g ∈ Zd3}.
For example, we compute gcd(f0, f1) for the quotients
H(d+ 1, 3)/ 〈1〉
with d = 2, 3, 4. The calculation of f1 is done in Corollary 5.6.4, and f0 is
computed similarly.
d gcd(f0, f1)
3 Φ3(x)
2
4 Φ3(x)
5 1
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It follows that uniform mixing cannot occur at time earlier than 2pi/9 in
these graphs. We will prove this result for all positive integers d over Zd3 in
the next section. Now we use the above theorem to give a lower bound on
the valency of Cayley graphs over Zd3 with uniform mixing at time 2pi/3n.
5.5.5 Corollary. Let φ(n) be the Euler’s totient function. If uniform mixing
occurs on X(Zd3, C) at time 2pi/3n, then
|C| ≥ φ(n) + 2
Proof. Let g ∈ C. For a, b ∈ Zd3 such that (a− b)Tg = 0,
|C ∩ a⊥| − |C ∩ b⊥| ≤ |C| − 2.
Hence
deg(fg) ≤ |C| − 2.
If X(Zd3, C) admits uniform mixing at 2pi/3n, then fg is divisible by the n-th
cyclotomic polynomial Φn(n) with degree φ(n). Thus
φ(n) ≤ |C| − 2.
5.6 The Quotient H(d + 1, 3)/〈1〉
In this section, we prove that 2pi/9 is the earliest mixing time for the quotient
H(d + 1, 3)/ 〈1〉. We start with its eigenvalues using the formula from the
last section.
5.6.1 Lemma. The eigenvalues for H(d+ 1, 3)/ 〈1〉 are
θa =
{
2d− 1− 3 wt(a) + 3, aT1 = 0,
2d− 1− 3 wt(a), aT1 6= 0.
Proof.
The folded Hamming graph H(d + 1, 3)/ 〈1〉 is a Cayley graph over Zd3
with connection set
C = {±e1,±e2, · · · ,±ed,±1}
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Note that ej ∈ a⊥ if and only if the j-th entry of a is zero. Thus
|C ∩ a⊥| =
{
2(d− wt(a) + 1), aT1 = 0
2(d− wt(a)), aT1 6= 0
Then the result follows from Lemma 5.5.1.
With this in mind, we calculate the weight distribution of the underlying
group Zd3, and give an explicit expression of f1.
5.6.2 Lemma. Let nj denote the number of elements in 〈1〉⊥ with weight j.
Then
nj =
1
3
(
d
j
)
(2j + 2(−1)j).
Proof. The homogeneous weight enumerator of a linear code C is given by
WC(x, y) =
d∑
j=0
njx
d−jyj.
We apply this to the code generated by 1,
W〈1〉(x, y) = xd + 2yd.
By MacWilliam’s Theorem,
W〈1〉⊥(x, y) =
1
3
W〈1〉(x+ 2y, x− y)
=
1
3
d∑
j=0
(
d
j
)
(2j + 2(−1)j)xd−jyj.
5.6.3 Lemma. Let `j denote the number of elements in
{a ∈ Zd3 : aT1 = 1}
with weight j. Then
`j =
1
3
(
d
j
)
(2j − (−1)j).
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Proof. The total number of elements in Zd3 with weight j is
(
d
j
)
2j. Since
a 7→ 2a gives a bijection between
{a : w(a) = w, aTg = 1}
and
{a : w(a) = w, aTg = 2}
we have
2`j =
(
d
j
)
2j − nj
which determines `j.
5.6.4 Corollary. For the Hamming quotient H(d+ 1, 3)/ 〈1〉,
f1(x) =
1
3xd
(2x2 + 5x+ 2)d +
2
3xd
(−1)d(x2 − 2x+ 1)d − 3d. (5.6.1)
Proof. By the above two lemmas,
f1(x) =
∑
(a−b)T 1=0
xmab − 3d
=
∑
aT 1=bT 1=0
xwt(a)−wt(b) + 2
∑
aT 1=bT 1=1
xwt(a)−wt(b) − 3d
=
d∑
j=0
d∑
k=0
(njnk + 2`j`k)x
j−k − 3d
=
1
3
d∑
j=0
d∑
k=0
(
d
j
)(
d
k
)(
2j+k + 2(−1)j+k)xj−k − 3d.
We calculate the double sum on the right hand side. First,
d∑
j=0
d∑
k=0
(
d
j
)(
d
k
)
2j+kxj−k =
d∑
k=0
(
d
k
)(
2
x
)k d∑
j=0
(
d
j
)
(2x)j
=
(
2
x
+ 1
)d
(2x+ 1)d
40
5.6. THE QUOTIENT H(d+ 1, 3)/〈1〉
by binomial expansion. Likewise,
d∑
j=0
d∑
k=0
(
d
j
)(
d
k
)
2(−1)j+kxj−k = 2
d∑
k=0
(
d
k
)(
−1
x
)k d∑
j=0
(
d
j
)
(−x)j
= 2
(
1− 1
x
)d
(1− x)d.
Rearranging this in f1 yields the desired expression.
It is clear that f1 is palindromic. Moreover, Equation 5.6.1 makes it easy
to substitute x + 1/x by another variable z. If x is on the unit circle of the
complex plane, then 1/x = x and so z is real. Using this fact, we prove that
H(d+ 1, 3)/ 〈1〉 never admits uniform mixing except at time 2kpi/9 for some
k coprime to 3.
5.6.5 Theorem. If uniform mixing occurs on H(d+1, 3)/ 〈1〉 at time t, then
t = 2kpi/9 for some integer k coprime to 3.
Proof. Let
z = x+
1
x
and substitute this into equation 5.6.1,
h1(z) =
1
3
(2z + 5)d +
2
3
(−1)d(z − 2)d − 3d.
We remark that any zero of f1 on the unit circle corresponds uniquely to a
zero of h1 in the real interval [−2, 2]. Note that
h1(−1) = 0
which implies that e2ipi/3 is a zero of f1. Further, when d > 1,
h1(2) 6= 0
so it suffices to consider the interval [−2, 2). The derivative of h1 is
h′1(z) =
2d
3
(2z + 5)d−1 − 2d
3
(2− z)d−1
Since
2z + 5
2− z = −2−
9
z − 2
which is greater than or equal to 1 when z ∈ [−1, 2), and is less than 1 and
greater than 0 when z ∈ [−2,−1), z = −1 is the stationary point and the
only zero of h1 in the interval [−2, 2). Hence, H(d+1, 3)/ 〈1〉 does not admit
uniform mixing at time other than 2kpi/9 for some k coprime to 3.
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The method we used in this section restricts the mixing times to certain
choices. However, it is not an easy way to prove uniform mixing actually
occurs at some time, unless the connection set is symmetric enough, in which
case we have fewer constraints. We note that the r-distance graph of H(d, 3)
is a Cayley graph over Zd3 whose connection set consists of all the elements
in Zd3 with weight r, which is symmetric about all coordinates. Thus, these
graphs are likely to admit uniform mixing. In fact, as we will see in the next
chapter, there are families of graphs in the Hamming scheme H(d, 3) that
admit uniform mixing at time 2pi/3k.
5.7 Cayley Graphs over Z33
The Cayley graphs over Z33 have 27 vertices. By Theorem 4.3.2, only the
connected ones with connected complements could admit uniform mixing.
We calculate gcd(f0, fe1) for these graphs which are not Cartesian products,
and list the results in the following chart. Here C ′ is the subset of C where
the first non-zero entry is one for each element.
C ′\{e1, e2, . . . , ed} gcd(f0, fe1) earliest mixing time
∅ Φ3(x) 2pi/9
{(1, 1, 1)} Φ3(x)2 2pi/9
{(1, 1, 1), (1, 1, 2)} 1 ∞
{(1, 1, 0), (1, 0, 1)} Φ3(x) 2pi/9
{(1, 1, 0), (1, 0, 1), (1, 2, 1)} Φ3(x) 2pi/9
{(1, 1, 0), (1, 0, 1), (1, 1, 1)} Φ3(x) 2pi/9
{(0, 1, 1), (1, 2, 2), (1, 2, 0),
(1, 0, 1)} Φ3(x) 2pi/9
{(1, 0, 1), (1, 0, 2), (1, 2, 0),
(0, 1, 1)} Φ3(x) 2pi/9
{(1, 0, 1), (1, 2, 1), (1, 2, 2),
(1, 1, 0), (0, 1, 1)} 1 ∞
{(1, 1, 1), (1, 0, 1), (1, 0, 2),
(1, 2, 0), (0, 1, 1)} Φ3(x) 2pi/9
{(0, 1, 2), (1, 2, 1), (1, 1, 2),
(1, 0, 2), (1, 0, 1)} 1 ∞
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{(1, 2, 2), (1, 1, 2), (1, 1, 0),
(1, 0, 1), (0, 1, 1), (1, 2, 1)} 1 ∞
{(1, 2, 0), (0, 1, 1), (1, 0, 1),
(1, 0, 2), (1, 1, 0), (1, 2, 2)} 1 ∞
(0, 1, 2), (1, 2, 1), (1, 1, 2),
(1, 0, 2), (0, 1, 1), (1, 0, 1)
Φ3(x) 2pi/9
{(1, 1, 0), (1, 2, 2), (1, 2, 0),
(1, 1, 1), (0, 1, 1), (1, 0, 1),
(1, 0, 2)}
1 ∞
{(0, 1, 2), (1, 2, 2), (1, 2, 1),
(1, 1, 2), (1, 0, 2), (0, 1, 1),
(1, 0, 1)}
Φ3(x) 2pi/9
{(1, 1, 2),(1, 2, 2),(1, 0, 1),
(0, 1, 1),(1, 1, 1),(1, 2, 1),
(1, 0, 2),(0, 1, 2)}
1 ∞
{(1, 1, 0),(1, 2, 2),(1, 0, 1),
(0, 1, 1),(1, 1, 1),(1, 2, 1),
(1, 0, 2),(0, 1, 2),(1, 1, 2)}
1 ∞
Using either the quotient approach or the spectral approach, we found
five complementary pairs of connected Cayley graphs over Z33 that admit
uniform mixing at time 2pi/9.
5.8 Analogy with Cubelike Graphs
In the end of this chapter, we apply the idea in Section 5.5 to the cubelike
graphs, and state the corresponding results without proof.
5.8.1 Lemma. Let X be a Cayley graph over Zd2 with connection set C. For
an element a of the vector space Zd2, let ψa : Zd2 → C be the map given by
ψa(x) = (−1)aT x.
Then ψa is an eigenvector for A(X) with eigenvalue ψa(C), and
ψa(C) = 2|C ∩ a⊥| − |C|.
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Moreover, the eigenvectors defined above are pairwise orthogonal, and they
form a group isomorphic to the additive group of Zd2.
We denote the eigenvalues of X(Zd2, C) by
θa := ψa(C)
and let
mab :=
θa − θb
3
.
5.8.2 Theorem. Let
fg(x) :=
 ∑
a,b: (a−b)T g=0
xmab
− 2d.
X(Zd3, C) admits uniform mixing at time t if and only if e2it is a zero of
gcd{fg : g ∈ Zd2}.
5.8.3 Corollary. Let φ(n) be the Euler’s totient function. If
|C| < φ(n)− 1
then uniform mixing does not occur on X(Zd2, C) at time pi/n.
5.8.4 Theorem. If uniform mixing occurs on the folded cubesH(d+1, 2)/ 〈1〉
at time t, then t = kpi/4 for some odd integer k.
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Chapter 6
Mixing in Hamming Distance
Graphs
So far, our examples of Cayley graphs over Zd3 admit uniform mixing at time
no earlier than 2pi/9. However, this is not true in general. In this chapter, we
investigate the graphs whose adjacency matrices are in the adjacecy algebra
of H(d, 3). We introduce the concepts of an association scheme and its Bose-
Mesner algebra. The condition for uniform mixing to occur in a Bose-Mesner
algebra is equivalent to the algebra containing a complex Hadamard matrix.
We review the characterization of uniform mixing in the Bose-Mesner algebra
of H(d, 2) given by Chan [7], and extend her work to H(d, 3) and H(d, 4).
Finally, we give a family of graphs in H(d, 3) that admit uniform mixing at
time 2pi/3k, and a family of graphs in H(d, 4) that admit uniform mixing at
time pi/2k. By Lemma 5.2.1, their complements admit uniform mixing at the
corresponding times as well.
6.1 Eigenvalues of the Hamming Schemes
In [7], Chan showed that whether a graph X admits uniform mixing de-
pends only on its spectrum and the eigenvalues of the Bose-Mesner algebra
containing its adjacency matrix.
6.1.1 Theorem. Let X be a graph on v vertices whose adjacency matrix
belongs to the Bose-Mesner algebra of A. Let pj(s) be the eigenvalues of A.
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Suppose the spectral decomposition of A(X) is
A(X) =
d∑
s=0
θsEs
The continuous quantum walk of X is uniform mixing at time τ if and only
if there exist scalars t0, t1, . . . , td such that
• |t0| = |t1| = · · · = |td| = 1
• √veiτθs = ∑dj=0 pj(s)tj for s = 0, 1, · · · , d.
In this section, we look at the eigenvalues of the Hamming schemes de-
rived by Chan, and discuss some properties of these eigenvalues, which will
be instrumental in finding graphs with uniform mixing in the Bose-Mesner
algebra of a Hamming scheme.
The Hamming scheme H(d, q) consists of the adjacency matrices of the
distance graphs of the Hamming graph H(d, q). It is noted by Godsil in
[16] that H(d, q) is a generalized Hamming scheme of H(1, q). The following
construction of a generalized Hamming scheme comes from [16].
Suppose A is a d-class association scheme with vertex set V . For two
elements v, w ∈ V n, let h(v, w) be the vector of length d+ 1 with r-th entry
equal to the number of coordinates j such that vj and wj are r-related in A.
For any integer vector x of length d+ 1 whose entries sum to n, we define Ax
to be the 01-matrix with rows and columns indexed by V n, and with Av,w
equal to one if and only if h(v, w) = x. These matrices form a generalied
Hamming scheme, denoted H(n,A).
If the base scheme A is the Hamming scheme H(1, q), then x is a vector of
length two, and two n-tuples from V n are adjacent in a graph with adjacency
matrix Ax if there are x0 coordinates that are equal, that is, 0-related. The
following result due to Godsil describes the relation between the idempotents
of the association schemes H(n,A) and A.
6.1.2 Theorem. Let A = {A0, A1, . . . , Ad} be an association scheme with d
classes. Let α be a vector of length d + 1 with non-negative integer entries
summing to n. The adjacency matrices in H(n,A) are
Aα =
∑
Aj1 ⊗ Aj2 ⊗ · · · ⊗ Ajr
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where Ar occurs exactly αr times, for r = 0, 1, · · · , d, and the principal
idempotents of H(n,A) are
Eα =
∑
Ej1 ⊗ Ej2 ⊗ · · · ⊗ Ejr
where Er occurs exactly αr times, for r = 0, 1, · · · , d.
Using this relation, Chan [7] showed that the eigenvalues ofH(d, q) satisfy
p(d)r (s) = [x
r](1 + (q − 1)x)d−s(1− x)s (6.1.1)
for s = 0, 1, · · · , d. These coincide with the Krawtchouk polynomials kr(s, q, d)
[8]. When d is clear in the context, we write pr(s) for short. We have the
following properties.
6.1.3 Lemma. Let pr(s) be the eigenvalues of the Hamming scheme H(d, q).
Then
(i) pr(s) =
∑
h(−q)h(q − 1)r−h
(
d− h
r − h
)(
s
h
)
.
(ii) pr(s)− pr(s− 1) + (q − 1)pr−1(s) + pr−1(s− 1) = 0.
(iii) p
(d+1)
r (s)− p(d+1)r (s+ 1) = qp(d)r−1(s).
(iv) If q = 2, then
pr−1(s)− pr−1(s+ 2) = 4
∑
h
(−2)h
(
d− 2− h
r − 2− h
)(
s
h
)
.
Proof. By Equation (6.1.1),
pr(s) = [x
r](1 + (q − 1)x)d−s(1 + (q − 1)x− qx)s
= [xr]
∑
h
(
s
h
)
(1 + (q − 1)x)d−h(−qx)h
=
∑
h
(
[xh]
(
s
h
)
(−qx)h
)(
[xr−h](1 + (q − 1)x)d−h)
=
∑
h
(−q)h(q − 1)r−h
(
d− h
r − h
)(
s
h
)
.
Properties (ii) and (iii) follow from Equation (6.1.1), and Property (iv) fol-
lows from the above three properties for q = 2.
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6.2 Uniform Mixing in Hamming Schemes
Recall that a graph on n vertices admits uniform mixing at time t if and
only if
√
nU(t) is equal to a complex Hadamard matrix. Let B(q) denote the
Bose-Mesner algebra of the Hamming scheme H(d, q). Using Theorem 6.1.1,
Chan showed that B(q) contains a complex Hadamard matrix if and only if
q ∈ {2, 3, 4} [7]. In the case q = 2, Chan constructed a complex Hadamard
matrices in B(2),
eiβ(I2 + (J2 − I2))⊗d
where β ∈ R and  ∈ {1,−1}, equated it with the scaled transition matrix√
2dU(t) of a graph with adjacency matrix in B(2), and derived a sufficient
condition for the quantum walk being uniform mixing at time pi/2k. These
examples suggest a direction in finding graphs with uniform mixing at earlier
times. We extend her construction to B(q) with q ∈ {2, 3, 4}.
6.2.1 Lemma. Let ζq be a primitive q-th root of unity. For q ∈ {2, 3, 4}, the
matrix
eiβ(Iq + ζ6−q(Jq − Iq))⊗d
is a complex Hadamard matrix in the Bose-Mesner algebra of H(d, q).
Proof. First note that Iq + ζ6−q(Jq − Iq) is a complex Hadamard matrix of
order q for q ∈ {2, 3, 4}. In fact, it is a scalar multiple of UKq(τ) where τ is a
mixing time of Kq. Now if H1 and H2 are both complex Hadamard matrices
of order q, then H1 ⊗H2 is flat and
(H1 ⊗H2)(H1 ⊗H2)(−) = (H1H(−)1 )⊗ (H2H(−)2 ) = q2Iq2 .
Therefore H1H2 is a complex Hadamard matrix of order q
2. Lastly, a uni-
modular scalar of a complex Hadamard matrix is again a complex Hadamard
matrix.
The following is an analog to Lemma 3.2 in Chan’s work [7].
6.2.2 Lemma. Let X be a graph in B(q) with eigenvalues θ0, θ1, . . . , θd, and
let  ∈ {1,−1}. Suppose k ≥ 2.
(i) If q = 2, and
θs − θ0 ≡ 2k−1s (mod 2k+1)
for s = 0, 1, · · · , d, then X admits uniform mixing at time pi/2k.
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(ii) If q = 3, and
θs − θ0 ≡ 3k−1s (mod 3k)
for s = 0, 1, · · · , d, then X admits uniform mixing at time 2pi/3k.
(iii) If q = 4, and
θs − θ0 ≡ 2ks (mod 2k+1)
for s = 0, 1, · · · , d, then X admits uniform mixing at time pi/2k.
Proof. Suppose q ∈ {2, 3, 4}. Let
Hq = e
iβ(Iq + ζ6−q(Jq − Iq))⊗d
= eiβ
(
(1 + (q − 1)ζ6−q)
(
1
q
Jq
)
+ (1− ζ6−q)
(
Iq − 1
q
Jq
))⊗d
and let A ∈ B(q) with spectral decomposition
A =
d∑
r=0
θrEr.
By Theorem 6.1.2,
Hq = e
iβ
d∑
r=0
(ζ6−q)rAr
where Ar is the adjacency matrix of the r-distance graph of H(d, q). Hence
the condition √
qdeitA = Hq
is equivalent to√
qdeitθs = eiβ (1 + (q − 1)ζ6−q)d−s (1− ζ6−q)s
for s = 0, 1, · · · , d, which gives√
qdeiθ0t = eiβ(1 + (q − 1)ζ6−q)d (6.2.1)
and
ei(θs−θ0)t =
(
1− ζ6−q
1 + (q − 1)ζ6−q
)s
(6.2.2)
For s = 0, 1, · · · , d.
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(i) For q = 2, Equation (6.2.2) reduces to
2k
pi
(θs − θ0)t ≡ 2k−1s (mod 2k+1).
(ii) For q = 3, Equation (6.2.2) reduces to
3k
2pi
(θs − θ0)t ≡ 3k−1s (mod 3k).
(iii) For q = 4, Equation (6.2.2) reduces to
2k
pi
(θs − θ0)t ≡ 2ks (mod 2k+1).
Thus, for q ∈ {2, 3, 4}, if θs − θ0 satisfies the corresponding condition in the
lemma, then there exists t, β ∈ R that satisfy Equation 6.2.1 and 6.2.2. That
is, X admits uniform mixing at time t.
Chan derived a more accessible condition in Lemma 3.3 of [7] for uni-
form mixing in H(d, 2) using Property (iv) in Lemma 6.1.3. However, this
property holds only for q = 2. To generalize Chan’s result, we use another
method that works for q ∈ {2, 3, 4}, and obtain new distance graphs that
admit uniform mixing earlier than the Hamming graphs. First, we have the
following corollary to Lemma 6.2.2.
6.2.3 Corollary. Suppose d ≥ 1, r ≥ 1 and k ≥ 2. Let Xr be the r-distance
graph of the Hamming graph H(d, q), and let  ∈ {1,−1}.
(i) If q = 2, and
p
(d−1)
r−1 (s) ≡ 2k−2 (mod 2k)
for s = 0, 1, · · · , d− 1, then Xr admits uniform mixing at time pi/2k.
(ii) If q = 3, and
p
(d−1)
r−1 (s) ≡ 3k−2 (mod 3k−1)
for s = 0, 1, · · · , d− 1, then Xr admits uniform mixing at time 2pi/3k.
(iii) If q = 4, and
p
(d−1)
r−1 (s) ≡ 2k−2 (mod 2k−1)
for s = 0, 1, · · · , d− 1, then Xr admits uniform mixing at time pi/2k.
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Proof. We prove this for q = 2; the other two cases are similar.
Suppose
p
(d−1)
r−1 (s) ≡ 2k−2 (mod 2k)
for s = 0, 1, · · · , d− 1. By Property (iii) in Lemma 6.1.3, this implies
pr(s+ 1)− pr(s) ≡ −2k−1 (mod 2k+1).
It follows that
pr(s)− pr(0) = pr(s)− pr(s− 1) + · · ·+ pr(1)− pr(0)
= −s2k−1 (mod 2k+1)
By Lemma 6.2.2, Xr admits uniform mixing at time pi/2
k.
We now focus on the Hamming schemes H(d, 3) and H(d, 4). By further
exploiting Lemma 6.1.3, we obtain the following two results.
6.2.4 Lemma. For d ≥ 1, r ≥ 1 and k ≥ 2, if there exists  ∈ {−1, 1} such
that the following holds
(i) 2r−1
(
d−1
r−1
) ≡ 3k−2 (mod 3k−1),
(ii) 3k−h−1 divides
(
d−h−1
r−h−1
)
for h = 1, 2, · · · , k − 2,
then the distance graphs Xr and Xd−r+1 in the Hamming scheme H(d, 3)
admit uniform mixing at time 2pi/3k.
Proof. From Lemma 6.1.3, we have
p
(d−1)
r−1 (s) =
d−1∑
h=0
(−3)h2r−h−1
(
d− h− 1
r − h− 1
)(
s
h
)
(mod 3k−1)
≡
k−2∑
h=0
(−3)h2r−h−1
(
d− h− 1
r − h− 1
)(
s
h
)
(mod 3k−1).
By condition (i), when s = 0,
p
(d−1)
r−1 (0) = 2
r−1
(
d− 1
r − 1
)
≡ 3k−2 (mod 3k−1)
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and condition (ii), when s ≥ 1,
p
(d−1)
r−1 (s) = p
(d−1)
r−1 (0) +
k−2∑
h=1
(−3)h2r−h−1
(
d− h− 1
r − h− 1
)(
s
h
)
(mod 3k−1)
≡ 3k−2 (mod 3k−1).
It follows from Corollary 6.2.3 that Xr+1 in H(d, 3) admit uniform mixing at
time 2pi/3k. For Xd−r+1, first note that condition (i) is symmetric about r
and d− r + 1. By condition (ii), 3k−h−1 divides(
d− h
r − h
)
−
(
d− h− 1
r − h− 1
)
=
(
d− h− 1
r − h
)
for h = 1, 2, · · · , k − 2. This implies that 3k−h−2 divides(
d− h− 1
r − h
)
−
(
d− h− 2
r − h− 1
)
=
(
d− h− 2
r − h
)
for h = 1, 2, · · · , k − 2. Continue in this fashion, we see that 3k−h−` divides(
d− h− `
r − h
)
for h = 1, 2, · · · , k − 2 and ` = 1, 2, · · · , k − 2. Taking h = 1 for all ` shows
that 3k−`−1 divides(
d− `− 1
r − 1
)
=
(
d− `− 1
(d− r + 1)− `− 1
)
for ` = 1, 2, · · · , k − 2, which is exactly condition (ii) with r replaced by
d− r + 1. Hence, Xd−r+1 admits uniform mixing at time 2pi/3k as well.
6.2.5 Lemma. For d ≥ 1, r ≥ 1 and k ≥ 2, if the following two conditions
hold
(i) 3r−1
(
d−1
r−1
) ≡ 2k−2 (mod 2k−1),
(ii) 2k−2h−1 divides
(
d−h−1
r−h−1
)
for h = 1, 2, · · · , bk/2c − 1,
then the distance graphs Xr and Xd−r+1 in the Hamming scheme H(d, 4)
admit uniform mixing at time pi/2k.
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The above observations imply that our potential examples rely heavily on
the divisibility of a binomial coefficient by some prime power. In fact, this is
closely related to the base p representation of the binomial coefficients, where
p is a prime. To find the pairs (d, r) that satisfy the divisibility conditions,
we need the following number theory result due to Kummer in Chapter IX
of [12].
6.2.6 Theorem. Let p be a prime. The largest integer k such that pk divides(
N
M
)
is the number of carries in the addition of N − M and M in base p
representation.
To our interest, we look at the ternary representations of d−r and r−h−1
in H(d, 3), and their binary representations in H(d, 4). The following are our
examples of distance graphs that admit uniform mixing at times earlier than
the Hamming graphs.
6.2.7 Theorem. For k ≥ 2 and r ∈ {3k − 1, 3k − 4, 3k − 7}, the r-distance
graphs Xr of the Hamming graph H(2 · 3k − 9, 3) admit uniform mixing at
time 2pi/3k.
Proof. Let d = 2 · 3k − 9 and r = 3k − 1. Then
d− r = 2 · 3k−1 + 2 · 3k−2 + · · ·+ 2 · 32 + 0 · 31 + 1 · 30
r − 1− h = 2 · 3k−1 + 2 · 3k−2 + · · ·+ 2 · 32 + 2 · 31 + 1 · 30 − h.
When h = 0, since (d−r)+(r−1) has exactly k−2 carries, (d−1
r−1
)
is divisible
by 3k−2 but not divisible by 3k−1. Then there exists  ∈ {−1, 1} such that
2r−1
(
d− 1
r − 1
)
≡ 3k−2 (mod 3k−1).
For h = 1, the number of carries in (d − r) + (r − 2) is still 2k−2. When
h = 2, · · · , k − 2, the number of carries in (d− r) + (r − h + 1) drops by at
most one as h increases by one. Therefore (d− r) + (r − h+ 1) has at least
k − h − 1 carries, and so 3k−h−1 divides ( n−h
r−h−1
)
. By Theorem 6.2.4, X3k−1
and X3k−7 in H(2 · 3k − 7, 3) admit uniform mixing at time 2pi/3k. Similar
argument applies to X3k−4.
6.2.8 Theorem. For k ≥ 2, the distance graph X2k−2 of the Hamming graph
H(2k−1−1, 4) and the distance graphs X2k−1−1, X2k−1 of the Hamming graph
H(2k − 2, 4) admit uniform mixing at time pi/2k,
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Chapter 7
Open Problems
We discuss some open problems in this chapter, which are centered around
two basic questions we hope to answer:
1. What kind of graphs can admit uniform mixing?
2. If a graph admits uniform mixing, what are the possible mixing times?
7.1 Classifying the Graphs
All the known graphs with uniform mixing are regular. In particular, the
graphs we dealt with in this thesis are vertex transitive. For graphs with less
than five vertices, one can check that uniform mixing does not occur on those
that are irregular. However, it is not known whether regularity is required
for uniform mixing in general. On the other hand, if we relax our definition
of uniform mixing and look at one single column of the transition matrix,
there does exist irregular graphs such that U(t)ea is flat for some vertex a.
For example, Carlson et al [5] showed that the quantum walk on the claw
K1,n starting at the central vertex reaches uniform distribution at some time.
Following this, Godsil proved that the cone of a regular graph with valency
at most two admits uniform mixing from the central vertex in Chapter 16 of
[17]. Therefore, we may want to look at the conditions on two vertices a and
b for U(t)ea and U(t)eb to be flat simultaneously.
For the regular graphs that have been visited, there are still unsolved
questions. For instance, the cycles Cn with n > 5 are conjectured to be
resistant to uniform mixing by Ahmadi et al [2], but this is not proved for
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odd composite n. A second example is the Cayley graphs over Zdq . We have
seen several conditions for the linear ones with q ∈ {2, 3, 4} to admit uniform
mixing, but we know little about the others. In [22], Mullin conjectured that
no Cayley graph over Zdq admits uniform mixing for q ≥ 5, and suggested
looking at the algebraic properties of the entries of the transition matrix.
Meanwhile, except for a few examples, we do not have an efficient method to
test whether uniform mixing can occur on a given Cayley graph. Thus, the
next step may be to classify the Cayley graphs that do not admit uniform
mixing at any time.
7.2 Mixing Times
We start this section with the furthest conclusion we can draw on the alge-
braic properties of the mixing times in our examples. As noted by Mullin
[22], for each of the known examples with uniform mixing, the adjacency
matrix is contained in a formally self-dual association scheme with integral
eigenvalues, in which case the Krein parameters are rational. Therefore, by
Theorem 3.3.2, if uniform mixing occurs at time t, then eit is an algebraic
number. However, the known mixing times t seem to satisfy a stronger con-
dition: eit is a root of unity. Moreover, if our graph has n ≥ 5 vertices, then
t is an integer multiple of 2pi/n. These lead to the following two conjectures,
the first made by Mullin in [22].
7.2.1 Conjecture. If a graph with integral eigenvalues admits uniform mix-
ing at time t, then eit must be a root of unity.
7.2.2 Conjecture. If a graph with integral eigenvalues on n ≥ 5 vertices
admits uniform mixing at time t, then t is an integer multiple of 2pi/n.
By Lemma 5.2.1, one consequence of the last conjecture is that all graphs
on at least five vertices with uniform mixing come in complementary pairs.
A second problem is the “uniqueness” of the mixing time in a time in-
terval, for example, in [0, 2pi] for graphs with integral eigenvalues, whose
transition matrices are periodic with period 2pi. Of course, uniform mixing
can occur at several times within this period. As we have seen in Chapter 2,
the transition matrix of K2 is
U(t) =
(
cos(t) i sin(t)
i sin(t) cos(t)
)
.
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Thus, U(t) is flat at times pi/4, 3pi/4, 5pi/4, and 7pi/4, which are mapped by
eit to the full set of the primitive fourth root of unity. By Theorem 3.3.2,
if a graph with integral eigenvalues admits uniform mixing at time t, then
all the algebraic conjugates of eit with absolute value one give rise to new
mixing times. What we are interested in but have not found is an example
with uniform mixing at times t1 and t2, so that e
it1 and eit2 are not algebraic
conjugates of each other. We conjecture that these graph do not exist.
7.2.3 Conjecture. Let X be a graph with integral eigenvalues that admits
uniform mixing. There exists a monic irreducible polynomial f over the ra-
tionals such that X admits uniform mixing at t if and only if eit is a zero of
f .
Another problem is to give a lower bound on the size of a graph or on
the mixing time. In our examples from association schemes, earlier mixing
occurs on graphs with more vertices and higher valencies. This gives rise to
the following two quesions:
1. Given a time t, what is the smallest graph that may admit uniform
mixing at t?
2. Given a graph, when is the earliest time at which it may admit uniform
mixing?
By Corollary 5.5.5, we have a lower bound on the valency of a Cayley graph
over Zd3 that admits uniform mixing at time t = 2pi/3n. However, this bound
is not monotonic in n, and it does not work for the time t if eit is not a root
of unity. Hence more practical bounds are needed. A probabilistic approach
may be the first step.
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