Automatic reading for water meter is one of the practical demands in smart city applications. Due to the high cost, it is not feasible to replace the old mechanical water meter with a new embedded electronic device. Recently, image recognition based meter reading methods have become research hotspots. However, illumination, occlusion, energy and computational consuming in IoT environment bring challenges to these methods. In this paper, we design and implement a smart water meter reading system to handle this issue. Specifically, we first propose a novel light-weight spliced convolution network to recognize the meter number, which simplifies standard 3 × 3 convolutions by splicing a certain number of 1 × 1 and 3 × 3 size kernel. We then prove the superiority of our network by theoretical analysis. Second, we have implemented the prototype which can handle huge real-time data base on the distributed cloud platform. Base on this system, our system can provide industrial service. Finally, we conduct real-world dataset to verify the performance of the system. The experimental results demonstrate that our proposed light-weight spliced convolution network can reduce nearly 10× computational consuming, 7× model space, and save 3× running time comparing with standard convolution network.
I. INTRODUCTION
The world is increasingly looking forward to adapting and using new technologies to improve the quality of life and to reduce the environmental impact of human activities and consumption patterns [1] . Automatic reading for water meter is one of the practical demands in smart city applications, by which the government can monitor water consumption in real-time and water companies can significantly save labor costs. However, old water meter without data upload function is the most common device in water transmission systems over several decades, and it cannot be replaced by the electronic meter in the foreseeable future. Among the water meter number reading methods proposed in the literature [2] , the means of reading of water meter can be summarized into The associate editor coordinating the review of this manuscript and approving it for publication was Wei Yu . manual transcription, sensors based methods, image recognition technology-based methods.
Manual transcription employs humans to read and record water meter numbers, which are labor cost wasting. In particular, one meter-reader will estimates hundreds and thousands of meters per-day. It often happens that meter-reader records a wrong number which can cause economic losses and disputes to users and water companies. Adding a data-uploading module to the water meter is important progress for a a water meter reading. However, the replacement process needs to disassemble and install the water meter. The massive old devices in urban make the project more troublesome and laborious [3] . In recent years, image recognition technology-based methods have begun to research hotspots. Relative to the installation of the independent module inside the water meter, these methods only need to place a camera on the surface of the water meters. And then, these methods will photo the meter images, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ recognizes the numbers in the images, and transfer these records to cloud service [4] . Obviously, these methods are highly flexible, easy to implement, and material resources cost is relatively low. There are two kinds of solutions for image recognition technology-based methods. The first category is OpenCV image recognition technologies [5] , [6] . These methods have been able to identify some objects such as numbers, image object contours, etc., and can accomplish simple, practical tasks on image processing tasks. However, in the face of industrial applications such as water meter recognition, strong light, low light, occlusion, incompleteness, and other external factors often bring the poor effect. Another category to recognize meter number is deep neural network (DNN) based methods. Early DNN based technologies called segmentation-based methods [7] , [8] , which always include two steps: character segmentation and recognition, e.g., Bissacco et al. [8] first use a bounding box to fix the position of number in image and then employ a convolutional neural network (CNN) to recognition objective. Recent DNN based methods are called the segmentation-free methods [9] , [10] , which utilize recurrent neural network (RNN) to recognizes the number in an image as a whole without fixing the position of objects. Although the DNN based methods achieve good performance in a number recognition task, these still exist several challenges to hinder their applications in industrial environments. For example, a water company starts the tasks of meter reading on a monthly period. On the starting point, huge data will flow into the recognition system, and which inspires us to design more flexible methods with high speed and low computational consuming.
In order to solve the robustness and computational consuming problems, in this paper, we design and implement smart water meter reading system base on the distributed cloud platform. First, we propose a novel light-weight spliced convolution network to recognize the meter number, which simplifies the number of 3 × 3 convolutions by splicing a certain number of 1 × 1 and 3 × 3 size kernel to reduce the entire convolution parameters and network computational consuming. Therefore, our model can handle large amounts of meter images in the terminal within high-speed. Second, we built an industrial prototype based on distributed platform, in which the data perception layer uses a camera to capture the reading number on the water meter. The transport layer employs several communication devices (WIFI or 4G) to transfer the data to the function layer for reading recognition. The function layer of the system is based on a cloud platform, on which the calculation and storage are performed via distributed mode. Finally, we conduct real-world dataset to verify the performance of the system. The experimental results demonstrate that our proposed light-weight spliced convolution network can reduce nearly 10× computational consuming, 7× model space, and save 3× running time, compared with standard convolution kernel. The results also prove that our system is a feasible industrial application.
In summary, our main contributions in this paper are stated as follow:
• We propose robustness and high-speed spliced convolution network to recognize the meter number, which simplifies standard 3 × 3 convolutions by splicing a certain number of 1 × 1 and 3 × 3 size kernel. We then prove the superiority of the proposed network model by theoretical analysis.
• We built a prototype for automatic water meter reading in smart city, which can handle huge real-time meter images base on the distributed cloud platform. The remainder of this paper is organized as follows. Section 2 gives a brief review of the related work. Section 3 details the light-weight spliced convolution network model. Section 4 introduces the the experiments and results. Section 5 shows the experiments and results. And Section 6 conclude the paper.
II. RELATED WORK
As a practical demand in smart city applications, the automatic water meter reading system is growing day by day [11] - [14] . There exist two solutions to read the number of the water meter. The first method to measure the water flow rate is designing and implementing an embedded water meter. In literature [15] , authors obtain water flow information automatically by sensing the magnetic flux lines generated by the internal rotating coupling magnets of the water meter. Literature [16] implements an automated meter reader device that has an optical sensor with automatic gain control. Literature [17] presented an automatic meter reading system using encoding technology, which is more easily to industrialization. However, there are a large number of old mechanical water meters in the current urban. The installation of new embedded meter requires re-update or re-installation of the old devices, resulting in the consumption of a large amount of human and material resources. The massive old devices make the replacement project infeasible.
The second method is using a camera to capture water meter images and then employ image recognition technology to read the meter number. Literature [18] proposed an effective method for discriminating secondary recognition based on digital character features. Literature [19] accomplished water meter automatic recognition by using a neural network for numbers in the image. However, the above approaches are usually based on character line detection. When the distance between numbers is large, these approaches achieve poor performance. In order to overcome the assumption of character line, researchers proposed image semantic segmentation based approaches [20] , [21] . By semantic segmentation technology, images can be characterized as different classifications of pixel points. With these features, different numbers can be classified easily. Long et al. [22] proposed FCN net, which use full convolutional network to extract features for pixel2pixel image segmentation. On this basis of [22] , BiSeNet [21] constructed two channels model, where the spatial path is responsible for extracting shallow information, and the context path is responsible for extracting deep semantic information. ICNet [20] mainly divided the segmentation task into multiple resolutions. In ICNet, the low-resolution output is sent to a high-level resolution network for feature fusion before the classification layer. Literature [23] presented a deep convolutional neural network (CNN), which can raise image processing to a higher level.
Considering the conversion to the digital symbol of the water meter reading requires multiple additional steps, the image semantic segmentation based approach is not the optimal choice. At present, the object detection model has attracted the attention of researchers, which can recognize the meter number in one step. Redmon et al. [24] proposed a fast end-to-end detection method based on global information of images for prediction. Liu et al. [25] proposed an image multi-scale fusion method, which can effectively solve the detection of objects of various sizes in the image. RFBNet [26] presented a novel receptive field module that makes the detection model faster and more accurate by using multi-branch pools with different convolution kernels corresponding to different sizes of RF. Liu et al. use NMS [27] to filter the target first and then classify the number from 0 to 9. In the industrial area, Google's open-source OCR algorithm tesseractocr [28] and Baidu AI open platform digital identification interface can be used for the recognition of water meter readings.
III. METHOD
In this section, we will introduce the core method of the smart water meter reading system. We will first give the description and challenges for the water meter image reading. And then, the details of the light-weight spliced convolution network will be given.
A. WATER METER IMAGE AND ITS CHALLENGES
For the study of water meter reading, we constructed an image dataset, which is captured by a camera in the real-world environment. Figure 1 shows four old-fashioned water meter with a roller type reading. In this article, all the solutions we want to discuss and solve are based on the old roller-type readings. The challenges and difficulties we have to deal with can be summarized as follows:
• The surface of the water meter is photographed by the camera, and there are an external light, strong light, weak light, and even angles, which will cause potential interference to subsequent work.
• In the digital area of the surface of the water meter, there will also be the influence of other blocks in the image, such as water meter model number, power number, and other text on the water meter.
• Due to the principle of mechanical construction, when one-meter number needs to be read as shown in the picture at the bottom of Fig. 1 , there is a gap and two numbers in the same area, which will plague the calculation model to identify, leading to misjudgment or missed judgment. Based on the above situation, we collected data from various scenarios and added disturbances to increase normalization ability.
B. LIGHT-WEIGHT SPLICED CONVOLUTION NETWORK
This section will introduce details of light-weight spliced convolution network, including backbone network, spliced convolution, and disordered combination splicing. As shown in Figure 2 , the architecture of the meter number reading model is end-to-end. The network architecture of our proposed method consists of different convolution stages, which are explicitly extracting features and downsampling, and the operation in each stage is performed by the proposed spliced convolution module.
1) BACKBONE NETWORK
We use a network in [29] as the backbone network, in which a standard convolutional layer takes as input a D H × D W × D M feature map F and produces a D H × D W × D N feature map G where D H and D W is the spatial height and width of a square input feature map, D M is the number of input channels (input depth), D G is the spatial width and height of a square output feature map, and D N is the number of output channel (output depth).
The standard convolutional layer is parameterized by convolution kernel K of size
is the spatial dimension of the kernel assumed to be square, D M is number of input channels and D N is the number of output channels as defined previously.
The output feature map for standard convolution assuming stride one and padding is computed as:
Then there is, the calculation of the standard convolution is as follows:
(2) VOLUME 7, 2019 However, in depthwise separable convolution, the m th channel of the input acts on the m th deep convolution kernel, producing an output feature map. Then immediately follow the 1×1 convolution kernel to raise the dimension. Therefore, the calculation method of the standard convolution is available, and the operation of the depth separable convolution is performed as follows:
The calculation formula reduction (R) by comparing the depthwise separable convolution and traditional standard convolution is as follows:
It can be seen that by using this convolution method, the floating-point operation can be reduced, and the overall network parameters are reduced.
In the convolution network, the overall objective loss function is a weighted sum of the localization loss (loc) and the confidence loss (conf) in recognition, which means that there is one more branch regression function than the image classification. In [25] , researchers let x p ij = {1, 0} be an indicator for matching the i-th default box to the j-th ground truth box of category p. Following the matching strategy above, we can have i x p ij ≥ 1. The loss function is performed as:
where N is the number of matched default boxes, if N = 0, wet set the loss to 0. The localization loss is a Smooth L1 loss [30] between the predicted box (l) and the ground truth box (g) parameters.
2) SPLICED CONVOLUTION
It is well known that choosing the proper convolution kernel can greatly improve the efficiency of the CNN algorithms. Using depthwise separable convolutions and group convolution can reasonably reduce the computational effort of 3 × 3 convolutions [31] , [32] . In this article, we design a novel convolution operation, called splice convolution, which can use different convolution kernels size such as 1 × 1 and 3 × 3 convolution kernels together to form an independent convolution kernel. The advantage of this kernel is that it further reduces the amount of computational complexity caused by the 3 × 3 convolution kernel, and is not completely calculated by the 1 × 1 convolution kernel so that a certain amount of information will not be lost. Figure 3 shows the key difference between the splice convolution and other convolutions. The standard 3 × 3 convolution kernel is calculated by adding the convolution kernel of each dimension to the pixels on the feature map, and the dimensions of the output depend on how many convolution kernels. The depthwise separable convolution is that the different dimensions of the convolution kernel are responsible for the different dimensions of the feature map, and the final output dimension is equal to the input dimension. In splice convolution, we have constructed a light-weight module. In this module, when our splice convolution is operated with the feature map, each dimension of the feature map is grouped separately. Some of them act on 3 × 3 size kernel, and some act on 1 × 1 size kernel. Therefore, the proposed splice convolution further reduces the entire convolution kernel and network calculation parameters.
3) COMPUTATION ANALYSIS FOR DIFFERENT CONVOLUTION
In this section, we will discuss the ability to reduce computational effort between the proposed splice convolution and other convolutions theoretically a: COMPARING WITH DEPTHWISE SEPARABLE CONVOLUTION Figure 4 contrasts the depthwise separable convolution and splice convolution. Obviously, the splice convolution divides M channels into A and B channels, where M = A + B. And we set the ratio of them is 1:1. Channels are operated with 3 × 3 size kernel, and the reset B channels are operated with 1 × 1 size kernel. After batchnorm and ReLU, the separated channels are contacted together and become M size channels. Meanwhile, the depthwise separable convolution is a serial process. Taking 1 × 1 to 3 × 3 convolution to a ratio of 1:1, in splice convolution the computational cost is given as:
The total reduction in the computation as compared to depthwise separable convolution can be given as:
Obviously, our splicing convolution parameters are less than depthwise separable convolution.
b: COMPARING WITH GroupConv
Group convolution first appeared in AlexNet [23] to solve the problem of insufficient storage. The depthwise separable convolution is a special case of group convolution. In group convolution, the number of packets is defined as the input channel, then, delease convolution becomes a deep separable convolution. Obviously, the amount of computational parameters of the depthwise separable convolution will be less than or equal to the amount of the group convolution. Following Equation 8, it can be concluded that our splice convolution has a small amount of parameters than group convolution.
c: COMPARING WITH HetConv
Heterogeneous convolution (HetConv [33] ) includes several heterogeneous convolution filters, which contain many convolution kernels of different sizes (for example, in a HetConv filter, 256 cores are 3 × 3 size,and the rest are 1 × 1 size). Let's define the P part, which controls the number of different types of cores in the convolution filter. For the P part, the 1 / P score in the total score will be used for the K × K core, and the remaining fraction (1 -1 / P) will be used for the 1 × 1 core.
From above, the computational amount of 3 × 3 and 1 × 1 parameters of the HetConv convolution is as follows:
This shows that, when the parameter P = D M , the amount of parameters of the HetConv convolution will be less than the amount of calculation of the depthwise separable convolution. However, it is worth noting that the value of D M is the number of channels of the feature map, which is often 32, 64, 256 or even larger. According to the parameter P of the paper, the value is generally around 4, 8. If it is too large, it will affect the accuracy of the network.
When we define the ideal case, P = D M , we compare the parameter calculations of the splice convolution and HetConv convolution as follows:
It can be seen that our spliced convolution has the smallest amount of computational parameters compared to the current standard convolution, group convolution, depthwise separable convolution or HetConv convolution.
4) DISORDERED COMBINATION SPLICING
In this section, we make further optimize proposed methods via solving the boundary effect produced by each layer of splice convolution. The so-called boundary effect, that is, when we use the splice convolution (two size kernels) to do the convolution operation, if each splice position is fixed, both size of the kernel will not be flow, which will lead to a lack of channel information exchange. For example, when the ratio of 3 × 3 and 1 × 1 size kernel is 1:1, the splicing rule is that the first half is 3 × 3 size kernel, the latter half is 1 × 1 size kernel. When such a convolution operation is applied to the feature map, if the order of splice convolution is unchanged, then only the first half of the feature map of each layer is operated by the 3 × 3 convolution kernel, and the latter half is always only acted by the 1 × 1 size kernel. It is obvious that the computational complexity of 1 × 1 convolution is less than the convolution of 3 × 3, but the feature extraction effect of 3 × 3 size kernel is stronger than the 1 × 1. The consequence of this operation would be that the first half of the feature extraction would be stronger than the second half of the feature extraction that would be detrimental to the entire convolutional neural network. Therefore, in order to avoid this boundary effect, it is necessary to disrupt the sequential splicing convolution.
As shown in Figure 5 , we will mess up the splice network at each layer. The first layer feature map is convoluted with a disordered splice convolution, in which the first half is 3 × 3 size core, and the latter half is 1 × 1. Then in the second layer, we reset the order of the splice convolution and place the 3 × 3 size kernel in the middle position. The ratio of convolution kernels of 3 × 3 and 1 × 1 is the same, that is, the number of convolution kernels of the two layers is the same for each layer, thus ensuring the same amount of parameters. By the same token, the Third layer and the next feature map all use a disordered splice convolution operation. The disordered splice convolutions have no fixed order, and we use a random way to disrupt. The first and last two layers of splicing use a fixed splicing rule. That is, the position of 3 × 3 and 1 × 1 size kernel at the input is the former in the front of the splicing, and the last layer is in the tail.
In short, the disordered splice convolution operation can effectively solve the global impact of the boundary effect.
In subsequent experiments, we proved that the disordered splice convolution is more effective to enhance the performance of spliced convolutional neural networks.
IV. SMART WATER METER READING SYSTEM
We have also implemented a prototype system that can run in the real-world environment. As can be seen Figure 6 , the system framework is divided into three layers from bottom to top. The bottom layer is called the data perception layer, which mainly focuses on the work of collecting data and scanning data. All the cameras are on this layer. These cameras can capture meter images and transfer these pictures to the transport layer. The transport layer is the middle layer of the system, which includes uploading the image data to the function layer through the wireless module. In practical application scenarios, we employ the Wifi or 4G-network modules for data transfer and command transfer in real-time. The top function layer is the core of the whole system. It is responsible for the real-time receiving and distributed storage of data. The proposed light-weight spliced convolution network is also run on the function layer. We have designed a convenient user interface for water companies to access and visit.
V. EXPERIMENTS A. DATE PREPROCESSING
In the experiment, we construct the water meter dataset to verify the performance of the system. We divided the dataset into a training set and a validation set. The input of the network is captured by the camera. In order to reduce the transmission time of the network and the occupied bandwidth in our system, we will pre-process the captured pictures to the size of 160*40, and the average size of each picture is about 3.3k. Figure 7 shows an example of images, which are the original version vs. the pre-processed version. The dataset includes 6000 images.
B. NOTATIONS
In this subsection, we give some notation related to our experiment. We define our proposed spliced convolution in the following as LW, which means leigh-weight. When we add the numbers 4, 16, 32 after the suffix, like LW4, LW16 and LW32, it means that we have the ratio of the 1×1 and 3× 3 convolution kernels are 4:1, 6:1 and 32:1 respectively. And the absence of the number represents our original splicing convolution ratio of 1:1.
Finally, we chose the compact network body architecture shown in table 1 as the basic backbone, then use the proposed spliced convolution strategy to further reduce the network parameters and computation by replacing the traditional convolution strategy.
C. RESULTS

1) RESULTS FOR MODEL ACCELERATION AND COMPRESSION
In this part, we estimate the running performable of the proposed model by three evaluation metrics, which are FLOPs(floating-point operations per second), model size, and inferring time, respectively. The FLOPs can be used to estimate the ability of computational consuming. The model size presents the volume of the network which is used to estimate the ability of model compression. The inferring time is running speed of model which can show the model efficiency. Table 2 shows the experimental results. By comparison, we can see that our method can reduce nearly 10× computational consuming, 7× model storage. The proposed model also saves 3× running time. It is a conclusion that the proposed light-weight spliced convolution network is very suitable for IoT applications.
2) RESULTS FOR WATER METER READING ACCURACY
In this part, we will estimate the system accuracy by mAP (mean Average Precision), which is a popular metric in measuring the accuracy of meter number recognition. We apply the proposed light-weight spliced convolution into four different network architectures. Figure 8 illustrates the relations between model speed and mean Average Precision. With the proportion of 1 × 1 convolution kernel increases, the shorter the running time, the lower the mAP. As shown in Figure 8 , the proposed spliced kernel can accelerate and compress the network with light performance loss. And so we see that as well, these classic network frameworks with LW kernel achieves the nearly best performance since the disordered combination step in the proposed model has a similar function compared with dropout technology.
The Figure 9 demonstrate the running result of our reading system. The reading of the surface of the water meter is finally output as a calibration frame and corresponding digital symbols through the inspection network.
VI. CONCLUSION
In this paper, we focused on the problem of water meter recognition in smart city applications. Aiming at this task, we proposed a novel light-weight spliced convolution network to recognize the meter number, which can simplify the number of 3 × 3 convolutions by splicing a certain number of 1 × 1 and 3 × 3 size kernel. We then prove the superiority of our network by theoretical analysis. We conduct a real-world dataset to estimate the proposed network. The experimental results demonstrate that the proposed network has the ability to identify the water meter number accurately and simultaneously requires fewer parameters and less computation. Our model can reduce nearly 10× computational consuming, 7× model storage, and save 3× running time. we also have implemented the prototype system which can handle real-time data base on the distributed cloud platform. In the following work, we will further optimize our algorithm and system architecture to achieve better performance from other perspectives, e.g., transplanting the algorithm to the smart camera.
