Range-measured return contains more information than the traditional scalar-valued return. In this paper, we propose to model the [low, high] price range as a random interval and suggest an intervalvalued GARCH (Int-GARCH) model for the corresponding range-measured return process. Under the general framework of random sets, the model properties are investigated. Parameters are estimated by the maximum likelihood method, and the asymptotic properties are established. Empirical application to stocks and financial indices data sets suggests that our Int-GARCH model overall outperforms the traditional GARCH for both in-sample estimation and out-of-sample prediction of volatility.
Introduction
The issue of assets' volatility plays an essential role in modern finance. It provides a measured variability for the asset price over a certain period of time, and is a key parameter in many financial applications such as financial derivatives pricing, risk assessment, and portfolio management. The squared return of log prices, being the classical estimator of variance, has often been used as the "ideal" proxy of volatility. As a result, many volatility models built on returns were proposed and, for a long time, have been very popular and successful. The celebrated ARCH ( [9] ) and GARCH ( [4] ) models are examples of this type, which use information of traditional return series. Recently, as the high-frequency transaction data become widely available, price changes can be practically monitored in a continuous way, and the traditional low-frequency (e.g., daily) return is no longer quite representative of the volatility. For example, a small low-frequency return does not necessarily imply low volatility, as the price may fluctuate a lot and close at a similar level to the opening. On the other hand, a big return could only be the result of a very different opening price from the previous day's closing. Therefore, the traditional return-based models, using lesser information, are likely to produce inefficient or even incorrect estimates of the volatility.
In fact, since closing price is only a "snapshot" among numerous prices during a day, there is nothing "special" about it and return need not be calculated solely based on it. With the wide availability of highfrequency data, more information can obviously be utilized. For example, the difference between any two observed (log) prices in two consecutive days can be viewed as a proxy of volatility. This idea leads us to propose a naturally generalized concept of daily return, which is an interval that includes all the "snapshot"
Preliminaries of random sets
Throughout the paper, we will view r t as a random interval and model its dynamics under the framework of random sets. To facilitate our presentation, we briefly introduce the basic notations and definitions in the random set theory. For more details we refer the readers to [16] , [23] , [2] , [25] , [32] , among others.
Let (Ω, L, P ) be a probability space. Denote by K R d or K the collection of all non-empty compact subsets of R d . In the space K, a linear structure is defined by Minkowski addition and scalar multiplication, i.e.,
A + B = {a + b : a ∈ A, b ∈ B} , λA = {λa : a ∈ A} ,
∀A, B ∈ K and λ ∈ R. A random compact set is a Borel measurable function A : Ω → K, K being equipped with the Borel σ-algebra induced by the Hausdorff metric. For each A ∈ K R d , the function defined on the unit sphere S .
Much of the random sets theory has focused on compact convex sets via their support functions. For a random compact convex set X, the well accepted expectation is defined by the Aumann integral of setvalued function ( [3] ) as E(X) = {Eξ : ξ ∈ X a.s., E ξ < ∞} .
Alternatively, [11] gave a general definition for the expectation of a random element X in the metric space (K C (R d ), ρ) as the solution of Eρ 2 (X, E F (X)) = inf A∈KC Eρ 2 (X, A).
If we choose the metric ρ to be ρ 2 , then the Fréchet expectation E F (X) coincides with the Aumann expectation E(X), and the variance is further defined as
Var(X) = Eρ 2 2 (X, E(X)).
See [21] , [17] , and [18] . Restricting to K C (R), the Aumann expectation of a random interval X is simply
where (·) C and (·) R denote the corresponding center and radius, respectively. The ρ 2 distance between two intervals x and y is ( [17] )
Thus, the variance of a random interval is consequently calculated as
Let F be any σ-filed on Ω. The conditional expectation of a random set given F is defined by the integral and conditional expectation of multivalued functions ( [15] ). Specifically for a random interval X,
Based on the conditional expectation, the conditional variance of a random set is defined as the conditional mean squared distance from its conditional expectation ( [26] ). According to the definition, the conditional variance of X with respect to the distance ρ 2 is given by
3 The Int-GARCH Model
Model specification
We assume observing a range-measured return series {r t } T t=1 of the form
That is, {λ t } T t=1 and {δ t } T t=1 are the associated center and radius processes, both of which are observable. According to (5) and (7), the mean and variance of r t as a random interval are
Var(r t ) = Var(λ t ) + Var(δ t ).
Let F t denote the information set up to time t, i.e. F t = σ {r s : s ≤ t} . We are concerned with the conditional variance H 2 t of r t given F t−1 . According to (9) , H 2 t with respect to ρ 2 is computed as
The GARCH model depicts the conditional variance of a point-valued return process as a linear function of the past squared returns and variances. This was inspired by the fact that assets returns usually exhibit volatility clustering: large variations in prices tend to cluster together, resulting in separate dynamic and tranquil periods of the market. Extending this spirit to the interval-valued process {r t }, one would expect, conceptually, a model like ) . Assuming E(λ t |F t−1 ) = 0 and E(δ t |F t−1 ) = c > 0, a reasonable function g in (12) seems to imply
where p > 0, q ≥ 0. The constant c can be absorbed into the parameter µ and the above equation is simplified to
To give more flexibility to our model, we allow for different degrees of dependence of H t on the past centers and radii. In addition, adopting the idea of more robust modeling of volatility by [33] and [30] , we propose to model the conditional standard deviation H t directly, instead of via the conditional variance H 2 t ([8] also considered such a specification as a special case of their A-PARCH model).
Given the above discussion, our Int-GARCH (p, q, w) model for the return range process is specified as
where p > 0, q > 0, w ≥ 0, and {α i : i = 1, · · · , p} , {β i : i = 1, · · · q} , {γ i : i = 1, · · · , w} are positive constants. In addition, the error terms ǫ t and η t are assumed to be independent. In (13), "·" denotes the scalar multiplication. Under this specification, the conditional variance of r t is seen to be
Although we impose parametric assumptions on the random errors ǫ t and η t to simplify our presentation here, they are not really necessary. In practice, it is best to use the true data generating distributions, which vary from data to data. So, in replacement of (15)-(16), a relaxed yet sufficient specification for ǫ t and η t > 0 is
Remark 1. A more general metric for K C (R) was proposed by [13] , which essentially takes the form
where W is any non-degenerate symmetric measure on [0, 1]. Compared to the ρ 2 metric in (6), the flexibility of ρ W lies in its choice of a weight between the center and radius. Since we use different parameters α's and β's for the center and radius, respectively, this flexibility is in fact accounted for in our specification of h t in (17).
Volatility forecasting
The h t in the model (13)- (17) relates to the conditional standard deviation H t of the return range r t according to equation (18) . However, H t is not exactly the daily volatility as in the literature. To see the relation between h t and the daily volatility σ 2 t , we notice that r t contains all possible returns of day t, using different prices during days t and t − 1. Consider an arbitrary return at position ω in r t , denoted by r t (ω), as the volatility proxy, i.e.
Volatility based on r t (ω) is calculated as
Our Int-GARCH volatility σ 
Therefore, volatility forecast is essentially made by predicting h t . The 1-step-ahead prediction of h t is immediately defined by equation (17) aŝ
To make a 2-step-ahead prediction, notice that
Replacing |ǫ t+1 | and η t+1 with their expectations, and h t+1 withĥ t (1), we get
The general l-step-ahead prediction can be calculated recursively. In particular, the formula for Int-GARCH (1,1,1) model is given byĥ
Mean stationarity
We provide the necessary and sufficient conditions of mean stationarity for the Int-GARCH (p,q,w) model in the following theorem.
Theorem 1. Consider the general Int-GARCH model (13)- (17) . Define
and
where i = 1, 2, · · · , m = max {p, q, w}. Assume {r t } starts from its infinite past with a finite mean. Then, Eh t < ∞ if and only if
When this condition is satisfied,
4 Stationarity of Int-GARCH (1,1,1)
Similar to the traditional GARCH model, the Int-GARCH(1,1,1) process is a simple but effective model for analyzing interval-valued time series with conditional heteroskedasticity. In this section, we derive several important distributional properties of Int-GARCH (1,1,1). Before we present our theoretical results, we first notice that for the Int-GARCH (1,1,1) process,
Defining the i.i.d. random variables x t = α 1 |ǫ t−1 | + βη t−1 + γ 1 , t ∈ N, h t can be re-written as
We will use (28) throughout this section to simplify notations.
Weak stationarity
It is derived in [17] that the covariance between two random intervals with respect to the ρ 2 metric is the sum of the covariances between the two centers and two radii. This implies
We are ready to extend the notion of weak stationarity to interval-valued time series in the obvious way.
Definition 1. An interval-valued time series {r t } is said to be weakly stationary, or second-moment stationary, if its unconditional mean E (r t ) and covariance Cov (r t , r t+s ) exist and are independent of time t for all integers s, where E (r t ) and Cov (r t , r t+s ) are given in (10) and (29), respectively.
The existences of E (r t ) and Var (r t ) are closely related to those of E (h t ) and E h 2 t , respectively. In fact, E(h 2 t ) < ∞ implies the existences of the first two moments of r t . We give precise conditions in the following two theorems. Theorem 2. Consider the Int-GARCH model (13) - (17) with p = q = w = 1. Assume {r t } starts from its infinite past with a finite mean. Then, E(h t ) < ∞ if and only if E(x t ) < 1, i.e.
When this condition is satisfied, E(h t ) = µ
Theorem 3. Consider the Int-GARCH(1,1,1) model {r t } as in Theorem 2. Assume {r t } starts from its infinite past with a finite variance. Then E h
where E (h t ) is given in (30) , and
So far we have found equivalent conditions for the existence of the unconditional mean and variance. In order to achieve weak stationarity, we still need to find conditions under which the (unconditional) covariances are finite and time-invariant. According to the following Theorem 4, these conditions turn out to be the same as those for the existence of variance. This is not surprising as
We summarize this conclusion in Corollary 1 following Theorem 4.
Theorem 4. Consider the Int-GARCH(1,1,1) process {r t }. Under the assumptions of Theorem 3, the covariance of any two random intervals r t and r t+s is given by
where E (h t ) and E h 2 t are given in (30) and (32), respectively, and E (h t h t+s η t ) is calculated explicitly in Lemma 1 (see Appendix). 
Auto-correlation function (ACF)
The notion of the variance and covariance for compact convex random sets were naturally extended to the correlation coefficient of two random sets A and B, which is defined as
.
Based on this definition, we calculate the auto-correlation function (ACF) of the Int-GARCH(1,1,1) process and give the result in the corollary below.
Corollary 2.
Under the assumptions of Theorem 3, the auto-correlation function of the Int-GARCH(1,1,1) process {r t } is
We plot the ACF for a specific Int-GARCH(1,1,1) model (Model I in the simulation) in Figure 1 . We see that the centers are uncorrelated. This has been verified by (42) in the proof of Theorem 4. The radii, or the lengths of the intervals, have a relatively persistent auto-correlation, which coincides with the phenomenon of "volatility clustering". This long-term dependence of radii carries over to the intervals as a whole, and results in a slow-dying ACF of the interval-valued process. 
Parameter Estimation
In this section, we develop parameter estimation of our Int-GARCH model and the asymptotic properties of the estimators. There are two groups of parameters: the error distribution parameter k > 0 and the variance parameters
We first provide a sample estimate for k, which is shown to be strongly consistent. Then the variance parameters θ are estimated by the method of maximum likelihood, and the asymptotic normality for the MLE is established. A simulation study is presented that shows the empirical performance of the estimators.
Two-stage estimation of k and θ
The error distribution parameter k can be conveniently estimated by the method of moments. Notice that
and consequently,
Replacing E (δ t ) and E (|λ t |) in (35) by their sample estimates, we obtain the method of moments estimator of k ask
Under the condition that {h t } is strictly stationary and ergodic, and additionally that E (h t ) < ∞, the sample means δ t and |λ t | are both strongly consistent, and so isk. Given k, the conditional likelihood function of
Thus, the conditional log-likelihood function up to a constant is
where
and it can be computed by the scoring algorithm
Under the condition of strict stationarity and ergodicity, and some moment requirement for {h t },θ T is consistent and asymptotically normal. We state the result in the following theorem. Details of the proof are deferred to the Appendix.
Theorem 5. Assume the process {h t } is strictly stationary and ergodic, and E h 2 t < ∞. Assume in addition that the parameter space Θ is compact. Then, the maximum likelihood estimator defined in (36) satisfies:
is the Fisher information matrix evaluated at θ 0 .
As an immediate consequence of the theorem, the asymptotic covariance matrix ofθ T is
, which is easily obtained from the scoring algorithm. Especially for Int-GARCH(1,1,1), the condition for strict stationarity and ergodicity is the same as that for mean stationarity, that is, E(x t ) < ∞, and consequently E(h t ) < ∞ (see Lemma 3 in the Appendix). So, assuming mean stationarity, the method of moments estimatork is strongly consistent. If we further assume covariance stationarity, i.e., E(x 2 t ) < ∞ in view of Corollary 1, the maximum likelihood estimatorθ is consistent and asymptotically normal. We summarize the conclusion in the following corollary. 
So µ can be initialized by replacing E (h t ) in (37) by its sample mean h t and a rough guessing of 
Finally, we assume that the process {r t } starts from its infinite past with a finite mean and variance, so it is reasonable to let h t = E (h t ), t = 0, · · · , −(m − 1). An alternative is to let h t = 0, t = 0, · · · , −(m − 1), assuming {r t } starts from constant intervals r 0 , · · · , r −(m−1) . In either case, we let r t = E (r t ), t = 0, · · · , −(m − 1). Based on our experience, the initial values lead to very fast convergence, with only a couple of iterations.
Alternative to the two-stage estimation, one can also compute the maximum likelihood estimates of k and θ simultaneously, which jointly maximize the conditional likelihood
or equivalently the conditional log-likelihood up to a constant
For the iterative algorithm, the two-stage estimates can be naturally input as initial values. Due to the involvement of the gamma function in the conditional likelihood, computation of this joint maximum likelihood estimates will be more complicated. Additionally, the required conditions to establish the asymptotic normality are also expected to be much more restrictive.
Simulation and finite sample performances
Our simulation study considers four distinct Int-GARCH models with specific sets of parameter values.
From the empirical analysis detailed in Section 6, there seem to be certain ranges for the parameters: 1) k is between 1 and 2; 2) µ and α 1 are very small; 3) β 1 is generally above 0.3; 4) γ 1 is either very small or equal to 0. We design our models such that the parameter values are inside these ranges, with a little added flexibility to account for potential possibilities not included in our real data. We are particularly interested in the Int-ARCH model, since very often in the real data analysis γ 1 is estimated to be 0. So, after examining two full Int-GARCH models (Models I and II), we also consider two Int-ARCH models with γ 1 set to 0 (Models III and IV). The parameter values for the two Int-GARCH models are generated as follows.
Models I and II : k ∼ Unif (1, 2), µ ∼ Unif (0, 0.1),
For Int-ARCH models, β 1 is generally larger due to the removal of γ 1 , so we generate the parameters for the two Int-ARCH models with k, µ, α 1 being the same as the Int-GARCH models but β 1 slightly larger.
Models I and II
All of the generations are subject to the constraint that each combination will result in a weakly stationary Int-(G)ARCH process that achieves consistency and asymptotic normality for the maximum likelihood estimators. The exact parameter values are listed in Table 1 . Realizations of the designed models are simulated using the initial values h 0 = 0 and r 0 = E (r t ). Plots of two simulated data sets are shown in Figure 2 . Denote 
Recall that the theoretical ACF of {r t } is
We consequently define the sample ACF of {r t } as For each of the four models, we simulate a data set with 1000 observations and estimate the parameters using the proposed two-stage procedure. The process of simulation and estimation is repeated for 100 times independently, and the average results are reported in Table 1 . We see that, with a very moderate sample of size 1000, both the moment estimate for k and the maximum likelihood estimate for θ are very close to the true values with small mean absolute errors. In addition, the asymptotic standard errors for θ based on the asymptotic normality are compared to the empirical ones, and they match very well.
Empirical Application
In this section, we apply our Int-GARCH model to analyze 10 typical stocks and 4 indices data. The symbols of these stocks and indices are listed, for example, in Table 2 . We obtained from Thomson Reuters both the 5-minute intraday data and the daily-closing data of totally 1511 trading days, from January 3, 2006 to December 30, 2011. As an example for demonstration purpose, the sample ACF of the BA (Bank of America) return range is displayed in Figure 5 . It is very similar to the theoretical ACF of model I in Figure  1 from Section 5.2, which indicates the feasibility of our Int-GARCH model.
Data cleaning and ranking metrics
In order to compare the empirical (in-sample and out-of-sample) performances of our Int-GARCH model and the GARCH model, we use realized variance (RV) as the proxy for the "true" market variance. The RV using our 5-minute intraday data is computed as: As before, y t (s) denotes the log price of an asset at time s on day t, and y t (s − 1) denotes the log price of the previous "snapshot" which was taken 5 minutes ago. Following [31] , we applied 4 filtration rules to clean the data. 1) When multiple quotes have the same timestamp, we replace all these with a single entry with the median bid and median ask price. 2) Delete entries for which the spread is negative. 3) Delete entries for which the spread is more than 50 times the median spread on that day. 4) Delete entries for which the mid-quote deviated by more than 10 mean absolute deviations from a rolling median centred but excluding the observation under consideration of 50 observations (i.e. 25 observations before and 25 after).
Denote the RV by v t and estimated volatility byσ 2 t . It is shown in [24] that the ranking of volatility forecasts based on the R 2 from the Mincer-Zarnowitz regression
is robust to noises in v t . It is shown in [28] that the ranking using the negative quasi-likelihood (QLIKE) as the loss function is also robust to noises in the volatility proxy. Additionally, the heteroskedasticity-adjusted MSE (HMSE), although not robust to noises, is a popularly used loss function to compare volatility models. The definitions for the QLIKE and HMSE loss functions are given as:
where N is the length of sampling period. estimated by the two-stage estimation method we proposed in Section 5 and results are listed in Table 2 . Occasionally, the maximum likelihood estimate of the full model contains negative values. This means that the maximum of the likelihood function subject to the nonnegative constraints happens on the boundary, i.e., at least one of the estimates is 0. This is equivalent to removing the corresponding parameter(s) and running the unconstrained estimation for the sub-model (see, e.g. [34] ). For such cases, the removed parameters are displayed as 0 exactly without a standard error. In general, the fitted models show that α is much smaller than β both in magnitude and in statistical significance, indicating that, consistent to our expectation, the return range is of much more importance than a single "snapshot" return, in terms of their contributions to the volatility. Additionally, γ also tends to be small, so most likely an Int-ARCH model is sufficient. The comparisons of Int-GARCH (1,1,1) and GARCH (1,1) using all the three criteria (R 2 , QLIKE and HMSE) are shown in Table 3 , which generally favor Int-GARCH, except for a few exceptions (i.e., R 2 of BA, HMSE of T).
In-sample and out-of-sample results
Next, to examine the out-of-sample performance, we use the first 5 years (2006-2010) as training period and leave the last year (2011) for out-of-sample predictions. We consider 3 forecasting horizons: 1-step, 2-step, and 5-step, corresponding to one day, two day, and one week ahead predictions, respectively. The model parameters are updated daily and the h-step-ahead predictions (h=1,2,5) are calculated according to equations (20)- (21) . The predicts are compared to those from GARCH (1,1) model for the entire year of 2011, and the average results are shown in Tables 4, 5 , and 6, for h=1,2,5, respectively. Similar to the in-sample comparison, the out-of-sample comparisons in Tables 4, 5 , and 6 indicate the Int-GARCH(1,1,1) perform better than GARCH (1,1) for 1-step, 2-step, and 5-step ahead predictions, for most of the stocks (indices) and ranking metrics.
Finally, we also notice that occasionally the GARCH performs better than the Int-GARCH model in our experiments. For example, in Table 3 , R 2 of GARCH is higher for BAC, and HMSE of GARCH is smaller for MSFT. In table 4, the Int-GARCH is dominated by GARCH for KO, MSFT, and T. Theoretically, the comparison between the GARCH and the Int-GARCH are complicated. Intuitively understanding, the advantage of our Int-GARCH model is that it makes full use of all possible values in the return range as volatility proxies and summarizes the information by integrating the GARCH mechanism with the random set theory. By comparison, the traditional GARCH model only considers use of the information of a single (closing-to-closing) return as the volatility proxy. Generally, the "summary" that accounts for more information from the data is expected to reflect the volatility more accurately. However, noting that different measures of model performance characterize different features of the model fitting the data, it is therefore possible occasionally that a simpler GARCH model with the point-valued return may outperform the more involved "summary" of Int-GARCH in terms of one performance measure. With regard to this, more extensive experiments with much more and larger data sets are needed to thoroughly investigate and optimize the performance of the Int-GARCH model in the near future.
Conclusion
In this paper, we have developed an interval-valued GARCH model for analyzing range-measured return processes. It can be viewed as an extension of the point-valued GARCH model that allows for interval-valued returns to produce "information-richer" estimation of the volatility. Inferences of our Int-GARCH model can be made based on the maximum likelihood method, which has been shown to have both consistency and asymptotic normality. Our empirical study of stocks and indices data has demonstrated the advantages of Int-GARCH model over the GARCH for both in-sample and out-of-sample performances. An equally important contribution of our Int-GARCH model lies in that it forms a pioneer study in the area of conditional heteroscedasticity for interval-valued time series. Further improvements to the model can be made by incorporating interactions between the level and the range. Körner and Näther ([19] ) proposed for a more general space a generalized L 2 metric, which when restricted to
where K is a symmetric positive definite kernel. It can be represented by the center-radius form as
where A as a function of K is a symmetric positive definite matrix. So ρ K is a further generalization of ρ W in (19) that takes into account the correlation between the center and the radius, and can be utilized to model the level-range interaction. Table 6 : Comparisons of 5-step-ahead (one week) predictions of Int-GARCH (1,1,1) and GARCH (1,1). Proof. By the definition of (24), (17) can be rewritten as
5-step-ahead Prediction
Expanding h t recursively, we obtain
Notice that x i,t and x j,s are independent, ∀i, j ∈ N and t = s. Taking expectations on both sizes of (40), we get
The first term
The second term
by the finiteness of E (h −∞ ). The formula for E (r t ) follows immediately from the Aumann expectation.
Proof of Theorem 2
Proof. By recursive calculations,
Taking expectations on both sides, we get
for all N ∈ N. Letting N → ∞,
and when this is satisfied, the Aumann expectation of r t is found to be
Proof of Theorem 3
Proof. Recall, from the proof of Theorem 2, that
Consequently,
Note that
Therefore,
. By the independence of h t−(N +1) and x t−j , ∀j ≤ N + 1 and the fact that {x t } are iid, we obtain,
The geometric series 
only |C 2 | < 1 is sufficient here. Under this assumption, the fourth term in the above expression,
And similarly,
Therefore, E h 2 t < ∞ if and only if |C 2 | < 1, or C 2 < 1, since it is positive. Under this assumption and in addition that Eh 2 −∞ < ∞, letting N → ∞, we find the second moment of h t to be
Consequently, the unconditional variance of r t is
This completes the proof.
Proof of Theorem 4
Proof. First we notice, ∀t, s ∈ N,
r t+s = [h t+s ε t+s − h t+s η t+s , h t+s ε t+s + h t+s η t+s ] , and therefore, Cov (r t , r t+s ) = Cov (h t ε t , h t+s ε t+s ) + Cov (h t η t , h t+s η t+s ) .
, and
(see Lemma 1, Section 8.8).
Proof of Theorem 5
Proof. 
1 T t ∇l t (θ 0 ) P → 0 as n → ∞; (2) There exists a nonrandom positive definite matrix M (θ 0 ) 0 such that ∀ǫ > 0: where I(θ 0 ) = E ∇∇ T l t (θ 0 ) is the Fisher information matrix. Condition (2) is already shown by the ergodic theorem in the preceding argument. Hence, the proof is completed.
Proof of Corollary 1
Proof. It is immediate from Theorem 2, 3, and 4.
Proof of Corollary 2
Proof. The Auto-correlation Function (ACF) of {r t } is defined to be ρ(s) = Corr (r t , r t+s ) = γ(s) γ(0) . Then the ACF of {r t } is
2 , |s| > 0.
Lemmas
Lemma 1.
(ii) E (h t h t+s η t ) = µ 2 k
Proof. (i)
E (η t x t ) = E [η t · (α 1 |ε t | + β 1 η t + γ 1 )] = α 1 E (|ε t |) · E (η t ) + β 1 · E η
(ii) First, we expand h t+s recursively: x t+s−j .
Then the expected value is found to be
, where C 1 = E (x t ).
Finally, remembering that E h
