Abstract. Numerical simulations of electrochemical systems were used to explore the influence of large-amplitude potential perturbations on the measured impedance response. The amplitude of the input potential perturbation used for impedance measurements, normally fixed at a value of 10 mV for all systems, should instead be adjusted for each experimental system. Guidelines are developed for selection of appropriate perturbation amplitudes. A characteristic transition frequency is defined that can be used to tailor a frequency-dependent input signal to optimize signal-to-noise levels while maintaining a linear response.
Electrochemical impedance spectroscopy is a powerful technique that has been used to investigate a broad range of experimental systems with very different electrochemical properties. While it can be considered a generalized transfer function approach, electrochemical impedance spectroscopy usually involves a measured current response to a potential input. In its common application, the technique relies on use of a small input signal amplitude to ensure a linear response which can be interpreted using theories of linear transfer functions. Most experimentalists employ a 10-mV input signal amplitude, but there is reason to expect, given the wide range of electrochemical properties investigated with this technique, that this amplitude may not be optimal for some experimental systems.
Orazem and co-authors have investigated the error structure of impedance measurements, using a measurement model approach to quantify both stochastic and bias errors in replicated spectra. [1] [2] [3] [4] Minimization of stochastic errors serves to improve the regression analysis for interpretation of spectra. A large input amplitude generally reduces the stochastic errors, but an amplitude that is too large results in errors associated with the nonlinear response.
The selection of appropriate input amplitudes has drawn interest in the literature. Darowicki investigated the effect of the input amplitude on the error of polarization or charge-transfer resistance obtained from impedance measurements. 5 He showed that the impedance spectrum of a nonlinear electrical system depends on both the frequency and amplitude of the input signal.
He also demonstrated that the polarization resistance uncorrupted by nonlinear effects can be determined by extrapolating to the zero value of the amplitude of the input signal. Diard et al. studied the dependence of impedance measurement error on the electrode potential and the sinusoidal voltage amplitude for a Nernstian redox system. 6 They showed that for their given system the impedance measurement error was independent of frequency in the low frequency range.
In a separate work, Darowicki showed that, for systems with a non-negligible Ohmic resistance, the interfacial potential differs from the applied potential signal. 7 He derived an expression for the interfacial potential using a series expansion approach that relates the interfacial potential to the amplitude of the input signal, the input frequency, the electrolyte resistance, the double layer capacitance, and the kinetic parameters. Darowicki found that, for all input amplitudes, the effective interfacial potential changes with frequency due to the frequency dependence of the charging current, having a maximum amplitude at low frequency and tending toward zero at high frequency. As a result of this effect, the influence of a large input amplitude changes with frequency. Darowicki provided a method for determining the frequency for which impedance measurements will be linear in character. 7 Darowicki's observations were supported by the modeling work of Popkirov and Schindler, who developed synthetic data for a chargetransfer resistor obeying Butler-Volmer kinetics in parallel with a double layer capacitance. 8 Their results showed that the perturbation amplitude had no effect on the impedance values in the high-frequency range where the charging current dominates. Alternatively, in the low-frequency range, a decrease of the impedance values was observed with increasing input signal amplitude.
There has been significant effort to determine the linear impedance values when nonlinear errors are not negligible. Diard et al. quantified the deviation of the measured polarization resistance due to nonlinearity using a successive derivative approach.
9-11 Diard et al. developed expressions for the electrochemical response of a two-step reaction to a sinusoidal perturbation that results in nonlinear impedance. 12 They used numerical methods to show that deviation from the linearized system depended on the kinetic parameters, the electrode potential, the input amplitude, and the frequency. Milocco used a Taylor series method to determine the linear impedance response when the perturbation caused a nonlinear response. 13 From an experimental perspective, Van Gheem et al. 14 and Blajiev et al. 15 used multisine broadband signals to detect nonlinearities in electrochemical systems.
These groups were able to distinguish measurement errors caused by stochastic noise and errors caused by nonlinear distortions. Urquidi-Macdonald et al. used an experimental approach to show that the Kramers-Kronig transforms are insensitive to the condition of linearity. 16 A large input perturbation is sometimes used to explore the system response over a large potential range in a single impedance measurement. Wilson et al. used Non-Linear Electrochemical Impedance Spectroscopy (NLEIS) to investigate charge-transfer mechanisms in solid oxide materials. 17, 18 The large-amplitude perturbations generated harmonics in the response, which were used to gain insight into nonlinear charge-transfer mechanisms. Engblom et al. showed that two-electron transfer mechanisms generated larger amplitude harmonics than did the corresponding one-electron transfer mechanisms. 19 Tada et al. used harmonic analysis to identify the onset of crack initiation and corrosion fatigue induced from cyclical stressing of metallic materials. 20 Darowicki used harmonic analysis of the Warburg impedance for the determination of diffusion coefficients. 21 Gabrielli et al. derived the harmonics generated from Tafel behavior and discussed the utility of harmonic analysis in providing basic kinetic information. 22 In other works, harmonics are measured and evaluated to obtain kinetic information in corrosion systems.
23,24
The object of this work is to develop a generalized approach for the interpretation of the impedance response of nonlinear systems subjected to large input perturbations. The impedance response was generated by use of Fourier integrals following the methods employed by commercial impedance instrumentation. This work was used to provide guidelines for the appropriate perturbation amplitude which can be used by the experimentalist.
theoretIcAl ApproAch
The nonlinear response in electrochemical systems typically results from the potential dependence of Faradaic reactions. For example, both Tafel and Butler-Volmer reaction kinetics display an exponential dependence on the interfacial potential. The total current passed through the electrode contributes to charging the interface and to the Faradiac reaction. These contributions are presented in parallel in the circuit presented in Fig. 1a , where the use of a box for the Faradaic reaction is intended to emphasize the complicated and nonlinear potential dependence. Addition of an Ohmic character of the electrolyte causes the interfacial potential V to differ from the applied potential U. This effect is illustrated in Fig. 1b .
The applied potential U can be expressed as a sinu-soidal perturbation about a steady value U as
where DU is the input amplitude, w is the input angular frequency, and t is time. In the absence of an Ohmic resistance, as shown in Fig. 1a , the applied cell potential U and the interfacial potential V are equal. In the presence of an Ohmic resistance R e the applied cell potential is related to the interfacial potential by
The Faradaic current density can be expressed as
or equivalently,
where b a and b c are the anodic and cathodic coefficients with units of inverse potential and K includes the exchange current i 0 and the equilibrium potential differ-
When b a and b c are related through the symmetry factor, the general form of eq 4 for independent reactions simplifies to that of Butler-Volmer kinetics. The capacitive current is expressed as
where C dl is the double layer capacitance. The total current passing through the cell is the sum of the Faradaic and capacitive contributions, i.e.,
In the absence of an Ohmic resistance, i.e., as shown in Fig. 1a , eqs 1-6 can yield an analytic expression for current density as a function of applied potential U = V;
The current and potential terms cannot be separated in the more general case given in Fig. 1b , and a numerical method must be employed.
numerIcAl method
A numerical method was used to estimate the timedependent current response to a sinusoidal potential input using the electrical circuit presented as Fig. 1b for which the charge-transfer resistance R t is a nonlinear function of potential. The relationship between current and potential can be expressed in the form of a single differential equation,
in which R t (t) is a function of potential and, therefore, a function of time. Equation 8 can be solved analytically for fixed R t using the integrating factor approach. The equivalent circuit of such a system is shown in Fig. 1c .
The solution of eq 8 for fixed R t can be expressed as
where 
and V* is a constant of integration. A similar approach was taken by Xiao and Lalvani, who solved a linearized form of the Tafel equation to develop expressions for potential and current in a corrosion system. 25 The value of the charge-transfer resistance at a given potential V(t) can be calculated from the slope of the interfacial polarization curve, i.e.,
Under the assumption that, for short time periods, i.e., small movements on the polarization curve, the chargetransfer resistance is constant, an iterative procedure using eqs 9 and 11 was used to calculate the development of V and i as functions of time. This procedure allowed for the complete determination of the system described by a potential-dependent charge-transfer resistance. The analytic equations derived for a fixed charge-transfer resistance can be used to approximate the solution to Fig. 1b for which the charge transfer resistance varies with interfacial potential. The rationale for this approximation is developed in Section 4.4. The impedance response was calculated directly for each frequency using Fourier integral analysis. 26 The fundamental of the real and imaginary components of the current signal, for example, can be expressed as
and
respectively, where I(t) is the current signal, w is the input frequency, and T is the period of oscillation. Similar expressions can be found for real and imaginary components of the potential signal. The real and imaginary components of the impedance can be found from
respectively, where j represents the imaginary number. The advantage of the numerical approach employed here was that it could be applied to general forms of nonlinear behavior, including consideration of a potential-dependent capacitance.
results And dIscussIon
The objective of this presentation is to make the analysis of system nonlinearity useful to the experimentalist. To that end, guidelines are provided to assess appropriate perturbation amplitudes as functions of kinetic and Ohmic parameters, and experimental methods are discussed for assessing the condition of linearity. The frequency dependence of the interfacial potential can be exploited to tailor input signals.
Errors in Assessment of Charge-Transfer Resistance
In the limit that the perturbation amplitude tends toward zero, the polarization resistance can be expressed as
where U is the cell potential, DU is the amplitude of the input cell potential signal, i f is the Faradaic current density, c i (0) is the concentration of species i evaluated at the electrode surface, and g k is the fractional surface coverage of adsorbed species k. Equation 16 can be expressed in terms of an effective charge-transfer resistance as
where V is the interfacial potential. For the Butler-Volmer kinetics described in the previous section, the linear value of the charge-transfer resistance is given as
where V represents the potential at which the impedance measurement is made. The calculated impedance response is given in Fig. 2 with applied perturbation amplitude as a parameter. The system parameters were R e = 1 Ωcm
, C dl = 20 mF/cm 2 , and V = 0 V, giving rise to a linear charge-transfer resistance R t,0 = 26 Ωcm 2 . The results presented in Fig. 2 are consistent with the observation of Darowicki that the measured charge-transfer resistance decreases with increased amplitude of the perturbation signal. As suggested by eq 16, the decrease in the measured charge-transfer resistance with increased amplitude is not a general result and depends on the polarization behavior. 9 
Optimal Perturbation Amplitude
A guideline for selection of the perturbation amplitude needed to maintain linearity under potentiostatic regulation can be obtained by using a series expansion for the current density. Similar series-expansion approaches that express deviations from linearity in electrochemical systems have been provided by Kooyman et al., 27 Gabrielli et al., 22 and Diard et al. 9, 10, 12 For a system that follows a Faradaic reaction, the current density response to an interfacial potential perturbation
is given by
Thus, exp exp cos
where
A Taylor series expansion yields 
The mean value of the current i f (t) is, for T equal to an integer number of cycles,
By taking into account the formula cos cos sin cos xdx n x n n xdx
and observing that sin T = 0,
If n is an even number,
and if n is an odd number, the value of the integral is equal to zero. Thus, the mean value of i f (t) is 
The limitation to the first three terms of the Taylor series gives for the mean value only the first term of the series (see eq 30). Equation 33 can be written as
where the dc current is given by 
For DV smaller than . Application of a large-amplitude potential perturbation to a nonlinear system results in harmonics that appear at frequencies corresponding to multiples of the fundamental or applied frequency. Application of a large-amplitude potential perturbation to a nonlinear system changes both the steady-state current density and the fundamental current response. The implication of this result is that the impedance response will also be distorted by application of a large-amplitude potential perturbation.
In the presence of a significant Ohmic resistance, the guideline for the low-frequency perturbation amplitude is 
where R t,obs is the effective charge-transfer resistance measured at the given perturbation amplitude. Thus, a larger perturbation amplitude should be applied for systems where (1 + R e /R t,obs ) is much larger than unity. The rationale for eq 37 is developed in Section 4.4. The percent error in the low-frequency impedance asymptote associated with use of a large-amplitude potential perturbation is given in Fig. 3 under the assumption of Tafel kinetics with bDV as a parameter. At a value of bDV = 0.2, the error in the low-frequency impedance asymptote is 0.5 percent. The corresponding perturbation amplitude is 10.4 mV for a Tafel slope of 120 mV/ decade, and 5.2 mV for a Tafel slope of 60 mV/decade.
Experimental Assessment of Linearity
As indicated by Urquidi-Macdonald et al., 16 the Kramers-Kronig relations do not provide a useful tool for identifying errors associated with nonlinear response to a large perturbation amplitude. Sequential impedance measurements conducted with different perturbation amplitudes can be used to find the optimal input perturbation, but this process is time consuming.
A more rapid assessment of a nonlinear system response can be obtained by observing distortions in Lissajous plots at low frequency. Lissajous plots are presented in Fig. 4 with perturbation amplitude and frequency as parameters. The system parameters were R e = 0 Ωcm
, C dl = 20 mF/cm 2 , and V = 0 V, giving rise to a linear chargetransfer resistance R t,0 = 26 Ωcm 2 . At the low frequency of 0.016 Hz, a straight line is observed for a perturbation amplitude of 10 mV; whereas, a sigmoidal shape is evident for a perturbation amplitude of 100 mV. The sigmoidal shape is seen because the calculations were performed at V = 0 V. A deviation from a straight line will be seen for large amplitudes at larger or smaller applied potentials, but the shape will be altered. At the larger frequency of 160 Hz, the differences between the smaller and larger perturbation amplitudes becomes less apparent, and the two curves superimpose as a perfect circle at large frequencies due to the domination of the capacitive current. Similar results are seen for the case where R e ≠ 0, with the exception that the Lissajous plot appears as a straight line at both low and high frequencies. The influence of nonlinearities is seen at low frequency. 
Frequency Dependence of the Interfacial Potential
In the absence of Ohmic resistance or when a linear approximation is sufficient, the interfacial potential is a sinusoidal quantity and DV represents the amplitude of the interfacial potential. For large perturbations the interfacial potential signal contains nonlinear distortions, thus, in the following discussion DV max represents the maximum variation of the interfacial potential signal. The calculated DV max is presented in Fig. 5 as a function of frequency for a system with parameters DU = 100 mV, R e =1 Ωcm 2 , C dl = 20 mF/cm 2 , and R t,0 =26 Ωcm 2 . At high frequencies DV max is damped and tends toward zero.
Equation 9, although derived for a constant chargetransfer resistance, can be used to approximate the interfacial potential of a nonlinear system if the chargetransfer observed at low frequency, R t,obs , is used in the equation. As shown in Fig. 6 , DV max resulting from the numerical calculation is compared to DV calculated from eq 9. The agreement shown between the numerical solution and the solution obtained using eq 9 confirms that eq 9 is useful for approximating the behavior of the interfacial potential, even though it is derived from a constant charge-transfer resistance. It should be noted that the sinusoidal time-domain approximation will not contain the nonlinear distortions and will have maximum error at low frequency. Inspection of the low-frequency and high-frequency limits of eq 9 provides insight into the conditions at which ideal linearity is approached, i.e.,
respectively, where R t,obs is the observed charge-transfer resistance at the given perturbation amplitude. Although eqs 38 and 39 are derived for the linear system, the results shown in Fig. 6 confirm that these equations are useful for approximating DV max , as long as the charge-transfer resistance R t is replaced by the charge-transfer resistance influenced by a nonlinear response R t,obs . As shown in eq 38, DV max decreases in the low-frequency range with increasing Ohmic resistance. As shown in eq 39, DV max decreases in the high-frequency range with increasing frequency. Both the limits of high Ohmic resistance and high frequency approach the condition of ideal linearity.
The frequency dependence of DV max and the corresponding Lissajous plots are shown in Figs. 7a and 7b, respectively. As shown in Figs. 7a and 7b, a linear response is obtained for a 100 mV input amplitude when the Ohmic resistance is large; whereas, a nonlinear response is seen for the same perturbation amplitude when the Ohmic resistance is small. This result is consistent with eq 37. The linearity of the system response is governed by the value of DV max .
A characteristic frequency for the transition from the low-frequency behavior to the high-frequency behavior was obtained as
where w t is the inflection point of DV max versus frequency, as shown in Fig. 8 . This frequency marks the transition from low-frequency nonlinear behavior to high-frequency linear behavior. The solid curve is DV max resulting from the numerical simulation. The dashed curve is DV predicted from eq 9 using R t,obs =19 Ωcm 2 , which decreases from the linear value, R t,0 =26 Ωcm 2 , due to the large input perturbation.
The low-frequency limit given by eq 38 is equivalent to that derived by Darowicki (see, e.g., eq 16 in Darowicki 28 ). The advantage of using eq 9 is that it approximates the interfacial potential across all frequencies while providing a much simpler expression than those derived by the series expansion approach used by Darowicki.
The charge-transfer resistance was calculated using eq 11 for each time-dependent value of V generated during the development of synthetic data. At each frequency, the charge-transfer resistance was averaged over a complete sinusoidal cycle yielding the effective chargetransfer resistance. The consequence of the change in interfacial potential with frequency is illustrated in Figs. 9a and 9b for parameters R e = 1 Ωcm put amplitude as expected. At higher frequencies, however, the effective charge-transfer resistance approaches the linear value. As described by eq 40, DV max changes value at the transition frequency. Correspondingly, the effective charge-transfer resistance changes value at this transitional frequency. For the 100 mV perturbation the variation in the charge-transfer resistance is significant. For the 10 mV perturbation the variation is negligible. In the presence of an Ohmic resistance DV max is damped in the limit of high frequency and the values for the charge-transfer resistance will be superimposed.
The effective charge-transfer resistance is given in Fig. 10a as a function of frequency for different values of Ohmic resistance and input amplitudes. The validity of eq 40 is confirmed by the superposition of the curves presented in Fig. 10b where the normalized effective charge-transfer resistance is presented as functions of normalized frequency.
Optimization of the Input Signal
The results presented in Fig. 10b suggest that an optimized protocol can be established for systems with Ohmic resistance. A smaller perturbation amplitude can be employed at frequencies below the transition frequency defined by eq 40, and a larger amplitude can be employed at frequencies above the transition frequency.
As shown in Fig. 10a , at moderate to large values of Ohmic resistance the transition frequency defined by eq 40 is well within the experimentally assessable range. Large amplitude inputs can be employed at frequencies above the transition frequency due to the dampening of the interfacial potential. For large values of Ohmic resistance the second term in eq 37 becomes significant and influences selection of the appropriate input potential amplitude.
To illustrate the concept, an electrochemical system was modeled for which the electrolytic resistance was twice the value of the charge-transfer resistance. A constant baseline noise of 20 percent of the low-frequency current signal was added to the current signal. The resulting impedance response to the 10 mV input perturbation employed in common practice is presented in Fig.  11a . Substantial scatter is observed at all frequencies.
The input signal can be modified in two ways. In the low-frequency limit (eq 38), when R e = 2R t , the experi- mentalist can use three times the input amplitude signal and still achieve an adequate linear response. In the high-frequency limit (eq 39), DV max is damped to zero and, accordingly, a much higher input amplitude signal can be used. The impedance response given in Fig. 11b was obtained when a 30 mV voltage perturbation was introduced into the system for frequencies less than ten times the transitional frequency and a 300 mV perturbation was introduced for frequencies greater than 10 times the transitional frequency. The dashed line shows the impedance response that would have resulted if the 300 mV perturbation amplitude was employed for all frequencies. The scatter was significantly reduced using the input signal employed for Fig. 11b . The variableamplitude method yields more accurate results and provides a higher confidence for the extraction of system parameters.
Potential-Dependent Capacitance
A constant double layer capacitance was used for the purposes of this work. In general, the capacitance is a function of potential. In the presence of a significant Ohmic resistance, the dampening of the interfacial potential above the transition frequency defined by eq 40 allows for adequate linearization of capacitance when the capacitive current dominates. For sufficiently low Ohmic resistance, the interfacial potential will not be damped and extraction of capacitance values may be compromised due to nonlinear effects.
conclusIons
The amplitude of the input potential perturbation used for impedance measurements, normally fixed at a value of 10 mV for all systems, should instead be adjusted for each experimental system. If system parameters such as Tafel slope, charge-transfer resistance, and Ohmic resistance are known, eq 37 provides a useful guide for selection of perturbation amplitude at low frequencies. The transition frequency defined by eq 40 can be used to tailor a frequency-dependent input signal. When these parameters are unknown, distortions of low-frequency Lissajous plots are associated with perturbation amplitudes that are too large to ensure a linear response.
