Abstract. Recently, error estimates have been made available for divergencefree radial basis function (RBF) interpolants. However, these results are only valid for functions within the associated reproducing kernel Hilbert space (RKHS) of the matrix-valued RBF. Functions within the associated RKHS, also known as the "native space" of the RBF, can be characterized as vector fields having a specific smoothness, making the native space quite small. In this paper we develop Sobolev-type error estimates when the target function is less smooth than functions in the native space.
Introduction and preliminaries
Radial basis functions (RBFs) have proven to be an effective tool in representing an unknown multivariate function by interpolation at scattered sites. They have been used in many applications, including medical imaging, computer animation and geometric design, neural networks, and the numerical solution of PDEs [1, 8, 9, 10] . In many physical applications, it is desirable to have an approximant that exhibits certain physical characteristics, such as being divergence-free or curl-free. Narcowich and Ward introduced matrix-valued RBFs to help solve this problem [14] . They constructed divergence-free vector-valued functions that interpolate data at scattered points. Also, a class of curl-free matrix-valued RBFs has recently been introduced [5] .
Constructing divergence-free and curl-free matrix-valued RBFs is fairly simple. If φ is a scalar-valued function consider Φ div := −∆I + ∇∇ T φ,
If φ is an RBF, then these functions can be used to produce divergence-free and curl-free interpolants, respectively. We note that these are not radial functions, but because they are usually generated by an RBF φ, they are still commonly called "matrix-valued RBFs". One constructs a divergence-free interpolant in the following way. Given a finite point set X = {x j } N j=1 ⊂ R n and data d j ∈ R n associated with each x j , we look This leads to the matrix equation
where c and d are nN × 1 vectors whose j th n components are given by c j and d j , respectively. Also, A X,Φ div is an nN × nN matrix whose (j, k) th n × n block is given by Φ div (x j − x k ). This matrix is symmetric and positive definite, so (1) has a unique solution.
Error estimates for divergence-free RBF interpolation have recently been made available [11] . However, these estimates only hold for a small class of functions within an RKHS of functions known as the "native space" of the matrix-valued RBF [5] . Native spaces are usually comprised of functions which are very smooth, so such error estimates are limited. Our main goal here is to show that when the Fourier transform of φ has algebraic decay, i.e., (2) c 1 
then the approximation properties of matrix-valued RBFs extend to functions rougher than those in the native space. Finding estimates for functions outside the native space is sometimes referred to as "escaping" the native space. Even for scalar-valued RBFs, this is a new development. The first "escape" was made by Narowich and Ward concerning functions on the n-sphere using spherical basis functions (SBFs), which are positive definite functions on the sphere [15] . Results for RBFs on R n followed [2, 16, 17] . We refer the reader to [12] for a comprehensive overview of these findings. Due to applications to PDEs, it is desirable to obtain error estimates in terms of Sobolev norms. The above results address this partially, but they only have the appropriate norms on one side of the estimate. However, this issue has recently been completely resolved by Narcowich, Ward, and Wendland for a large class of RBFs, Wendland functions and thin plate splines in particular [18] . Our strategy will be largely based on their approach, and the estimates we present will be of the form
, where k ≤ τ is an integer, and I X f is the RBF interpolant to the target function f on the point set X. Here h X,Ω represents the mesh norm, given by
Another important quantity we will use in deriving our estimates is the separation radius of the point set X, given by
The paper is organized as follows. In the rest of this section, we introduce notation and state the necessary definitions. Next we discuss the approximation properties of divergence-free and curl-free band-limited functions. The results concerning band-limited functions are crucial in obtaining the main theorem. Finally, we present the main result of the paper, which is to show that interpolants arising from matrix-valued RBFs can effectively approximate functions that are more rough than those in the native space.
1.1. General notation. We will use x 2 to denote the standard Euclidean norm of x ∈ R n . If A is a matrix, we will use A + to denote its pseudoinverse. If f is a matrix-valued function or distribution, we write f * for the conjugate transpose of f , i.e., f * =f T . We define the ceiling function x to be the function that returns the integer k such that k − 1 < x ≤ k. Also, we will work on domains that have smooth boundaries. We will say a bounded domain Ω ⊂ R n has C k,1
boundary if the boundary is locally given by the graph of a function that is k − 1 times continuously differentiable and has derivatives of order k that are Lipschitz continuous.
Let Ω ⊆ R n and f : Ω → R. We will say
respectively. This should cause no confusion. We will use the following convention for the Fourier transform of a function or tempered distribution:
and let the inverse Fourier transform of a function or tempered distribution be defined byf
If f is a matrix-valued function, we will take f to be the matrix of Fourier transforms of each component of f .
Sobolev spaces.
The error estimates will deal with vector-valued functions whose components reside in the Sobolev spaces W k p (Ω), which are spaces that con-
for all α with |α| ≤ k. The norms for these spaces are
For the case p = ∞ we have
It is also possible to have Sobolev spaces of fractional order. Let 1 ≤ p < ∞, k be a non-negative integer, and 0 < t < 1. We define the Sobolev space W k+t p
(Ω) to be all u such that the following norm is finite:
EDWARD J. FUSELIER
The semi-norm for this space is given by
In the special case p = 2, we define
is a Hilbert space, and that in the case of Ω = R n , we may use the Fourier transform to characterize H τ (R n ):
For vector-valued Sobolev spaces, we use the following semi-norm and norm:
For p = ∞ we have:
With such norms (H τ (Ω)) n is a Hilbert space, and in the special case Ω = R n the inner product can be defined by
When the context is clear, we will use the notation
n . This should cause no confusion.
We will also be interested in spaces that are divergence-free or curl-free. A function is divergence-free if and only if ∇ · f = 0. For τ ≥ 0, we define the space
This is a closed subspace of H τ (Ω). We would like to define a similar space for curl-free functions. In the case n = 2, a function f is curl-free if and only if ∂f 2 /∂x−∂f 1 /∂y = 0. When n = 3, a function f is curl-free if and only if ∇ × f = 0. We will use the sloppy notation ∇ × f to represent the curl of a vector field if n = 2. Thus for n = 2 or 3 we define
This is also a closed subspace of H τ (Ω). When n > 3, there is no simple analogue for curl involving a nice differential operator. However, using differential forms and Poincaré's Lemma we see that a vector-valued function on a manifold has no rotation if and only if it is the differential of a scalar valued function. Therefore for general n we will say a function f ∈ H τ (R n ) is curl-free on R n if and only if there is a scalar-valued function in H τ +1 (R n )/R such that ∇φ = f , and we define
Native spaces for matrix-valued kernels.
In what follows we will need the notion of a "native space" for matrix-valued kernels. As in the scalar-valued theory, we will realize native spaces as reproducing kernel Hilbert spaces. We now define these for spaces of vector-valued functions.
Definition 1.
Let F be a Hilbert space of vector-valued functions f : Ω → R n . A continuous n × n matrix-valued function Φ is called a reproducing kernel for F if for all x ∈ Ω and c ∈ R n we have
If F and Φ satisfy the above properties, we say F is the native space for the kernel Φ and we denote F by N Φ .
In particular, we will be dealing with functions in the native spaces of the matrixvalued kernels Φ div and Φ curl . These native spaces are equivalent to certain subspaces of Sobolev spaces, which we describe now. We define H τ to be the space
Then H τ is a Hilbert space with inner product
It was shown in [5] that if φ satisfies (2), the native space of Φ div is equivalent in norm to the subspace of divergence-free functions in H τ , denoted by H τ div . Also, the native space for Φ curl is equal to the corresponding space of curl-free functions, given by H τ curl . Also, it easy to see that if
, and a similar equality holds for curl-free functions. Therefore when we measure functions in H τ div or H τ curl we will simply denote the norm by · H τ . This should cause no confusion.
Band-limited interpolation and approximation
In scalar theory, escaping the native space relies heavily on using the approximation properties of band-limited functions, which are functions in L 2 whose Fourier transforms are compactly supported. Band-limited functions are analytic, and their smoothness puts them inside most native spaces. It turns out that such functions interpolate and approximate both functions in the native space and rougher functions, enabling one to essentially use a triangle inequality to escape the native space [18] .
To make use of band-limited functions in the context of matrix-valued RBFs, we must ensure that they live within the native spaces of Φ div and Φ curl . As seen in [5] , functions in these native spaces must satisfy
Therefore we will work with the following band-limited spaces:
where B(0, σ) denotes a ball of radius σ.
2.1. Divergence-free and curl-free approximation. First we show that a divergence-free function in H t can be approximated by a band-limited divergence-free function in B σ div . The proof is simple; one only has to "chop off" the Fourier transform of the function. The same proof works in the curl-free case, with the obvious modifications.
Proof. To do this, we simply multiply the Fourier transform of f by a cut-off function. Define g σ by g σ := fχ σ , where χ σ is the characteristic function of the ball B(0, σ). Since g σ is equal to a scalar function times f , then any relation that f has with ξ is inherited by g σ . Thus g σ is divergence-free as long as f is also. This also shows that if f were curl-free, g σ would be curl free. For the approximation, note that since t ≥ r, for all ξ 2 ≥ σ we have the inequality 1 + ξ
This gives us
2.2. Divergence-free band-limited interpolation. Now it is our aim to show that we can simultaneously approximate and interpolate with divergence-free bandlimited functions. We will follow the approach used for the scalar-valued case in [18] .
There it was shown that if one chooses σ ∼ 1/q X , for every continuous function f there exists a band-limited interpolant f σ whose Fourier transform is supported in B(0, σ). We will prove something similar, and to do this we will need the following result from [16, Prop. 
We also require some results involving the space H τ div . This space can be characterized as a reproducing kernel Hilbert space for τ > n/2. The kernel K τ div is defined by its Fourier transform:
The inverse Fourier transform of 1 + ξ
is given by
where K ν is the modified Bessel function of the second kind and c τ is a constant [21, Theorem 6.13] . This gives us that K τ div can be written as
As a result, we have that
, where λ X and Λ X are the minimum and maximum eigenvalues of the nN × nN matrix A X, K τ div , and c is the vector in R nN whose j th n-components are given by c j .
We can get a lower bound to the minimum eigenvalues using the recent stability estimates given in [5] . The result is
where q X is the separation radius for X and c τ,n is a constant depending on its subscripts. To get upper bounds for Λ X , we need to calculate the kernel explicitly. The function K ν satisfies (see [20, page 79 
Using this identity, one gets
where A(x) and B(x) are given by
Here ν = τ + 1 − n/2. From (8) We will also need the following estimate:
and has the bound
Proof. See Corollary 5.12 and Lemma 5.13 in [21] .
Note that if x 2 > 1, we have:
where ν = τ + 1 − n/2. Furthermore, Γ(x) will be decreasing with x 2 if x 2 > ν + 7/2. This can be shown by simple calculus. 
Proof. From the definition of I σ and the change of variables to ξ = σξ, we have
Note that the matrix (I ξ 2 2 − ξξ T ) is a scaled projection, so the integrand is positive. Now since ξ 2 ≥ 1, we have the inequality
In the last line of the inequality we have used the fact that K τ div is Hermitian, and the fact that K τ div is a reproducing kernel. From (6) and (7), we also have the estimate
. Now note that the set σX has separation distance q σX = σq X . This will enable us to choose σ so that we get a uniform bound on Λ σX . Let c be the unit eigenvector associated with Λ σX and let c j ∈ R n be the j th n-components of c. Before we proceed, we note that in [13, Eq. 4.11] it was shown that one has the estimate
where f is a scalar valued function on R n and κ f,m is given by
Keeping this in mind, we choose σ so that σq X ≥ ν + 7/2 and use (11) to get:
Here we have used the fact that such a choice of σ allows us to use (11), such a choice causes Γ to be decreasing, and the above series is convergent since Γ is rapidly decreasing. From this bound it follows that
. Now choose σq x = κ so large that the factor multiplying g 2 H τ is less than 1/4. Taking square roots gives us the result. Now we describe the scenario for proving the main result of this section. The result will follow from Proposition 1, and we will apply it to the following scheme:
Theorem 1. Let τ, t ∈ R such that τ > n/2 and t > 0. Given f ∈ H τ +t div and a point set X ⊂ R n with separation distance q X , there exists a function f σ ∈ B σ div such that
where κ ≥ 1 depends on only τ and n.
Proof. The proof will follow from Proposition 1 once we establish the following. Given z * ∈ Z * , we need to show that
is the Riesz representer of the functional c
T δ x j . It follows that if
, where g σ is defined by g σ = gχ σ . Now, by Lemma 2 for a sufficiently large κ and all σ = κ/q X we have the estimate
Thus the conditions of Proposition 1 are satisfied with β = 2. The proposition tells us that for any divergence-free function f ∈ H τ +t div (R n ) there exists a divergencefree function f σ ∈ B σ , with σ = κ/q X , such that f σ interpolates f on X and approximates it, in the sense that
For the last inequality, we use Lemma 1 to get
Taking square roots and using the fact that σ = κ/q X gives us the result. 
In other words, if the error is being measured in a space that is t degrees less smooth than the space the target function resides in, then the approximation rate should be given by q t X . Also, we would like to point out just how crucial the new stability estimates in [5] were in proving this result. In order to achieve the proper approximation rates, the power of q X from (7) had to exactly match that of σ in (16), so that σ could be chosen to "control" q X .
Curl-free band-limited interpolation.
One can also interpolate and approximate a curl-free function with a band-limited curl-free function. The next result follows by using the same steps as in the proof of Theorem 1, replacing any divergence-free functions with the corresponding curl-free function. It also requires an estimate similar to that of Lemma 2, which is easy to show by mimicking its proof.
Theorem 2. Let τ, t ∈ R such that τ > n/2 and t > 0. Given a function f ∈ H
τ +t curl and a point set X ⊂ R n with separation distance q X , there exists a curl-free function
where κ ≥ 1 depends on only τ and n.
Error estimates for functions outside the native space
In this section we present the main result of the paper, which is to show that vector-valued RBF interpolants can approximate functions that are more rough than those in the native space. As mentioned earlier, the error estimates we give are in terms of the mesh norm. Another important value in the estimates is the mesh ratio, given by ρ X,Ω := h X,Ω /q X . In what follows, we will let I X f be the divergence-free RBF interpolant to f on X if f is divergence-free, and the curl-free RBF interpolant to f on X if f is curl-free. This should cause no confusion. Also, to be able to work on Sobolev spaces, we must assume that the Fourier transform of φ satisfies (2) 3.1. Extensions of Sobolev spaces to the native space. To estimate error in the scalar-valued theory, one is able to start with a Sobolev function on a bounded domain and then extend the function continuously to R n in a way that puts it inside of a native space, at least in the case where the native space is a Sobolev space. Once in the native space, best approximation properties of interpolants can be used to help estimate the error. It is our wish to do something similar here; that is, we want to extend divergence-free or curl-free Sobolev functions defined on a domain Ω to N Φ div or N Φ curl . In the scalar-valued case, one has the advantage that the native spaces are Sobolev spaces, so well-known extension operators can be used. Native spaces for divergence-free and curl-free kernels are almost, but not quite, Sobolev spaces. However, when working on a bounded domain we will see that it is still possible to begin with a Sobolev function and extend it to the native space in a continuous manner. The ability to do this will depend upon the topology of Ω. In what follows we will work on a bounded Lipschitz domain Ω ⊂ R n . We will also assume Ω is simply connected, i.e., it has no "holes".
We will require our extension operators to extend functions continuously from
Further, if a function is divergence-free or curl-free on Ω, then the extensions should also be divergence-free or curl-free, respectively. We will be able to construct such operators for functions that can be written as the gradient or curl of a potential function. Most results involving vector potentials on Sobolev spaces are only proved in small dimensions, so in what follows n = 2 or 3. Once we obtain a potential, we will extend the original function by using Stein's extension operator on the potential. Recall that Stein's extension operator, which we denote by E, continuously extends any Sobolev function f ∈ W τ p (Ω) to a function Ef ∈ W τ p (R n ) [19] . We will begin with the more simple case of curl-free functions. It is well-known that if Ω is a simply connected domain, ∇ × u = 0 for u ∈ L 2 (Ω) if and only if there is a potential function φ ∈ H 1 (Ω) such that u = ∇φ. Note that when u ∈ H τ (Ω) we automatically get that φ ∈ H τ +1 (Ω). In order for the extension we construct to be continuous, we need an estimate of the form φ H τ +1 (Ω) ≤ C u H τ (Ω) . Proving this is an easy application of the Closed Graph Theorem. 
Proof. For each curl-free function u, we will let T u be one of its potential functions. To ensure that T is well-defined, let T u be the potential of u with minimum norm in L 2 (Ω). It is clear that potentials of u are unique up to a constant. Using this fact it is easy to show that if φ is any function such that u = ∇φ, then
where |Ω| is the Lebesgue measure of Ω. From this we get that T is a welldefined linear operator. Also note that, in particular,
. We need to show that T u = φ. This will follow if φ satisfies u = ∇φ and 1, φ L 2 (Ω) = 0. We have
Similarly, we have
Thus T u = φ and T is closed. By the Closed Graph Theorem, T is continuous, and we get the bound
With this result we are able to construct our extension operator. We extend u by E curl u := ∇(ET u). Note that E curl u is automatically curl-free since it is the gradient of a scalar function. To show that
. This proves the following theorem. such that E curl u| Ω = u for all u ∈ H τ curl (Ω). Our strategy for the divergence-free case is the same: first we work on domains that allow for potential functions, construct a continuous operator T that assigns a potential to each divergence-free function, and use Stein's operator E to construct a continuous extension. We will only prove the results for n = 3; the 2-dimensional case follows by a similar methodology. Also, we only state these results for integerordered Sobolev spaces (see Remark 1 below).
We will need several results concerning divergence-free functions. These are more or less well-known, but we will briefly list them with references for the curious reader. First, we get from [6, Theorem 3.4 ] that given a divergence-free vector field u ∈ L 2 (Ω), we can find a vector potential φ ∈ H 1 (Ω) such that ∇ × φ = u. Furthermore, when Ω is simply connected, there is a unique vector potential such that
where n is the normal vector to ∂Ω. To determine the smoothness of the potential, we consider the following. Using [3, Corollary 7, Ch.9], we see that when u ∈ H k (Ω) and the boundary of Ω is C ∞ , then the potential φ is in H k+1 (Ω). A careful reading of the proof of this result, and the previous results in [3] on which it depends, shows that the regularity of the potential depends only on the regularity of the solutions of various elliptic boundary value problems, which can be applied to domains with rougher boundaries. According to [7, Theorem 2.5.1.1], the smoothness condition on the boundary can be relaxed from C ∞ to C k,1 . With these facts one can easily prove the following, again using the Closed Graph Theorem. 
Proof. For each divergence-free function u, we will let T u ∈ H m+1 (Ω) be the unique potential satisfying (17) . From this we get that T is well-defined, and we can easily check that it is linear.
As in the curl-free case, we show that T is a closed map. Suppose that u n → u in H m (Ω) and T u n → φ in H m+1 (Ω). We need to show that T u = φ. This will follow if φ satisfies (17) . We have
Also, the trace theorem gives us
Thus φ satisfies (17) and T is closed. By the Closed Graph Theorem, T is continuous, and we get the bound
With this result we are able to construct our divergence-free extension operator. We extend u by E div u := ∇ × (ET u), where ET u represents Stein's extension operating on each coordinate of the vector function T u. Note that E div u is automatically divergence-free since it is the curl of a vector field. To show that
. This proves the following theorem for n = 2 or 3. 
Note that in the divergence-free case we only showed that our extension operators were continuous for integer-ordered Sobolev spaces. The same is probably true for fractional-ordered Sobolev spaces, and this would follow immediately if one had interpolation results for divergence-free Sobolev spaces on bounded domains. In particular, we would need H k+s div (Ω) to be an interpolation space between H k div (Ω) and H k+1 div (Ω), where k ≥ 0 is an integer and 0 < s < 1. When Ω = R n , proving this is relatively straightforward. However, problems seem to arise when Ω = R n , so we leave the fractional-ordered case for further future study.
Interpolation error estimates.
With our extensions defined, we are now able to begin estimating interpolation approximation rates. In what follows we assume that Ω is a simply-connected domain with a C k,1 boundary. Also, we require φ to satisfy (2) for some τ . The proofs will only address the divergence-free case because they are essentially the same as in the curl-free case. We will begin by making use of a recent result from Narcowich, Ward, and Wendland concerning Sobolev estimates of functions with many zeros [17, Theorem 2.12] . In lieu of the remarks made in [18, Section 4], we will state the result in a slightly stronger form. (Ω) , where (x) + = x is x ≥ 0 and is 0 otherwise. Here the constant C is independent of h X,Ω and u.
One can use the relation between p and q norms to get the same result for u ∈ (W k+s p (Ω)) n . We will use this to prove our first error estimate, which bounds the error for a class of functions in the native space.
The result thus follows. Now we come to our main result, which is to estimate the RBF approximation error for divergence-free functions less smooth than those in the native space. Proof. Using the fact that f − I X f is a function with many zeros, we get
The rest of the proof will be to estimate f − I X f H β (Ω) . We extend f to H β div (R n )
by E div f . According to Theorem 1 we may select a divergence-free function f σ ∈ B σ with σ = κ/q X so that f σ | X = E div f | X and
Since f σ interpolates f on X implies that I X f = I X f σ . This gives us
Now we use Lemma 5 to get
Using the fact that ρ X,Ω ≥ 1, we get
We plug the above inequality into (19) to complete the proof.
Of course, there is an analogous theorem in the curl-free case. The proof follows from exactly the same arguments in this section. However, we can strengthen the result a bit by relaxing the smoothness of ∂Ω. Here we only need to assume that the boundary is Lipschitz, while in Theorem 6 the boundary had to be C k,1 . Furthermore, we can prove that the result holds for fractional β. 
where µ is any real number such that 0 ≤ µ ≤ β.
