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Существует множество компьютерных программ, реализующих те или иные методы принятия решений. Обзор 
программных продуктов показал (таблица 
1), что одни из них более универсальны 
и позволяют производить оценку различ-
ными способами (Web-HIPRE, Logical 
Decisions и др.), в то время как другие явля-
ются программными оболочками и обеспе-
чивают аналитика инструментарием для 
создания и оптимизации полноценных 
экспертных систем (FuzzyTECH). Однако 
интеграция таких средств поддержки при-
нятия решений в контуры управления 
и информационные системы предприятия 
требует решения ряда проблем, которые 
обусловлены следующими факторами:
• преимущественно коллективным 
характером деятельности по принятию 
решений;
• асинхронностью протекания отдель-
ных процессов при согласованиях;
• совместным использованием единых 
хранилищ данных информационной систе-
мы предприятия;
• дублированием информации и воз-
никновением противоречий в базах данных 










• отсутствием опыта по выбору пра-
вильного средства поддержки принятия 
решений у пользователя.
Подавляющее большинство приклад-
ных систем ориентировано на поддержку 
процесса индивидуального принятия ре-
шений. В то же время работа специалистов 
и лиц, принимающих решения, (ЛПР) 
в группах давно стала стандартом. При этом 
практика одновременного нахождения 
экспертов в больших группах постепенно 
заменяется асинхронным взаимодействием 
посредством сетевых технологий. Подоб-
ный вариант снимает ряд временных и про-
странственных ограничений, а в некото-
рых случаях экономит финансовые ресур-
сы компании. Инструменты теории при-
нятия  решений  последовательно 
приводятся в соответствие с групповыми 
методами и рассчитаны на различные типы 
задач. Однако широкая доступность (в том 
числе среди неопытных пользователей) 
порождает проблему выбора оптимального 
набора математических методов и програм-
мных средств для реализации комплексной 
интеллектуальной системы поддержки 
принятия стратегических решений 
(СППР).
Математическое ядро такой системы 
предполагает применение определенных 
методов теории принятия решений.
мЕТОдЫ АнАлИзА СЕТЕй 
И ИЕРАРхИй
Оба обозначенных метода относятся 
к классу многокритериальных и применя-
емых в условиях неопределенности. Метод 
анализа сетей (МАС) является обобщением 
метода анализа иерархий (МАИ) для сете-
вых структур с обратными связями. Это 
позволяет действовать при взаимной зави-
симости критериев по предпочтению. 
МАИ может применяться, когда элементы 
модели независимы. Для рассматриваемых 
подходов характерно наглядное графиче-
ское представление проблемы выбора 
благодаря декомпозиции последней 
на компоненты (цель, политика, факторы, 
акторы, альтернативы и т. д.). Другим пре-
имуществом становится способ выявления 
предпочтений посредством парных срав-
нений.
Реализация метода анализа сетей вклю-
чает следующие основные шаги:
1. Построение сетевой структуры. Для 
этого элементы задачи принятия решений 
объединяются в кластеры, между которыми 
возможны произвольные связи. Формиро-
вание кластеров и связей считается нефор-
мальной процедурой и осуществляется 
экспертами и ЛПР на основе знаний о спе-
цифике решаемой задачи. Объединение 
элементов в кластеры помогает снизить 
Таблица 1
Прикладные программы и программные среды, автоматизирующие разработку 




































размерность модели и улучшить согласо-
ванность суждений. Сеть показывает вли-
яние кластеров друг на друга в отношении 
некоторой глобальной цели, в качестве 
которой могут рассматриваться выгоды, 
издержки, возможности, риски и т. п.







1,   если   зависит от  
{ }
0,  в  противном  случае.
Матрица B проверяется на транзитив-
ность. При ее нарушениях следует скоррек-
тировать сеть. Для упорядочения сети ис-
пользуется матрица достижимости, кото-
рая получается путем возведения матрицы 
(E+B) в целочисленные степени k до тех 
пор, пока не будет выполнено условие 
(E+B)k@ (E+B)k+1, где Е – единичная матри-
ца.
3. Определение приоритетов элементов 
кластеров. Элементы каждого кластера 
попарно сравниваются относительно каж-
дого элемента влияющего на него кластера. 
При этом экспертами оценивается интен-
сивность влияния одних элементов на дру-
гие. Результаты сравнения заносятся в ма-
трицы парных сравнений (МПС). Главные 
собственные векторы МПС интерпретиру-
ются как векторы приоритетов сравнивае-
мых элементов.
4. На основании матрицы B и вычислен-
ных векторов приоритетов элементов кла-
стеров строится суперматрица сетевой за-
дачи W. Ее столбцы формируются из глав-
ных собственных векторов МПС.
5. Определение приоритетов кластеров 
на основе парных сравнений. Сравнение 
кластеров осуществляется аналогично 
описанному в пункте 3, либо относительно 
единственной заданной цели, либо по мно-
жеству элементов специальной управляю-
щей иерархии, которая детализирует глав-
ную цель (во втором случае формируется 
множество суперматриц для элементов 
управляющей иерархии).
6. Приведение суперматрицы (или не-
скольких) к стохастическому виду путем 
нормирования. Для этого приоритеты 
элементов кластеров умножаются на при-
оритеты кластеров.
7. Анализ структуры суперматрицы и вы-
бор способа вычисления предельных прио-
ритетов. Для стохастической примитивной 
суперматрицы предельные приоритеты 





8. Если главная цель детализирована 
иерархией, производится свертка получен-
ных векторов приоритетов.
Вычисленные значения предельных 
приоритетов интерпретируются как вклад 
соответствующих элементов в главную цель 
на протяжении определенного срока про-
гнозирования (пока высказанные предпоч-
тения не изменятся). Решение сетевых 
задач также позволяет подойти обоснован-
но к проблеме определения важности 
критериев в задачах выбора. В частности, 
сумма предельных приоритетов элементов 
кластера показывает степень совокупного 
влияния последнего (вклада в главную 
цель).
Очевидно, что результат анализа суще-
ственным образом зависит от достоверно-
сти и согласованности экспертных оценок. 
Поэтому этапы заполнения матриц парных 
сравнений элементов и кластеров являют-
ся ключевыми. В рассматриваемых подхо-
дах предусмотрены инструменты оценки 
однородности экспертных суждений.
При заполнении МПС эксперт отвеча-
ет на следующие вопросы: «Какой из двух 
сравниваемых элементов важнее или име-
ет большее воздействие?», «Какой из двух 
сравниваемых элементов более вероятен?», 
«Какой из двух сравниваемых элементов 
предпочтительнее?», «Какова эта предпоч-
тительность?»
Сопоставление критериев обычно пред-
полагает сравнение их степени важности 
относительно цели исследования. Учиты-
вается в том числе, какая из альтернатив 
более предпочтительна или более вероятна 
по тому или иному критерию, а также 
во сколько раз один объект предпочтитель-
нее другого.
После заполнения каждой МПС осу-
ществляются проверка транзитивности 
и однородности суждений и вычисление 




Главная особенность метода (Preference 
Ratios In Multiattribute Evaluation – отно-
шения предпочтения в многокритериаль-
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ной оценке) состоит в том, что в отличие 
от МАИ или нечеткого логического выво-
да информация о предпочтениях может 
задаваться с помощью интервалов.
Иногда ЛПР не знает точных оценок 
собственных предпочтений или извлечение 
точных значений слишком осложнено 
и требует больших временных затрат. В та-
ких ситуациях можно использовать неточ-
ные оценочные суждения в виде интерва-
лов. С их помощью определяют веса кри-
териев и уровни атрибутов альтернатив. 
После проведения анализа альтернативам 
назначаются не одиночные оценки, а их 
возможные диапазоны. Поиск наилучшего 
решения осуществляется посредством 
комплекса правил принятия решений или 
доминантного анализа. Неточные оценоч-
ные суждения вполне подходят и для груп-
пового принятия решений. Индивидуаль-
ные мнения различных акторов могут быть 
объединены за счет построения единых 
интервальных оценок из частных.
Характерными чертами метода PRIME 
считаются:
• использование разницы значений 
атрибутов для установления порядка пред-
почтения альтернатив;
• отказ от использования численных 
шкал измерения;
• представление отношений предпочте-
ния ЛПР в виде точных и неточных оценок, 
а также прямое сравнение альтернатив 
относительно целей (holistic comparisons).
Рассмотрим основные положения ме-
тода.
Функция оценки аддитивного характе-
ра имеет вид:
1 1
( ) ( ) ( )
N N
N
i i i i
i i
V x w v x v xi= =
= =∑ ∑ ,
где N – количество атрибутов в иерархии 
проблемы, x
i






















0 обозначают наилучшее 
и наихудшее значения, полученные 
по атрибуту X
i
. Для нормализованной 
функции оценки имеем:
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Тогда становится возможным выразить 
веса атрибутов и нормализованную функ-
цию оценки с помощью разности значе-
ний:
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Полученных оценок разностей значе-
ний достаточно, чтобы обосновать выводы 
о предпочтениях ЛПР, приняв во внима-
ние:
1. Порядковое ранжирование.
Предположим, что ЛПР отдает пред-
почтение x
i
j по сравнению с x
i











То есть ранжирование порождает ряд 
линейных ограничений в отношении оди-
ночных оценочных функций атрибутов.
2. Определение соотношений разностей 
значений (количественное ранжирование).
Пусть L и U – нижний и верхний пре-
делы отношения разностей значений:
( ) ( )
( ) ( )
j k
l m
v x v x
L U


















3. Прямое сравнение альтернатив отно-
сительно целей (holistic comparisons).
В сравнениях такого вида приемы по-
рядкового и количественного ранжирова-
ния применяются к оценочным функциям 





, отдает предпочтение значению x 1 

























Для корректировки оценочной функ-
ции могут также использоваться результа-
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Веса атрибутов традиционно определя-
ются с помощью метода SWING. Его алго-
ритм включает два этапа:
1. Одному из атрибутов с максимальной 
степенью важности присваивается оценка 
100 баллов.
2. Остальные атрибуты поочередно 
сравниваются с наиважнейшим. По резуль-
татам каждому из них назначается диапазон 
значений важности [L, U].
Полученные предположения экспертов 
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На последнем этапе анализа методом 
PRIME осуществляется синтез приорите-
тов альтернатив. Посредством решения 
задачи линейного программирования 
из сформированных экспертами нера-
венств получают:
1. Интервальные оценки альтернатив.
1 1
( ) min ( ),max ( )
N N
i i i i
i i
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Различают абсолютное и парное доми-
нирование. Альтернатива xj предпочтитель-
нее альтернативы xk в смысле абсолютного 
доминирования, если интервалы их значе-
ний не пересекаются. То есть наименьшее 
значение xj превосходит максимальное 
альтернативы xk:
1 1
min ( ) max ( )
N N
j k
i i i i
i i
v x v x
= =
>∑ ∑ .
Альтернатива xj предпочтительнее аль-
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Другими словами, для любого фикси-
рованного множества весов w
i
 нормализо-
ванное (взвешенное) наименьшее значение 
альтернативы xk больше, чем максимальное 
нормализованное (взвешенное) значение 
xj. Следует заметить, что парное домини-
рование менее строгое, чем абсолютное. 
Кроме того, парное для xk и xj стоит прове-
рять только, если max (V (xj)) >max (V (xk)) 
≥min (V (xj)) >min (V (xk)).
Если первое неравенство не выпол-
няется, то независимо от дальнейших 
уточнений в модели предпочтений, 
оценка альтернативы xj не может превы-
сить значение xk. Когда не выполняется 
второе неравенство, то xj доминирует над 
xk абсолютно. Наконец, если не выпол-
няется последнее неравенство, то суще-
ствуют такие значения весов w
i
 i=1…, N, 
при которых значение xk больше, чем 
значение xj. Следовательно, ситуация 
доминирования может наступить или 
исключаться полностью в зависимости 
от интервалов оценок, когда условие 
не выполняется.
4. Результаты применения логических 
правил.
Правило maximax выявляет альтернати-
ву с максимально возможным значением, 
maximin – с наибольшей нижней границей 
оценки. Правило minimax regret находит 
альтернативу, для которой величина мак-
симально возможной потери значимости 
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Правило центральных значений выявля-
ет альтернативу с максимальным средним 
значением интервала оценки.
Таким образом, метод PRIME имеет 
сильное математическое обоснование. 
Имитационные или статистические сред-
ства не используются. Вывод на основе 
логических правил позволяет определять 
недоминируемые альтернативы даже в си-
туациях, когда другие методы, основанные 
на отношениях предпочтения, бессильны.
мЕТОдЫ СЕмЕйСТВА ElEcTRE
Семейство ориентировано на решение 
задач многокритериального выбора с за-
данным набором альтернатив. Эти методы 
основаны на относительном определении 
уровня качества альтернатив по критериям, 
т. е. качество альтернатив по многим кри-
териям представляется не в виде некоторой 
обобщенной количественной оценки, 
а на основе выявления условий превосход-
ства одной альтернативы над другой.
Традиционная постановка задачи при-
нятия решений имеет следующий вид. 
Заданы n критериев, шкалы измерения 
качества альтернатив по этим критериям 
(обычно количественные), веса критериев 
(как правило, целые числа), конечный 
набор альтернатив и их оценки по крите-
риям.










} – множество критериев, по которым 
может быть оценена каждая альтернатива 
A
i






) – подмножество критериев, 
по которым A
i

















) – подмножество критериев, 
по которым A
j
 предпочтительнее, чем A
i
.
Предположим, что можно определить 
относительную важность каждого из дан-
ных подмножеств, которая характеризует-














Введем некоторый порог с и будем счи-



















Левая часть этого неравенства называ-
ется индексом согласия, правая – порогом 
несогласия.
В методе ELECTRE-I индекс согласия 










































R – бинарное отношение превосходства 
(предпочтения), определенное на множе-











Таким образом, условие (2) рекоменду-
ется применять, когда число совпадающих 
оценок у различных вариантов относитель-
но мало по сравнению с n, в противном 
случае целесообразно условие (3).
В методе ELECTRE-II используется 
описанный подход и условие (3). Для 
практических расчетов по методам 
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∈
= ∑ ,  (4)
где * – любой символ из множества {+, 
=, –}; p
i
 – вес, представляющий важность 
i-го критерия из множества I.
Условие (1) является необходимым, 
но недостаточным для установления отно-











где d – пороговое значение индекса. Ин-
дексированное условие учитывает значе-
ния разностей между оценками качества 
альтернатив по определенному критерию. 
И индекс рассчитывается по формуле:
( , )

















AI  – оценки альтернатив Ai, и Aj 
критерию k; L
k
 – значение максимальной 
градации шкалы (ее длины), используемой 
для измерения критерия.






























Методы группы ELECTRE предполага-
ют выделение ядра на множестве исходных 
вариантов (альтернатив) А, все элементы 
которого несравнимы между собой (т. е. 
образуют множество Парето), а любой 
вариант, не вошедший в ядро, доминиру-
ется хотя бы одним его элементом. Суже-
ние ядра может быть достигнуто увеличе-
нием порогового значения индекса согла-
сия с и уменьшением порога индекса несо-
гласия d. Следует заметить, что при наличии 
Парето-оптимальной альтернативы (кото-
рая по всем критериям не хуже других 
альтернатив и хотя бы по одному лучше) 
образуется ядро, содержащее единствен-
ный элемент, поскольку такая альтернати-
ва доминирует над всеми остальными.
ПРОгРАммнАя РЕАлИзАцИя СППР
Структура СППР приведена на рис. 1. 
База данных (БД) системы содержит общее 
описание проблемы, иерархические и се-
тевые структуры критериев, результаты 
опроса экспертов и их переписки, значения 
атрибутов альтернатив (полученные из ин-


























































2. Определение / 
формирование 
альтернатив







тором) и другую информацию. База знаний 
(БЗ) включает решенные различными ме-
тодами практические задачи.
Подсистема управления БД и БЗ глав-
ным образом позволяет администратору 
организовывать и координировать подго-
товку решений. Через нее также осуществ-
ляется доступ экспертов в СППР. Исполь-
зование паролей и разграничение прав 
доступа обеспечивают информационную 
безопасность.
Функцией БЗ является еще и осущест-
вление с помощью логических выводов 
выбора наиболее оптимального метода 
принятия решений для той или иной ситу-
ации. В соответствии с этим анализируют-
ся тип проблемы, структура и характер 
данных задачи, количество критериев, 
альтернатив и т. д. По желанию пользова-
теля оценка может проводиться несколь-
кими доступными методами. В таком 
случае окончательный выбор (об исполь-
зовании каких-то именно вариантов) оста-
ется за человеком.
Интеллектуальная подсистема берет 
исходную информацию из базы данных, 
обобщенную администратором, и добавля-
ет к ней формализованные знания экспер-
тов, хранимые в БЗ. Взаимодействие поль-
зователей с СППР происходит посредством 
интерфейсных модулей.
Данные из контуров информационной 
системы предприятия поступают в автома-
тическом режиме или по запросу админи-
стратора. Они включают бухгалтерскую, 
финансовую, управленческую информа-
цию текущего или прошедших периодов. 
На рис. 2 показана схема реализации про-



























































ванной СППР. На первом этапе админи-
стратор, получив запрос от пользователя, 
определяет группу экспертов, работающих 
над проблемой. Для них назначаются пра-
ва доступа, пароли и последовательность 
опроса (если требуется).
На втором этапе определяется и уточ-
няется перечень альтернатив. Эта проце-
дура, равно как и следующие два этапа, 
выполняется итеративно, пока админи-
стратор не зафиксирует достижение кон-
сенсуса или нужного количества голосов.
Для агрегации коллективных оценок при-
меняют различные принципы компромисса: 
эгалитаризма, утилитаризма, справедливого 
компромисса и т. д. Это требует меньших 
усилий и времени от участников процесса, 
чем при достижении консенсуса. Однако 
может и не снять конфликта целей или инте-
ресов. Администратор устраняет избыточ-
ность данных, например, если встречает аб-
солютно идентичные варианты голосования.
Определение перечня целей и критери-
ев (третий этап), как правило, происходит 
быстрее. Предлагаемые критерии выража-
ют точки зрения различных акторов (лиц, 
оказывающих влияние на процесс приня-
тия решений). Поэтому включение макси-
мального числа вариантов обеспечивает 
более полный охват проблемы. Дискуссии 
могут возникать по поводу избыточности 
атрибутов или слабой их репрезентативно-
сти. На этом этапе окончательно форми-
руется профиль решаемой задачи, и интел-
лектуальная подсистема подбирает опти-
мальный метод оценки. После чего на чет-
вертом этапе экспертам рассылаются 
стандартные анкеты и формы для ввода 
необходимой информации: итоговой кон-
фигурации модели, весов критериев, сте-
пеней предпочтения альтернатив и т. д.
Итеративное выполнение четвертого 
этапа становится обязательным при плохой 
согласованности или неоднородности су-
ждений. Если профессионализм экспертов 
сильно разнится, их мнения могут коррек-
тироваться путем взвешивания оценок.
На пятом этапе, когда вся информация 
внесена в базы данных и знаний, осуществ-
ляется расчет оценок альтернатив выбран-
ными методами. Пользовательские интер-
фейсы СППР должны поддерживать вывод 




На рис. 3 она представлена в виде ори-
ентированного графа. Каждая вершина 
соответствует логически законченной 
процедуре, реализуемой в виде самостоя-
тельной подпрограммы. Ориентированные 
ребра графа показывают направление пе-
редачи информации и перехода от одной 
процедуры к другой. Возможны ситуации 
выбора (когда пользователь вызывает один 
из методов решения задачи) или ветвление 
процессов, связанное с проверкой логиче-
ских условий.
Работа системы начинается с активиза-
ции интерфейсных модулей пользователей 
и вызова списков введенных ранее альтер-
натив, задач и методов. Выход возможен 
по мере логического завершения любого 
из этапов. Поддержка асинхронного взаи-
модействия участников процесса принятия 
решений позволяет продолжить работу над 
задачей в любое удобное время, если 
не превышен его лимит, установленный 
администратором. При этом предусматри-
вается свой порядок основных процедур 
для каждого из применяемых методов. 
Место процедуры в графе определяется ее 
порядковым номером и в общем виде сво-
дится к нескольким позициям:.
1. Ввод/редактирование описаний аль-
тернатив.
2. Ввод/редактирование целей и крите-
риев задачи.
3. Автоматический выбор методов ре-
шения интеллектуальной подсистемой.
4. Выборка данных из информационной 
системы предприятия.
При завершении работы с программой 
реализуются:
1. Визуализация результатов оценки 
различными методами.
2. Печать отчетов.
3. Сохранение окружения задачи в БД 
и БЗ и выход из системы.
На рис. 3 вершины графа вида  оз-
начают процедуры ввода информации, 
которые могут выполняться многократно 
в зависимости от числа участников голо-
сования. В узлах (6, 16, 27, 37) эксперты 
дополняют общие структуры моделей ме-
тодов в соответствии со своими компетен-
циями (например, по функциональным 
областям). Возможна также совместная 
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работа с одной и той же областью пробле-
мы. При создании иерархий, деревьев це-
лей и т. п. с помощью интерфейса БД ис-
пользуются данные об альтернативах, 
введенные ранее.
Обратные переходы от последних про-
цедур к начальным выполняются при не-
обходимости уточнения модели. В методах 
МАС и МАИ матрицы парных сравнений 
корректируются повторно, если расчет 
индексов согласованности дал неудовлет-
ворительный результат. Переход (9–7) ак-
тивируется, когда после сравнения элемен-
тов требуется сравнить между собой их 
кластеры. Алгоритм процедуры (7) универ-
сален, а тот или иной случай определяется 
посредством передачи соответствующих 
параметров.
В методе PRIME ветвление (27–28,29) 
означает выбор пользователями того или 
иного способа указания весов критериев. 
Возврат для уточнения суждений (34–31) 
происходит не к началу цепочки, а к этапу 
количественной оценки предпочтений. 
Выход из цикла происходит, когда степень 
возможной потери значимости становится 
приемлемой.
Методы ELECTRE в основном исполь-
зуют единые процедуры. Различаются по-
следние этапы (45–47 и 51–53). В ELECTRE 
дополнительно описываются профили 
категорий (50). После этого назначение 
параметров предпочтения (39) производит-
ся в цикле согласно числу профилей. Воз-
врат при калибровке модели может проис-
ходить к этапу определения весов критери-
ев или определения уровня отсечения l 
(в процедуре устранения нечеткости отно-
шений предпочтений – 44).
При нечетком логическом выводе про-
токолирование хода рассуждений (21) 
происходит параллельно процедурам фа-
зификации, собственно вывода и дефази-
фикации (22–24).
Как показал анализ функциональной 
модели, четкое различение режимов при-
обретения знаний и консультаций получа-
ется только для класса методов ELECTRE 
и нечеткого логического вывода. В методах 
PRIME, МАС и МАИ представление новых 
альтернатив связано с дополнительным их 
сравнением относительно критериев бли-
жайших уровней. Даже если число послед-
них невелико, такая процедура относится 
к режиму приобретения знаний и должна 
выполняться экспертами.
Устранить названную проблему допусти-
мо двумя способами. Во-первых, эксперты 
могут провести оценку максимально боль-
шого числа альтернатив заранее. Но такой 
подход неприемлем в задачах мониторинга 
бизнес-процессов, так как количество по-
тенциальных состояний системы бесконеч-
но. Во-вторых, в МАС и МАИ можно при-
менить метод стандартов, в котором выяв-
ляются типичные для большинства альтер-
натив уровни качества по заданным 
критериям (стандарты). Полученные в ре-
зультате синтеза приоритеты стандартов 
ставятся в соответствие предлагаемым 
альтернативам. Тогда синтез значений ка-
чества последних осуществляется без допол-
нительного анализа. Такое решение нам 
видится наиболее перспективным.
Обеспечить поддержку режима кон-
сультаций в методе PRIME представляется 
возможным только при использовании 
функций полезности. Тогда верхнюю и ни-
жнюю границы предпочтений алгоритм 
определит автоматически, без вмешатель-
ства пользователя. Очевидно, что такой 
подход допустим для атрибутов количест-
венной природы. Сравнение качественных 
характеристик – прерогатива экспертов.
Отметим в заключение, что указанные 
ограничения актуальны лишь для неквали-
фицированных пользователей. Примене-
ние СППР экспертами не исключает лю-
бые методы и в любом случае существенно 
упрощает процесс принятия решений 
за счет полной или частичной автоматиза-
ции его этапов.
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