When do isotopic fine structures overlap? -analysis on the theoretical limits
The estimation when two subsequent fine structures can overlap is based on the following assumptions:
• the substantial (∼ 31.8%) part of the normal distribution is located outside the intervalm ± σ, wherem and σ are its mean and standard deviation, respectively;
• the isotopic fine structure cluster tends to be normal (this condition is discussed in the main paper);
• from Eq. (8) in the main text check when Var(m a ) reaches 0.5 Dain such case the two consecutive distributions of mass fine structures may overlap;
• this is applied for the most abundant variant (the standard deviation of the preceding isotope aggregated variant center-mass is assumed to be very similar).
Extending the line of thought from Section 3.2, we are also interested in the approximate size of the molecule for which the overlap of the fine structure envelope between consecutive peaks becomes complete. We consider two consecutive peaks to be completely overlapping if the standard deviation of one peak is at least 1 Da. From Eq. (8) in the main text this is estimated to occur at ca. 325 MDa.
Supplementary Figure 3B illustrates the degree of overlap when the standard deviation of several peaks is 1 Da. As a result of the overlap, one peak (in black) will be shown. This composite peak is very smooth, and because of this, it is impossible to find out if this peak is a superposition of separate peaks.
In this curve, the mass axis, symbolized by the variable x, has been shifted by subtracting the mass of the most abundant peak. The central part of this composite peak can be seen as a reasonable representation of the overlap of the peaks near the most abundant peak in the distribution. Thus, under these conditions the concept of "isotopic resolution" is essentially meaningless. Therefore, there is little use for isotopic resolution (i.e. the ability to resolve peaks spaced by approximately 1 Da) mass spectrometry for extremely large protein molecules (e.g. above ∼ 325 MDa).
Continuing with the issue of partially resolved peaks, in a certain sense Figure 3A represents a best case. A real mass spectrum contains noise, and a significant source of noise in many cases arises from the quantized nature of ion abundance statistics. Thus, rather than being a perfectly smooth profile as illustrated in Figure 3A , a real mass spectrum will be subject to counting noise due to the randomness of detection of a finite number of ions. This counting noise may mask the structure that might be evident in a perfect noiseless signal.
For illustrative purposes, let us consider a protein with a molecular weight of 60 MDa. Each isotopic fine structure cluster (i.e. each aggregated isotopic variant) near the most abundant aggregated isotope peak, if expressed as a probability distribution, will have a standard deviation of 0.43 Da (cf. Eq. (8)). This matches the standard deviation in the widths of the nominal isotope peaks in Figure 3A .
If one performs a Monte Carlo sampling over the full isotopic distribution, using an expectation value of one million total ions, then the expectation value for the most abundant nominal isotope peak is 1921.4 counts. Ion counting follows Poisson statistics, so the standard deviation in the number of counts is √ 1921.4. The nearby peaks will have essentially the same expec-tation value and standard deviation. Figure 3C gives an example of a Monte Carlo simulation of the nine peaks in Figure 3A , using the parameters just described.
The results have been binned together using a step size of 0.1 Da. This would correspond to a mass spectrometer that samples every 0.1 Da. A striking feature of this simulation is that the incipient isotopic resolution evident in Figure 3A is completely obscured by counting noise in the Monte Carlo simulation.
Using a mass spectrometer with a smaller step size, which would be required to support higher resolution, does not help. Figure 3D shows the same simulation with a step size (grid spacing) of 0.01. The isotopic structure is still masked by counting noise. The only way to avoid this problem would be to detect more ions. Unfortunately, signal/noise improves as a weak (square root) function of the number of counts.
How would thermorelativistic effects influence isotope resolution? -detailed calculations and discussion
From fluctuation theory there is an uncertainty, ∆E, in the thermal energy contained in a molecule or ion. For the purposes of this discussion we do not distinguish between and an ion and a molecule, and we may therefore use the terms interchangeably. The RMS energy uncertainty is given by:
where k is Boltzmann's constant, T is absolute temperature, and C v is heat capacity [1, 2, 3] . One can estimate the heat capacity using the equipartition theorem. By analogy to the Debye theory of heat capacity of crystals, at room temperature we can assume that most of the vibrational degrees of freedom of a large protein molecule are low frequency modes and can therefore be considered to be fully thermally active. Each oscillator will contribute to the heat capacity, and there are three oscillators per atom. If the molecule contains vibrationally active atoms the equipartition theorem [3] predicts a heat capacity of C v = 3kN . Since we are dealing with large ions we ignore the fact that there are three translational and three rotational degrees of freedom, which would effectively reduce by a count of six. After some substitutions and algebra we have:
Consider an averagine molecule with chemical formula C 9877 H 15517 N 2715 O 2955 S 83 . In counting atoms to generate a value for N we exclude hydrogen atoms, because they are associated with high frequency modes which, generally speaking, are not thermally activated at ambient temperatures. We therefore calculate by counting the number of carbon, nitrogen, oxygen, and sulfur atoms in the molecule, giving a value of N = 15, 630.
Substituting this into the Eq. (2) and assuming T = 300 we estimate the thermal energy uncertainty for a single ion to be ∆E = 8.97 × 10 −19 J. Using the relationship between mass and energy from special relativity E = mc 2 we calculate the energy uncertainty to be equivalent to a mass uncertainty of ∆m = 9.98 × 10 −36 kg or ∆m = 6.00 × 10 −9 Da. Next, we estimate the average separation between fine structure peaks in the molecule. Let us consider only the most abundant isotopic peak in the distribution for the molecule under consideration here, which has a molecular weight of 222, 241.8 Da. This peak contains 142 more nucleons than the monoisotopic peak. The number of isotopic fine structure components in the most abundant isotopic peak is estimated to be 1.95 × 10 10 (the number of fine peaks with 142 neutrons more than the monoisotopic peak, composed of C, H, N, O, S, but with restriction not to use more than 83 sulphur atoms). The maximal theoretical spread of the fine structure is estimated as 1.5 Da (cf. Figure 3B ). We therefore very conservatively estimate the fine structure density to be:
1.95 × 10 10 fine structure peaks 1.5 Da = 1.3 × 10 10 fine structure peaks 1 Da for an average peak spacing of 7.69 × 10 −11 Da per fine structure peak. Note also that basing the peak density on maximal spread results in an extremely conservative estimate. Since most of the peaks are concentrated within a much narrower region (within one or two standard deviations of the mean mass of the isotopic fine structure cluster), the peak density for most of the cluster is much higher than that calculated here. The thermorelativistic effect calculations are based on certain estimates and assumptions, partially mentioned in the main part of the manuscript. If these are violated then it could alter the interpretation. For example, the value of N used for these calculations was based on the money changer problem discussed earlier. This predicts a monotonically increasing function with increasing neutron number (Supplementary Figure 1 illustrates this for molecules composed of C, H, N, and O). However, strictly speaking, these calculations were based on a molecule of infinite molecular weight. For any real molecule of finite molecular weight the function must turn over and return to a value of a single fine structure peak for an isotopic peak composed of all heavy isotopes. We expect, therefore, that there are some errors in the estimate of N , and that N may be overestimated though one expects the estimate to be fairly reliable as long as N is not too great. The degree of error introduced by this assumption is a topic for future investigation.
The estimate was also based on an assumption that all modes of motion are thermally activated. However, if there are many vibrational modes of very high frequency these will not be thermally activated, and the estimated heat capacity will be too high. We have taken this at least partly into account by excluding hydrogen atoms when counting N , but it is possible that N is still overestimated. This is also a topic for future investigation.
Please, note the thermorelativistic calculation was performed using the default elemental isotopic abundance and accurate mass table used by the mercury program. These abundance and masses differ slightly from those used elsewhere in this paper. These differences do not materially change the results.
Resistive signal dampening -general strategy to estimate limits to resolution A signal in a Fourier transform instrument can be modeled as an alternating charge on an resistor-capacitor (RC) circuit, where the resistor and the capacitor are in parallel. The signal consists of an image charge on the capacitor, which is given by
where Q cap is the capacitor charge, N represents the number of ions in the trap, q represents the number of charges on a single ion, and K is a geometrical factor, which in the case of an FT-ICR instrument includes factors such as the relative cyclotron radius relative to the size of the cell and an adjustment factor relating to the single-ended character of a signal arising from an orbiting charge compared to charging a capacitor from an external source.
The voltage on the capacitor is given by V =
Qcap C
, where C is the capacitance of the cell. The current in the input resistance of the pre-amp of the instrument is I = V R , where R is the input resistance. The power dissipated in the input resistance of the pre-amp is
If the RC time constant is long compared to the period of oscillation of the ions in the instrument one can make the following replacement cos 2 (ωt) ≈ 1 2 and calculate the near-instantaneous rate of dissipation of kinetic energy of the ion packet due to the input resistance of the amplifier. This will cause the cyclotron radius to decay, leading to a loss of signal over time which reduces the achievable mass resolution. In a full simulation of this effect one would need to take into account that the loss of cyclotron radius implies that K is a time-dependent quantity rather than a constant. The magnitude of the loss of resolution from this effect is highly dependent on the parameters of any specific experiment and would need to be estimated on a case by case basis. The analysis of fine peaks distributions for the family of averagines for N = 40, 000 peaks in fine structure distribution generated based on mercury software; normality is tested by Kolmogorov-Smirnov (comparison with random sample drawn from the normal distribution with mean and variance of the tested sample of size N ); unimodality by Hartigan's DIP test; parameter k indicates the number of neutrons in the most abundant aggregated peak, for which the fine structure is investigated, column prob presents the probability of this (aggregated) peak.
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aggregated peak nr entropy[2027] [2028] [2029] [2030] 1996) . Normalizing this distribution to unit probability and calculating the standard deviation, the result is 249 Da. The FWHM of the peak is 586 Da. Table 2) obtained by ultrahigh resolution calculations in mercury tool for a simulated profile-mode distribution with in which the distribution is convoluted with a narrow Gaussian function and sampled at 2048 points. The isotopic abundances and masses used for this calculation differed slightly from the values used in the rest of this article.
