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Abstract
In this paper, we develop a new representation for outgoing solutions to
the time harmonic Maxwell equations in unbounded domains in R3. This rep-
resentation leads to a Fredholm integral equation of the second kind for solv-
ing the problem of scattering from a perfect conductor, which does not suffer
from spurious resonances or low frequency breakdown, although it requires
the inversion of the scalar surface Laplacian on the domain boundary. In the
course of our analysis, we give a new proof of the existence of non-trivial
families of time harmonic solutions with vanishing normal components that
arise when the boundary of the domain is not simply connected. We refer to
these as k-Neumann fields, since they generalize, to non-zero wave numbers,
the classical harmonic Neumann fields. The existence of k-harmonic fields
was established earlier by Kress.
Introduction
Electromagnetic wave propagation in a uniform, nonconducting, isotropic medium
in R3 is described by the Maxwell equations
∇× E(x, t) = −µ∂H
∂t
, ∇×H(x, t) = ǫ∂E
∂t
, (1)
∗Depts. of Mathematics and Radiology, University of Pennsylvania, 209 South 33rd Street,
Philadelphia, PA 19104. E-mail: cle@math.upenn.edu. Research partially supported by NSF grant
DMS06-03973 and NIH grants R21 HL088182 and R01AR053156.
†Courant Institute, New York University, 251 Mercer Street, New York, NY 10012. E-mail:
greengard@cims.nyu.edu. Research partially supported by the U.S. Department of Energy under
contract DEFG0288ER25053 and by the AFOSR under MURI grant FA9550-06-1-0337.
Keywords: Maxwell’s equations, integral equations of the second kind, normal components, unique-
ness, perfect conductor, low frequency breakdown, spurious resonances, generalized Debye sources,
k-harmonic fields.
1
∇ · E(x, t) = 0 , ∇ · H(x, t) = 0 ,
where E andH denote the electric and magnetic fields, respectively and ǫ, µ are the
electrical permittivity and magnetic permeability of the medium. We will restrict
our attention to the time-harmonic case and write
E(x, t) = Re
{
Etot(x)√
ǫ
e−iωt
}
and H(x, t) = Re
{
Htot(x)√
µ
e−iωt
}
. (2)
The superscript is used to emphasize that Etot and Htot define the total electric
and magnetic fields, respectively. In electromagnetic scattering, they are generally
written as a sum
Etot(x) = Ein(x) +E(x), Htot(x) =H in(x) +H(x), (3)
where {Ein,H in} describe a known incident field and {E,H} denote the scat-
tered field of interest. With the scaling in (2), the Maxwell equations take the
simpler form
∇×Htot = −ikEtot (4)
∇×Etot = ikHtot .
We are particularly interested in the problem of scattering from a perfect conductor
in an exterior region, which we denote by Ω. For a perfect conductor [13, 22], the
conditions to be enforced on Γ, the boundary of Ω, are
n×Etot = 0, n ·Htot = 0. (5)
The scattered field is assumed to satisfy the Silver-Mu¨ller radiation condition:
lim
r→∞
(
H × r
r
−E
)
= o
(
1
r
)
. (6)
This problem has been studied rather intensively for many decades, and we do
not seek to review the literature here, except to observe that there are two distinct
approaches in widespread use. When the scatterer is a sphere, a simple and elegant
theory exists due to Lorenz, Debye and Mie [6, 10, 16, 19]. It is based on two scalar
potentials (generally called Debye potentials), and the mathematical machinery of
vector spherical harmonics. In particular, one represents E, H as
E = ∇×∇× (rv) + ik∇× (ru)
H = ∇×∇× (ru)− ik∇× (rv) (7)
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where the Debye potentials u, v satisfy the scalar Helmholtz equation
∆u+ k2u = 0, ∆v + k2v = 0 ,
with Helmholtz parameter (wave number) k2 = ω2ǫµ. Salient features of this
approach are (a) that the boundary value problem
n×E = −n×Ein (8)
n ·H = −n ·H in (9)
is uniquely solvable for any k with non-negative imaginary part and (b) that, as
k → 0 (ω → 0), the electric and magnetic fields uncouple gracefully. In the static
limit, E is due to the scalar potential v alone, which is, in turn, determined by the
boundary data−n×Ein. Likewise,H is due to the scalar potential u alone, which
is determined by the boundary data −n ·H in.
For regions of arbitrary shape, on the other hand, integral formulations of the
Maxwell equations are generally based on the classical vector and scalar potentials
(in the Lorenz gauge):
E = ikA−∇φ (10)
H = ∇×A (11)
where
A(x) =
∫
Γ
gk(x− y)J(y)dAy
φ(x) =
1
ik
∫
Γ
gk(x− y)(∇Γ · J)(y)dAy
with
gk(x) =
eik|x|
4π|x| .
Here, J is a surface current (a tangential vector field) and∇Γ ·J denotes its surface
divergence.
Maue [17] proposed the electric field integral equation (EFIE) for the unknown
current J by enforcing the condition (8) using the representation (10). Because of
the ∇φ term, however, the result is a hypersingular equation. Maue also proposed
the magnetic field integral equation (MFIE), based on (11). The boundary condi-
tion for H can be derived from the Maxwell equations and an appropriate limiting
process on the surface of a perfect conductor [13, 22]:
J = n×H in +n×H , (12)
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where n points into Ω. Enforcing this condition for the unknown current J yields
the MFIE, a second kind Fredholm equation. Unfortunately, both the MFIE and the
EFIE have spurious resonances; that is, there exists a countable set of frequencies
{kj} ⊂ R for which the integral equations are not invertible. As the {kj} are
the eigenvalues of a self adjoint, elliptic boundary value problem on the bounded
complement of Ω, they are often referred to as interior resonances. Below the
smallest such kj , the MFIE is well-conditioned. Spurious resonances, however,
are only one difficulty. A second problem stems from the representation of the
electric field itself. Unlike the Debye representation, the electric field does not
uncouple naturally from the magnetic field as k → 0. Note that in (10), E involves
one term of order k and one term of order k−1. This results in what is referred to
as “low-frequency breakdown” [36]. While low frequency breakdown is a more
transparent problem in the context of the EFIE, the MFIE is not immune [35].
Knowing the current J is sufficient for computing H , but not the electric field.
The normal component of E, for example, is determined by the electric charge:
n ·E = ρ = ∇Γ · J
ik
. (13)
As k → 0, accuracy degrades dramatically - a phenomenon called “catastrophic
cancellation” in numerical analysis.
This state of affairs is both odd and unsatisfactory. For the exterior of a sphere,
there is a simple, clean representation of the solution based on two scalar unknowns
that results in a diagonal linear system. It has no spurious resonances and, at zero
frequency, decouples naturally (with no loss of precision) into magnetostatic and
electrostatic problems. The standard integral equation approaches available for
general geometries do not reduce to a Debye-like formalism when restricted to a
sphere. Instead, a sequence of modifications have been introduced to address the
three problems discussed above: the existence of spurious resonances, the lack of
a second kind integral equation valid for all frequencies, and the loss of accuracy
due to low-frequency breakdown.
An important step in addressing the first problem was the introduction in the
1970’s of the combined field integral equation (CFIE) [20, 25]. The CFIE avoids
spurious resonances by taking a complex linear combination of the EFIE and the
MFIE, both of which involve the surface current as the unknown. It is not a Fred-
holm equation of the second kind, however, and still suffers from low frequency
breakdown. One alternative approach, due to Yaghjian [33], involves augmenting
the MFIE with the condition (9) or the EFIE with the condition (13). He showed
that (for geometries other than the sphere) the augmented equations yield unique
solutions at all frequencies. Of the many formulations that have been introduced
to overcome spurious resonances, variants of the CFIE have emerged as the most
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frequently used in practice.
For the second problem, the principal issue is that of overcoming the hyper-
singular behavior of the CFIE. One solution is to introduce electric charge ρ as an
additional variable [27]. In this approach, one defines the scalar potential φ by
φ(x) =
∫
Γ
gk(x− y)ρ(y)dAy (14)
and imposes the continuity condition
∇ · J = ikρ. (15)
While the hypersingular term is avoided, one must solve a Fredholm integral equa-
tion subject to a differential-algebraic constraint (15). During the last several years,
several promising approaches have been developed based on the construction of
preconditioners. Christiansen and Ne´de´lec [7] designed effective strategies for the
EFIE based on Calderon formulas and the Helmholtz decomposition. Adams and
Contopanagos et al. [1, 9] made use of the fact that the EFIE operator serves as its
own preconditioner; more precisely, the composition of the hypersingular operator
with itself equals the sum of the identity operator and a compact operator. A com-
bined field integral equation using this preconditioned EFIE is both resonance-free
and takes the form of a Fredholm equation of the second kind. Preconditioners
have also been designed through the use of high frequency asymptotics [2]. Unfor-
tunately, the implementation of these schemes can be rather involved on arbitrary
surfaces and, like the MFIE, they still suffers from a form of low-frequency break-
down in the evaluation of E once the integral equation has been solved.
Finally, the third problem - namely the low-frequency breakdown of the inte-
gral equations - has generally been handled through the use of specialized basis
functions in the discretization of the current, such as the “loop and tree” method
of [31, 32]. This is a kind of discrete surface Helmholtz decomposition of J . As
the frequency goes to zero, the irrotational and solenoidal discretization elements
become uncoupled, avoiding the scaling problem that causes loss of precision.
We have chosen to investigate a rather different line of thought, motivated
largely by the desire to extend the Debye potentials to surfaces of arbitrary shape.
In essence, the Lorenz-Debye-Mie approach is based on expanding the potentials
u, v from (7) as
v(r, θ, φ) =
∑
n,m
an,mh
(1)
n (kr)Y
m
n (θ, φ)
u(r, θ, φ) =
∑
n,m
bn,mh
(1)
n (kr)Y
m
n (θ, φ)
5
where h(1)n (x) is the spherical Hankel function of order n, and Y mn (θ, φ) is the
usual spherical harmonic of order n and degree m. This separation of variables
approach is clearly not suitable in general. From a mathematical viewpoint, it
works because of the close connection between the Laplacian in R3 and the surface
Laplace-Beltrami operator on the sphere. It is also worth noting that the Lorenz-
Debye-Mie approach is not equivalent to a Fredholm equation of the second kind.
It is invertible, resonance free and behaves properly at low frequencies, but it is
hypersingular. Numerical difficulties are avoided simply because it is in diagonal
form.
The features of the Debye potentials that we wish to retain are their symmetry
and the fact that, at zero frequency, the system uncouples into separate electrostatic
and magnetostatic problems. For symmetry, we begin by using both potentials
(A, φ) and “antipotentials” (Am, φm) as a formal representation of the electro-
magnetic fields [22]:
E = ikA−∇φ−∇×Am (16)
H = ∇×A+ ikAm −∇φm (17)
where
A(x) =
∫
Γ
gk(x− y)j(y)dAy ,
φ(x) =
∫
Γ
gk(x− y)r(y)dAy , (18)
Am(x) =
∫
Γ
gk(x− y)m(y)dAy ,
φm(x) =
∫
Γ
gk(x− y)q(y)dAy ,
together with the continuity conditions
∇Γ · j = ikr , ∇Γ ·m = ikq. (19)
Such a symmetric formulation is commonly used for scattering from a dielec-
tric. For the perfect conductor, it underlies the combined source integral equa-
tion method (CSIE) [18], where j and m are both assumed to be derived from a
”parent” current distribution j˜:
j = αj˜, m = (1− α)n × j˜
for some parameter α. More precisely, the CSIE is derived using (16) with the vec-
tor unknown j˜ and enforcing the condition (8). Like the CFIE, it is a resonance-free
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but hypersingular equation. It is important to recognize that, in this construction,
the unknowns j, r,m, q are no longer physical quantities. j and r correspond to
fictitious electric current and electric charge, whilem and q correspond to fictitious
magnetic current and magnetic charge. Perfect conductors do not support the latter.
If the “physical” current supported on the surface Γ is desired, it must be computed
in a second step. From (12), for example, we have J = n× (H in+H). This will
not be the unknown j.
The second and critical feature of our method is that we will use r and q as
unknowns and construct j and m from them in such a way that the continuity
conditions (19) are automatically satisfied. In particular, for simply connected do-
mains, we will let
j = ∇ΓΨ+ n×∇ΓΨm (20)
m = n× j
where
∆ΓΨ ≡ ∇2ΓΨ = ikr (21)
∆ΓΨ ≡ ∇2ΓΨm = −ikq .
We wil refer to ∆Γ as the surface Laplacian or Laplace-Beltrami operator. (In
geometry, this name is usually applied to−∆Γ so that it is a non-negative operator,
but we will use the the convention above consistently.) In any case, we will obtain
the Helmholtz decomposition of the currents on the surface by construction. This
avoids the obvious cause of low-frequency breakdown, since we never compute
the O(1) quantities r, q from the O(k) quantities j,m with its attendant loss of
accuracy.
An obvious drawback of our approach, of course, is that it will require the
inversion of a partial differential equation on the surface of the scatterer to compute
Ψ and Ψm. It is interesting to note that Scharstein proposed an investigation along
these lines some years ago [26], using only the electric current J , but a detailed
investigation of the theory was not carried out.
We show below that our representation yields a second-kind integral equation
for r and q that, in the simply connected case, has a unique solution for all fre-
quencies with non-negative imaginary part. Furthermore, it behaves gracefully in
the low frequency limit, uncoupling into an electrostatic problem involving r and a
magnetostatic problem involving q. Because of the connection with the Debye the-
ory, we refer to r and q as generalized Debye sources. We also present an analysis
of the (more delicate) multiply-connected case.
7
1 Geometric Preliminaries
Definition 1. Let D denote a bounded (not necessarily connected) region in R3
and let Ω denote the unbounded component of R3 \D. We will refer to Ω as the
exterior region and to its boundary as Γ. We assume, without loss of generality,
that R3 \D has no bounded components (that is, holes within the interior of D).
Using standard topological terminology, let us assume that D is multiply con-
nected with genus g. Then there exist surfaces S1, . . . , Sg in D such that D \
∪gj=1Sj is simply connected and surfaces T1, . . . , Tg in R3 \D such that R3 \D \
∪gj=1Tj is simply connected. We denote by Aj the boundary of Sj and by Bj the
boundary of Tj (see Fig. 1).
Remark 1. We will refer to the curves {Aj |j = 1, . . . , g} as A-cycles. (They
form a basis for the first homology group of R3 \D.) We will refer to the curves
{Bj |j = 1, . . . , g} as B-cycles. (They form a basis for the first homology group of
D.)
Definition 2. Let Γj denote a component of the boundary Γ. If∫
Γj
f(x)dA(x) = 0
we refer to it as having mean zero on that component. We denote by MΓ,0 the set
of pairs of functions (f, g) on Γ with mean zero on every component.
Lemma 1 (The mean zero condition). Let (r, q) be generalized Debye sources
defined on a boundary Γ. Then (r, q) ∈MΓ,0.
This is proven in section 6.2 (see eqs. (89) and (90)).
In multiply connected domains, the Helmholtz decomposition (20) is incom-
plete. From Hodge theory, however, we can write a surface vector field j as an
orthogonal decomposition (in L2), the Hodge-Helmholtz decomposition:
j = jR + jH (22)
jR = ∇ΓΨ+ n×∇ΓΨm
for some Ψ,Ψm, where jH satisfies
∇Γ · jH = 0, ∇Γ · (n× jH) = 0.
See Appendix A.3 and [29]. Such vector fields are called harmonic vector fields
(dual to harmonic 1-forms). We let
mR = n× jR
mH = n× jH
8
B−cycles
A−cycles
Figure 1: A multiply connected domain D, consisting of three components (two of
genus 1 and one of genus 0), with exterior Ω. Cutting along the surfaces bounded
by the “A-cycle” from D makes it simply connected. Adding the surfaces Tj
bounded by the B-cycles makes Ω \D simply connected.
and (as before)
m = n× j .
Harmonic vector fields arise, in essence, because the Laplace-Beltrami operator on
vector fields
∆1Γj ≡ ∇Γ∇Γ · j − n×∇Γ∇Γ · (n× j), (23)
has a non-trivial nullspace on multiply connected surfaces. The dimension of the
nullspace of ∆1Γ is equal to twice the genus, g, of the surface. We may, therefore,
choose harmonic vector fields {jlH | l = 1, . . . , 2g}, which form an orthogonal
basis,w.r.t. L2(Γ), for this nullspace. In the multiply connected case, we can then
define the harmonic components of j and m by
jH =
2g∑
l=1
clj
l
H (24)
mH = n× jH .
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The space of harmonic vector fields will be denoted H1(Γ).
Given that the Laplace-Beltrami operator is not invertible, one must be careful
in defining Ψ and Ψm. From Hodge theory, however, we know that it is invertible
as a map from the space of mean zero functions MΓ,0 to itself. We denote by R0
the partial inverse of ∆Γ acting on this space. Thus, we replace (21) with
Ψ = ikR0r (25)
Ψm = −ikR0q ,
where r, q are the generalized Debye sources.
Example 1. Consider a torus in R3, parametrized by
x(s, t) = [(R + r cos t) cos s, (R + r cos t) sin s, r sin t] ,
with the z-axis as the axis of symmetry. A straightforward calculation shows that
j1H =
1
(R+ r cos t)2
∂x(s, t)
∂s
and
j2H = n× j1H
are both harmonic vector fields. Since the genus of a torus is 1, they form a basis
for the two-dimensional space of harmonic vector fields on the surface.
Remark 2. Much of the formal analysis in this paper is simplified through the use
of differential forms and homology theory. In order to be accessible to a broader
audience, however, we state the main results using the notation of vector calculus
and defer most proofs to Sections 6 and 7, where we do make use of the language
and power of this theory.
2 Uniqueness Theorems for Exterior Electromagnetic Fields
Let us denote by C+ the closed upper half plane:
C+ = {z ∈ C : Im z ≥ 0}.
Definition 3. A solution to the time harmonic Maxwell equations in Ω that satisfies
the Silver-Mu¨ller radiation condition will be referred to as an outgoing solution.
That an outgoing solution to THME(k) is determined by either the tangential
components of the electric or magnetic fields is classical [8]:
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Theorem 1. Suppose that (E,H) is an outgoing solution to the THME(k) in an
exterior region Ω for nonzero k ∈ C+. If either n × E or n ×H vanishes on Γ,
then the solution is identically zero in Ω.
Although we will eventually address the problem of scattering from a perfect
conductor (n × E = 0), we turn our attention for the moment to the Maxwell
equations in exterior domains with normal components specified on the bound-
ary. While this is not a standard physical boundary value problem, there is prior
work on uniqueness and it is a natural starting point for the analysis of symmetric
representations of the fields.
Theorem 2. [Yee, 1970]. Let (E,H) be an outgoing solution to the THME(k) in
an exterior region Ω for nonzero k ∈ C+. Suppose Γ is simply connected, and that
n ·E ↾Γ= 0 , n ·H ↾Γ= 0 .
Then E =H = 0 in Ω.
When the boundary has non-trivial topology, a rather subtle argument shows
that, in general, this is not true. In particular, if the sum of the genera of the
boundary components of the exterior domain is g > 0, then for all frequencies with
non-negative imaginary part, there is a 2g-dimensional space of outgoing solutions
to the THME with vanishing normal components. The existence of these fields was
proven by Kress (Theorem 3 below).
Remark 3. In the static (harmonic) case, this fact has been known for decades [30].
More precisely, at k = 0, the THME separate into the system
∇ ·E = 0, ∇×E = 0 ∇ ·H = 0, ∇×H = 0 ,
solutions to which are called harmonic vector fields (if they decay at infinity).
When their normal components vanish on the boundary, they are called harmonic
Neumann fields. If their tangential components vanish, they are called harmonic
Dirichlet fields.
Theorem 3. [Kress, 1986 [15]]. Suppose that (E,H) is an outgoing solution to
the THME(k) in the exterior region Ω, for nonzero k ∈ C+. If every component of
the boundary Γ is simply connected, then the solution is determined by the normal
components n ·E ↾Γ and n ·H ↾Γ . If the sum of the genera of the components of
Γ equals g > 0, then there is a subspace of outgoing solutions to THME(k) with
n ·E ↾Γ= 0 and n ·H ↾Γ= 0 (26)
of dimension exactly 2g.
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Lemma 2. [Kress, 1986 [15]]. Let (E,H) be a solution to the THME(k) for
nonzero k ∈ C+, in a region Ω with a smooth bounded boundary Γ. Then the
normal components (n ·E,n ·H) lie in MΓ,0.
Corollary 1. [Kress, 1986 [15]]. Suppose that (E,H) is an outgoing solution to
the THME(k) with k ∈ C+ and satisfying
n ·E ↾Γ= f and n ·H ↾Γ= h
where f, h ∈ MΓ,0 are Ho¨lder continuous. Then (E,H) are uniquely determined
subject to the specification of their circulations on the A-cycles (see Fig. 1):∫
Aj
τ ·E ds = pj and
∫
Aj
τ ·H ds = qj , (27)
where pj, qj ∈ C are given numbers.
Remark 4. We call solutions to THME(k) that satisfy (26) k-Neumann fields, and
denote the space of such solutions by Hk(Ω). The conditions in Corollary 1 are
familiar from the static (zero frequency) case, where g conditions must be specified
for each of E and H separately, since the equations are uncoupled. For nonzero
k, this symmetry is not required. We provide a different proof of existence in
Theorem 11 and a somewhat more general analysis of uniqueness in section 6.1.
Our representation also provides an effective means for numerically computing
the k-Neumann fields. These solutions will be needed in solving the problem of
scattering from a mutiply-connected perfect conductor.
First, however, we need to recall some classical facts about layer potentials.
3 Jump Relations and Boundary Values of the Potentials
In order to use the integral representations discussed above to solve boundary value
problems, we need to find expressions for the restrictions ofE andH to the bound-
ary, in terms of the various potentials. In this section we collect the relevant results.
Recall that Γ →֒ R3 is a smooth, bounded surface (possibly disconnected). The
unbounded component of R3 \ Γ which we have denoted by Ω, will be referred to
as the “+” side of the boundary. The domain D (the union of the bounded com-
ponents) will be referred to as the “−” side. We use n to denote the unit normal
vector field along Γ, pointing into the unbounded component.
The relevant limits are given in the following lemma, proofs of which can be
found, for example, in [8].
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Lemma 3. Let A and φ denote the vector and scalar potentials in (18) and let Γ
be a smooth bounded surface in R3. For x0 ∈ Γ, let x→ x±0 indicate approach
from Ω (+) or D (−), respectively, and let n0 denote the normal at x0, with ∂∂n0
the normal derivative at x0.. Then, for the scalar potential, we have
lim
x→x±
0
n · ∇φ±(x) = ∓1
2
r(x0) +K0[r](x0) (28)
lim
x→x±
0
n×∇φ±(x) = K1[r](x0),
where
K0[r](x0) =
∫
Γ
∂gk
∂n0
(x0 − x) r(x) dA(x)
K1[r](x0) = n0 ×∇
∫
Γ
gk(x0 − x) r(x) dA(x) ,
K0 is an integral operator of order −1 and K1 is an integral operator of order 0,
which is defined in a principal value sense.
For the vector potential we have
lim
x→x±
0
n ·A±(x) = K2,n[j](x0), (29)
lim
x→x±
0
n×A±(x) = K2,t[r](x0),
where
K2,n[j](x0) =
∫
Γ
gk(x0 − x) (n0 · j(x)) dA(x) ,
K2,t[j](x0) =
∫
Γ
gk(x0 − x) (n0 × j(x)) dA(x) .
K2,n and K2,t are both integral operators of order −1.
The vector potential also satisfies
lim
x→x±
0
n · ∇ ×A±(x) = K3[j](x0) (30)
lim
x→x±
0
n×∇×A±(x) = ±1
2
j(x0) +K4[j](x0) ,
where
K3[j](x0) =
∫
Γ
∇gk(x0 − x) · (j(x)× n0) dA(x) ,
K4[j](x0) =
∫
Γ
[
∇gk(x0 − x) (j(x) · n0)− ∂gk
∂n0
(x0 − x) j(x)
]
dA(x) .
K3 is an integral operator of order 0. K4 is an integral operator of order −1.
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Proof. These results follow from classical potential theory, the observation that the
kernels in K2,n and K2,t are weakly singular, and the fact that, at the singular point
x0 = x in K4, n0 is orthogonal to j(x)).
Remark 5. We have abused notation slightly in the preceding Lemma. The opera-
tors are functions of the Helmholtz parameter k. When the explicit dependence is
relevant, we will occasionally write K0(k),K1(k), ...,K4(k) instead.
The limits of the anti-potentials Am and φm are analogous. Recall, however,
that we have chosen not to work with j and m as unknowns, but rather the gener-
alized Debye sources r, q complemented by the harmonic vector fields. j and m
are computed from
j = ∇ΓΨ+∇Γ × (nΨm) + jH
m = n× j
where Ψ and Ψm satisfy the Laplace-Beltrami equations (25) with r, q viewed as
source data.
Lemma 4. The integral operators K2,K3 and K4 are all of order −1 or −2, and
hence compact, when viewed as operators acting on r, q.
Proof. This follows immediately from Lemma 3 and the fact that j,m are of order
−1 in terms of (r, q).
From Lemma 3, we obtain the following jump relations:
Corollary 2. Suppose that the fields E,H , are defined in terms of potentials and
anti-potentials. Then they satisfy
n · (E+ −E−) = r
n · (H+ −H−) = q
n× (E+ −E−) = −m
n× (H+ −H−) = j . (31)
4 The Maxwell Equations with Normal Components Spec-
ified
We note that, for k ∈ C+, the fundamental solution
gk(x) =
eik|x|
4π|x| (32)
is outgoing; that is, it satisfies the Silver-Mu¨ller radiation condition. Thus, all of
the corresponding potentials defined over bounded regions are outgoing as well.
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Theorem 4. LetE andH be outgoing fields represented in terms of Debye sources
(r, q) and currents j,m. Then the limiting values of their normal components are
given by the following integral representation for x0 ∈ Γ.
lim
x→x±
0
(
E · n
H · n
)
=(±12I −K0 0
0 ∓12I +K0
)(
r
q
)
+
(
ikK2,n −K3
K3 ikK2,n
)(
j
m
)
, (33)
where I denotes the identity operator. If we assume that j = jR(r, q, k) and
m = n × j, then these are Fredholm integral operators of the second kind in the
generalized Debye sources (r, q). As k tends to zero, this representation converges
to
lim
x→x±
0
(
E · n
H · n
)
=
(±12I −K0(0) 0
0 ∓12I +K0(0)
)(
r
q
)
(34)
The equation [−I +2K0(0)]f = h is uniquely solvable for all h, and the equation
[I + 2K0(0)]f = h for all h of mean zero.
Proof. The equations follow from the formulæ in the previous section. The solv-
ability properties of I ± 2K0(0) are classical and can be found in [8].
Definition 4. We let N±(k) denote the operator on the right hand side of (33),
with N±E (k) the first row and N±H(k) the second.
If we seek to impose the boundary conditions E ·n ↾Γ= f ,H ·n ↾Γ= h, then
we obtain the following system of equations, which is analytic in k.
(±12I −K0 0
0 ∓12I +K0
)(
r
q
)
+
(
ikK2,n −K3
K3 ikK2,n
)(
j
m
)
=
(
f
h
)
(35)
When j = jR(r, q, k) and m = n × j are obtained from the Debye sources via
(25), we denote the left-hand side of (35) by N±(k) (r, q) and observe that it is a
compact perturbation of the operator J±(0) where
J±(k) =
(±12I −K0(k) 0
0 ∓12I +K0(k)
)
. (36)
Theorem 5. Let (f, h) ∈ MΓ,0. For k /∈ E+, a discrete set in the complex plane,
the equation
N+(k)(r, q) = (f, h) (37)
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has a unique solution. The outgoing solution of the THME(k) defined by this data
satisfies
E+ · n ↾Γ= f H+ · n ↾Γ= h. (38)
Proof. We know from Theorem 4 that the operator J+(0) is invertible. By analytic
Fredholm theory, therefore, we know that there is a discrete set E+ ∈ C so that
for k /∈ E+, N+(k) is also invertible. The result now follows from the fact that
(r, q) ∈ MΓ,0 (Lemma 1) and that (f, h) ∈ MΓ,0 (Lemma 2), so that
N+(k) :MΓ,0 →MΓ,0.
Corollary 3. When Γ is simply connected, the Fredholm equation (37) provides a
unique solution to the THME(k) for any k ∈ C+.
Proof. This follows immediately from Theorem 5 and the fact that E+ lies in the
complex lower half-plane, as follows from Corollary 4 in Section 7.
Remark 6. The problem of solving the THME with specified normal components
was previously analyzed by Gu¨lzow [12], who constructed a hypersingular inte-
gral equation method. Using generalized Debye sources instead leads to a well-
conditioned integral equation of the second kind. In the multiply connected case,
Theorem 5 shows that the problem of scattering with normal components speci-
fied is invertible, if the solution is sought with zero projection onto the harmonic
vector fields. The extra conditions in Kress’ result (Corollary 1) force uniqueness
on jH by specifying g conditions on the circulation of E and g conditions on the
circulation of H , where g is the genus of Γ. In fact, any set of 2g conditions that
uniquely determines the harmonic component of the current, jH , will suffice. (see
Theorems 9 and 11).
5 The Perfect Conductor
We turn now to the problem of scattering from a perfect conductor, which requires
an analysis of the tangential components of E and H . These are easily expressed
in terms of potentials using Lemma 3.
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Theorem 6. Let x0 ∈ Γ. The limiting values of the tangential components of
E,H , in terms of potentials and antipotentials, are given by
lim
x→x±
0
(
n×E
n×H
)
=
1
2
(±m
∓j
)
+
(−K1 0 ikK2,t −K4
0 −K1 K4 ikK2,t
)
r
q
j
m
 . (39)
where K1,K2,t,K4 are defined in Lemma 3.
Definition 5. In the sequel we denote the operator on the right hand side of (39) as
T ±(k). We use T ±E (k) to denote the first row, and T ±H(k) to denote the second.
For scattering from a perfect conductor, let us recall that both (8) and (9) must
hold on Γ. As noted in the introduction, the EFIE approach involves imposing (8)
using only the classical vector and scalar potentials, A and φ, with the physical cur-
rent J as the unknown. This leads to an integral equation on Γ with a hypersingular
kernel that has interior resonances and suffers from low-frequency breakdown. To
avoid these difficulties, we turn again to the Debye sources. A nonstandard feature
of our approach is that we will extract only one scalar equation from the tangential
conditions on the E field and couple it to the normal condition (9) satisfied by H .
5.1 The hybrid system
The operator defining the tangential components of E± is given by
T ±E (k)

r
q
j
m
 = ±12m+ (−K1 0 ikK2,t −K4)

r
q
j
m
 . (40)
If we restrict to j = jR(r, q, k), andm = n×j, then, acting on (r, q) ∈ MΓ,0, the
only term of non-negative order is −K1r. We use T ±E (k)(r, q) to denote this oper-
ator restricted to this subspace of data. In order to recast K1 in (40) as a Fredholm
operator of the second kind, it is convenient to multiply it by a left parametrix,
based on the following standard result.
Lemma 5. Let Γ ⊂ R3 be a smooth, connected closed surface, let x0 ∈ Γ, and
let G0 denote the single layer potential operator based on the Green’s function for
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the Laplace equation:
G0[f ](x0) =
∫
Γ
g0(x− x0)f(x) dA(x) , (41)
and let φ denote the usual scalar potential with density r. Then
lim
x→x±
0
G0[∆Γφ](x) =
1
4
r(x0) + K˜1(x0) (42)
where K˜1 is a compact operator.
Proof. To see this, we observe that the surface Laplacian satisfies the identity
∆Γφ = ∆φ− 2H∂φ
∂n
− ∂
2φ
∂n2
,
where H denotes mean curvature (see, for example, [21]). Since ∆φ = −k2φ (by
construction), we have
∆Γφ = −k2φ− 2H∂φ
∂n
− ∂
2φ
∂n2
. (43)
The composition of G0 with the first two terms on the right-hand side of (43) are of
order −2 and −1, respectively, hence compact. It is a classical result (a Calderon
relation) that the composition of a single layer potential with the second normal
derivative of φ yields a compact perturbation of 14I [21]:
lim
x→x±
0
G0[
∂2φ
∂n2
](x) =
1
4
r(x0) +D
2[r](x0)
where
D[r](x0) =
∫
Γ
∂gk
∂nx
(x0 − x) r(x) dA(x) .
Here nx denotes the normal at x, and ∂∂nx denotes the normal derivative at x. D is
the usual double layer potential, which is the adjoint of K0. Since D is an operator
of order −1, the result follows.
Lemma 6. Let Γ ⊂ R3 be a smooth, connected closed surface, let x0 ∈ Γ, let G0
denote the single layer potential operator (41). Then
lim
x→x±
0
G0∇Γ · [n× T ±E (k)]
(
r
q
)
= −1
4
r(x0) +N1(k)
(
r
q
)
, (44)
where N1(k) is an analytic family of operators of order -1.
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Proof. The result follows from Definition 5, the fact that
∇Γ · n×K1[r] = −∆Γφ[r] ,
and the preceding Lemma.
Recalling that
jR(r, q, 0) = 0,
we see that
G0∇Γ · [n× T ±E ](0)
(
r
q
)
= G0[∆ΓG0 r]. (45)
If Γ has M components, then the nullspace of this operator is M -dimensional. It
is generated by functions r such that G0r is constant on each component of Γ. As
a consequence of Theorem 5.7 in [8], it follows that this nullspace only intersects
MΓ,0 at 0.
Definition 6. Taking the integral operator in Lemma 6 and the integral operator
NH from Definition 4, we defineQ±(k) as the following hybrid system of integral
operators:
Q±(k)
(
r
q
)
=
(
G0∇Γ · [n× T ±E ](k)
N±H(k)
)(
r
q
)
. (46)
As divergences, the range of ∇Γ · [n×T ±E ](k) consists of functions of mean zero.
Proposition 1. The family of operators Q±(k) is analytic in k and Fredholm of the
second kind. There is a discrete subset F+ ⊂ C, such thatQ+(k) :MΓ,0 →MΓ,1
is invertible for k /∈ F+, where MΓ,1 is the L2-closure of
{(G0r, q) : (r, q) ∈MΓ,0}. (47)
Proof. The analyticity statement is immediate from the formula. ExaminingQ±(k)
we see that
Q±(k)
(
r
q
)
=
(
−1
4 0
0 ∓12
)(
r
q
)
+ N˜±1 (k)
(
r
q
)
, (48)
where N˜±1 is an analytic family of operators of order−1. Thus,Q±(k) is Fredholm
of the second kind. The last statement follows from the facts thatQ+(0) :MΓ,0 →
MΓ,1 is invertible and Q+(k)MΓ,0 ⊂MΓ,1.
We may now state our principal result in the simply connected case.
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Theorem 7. If Γ is simply connected, then F+ is disjoint from the closed upper
half plane. Thus, the integral equation
Q+(k)
(
r
q
)
=
(
f
h
)
(49)
provides a unique solution to the scattering problem from a perfect conductor for
any k in the closed upper half plane. Here,
f = G0∇Γ · [n × n×Ein], h = n ·H in ↾TΓ . (50)
This is proved as Theorem 12 in Section 7.1. We leave the discussion of applying
our method in the non-simply connected case to Section 7.1.
5.2 Low Frequency Behavior in the Simply Connected Case
The representation of solutions to the THME(k), using data from MΓ,0 ⊕H1(Γ),
afforded by (83) behaves well as the frequency tends to zero. In the simply con-
nected case we only have data from MΓ,0. As k tends to zero, this space of so-
lutions tends to the orthogonal complement of the harmonic Dirichlet fields, that
is outgoing harmonic fields, with vanishing tangential components on bΩ, so that
E and H are recovered from −∇φ and −∇φM alone. This is proven, along with
the multiply connected case in Section 7.2. It is therefore apparent that Q+(k)
provides a means for finding and representing solutions to the perfect conductor
problem, which has neither interior resonances, nor suffers from low frequency
breakdown.
6 The Exterior Form Representation
For the remainder of this paper we represent the electric fieldE as a 1-form ξ, and
the magnetic field H as a 2-form, η. This choice is explained in Appendix A. If
E = e1∂x1 + e2∂x2 + e3∂x3 and H = h1∂x1 + h2∂x2 + h3∂x3 , (51)
then
ξ = e1dx1 + e2dx2 + e3dx3 and
η = h1dx2 ∧ dx3 + h2dx3 ∧ dx1 + h3dx1 ∧ dx2.
(52)
If 〈·, ·〉 denotes the Euclidean inner product, i.e. the metric on R3, then ξ is defined
by the condition that, for every vector field V we have:
〈V ,E〉 = ξ(V ). (53)
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That is, ξ is the metric dual of E, and ⋆η (with ⋆ the Hodge star-operator, see
Remark 8 and Appendix A.2) is the metric dual of H .
The curl-part of time harmonic Maxwell’s equations takes the form:
dξ = ikη d∗η = −ikξ. (54)
For k 6= 0, these equations imply the divergence equations, which take the form:
d∗ξ = 0 dη = 0. (55)
An outgoing solution to the Helmholtz equation on 1-forms satisfies the analog of
the Silver-Mu¨ller radiation conditions:
ixˆdξ − d∗ξ xˆ · dx− ikξ = o
(
1
|x|
)
, (56)
where xˆ = x‖x‖ . A magnetic field, η is outgoing if ⋆η satisfies (56).
The standard integration by parts formula in electromagnetic theory is derived
by considering the L2-norm of the quantity in the radiation condition. We let DR
denote the ball of radius R, centered at 0, SR = bDR, and ΩR = DR ∩ Ω. Since
the quantity in (56) is o(|x|−1) it follows easily that
lim
R→∞
∫
SR
‖ixˆdξ − d∗ξ xˆ · dx− ikξ‖2dA = 0. (57)
We expand the integrand to obtain that
lim
R→∞
[ ∫
SR
[‖ixˆdξ − d∗ξ xˆ · dx‖2 + |k|2‖ξ‖2] dA+
−2Re
ik ∫
SR
〈ξ, ixˆdξ¯〉 − 〈ixˆξ, d∗ξ¯〉dA
] = 0.
(58)
Using Green’s formula, we can replace the second integral with
2 Im(k)
∫
ΩR
[‖dξ‖2 + ‖d∗ξ‖2 + |k|2‖ξ‖2] dV+
2 Im
k ∫
Γ
[〈ξ, indξ¯〉 − 〈inξ, d∗ξ¯〉] dA
 . (59)
Here we use n to denote the inward pointing normal field along Γ.
Combining (58) and (59) we obtain the standard integration by parts formula
for outgoing solutions to the vector Helmholtz equation:
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Lemma 7. If ξ is a 1-form defined in Ω satisfying ∆ξ+k2ξ = 0 and the radiation
condition (56), with Im(k) ≥ 0, then
lim
R→∞
(
2 Im(k)
∫
ΩR
[‖dξ‖2 + ‖d∗ξ‖2 + |k|2‖ξ‖2] dV+
∫
SR
[‖ixˆdξ − d∗ξ xˆ · dx‖2 + |k|2‖ξ‖2]dA
)
=
−2 Im
k ∫
Γ
[〈ξ, indξ¯〉 − 〈inξ, d∗ξ¯〉] dA

(60)
Remark 7. If (ξ,η) is a solution to the THME(k) in Ω, then the outgoing radiation
condition can be rewritten as
ixˆη − ξ = o
(
1
|x|
)
, (61)
in agreement with (6).
6.1 Uniqueness for Maxwell’s Equations
If (ξ,η) is a solution to the Maxwell system, then d∗ξ = 0 and the boundary term
in (60) reduces to
− 2 Im
k ∫
Γ
〈ξ, indξ¯〉dA
 . (62)
Let ν denote a 1-form defined along Γ, which restricts to zero on TΓ and is nor-
malized by ν(n) = 1.
Remark 8. We use ⋆ to denote a Hodge star-operator, see Appendix A.2. In much
of the paper we need to distinguish between the Hodge star-operator acting on
forms defined on R3 and that acting on forms defined on surfaces in R3. We denote
the R3-operator by ⋆3, and a surface operator by ⋆2. Which surface is intended
should be clear from the context.
If Γ is a smooth closed surface in R3, which bounds a region D, then it ob-
tains an orientation from its embedding into R3 : let n be the outward pointing
unit normal vector, and X1,X2 a local oriented orthonormal frame for TΓ. We let
ω1, ω2, ν, be the local co-frame for T ∗R3 ↾Γ, dual to X1,X2,n. Note, in partic-
ular that, ω1(n) = ω2(n) = 0. We say that the frame (X1,X2,n) (or co-frame
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(ω1, ω2, ν)) is adapted to Γ. The 1-form that is the metric dual of the vector field
aX1 + bX2 is aω1 + bω2.
The volume form on R3 and area form on Γ are given locally by
dV = ω1 ∧ ω2 ∧ ν dA = indV = ω1 ∧ ω2. (63)
In terms of the adapted frame, the Hodge star-operator on R3 is
⋆31 = ω1 ∧ ω2 ∧ ν ⋆3 ω1 ∧ ω2 ∧ ν = 1
⋆3ω1 = ω2 ∧ ν ⋆3 ω2 = −ω1 ∧ ν ⋆3 ν = ω1 ∧ ω2
⋆3ω1 ∧ ν = −ω2 ⋆3 ω2 ∧ ν = ω1 ⋆3 ω1 ∧ ω2 = ν.
(64)
The Hodge star-operator on the surface (oriented as the boundary of D) is given by
⋆21 = ω1 ∧ ω2 ⋆2 ω1 ∧ ω2 = 1
⋆2ω1 = ω2 ⋆2 ω2 = −ω1.
(65)
It is useful to note that if q is a 1-form defined on Γ, then ⋆22q = −q. If v is a vector
field tangent to Γ and ω, its metric dual, then ⋆2ω is the metric dual of n× v.
To emphasize the distinction between an exterior form acting on TR3 restricted
to a surface Γ ⊂ R3 and the restriction of this form to directions tangent to Γ, we
sometimes use α ↾Γ to denote the former notion of restriction, and α ↾TΓ, the
latter. For a 1-form, α, represented along Γ in the adapted co-frame by α ↾Γ=
aω1 + bω2 + cν, we have
α ↾TΓ↔ aω1 + bω2. (66)
We denote this latter restriction byαt. We use the notation dΓ to denote the exterior
differential acting on forms on Γ.
For a 2-form β ↾Γ= aω1 ∧ ν + bω2 ∧ ν + cω1 ∧ ω2, we have
β ↾TΓ↔ cω1 ∧ ω2. (67)
For a 3-form γ, dimensional considerations imply that
γ ↾TΓ≡ 0. (68)
If f is a 0-form, or scalar function, then
f ↾TΓ= f ↾Γ . (69)
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The definition of the inner product on forms, the fact that 〈ν, indξ¯〉 = 0, and
the definition of ⋆2 on Γ, imply the identity
− 2 Im
k ∫
Γ
〈ξ, indξ¯〉dA
 = −2 Im
k ∫
Γ
[ξ ↾Γ] ∧ ⋆2[indξ¯ ↾Γ]
 . (70)
Using this identity and Lemma 7 we can prove the basic uniqueness theorems.
Note that ξ is a 1-form so ξt = ξ ↾TΓ corresponds to the tangential components
of E, and inξ ↾Γ, the normal component. The magnetic field η is a 2-form and
therefore η ↾TΓ gives the normal component, and [inη]t = inη ↾TΓ, gives the data
in the tangential components, corresponding to n×H.
We restate the classical result (Theorem 1) that an outgoing solution to THME(k)
is determined by either the tangential components of the electric or magnetic fields
in the language of forms:
Theorem 8. Suppose that (ξ,η) is an outgoing solution to the THME(k), in Ω, for
a k 6= 0, in C+. If either ξt, or [inη]t vanish, then the solution is identically zero
in Ω.
Kress’ result (Theorem 3) on the normal components of (ξ,η) is restated as
Theorem 9. Suppose that (ξ,η) is an outgoing solution to the THME(k), in Ω, for
a k 6= 0, in C+. If every component of the boundary of Ω is simply connected, then
the solution is determined by the normal components inξ ↾Γ and η ↾TΓ . If the
sum of the genera of the components of Γ equals g > 0, then there is a subspace of
outgoing solutions to THME(k) with
inξ ↾Γ= 0 and η ↾TΓ= 0 (71)
of dimension 2g.
Remark 9. As noted above, we call solutions to THME(k) that satisfy (71) k-
Neumann fields, and denote the space of such solutions by Hk(Ω). Here we give
a bound on dimHk(Ω), and a novel description of the additional data needed to
specify the projection into this space. Later in the paper we give a new proof that
dimHk(Ω) = 2g, for k in the closed upper half plane, C+. In this regard, the case
k = 0 is classical. As noted above, this result was proved in [15].
Proof. Suppose that inξ and η ↾Γ both vanish. Let α = ξ ↾Γ and β = ⋆3η ↾Γ .
The usual properties of the exterior derivative, the hypothesis η ↾Γ= 0, and the
equation dξ = ikη imply that
dΓα = 0. (72)
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We can rewrite d∗η = −ikξ as d ⋆3 η = −ik ⋆3 ξ. The hypothesis, inξ = 0 now
implies that
dΓβ = 0. (73)
A calculation using a co-frame adapted to Γ shows that
⋆2 β = −[inη] ↾Γ, (74)
see (97). The equation dξ = ikη implies that
[indξ] ↾Γ= −ik ⋆2 β. (75)
We can therefore express the right hand side of (70) as
2|k|2Re
∫
Γ
α ∧ β¯
 . (76)
If Γ is simply connected then the equation dΓα = 0 implies that α = dΓu. As
dΓβ¯ = 0 as well, a simple application of Stokes formula shows that∫
Γ
dΓu ∧ β¯ = 0. (77)
This completes the proof of the theorem when Γ is simply connected.
For the general case, let H1dR(Γ) denote the De Rham cohomology group with
dimH1dR(Γ) = 2g 6= 0. We show that the space of solutions with vanishing normal
components, for which the integral in (76) is non-vanishing, depends on at most 2g
parameters. Using the wedge product, we define a pairing, W, on closed 1-forms:
W (η, ω) =
∫
Γ
η ∧ ω. (78)
If dΓη = 0 and ω = dΓu, then, as noted above, Stokes theorem implies that
W (η, ω) = 0. (79)
Hence W defines a skew-symmetric form on H1dR(Γ), which is well known to be
non-degenerate. As the dimH1dR(Γ) = 2g, this observation completes the proof of
the fact that dimHk(Ω) ≤ 2g. If the image of either α or β in H1dR(Γ) vanishes,
then W (α, β¯) = 0, which implies, as above, that the solution in Ω is zero.
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From this proof we see that the image of eitherα or β inH1(Γ) provides data spec-
ifying a k-Neumann field. This should be contrasted with the data used by Kress,
given in equation (27). As dimHk(Ω) = dimH1(Γ), the maps from Hk(Ω) to
H1(Γ) defined by (ξ,η) 7→ α and (ξ,η) 7→ β are both isomorphisms, when
k 6= 0.
We complete this section by proving Lemma 2, which shows that the normal
components of (ξ,η), a solution to THME(k) with k 6= 0, have vanishing mean
value over every component of the boundary. While superficially this might appear
analogous to the fact that the normal derivative of a harmonic function in a bounded
domain has mean value over the boundary, it is actually an elementary consequence
of the equations themselves and Stokes’ theorem on a closed surface.
If k 6= 0, then the Maxwell equations, (54), imply that
⋆3 ξ ↾Γ=
−1
ik
dΓ[⋆3η ↾Γ] η ↾Γ=
1
ik
dΓ[ξ ↾Γ]. (80)
As
⋆3 ξ ↾Γ= inξdA (81)
the relations in (80) imply that these forms are exact and therefore Stokes’ theorem
implies that a solution of THME(k), with k 6= 0 satisfies:∫
Γm
inξdA =
∫
Γm
η = 0 (82)
for m = 1, . . . ,M. Note that this is true whether the limit is taken from Ω or D.
This completes the proof of Lemma 2, restated as
Proposition 2. Let (ξ,η) be a solution to the THME(k) for a k 6= 0, in a region
G ⊂ R3, with a smooth bounded boundary. The normal components (inξ, in ⋆3 η)
have mean zero over every component of bG.
6.2 Potentials and Boundary Integral Equations
We now re-express (16) in terms of exterior forms. Assuming, as before, that
the time dependence is e−iωt, the permittivity is ǫ, the permeabilty is µ, and k =
ω
√
ǫµ; we set
ξ = (ikα− dφ− d∗αm) η = (dα+ ikαm + d∗Φm), (83)
where φ is a scalar function, α a one form, αm a two form, and Φm = φmdV,
a three form. This representation is quite similar to what one obtains using the
fundamental solution for the Dirac operator d+ d∗, see [3].
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In order for (ξ,η) to satisfy the THME(k), the potentials must satisfy:
d∗α = −ikφ dαm = ikΦm. (84)
As before gk(x − y) denotes the outgoing fundamental solution for the scalar
Helmholtz equation, with frequency k. As discussed in the introduction, all of the
potentials are expressed in terms of a pair of 1-forms j,m defined on Γ, though
in the end, we do not use j and m as the “fundamental” parameters. When we
express these 1-forms in terms of the ambient basis from R3, e.g.,
j = j1(x)dx1 + j2(x)dx2 + j3(x)dx3, (85)
we normalize with the requirement
inj = j(n) ≡ 0. (86)
These 1-forms are the metric duals of the vector fields, tangent to Γ,‘ previously
denoted by j and m.
The “vector” potentials are given in terms of surface integrals by setting
α =
∫
Γ
gk(x− y)[j1(y)dx1 + j2(y)dx2 + j3(y)dx3]dA(y)
αm = ⋆3
∫
Γ
gk(x− y)[m1(y)dx1 +m2(y)dx2 +m3(y)dx3]dA(y)
 . (87)
Using the equations in (84) we obtain the form of the potentials defining φ and
Φm = φmdV, letting
φ(x) =
∫
Γ
gk(x− y)r(y)dA(y)
φm(x) =
∫
Γ
gk(x− y)q(y)dA(y),
(88)
where we let
1
ik
dΓ ⋆2 j = rdA
1
ik
dΓ ⋆2m = qdA. (89)
The scalar functions, (r, q) are, as before, the Debye sources. From this defini-
tion, and Stokes’ theorem we see that the mean values of r and q vanish on every
connected component, Γj, of Γ,∫
Γj
rdA =
∫
Γj
qdA = 0 (90)
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This proves Lemma 1. It is necessary for the conditions in (89) to hold, and thus,
for (ξ,η) to satisfy the Maxwell equations.
As before, we letMΓ,0 denote pairs of functions (r, q) defined on Γ with mean
zero on every component of Γ. If we assume that m = ⋆2j, (as we usually do),
then, taking account of the fact that the (negative) Laplace operator on 1-forms is
given by −∆1 = d∗ΓdΓ + dΓd∗Γ, we obtain the relation:
∆1j = ik[dΓr − ⋆2dΓq]. (91)
If the components of Γ are all of genus zero, then equation (91) always has a unique
solution. If Γ has positive genus components, then one needs to deal with the null
space of ∆1.
If H1dR(Γ) 6= 0, then the nullspace of ∆1,H1(Γ), which agrees with the space
of solutions to
dΓα = 0 d
∗
Γα = 0 (92)
is isomorphic to H1dR(Γ). These are the harmonic 1-forms. The right hand side
in (91) is orthogonal to H1(Γ), and hence lies in the range of ∆1. Let R1 denote
the partial inverse of the Laplacian on 1-forms, with range orthogonal to H1(Γ),
and set
jR(r, q, k) = ikR1[dΓr − ⋆2dΓq], (93)
Because the ranges of dΓ and d∗Γ are orthogonal to the null space of ∆1, this equa-
tion is solvable whether or not r and q satisfy the mean value condition. Note that
the solution to (93) tends to zero as k → 0.
Using the relations ∆1dΓ = dΓ∆0, and ∆2 = ⋆2∆0⋆2, we can re-express jR
in the form:
jR(r, q, k) = ik[dΓR0r − ⋆2dΓR0q]. (94)
Here R0 is the partial inverse of ∆0, which annihilates functions constant on each
component of Γ and has range equal to the set of functions with mean zero on each
component of Γ. Equation (94) shows that this approach to representing solutions
of Maxwell’s equations in terms of the pair (r, q), only requires an inverse for the
scalar Laplacian on Γ.
For any (r, q), the solution space to (91) is isomorphic to H1(Γ). Adding a
harmonic 1-form to jR does not change r and q, though it changes the fields ξ and
η, and plays a central role in the discussion of Hk(Ω). If g 6= 0, then the space of
outgoing solutions to THME(k) is parameterized by MΓ,0⊕H1(Γ). So given data
(r, q, jH) we often speak of the solution to the THME(k) “defined” by this data.
If jH is missing, then it should be understood to be zero, i.e. the solution “defined
by (r, q),” is the solution defined by (r, q, 0) in the sense above.
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6.3 Boundary Equations and Jump Relations
As with the vector field representation, we can take the limits of ξ and η in (83) as
the point of evaluation approaches Γ, and obtain boundary integral equations for
the normal and tangential components of these forms. Indeed there is no necessity
to rewrite these equations, we simply use T ±ξ (k)(r, q, j ,m), T ±η (k)(r, q, j ,m) to
denote the limiting tangential components and the limiting normal components are
N±ξ (k)(r, q, j ,m), N±η (k)(r, q, j ,m). Keep in mind that, in the vector field rep-
resentation, the tangential components are represented as the limits of n ×E and
n ×H , which correspond to ⋆2ξt and ⋆2([⋆3η]t), respectively. For consistency,
we use T ±ξ ,T ±η to denote the boundary values of these quantities. As before, + in-
dicates the limit taken from Ω and − the limit taken from D. If j = jR(r, q, k) and
m = ⋆2j, then we omit them from the argument list, e.g., we use the abbreviated
notation T ±ξ (k)(r, q) to denote T ±ξ (k)(r, q, jR(r, q, k), ⋆2jR(r, q, k)), etc.
Below we use the jump relations to prove a uniqueness theorem. So it is useful
to reformulate them in the form language. The magnetic field is represented by
the 2-form, η = h1dx2 ∧ dx3 + h2dx3 ∧ dx1 + h3dx1 ∧ dx2, so that ⋆3η =
h1dx1 + h2dx2 + h3dx3. The most direct way to define the normal and tangential
components of η along Γ is as in ⋆3 η± and (⋆3η±)t. In this formulation the jump
relations then take the form
in(ξ+ − ξ−) = r (ξ+ − ξ−)t = ⋆2m
in(⋆3η+ − ⋆3η−) = q (⋆3η+ − ⋆3η−)t = − ⋆2 j
(95)
It is also useful to calculate the relationship between inη and (⋆3η)t. In an adapted
frame (ω1, ω2, ν), We have
η = aω1 ∧ ω2 + bν ∧ ω1 + cν ∧ ω2 (96)
and therefore{
inη = bω1 + cω2
(⋆3η)t = bω2 − cω1,
which implies that ⋆2 [inη] = (⋆3η)t. (97)
7 Uniqueness for the Tangential Equations
Suppose that there is a k ∈ C+ \ {0}, and non-trivial data (r, q) ∈ MΓ,0 and j,
satisfying (89), with m = ⋆2j, so that
T +ξ (k)(r, q, j ,m) = 0. (98)
Let (ξ±,η±) be the solutions to the Maxwell equations defined by this data in the
complement of Γ. By their definition it is clear that the tangential components of
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ξ+ vanish along Γ. As Im(k) ≥ 0, the solution in Ω is outgoing and Theorem 8
shows that (ξ+,η+) ≡ (0, 0). The jump relations, (95), and the fact thatm = ⋆2j,
allow us to determine the tangential boundary data for (ξ−,η−) :
ξ− ↾TΓ= j inη− ↾TΓ= j. (99)
It is not difficult to see that the boundary condition on the Maxwell system in D,
implied by these relations,
ξ− ↾TΓ= inη− ↾TΓ, (100)
is not formally self adjoint!
Observe that d∗dξ− = k2ξ− and indξ− ↾Γ= ikinη− ↾Γ . Using a standard
integration by parts formula, we obtain:∫
D
(dξ−, dξ−)dV =
∫
D
(d∗dξ−, ξ−)dV +
∫
bD
(indξ−, ξ−)dA
= k2
∫
D
(ξ−, ξ−)dV + ik
∫
bD
(inη− ↾Γ, ξ− ↾Γ)dA.
(101)
Combining this with (99) gives:
− ik
∫
bD
(j, j)dA = k2
∫
D
(ξ−, ξ−)dV −
∫
D
(dξ−, dξ−)dV. (102)
We can rewrite this relation as
− aik = bk2 − c, (103)
where a, b, c are non-negative real numbers. If b or c vanishes, then it is clear that
ξ− ≡ 0. If a = 0, then j ≡ 0. For a countable set of real numbers {kj}, there exist
non-trivial solutions to the equations
d∗dξ− = k
2
j ξ− d
∗ξ− = 0 ξ− ↾TbD= 0. (104)
In the present circumstance, however, (r, q) are generalized Debye sources and
therefore
rdA =
1
ik
dΓ ⋆2 j and qdA =
1
ik
dΓj. (105)
If a = 0, then all the boundary potentials vanish, and therefore ξ− ≡ 0 as well.
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Using the quadratic formula we see that
k± =
−ia±√4bc− a2
2b
. (106)
As a, b, c are all positive, (106) shows that Im k± < 0. This argument applies,
mutatis mutandis to T +η (k). Formula (106) and the discussion above complete the
proof of the following theorem:
Theorem 10. Assuming that m = ⋆2j, and (r, q) satisfy (89), then, for Im k ≥ 0,
k 6= 0, the nullspaces of both T +ξ (k) are T +η (k) are trivial.
In the case that Γ is simply connected this implies that E+, the exceptional set
for N+(k), is disjoint from the closed upper half plane.
Corollary 4. If every component of Γ is simply connected, then, for k with Im k ≥
0, the Fredholm operator N+(k) is an isomorphism from MΓ,0 to itself. For such
k, the rows of T +(k) are also surjective and hence isomorphisms.
Proof. If Γ is simply connected, then any 1-form j on Γ has a unique representa-
tion as j = jR(r, q, k). We can therefore regard N+(k) as a Fredholm system of
second kind for the normal components of (ξ+,η+) in terms of (r, q). In this case,
Theorem 9 implies that a solution (ξ+,η+) of THME(k), with vanishing normal
components is identically zero in Ω.Hence (ξ−,η−) satisfy (99), and we can there-
fore apply the argument leading up to Theorem 10 to prove that E+ is disjoint from
the closed upper half plane. The Fredholm alternative then implies that N+(k) is
also surjective. The surjectivity of the rows of T +(k) is now immediate.
Remark 10. The poles of the scattering operator for the Maxwell system, defined
by a self adjoint boundary condition on Γ, lie in the lower half plane. Nonetheless,
it appears that the eigenvalues for the non-self adjoint boundary value problem
defined by (100) are unrelated to these poles, but are simply interior resonances,
familiar from more traditional representations of solutions to Maxwell’s equations
(see the Introduction and Remark 15). The non-self adjointness of this BVP places
the interior resonances in the lower, non-physical, half plane. This leads, in the sim-
ply connected case, to numerically effective algorithms for solving the THME(k),
which do not suffer from the instabilities caused by interior resonances in the phys-
ical half plane.
In the non-simply connected case we have the following theorem assuring the
existence of k-Neumann fields.
Theorem 11. For k ∈ C+, the space of k-Neumann fields has dimension exactly
2g, and the rows of T +(k) are surjective.
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Proof. For k ∈ C+, the solutions to THME(k), defined by
CH = {(0, 0, jH , ⋆2jH) : jH ∈ H1(Γ)}
have a trivial intersection with those defined by data in
CR = {(r, q, jR(r, q, k), ⋆2jR(r, q, k)) : (r, q) ∈MΓ,0}.
The solutions defined by data in CH may not themselves be k-Neumann fields.
To find solutions in Hk(Ω), we first use an element of CH to construct a solution
(ξ0+,η0+). If k /∈ E+, then we can solve
N+(k)
(
r
q
)
=
(
inξ0+
in ⋆3 η0+
)
, (107)
and denote the solution of the THME(k) defined by this data in Ω by (ξ1+,η1+).
By Theorem 10, the difference
(ξN+,ηN+) = (ξ0+,η0+)− (ξ1+,η1+) (108)
is a non-trivial k-Neumann field. These solutions depend analytically on k ∈ C+ \
E+. As (ξN+,ηN+) is a non-zero solution to the THME(k) with vanishing normal
components, Theorem 9 shows that the cohomology class of ξN+t must be non-
trivial. Thus for k /∈ E+, dimHk(Ω) is at least 2g. On the other hand, the proof of
Theorem 9 gives the upper bound dimHk(Ω) ≤ 2g. Proving the theorem in this
case.
Now suppose that kj ∈ E+ ∩ C+. This means that there is a non-trivial, fi-
nite dimensional space of data Vkj ⊂ MΓ,0, which defines kerN+(kj)(r, q).
Let (ξ±,η±) denote the solution of the THME(k) defined by a non-zero pair
(r, q) ∈ Vkj . The restriction of ξ+ to TΓ defines a cohomology class in H1dR(Γ).
If this class is trivial, then Theorem 9 implies that the pair (ξ+,η+) are identi-
cally zero. In this case, Theorem 10 implies that Im kj < 0, contradicting the
assumption that it lies in C+. This establishes that each non-trivial pair in Vkj
defines a non-trivial kj-Neumann field, thus a subspace of Hkj(Ω) of dimension
d = dimVkj .
The Fredholm alternative implies that the equations for the normal compo-
nents: N+(kj)(r, q) = (f, g) are solvable for pairs (f, g) ∈ MΓ,0 satisfying
exactly d linear conditions. This means that within CH there is a subspace of di-
mension at least 2g − d, for which the normal components can be removed, as
above. We therefore get another subspace, Ukj ⊂ Hkj(Ω), of dimension at least
2g − d. As Vkj has a trivial intersection with the data defining Ukj , Theorem 10
implies that these two subspaces of Hkj(Ω) have a trivial intersection. The lower
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bound on the dimension of Ukj and the upper bound on dimHkj (Ω) imply that
dimUkj = 2g− d; this completes the proof that dimHk(Ω) = 2g, for all k ∈ C+.
For k /∈ E+, Theorem 9 combined with the fact that dimHk(Ω) = 2g shows
that the rows of T +(k) are surjective. If k ∈ E+ ∩ C+, then the range of N+(k)
has codimension exactly d = dimVk. On the other hand, there is a d-dimensional
space of data in H1(Γ) for which the normal components span a complement to
that in ImN+(k). Once again we can find an outgoing solution to the THME(k)
with any specified normal components. Combined with the fact dimHk(Ω) = 2g,
Theorem 9 again shows that the rows of T +(k) are surjective.
In the course of this argument we established:
Corollary 5. For k ∈ C+ \ {0}, the map from Hk(Ω) to H1dR(Γ) defined by
(ξN+,ηN+) 7→ [ξN+t]Γ
is an isomorphism.
Remark 11. It was shown by Picard that for each k with non-negative real part
there are families of interior k-Neumann fields, that is non-trivial solutions to the
THME(k) in D with vanishing normal components, see [23, 24]. For most values
of k there is a 2g-dimensional family. In [15] Kress showed that there is a countable
set of positive real numbers {kj}, with kj → ∞, for which there are non-trivial
interior k-Neumann fields with vanishing circulations.
This theorem really asks more questions than it answers:
1. If k = 0, then Hodge theory essentially implies the existence of the 0-
Neumann fields. For k 6= 0, what is the reason for the existence of the
k-Neumann fields? A possible explanation might go along the following
lines: In Appendix A.4, we express the THME(k) in the form:
Lk(ξ + η) = (d+ d
∗ − ikΛ)(ξ + η) = 0. (109)
Suppose that Lk, acting on divergence free, outgoing data, which satisfies
inξ = η ↾Γ= 0 is in some sense a Fredholm family. The boundary condi-
tions defining the formal adjoint, [Lk]∗, are ξt = 0, (inη)t = 0. Theorem 8
implies that the nullspace of [Lk]∗ is trivial for k ∈ C+. The nullspace of
Lk is exactly Hk(Ω). If these operators are a Fredholm family, then the con-
stancy of the Fredholm index would imply that
Ind(Lk) = dimHk(Ω) = 2g. (110)
It is not obvious, however, on what space the range of Lk is closed.
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2. Does E+ have a non-trivial intersection with Im k ≥ 0? If so, what is the
physical significance of these numbers? As noted above, Kress proved that
there is a countable set of positive real numbers for which there exist interior
k-Neumann fields, with vanishing normal components and circulations. Are
these numbers in any way related to E+?
7.1 The hybrid system using forms
The operators defining tangential component of ξ± are given by
T ±ξ (k)

r
q
j
m
 = ∓m2 + (−K1 ikK2,t −K4)
 rj
m
 . (111)
If we restrict to j = jR(r, q, k), and m = ⋆2j, then, acting on (r, q) ∈ MΓ,0, the
only term of non-negative order is−K1, which can be expressed asK1r = dΓGkr.
Here
Gkr(x) =
∫
Γ
gk(x− y)r(y)dA(y), (112)
is an operator of order −1. We use T ±ξ (k)(r, q) to denote this operator restricted
to this subspace of data.
The hybrid system of integral operators 46 is
Q±(k)
(
r
q
)
=
(−G0 ⋆2 dΓT ±ξ (k)
N±η (k)
)(
r
q
)
. (113)
The range of ⋆2dΓT ±ξ (k) is contained in the space of functions on Γ with mean
zero on every component. Proposition 1 holds in the form version as well.
Suppose now that k ∈ F+, and Q+(k)(r, q) = 0, with (r, q) ∈ MΓ,0 \ {0},
and let (ξ+,η+) be the solution to the THME(k) defined by this data. The fact that
Q+(k)(r, q) = 0, implies that
d∗Γξ+t = 0 and η+ ↾TΓ= 0; (114)
the second condition implies that dΓξ+t = 0, as well. If the cohomology class
[ξ+t]Γ = 0, then (ξ+)t vanishes and Theorem 8 implies that (ξ+,η+) is identically
zero. When Γ is simply connected, H1dR(Γ) = 0, and this proves Theorem 7,
written in terms of forms.
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Theorem 12. If Γ is simply connected, then F+ is disjoint from the closed upper
half plane. Thus, the integral equation
Q+(k)
(
r
q
)
=
(
f
h
)
(115)
provides a unique solution to the scattering problem from a perfect conductor for
any k in the closed upper half plane. Here,
f = G0(d
∗
Γξ
in
t ), ikhdA = dΓξ
in
t = ikη
in ↾TΓ, (116)
where ξint is the tangential component of an incoming electric field, and ηin ↾TΓ,
the normal component of the incoming magnetic field.
When applying our method in the non-simply connected case, the following
result is useful.
Proposition 3. Suppose that k /∈ E+ ∪ F+, and let ψ ∈ H1(Γ). The unique
outgoing solution to the THME(k) with ξ+t = ψ is defined by data (r, q, jH) with
jH 6= 0.
Proof. As k /∈ E+, the proof of Theorem 11 produces a solution,(ξN+,ηN+),
to the THME(k) with vanishing normal components and [ξN+t]Γ = [ψ]Γ. The
potentials corresponding to this solution take the form (r0, q0, jH) with jH 6= 0.
The condition [ξN+t]Γ = [ψ]Γ shows that there is a function f, of mean zero on
every component of Γ, satisfying
ξN+t = ψ + dΓf. (117)
Since k /∈ F+ we can therefore solve the equation
Q+(k)(r1, q1) = (0, G0d∗ΓdΓf). (118)
With (ξ+,η+) the solution to the THME(k) defined in Ω by this data, we see that
(ξH+,ηH+) = (ξN+,ηN+)− (ξ+,η+), (119)
satisfies
dΓξH+t = d
∗
ΓξH+t = 0, (120)
and therefore ξH+t ∈ H1(Γ). This solution corresponds to the sources (r0 −
r1, q0 − q1, jH), with jH 6= 0. Theorem 10 then implies that ξH+ 6= 0. While
it is not clear that [ξH+t]Γ = [ψ]Γ, it follows from (120) and Theorem 1 that
[ξH+t]Γ 6= 0. Thus jH 7→ ξH+t is an injective linear mapping from H1(Γ) to
itself, and therefore an isomorphism.
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Remark 12. Let {ψ1, . . . , ψ2g} be a basis forH1(Γ). The proof of this proposition,
along with that of Theorem 11 show that, for k /∈ E+ ∪ F+, we can effectively
construct solutions {(ξ1+H ,η1+H) . . . , (ξ2g+H ,η2g+H)}, in Ω to the THME(k), which
satisfy
ξl+Ht = ψ
l for l = 1, . . . , 2g. (121)
Using Proposition 3, the system of equations, Q+(k), can again be used to
solve the perfect conductor problem, at least for k /∈ E+ ∪ F+. Let ξint be the
tangential component of an incoming solution and set (f, h) as in (116). For any
k /∈ F+, with non-negative imaginary part, there is a unique solution to
Q+(k)(r, q) = (f, h). (122)
We let (ξ+,η+) be the solution to the THME(k), defined in Ω by this data. Let
(ξ˜+, η˜+) be the unique outgoing solution with
ξ˜+t = ξ
in
t . (123)
The tangential component of the difference ψ = ξ˜+t − ξ+t belongs to H1(Γ).
In the simply connected case this is zero, and therefore in this case we are done.
In general, we can use Proposition 3 to find the unique solution (ξˆ+, ηˆ+), to the
THME(k) with ξˆ+t = ψ. By Theorem 1, the sum satisfies
(ξ˜+, η˜+) = (ξ+,η+) + (ξˆ+, ηˆ+), (124)
and therefore solves the original boundary value problem.
Remark 13. In our modification of T +ξ (k), we use −G0 ⋆2 dΓ as a “precondi-
tioner,” and to obtain a scalar equation. Other choices are possible, for example
−Gl(⋆2dΓ+E) where l is another complex number and E is an order zero operator
mapping 1-forms to functions. For numerical applications it may be important to
find a good choice here.
A question of considerable interest is to characterize the sets E+ and F+. One
might hope that E+ is disjoint from the closed upper half plane. The set F+ de-
pends, to some extent on the choice of preconditioner. Indeed we can modify the
preconditioner so that F+ = E+. We let W be the L2-closure of {dΓu+d∗Γ(vdA) :
u, v ∈ C∞(Γ)}, then, Theorem 3 shows that for k /∈ E+, W is a complement to
the tangential ξ-boundary values of the k-Neumann fields:
Hk(Ω)t = {ξ+t : (ξ+,η+) ∈ Hk(Ω)}. (125)
To define the “optimal” preconditioner, we use the following lemma
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Lemma 8. There is an analytic family of projection operators {Pk : k ∈ C+ \
E+ ∪ {0}} satisfying
• Pk ↾Hk(Ω)t= Id
• Pk ↾W= 0
Proof. The proof of Theorem 11 gives an algorithm to construct a basis,
{(ξlN+(k),ηlN+(k)) : l = 1, . . . , 2g}
of Hk(Ω), which depends analytically on k ∈ C \ E+ ∪ {0}. Let Q0 denote the
orthogonal projection ontoH1(Γ). Let {ψm : m = 1, . . . , 2g} be a fixed orthonor-
mal basis forH1(Γ). The matrix of the restriction Q0 ↾Hk(Ω)t , with respect to these
bases, is given by
Alm(k) = 〈ξlN+t(k), ψm〉L2(Γ). (126)
This matrix is analytic and invertible in C+ \E+∪{0}. The inverse transformation
Rk : H1(Γ)→Hk(Ω)t is therefore also analytic. We define Pk to be
Pk(α) = RkQ0(α) (127)
As Q0 annihilates W, it is immediate that Pk satisfies the conditions above.
We can modify our hybrid system by letting
Q±1 (k)
(
r
q
)
=
(−G0 ⋆2 dΓ[Id+ ⋆2 Pk⋆2]T ±ξ (k)
N±η (k)
)(
r
q
)
. (128)
As d∗ΓPk is a bounded, finite rank operator, the family Q±1 (k) is again Fredholm of
second kind. Suppose that Q+1 (k)(r, q) = 0 for (r, q) 6= (0, 0), and let (ξ+,η+)
be the solution of the THME(k) defined by this data. We see that
dΓξ+t = 0 and [d∗Γ − d∗ΓPk]ξ+t = 0. (129)
If k /∈ E+ ∪ {0}, then the boundary data of solutions in Hk(Ω) solve this system
of equations. If there were another solution, then in fact we could find a 1-form
α defined on Γ, which solves this equation, and Pkα = 0. This means that α =
dΓu+ d
∗
ΓvdA, and
d∗ΓdΓu = dΓd
∗
ΓvdA = 0, (130)
which easily implies that α = 0. Thus for k ∈ C+ \ E+ ∪ {0}, Hk(Ω)t is the
complete set of solutions to the system of equations in (129) and therefore the
nullspace of Q+1 (k) is trivial for k ∈ C+ \ E+ ∪ {0}. Hence for this choice of
preconditioner F+ ⊂ E+.
Additional care is required near k = 0, as the rank of the map ξ+ 7→ [ξ+t]Γ
drops at k = 0 from 2g to g.
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7.2 Low Frequency Behavior in the Non-simply Connected Case
If Γ is not simply connected, then the space of solutions defined by data in MΓ,0
converges, as in the simply connected case, to the orthogonal complement of the
span of the harmonic Dirichlet and Neumann fields. In this case we also need to
consider what happens to the solutions defined by data from H1(Γ). Using this
data we also obtain the harmonic Neumann fields. We consider the two types of
data separately, beginning with that from MΓ,0.
Theorem 10 demonstrates that, for any k /∈ E+ with Im k ≥ 0, we can solve
the boundary value problem:
dξ+ = ikη+ d
∗η+ = −ikξ+
inξ+ = f in(⋆3η+) = h,
(131)
for arbitrary (f, h) inMΓ,0. Indeed as 0 /∈ E+, and the integral equations on Γ are
of the second kind and analytic in k, it follows that we can actually solve (131) for
k in an open neighborhood, V, of 0. We now discuss what happens to our solutions
as k tends to 0, within a relatively compact subset of V. In particular, we would
like to characterize exactly which harmonic fields arise as limits of fields of the
form given in (83), where (r, q) are obtained by solving (33), j = jR(r, q, k) and
m = ⋆2j.
To avoid confusion, we let (ξk,ηk) denote the unique solution to (131), for a
fixed (f, h) ∈ MΓ,0. As jR(r, q, k) is O(k), it follows easily that, as k tends to 0,
(ξk,ηk) converges to
ξ0 = dφ η0 = d
∗Φm. (132)
Theorem 13. The set of limits (ξ0,η0) for (f, h) ∈ MΓ,0 is the orthogonal com-
plement to the span of both the harmonic Dirichlet and Neumann fields.
Proof. As the components decouple at k = 0 it suffices to check each separately.
Since the Hodge star-operator interchanges the solutions, as well as, the 1- and
2-form Dirichlet/Neumann fields, we need only check the 1-form case.
First we show that ξ0 is orthogonal to the harmonic Dirichlet fields. These
fields are of the form ξd = du, where u is a harmonic function, constant on each
component of Γ. We observe that u = (|x|−1) and ξ0 = O(|x|−2), and this justi-
fies the following integration by parts:
〈ξ0, ξd〉Ω = 〈ξ0, dr ∧ u〉Γ + 〈d∗ξ0, u〉Ω
= 〈inξ0, u〉Γ = 0
(133)
The last equation follows as inξ0 has mean zero over every component of Γ, and
u is constant on each component.
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We now turn to the Neumann fields. A Neumann field, ξn, satisfies ξn =
O(|x|−2). In this instance we use the equation ξ0 = dφ to conclude that,
〈ξ0, ξn〉Ω = 〈dr ∧ φ, ξn〉Γ + 〈φ, d∗ξn〉Ω
= 〈φ, inξn〉Γ = 0
(134)
The last equality follows as inξn ↾Γ≡ 0, by definition.
An outgoing harmonic 1-form is determined by it normal components along Γ,
up to the addition of an arbitrary Neumann field. As the limit ξ0 is required to have
mean zero on every component of Γ, but is otherwise unrestricted, it follows that
every outgoing harmonic 1-form, ξ, has a unique orthogonal decomposition as:
ξ = ξ0 + ξd + ξn (135)
One simply chooses ξd so that in(ξ − ξd) has mean zero on every component of
Γ. This then uniquely determines ξ0. Recalling that the Dirichlet and Neumann
harmonic 1-forms are themselves orthogonal, the Neumann component is then de-
termined by orthogonally projecting (ξ − ξd − ξ0) onto the Neumann fields. This
completes the proof of the theorem.
We now turn to data from H1(Γ). The first cohomology group of Γ splits into
two disjoint subspaces, one is the image of the restriction map H1dR(D)→H1(Γ),
the other the image of H1dR(Ω) → H1(Γ). By the Mayer-Vietoris sequence, these
restriction maps are injective, and so, by a small abuse of terminology, we may
speak of H1dR(Ω) and H1dR(D) as subspaces of H1dR(Γ), and write
H1dR(Γ) = H
1
dR(Ω)⊕H1dR(D), (136)
see [29]. With this notation, H1dR(Ω) is dual to the “A-cycles,” shown in Figure 1,
while H1dR(D) is dual to the “B-cycles.”
The solutions to THME(0) are harmonic fields, which satisfy the decoupled
equations:
dξ± = d
∗ξ± = 0 and dη± = d∗η± = 0. (137)
From these equations it is clear that ξ± and ⋆3η± are closed 1-forms and therefore
define classes in their respective H1dR-groups. We see that
[ξ+t]Γ, [(⋆3η+)t]Γ ∈ H1dR(Ω), and [ξ−t]Γ, [(⋆3η−)t]Γ ∈ H1dR(D). (138)
The jump relations show that the solution of the THME(0) defined by the data
(0, 0, jH), satisfies
[ξ+t − ξ−t] = −jH and [(⋆3η+)t − (⋆3η−)t] = ⋆2jH . (139)
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Choose a basis of harmonic 1-forms, {ψl : l = 1, . . . , g} for H1dR(Ω) ⊂
H1dR(Γ). Their Hodge duals {ψg+l = ⋆2ψl : l = 1, . . . , g} are also harmonic
and are a basis for H1dR(D) ⊂ H1dR(Γ). We say that such a basis is adapted to
the splitting of H1dR(Γ) in (136). We let {(ξl±,ηl±) : l = 1, . . . , 2g}, denote the
solutions to the THME(0) defined by this data, with (r, q) = (0, 0). The relations
in (138) imply that image of each of the restriction maps ξ+ 7→ [ξ+t]Γ, ξ− 7→
[ξ−t]Γ, spans a subspace of H1dR(Γ) of dimension at most g. On the other hand,
the jump relations show that the differences,
[ξl+t]Γ − [ξl−t]Γ = [ψl]Γ, (140)
span all of H1dR(Γ). These relations, and analogous ones for the η-components,
along with (139), easily imply the following result:
Proposition 4. The solutions (ξl±,ηl±), satisfy
1. For l = 1, . . . , g, the restrictions [ξl+t]Γ span H1dR(Ω) ⊂ H1dR(Γ), while the
restrictions [(⋆3ηl+)t]Γ = 0.
2. For l = g+1, . . . , 2g, the restrictions [(⋆3ηl+)t]Γ span H1dR(Ω) ⊂ H1dR(Γ),
while the restrictions [ξl+t]Γ = 0.
3. For l = g + 1, . . . , 2g, the restrictions [ξl−t]Γ span H1dR(D) ⊂ H1dR(Γ),
while the restrictions [(⋆3ηl−)t]Γ = 0.
4. For l = 1, . . . , g, the restrictions [(⋆3ηl−)t]Γ span H1dR(D) ⊂ H1dR(Γ),
while the restrictions [ξl−t]Γ = 0.
We now recall the basis of k-Neumann fields, Nk = {(ξlN+(k),ηlN+(k)) :
l = 1, . . . , 2g}, constructed in the proof of Theorem 11. This is an analytic family
in a neighborhood of 0, as it only requires the solvability of the normal equations.
We now assume that we define these fields, using a basis, {ψl : l = 1, . . . , 2g},
of H1(Γ), which is adapted to the splitting in (136). Proposition 4 shows that at
k = 0 the fields in Nk continue to span a 2g-dimensional vector space of solutions
to the THME(0), and that {ξlN+(0) : l = 1, . . . , g} are a basis for the space of
outgoing, harmonic 1-forms, with vanishing normal component along bΩ. Note
that for l = 1, . . . , g we have
inξ
l+g
N+(0) = 0 and [ξ
l+g
N+t(0)]Γ = 0. (141)
These fields are outgoing, harmonic 1-forms, with vanishing normal components
along bΩ, hence there must be constants {a1, . . . , ag} so that
ξ
l+g
N+(0) =
g∑
m=1
amξ
m
N+(0). (142)
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The second equation in (141) implies that all the coefficients are zero. This proves
that the basis Nk reduces at k = 0, to a basis of the form:
{(ξlN+(0), 0), (0,η l+gN+(0)) : l = 1, . . . , g}. (143)
We summarize these results in a theorem.
Theorem 14. There is an open neighborhood U of 0 ∈ C, and 2g analytic families
of outgoing solutions {(ξlN+(k),ηlN+(k)) : l = 1, . . . , 2g} to the THME(k),
which, for each k ∈ U are a basis for the k-Neumann fields Hk(Ω). At k = 0 the
ξ- and η-components decouple and satisfy (143).
Theorems 13 and 14 give a clear picture of the behavior of the space of solu-
tions to the THME(k) in a neighborhood of zero, defined by the representation (83).
They show that, in a reasonable sense, this representation does not suffer from low
frequency breakdown. Let U ⊂ C be a neighborhood of zero, and {α(k) : k ∈ U}
be a continuous family of 1-forms defined on Γ. If α is orthogonal to H1(Γ) and
dΓα(k)/k has a limit as k tends to zero, then it is clear that the hybrid system pro-
vides a continuous family of solutions, in a neighborhood of zero, to the THME(k)
with ξ+t(k) = α(k). In a subsequent publication we will consider conditions on
the projection of α(k) into H1(Γ), which are needed to conclude the existence of
such a continuous family of solutions.
8 The Normal Component Equations on the Unit Sphere
In this and the following section we determine the exact form of the systems of
Fredholm equations derived above for the special case of the unit sphere in R3. We
make extensive usage of spherical harmonics and “vector” spherical harmonics, in
the exterior form representation. As this is not standard, these formulæ are derived
in Appendix A.5. The equations decouple, and very nicely illustrate the general
properties described above. As the equations for the normal components are a bit
simpler, we begin with them.
The integral equations for the normal components of ξ and η, can be solved
simply and explicitly when Γ is the unit sphere centered at 0. This reveals the close
connection between our equations and the Mie-Debye solution. We are represent-
ing ξ and η in terms of the potentials α,αm, φ, and Φm, with j a 1-form on S21
and m = ⋆2j. The Debye sources r, q satisfy:
ikrdA = dS2
1
⋆2 j and ikqdA = dS2
1
j. (144)
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If we assume that
r =
∑
lm
almY
m
l q =
∑
lm
blmY
m
l
j =
∑
lm
[αlmdS2
1
Y ml + βlm ⋆2 dS2
1
Y ml ],
(145)
then (144) implies that
− l(l + 1)αlm = ikalm and − l(l + 1)βlm = ikblm. (146)
Suppose that the normal components of ξ and η are represented in terms of spher-
ical harmonics by
inξ =
∑
lm
clmY
m
l and in ⋆3 η =
∑
lm
dlmY
m
l . (147)
Using the results of Propositions 7 and 8, in the appendix, we see that the in-
tegral equations in (33) for the different spherical harmonic components decouple.
The equation for the coefficient of the lm-component of inξ becomes:
clmY
m
l =
i∂r
[
ik
(
αlmGk
[
(dS2
1
Y ml ) · dx
]
+ βlmGk
[
(⋆2dS2
1
Y ml ) · dx
])
−
dGk(almY
m
l )
− ⋆3d
(
αlmGk
[
(⋆2dS2
1
Y ml ) · dx
]
− βlmGk
[
(dS2
1
Y ml ) · dx
])]
(148)
Using the results of these propositions we see that this equation reduces to:
clm = ikαlm
(
ikl(l + 1)
2l + 1
)[
jl−1(k)h
(1)
l−1(k)− jl+1(k)h(1)l+1(k)
]
−
ik2almjl(k)∂kh
(1)
l (k) + ikl(l + 1)αlmjl(k)h
(1)
l (k). (149)
Standard recurrence relations for the spherical Bessel functions imply that
k
(
jl−1(k)h
(1)
l−1(k)− jl+1(k)h(1)l+1(k)
)
2l + 1
=
jl(k)h
(1)
l (k)
k
+ jl(k)∂kh
(1)
l (k) + ∂kjl(k)h
(1)
l (k), (150)
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see [13]. Using this identity and the relations in (146), we obtain
clm = almkh
(1)
l (k)
(
ijl(k) + ikj
′
l(k) + kjl(k)
)
. (151)
We define the function
mn(k, l) = kh
(1)
l (k)
(
(i+ k)jl(k) + ikj
′
l(k)
)
. (152)
An essentially identical sequence of steps leads to the relations:
dlm = −mn(k, l)blm. (153)
The diagonal entries of the block diagonal matrix we need to invert to solve the nor-
mal component problem for the unit sphere, at frequency k, are simply {mn(k, l) :
l = 1, 2, . . . }.
Remark 14. The connection to classical Debye theory is now easy to establish. If
we expand the Debye potentials u, v in (7) as
v(r, θ, φ) =
∑
l,m
almh
(1)
l (kr)Y
m
l
u(r, θ, φ) =
∑
l,m
blmh
(1)
l (kr)Y
m
l ,
then a straightforward calculation [22] shows that (in terms of the normal compo-
nents)
alm =
1
l(l + 1)
clm
blm = − 1
l(l + 1)
dlm .
Thus, our generalized Debye sources, defined only on the surface, are analogous
(but not equivalent) to the restrictions of the Debye potentials to the sphere. The
classical Debye approach requires that the potentials themselves (defined in R3\Γ)
be expanded in surface harmonics, preventing the approach from being extensible
to arbitrary geometry.
We apply the Wronskian identity,
jl(k)∂h
(1)
l (k) − ∂kjl(k)h(1)l (k) =
i
k2
, (154)
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to find that:
mn(k, l) =
(
1 + ikjl(k)h
(1)
l (k) + ik
2jl(k)∂kh
(1)
l (k) + k
2jl(k)h
(1)
l (k)
)
.
(155)
Applying standard asymptotic formulæ for jl and h
(1)
l to this representation shows
that, for a fixed k with non-negative real part, we have:
mn(k, l) ∼ 1
2
− i
2l + 1
+O(l−2). (156)
This agrees with the fact that the integral equation for inξ is of the form 12 +K(k),
where K is compact. It is also the case that
mn(0, l) =
1
2
− i
2l + 1
, (157)
which shows that these equations do not exhibit low frequency breakdown. For
integral l, and k along the real axis we have
mn(k, l) ∼ 1 +O(k−1), (158)
as Im k tends to infinity we have:
mn(k, l) ∼ 1 +O(k−1). (159)
Figure 2(a) shows plots of {|mn(k, l)| : k = 1, 10, 100}. The condition number
increases with the frequency, k.
l
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Figure 2: Plots of |mn(1, l)|, |mn(10, l)|, |mn(100, l)|.
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For fixed l the solutions of mn(k, l) = 0 have Im k < 0. If l is fixed then the
imaginary parts of the roots of mn(k, l) = 0, decrease in proportion to minus the
log of the real part,
Im k ∝ −1
2
log Re k. (160)
The first 50 zeros of mn(k, 1), mn(k, 5), and mn(k, 7) are shown in Figure 3.
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(a) Zeros of mn(k, 1).
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(b) Zeros of mn(k, 5).
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(c) Zeros of mn(k, 7).
Figure 3: Graphs of the first 50 zeros of the multipliers mn(k, l) for l = 1, 5, 7.
Using the three term recurrence relations for spherical Bessel functions, {zl},
we easily obtain the functional equation:
zl(−k¯) = (−1)lzl(k); (161)
using this identity and (152) it is not difficult to show that
mn(−k¯, l) = mn(k, l). (162)
The function h(1)l can be factored as
h
(1)
l (k) = pl(k)
eik
kl+1
, (163)
where pl is a polynomial of degree l. Thus the multiplier takes the form
mn(k, l) = pl(k)e
ik
(
(i+ k)jl(k) + ikj
′
l(k)
kl
)
= pl(k)e
ik
(
(k − il)jl(k) + ikjl−1(k)
kl
) (164)
It is easy to see that the numerator has a zero of order l at k = 0, and therefore the
quotient is regular and non-vanishing there. The polynomial contributes l roots; the
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symmetry, (162), shows that, when l is odd, one root lies on the negative imaginary
axis. A plot showing the roots with smallest imaginary part, and positive real part
is shown in Figure 4.
100 200 300 400 500 600 700 800 900 1,000
K2.0
K1.5
K1.0
K0.5
0
Figure 4: The solutions of mn(k, l) = 0 with smallest modulus, and positive real
part, for l = 1 to 1000. The real part increases monotonely with l.
Remark 15. Theorem 10 shows that the frequencies k, with Im k ≥ 0, for which
equation (33) has a non-trivial null-space coincides with the eigenvalues of the
interior boundary value problem for Maxwell’s equations defined by
ξ− ↾Γ= inη− ↾Γ . (165)
Of course there are no eigenvalues, or resonances with Im k ≥ 0. Calculations like
those above, though simpler, show that the boundary condition holds for the vector
spherical harmonics of order l provided:
(i+ k)jl(k) + ikj
′
l(k) = 0 with k 6= 0. (166)
From (164), we see that the left hand side of (166) is a factor of mn(k, l). Thus the
eigenvalues of the interior problem are a subset of the resonances of the exterior
problem. These eigenvalues are the “non-physical” interior resonances connected
with our representation (83) of ξ and η in terms of potentials. They are familiar
from the EFIE and MFIE representation, but shifted to the lower half plane, where
they do no serious harm. The roots of h(1)l (k) are known to be related to scattering
resonances for scattering off of a conducting sphere.
9 The Hybrid Equations on the Unit Sphere
To find the precise form of the hybrid operator, Q+(k), on the unit sphere, we only
need to work out −G0d∗S2
1
⋆2 T +ξ (k). The normal equation is given by (153). As in
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the previous section, we represent ξ and η in terms of the potentials α,αm, φ, and
Φm, with j = jR(r, q, k) a 1-form on S21 and m = ⋆2j. The generalized Debye
sources r, q satisfy (145) and (146). The ξ-field is given, in terms of the potentials
by
ξ = [ikGkj · dx− dGkr − ⋆3dGk ⋆2 j · dx]. (167)
Using the expressions for r and j in terms of spherical, resp. vector spherical
harmonics, we see that the tangential components of ξ+ modulo ker d∗S2
1
, are given
by
ξ+tmod ker d∗S2
1
=∑
l,m
dS2
1
Y ml
[(−k2αlm
2l + 1
)
[(l + 1)jl−1(k)h
(1)
l−1(k) + ljl+1h
(1)
l+1(k)]
−ikalmjl(k)h(1)l (k) + ikαlmjl(k)[h(1)l (k) + k∂kh(1)l (k)]
] (168)
Using (146) and the identity,
G0d
∗
S2
1
[dS2
1
Y ml ] =
l(l + 1)
2l + 1
Y lm, (169)
we easily obtain that
G0d
∗
S2
1
T +ξ (k)
(
r
q
)
=
∑
l,m
(
almY
m
l
2l + 1
)
×
[
− ikl(l + 1)jl(k)h(1)l (k) + k2jl(k)[h(1)l (k) + k∂kh(1)l (k)]
+
ik3[(l + 1)jl−1(k)h
(1)
l−1(k) + ljl+1h
(1)
l+1(k)]
2l + 1
]
.
(170)
As with the system of normal equations, the hybrid equations are decoupled, pro-
viding one equation for the coefficients of r and one for the coefficients of q. The
only term on the right hand side of (170) that is not O(l−1) is
−ikl(l + 1)jl(k)h(1)l (k)
2l + 1
=
−1
4
+O(l−1), (171)
in agreement with (48). We use the identity
∂k(kh
(1)
l (k)) = kh
(1)
l−1(k)− lh(1)l (k) (172)
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to remove the derivative from (170), and define the multiplier for the tangential
equation:
mt(k, l) =
( −k
2l + 1
)[
il(l + 1)jl(k)h
(1)
l (k)− kjl(k)[kh(1)l−1(k)− lh(1)l (k)]
− ik
2[(l + 1)jl−1(k)h
(1)
l−1(k) + ljl+1(k)h
(1)
l+1(k)]
2l + 1
]
.
(173)
This multiplier behaves much like the multiplier mn(k, l) found for the normal
equations. For fixed l its roots, as a function of k, lie in the lower half plane. The
plots in Figure 5 show contours of log |mt(k, l)| for l = 1, 10, 20. The x-axis is
shown as a black horizontal line. They clearly show that the zeros lie in the lower
half plane, and indicate the moderate behavior of the multiplier in the upper half
plane. The plots in Figure 6 show the |mt(k, l)| for l between 1 and 20, and 20
and 200, respectively, for and k = 1, 10 and 100. It should be recalled that there is
a certain amount of arbitrariness in the definition of this multiplier, resulting from
the arbitrariness in the choice of preconditioner, G0d∗S2
1
in the present instance.
If the incoming tangential data are given by
ξint =
∑
l,m
[
plm
dS2
1
Y ml√
l(l + 1)
+ qlm
⋆2dS2
1
Y ml√
l(l + 1)
]
, (174)
(here we used the normalized basis elements) then
in ⋆3 η
in =
⋆2dS2
1
ξint
ik
=
∑
l,m
qlm
⋆2dS2
1
⋆2 dS2
1
Y ml
ik
√
l(l + 1)
= − 1
ik
∑
l,m
√
l(l + 1)qlmY
m
l .
(175)
To find the tangential data for the hybrid system we apply G0d∗S2
1
to ξint , ob-
taining:
G0d
∗
S2
1
ξint =
∑
l,m
√
l(l + 1)
2l + 1
plmY
m
l . (176)
For the unit sphere, the hybrid equations are therefore:
mn(k, l)blm =
√
l(l + 1)qlm
ik
mt(k, l)alm =
√
l(l + 1)
2l + 1
plm.
(177)
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These equations display a mild sort of low frequency breakdown, in that the co-
efficients of the normal data, {√l(l + 1)qlm}, must be uniformly O(ω) in order
for this system of equations to be stable. Of course the incoming data (ξin+ ,ηin+) is
assumed to be a solution of the THME(k), so these estimates should automatically
hold. Indeed if ηin+ is given, then there is no need to differentiate ξin+ , and divide by
k to find the data for the normal equation.
(a) Contour plot of of log |mt(k, 1)|. (b) Contour plot of of log |mt(k, 10)|.
(c) Contour plot of of log |mt(k, 25)|.
Figure 5: Plots of log |mt(k, 1)|, log |mt(k, 10)|, log |mt(k, 25)|. The black hori-
zontal line indicates the x-axis. The zeros are located near the deep blue dots.
The use of G0 in the preconditioner also leads to growth in the multiplier
mt(k, l) are k increases for fixed l. Figure 6(c) show |mt(k, 1)|, |mt(k, 10)|, and
|mt(k, 20)|, for real k ∈ [0, 100]. In the interval 0 < k < l these functions oscil-
late around a small non-zero value. When k exceeds l these functions show linear
growth. Replacing G0, with something like Gi|k| should fix this problem.
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Figure 6: Plots of |mt(k, 1)|, for a large range of l and k = 1, 10, 100, and fixed
l = 1, 10, 20 with k ∈ [0, 100].
10 Conclusions
In this paper, we have developed a new representation for solutions of the time
harmonic Maxwell equations, exterior to closed surfaces, based on two scalar den-
sities. In the zero frequency limit, these densities are uncoupled and correspond
to electric and magnetic charge. At non-zero frequency, however, they do not cor-
respond directly to physical variables. They are simply used to construct electric
and magnetic currents, after which the classical scalar and vector potentials and
anti-potentials are employed (in the usual Lorenz gauge). Because of the close
connection to the Lorenz-Debye-Mie formalism when the analysis is restricted to
the unit sphere, we refer to our unknowns as generalized Debye sources. The natu-
ral boundary data for our unknowns are the normal components of the electric and
magnetic field and we have provided a detailed uniqueness theory for this bound-
ary value problem for boundary surfaces of arbitrary genus (Theorems 4, 5, 9).
In the course of this analysis, we have given a new proof of the existence (in the
non-simply connected case) of families of nontrivial solutions with zero boundary
data, which we refer to as k-Neumann fields. They generalize, to non-zero wave
numbers, the classical harmonic Neumann fields (Theorem 11).
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We have also introduced a new Fredholm integral equation of the second kind
for scattering from a perfect electrical conductor and have shown that it is invert-
ible (in the simply connected case) for all wave numbers k in the closed upper
half plane. There is a natural extension of the approach to the case of a dielectric
interface, which will be reported at a later date.
The work begun here gives rise to a new set of analytic and computational
issues. In order to use the Debye sources as unknowns, one needs an efficient and
accurate method for inverting the surface Laplacian. For surfaces Γ of genus g > 0,
we also need to be able to efficiently construct a basis for the harmonic forms
H1(Γ). Finally, additional work is required to extend our approach to open surfaces
(see, for example, [14]). These arise as common and important idealizations in the
analysis of thin plates, cylindrical conductors and metallized surface patches in
radar, medical imaging, chip design and remote sensing applications.
Appendix
A Exterior Forms, Maxwell Equations and Vector Spher-
ical Harmonics
In the traditional approach to electricity and magnetism Maxwell’s equations are
expressed in terms of relationships between four vector fields E,D and B,H
defined on R3 × R :
∂D
∂t
= c∇×H − 4πJ ∂B
∂t
= −c∇×E
∇ ·D = 4πρ ∇ ·B = 0;
(178)
c is the speed of light. Here J is the current density and ρ is the charge density,
they satisfy the conservation of charge:
∂ρ
∂t
= −∇ · J . (179)
The differential symmetries of this system of equations are rooted in the exactness
of the sequence:
C∞(U) ∇−→ C∞(U ;TR3) ∇×−→ C∞(U ;TR3) ∇·−→ C∞(U), (180)
here U ⊂ R3 is an open set, and C∞(U ;TR3) are the smooth vector fields defined
in U :
C∞(U ;TR3) = {a1(x)∂x1+a2(x)∂x2+a3(x)∂x3 : a1, a2, a3 ∈ C∞(U)}. (181)
51
The exactness of the sequence is equivalent to the classical identities ∇×∇ = 0,
and ∇ · ∇× = 0.
While this representation is traditional, physically and geometrically it makes
more sense to regard Maxwell’s equations as a relationship amongst differential, or
exterior forms. In the second part of this paper we usually work with the fields E
and H . It turns out to be convenient to use a 1-form to represent E and a 2-form
to represent H. We use the correspondences
H = h1∂x1 + h2∂x2 + h3∂x3 ↔ h1dx2 ∧ dx3 + h2dx3 ∧ dx1 + h3dx1 ∧ dx2 = η
E = e1∂x1 + e2∂x2 + e3∂x3 ↔ e1dx1 + e2dx2 + e3dx3 = ξ
(182)
Under this correspondence ξ is the metric dual of E and ⋆η (⋆ is the Hodge star-
operator defined by the metric on R3) is the metric dual of H .
It is natural to think of the electric field as a 1-form, for the electric potential
difference is then obtained by integrating this 1-form:
φP − φQ =
∫
γ
ξ, (183)
with γ a path from P to Q. Similarly, it is reasonable to think of the magnetic field
as a 2-form, for the flux of H through a surface Σ is then obtained by integrating:
Flux of H through Σ =
∫
Σ
η. (184)
While these are the most basic measurements associated to electric and magnetic
fields, there are times when it is natural to integrate the E-field over a surface, or
the H-field over a curve. This is done, in the form language, by using the Hodge-
star and interior product operations, ⋆, iv, introduced below. A detailed exposition
of this approach to Maxwell’s equations can be found in [3].
For the sake of completeness we recall the definition of d on forms defined on
R
3 :
0-forms Λ0R3 : da = ∂x1adx1 + ∂x2adx2 + ∂x3adx3
1-forms Λ1R3 : d(a1dx1 + a2dx2 + a3dx3) = (∂x1a2 − ∂x1a1)dx1 ∧ dx2
+ (∂x3a1 − ∂x1a3)dx3 ∧ dx1 + (∂x2a3 − ∂x3a2)dx2 ∧ dx3
2-forms Λ2R3 : d(a1dx1 ∧ dx2 + a2dx3 ∧ dx1 + a3dx2 ∧ dx3) =
(∂x1a1 + ∂x2a2 + ∂x3a3)dx1 ∧ dx2 ∧ dx3
3-forms Λ3R3 : d(adx1 ∧ dx2 ∧ dx3) = 0.
(185)
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The sequence (180) becomes:
C∞(U) d−→ C∞(U ; Λ1R3) d−→ C∞(U ; Λ2R3) d−→ C∞(U ; Λ3R3). (186)
All of the classical differential relations are simply d2 = 0.
A.1 Exterior forms on a manifold
Generally we can define the smooth exterior p-forms on an n-dimensional mani-
fold M, C∞(M ; ΛpT ∗M), as sections of the vector bundle ΛpT ∗M. The exterior
derivative is a canonical map
d : C∞(M ; ΛpT ∗M)→ C∞(M ; Λp+1T ∗M). (187)
If (x1, . . . , xn) are local coordinates, then a p-form can be expressed as
α =
∑
I∈Ip
aI(x)dxi1 ∧ · · · ∧ dxip , aI ∈ C∞. (188)
Here Ip is the set of increasing p-multi-indices 1 ≤ i1 < · · · < ip ≤ n. In these
local coordinates, the exterior derivative of a function f(x) is defined to be
df =
n∑
j=1
∂xjf(x)dxj , (189)
and of a p-form
dα =
∑
I∈Lp
daI(x) ∧ dxi1 ∧ · · · ∧ dxip . (190)
The remarkable fact is that this is invariantly defined; though it is really nothing
more than the chain rule. The fact that mixed partial derivatives commute easily
applies to show that d2 = 0. If α and β are forms, then we have the Leibniz
Formula:
d(α ∧ β) = (dα) ∧ β + (−1)degαα ∧ dβ. (191)
If α is a k-form defined in an open subset, U of M then we can integrate it
over any smooth, oriented compact submanifold Σk ⊂⊂ U, of dimension k, with
or without boundary. We denote this pairing by
〈α, [Σ]〉 =
∫
Σ
α. (192)
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If α is an exact form, that is, α = dβ, and Σ is a smooth, oriented submanifold
with or without boundary, then Stokes’ theorem states that∫
Σ
dβ =
∫
∂Σ
β. (193)
The boundary must be given the induced orientation. Note, in particular, that if
∂Σ = ∅, then the integral of dβ over Σ vanishes.
There is a second natural operation on exterior forms that satisfies a Leibniz
formula. If v is a vector field, then the interior product of v with a k-form, ω, is a
(k − 1)-form, ivω, defined by:
ivω(v2, . . . ,vk)
d
= ω(v,v2, . . . ,vk). (194)
If ω and η are exterior forms, then
iv[ω ∧ η] = [ivω] ∧ η + (−1)deg ωω ∧ [ivη]. (195)
Using forms simplifies calculations considerably because forms can be auto-
matically integrated over submanifolds of the “correct” dimension, keep track of
orientation, and all the differential relationships follow from the fact that d2 = 0.
Moreover, Stokes’ theorem subsumes all the classical integration by parts formulæ
is one simple package.
A.2 Hodge star-operator
To write the Maxwell equations we need one further operation, called the Hodge
star-operator. This operation can be defined on an oriented Riemannian manifold.
Suppose that ω1, . . . , ωn is an local orthonormal basis of one forms, and
dV = ω1 ∧ · · · ∧ ωn, (196)
defines the orientation. If 1 ≤ i1 < · · · < ip ≤ n, and j1 < · · · < jn−p are
complementary indices, then we define
⋆ [ωi1 ∧ · · · ∧ ωip ] = (−1)ǫωj1 ∧ · · · ∧ ωjn−p , (197)
with ǫ = 0 or 1, chosen so that
ωi1 ∧ · · · ∧ ωip ∧ ⋆[ωi1 ∧ · · · ∧ ωip ] = dV. (198)
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For example, the Hodge operator is defined on the standard orthonormal basis
of exterior forms for R3 by setting:
⋆1 = dx1 ∧ dx2 ∧ dx3
⋆dx1 = dx2 ∧ dx3 ⋆ dx2 = dx3 ∧ dx1 ⋆ dx3 = dx1 ∧ dx2
⋆dx1 ∧ dx2 = dx3 ⋆ dx3 ∧ dx1 = dx2 ⋆ dx2 ∧ dx3 = dx1
⋆dx1 ∧ dx2 ∧ dx3 = 1
(199)
From these formulæ it is clear that, in 3-dimensions, ⋆2 = I. Notice that applying
the ⋆-operator exchanges the two correspondences between vector fields and forms
in (182).
The star-operator is simply related to the metric: If α,β are real p-forms, then
[α ∧ ⋆β]x = (α,β)xdVx, (200)
where (·, ·) is the (real) inner product defined by the metric on p-forms. Generally,
⋆2 = (−1)p(n−p), (201)
on p-forms defined on an n-dimensional manifold. Using this observation and (200)
we easily show that ⋆ is a pointwise isometry:
(α,β)x = (⋆α, ⋆β)x (202)
A fundamental role of the Hodge ⋆-operator is to define a Hilbert space inner
product on forms. If α and β are (possibly complex) forms of the same degree
defined in U, then α ∧ ⋆β is a n-form, which can therefore be integrated:
〈α,β〉 =
∫
U
α ∧ ⋆β.
=
∫
U
(α,β)xdV (x).
(203)
We assume that (·, ·) is extended to define an Hermitian inner product on complex
valued forms. The extended metric continues to satisfy (202).
A.3 Adjoints, Integration-by-parts and the Hodge Theorem
On an n-dimensional manifold the expression for the formal adjoint, with respect
to the pairing in (203), of the d-operator, acting on a p-form β, is:
d∗β =
{
− ⋆ d ⋆ β if n is even
(−1)p ⋆ d ⋆ β if n is odd. (204)
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Let G be a bounded domain with a smooth boundary. Let r be a function that
is negative in G and vanishes on bG. Suppose moreover that (dr, dr)x ≡ 1 for
x ∈ bG, and n is the outward pointing unit normal along bG. The basic integration
by parts formulæ for d and d∗ can be expressed in terms of this inner product by
〈dα,β〉G =
∫
bG
(dr ∧α,β)xdS(x) + 〈α, d∗β〉G
〈d∗α,β〉G = −
∫
bG
(inα,β)xdS(x) + 〈α, dβ〉G.
(205)
Here we use dS to denote surface measure on bG. It is important to recall that, with
respect to the pointwise inner product,
(dr ∧α,β)x = (α, inβ)x. (206)
The (positive) Laplace operator, acting on any form degree is given by formula
dd∗ + d∗d. (207)
InR3 this would give−(∂2x1 +∂2x2 +∂2x3). To avoid confusion with standard usage
in E&M, we use ∆ to denote the negative operator −(dd∗+d∗d). IfM is a compact
manifold without boundary, then the de Rham cohomology groups are defined, for
0 ≤ k ≤ dimM, as
HkdR(M)
= ker{d : C∞(M ; ΛkT ∗M)→ C∞(M ; Λk+1T ∗M)}/dC∞(M ; Λk−1T ∗M).
(208)
It is a classical theorem that these abelian group are topological invariants, see [29].
We let Hk(M) denote the nullspace of the Laplacian acting on C∞(M ; ΛkT ∗M).
Stokes’ theorem shows that
〈∆ω, ω〉 = 〈dω, dω〉+ 〈d∗ω, d∗ω〉. (209)
Thus Hk(M) ≃ ker d ∩ ker d∗. The Hodge theorem states that
Theorem 15 (Hodge). If (M,g) is a compact Riemannian manifold, without bound-
ary, then, for each 0 ≤ k ≤ dimM,
Hk(M) ≃ HkdR(M). (210)
and, as an L2-orthogonal direct sum, we have:
C∞(M ; ΛkT ∗M) = dC∞(M ; Λk−1T ∗M)⊕ d∗C∞(M ; Λk+1T ∗M)⊕Hk(M).
(211)
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As ∆ is an elliptic operator, the Hodge theorem has the following very useful
corollary:
Corollary 6. If (M,g) is a compact Riemannian manifold, without boundary, then
for each 0 ≤ k ≤ dimM, the dimHkdR(M) is finite.
A.4 Maxwell’s Equations in terms of exterior forms
With these preliminaries we can state the correspondences between the differential
operators, ∇,∇×, and ∇· and the corresponding objects acting on forms. For a
scalar function φ, ∇φ corresponds to dφ. An elementary calculation shows that if
E ↔ ξ, a 1-form, then ∇×E ↔ dξ, and ∇ ·E ↔ d∗ξ. Moreover with H ↔ η,
a 2-form, we have ∇×H ↔ d∗η, and ∇ ·H ↔ dη. The operator d∗ also acts on
3-forms.
If we let E ↔ ξ,H ↔ η, and J ↔ j (a 1-form) as in (182), then Maxwell’s
equations in a vacuum become:
∂ξ
∂t
= cd∗η − 4πj ∂η
∂t
= −cdξ
d∗ξ = 4πρ dη = 0
∂ρ
∂t
= −d∗j.
(212)
If ξ and η are time harmonic with time dependence e−itω , then in the absence of
sources, we easily derive the Helmholtz equations:
c2∆ξ + ω2ξ = 0 c2∆η + ω2η = 0. (213)
We let D ⊂ R3 denote a bounded set with smooth boundary and let
Ω = R3 \D Γ = bD. (214)
In this paper D is usually taken to be a perfect conductor, lying in a bounded
domain with smooth boundary, and Ω a dielectric. We assume that ǫ is the electrical
permittivity, µ is the magnetic permeabilty and σ the electrical conductivity of Ω.
As above, we identify the E-field with a 1-form, Ξ :
e1∂x1 + e2∂x2 + e3∂x3 = E ↔ Ξ = e1dx1 + e2dx2 + e3dx3, (215)
and H with a 2-form, N :
h1∂x1 +h2∂x2 +h3∂x3 =H ↔N = h1dx2∧dx3+h2dx3∧dx1+h3dx1∧dx2.
(216)
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In terms of exterior forms, we set
Ξ(x, t) =
[
ω
ωǫ+ iσ
] 1
2
ξ(x)e−iωt N (x, t) = µ−
1
2η(x)e−iωt; (217)
the time harmonic Maxwell equations become:
dξ = ikη d∗ξ = 0
d∗η = −ikξ dη = 0. (218)
Here k is the square root of µ(ǫω2 + iσω), with non-negative imaginary part.
With this choice of correspondence between the vector and form representa-
tions, we can write the Maxwell equations in a very succinct and symmetric form:
(d+ d∗)(ξ + η) = ikΛ(ξ + η); (219)
here Λ is the operation defined on forms by
Λ(α) = (−1)degαα. (220)
Simple calculations shows that
(d+ d∗)Λ = −Λ(d+ d∗) and Λ2 = I, (221)
implying that
(d+ d∗ − ikΛ)2 = −(∆ + k2). (222)
Thus, acting on forms, the operator ∆+ k2 has a local square root. Or, put differ-
ently, d + d∗ − ikΛ is an operator of Dirac-type, see [5]. Indeed, we could write
the vacuum Maxwell equations in the form
[c(d+ d∗) + Λ∂t](ξ + η) = 4πcρ, (223)
noting that
[c(d+ d∗) + Λ∂t]
2 = ∂2t − c2∆. (224)
A.5 Vector Spherical Harmonics
The domains defined in R3 as complements of a round sphere are very important
in applications. They also provide a context where the integral equations defined in
the earlier sections can be diagonalized and solved explicitly in terms of classical
special functions. In this appendix we give a brief treatment of the theory of vector
spherical harmonics in the exterior form representation. A classical treatment is
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given in sections 9.6-7 of [13]. But for the classical theory of (scalar) spherical
harmonics (which can also be found in Jackson), our discussion is essentially self
contained.
We begin with the relationship between the (negative) Laplace operators in R3
and on the unit sphere S21 ⊂ R3. Recall that on any Riemannian manifold, (X, g),
the Laplace operator on k-forms is given by ∆Xk = −(d∗d + dd∗), where ∗ is
defined by g. The following is simply the usual change of variables formula for
spherical polar coordinates.
Proposition 5. Let r2 = x21 + x22 + x23, the scalar Laplace operator on R3 can be
expressed as
∆R
3
0 =
1
r2
∂rr
2∂r +
1
r2
∆
S2
1
0 , where ∂r =
x1∂x1 + x2∂x2 + x3∂x3
r
. (225)
We also need to relate the Laplacians on 1-forms.
Proposition 6. Let α be a 1-form on R3 such that i∂rα = 0, then
∆R
3
1 α =
1
r2
∆
S2
1
1 α+ Lrα+
1
r2
(
d∗
S2
1
α
)
dr, (226)
where
Lrα = ir2∂rd(ir−2∂rdα) +
2
r2
α. (227)
This formula follows by a calculation using a local co-frame field. If we ex-
press α =
∑
αjdxj , then
Lrα =
3∑
j=1
(∂2rαj)dxj . (228)
While (226) is a good deal more complicated than (225), it allows for a careful
analysis of the eigenforms of ∆S
2
1
1 .
We begin with the standard description of the eigenspaces of ∆S
2
1
0 . Let E0l de-
note the linear space of scalar eigenfunctions on S21 satisfying:
∆
S2
1
0 f = −l(l + 1)f. (229)
These spaces are represented in terms of classical spherical harmonics by
E0l = span{Y ml : m = −l, . . . , l} (230)
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A basis of eigenforms of ∆S
2
1
2 , with eigenvalue l(l + 1), is given by
{⋆2Y ml = Y ml dA : m = −l . . . l}.
The fact that H1(S2;R) = 0 and the Hodge theorem imply that the 1-forms on S21
are the L2-orthogonal direct sum
C∞(S21 ; Λ1) = dS2
1
C∞(S21 ; Λ0)⊕ d∗S2
1
C∞(S21 ; Λ2). (231)
This observation coupled with the fact that d and d∗ commute with ∆ imply that
the eigenspaces of ∆S
2
1
1 are given, for l ∈ N, by
E1l = span
[{dS2
1
Y ml : m = −l, . . . , l} ⊕ {⋆2dS2
1
Y ml : m = −l, . . . , l}
]
, (232)
with eigenvalue −l(l + 1). From this representation, the classical orthogonality
relations are quite easy:
〈dS2
1
Y ml , dS2
1
Y m
′
l′ 〉 = 〈d∗S2
1
dS2
1
Y ml , Y
m′
l′ 〉 = δll′δmm
′
l(l + 1)
〈⋆2dS2
1
Y ml , ⋆2dS2
1
Y m
′
l′ 〉 = 〈dS2
1
Y ml , dS2
1
Y m
′
l′ 〉 = δll′δmm
′
l(l + 1)
〈dS2
1
Y ml , ⋆2dS2
1
Y m
′
l′ 〉 = 〈Y ml , d2S2
1
Y m
′
l′ 〉 = 0.
(233)
The second line from the fact that ⋆2 is an orthogonal transformation, and the last
relation follows from Stokes theorem.
The eigenforms ⋆2dS2
1
Y ml are divergence free. If we extend them to R3 so they
annihilate ∂r, and express them in the form ⋆2dY ml = a1dx1 + a2dx2 + a3dx3,
where the coefficients are extended to be homogeneous of degree 0, then it follows
from (226) and the equation
∆R
3
1 (a1dx1+a2dx2+a3dx3) = (∆
R
3
0 a1)dx1+(∆
R
3
0 a2)dx2+(∆
R
3
0 a3)dx3 (234)
that is, where r = 1, we have
∆
S2
1
0 aj = −l(l + 1)aj . (235)
In other words the coefficients of ⋆2dS2
1
Y ml lie in E0l . These eigenforms correspond
to the classical eigenfields of the form {r ×∇Y ml }.
The members of the other family, {dS2
1
Y ml }, which corresponds to {r × (r ×
∇Y ml )}, are not divergence free and their coefficients with respect to dxj lie in
E0l−1 ⊕ E0l+1. These coefficients are easily found; if we think of Y ml as a homoge-
neous function of degree 0 on R3, then i∂rdR3Y ml = 0,
dS2
1
Y ml =
3∑
j=1
∂Y ml
∂xj
dxj ↾S2
1
. (236)
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In order to determine the action of the Green’s function on the coefficients of these
forms, we need to represent them in terms of spherical harmonics. Let Uml =
rlY ml . This is a homogeneous harmonic polynomial of degree l. We see that
∂Uml
∂xj
= rl
∂Y ml
∂xj
+ l
xj
r2
Uml . (237)
We apply the Laplace operator to xjUml to obtain
∆R
3
0 (xjU
m
l ) = 2
∂Uml
∂xj
, (238)
and therefore
xjU
m
l = u
mj
l+ + r
2umjl− . (239)
Here umjl+ , u
mj
l− are homogeneous harmonic polynomials of degrees l+1 and l−1,
respectively. Once again applying the Laplace operator to this relation, we see that
umjl− =
1
2l + 1
∂Uml
∂xj
, (240)
and therefore
3∑
j=1
umjl+ dxj = U
m
l rdr −
r2
2l + 1
dUml . (241)
Using the homogeneity we also see that
3∑
j=1
xju
mj
l+ =
l + 1
2l + 1
r2Uml . (242)
Restricting to r = 1, gives
∂Y ml
∂xj
↾r=1=
l + 1
2l + 1
∂Uml
∂xj
↾r=1 −lumjl+ ↾r=1 . (243)
The functions on the right hand side belong E0l−1 and E0l+1 respectively. Employing
these relations, we can work out the action of outgoing Green’s function on E1l .
The outgoing Green’s function for frequency k, with Im k ≥ 0, is given by
gk(x,y) =
eik|x−y|
4π|x− y| . (244)
If r = |x| > 1 and |y| = 1, then we can expand g as
gk(x,y) = ik
∞∑
l=0
jl(k)h
(1)
l (kr)P l, (245)
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here P l is the orthogonal projection onto E0l , and
jl(z) =
√
π
2z
Jl+ 1
2
(z) and h(1)l (z) =
√
π
2z
H
(1)
l+ 1
2
(z), (246)
see [13]. When k = 0 formula (245) reduces to
g0(x,y) =
∞∑
l=0
P l
(2l + 1)rl+1
. (247)
We let
Gkf(x) =
∫
S2
1
gk(x,y)f(y)dA(y). (248)
If α is a 1-form on S21 , then it has a unique extension to TR3 ↾S2
1
that an-
nihilates ∂r, which we denote by α · dx. The extended form has a well defined
representation along S21 as
α · dx =
3∑
j=1
αjdxj . (249)
If we extend the coefficients to be homogeneous functions of degree zero, then
i∂rα · dx = 0 implies that
3∑
j=1
xjdαj = −α · dx, (250)
which will prove useful below.
Proposition 7. If |y| = 1 and r = |x| > 1, then, applied component-wise, the
action of Gk is given by:
GkY
m
l = ikjl(k)h
(1)
l (kr)Y
m
l
Gk
[
(⋆2dS2
1
Y ml ) · dx
]
= ikjl(k)h
(1)
l (kr)(⋆2dS21Y
m
l ) · dx
Gk
[
(dS2
1
Y ml ) · dx
]
= ik
[(
dUml
2l + 1
) [
(l + 1)jl−1(k)h
(1)
l−1(kr) + ljl+1(k)h
(1)
l+1(kr)
]
rl−1
− Uml dr
ljl+1(k)h
(1)
l+1(kr)
rl
]
.
(251)
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On the right hand sides of (251), Y ml is homogeneous of degree zero, as are the
coefficients of dS2
1
Y ml · dx, and ⋆2dS2
1
Y ml · dx. As above, Uml is the homogeneous
harmonic polynomial of degree l, defined by Y ml .
Along the unit sphere the normal components are given by
i∂rdGkY
m
l = ik
2jl(k)∂kh
(1)
l (k)Y
m
l
i∂rGk
[
(⋆2dS2
1
Y ml ) · dx
]
= 0
i∂rGk
[
(dS2
1
Y ml ) · dx
]
= ik
(
l(l + 1)
2l + 1
)[
jl−1(k)h
(1)
l−1(k) − jl+1(k)h(1)l+1(k)
]
Y ml .
(252)
Along the unit sphere the tangential components are given by
[dGkY
m
l ] ↾TS2
1
= ikjl(k)h
(1)
l (k)dS21Y
m
l[
Gk[(⋆2dS2
1
Y ml ) · dx]
]
↾TS2
1
= ikjl(k)h
(1)
l (k) ⋆2 dS21Y
m
l[
Gk[(dS2
1
Y ml ) · dx]
]
↾TS2
1
=(
ik
2l + 1
)[
(l + 1)jl−1(k)h
(1)
l−1(k) + ljl+1(k)h
(1)
l+1(k)
]
dS2
1
Y ml .
(253)
We also need to compute the effect of ⋆3d on these eigenforms.
Proposition 8. Along the unit sphere we have:
i∂r ⋆3 dGk
[
(⋆2dS2
1
Y ml ) · dx
]
= −ikl(l + 1)jl(k)h(1)l (k)Y ml
i∂r ⋆3 dGk
[
(dS2
1
Y ml ) · dx
]
= 0.
(254)
Finally we need to calculate the tangential components of these forms; the identity
satisfied by a 2-form
⋆3 α ↾TS2
1
= ⋆2[i∂rα ↾TS2
1
], (255)
along with (250) facilitate these computations.
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Proposition 9. Along the unit sphere we have:[
⋆3dGk[(⋆2dS2
1
Y ml ) · dx]
]
↾TS2
1
= −ikds2
1
Y ml jl(k)[h
(1)
l (k) + k∂kh
(1)
l (k)][
⋆3dGk[(dS2
1
Y ml ) · dx]
]
↾TS2
1
=
(
ik ⋆2 ds2
1
Y ml
2l + 1
)[
l(l + 2)jl+1(k)h
(1)
l+1(k)
− (l − 1)(l + 1)jl−1(k)h(1)l−1(k) + k[(l + 1)jl−1(k)∂kh(1)l−1(k)
+ ljl+1(k)∂kh
(1)
l+1(k)]
]
.
(256)
Given (235), (241), (243), (242), (245), and (255) the formulæ in these propo-
sitions are elementary calculations, which follow from the fact that
P l ↾E0
l
= IE0
l
and P l ↾E0
k
= 0 if k 6= l. (257)
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