Efficient network coding solutions for limiting the effect of packet loss by Samih Abdul-Nabi et al.
Abdul-Nabi et al. EURASIP Journal onWireless Communications and
Networking  (2017) 2017:35 
DOI 10.1186/s13638-017-0817-3
RESEARCH Open Access
Efficient network coding solutions for
limiting the effect of packet loss
Samih Abdul-Nabi1,2*, Ayman Khalil1, Philippe Mary2 and Jean-François Hélard2
Abstract
In traditional store and forward protocols, lost packets have no impact on the delivery of other transmitted packets.
With network coding, the impact of a packet loss may affect the decoding of other transmitted packets thus affecting
the entire process of communication between nodes. In this work, we propose a new network coding model that
allows generating, coding, decoding and transmission activities on the packets. Based on this model, the impact of lost
packets on buffering and the complexity at the receiving nodes is studied and two new mechanisms are proposed to
allow the recovery of lost packets. Compared to traditional linear network coding protocol, our mechanisms provide a
significant performance amelioration in terms of number of transmissions required to recover from packet loss.
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1 Introduction
1.1 Motivations
Recent advancements in network coding (NC) imple-
mentations have allowed substantial throughput gain in
wireless networks. The simple idea of combining sev-
eral received or generated packets into one outgoing
packet was the starting point for the NC paradigm [1, 2].
Since the publication of [1], researchers have concen-
trated on the use of NC for optimizing throughput in
multicast networks [1, 3, 4] and for improving network
reliability through random linear coding [5, 6]. How-
ever, only few published works have considered packet
loss and packet loss recovery in the analysis of net-
work coding performance [7, 8]. Figure 1 illustrates a
NC example with one sender and three receivers over
a network with a random packet erasure process. Three
cases are considered, a reliable transmission in Fig. 1a,
one different packet loss on each link in Fig. 1b, c. To
recover the three packets P1, P2, and P3, the scheme
in Fig. 1c using NC for the additional retransmission
requires only one channel use instead of 3 channel uses
with the scheme in Fig. 1b, which does not use NC.
Recently, Instantly Decodable NC (IDNC) [9] with its
fast decoding potential becomes of major interest for
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real time applications. IDNC uses XOR coding operations
and offers instantaneous packet decoding when enough
information is available at the receiver.
Another popular NC scheme, known as linear network
coding (LNC), has been applied to save packet transmis-
sion in wireless networks [3, 10, 11]. Using the example
of Fig. 1, LNC consists of improving reliability by ini-
tially sending linearly independent combinations of the
three packets. Suppose the network eraser rate is 20%
for example and that the sender broadcasts four linear
































where A is the coding matrix and P the packet vector. In
this case, each receiving node can successfully decode all
transmitted packets when receiving at least three of the
linear combinations. However, the eraser rate is usually
variable and unknown and hence the required number of
transmissions is very difficult to predict. To guarantee the
delivery of all packets, the number of transmitted linear
combinations should be large enough to compensate for
any loss, consequently, this can compromise the through-
put benefit of NC. Thus, one of the main contributions in
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Fig. 1 Network coding example. a Channel uses, b six channel uses, and c four channel uses
the solution detailed later is that it allows, with an opti-
mized number of transmissions, to decode all received
combined messages independently of the loss rate.
In the traditional store and forward protocols, when
a packet is lost, reliability is achieved by requesting the
retransmission of that packet. However, with NC, the
decoding of new packets relies on previously received
ones. Thus, losing few packets might have a domino
effect and decoding further packets could become impos-
sible. This tradeoff between throughput gain with NC
and decoding complexity was studied in [12] and [13], for
instance, from a decoding delay point of view.
Motivated by this tradeoff and by the decoding feasi-
bility at end nodes, a complete study on the impact of
packet loss is conducted in this paper in the case of lin-
ear networks [14] and solutions are proposed to deliver all
packets in a near optimal number of transmissions.
1.2 Background and prerequisites
Network model: In this paper, the adopted network
model is represented as an undirected graph G = (N ,E)
where the set of nodes N is divided into two exhaustive
and mutually exclusive subsets, EN, the set of end nodes
and IN, the set of intermediate (or middle) nodes. As illus-
trated in Fig. 2, A and B are the two end nodes and ni
i = {1, 2, . . . ,N−2} are the intermediate nodes. End nodes
generate packets to be transmitted to each other via inter-
mediate nodes responsible for coding and routing tasks.
We denote by packet a newly generated message by an
end node ∈ EN and by coded message a combination of
packets coded together using the XOR operation. With-
out the lost of generality, NC is assumed to be applied in
GF(2). The network in Fig. 2 can be the support of a video
conference, data exchange, or other type of information.
The coded message has its own header identifying the
two correlated addresses, the number of coded packets,
a header for each packet, and some adaptive memory
to help guiding the coded message to its destination as
illustrated in Table 1. The payload of the coded message
consists of all packets coded together by the XOR oper-
ation. By inspecting the adaptive memory, a node in the
network can determine whether the message should be
broadcasted to all neighboring nodes or unicasted to next
hop, i.e., next node. The header of each packet in the
coded message identifies its source, its destination, a flag
that determines if it exists at destination, and its age.
Definition 1 [15] The age of a packet is defined as the
number of times the packet contributes to a coded message
and the age of a coded message is defined as the age of the
oldest packet in the coded message.
Definition 2 [15] The maturity of a network is defined
as the highest allowed age for all the packets in the network.
Packets reaching the maturity age are prohibited from
further coding. The idea is to prevent packets from
living forever in the network. Packets in a coded
message are address-correlated and only those that are
classified as address-correlated are allowed to be coded
together [16, 17].
Routing rules: Figure 3 clarifies the setting of the “Exist
at dest.” flag. At iteration l, the routing table of node ni
shows that the next hop for packet PA is nj, and the routing
table of node nk shows that the next hop for packet PB is
nj. When ni receives back PA at iteration l + 1 within a
coded message it knows that a copy of PA is in its way to
Fig. 2 A network with four intermediate nodes
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Table 1 Routing concept
(a) Coding at node ni Updates at node ni+1
Unicast: False Unicast: True
Addr1: A Addr1: A
Addr2: B Addr2: B
Coming from: ni Coming from: ni+1
Nb. of packets: 2 Nb. of packets: 2
ID: 123 ID: 123
Source: A Source: A
Exist at dest.: False Exist at dest.: False
Next hop: ni+1 Next hop: ni+2
ID: 124 ID: 124
Source: B Source: B
Exist at dest.: False Exist at dest.: True
Next hop: ni−1 Next hop: ni
destination thus the “Exist at dest.” flag is set. Similarly,
node nk sets the “Exist at dest.” flag of packet PB.
Table 1 shows the header of a newly coded message at
node ni. The created message is broadcasted to neigh-
boring nodes (unicast is unset) and both packets in the
coded message are unknown to their destinations A and
B, respectively, as shown in Table 1a. When the coded
message reaches the node ni+1, the header is updated by
the node server and the “Exist at dest.” flag of the packet
originated by node B is set as shown in Table 1b. Thus,
the message continue its way to the destination using uni-
cast. The reader is referred to [16] for more details about
routing coded messages in NC. The “Exist at dest.” flag,
initially set to false, is updated by the routing nodes and set
to true whenever a packet is received back within a coded
message after being sent to its destination. For decod-
ability purposes, the NC scheme guarantees that, in any
coded message, at most one, packet is unknown by each
destination.
Impact of losing a packet: Figure 4 shows a detailed
trace of packets exchanged between end nodes A and B
where node A generates packets ai i = 1, 2, . . . and node
B generates packets bi i = 1, 2, . . . . A maturity value of 3
is set and each packet is upper-indexed by its age. In this
figure, solid arrows indicate a unicasting activity to the
next hop and dashed arrows indicate a broadcasting activ-
ity of newly coded messages. It is clearly observed that the
multiplicity of a packet, given for example a1, is limited
and controlled by the use of aging where the age is visi-
ble as superscript on each packet. Packet a1 generated at
iteration 1 is removed from all nodes of the network at
iteration 7.
In this context, we are mainly interested in the impact
of losing a coded message, for example (a1⊕ b2) between
nodes n2 and B at iteration 3, on the decoding capability
at node B. Failing to receive and decode a1, node B will
successively receive undecodable packets.
1.3 Related works
In traditional communication protocols, reliability relies
on retransmissions, and end to end reliability is assured
by the transport layer of the OSI layered communication
stack. Moreover, hop to hop reliability is assured by the
PHY and MAC layers by retransmitting unacknowledged
packets. Recently, hop by hop transport layer reliability
protocols have been developed where intermediate nodes
store and recover packets to deliver data more efficiently
[18, 19]. With NC, reliability and throughput gain are
achieved through linear NC [3, 10] where several packets
are linearly combined together and broadcasted into the
network. Many works in the literature have dealt with the
benefits of NC from the reliability point of view [6, 20].
In [6], authors have presented analytical and numerical
results for the performance of end-to-end and link-by-
link reliability mechanisms based on automatic repeat
request (ARQ), forward error correction (FEC) and NC
in a tree topology. Using an access point topology with
k receivers, they demonstrated that the reliability gain of
NC compared to ARQ is of (log k). They showed also
that allowing intermediate nodes to recover lost packets
remains in (log k) while further minimizing the num-
ber of transmissions. However, it should be noted that
buffering packets in intermediate nodes requires decoding
coded messages which might be costly. In our proposed
solution, decoding only occurs at end nodes while inter-
mediate nodes are only allowed to perform coding activity
to minimize the number of transmissions.
Due to lossy wireless channel conditions, recent works
have focused on loss recovery taking into consideration
Fig. 3 “Exist at dest.” flag
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Fig. 4 Delivery of packets in a network with no loss
the overhead on the network due to retransmissions. In
[21], authors have proposed Codecast protocol suitable
to low-loss, low-latency constraint applications such as
video streaming. Their work is based on random NC [3]
implementing localized loss recovery and path diversity
with very low overhead. They demonstrated through-
out simulations that codecast achieves a near-perfect
packet delivery ratio while maintaining at the same time
lower overhead than conventional multicast. Routing and
route selection have a major impact on reliability and
time delivery.
To reduce loss impact, routing selection mechanisms
have been investigated. In [22], overlay routing networks
have been proposed to monitor communication between
nodes in order to improve routing of packets and pro-
vide loss reduction over traditional routing algorithms.
Opportunistic routing [23–25] dynamically selects paths
based on loss conditions. However, in [26], authors con-
ducted a comparison of best-path routing and opportunis-
tic routing and found that the benefit of opportunistic
routing is much less than commonly believed. It should
be well noted that these mechanisms introduce latency
on the overall communication time and overhead on
the routing nodes. The mechanisms we are proposing
are network independent and require no probe from the
network.
In the majority of cases, NC is considered as block cod-
ing where packets can only be decoded in batches [27];
a packet needs to wait for the arrival of other packets
before being able to be decoded. While NC increases
throughput and lowers congestion, block decoding may
cause major delays and reduction in the quality of service
(QoS). Recent works have focused on QoS and proposed
methods to reduce the average waiting time in the buffer
of the intermediate nodes [28, 29]. Our work differs from
existing works in the sense that we use NC for data
exchange activity and not for multicast purposes. With
address-correlated NC protocol, no delay is engendered
by the coding activity and no packet is delayed waiting for
a match. Moreover, instantaneous decoding at end nodes
is guaranteed when packets arrive in order. Decoding
remains assured in real networks where messages arrive
unordered.
1.4 Contributions and paper organization
This work aims to study the impact of packet loss on
the decoding capability and resource management. NC
schemes where decoding only occurs at destination nodes
are investigated. Undelivered packets have impact on
some major resources especially buffer size and process-
ing time.
Our contributions are summarized as follows:
• A new NC decision model is presented and
implemented at each node of the network. The
model is used to manage node queues in a way to
avoid packet drop due to the limited queue capacity.
• The impact of packet loss on the decoding capability
at the receiver and the decoding perturbation caused
by each loss are investigated and analyzed.
• Two new recovery mechanisms initiated by end
nodes are proposed to handle packet loss with NC. (i)
The immediate retransmission request (IRR)
mechanism that uses information extracted from the
undecoded messages to request the retransmission of
lost packets. (ii) The recovery from packet loss
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mechanism (BCSD) with near optimal number of
retransmissions.
The paper is organized as follows; the NC decision
model to generate, route, code and decode messages is
presented in Sections 2 and 3. In Section 4 different sce-
narios for packet loss are investigated and the impact
on decoding capabilities and buffering requirements are
recorded. Based on the results from Section 4, solutions
are proposed in Section 5.
Simulations and results are presented in Section 6 and
we conclude with Section 7.
2 A newNC decisionmodel
2.1 General description of the NC decision model
In the considered network, each node consists of a server
managing two queues; the receiving queue that holdsmes-
sages waiting to be coded and the outgoing queue that
holds messages waiting to be transmitted (Fig. 5). The
receiving queue collects received messages to investigate
coding opportunities for address correlated packets which
are only allowed to be coded together. On the other hand,
the outgoing queue holds messages ready to be transmit-
ted into the network in broadcast or unicast modes. The
presence of two queues facilitates the scheduling of tasks
at the node and reduces the time needed to search for
matching messages to be coded.
The state diagram of an intermediate node is shown in
Fig. 6. In this diagram, the coding phase is represented by
a link from the receiving queue to the server where two or
more messages are selected from the receiving queue to
be coded together and sent to the outgoing queue. Note
that with aging, some mature messages are transferred
from receiving to outgoing queue without being coded.
The transmission of a message to a neighboring node is
done through the server.
Similarly, the state diagram of an end node is shown in
Fig. 7. In this diagram, the decoding phase is represented
by a link to the server where one message is selected to
be decoded. A message containing several packets can
be decoded if a maximum of one of these packets does
not exist at destination. When a packet is decoded, it is
transferred to the upper layer. If the server is unable to
decode a message, the message is returned to the receiv-
ing queue and further retries are performed later when
Fig. 5 Node model
Fig. 6 Intermediate node state diagram
more received packets are available. The generation phase
is represented by a link from the server which generates
packets according to a model that will be described later.
Finally, the transmission of a message to the neighboring
node is done through the server.
The receiving queue is used to store all received mes-
sages and has a capacity denoted by Crq . We also denote
by xrq(t) the number of messages at time t waiting in
the receiving queue. The outgoing queue holds messages
ready to be transmitted to the network. We denote by Coq
and xoq(t) the capacity and the number of coded messages
at time t in the outgoing queue, respectively. The server
mainly performs one of the following activities: (1) packet
generation denoted by g, , coding activity denoted by c, (3)
sending message denoted by s, and (4) decoding activity
denoted by d. The possible activities at nodes are:
• Sending node activity set = {g, s}
• Intermediate node activity set = {c, s}
• Receiving node activity set = {d}
Note that, when a node plays more than one role, its set
of activity is the union of the activity set associated to each
role. For example, the set of activities at an end node is
{g, s, d}.
A decision model is needed at each node to select the
best activity. Two decision models are adopted for our
implementation, a deterministic decision model for inter-
mediate nodes and a probabilistic model for end nodes.
2.2 Deterministic model for intermediate nodes
In an intermediate node where the decision fluctuates
between coding or sending messages, the selection of the
activity to be performed largely depends on the number
of messages in the queues. The decision model needs to
constantly balance the occupation of both receiving and
outgoing queues.When balanced, the decisionmodel pre-
serves QoS and favors early received messages in both
queues to be processed. For that purpose, we propose an
integer programming problem where a binary variable yi
is assigned to each possible activity with i ∈ {c, s}. yi is
0 if the activity is not performed and 1 elsewhere. The
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Fig. 7 End node state diagram
optimization problem handled at each intermediate node










subject to yc(t) + ys(t) = 1 (3)
yc(t) ≥ (xr(t) − xo(t)) − droCr (4)
ys(t) ≥ (xo(t) − xr(t)) − dorCo (5)
yc, ys ∈ {0, 1} (6)
In this problem, dro (respectively, dor) is the acceptable
difference in number of messages between the receiving
queue and the outgoing queue (respectively, between the
outgoing queue and the receiving queue), andmri(t) is the
amount of time message i has been in the receiving queue
while moj is the amount of time message j has been in the
outgoing queue. The objective of (4) is to force yc(t) to take
the value 1 whenever the difference between the number
of messages waiting to be further coded and the number
of messages waiting to be transmitted reaches or exceeds
dro. Similar objective for (5) by forcing ys(t) to be 1 when
the difference between the number of messages waiting to
be transmitted and the number of messages waiting to be
further coded reaches or exceeds the value dor . Constraint
(3) guarantees that the server performs exactly one task
at a time. It should be noted that (4) and (5) are built to
guarantee that only one of the binary variables yc(t) and
ys(t) is forced to take the value 1, however, both variables
are allowed to take the value 0 at the same time which
explains the need for (3). In that case, the choice of activity,
i.e., (yc, ys) = (1, 0) or (yc, ys) = (0, 1) is the choice max-
imizing (2). The objective function forces the selection of
the activity that helps releasing messages with the largest
waiting time.
2.3 Probabilistic model for end nodes
A binary variable yi is assigned to each possible activity
with i ∈ {d, g, s}. yi can take the values 0 if the activ-
ity is not performed and 1 elsewhere. As for the case of
intermediate nodes, the server can perform exactly one
task at a time. We denote by P(d), P(g) and P(s), respec-
tively, the probability of performing a decoding (yd = 1),
a generation (yg = 1), or a sending activity (ys = 1).
The generation of packets is considered as an indepen-
dent process from other activities and the decision of the
activity to be undertaken at end nodes is performed in
two phases. During the first phase, a decision is taken on
whether or not the node should generate a packet. If no
packets are to be generated, we move to the second phase
to select, according to a stochastic decision model, the
node activity to be performed.
The stochastic decision model is based on [30] where
routing packets are given by some probability functions.
For our model, we have the following equations:
P(d) = e
−βxoq(t)
e−βxoq(t) + e−βxrq(t) (7)
P(s) = e
−βxrq(t)
e−βxoq(t) + e−βxrq(t) (8)
where β is a control parameter and P(d) + P(s) = 1. In
(7), the probability of decoding decreases when the num-
ber of messages in the outgoing queue increases favoring
in this case the sending activity. Furthermore, a similar
argument can be given to (8). However, even when the
number of coded messages in the outgoing queue (respec-
tively, receiving queue) exceeds the number of coded
messages in the receiving queue (respectively, outgoing
queue), the activity selection process remains stochastic
and there is still some probability of selecting the decoding
(respectively, sending) activity.
As noted in [30], if we set β = 0, both probabilities
will be equal to 1/2 and decoding or sending are chosen
randomly. Furthermore, if β grows infinitely, the limits of
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P(d) and P(s) will be, respectively, 0 and 1 if xoq(t) >
xrq(t) thus creating a deterministic decision model where
the activity is selected according to queues occupation.
Note that, a delayed message at an intermediate node
has a domino effect on the delivery of other messages.
This imposes a QoS requirement to avoid such effect
which is assured by the deterministic model. In revenge,
delayedmessages at end nodes do not have such effect and
the probabilistic model reveals to be flexible and requires
less computational time.
3 Activity selection algorithms
Models presented in Section 2 are used to propose two-
low cost algorithms to select the best activity to be per-
formed at intermediate and end nodes, respectively. These
algorithms are initiated each time the node is requested
to select and complete a task. The activity selection at the
intermediate node is shown in Algorithm 1.
Algorithm 1 Activity selection algorithm: intermediate
nodes
1: if (xr(t)−xo(t))−droCr > 0 then
2: return Coding
3: else if (xo(t)−xr(t))−dorCo > 0 then
4: return Sending
5: else
6: delayr = 0
7: for i = 1 to xr(t) do
8: delayr = delayr + (t - arrival time of i)
9: end for
10: delayo = 0
11: for i = 1 to xo(t) do
12: delayo = delayo + (t - arrival time of i)
13: end for






In this algorithm, steps 1 and 3 represent constraints (4)
and (5) in the optimization problem presented in (2) and
select the activity to perform depending on the occupation
of the receiving and outgoing queues. When queues are
almost balanced, steps 6 and 17 attempt to maximize (2)
helping late packets to be released from the queues and
improving QoS.
The activity selection at end nodes is presented in
Algorithm 2. In this algorithm, step 2 independently
selects the generation activity with a certain predefined
Algorithm 2 Activity selection algorithm: end nodes
1: P(generation) = random(0, 1)
2: if P(generation) <= (Generation-threshold) then
3: return Generation
4: end if
5: P(decoding) = e−βxoq(t)e−βxoq(t)+e−βxrq(t)





probability. If no new packets are generated, the code
between lines 5 and 10 give higher probability to the
activity that balances the receiving and outgoing queues.
4 Packet loss simulation
Algorithms presented in Section 3 are validated by run-
ning simulations on a linear network of 6 nodes, i.e., with
four intermediate nodes as shown in Fig. 2. Statistics are
recorded about the loss impact on decoding opportunity
and buffering time at end nodes. For this purpose, the new
NC decision model presented in Section 2 is used to built
a specific application to simulate the network layer at each
node of the network. As example, only the hop n3 → n2
is considered with loss and the packet loss is modeled as
an independent and identical Bernoulli distributed pro-
cess. The contribution of this section is of twofold; first,
to understand the correlation between the packet loss and
the number of undecoded packets at the receiver, and sec-
ond, to aid to establish a recovery process to minimize the
number of retransmissions.
4.1 Correlation between lost and undecodedmessages
In this simulation, the number of packets exchanged
between A and B is set to be 10,000 packets. During the
same simulations, the impact of aging is also observed
[15]. The results of simulation for each specific percentage
of packet loss are presented in Fig. 8. The percentage of
undecoded packets corresponds to the percentage of dif-
ferent packets that have been identified in the header of
the received messages without being decoded. The sim-
ulation is repeated for three different maturity values.
Figure 8 shows the impact of the aging concept on the
number of undecoded messages. As shown in the figure,
the number of undecoded packets at the receiving node is
proportional to the maturity. This is justified by the fact
that when maturity increases, coded packets live longer
in the network and are further coded with other packets
leading to an increase in the number of undecoded pack-
ets at the receiver. Moreover, the number of undecoded
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Fig. 8 Percentage of undecoded packets with different loss
probabilities and different maturities
packets at the receiver is finite and the system resumes
receiving decodable packets after each loss.
In Fig. 9, the buffering of received packets at the desti-
nation nodes is studied. Destination nodes need to buffer
sent and received packets so that they will be used in the
decoding process. Buffering is costly since it requires sig-
nificant memory space. Buffering time of a packet is com-
puted as the laps of time between the moment the packet
was received and the last time the packet was used for
decoding other packets. The figure gives the percentage of
the buffering time compared to the total communication
time versus the loss probability P, for three different matu-
rity values. Furthermore, for each case, the highest values
and the average values are represented. These results show
that the buffering time decreases when the loss percentage
increases. This is justified by the fact that less decoding
occurs when more coded messages are lost. Moreover,
Fig. 9 Buffering versus loss percentage
the buffering also varies with maturity. When maturity is
increased, more buffering time is required since packets
live longer in the network.
4.2 Decoding opportunity
In this section, we study themultiplicity of the lost packets
in the network and its impact on the decoding process. By
multiplicity, we mean the number of copies of the packet
that exist in the network. Recall that, when a packet is
coded with others, the coded message is broadcasted into
the network creating duplicates of these coded packets.
When a packet is lost, other copies of that packet still
exist in the network creating undecoding opportunities at
the receiver.
To clarify how end nodes can receive undecodable mes-
sages, consider the example shown in Fig. 10. In this
example, a coded messagem is created and broadcasted at
iteration l by node nj (shown in the figure as m1 and m2
which are identical). Consider now that messagem1 is lost
andm2 reaches node ni. All packets inm2 originated from
A are flagged as exist at destination (“Exist at dest.” flag set
to true). Node ni uses messagem2 in further coding activ-
ity and broadcasts at itration l + 1 a new coded message
m′ ⊕ m2. Node B cannot decode m′ ⊕ m2 since it holds
two packets originated by A and unknown to B.
Let us denote by μ ∈ + the maturity age of the mes-
sages. Theorem 4.1 sets a boundary on the dissemination
of each packet in the network.
Theorem 4.1 [15] Given a network G = (N ,E) and a
maturity scalar μ in+. The number of coded messages in
the network containing a specific packet is bounded by 2μ.
Note that, due to the linear nature of the network, each
end node receives a maximum of 2μ2 messages containing
the same packet. This upper bound on the multiplicity of
a packet is used in the following theorem to estimate the
number of undecoded messages when a packet is lost.
Theorem 4.2 Given a network G = (N ,E) and a matu-
rity scalar μ in +. When a packet loss occurs in the
direction of end node E, the estimated number of unde-
coded messages that can be received by E as a result of that






Proof If a packet in the direction of E is lost at age 0,
i.e., before being coded, no other copies of that packet
exist in the network. Consequently, no undecodable mes-
sages are received by E. On the other hand, if a packet
is lost in the direction of E at maturity age, the other
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Fig. 10 Lost packet discovery
copy of that packet is unicasted in the opposite direc-
tion. Consequently, no undecodablemessages are received
by E. Let Pa be a packet with age a, and NPa the num-
ber of messages received by E that are created starting
from Pa. According to Theorem 4.1, NPa = 2
μ−a
2 . Refer-
ing to the coding graph presented in [15], we assume that
in a network with maturity μ, there is an equal prob-
ability that a lost packet has an age between 0 and μ.
The total number of undecoded messages that can be























As an example, a packet loss might lead to receiving
four undecodable messages whenmaturity is set to 6, after
which the system resumes receiving decodable messages.
Another important factor that helps in reducing the
number of received undecodable messages is related to
the model presented in Section 2. Recall that the model
allows packets to be transmitted without coding and never
waits for a match. A simulation is performed to count
the number of packets that are traveling through the net-
work without being coded. Figure 11 shows the number
of uncoded messages in both queues of each node of the
network. End node generates uncoded messages while
they receive the lowest percentage of uncoded messages.
There is, however, a significant percentage of uncoded
packets floating between the nodes of the network. This is
in fact due to the following factors:
• Aging: preventing packets from being further coded.
• Decision model: forcing packets to be transmitted
without waiting for a match.
Analysis in this section shows an interesting character-
istic of NC when it comes to lossy network. The intensive
use of NC, represented by a large maturity value, keeps
duplicates of a lost packet in the network and the number
of undecodable packets degenerate. One of the advan-
tages of aging is that it helps creating mature messages in
the network thus preventing coupling with duplicates of
lost packets.
5 Proposedmechanisms
Two new mechanisms are detailed in this section. To fur-
ther evaluate the performance of these mechanisms, a
revised version of the LNC protocol is also presented in
this section.
5.1 Immediate retransmission request
The end node receiving an undecodable message is able to
identify, by reading the header of the undecoded message,
those packets that are flagged as “exist at dest.” but are
not in its buffered packets for decoding purpose. Without
waiting for a retransmission event from the upper layer
(i.e., transport layer) a request of retransmission is initi-
ated by the NC protocol for these packets. Note that the
retransmission request initiated by the network layer of
the receiving node is answered by the network layer of the
sending node since it buffers also transmitted packets for
Fig. 11 Percentage of uncoded messages at each node
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decoding purposes. These requesting and retransmission
operations are transparent to the TCP protocol.
Due to delays and unordered arrival of messages at the
receiver, one undecodable message is not a sign of packet
loss. The receiving node suspects that a loss occurs when
undecodable messages remain undecodable for a specific
period of time, denoted by ttime (threshold on time) or
when receiving a certain number of consecutive undecod-
able messages, denoted by tcup (threshold on consecutive
undecoded packets).
The IRR algorithm is designed to take into considera-
tion the previously mentioned concerns. The IRR algo-
rithm is shown in Algorithm 3 where UM denotes an
undecoded message. The algorithm works as follows: ini-
tially, consecutive undecoded packets (cup) is set to 0,
request retransmission (rr) is set to false and the list of
requested packets (lrp) is empty. The algorithm then iter-
ates on each entry in the list of undecoded messages.
Lines 4 to 11 are dedicated to identify consecutive unde-
coded messages and a request for retransmission is initi-
ated if cup reaches a predefined threshold. Lines 12 to 14
investigate the buffering time of each undecoded mes-
sage and request retransmission if a threshold on time is
reached. The request for packet retransmissions are sent
in the header of newly generated packets or immediately
if no new packets are available for transmission. Since
no buffering of packets is performed in the intermedi-
ate nodes, the request for retransmission is sent to the
generator nodes. The algorithm is initiated each time the
node is about to perform a decoding activity.
Algorithm 3 Immediate retransmission request
1: cup=0, i=1, rr=false, rp = ∅
2: while i ≤ number of UM do
3: Add to rp the undelivered packets in UM(i)
4: if UM(i) and UM(i-1) are consecutive then
5: Increment cup
6: if cup ≥ tcup then





12: if Current time - Receiving time of UM(i) ≥ ttime
then




17: if rr = true then
18: Request all needed packets in rp
19: end if
IRR differs from the ARQ of the end to end transport
layer in that IRR is faster to identify lost packets and to
initiate a retransmission request. However, it should be
noted that IRR does not replace ARQ. As shown in the
proof of Theorem 4.2, a packet might be lost without
decoding consequences at the receiving nodes. Such a loss
can only be detected and requested by the transport layer
using ARQ.
The simulation results of IRR are shown in Fig. 12. The
simulation ran with the three values of maturity and with
the same conditions than in Fig. 8 of Section 4. Figure 12
shows that the number of requested packets increases
with maturity for the same packet loss percentage. Fur-
thermore, the number of retransmissions compared to the
number of received undecodable messages is presented in
Table 2 for two loss percentages, where the undecoded
and the requested columns are extracted from the results
of Figs. 8 and 12, respectively. Table 2 reveals a reduc-
tion in the percentage of requested packets whenmaturity
increases. This is justified by the fact that, with larger
maturity, a loss generatesmore undecodablemessages and
a retransmission helps also decoding more packets.
5.2 Recovery from packet loss
With NC, recovery from packet loss differs from tradi-
tional retransmission protocols since packets are inter-
connected together by the mean of coded messages. We
showed that losing one packet might lead the way to lose
additional packets due to the nature of the codedmessages
and of the decoding process. For this reason, it is obvious
that an efficient algorithm is needed in order to minimize
the number of retransmissions.
Due to NC, end nodes receive multiple copies of the
same packet as shown previously in Fig. 4. When a loss
occurs on a link, a copy of a packet is lost but other
Fig. 12 IRR: percentage of requested packets versus the loss
probability
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Table 2 Percentage of retransmission versus undecoded
Loss probability P
10% 20%
Maturity Undecoded Requested Percentage Undecoded Requested Percentage
6 280 205 73.2% 634 486 76.7%
8 577 371 64.3% 954 615 64.5%
10 798 503 63.0% 1381 865 62.6%
copies might still be present in the network. End nodes
receive messages that they are unable to decode but
might contain such copies. In what follows, we propose
algorithms that request the minimal number of retrans-
missions in order to retrieve lost packets. Note that
retransmitted packets can be coded with newly gener-
ated packets leading to further reduction in the number
of retransmissions.
Before continuing with the recovery process, we give
some definitions and then propose a mechanism to iden-
tify the packets to be requested from the sender in order
to recover all lost packets with minimal retransmissions.
5.2.1 Closure and covering sets
Let S be a set of packets and C be a set of coded messages.
Definition 3 When XOR operation is used to code pack-
ets together, the simple closure of S, denoted by S+C , is the
set of packets that can be decoded from C using packets
in S.
To better understand the simple closure definition, we
illustrate the following example.
Let S = {p1, p2, p3} and C = {p1p4, p1p3p5, p4p5p7,
p5p6p7, p6p8p9, p7p8p9}.
To build the simple closure of S, we proceed as follows:
S+C = {p1, p2, p3}
S+C = {p1, p2, p3, p4} using p1p4
S+C = {p1, p2, p3, p4, p5} using p1p3p5
S+C = {p1, p2, p3, p4, p5, p7} using p4p5p7
S+C = {p1, p2, p3, p4, p5, p7, p6} using p5p6p7
Definition 4 When linear combination is used to code
packets together, the complex closure of S, denoted by S++C ,
is the set of packets that can be decoded, by the mean of
Gaussian Elimination, from C using packets in S.
Going back to the previous example, the complex clo-
sure of S, is denoted by: S++C = S+C ∪ {p8, p9} where p8 and
p9 can be obtained by solving the system:
{
α1p8 + α2p9 = R1
β1p8 + β2p9 = R2 ,
where R1 and R2 are the received coded packets and
(α1,α2)t and (β1,β2)t are the corresponding coding vec-
tors normally included in the header of the received coded
packets.
Definition 5 S is a covering set of C if the closure of S
includes all packets that are part of the coded messages
in C.
Going back again to the previous example, we see that
S++C is a covering set of C but S
+
C is not.
Definition 6 A basic covering set of C is a covering set
of C with minimal cardinality (having the least number of
packets).
5.2.2 Recoverymechanism
The recovery process starts when the receiving end node
receives amessage that cannot be decoded, i.e., it hasmore
than one unknown packet. At that time, the end node
expects to receive additional undecodable packets. Each
received undecodable message is XOR-ed with all known
packets and the resulting chunk of undecoded packets
XOR-ed together is added to an originally empty set C.
The gathering period of undecodable chunks of mes-
sages is controlled by a timer that starts immediately
after the reception of the first undecodable coded mes-
sage. As stated before, undecodability might be caused
by unordered arrival of messages and the problem might
be solved by itself when more messages arrive to the end
node. The duration of the timer is an application-specific
parameter based on the communication medium and the
type of application. It can vary from milliseconds in the
case of instant messaging where messages need to be
delivered in order to the upper layer, to seconds in the
case of file exchange where only the complete file needs
to be ordered. When the timer times out, the recovery
mechanism is lunched. The recovery mechanism consists
of finding a basic covering set and packets in that covering
set are requested from the sender. The Basic Covering Set
Discovery (BCSD) algorithm is presented in Algorithm 4.
The algorithm follows a greedy mechanism that tries,
within a reasonable amount of time, to identify a basic
covering set for all chunks ofmessages inC. The algorithm
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starts by building the incident matrix where columns
identify the packets in C and rows represent undecoded
chunks of messages sorted by receiving time. For the set
C = {p1p4, p1p3p5, p4p5p7, p5p6p7, p6p8p9, p7p8p9} the
corresponding incident matrixM is



















The algorithm then iterates on the incident matrix until
the covering set is built. At each iteration, the columnwith
the highest number if 1’s is selected (i.e., highest occur-
rence in the undecoded messages) and the corresponding
packet is added to the covering set B. Rows with one
entry are then removed together with the column of the
entry since the corresponding packet can be decoded. The
algorithm stops when the incident matrix becomes empty.
By applying BCSD to the incident matrix M, the basic
covering set found is S+C = {p5, p7, p8}.
Algorithm 4 Basic covering set discovery (BCSD)
1: Build the incident matrix
2: B an empty set
3: repeat
4: i = 1
5: maxj = 0
6: max1 = 0
7: for j = 1 to NbColumns do
8: if sum of 1’s in column j > max1 then
9: maxj = j
10: max1 = sum of 1’s in column j
11: end if
12: end for
13: addmaxj to B
14: Remove columnmaxj
15: repeat
16: if there is a row with one entry then
17: Remove the row and column of that entry
18: end if
19: until No more columns can be removed
20: untilMatrix is empty
21: Request packets in B from the sender
5.3 Revised linear network coding
To make a fair comparison with both mechanisms pre-
sented earlier, a revised version of the LNC mechanism
is introduced in this section. The idea of the revised
LNC protocol is to use LNC for unicast and to send
enough packets through a lossy network that uses the new
NC decision models for intermediate and end nodes, in
order to:
• overcome the loss of packets in the links of the
network,
• overcome the undecodability of packets at the end
nodes.
The revised LNC protocol uses block coding as follows:
each sending node groups b packets together and sends b
linearly independent combinations of the packets in each
group. The cardinality b of each block and the number of
combinations b are determined according to Theorem
4.2 and according to the loss percentage between the end
nodes of the network given by
Pn = 1 − (1 − P)N−1, (10)
where N is the total number of nodes and P is the proba-
bility of loss in a link.






independent linear combinations of the
packets of each block to guarantee the delivery of the
packets in the block. In order to minimize the number
of transmissions, the cardinality of the block should be






In addition, each loss in the network leads, by Theorem
4.2, to have Un = 1μ+1
∑μ
i=2 2μ−i undecodable messages
that might reach the destination. With Pn as loss per-
centage in the network, Un × Pn undecodable messages
can reach the end node. To bypass the undecodability
problem, b is augmented by Pn × b × Un × (1 − Pn).
6 Simulation and results
In this section, both IRR and BCSD algorithms are imple-
mented and tested. Simulations are run on linear network
of six nodes with different loss probabilities on any link.
Results are compared to both traditional store and for-
ward with ARQ protocols and to the revised LNC pro-
tocol presented in Section 5.3. Along the simulations,
10,000 packets are exchanged between both end nodes of
the network. Algorithms are compared according to the
total number of transmissions needed to deliver all the
exchanged packets between the end nodes. In the store
and forward protocol, the transport layer at the end nodes
automatically claims unacknowledged packets. The total
number of recorded transmissions to reliably deliver all
the packets is recorded. In a reliable network of six nodes,
five transmissions are needed to deliver each packet from
one end node to another. For our algorithms, two series of
runs are performed and compared to the other solutions.
The first one with NC using IRR and the second one with
NC using BCSD.
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Results are presented in Fig. 13. Traditional store
and forward algorithm starts with a total of 50,000
transmissions on a reliable network and ends with an
increase of 34% when the loss probability reaches 20%.
Also on a reliable network, revised LNC, IRR, and
BCSD start with almost the same number of required
transmissions to deliver all the packets. When the loss
probability increases, the number of transmissions with
the revised LNC increases about 56% when the loss prob-
ability reaches 20%. Both NCwith IRR andNCwith BCSD
show an important saving in the number of transmissions
compared to the revised LNC. With a loss probability
of 20%, NC with BCSD represent a saving of 22% in
the number of transmissions over the revised LNC. IRR
lightly increases the number of transmissions compared
to BCSD.
Figures 14 and 15 show, respectively, the total delivery
time and the average delivery time for the three competing
mechanisms. The total delivery time is the time elapsed
between the transmission of the first packet and the recep-
tion of the last one while the delivery time of a packet is
computed as the time between the first transmission of the
packet and its delivery. In these simulations, each trans-
mission from one node to an adjacent one requires 1 ms of
time. As shown in Fig. 15, the revised LNC overcomes the
proposed mechanisms when it comes to average delivery
time. This is justified by the fact that no retransmission
is requested. With the revised LNC, the slow increase in
the average delivery time is due to the time needed at the
receiver to gather enough messages of each block in order
to decode the packets of the block. As for our proposed
mechanisms, IRR bypasses BCSD when it comes to aver-
age delivery time, since IRR reacts immediately when a
loss is detected while BCSD waits longer to gather unde-
coded messages and reduces the size of the covering set;
thus, the number of retransmissions.
Fig. 13 Total number of transmissions required to deliver 10,000
packets
Fig. 14 Total delivery time of the 10,000 packets exchanged
7 Conclusions
This paper deals with the impact of packet loss in NC.
First of all, a new decision model has been presented
that prioritizes the tasks that should be performed by
each node of the network. The model balances the receiv-
ing and the sending queues of the node and manages to
guarantee QoS by releasing late packets to destination.
The new model has been used to study packet loss effect
on the decoding process at end nodes. Simulations have
shown that with the proposed model and with the use of
aging, any perturbation caused by losing packets is finite
in time and the receiving nodes receive a limited number
of undecoded packets. The number of undecoded pack-
ets at end nodes has been analytically and experimentally
studied under the effect of aging andNC activities and two
newmechanisms have been proposed to improve NC per-
formance in lossy networks. The first mechanism, called
Fig. 15 Average delivery time
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IRR, immediately requests lost packets when a packet
loss occurs and the second mechanism, called BCSD,
requests missing packets in a reduced number of trans-
missions. Simulation results have shown that in typical
cases, both algorithms help reduce by 22% the number
of transmissions compared to the revised LNC protocol.
Finally, it should be noted that IRR and the revised LNC
are more suitable to some applications like video confer-
encing where the average delivery time is needed to be
reduced while BCSD is more convenient to file exchange
where the total delivery time needs to be optimized.
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