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Abstract. Let M be an (n+ 1)–dimensional manifold, let a group G act transitively on M and let Jk(n,M) denote
the space of k–jets of hypersurfaces of M . We make the following two assumptions on the action of G. First, there
exists a hypersurface SF ⊂M , referred to as a fiducial hypersurface, such that the G–orbit of the (k − 1)st jet of SF
at a point o ∈M is open in Jk−1(n,M). Second, there are no open G–orbits in Jk(n,M). Then, starting from such
an SF , we construct a family of (scalar) G–invariant kth order PDEs in n independent variables and 1 dependent
one. We show that the solutions to these equations are a natural analogue of the Weingarten hypersurfaces in (semi–
)Riemannian manifolds. The cases when k = 2 or k = 3 are carefully examined. In particular, we find convenient
coordinates to locally describe the so–obtained equations.
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Introduction
In this paper we continue the research program initiated in [1], that is to develop tailor–made geometric and
algebraic methods to explicitly construct PDEs admitting a given group of symmetries—the problem itself being
rather old and classical: its origins date back to the works of Lie, Darboux, Cartan and others. In the present setting
the main actor is an (n + 1)–dimensional G–homogeneous manifold M and the key tool of our analysis is going
to be the affine structure of the bundles Jk(n,M) → Jk−1(n,M) of the spaces of jets of n–dimensional immersed
submanifolds of M (that is, hypersurfaces). By contrast, in the aforementioned paper, the authors started from a(2n+1)–dimensional contact manifold, which in the present setting appears as the prolongation PT ∗M of M . (In the
classical language of symmetries of PDEs, G acts on M by point transformations, whereas an its action on PT ∗M
which is not the lift of one of the former would be a genuine contact transformation, see, e.g., [5]; in particular, there
is no overlapping between the two works.)
The space of first jets of hypersurfaces of M , henceforth denoted by J1(n,M), is simply another way of introducing
the contact manifold PT ∗M , naturally associated with M . The difference is only in the definition: J1(n,M) is given
in terms of equivalence classes of hypersurfaces, with respect to the relation of first–order tangency at a point. By
raising the order of tangency one obtains the analogous definitions of the higher–order jet spaces Jk(n,M), with
k ≥ 2. Unlike the bundle J1(n,M) = PT ∗M Ð→ J0(n,M) = M , which is nonlinear, all the natural projections
Jk(n,M)Ð→ Jk−1(n,M) carry an affine bundle structure, which will be carefully reviewed in Section 1 below.
The affine structure of Jk(n,M)Ð→ Jk−1(n,M), k ≥ 2, will allow us to recast the problem of finding G–invariant
PDEs, i.e., G–invariant sub–bundles E ⊂ Jk(n,M), as the (way simpler) problem of studying subsets of the model
fiber of the aforementioned bundle that are invariant under the fiber–wise action of G (which as a rule involves a
smaller subgroup of G).
Indeed, the problem of constructing E out of G can be faced by a brute–force approach: it “suffices” to prolong
the action of G to Jk(n,M) and then to compute the corresponding singular locus. The latter is the subset E of
Jk(n,M) where the matrix of the components of the lifted infinitesimal action of G experiences a drop in its rank.
The algorithmic nature of such a method allows an immediate computer–algebra implementation; however, as the
complexity grows quickly as one increases the size of G, this may be turn out to be an unviable solution. Besides,
such a purely computational approach does not highlight the really interesting features of the PDEs being produced:
the alternative approach we propose here does not require any computer aid and at the same time reveals unexpected
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geometric features of the G–invariant PDEs, eventually allowing to better understand the properties of the solutions
thereof.
An example that illustrates the difference between these approaches is given by the (unique) Aff(3)–invariant
3rd order PDE in two independent variables. In fact, by using the method described in Section 2, in Section 5 we
arrive to characterize Aff(n+ 1) invariant equations in terms of the Fubini–Pick invariant (see, e.g., [2, Section 2.2]),
finally obtaining the local expression (90) in the particular case n = 2, i.e., two independent variables. This local
expression was also obtained in [16] by the aforementioned computer algebra methods; unlike the present paper, no
interpretation of the result was furnished there.
In this paper we focus on simple Lie groups G that possess an open orbit in J1(n,M) or in J2(n,M): the desired
G–invariant PDE E will grow over these open subsets, sitting in a space of jets of order higher by one; that is, we
will produce examples of 2nd and 3rd order G–invariant PDEs. The central theoretical result (Theorem 2.1) states
that such PDEs are in a one–to–one correspondence with subsets Σ of the vector space modeling the affine bundles
Jk(n,M) → Jk−1(n,M), with k = 3 and 2, respectively; and this is why our G–invariant PDEs will be denoted by
the symbol EΣ.
A more intricate problem is that of presenting in a convenient way the so–obtained PDE EΣ, knowing the expression
of Σ. To this end, it will be established a series of ancillary results, allowing to introduce appropriate Darboux
coordinates and thus obtaining—in a sense—the simplest coordinate form for EΣ. This will be done on a case–by–
case basis.
We finally underline an interesting parallel between the structures employed in our analysis and the well–known
fundamental forms in Euclidean geometry: in this perspective, the equations EΣ may be viewed as a natural gener-
alization of the equations of Weingarten surfaces to contexts that lack a background metric. The ultimate purpose
of this paper is to explain the theoretical basis of a general method for constructing G–invariant PDEs: as such, it is
rather theoretical in spirit; for hands–on computations and tangible examples, we refer the reader to the companion
paper [15].
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1. The affine structure of the bundles of jet spaces and PDEs imposed on hypersurfaces
Throughout this paper M will be a smooth manifold of dimension n + 1 and G a Lie group acting transitively on
M . An origin of M will be denoted by o.
1.1. The space of jets of hypersurfaces of M . The space that we shall need for our purposes is the space
Jk(n,M) of k–jets of n–dimensional submanifolds, i.e., hypersurfaces of M [9]. A hypersurface of M is meant as an
embedded hypersurface and it will be denoted by S, unless otherwise specified.
A set–theoretic definition of Jk(n,M) can be given by defining the equivalence relation of kth order tangency at
x ∈M between two hypersurfaces S1 and S2 of M passing through x as follows.
A chart (x1,⋯, xn, xn+1) = (x, u) on M and a hypersurface S of M are said to be concordant if xi∣S , 1 ≤ i ≤ n,
are local coordinates on S. At any point x ∈ S there always exists a coordinate system (x, u) centered at x and
concordant to S. In this case the hypersurface S is called admissible for the coordinate system (x, u). Note that,
in this case, S is transversal to the vector field ∂u at any point and then it can be locally described by a graph of a
function f = f(x): S = {u = f(x)}. Assume that there exists a chart (x, u) which is concordant with both S1 and
S2: this means that there are functions f1 and f2, such that Si = {u = fi(x)}.
We say that S1 and S2 have a k
th order tangency at x ∈M iff the Taylor expansions of f1 and f2 at x coincide up
to order k. This definition is well posed: in fact it is enough to express it in local coordinates and check that it does
not depend on them (see, e.g., [20]). To sum up
(1)
S1 and S2 have a k
th order tangency at x ∈M ⇔ the Taylor expansions of f1 and f2 at x coincide up to order k .
We denote by [S]kx the equivalence class of the hypersurface S w.r.t. the above relation. Then we define
(2) Jk(n,M) ∶= ⋃
x∈M{[S]kx ∣ S is a hypersurface of M passing at x} .
From now on, since there is no risk of confusion, we let
J l ∶= J l(n,M) , l ≥ 0 .
Note that the natural projection
(3) pil,m ∶ J l Ð→ Jm , [S]lx z→ [S]mx , l >m,
INVARIANT PDES ON HOMOGENEOUS MANIFOLDS VIA THE AFFINE STRUCTURE OF THE BUNDLES OF JET SPACES 3
defines a tower of bundles
. . .Ð→ J l Ð→ J l−1 Ð→ . . .Ð→ J1 = PT ∗M Ð→ J0 =M .
For any p ∈ Jm, the symbol
J lp ∶= pi−1l,m(p)
indicates the fiber of pil,m over p. In what follows, in order to speak of solutions of a (system of) PDEs, we need also
the following natural map
(4) jl ∶ S Ð→ J l , xz→ [S]lx ,
called the lth jet extension of S. Since the map jl is an embedding,
(5) S(l) ∶= jl(S)
is an n-dimensional submanifold of J l.
Every chart (x, u) induces a coordinate system1
(6) (x, u, . . . , ui, . . . , . . . , uij , . . . , ui1⋯il , . . .)
on J l as follows. The coordinates ui1⋯il are characterized by
ui1⋯il ○ jl = ∂li1⋯ilf ,
where ∂i ∶= ∂xi , i = 1,⋯, n, for any hypersurface S concordant to the chart (x, u). Thus, the n-dimensional submani-
fold jl(S) is (parametrically) locally described by
(7) (x, u = f(x), . . . ui = ∂f
∂xi
(x), . . . uij = ∂2f
∂xi∂xj
(x), . . .) .
1.2. The tautological bundle and the structural distribution on J l. A point [S]lx ∈ J l canonically defines the
n-dimensional subspace T[S]l−1x S(l−1) ⊂ T[S]l−1x J l−1, so one can define the following tautological rank–n vector bundleT l ⊂ pi∗l,l−1(TJ l−1) over J l by
(8) T l = (([S]lx, v) ∈ J l × TJ l−1 ∣ v ∈ T[S]l−1x S(l−1)) .
Locally, the (truncated) total derivatives
D
(l)
i ∶= ∂xi + l∑
k=1 ∑j1≤⋅⋅⋅≤jk−1 uj1...jk−1 i ∂uj1...jk−1 , i = 1 . . . n
constitute a local basis of the bundle T l. Formula (8) defines also the section
(9) J l Ð→ T l∗ ⊗ pi∗l,l−1(TJ l−1)
that, in local coordinates (6) is given by
(10) dxi ⊗D(l)i
and corresponds intrinsically to the natural embedding of T l in pi∗l,l−1(TJ l−1).
By pulling back the tautological bundle on J l via the differential dpil,l−1 of the canonical projection, one gets the
key geometric structure on J l, which we denote by Cl:Cl ∶= (dpil,l−1)−1T .
According to some authors, Cl is the Cartan distribution, or the lth order contact structure (see below); we prefer
to call it “structural” since it allows to tell surfaces of the form S(l) from the others. Above formula, applied to a
particular point [S]lx of J l, becomes Cl[S]lx = (dpil,l−1)−1(T[S]l−1x S(l−1))
or, equivalently, Cl[S]lx = T[S]lxS(l) ⊕ ker(dpil,l−1)[S]lx .
Indeed, T[S]lxS(l) projects without degeneration onto T[S]l−1x S(l−1), but when taking the pre–image one has to take
into account the vertical directions, that is ker(dpil,l−1)[S]lx . This is particularly clear in the jet space J1 = PT ∗M ,
which is a contact manifold with local coordinates (xi, u, ui) and contact distribution C ∶= C1 = ker(θ) where
(11) θ = du − uidxi
is a contact form. Indeed, not only the n “horizontal” vectors D
(1)
1 , . . . ,D
(1)
n , but also the n “vertical” vectors
∂u1 , . . . , ∂un are killed by θ.
1The ui1⋯il ’s are symmetric in the lower indices.
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1.3. Darboux charts on J1 as affine neighborhoods of PT ∗M . In this section we focus on the construction
of Darboux coordinates on the contact manifold J1 = PT ∗M as this manifold plays an important role in the sequel;
besides, the identification J1 = PT ∗M represents a pivotal point of contact—if the reader will pardon the pun—
between differential and algebraic geometry: see also [6] on this concern. To make the identification even more
transparent, we fix a point o ∈M : then it suffices to recall that (see Section 1.1), in a point o ∈M ,
(12) J1o = {[S]1o ∣ S hypersurface of M} = {ToS ∣ S hypersurface of M} = Gr(n,ToM) = Gr(1, T ∗oM) = PT ∗oM .
Perhaps a little bit less obvious is how to match the two ways of extending a local coordinate system (x1,⋯, xn, xn+1) =(x, u) on M to J1 (via the Darboux coordinates) and to PT ∗M (via the projective coordinates). As a matter of
fact, an appropriate choice of the affine neighborhood in PT ∗M suffices to make them the same: this is the content
of Lemma 1.1 below.
We keep the point o ∈M fixed, and we denote by
(13) [z1 ∶ ⋯ ∶ zn+1]
the projective coordinates on PT ∗oM induced, in that order, by
∂xi ∣o , ∂u∣o ∶ T ∗oM Ð→ R ,
for i = 1,2, . . . n. Indeed, tangent vectors at o may be regarded as (linear) functions on T ∗oM .
Let S be locally described by the graph of a function f = f(x1, . . . , xn) = f(x). By homogeneity, since we are
assuming that a Lie group G acts transitively on M , it is not a loss of generality to let (0,0) be the origin o of M
and to assume that f(0) = 0. The remaining Darboux coordinates u1, . . . , un of the point [S]1o are, by definition
(14) ui([S]1o) = fxi(0)
(see Section 1.1) above.
Now we have to compare these coordinates with the projective coordinates of the hyperplane
(15) ToS = ⟨∂xi ∣o + fxi(0) ∂u∣o ∣ i = 1, . . . , n⟩ ,
corresponding to [S]1o in the above identification (12).
To this end we need the one–dimensional subspace T ∗oM that annihilates (15), viz.
(16) Ann(ToS) = ⟨(du)o − n∑
i=1 fxi(0)(dxi)o⟩ ⊂ T ∗oM .
It is easy then to compute the above projective coordinates (13) of the element (16) of PT ∗oM :[z1 ∶ ⋯ ∶ zn+1] = [−fx1(0) ∶ ⋯ ∶ −fxn(0) ∶ 1] ,
and to conclude that (in view of (14) and taking into account the identification (12)):
(17) ui = − zi
zn+1 .
Lemma 1.1. The standard jet coordinates u1, . . . , un on J
1
o induced from the coordinates {x1 . . . , xn, u} on M
coincide with the standard affine chart induced by the projective coordinates of PT ∗oM on the open neighborhoodU = {zn+1 = −1}.
Proof. The values of x1, . . . , xn, u are the same; set zn+1 = −1 into (17) to obtain ui = zi for i = 1, . . . , n as well. 
We can graphically depict the situation as follows: the n + 1st projective coordinate zn+1 is the linear map ∂u∣o
on T ∗oM ; therefore the equation zn+1 = −1 defines the affine hyperplane in T ∗oM rendered in green below. The open
subset U is then made of those elements of PT ∗oM that intersect the green hyperplane like, e.g., the dotted line: the
resulting black intersection point is characterized by the coordinates ui defined by (17). The moral of Lemma 1.1
above is that these ui’s are precisely those coming from the Darboux coordinates on the contact manifold PT ∗M .
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1.4. The affine structure of the bundles J l → J l−1 for l ≥ 2. A key role in the sequel will be played by the
bundles pil,l−1 ∶ J l → J l−1 which are affine for all l ≥ 2. There are various proofs of such property in the literature. The
case when M is a fibered manifold is easier (see, e.g., [13, Proposition 12.11]) than the case of jets of submanifolds
(see, e.g., [21, Proposition 3.9]), which is the one important for us. In order to precisely state next Proposition 1.1,
we need to introduce the following bundles over J1. One is the tautological rank–n vector bundle over J1 already
defined above (cf. (8)): T[S]1x ∶= T 1[S]1x = TxS ,
whereas the other one is the normal bundle N over J1 defined by
(18) N[S]1x ∶= NxS ∶= TxMTxS .
Lemma 1.2. We have that
(19) kerdpil,l−1 = pi∗l−1,1(SlT ∗ ⊗N ).
Proof. We prove the lemma for l = 1 as for arbitrary l the reasoning is practically the same. So, let l = 1. Take a
vector v ∈ ker(dpi1,0)[S]1x . Consider a curve γ(t) in the fibre pi−11,0(x) such that γ(0) = [S]1x and γ˙(0) = v. Recalling the
natural section ι ∶ J1 → T ∗ ⊗ pi∗1,0(TJ0) (see (9)), the desired isomorphism is realized by the map v ↦ ddt ∣0ι(γ(t)). In
Darboux coordinates (xi, u, ui), v = vi∂ui , γ(t) = (u1(t), . . . , un(t)) and then u˙i(0) = vi. Thus, taking into account
also formula (10),
(20)
d
dt
∣
0
ι(γ(t)) = d
dt
∣
0
dxi ⊗ (∂xi + ui(t)∂u) = vi(dxi ⊗ ∂u) .

In the local coordinates (6), the isomorphism described in the proof of Lemma 1.2 gives, up to a factor, the
bijection
(21)
∂
∂ui1⋯il ←→ dxi1 ⊙⋯⊙ dxil ⊗ ∂∂u
We underline that in formula (20) one should write [∂u] in place of ∂u as N is a quotient bundle and a local basis
is the equivalence class [∂u]: we prefer to leave like this to not overload the notation. The next proposition, which
central in our analysis, is well known; nevertheless, in view of its importance, we provide here a sketch of the proof.
Proposition 1.1. For l > 1 the bundles J l → J l−1 are affine bundles modeled by the vector bundles (19).
For the proof of Proposition 1.1 we need the following lemma.
Lemma 1.3. Let pi ∶M→M be a smooth bundle and η ∶ V →M a vector bundle. The structures of affine bundle onM modeled on V are in one–to-one correspondence with the bundle isomorphisms between VM and pi∗(V), where
VM ⊂ TM is the pi–vertical tangent bundle.
Proof. An affine bundle structure on M modeled on V is given by an operation
Γ(M) × Γ(V)Ð→ Γ(M) , (s, v)z→ s + v ,
such that, for any s, the corresponding map from Γ(V) to Γ(M) is an isomorphism.
Let us suppose that an affine bundle structure is given. We show how to construct a map ψ from pi∗(V) to VM.
An element of pi∗(V) is a pair (p, ξ) ∈M × V such that pi(p) = η(ξ) is the same point x ∈ M . Let s (resp., v) be a
section of pi (resp., η), such that s(x) = p (resp., v(x) = ξ). Then the tangent vector
ψ(p, ξ) ∶= d
d t
∣
t=0 (s + tv)(x)
to M at p is pi–vertical and it depends uniquely upon the point (p, ξ). Therefore, ψ ∶ (p, ξ)↦ ψ(p, ξ) defines a bundle
map from pi∗(V) to VM.
Now we assume that a bundle isomorphism φ ∶ VM → pi∗(V) is given and we associate with it an affine bundle
structure +φ. To this end, we have to define s +φ v for arbitrary s ∈ Γ(M) and v ∈ Γ(V). The section s can be used
to pull–back φ to a bundle isomorphism
s∗(φ) ∶ s∗(VM)→ s∗(pi∗(V)) = (pi ○ s)∗(V) = V .
Therefore, via s∗(φ), the section v of V can be regarded as a section of the vector bundle s∗(VM), that is, as a
vector field along the image s(M) of s in M. Define a family st of sections by requiring that s0 be s and that s˙t be
precisely the vector field along st(M) corresponding to v via s∗t (pi). Then we can finally set s +φ v ∶= s1.
It is easy to verify that the structure +ψ−1 associated with ψ−1 is precisely the original structure +. 
A sketch of the proof of Proposition 1.1. In view of Lemma 1.3, it all boils down to prove that V J l, the sub–bundle
of TJ l → J l made of vertical vectors with respect to pil,l−1, is canonically isomorphic to the pull–back, via pil,l−1, of
the vector bundle (19). Then one should observe that the latter pull–back is nothing but
pi∗l,1(SlT ∗ ⊗N ) = Sl(pi∗l,1(T ))∗ ⊗ pi∗l,1(N ) .
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The proof will be then based on two canonical identifications of vector bundles over J l, viz.
(22) pi∗l,1(T ) = C/V J l , pi∗l,1(N ) = TJ l/C(l−1) .
The symbol C denotes the higher–order contact distribution on J l, in the sense of [21], and C(l−1) its l − 1st derived
distribution. See, e.g., [3, Lemma 3.3] for a proof of both (22). We are then left with the problem of finding a natural
bundle identification of V J l with Hom (Sl(C/V J l), TJ l/C(l−1)).
This is provided by the map
V J l Ð→ Hom (Sl(C/V J l), TJ l/C(l−1)) ,
Y z→ (([X1]V J1 , . . . , [Xn]V J1)↦ [[[. . . [[Y,X1],X2] . . .],Xk−1],Xk]]C(l−1)) ,
which turns out to be an isomorphism for l > 1. The original proof can be found in the 1982 paper [21] by K.
Yamaguchi, though a swifter argument can be found in [3, Proposition 3.5]. 
Remark 1.1. The action of the modeling bundle pi∗l,1(SlT ∗⊗N ) on the affine bundle J l → J l−1 looks rather familiar
in local coordinates. Let us show how the basis element (cf. Lemma 1.2 and correspondence(21))
(23) v = dxi1 ⊙⋯⊙ dxil ⊗ ∂
∂u
acts on the point [S]lo, where o = (0,0). To this end it is enough to assume the chart x be concordant to [S]. Then
there is a function f such that S = {u = f(x)} and
(24) [S]lo vÐ→ [T ]lo ,
with T = {u = g(x)}, where
g(x) = f(x) + xi1 ⋅ ⋯ ⋅ xil .
This point of view on the action will be particularly useful in our later analysis.
1.5. PDEs imposed on hypersurfaces, symmetries and invariance. We conclude this preliminary section by
finally explaining what do we mean by an lth order PDE “imposed on hypersurfaces” of M . The space of jets J l
introduced above constitutes the natural geometric background for such a PDE; there are many textbooks thoroughly
explaining the philosophy motivating such an approach, see, e.g., [14]: we recall below only a few facts that are going
to play some role in the sequel.
In order to claim that an m–codimensional sub–bundle E ⊂ J l is a system of m PDEs of order l imposed on the
hypersurfaces S of the manifold M , it suffices to stipulate that a hypersurface S is a solution to E if its lth jet
extension S(l) (see (5)) lies in E , see (4). Unless otherwise specified, m is assumed to be 1, that is, E is a hypersurface
of J l, i.e., a scalar PDE of order l in one unknown variable.
This paper is about invariant PDEs and the notion of a symmetry plays a pivotal role. Once again referring
the reader to the vast existing literature on the subject [5, 18, 19], we remind only the basic things needed later
on. A local diffeomorphism φ of M is naturally prolonged to all the jet spaces φ(l) ∶ J l → J l simply by setting
φ(l)([S]lx) ∶= [φ(S)]lφ(x). In what follows, unless otherwise specified, we shall denote simply by φ also its prolongation
φ(l) to J l. The diffeomorphism φ is called a symmetry of the PDE E if φ(E) ⊆ E . Analogous definitions can be given
for infinitesimal symmetries, that is, vector fields.
Recall that we are assuming that the group G acts transitively on M . A PDE E is called G–invariant if φ(E) ⊆ E
for all φ ∈ G.
2. Constructing G–invariant PDEs out of G
In this section we will formulate the central theoretical result; before doing so, we collect all the necessary definitions
and preliminary remarks.
2.1. The degree of transitivity and the fiducial hypersurface. Since the G–action on M can be considered
together with its natural extensions to all the jet spaces J l, l ≥ 1, it is natural to ask for which values of l the prolonged
action is still transitive. Beware that in the definition below the property of “being transitive” is deliberately
understood as the fact of “possessing an open orbit”.
Definition 2.1. The number
max{l ∈ N ∣ there is an open G–orbits in J l+1}
is called the degree of transitivity of the action of G on M .
Any group G acting transitively on M possesses then a well–defined degree of transitivity. Let k − 1 be the degree
of transitivity of G: directly from Definition 2.1 it follows that there must exist an open G–orbit in Jk−1. This leads
to our second definition.
Definition 2.2. A hypersurface SF of M passing through o is called a fiducial hypersurface (w.r.t. G) if
(1) the orbit G ⋅ [SF ]k−1o of the (k − 1)st jet of SF at o is open in Jk−1(n,M),
(2) the orbit G ⋅ [SF ]ko of the kth jet of SF at o is a proper affine sub–bundle of Jk(n,M).
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In order to reduce the load of notation, the h-order jet at o ∈M of the fiducial hypersurface SF will be denoted by
(25) o(h) ∶= [SF ]ho
and the open orbit mentioned in point (1) of Definition 2.2 will be denoted by
(26) Jˇk−1 ∶= G ⋅ o(k−1) .
Accordingly, we give the following definition, that will be used below, in Theorem 2.1:
(27) Jˇk ∶= pi−1k,k−1(Jˇk−1) .
Furthermore, we introduce the symbols
(28) R ∶= G ⋅ o(k) , R ∶= {the vector bundle over Jk−1 modeling R}
for the affine sub–bundle mentioned in point (2) of Definition 2.2 and its associated vector bundle, respectively.
2.2. The G–invariant PDE associated with Σ. Now we are ready to give the third definition, that will play a
central role in our study. Recall that M is a manifold of dimension n+1 and that G is a Lie group acting transitively
on it. Let k − 1 be the degree of transitivity of G and SF be a fiducial surface. With these assumptions and with the
additional datum of a certain invariant hypersurface Σ (see below), we will build up a G–invariant kth order PDE.
Later on, in Section 6, we will see that such a PDE could be regarded as the natural generalization of the equation
of Weingarten surfaces in the Euclidean space.
In order to carry out our program, we need to consider the subgroups
(29) H ∶= StabG(o) , H(k−1) ∶= StabG(o(k−1)) ,
of G stabilising o and o(k−1), respectively. Then there is a representation
(30) τ ∶H(k−1)Ð→Aff(Jko(k−1))
such that Ro(k−1) = τ(H(k−1)) ⋅ o(k)
(cf. definitions (28)). Recalling that, by virtue of Proposition 1.1,
Jko(k−1) = pi−1k,k−1([SF ]k−1o ) is an affine space modeled on SkT ∗o SF ⊗NoSF
and the affine sub–space Ro(k−1) of Jko(k−1) is modeled on the vector space Ro(k−1) (cf. again definitions (28)), to the
representation (30) we can associate the quotient map
(31) τR ∶H(k−1)Ð→Aff(Jko(k−1)/Ro(k−1)) ,
where the affine space Jk
o(k−1)/Ro(k−1) is modeled on the vector space
(32)
SkT ∗o SF ⊗NoSF
Ro(k−1) .
Since the affine subspace Ro(k−1) ⊂ Jko(k−1) , regarded as point of the affine space Jko(k−1)/Ro(k−1) , is fixed by τR(H(k−1)),
we can rewrite (31) as
(33) τR ∶H(k−1)Ð→GL(SkT ∗o SF ⊗NoSF
Ro(k−1) ) .
The last thing we need in order to construct the desired G–invariant PDE is a τR(H(k−1))–invariant hypersurface
(34) Σ ⊂ SkT ∗o SF ⊗NoSF
Ro(k−1) .
Before giving the next theorem, we need to recall that G acts transitively on Jˇk−1 (see point (1) of Definition 2.2),
in particular,
(35) ∀[S]k−1x ∈ Jˇk−1 ∃g ∈ G such that g ⋅ [S]k−1x = o(k−1) .
Recalling also the bundle Jˇk Ð→ Jˇk−1 (see definition (27)), we have the following theorem.
Theorem 2.1. Let Σ be as in (34). The subset
(36) EΣ ∶= {[S]kx ∈ Jˇk ∣ [g ⋅ S]ko − o(k) ∈ Σ +Ro(k−1)} ,
where the elements g ∈ G in (36) are given by (35), is a well–defined G–invariant PDE.
Warning: Some clarifications about notation in Theorem 2.1 is in order. The sign “−” in (36) refers to the affine
structure of Jk
o(k−1) , i.e., [g ⋅ S]ko − o(k) is an element of SkT ∗o SF ⊗NoSF , whereas “+Ro(k−1)” indicates that we are
considering classes modulo Ro(k−1) , that is elements of (32). In fact one we could write the condition defining EΣ as[[g ⋅ S]ko − o(k)]R
o(k−1) ∈ Σ.
Proof. The proof of Theorem 2.1 will be broken down in three steps:
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(1) from the τR(H(k−1))–invariant hypersurface Σ in the quotient space (34) we obtain a τ(H(k−1))–invariant
hypersurface in a particular concrete fiber thereof;
(2) we extend the so–obtained hypersurface of the particular fiber to the whole Jk by means of the G–action:
the so–obtained PDE E will be G–invariant by construction;
(3) we prove that E = EΣ, thus concluding the proof.
Proof of point (1)
Since Σ is a τR(H(k−1))–invariant hypersurface in the vector space (32), then
(37) Ro(k−1) +Σ ∶= {Ro(k−1) + [v] ∣ [v] ∈ Σ}
is a τR(H(k−1))–invariant hypersurface in the affine space Jko(k−1)/Ro(k−1) . We stress that in (37) the affine subspaceRo(k−1) of Jko(k−1) is regarded as a point of the affine space Jko(k−1)/Ro(k−1) , to which we add the subset Σ of the vector
space (32) modeling Jkok−1/Ro(k−1) .
The pre–image of Σ via the canonical projection
pr ∶ SkT ∗o SF ⊗NoSF Ð→ SkT ∗o SF ⊗NoSFRo(k−1)
is Σ +Ro(k−1) . Accordingly, the pre–image of (37) via the canonical projection
Jko(k−1) z→ Jko(k−1)/Ro(k−1)
is
(38) Ro(k−1) + (Σ +Ro(k−1)) ∶= {[S]ko + v ∣ [S]ko ∈Ro(k−1) , v ∈ pr−1(Σ)} .
We warn the reader that the symbol Ro(k−1) appearing in (38) denotes an affine subspace of Jko(k−1) , to which we add
all the points of the subset Σ +Ro(k−1) = pr−1(Σ) of the modeling space SkT ∗o SF ⊗NoSF . Therefore, we can rewrite
(38) as Ro(k−1) + pr−1(Σ)
which is a τ(H(k−1))–invariant hypersurface.
Proof of point (2)
We have to prove that
(39) E ∶= G ⋅ (Ro(k−1) + pr−1(Σ)) ⊂ Jˇk
is a G–invariant PDE. By construction it is a G–invariant subset projecting onto Jˇk−1, see Definition 2.2 (1). It
remains to prove that each fibre E[S]k−1x is a hypersurface in Jk[S]k−1x . To this end, observe that{g ∈ G ∣ g ⋅ o(k−1) = [S]k−1x } = go ⋅H(k−1) ,
where g0 is a fixed element sending o
(k−1) to [S]k−1x . Then, from the definition (39) of E , we haveE[S]k−1x = ⋃
h∈H(k−1) g0 ⋅ τ(h) ⋅ (Ro(k−1) + pr−1(Σ)) = g0 ⋅ (Ro(k−1) + pr−1(Σ)) .
The last equality follows from the fact that Ro(k−1) + pr−1(Σ) is τ(H(k−1))–invariant. Since g0 is a diffeomorphism
from the fibre Jk
o(k−1) to the fibre Jk[S]k−1x and Ro(k−1) + Σ is a hypersurface, we see that E[S]k−1x is a hypersurface as
well.
Proof of point (3)
In order to prove that E = EΣ we will prove the two inclusions separately.
Indeed, since E = {g ⋅ (Ro(k−1) + pr−1(Σ)) ∣ g ∈ G} = {g ⋅ (o(k) +Ro(k−1) + pr−1(Σ)) ∣ g ∈ G}, in order to prove thatE ⊂ EΣ, it suffices to prove that
g ⋅ (o(k) +Ro(k−1) + pr−1(Σ)) ∈ EΣ ,
for all g ∈ G. Since [S]k−1x = pik,k−1(g ⋅(o(k) +Ro(k−1) +pr−1(Σ))) = g ⋅pik,k−1(o(k) +Ro(k−1) +pr−1(Σ)) = g ⋅o(k−1), clearly
g−1 fulfills the requirement (35). Therefore,
g−1g ⋅ (o(k) +Ro(k−1) + pr−1(Σ)) − o(k) = Ro(k−1) + pr−1(Σ) ,
as wished. Conversely, if [S]kx ∈ EΣ, then g ⋅ [S]kx = [g ⋅ S]ko ∈ o(k) +Ro(k−1) , for some g fulfilling (35). Therefore,[S]kx = g−1g ⋅ [S]kx ∈ g−1 ⋅ (o(k) +Ro(k−1) + pr−1(Σ)) ⊂ E .

Definition 2.3. The equation EΣ defined in Theorem 2.1 is called the G–invariant equation associated with Σ (with
respect to SF ).
INVARIANT PDES ON HOMOGENEOUS MANIFOLDS VIA THE AFFINE STRUCTURE OF THE BUNDLES OF JET SPACES 9
Remark 2.1. In order to clarify Definition 2.3, let us consider the case M = E3, with G = E(3); as a fiducial surface
we take a plane SF ⊂ E3 passing through a point o ∈ E3. It is not hard to prove (see Section 3 below for a detailed
explanation) that in this case the degree of transitivity is 1 and the rank of the sub–bundle R is zero: The equationEΣ will be then determined by a hypersurface Σ ⊂ S2T ∗o SF . Later on (see Lemma 3.4 below) we will show that there
exists a preferred way to identify elements of S2T ∗o SF with symmetric 2×2 matrices: the hypersurface Σ will be then
described by a relation F (λ1, λ2) = 0, where λ1 and λ2 are the eigenvalues of the aforementioned matrix.
As an example, let us take Σ = {u ∈ S2T ∗o SF ∣ trace(u) = 0}: it is not hard to convince oneself that the so–obtainedEΣ is the equation of minimal surfaces. Indeed, from the definition of EΣ, a surface S is a solution if and only if, for
any point x ∈ S, there exists a rigid motion g such that:● g sends x to o,● g sends TxS to ToSF ,● the difference [g ⋅ S]2o − [S]2o belongs to Σ.
The last condition corresponds precisely to the fact that the sum of the principal curvatures of S is zero at every
point x ∈ S.
In the next Section 3 we carefully examine the case when M is the linear space Rn+1 equipped with the standard
Euclidean metric geuc, while in the subsequent Section 4 we pass to the case of the conformal sphere Sn+1. These
are homogeneous spaces of the special Euclidean group SE(n + 1) and the special orthogonal group SO(1, n + 2),
respectively. The common denominator to these cases is the fact that the degree of transitivity is one.
It would be sensible to stress that both the Euclidean and the conformal cases have been included here to play
the role of testing ground for the theoretical results introduced above: it is common knowledge that, by imposing
invariance with respect to the Euclidean group, one obtains a class of PDEs known as the equations of Weingarten
surfaces; this is basically due to the fact that the fiber of J2, which is the space of symmetric matrices, is acted
upon by SO(n) and the fundamental invariants thereof are functions of the eigenvalues. With some inessential
modifications, the same reasoning applies to the conformal case as well; in particular, in Section 4.0.1, in the case
of two independent variables, we compute the unique SO(1,4)-invariant PDE, and see the relationship between the
obtained PDE and the Fubini first conformally invariant fundamental form.
In this perspective, the following Section 3 and Section 4 represent an application of the general theory to some
examples and serve the pedagogical purpose of preparing the reader to more unfamiliar contexts; but it doesn’t all
come down to this. In fact, in the next sections we will duly highlight some subtleties related with the problem of
extending a subset of a fiber to a subset of the whole bundle J2 in the most convenient way from the point of the
complexity of the final expression.
In Section 5 we devote our attention to both Aff(n + 1) and SL(n + 2) invariant PDEs: such a groups have the
particular property to have degree of transitivity two. We shed light how the obtained invariant PDE (it is the same
for both groups) is related to the classical Fubini–Pick invariant.
3. Invariant PDEs imposed on hypersurfaces of En+1
In this section, we assume that M = En+1 is the Euclidean (n+ 1)-dimensional space with the standard Euclidean
metric. Also, unless otherwise specified, G = SE(n + 1) will be the group of Euclidean motions:
(40) G = SE(n + 1) = Rn+1 ⋊ SO(n + 1) .
In Section 3.1 we use a direct approach to obtain SE(n + 1)-invariant PDEs, based on some results contained in the
previous sections. We essentially arrive to the classical result that such (scalar) PDEs can be described in terms of
elementary symmetric functions of the principal curvatures.
In Section 3.2 we follow more closely the method developed in Section 2, by using also the notion of fiducial hyper-
surface, with special attention to the problem of introducing local coordinates to describe SE(n+ 1)-invariant PDEs.
Of course we arrive to the same result contained in Section 3.1 but from a different viewpoint; in fact the aim of
Section 3.2 is mainly to show how to employ and use the objects introduced so far.
3.1. Construction of SE(n + 1)-invariant PDEs. Let us recall that the bundle pi1,0 ∶ J1 → J0 = M is identified
both with the projectivized cotangent bundle PT ∗En+1 → En+1 and the bundle GrnEn+1 → En+1 of hyperplanes of
the tangent bundle TEn+1. The Euclidean metric induces a metric on the elements of the fibers of both bundles. Let
S be a hypersurface of En+1. Let us consider the 1-jet [S]1x ∈ J1x as an equivalence class of covectors. We denote it
by [ξ] = ξ([S]1x) ∈ PT ∗xEn+1 and we denote by V[ξ] = ker ξ = TxS the (dual) hyperplane in TxEn+1. A point [S]2x can
be identified with the horizontal subspace H[ξ] ⊂ T[ξ]J1 s.t.
T[ξ]J1 = T v[ξ] +H[ξ].
Now, we describe these objects in coordinates associated with the Euclidean ones (x1,⋯, xn, xn+1) of En+1. We
identify a point x ∈ En+1 with the position vector (x1,⋯, xn, xn+1) = (x, u). Note that partial derivatives ∂i ∶= ∂xi are
covariant derivatives with respect to the flat connection in En+1. The above coordinates defines the local coordinates
(6) on any jet space Jk = Jk(n,En+1). Let us consider admissible hypersurfaces S ⊂ En+1 for the coordinates system(x, u) passing through the origin o = (0,0) of En+1 (see Section 1.1 for the related definitions). The set of such
admissible hypersurfaces is an open domain in the space of hypersurfaces near the origin. Recall formulas (4) – (7).
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The open submanifold J¯k ⊂ Jk of k-jets of admissible surfaces with coordinates (xi, u, ui, uij ,⋯) is canonically
identified with the manifolds Jk(Rn,R) of k-jets of functions with canonical coordinates (xi, u, ui, uij ,⋯). This is
also the k-jet space of the trivial bundle Rn ×R→ Rn. This identification does not depend on Euclidean coordinates(x1,⋯, xn) in Rn and it is equivariant with respect to the action of SO(n) as it acts on uj1⋯js linearly in the standard
way . However, the group SO(n + 1) acts only locally on J¯k and does not preserve this identification.
Below we consider surfaces that are the graph of a function f ∈ C∞(Rn), so, in what follows, the point [S]kx ∈ J¯k
is the k-jet of the function f whose S is the graph, i.e.[S]kx = [f]kx ∈ J¯k , x = (x, u) .
It is easy to see that J¯k → J¯k−1 is a vector bundle and the fibre at a point [S]k−1x is given by pi∗k−1,1(SkT ∗xS) ≃ SkTxS
(see Lemma (1.2)). A point [S]kx = [f]kx ∈ J¯k defines a point of this fiber with coordinates fj1⋯jk ∶= ∂kf∂xj1⋯∂xjk , which
defines a symmetric tensor, obtained by covariantly differentiating the function f .
Recall that J1 = PT ∗En+1 ≃ Grn(En+1) and the 1-jet [S]1x is identified with the equivalence class [ξ] of a covector
ξ = du − fidxi ∈ T ∗(x,f(x))En+1 and the dual hyperplane
V[ξ] = kerξ = TxS = span{ri = ei + fi(x)e0 , i = 1,⋯, n}.
Here {e1, . . . , en, e0} is the orthonormal basis of En+1 associated to the coordinates (x, u) and ri are the derivatives
of the position vector r(x) = xiei + f(x)e0 of the hypersurface S.
The unit normal of this hyperplane is nx ∶= ν(−fi(x)ei + e0) where ν ∶= (1 + ∣df ∣2)−1/2.
The second partial derivatives rij = fije0 determine the second jet [S]2x = (x, f(x), fi(x), fij(x)). If the first jet[S]1x = (x, [ξ]) is fixed, the second jet is determined by the second fundamental forms βx = nx ⋅ (uijdxidxj)e0 =
νfijdx
idxj .
Similarly, the third jet [S]3x = f(x) + fi(x)dxi + fij(x)dxidxj + fijk(x)dxidxjdxk of a hypersurface S with given
second jet [S]2x = (x, [ξ], β) is determined by the cubic form β3x = nx(⋅rijkdxidxjdxk)e0 = νxfijkdxidxjdxk etc.
The stability subgroup H of SE(n + 1) of a point x = (x, u) ∈ Rn+1 is the subgroup H ≃ SO(n + 1).
The stability subgroup H(1) of a point [S]1x = [ξ] ∈ J1x = PT ∗xEn+1 is the subgroup of H which preserves [ξ] , that is
H(1) = SO(ker(ξ)) ≃ SO(n).
The linear action of the group H in the space V = TxS = ker ξ ⊂ TxEn+1 induces the linear standard action in the
fiber pi∗2,1V ≃ S2V ∗ (which is the space of quadratic forms = second fundamental forms). The stabilizer of a point[S]2x = (x, [ξ], β) is the stability subgroup H(2) = H(1)β of the second fundamental form β ∈ S2V ∗ or, equivalently,
the centralizer of the associated symmetric shape operator A = g−1 ○ β. Here g is the metric on V induced by the
Euclidean metric of the ambient space. To sum up
(41) H = StabSE(n+1)(o) = SO(n + 1) , H(1) = StabH(o(1)) = SO(n) , H(2) = StabH(1)(o(2)) ≃ SO(n) .
Let us consider the hyperplane
(42) S = {f(x) = 0}
We shall see in Section 3.2 that the hyperplane (42) will play the role of the fiducial hypersurface in the sense specified
in Definition 2.2. For this reason below we shall use the notation (25).
The second form of (42) is zero and the stabilizer of a point o(2) = [S]2o, where we recall that o = (0,0), coincides with
stabilizer of the point o(1) = [S]1o, hence isomorphic to SO(n) and does not act transitively on the fiber pi−12,1(o(1)).
This implies the following proposition.
Proposition 3.1. The group G = SE(n + 1) acts transitively on J1 and has no open orbit in J1. In particular, the
degree of transitivity of SE(n + 1) on Rn+1 is equal to 1.
Recall that the eigenvalues ki of the shape operator A = g−1 ○ β ∈ End(TxS) of a hypersurface S ⊂ En+1 are the
principal curvatures of S. The following lemma is well known.
Lemma 3.1. Any SO(V )-invariant hypersurface Σ ⊂ S2V ∗ where V = Rn is the Euclidean space has the form Σ ={F (σ1, σ2,⋯, σn) = 0} where F is a smooth function of the elementary symmetric functions σ1 = trA = ∑ki,⋯, σn =
detA = k1 ⋅ ⋅ ⋅ ⋅ ⋅ kn of the eigenvalues of the endomorphism A = g−1 ⋅ β, β ∈ S2V ∗.
Now we are able to describe the class of second order PDEs imposed on hypersurfaces S ⊂ En+1 that is invariant
with respect to the group G = SE(n+ 1) of Euclidean motions. Such PDEs are defined by a G-invariant hypersurfaceE ⊂ J2 (recall that G acts naturally on J2).
We need the following obvious lemma.
Lemma 3.2. Let pi ∶ E → B be a bundle. Assume that the group of automorphisms G of pi acts transitively on B.
Let H = StabG(o) be the stabilizer of the point o ∈ B. Then there is● A natural 1-1 correspondence between H-invariant functions F on pi−1(o) and G-invariant functions Fˆ on
E (where Fˆ (gx) = F (x) for x ∈ pi−1(o) and g ∈ G)
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● A natural 1-1 correspondence between H-invariant hypersurfaces Σ = {F = 0} in pi−1(o) and G-invariant
hypersurfaces EΣ ∶= G ⋅Σ in E.
Applying this lemma to the bundle pi2,1 ∶ J2 → J1 with the action of the group G = SE(n+ 1), we get the following
theorem.
Theorem 3.1. Let [ξ] ∈ PT ∗xEn+1 ≃ J1 and V = V[ξ] = kerξ. Then the fiber J2[ξ] = pi−12,1([ξ]) is identified with the
space S2V ∗ of symmetric bilinear forms. Let F = F (σ1,⋯, σn) be a SO(V ) invariant function on S2V ∗ (that is a
function of elementary symmetric functions of the principal curvatures ki). Denote by Fˆ the natural extension of
the SO(V )-invariant function F in the fiber J2[ξ] to G = SE(n + 1)-invariant function in J2. Then E = {Fˆ = 0} is a
G-invariant second order PDE and any G-invariant second order PDE has such form.
3.2. Construction of local coordinates to describe SE(n + 1)-invariant PDEs. Let us recall that in this
section we use the same basic notation as in Section 3.1, i.e., M = En+1 is the Euclidean (n + 1)-dimensional space
with the standard Euclidean metric and G = SE(n + 1) is the group of Euclidean motions. Coordinates on En+1 are
x1, . . . , xn, u: understood as elements of Rn+1∗, they form an orthonormal basis. The dual (orthonormal) basis of
Rn+1 will be denoted by {e1, . . . , en, e0}. Set o = (0,0, . . . ,0) ∈ Rn+1 and let SF be the hyperplane (42), that below
we denote by SF as we shall use it as fiducial hypersurface (see Definition 2.2).
(43) SF = {u = 0} = ⟨e1, . . . , en⟩ ⊂ Rn+1 .
Accordingly to the definition (25), we let o(k) = [SF ]ko for k ≥ 0. The corresponding stabilizing subgroups (cf. (29))
are (41). It is easy to prove, also taking into account Proposition 3.1, the following proposition.
Proposition 3.2. The hypersurface (43) is a fiducial hypersurface in the sense of Definition 2.2.
We have the following consequences of Propositions 3.1 and 3.2:● The affine sub–bundle R = G ⋅ o(2), defined in (28), has dimension 0.● The representation τ defined in (30) is given by
SO(n) τÐ→ Aff(J2o(1)) ,
g z→ (τ(g) ∶ ξ z→ τ(g)(o(2)) + g(ξ − o(2))) ,
where SO(n) acts naturally on S2S∗F⊗NoSF , the linear space of quadratic forms on ToSF = SF with values in
NoSF = ⟨e0⟩. “Naturally” on ⟨e0⟩ means identically. Hence, the factor ⟨e0⟩ may be skipped in what follows.● The representation (33) corresponds to the standard action
SO(n) τRÐ→ GL (S2S∗F)
of SO(n) on the space S2S∗F of quadratic forms on SF . Being standard, we shall speak of SO(n)–invariant
hypersurfaces Σ in S2S∗F , rather than τR(SO(n))–invariant.
Consider now an SO(n)–invariant hypersurfaces Σ in S2S∗F . According to Theorem 2.1, the PDE
(44) EΣ ⊂ J2 ,
defined by (36), is SE(n + 1)–invariant (see Definition 2.3). Below we shall show how to conveniently pass from a
coordinate description of the SO(n)–invariant hypersurface Σ ⊂ S2S∗F to a description of the corresponding SE(n+1)–
invariant hypersurface EΣ ⊂ J2 in Darboux coordinates.
Lemma 3.3. Let Σ ⊂ S2S∗F be an SO(n)–invariant hypersurface, where SF is the fiducial hypersurface defined by
(43). Let EΣ be the SE(n + 1)–invariant equation (44) associated to Σ. Then the equation EΣ can be described as{f = 0}, where the function f = f(ui, uij) does not depend on x1, . . . , xn, u.
Proof. It follows from Lemma 3.2, by considering the trivial bundle E = Rn+1 × J2o ⊂ J2, and by considering the
Abelian group Rn+1 of translations of En+1. Recall now (see (39) in the proof of Theorem 2.1) thatEΣ = G ⋅ (EΣ)o ,
is the G–invariant extension of the hypersurface (EΣ)o. The latter can be described as the zero set of a function
f = f(ui, uij), since ui, uij are local coordinates in the fibre J2o . We conclude that the hypersurface EΣ is locally
described by f = f(ui, uij) = 0 as, for an arbitrary translation φ ∈ Rn+1, the pull–backs φ(1)∗(ui) and φ(2)∗(uij)
coincide with ui and uij , respectively, for all i, j = 1, . . . , n. 
Remark 3.1. In view of Lemma 3.3, as soon as we obtain a coordinate expression for
(45) (EΣ)o ⊂ J2o ,
the very same coordinate expression describes the entire equation EΣ as well.
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Remark 3.2. Recall that the Darboux coordinates u1, . . . , un on J
1
o coincide with the affine chart induced on the
open neighborhood
(46) U = {zn+1 = −1} ⊂ P(Rn+1∗) = P(T ∗o Rn+1) = J1o
by the projective coordinates on P(Rn+1∗), see Lemma 1.1 above; it may also be useful to stress again that {zn+1 = −1}
is the affine hyperplane in T ∗o Rn+1 that passes through the point −(du)o and it is parallel to the linear hyperplane⟨(dx1)o, . . . , (dxn)o⟩, viz. U = −(du)o + ⟨(dx1)o, . . . , (dxn)o⟩ .
So, from now on we work on the open subset U of J1o . The advantage of U is that it possesses a globally defined
system of coordinates. Its disadvantage is that of lo longer being SO(n + 1)–invariant. That’s why we use below a
“local” version of the notion of invariance.
Recall (see Section 1.4) that J2 is modeled on S2T ∗ ⊗N . As a generator of local sections of the latter over U
we may take dxi ⊙ dxj ⊗ ∂u. The standard second–order jet coordinates uij on J2∣U are precisely the duals of the
aforementioned generators.
Surprisingly enough, they can be regarded as natural coordinates on the symmetric square of the tangent bundle
to U . On the top of that, the dual of such a symmetric square possesses a canonical section, namely a metric. This
is clarified by the next Lemma.
Lemma 3.4. Let U be defined by (46). Define a bundle isomorphism
S2(TU) Φ //
##
J2∣U
}}U
by associating with the symmetric two–vector ∂ui⊙∂uj the point of J2∣U corresponding to dxi⊙dxj⊗∂u. For arbitrary
points p, q ∈ U and an element g ∈ SO(n + 1), such that g ⋅ p = q, consider the open neighborhoods Up and Uq of p and
q, respectively, in U , such that g ⋅ Up = Uq. Then:
(1) there exists a nowhere vanishing function fg on Uq, such that Φ(g ⋅ ξ) = fg(g ⋅ Φ(ξ)), for any local section
ξ ∈ Γ(S2(TU),Up);
(2) there exists a nowhere nondegenerate section h ∈ Γ(S2(T ∗(U)),U), such that g∗(h∣Uq) = h∣Up , where g∗
denotes the pull–back of the diffeomorphism g ∶ Up → Uq.
Before commencing the proof, a few remarks are in order. Indeed, for the sake of lightness of notation, we used
always the symbol “ ⋅” to indicate the group action. However, it should be stressed that in (1) by g ⋅ ξ we mean the
natural action of the local diffeomorphism g on symmetric two–vectors, whereas by g ⋅Φ(ξ) we mean the action of the
lift of g to the second–order jet space J2. So, property (1) tells precisely that—locally speaking—the identification
Φ commutes with the natural actions of SO(n + 1) on the bundle of symmetric two–vectors and on the bundle of
second–order jets.
Similarly, property (2) says that the metric h on U is invariant with respect to the local diffeomorphisms on U
associated with elements of the group SO(n + 1).
Proof of Lemma 3.4. First, observe that the linear bundle S2(T ∣J1o )∗⊗(N ∣J1o )Ð→ J1o modeling J2o Ð→ J1o is SO(n+1)–
invariantly identified with the bundle S2(TJ1o )⊗ (N ∣J1o )∗. Indeed, we have SO(n + 1)–invariant identifications
(47) S2(TJ1)⊗N ∗ ≃ S2(T ∗ ⊗N )⊗N ∗ ≃ S2(T ∗)⊗N .
We can then restrict identification (47) above to the coordinate neighborhood U . In view of the fact that the conormal
bundle N ∗ is locally generated by the contact form (11), one obtains an identification of the linear bundle J2∣U → U
with S2(TU)⊗ (N ∣U)∗, given by
(48) ∂ui ⊙ ∂uj ⊗ θ ←→ (dxi ⊗ ∂u)⊙ (dxi ⊗ ∂u)⊗ θ ←→ dxi ⊙ dxj ⊗ ∂u .
To obtain Φ out of (48) one needs to fix an identification of S2(TU)⊗ (N ∣U)∗ with S2(TU), which is the same as to
fix a nowhere vanishing section of the (trivial) bundle (N ∣U)∗, for instance the generator θ. This obviously breaks
the SO(n + 1)–invariance. Indeed, by applying the same element g ∈ SO(n + 1) to ξ ∈ Γ(S2(TU),Up) and to Φ(ξ),
one obtains the same result up to a nowhere vanishing coefficient fg ∈ C∞(Uq). Indeed, the element g acts on J1 as
a contactomorphism, that is, by preserving the contact distribution. In particular, the pull–back of the contact form
θ via g must be proportional to θ itself. The corresponding proportionality factor is precisely the sought–for fg, viz.
g∗(θ) = fgθ .
This proves (1).
The metric h can be obtained as follows. Regard U as the tangent space at −(du)o to the unit sphere Sn in T ∗o Rn+1
(cf. Remark 3.2 above). Define h as the pull–back, via the central projection of Sn onto U , of the round metric on
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Sn. Then
(49) h = ρ−2 ⎛⎝∑i (ρ2 − u2i )du2i − 2∑i<j uiujduiduj⎞⎠ , ρ = 1 + n∑i=1u2i
and h fulfils the desired property (2). 
Recall (cf. (45)) that our purpose is that of describing in local coordinates the hypersurface (EΣ)o. Now, thanks
to the identification Φ from above Lemma 3.4, we can regard(EΣ)o ∩ J2∣U = (EΣ)∣U ⊂ J2∣U
as a hypersurface of S2TU . The standard jet coordinates (uij) on J2∣U can be regarded, via Φ, as fiberwise linear
functions on S2(TU), that is, as a section of S2(T ∗U). Such a section will be denoted simply by u. On the other
hand, being non–degenerate, the symmetric tensor h can be regarded as a isomorphism from the bundle TU to its
dual T ∗U . This isomorphism allows to regard u as an element of End(TU), viz.
(50) T ∗U h−1 // TU
TU .u
OO
h−1○u
<<
By taking the trace of the dth power of (50) we then obtain a function
(51) τd = τd(uij) ∶= trace((h−1 ○u)d) , Φ(u) = (uij) ,
on the space of sections of J2∣U , regarded as sections of S2(T ∗U) via Φ. By definition, this function is polynomial
of degree d. Observe that (51) can be equivalently regarded as a fiber–wise polynomial function on J2∣U . Indeed,
τd depends not only on the top derivatives uij , but also on all lower–order jet coordinates, that is the Darboux
coordinates {x1, . . . , xn, u, u1, . . . , un} on U . The dependence upon lower–order derivatives is due to the fact that h,
as a tensor on U , depends on the point of U :
(52) τd = τd(xi, u, ui, uij) ∶= trace((h(xi, u, ui)−1 ○u)d) .
The reader should be aware of the fact that the same symbol uij denotes in (51) a section of J
2∣U whereas in (52) it
denotes the value of that same section on the point (xi, u, ui).
Corollary 3.1. Let Σ ⊂ S2S∗F be an SO(n)–invariant hypersurface, where SF is the fiducial hypersurface defined
in (43). Let EΣ be the SE(n + 1)–invariant equation (44) associated to Σ. Consider the standard coordinates{x1, . . . , xn, u, ui, uij} of J2 and regard the ui’s as coordinates on the open subset U ⊂ J1o (cf. Remark 3.2). Then(EΣ)∣U = {f(τ1(uij), . . . , τn(uij)) = 0} ,
as a hypersurface of J2∣U .
Proof. By evaluating h at o(1), the functions τd defined by (52) become polynomial functions on the fibre J2o(1) , that
is, on S2S∗F . It is well known [17] that these are the generators of the algebra of SO(n)–invariant functions on S2S∗F .
Therefore, there must exists a functional combination of them whose zero locus is precisely Σ. In other words, there
exists a function f such that
Σ = {q ∈ S2S∗F ∣ f(τ1(o(1), q), . . . , τn(o(1), q)) = 0} .
Recall (cf. (51)) that the functions τd’s are functions on S
2(TU). Accordingly,
F (uij) ∶= f(τ1(uij), . . . , τn(uij))
is a function on S2(TU) as well. Let ZF ∶= {v ∈ S2(TU) ∣ F (v) = 0} be the corresponding zero locus. Consider
p, q, g,Up,Uq,Φ as in Lemma 3.4 above. From property (2) it follows that
g ⋅ F = F ,
whence g ⋅ZF = ZF . That is, ZF is locally SO(n + 1)–invariant as a hypersurface in S2(TU).
Regard now ZF as a hypersurface of J
2∣U via Φ. From property (1) of Lemma 3.4 above it follows that
g ⋅Φ−1∗(F ) = fgΦ−1∗(g ⋅ F ) = fgΦ−1∗(F ) ,
whence
g ⋅ (Φ(ZF )) = Zg⋅Φ−1∗(F ) = ZfgΦ−1∗(F ) = ZΦ−1∗(F ) = Φ(ZF ) .
That is, Φ(ZF ) is locally SO(n + 1)–invariant.
The proof will be completed once we prove that Φ(ZF ) is precisely (EΣ)∣U . To this end, observe that, from the
SO(n+ 1)–invariance of (EΣ)0 it follows that g ⋅ (EΣ)p = (EΣ)q, i.e., the local invariance of (EΣ)∣U . Then we have two
locally invariant sub–bundles, such that the respective fibers at o(1) coincides: therefore, the two sub–bundles are
the same. 
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We can finally state our result on the local expression of the SE(n + 1)–invariant PDE EΣ associated to a SO(n)–
invariant hypersurface Σ according to Theorem 2.1.
Recall that SF is equipped with the scalar product ho(1) (see (49)), thanks to which any quadratic form q ∈ S2S∗F
can be regarded as an endomorphism h−1
o(1) ○ q of SF . Let
(53) λi ∶ S2S∗F Ð→ R
be the function associating with q the ith eigenvalue of the endomorphism h−1
o(1) ○ q, with i = 1, . . . , n.
Remark 3.3. Observe that both the above–defined λi’s and the τd’s defined by (51) generate the algebra of SO(n)–
invariants of S2S∗F . In particular, for any functional combination f ○ (λ1 ×⋯ × λn) of the λi’s there exists a unique
functional combination f ○ (τ1 ×⋯ × τn) of the τd’s, such that
f ○ (λ1 ×⋯ × λn) = f ○ (τ1 ×⋯ × τn)
as functions on the space S2S∗F of all quadratic forms on SF .
Corollary 3.2. Let Σ ⊂ S2S∗F be a SO(n)–invariant hypersurface given by
Σ ∶= {q ∈ S2S∗F ∣ f(λ1(q), . . . , λn(q)) = 0} .
Then, in the standard jet coordinates on J2 induced from the global coordinates {x1, . . . , xn, u} on Rn+1, we have
(54) EΣ = {uij ∈ J2 ∣ f(τ1(uij), . . . , τn(uij)) = 0} .
Proof. The first part follows from the proof of Lemma 3.3; the second part from Remark 3.3. 
We stress that, by virtue of Lemma 3.3, the function f(τ1(uij), . . . , τn(uij)) does not depends explicitly on the
xi’s and u.
3.2.1. The minimal surface equation and the Monge–Ampe`re equation in R3. Let us begin testing Corollary 3.2 in
the case n = 2. We denote the coordinates of R3 by x, y, u, instead of x1, x2, u. Accordingly, the corresponding
coordinates on J2 = J2(2,R3) will be x, y, u, ux, uy, uxx, uxy, uyy. Recall (see the beginning of this section) that the
origin o is the zero of R3, that the fiducial surface SF is just R2 and that ux, uy are coordinates of the open subsetU of J1o .
In order to rewrite formula (74) for n = 2, we need first the expression of the metric (49) in the coordinates ux, uy.
Since ρ = 1 + u2x + u2y we have
(55) h = ρ−2 ((1 + u2y)du2x − 2uxuyduxduy + (1 + u2x)du2y) .
Hence, for any section
u = ( uxx uxy
uxy uyy
)
of S2(T ∗U), the corresponding homomorphism h−1 ○u ∶ TU Ð→ TU is represented by the matrix
(56) h−1 ○u = ρ−2 ((1 + u2y)uxx − uxuyuxy (1 + u2x)uxy − uxuyuxx(1 + u2y)uxy − uxuyuyy (1 + u2x)uyy − uxuyuxy)
and therefore
λ1 = 1
2
(trace(h−1 ○u) ±√trace(h−1 ○u)2 − 4 det(h−1 ○u)) ,
λ2 = 1
2
(trace(h−1 ○u) ∓√trace(h−1 ○u)2 − 4 det(h−1 ○u)) ,
where
τ1 = trace(h−1 ○u) = ρ−2 ((1 + u2y)uxx − 2uxuyuxy + (1 + u2x)uyy)(57)
1
2
(τ21 − τ2) = det(h−1 ○u) = 2ρ−3(uxxuyy − u2xy).
Hence, if Σ = {f(λ1, λ2) = 0} is a given hypersurface in S2S∗F = S2R2∗, then the corresponding SE(3)–invariant PDEEΣ ⊂ J2(2,E3) is given by
EΣ = {f (1
2
(trace(h−1 ○u) +√trace(h−1 ○u)2 − 4 det(h−1 ○u) , 1
2
(trace(h−1 ○u) −√trace(h−1 ○u)2 − 4 det(h−1 ○u))) = 0} .
If, for instance, we set f(λ1, λ2) to be λ1 + λ2 or λ1λ2, we obtain the familiar form of the minimal surface equation,(1 + u2y)uxx − 2uxuyuxy + (1 + u2x)uyy = 0 ,
or the Monge–Ampe`re equation
uxxuyy − u2xy = 0 ,
respectively.
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3.2.2. The Monge–Ampe`re equation in Rn. The case of SE(n + 1)–invariant equations on Rn is formally analogous.
We simply stress the general formulas corresponding to (55), (56) and (57) are
h = ρ−2 ⎛⎝∑i (ρ2 − u2i )du2i − 2∑i<j uiujduiduj⎞⎠
(h−1 ○u)ik = uik − ρ−2∑
j
uiujujk = ρ−2 ⎛⎝(ρ2 − u2i )uik −∑j≠iuiujujk⎞⎠
trace(h−1 ○u) = ∑
i
(q♯)ii = ρ−2∑
i
⎛⎝(ρ2 − u2i )uii −∑j≠iuiujuji⎞⎠ ,
respectively. In analogy with the case n = 3 above, the Monge–Ampe`re equation in n variables will correspond to the
function λ1λ2⋯λn on S2Rn∗.
4. Invariant PDEs imposed on hypersurfaces of Sn+1
In this section M is the (n + 1)–dimensional sphere Sn+1. Also, we denote by g the spherical metric on it,
that is the metric induced on Sn+1 by the Euclidean metric of the surrounding Rn+2. The conformal manifold(Sn+1, [g]), henceforth referred to as the conformal sphere, possesses a particularly well–behaved group of conformal
transformations, that is equal to SO(1, n+ 2) (see Proposition 4.1 below). Accordingly, our group G will be equal to
SO(1, n + 2).
The main difference between the conformal case and the Euclidean one, dealt with in Section 3 above, is the fact
that now R (cf. (28)) has positive dimension.
A local expression, in the case n = 2, of the unique SO(1,4)-invariant PDE, is given in Section 4.0.1, where the
obtained PDE is described in terms of Fubini first conformally invariant fundamental form, see [10].
Proposition 4.1. The group Conf(Sn+1, [g]) is canonically isomorphic to SO(1, n + 2).
The proof of Proposition 4.1 above is classical (see, e.g., [7, Section 1A] or [12, Theorem 12.17]). We limit
ourself to collecting some relevant notions that will be used later on. Let us choose n + 3 coordinate functions
λ,u, t, x1, . . . , xn ∈ Rn+3∗ on Rn+3 and fix the nondegenerate quadratic form
(58) − λ2 + u2 + t2 + ∥x∥2
of signature (−,+,⋯,+), where x = (x1, . . . , xn) and ∥x∥ is the Euclidean norm. The dual (orthonormal) basis of
Rn+3 will be denoted by {ẽ, e0, o, e1, . . . , en}. The set
(59) S ∶= {` ∈ RPn+2 ∣ ` is null with respect to (58)}
will be called the celestial sphere. The tangent space to S at a point ` ∈ S can be described as
(60) TS = `∗ ⊗ `⊥
`
.
The sphere
(61) Sn+1 = {u2 + t2 + ∥x∥2 = 1} ⊂ ẽ⊥
is the intersection of the null cone (that is, the cone Ŝ over S) with the hyperplane λ = 1. The conformal class
(62) c ⊂ S2(T ∗S)
can be understood as follows: any future and timelike vector determines a realization of S as a sphere; by pulling
back the round metric from the sphere to S, for different realizations, we do not need to obtain the same result:
however, they will be all proportional to each other thus giving rise to the conformal class that we denoted by c.
The basis element o = (0,0,1,0, . . . ,0) ∈ Rn+3 will play the role of our origin. Indeed, o ∈ Sn+1 by construction, see
(61). The corresponding null line in the celestial sphere S will be denoted by `o and `o = [1 ∶ 0 ∶ 1 ∶ ⋯ ∶ 0] = ⟨ẽ + o⟩.
Now as a fiducial hypersurface we choose
(63) SF = Sn+1 ∩ e⊥0 ⊂ Sn+1 ,
that is a conformally flat hypersphere Sn embedded in our Sn+1 and, exactly as before, we let o(k) = [SF ]ko for k ≥ 0.
Since ToSn+1 = ⟨ẽ, o⟩⊥, we have in particular that
(64) o(1) = [SF ]1o = ToSF = ⟨ẽ, e0, o⟩⊥ = ⟨e1, . . . , en⟩ ⊂ ToSn+1 = ⟨ẽ, o⟩⊥ = ⟨e0, e1, . . . , en⟩ ⊂ Rn+3 .
Corollary 4.1. Let G = SO(1, n + 2). Then Sn+1 = G/H, with H ≅ CO(n + 1) ⋉Rn+1∗.
Proof. Since SO(1, n+2) acts transitively on Rn+3∖{0} and then on P(Rn+3), it also acts transitively on the celestial
sphere S of R1,n+2 and then, from the identification S ≅ Sn+1 (see Proposition 4.1), it follows that SO(1, n + 2) acts
transitively on Sn+1 as well.
It remains then to show that the stabilizer
H = StabG(o) = StabSO(1,n+2)(`o)
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is isomorphic to CO(n+ 1)⋉Rn+1∗. To this end, let us observe that an element φ ∈ SO(1, n+ 2) fixes `o if and only if
it fixes the hyperplane `⊥o of Rn+3. This implies that φ, once restricted to `⊥o, becomes an orthogonal transformation
(with determinant one). Indeed, the scalar product of R1,n+2 restricts to a degenerate bilinear form on `⊥o, since
the one–dimensional subspace `o is orthogonal to the entire space `
⊥
o. Therefore φ induces a well–defined orthogonal
transformation φ`⊥o/`o (with determinant one) of the quotient space `⊥o`o and a isomorphism φ∣`o of `o. Indeed, the(n+1)–dimensional space `⊥o
`o
inherits a positive–definite scalar product and all the isomorphisms of `o can be extended
to orthogonal transformations (with determinant one) of `⊥o. In other words, there is a group epimorphism
H Ð→ SO ( `⊥o
`o
) ×GL(`o) ,
φ z→ (φ`⊥o/`o , φ∣`o) .(65)
Let us suppose now that φ belongs to the kernel of the epimorphism (65). This means that φ`⊥o/`o is the identity
of
`⊥o
`o
and also that φ∣`o is the identity of `o. Recall that `o = ⟨ẽ + o⟩, whence `⊥o = ⟨ẽ + o, e0, e1, . . . , en⟩. Therefore φ
maps ẽ+ o to itself and ei to ei +αi(ẽ+ o), for all i = 0,1, . . . , n, where αi are arbitrary numbers. In other words, φ is
unambiguously determined by the (n+1)–tuple α ∶= (α0, α1, . . . , αn). More precisely, α is an element of Hom(`⊥o, `o),
vanishing on `o, such that φ∣`⊥o = id`⊥o +α. It is easy to prove that φ is uniquely determined by its restriction φ∣`⊥o , for
instance choosing ẽ as a complementary element to `⊥o in Rn+3 and proving that φ(ẽ) is determined by φ∣`⊥o . We have
thus proved that the kernel of (65) is precisely ( `⊥o
`o
)∗ ⊗ `o.
Bearing in mind (60) we finally obtain
(66) StabSO(1,n+2)(`o) = (SO ( `⊥o`o ) ×GL(`o)) ⋉ (( `⊥o`o )∗ ⊗ `o) = (SO ( `⊥o`o ) ×GL(`o)) ⋉ T ∗`oS= CO(T`oS) ⋉ T ∗`oS = CO(ToSn+1) ⋉ T ∗o Sn+1 = CO(n + 1) ⋉Rn+1∗ .

Observe now that, via the identification of the celestial sphere S with the conformal sphere Sn+1, the fiducial
hypersurface SF defined by (63) corresponds to the hyperplane section
(67) Se0 ∶= P(e⊥0) ∩ S ⊂ RPn+2 = P(Rn+3)
of S. Accordingly,
ToSF ≡ T`oSe0 = `∗o ⊗ `⊥o ∩ e⊥0`o = `∗o ⊗ ⟨`o, e0⟩
⊥
`o
is a hyperplane in
T`oS = `∗o ⊗ `⊥o`o .
Corollary 4.2. The subgroup
H(1) = StabH(o(1))
is isomorphic to (CO(n) ×Z2) ⋉Rn+1∗.
Proof. Recall from the proof of Corollary 4.1 that the factor T ∗`
o
S of H acts trivially on T`oS. Therefore,
H(1) = StabCO(T`oS)(T`oSe0) ⋉ T ∗`oS ,
where T`oSe0 is understood as a point of J1o = P(T ∗`oS) and CO(T`oS) acts naturally on P(T ∗`oS).
It will be useful to identify CO(T`oS) with SO ( `⊥o`o ) × GL(`o), as in (66). Therefore, an element (φ, t) of the
aforementioned product belongs to H(1) if and only if (φ, t), acting naturally on `∗o ⊗ `⊥o`o , preserves the hyperplane
T`oSe0 . This does not impose any restriction on t, but φ must restrict to an orthogonal transformation (with
determinant ±1) of the n–dimensional Euclidean subspace ⟨`o,e0⟩⊥
`o
of
`⊥o
`o
and to the ∓1 action on the line ⟨`o,e0⟩
`o
. In
other words, (φ, t) is the generic element of the group
O(⟨`o, e0⟩⊥
`o
) ×GL(`o) = CO(`∗o ⊗ ⟨`o, e0⟩⊥`o ) ×Z2 = CO (T`oSe0 ) ×Z2 = CO(n) ×Z2 .

Finally, using once again the identification of the celestial sphere S with the conformal sphere Sn+1, we observe
that J2
o(1) is modeled by
S2(T ∗o SF)⊗NoSF = S2(T ∗`oSe0)⊗N`oSe0 ,
which is not irreducible as a CO(n) ×Z2–module, since it contains the CO(n) ×Z2–invariant subspace
(68) c`o ⊗N`oSe0 ,
where c is the conformal class defined by (62). From the proof of Corollary 4.2 it follows that the factor CO(T`oS)
acts naturally on S2(T ∗`
o
Se0), whereas the factor Z2 acts by ±1 on NoSF .
INVARIANT PDES ON HOMOGENEOUS MANIFOLDS VIA THE AFFINE STRUCTURE OF THE BUNDLES OF JET SPACES 17
Proposition 4.2. The following facts are true:
(1) The degree of transitivity of SO(1, n + 2) on Sn+1 is equal to 1.
(2) The hypersurface SF defined by (63) is a fiducial hypersurface in the sense of Definition 2.2.
(3) R is a one–dimensional affine sub–bundle modeled by R ∶= c ⊗NSe0 , with c given by (62) and Se0 given by
(67).
Proof. It has already been pointed out that SO(1, n + 2) acts transitively on Sn+1, see the proof of Corollary 4.1.
Then H acts on the fibre ToSn+1 via the conformal group CO(ToSn+1). Since the latter is transitive on P(T ∗o Sn+1),
the action of SO(1, n + 2) on J1 is transitive as well.
From the proof of Corollary 4.2 we know that H(1) acts on the n(n+1)
2
–dimensional fibre J2
o(1) via the (n(n−1)2 +1)–
dimensional subgroup CO(n), so that there cannot be open H(1)–orbits in J2
o(1) . Accordingly, there are no open
SO(1, n + 2)–orbits in the whole J2 as well, and the degree of transitivity is 1.
By the transitivity of SO(1, n + 2) on J1 it follows that the orbit Jˇ1 of o(1) in J1 is the whole J1. Let us prove
that the orbit of o(2) in J2 is a one–dimensional affine sub–bundle of J2 → J1 modeled by R. In view of the just
proved transitivity of SO(1, n + 2) on J1, it suffices to check that the H(1)–orbit of o(2) in J2
o(1) , which we denote byRo(1) , is an affine space modeled by R`o , that is (68). To this end, we need a convenient description of the orbit
(69) Ro(1) = {[φ ⋅ SF ]2o ∣ φ ∈H(1)} = {[φ ⋅ Se0]2`o ∣ φ ∈H(1)} ⊂ J2o(1)
made of the 2nd jets at o of the hypersurfaces φ ⋅ SF ⊂ Sn+1, which are all tangent (at o) to the fiducial hypersphere
SF for any φ ∈H(1), that is the same as the set of 2nd jets at `o of the hypersurfaces φ ⋅Se0 ⊂ S, which are all tangent
(at `o) to the hyperplane section Se0 of S. Directly from (67) we see that
φ ⋅ Se0 = φ ⋅ (P(e⊥0) ∩ S) = P(φ ⋅ e⊥0) ∩ S = P((φ ⋅ e0)⊥) ∩ S = Sφ⋅e0 .
From the proof of Corollary 4.2 we know that φ fixes ⟨`o, e0⟩⊥. Since, for φ = id the space (φ ⋅ e0)⊥ contains ⟨`o, e0⟩⊥,
the entire family (φ ⋅ e0)⊥ of hyperplanes will contain the (n + 1)–dimensional linear subspace ⟨`o, e0⟩⊥ of Rn+3. Or,
equivalently, the 2–dimensional subspace ⟨`o, e0⟩ contains the line spanned by φ ⋅e0. The space of all such lines is the
domain of the affine chart Hom(⟨e0⟩ , `o) of P(⟨`o, e0⟩), and it can be proved that H(1) acts transitively on it. More
precisely, for any φ ∈ H(1) there is a µ ∈ R, such that φ corresponds to µu⊗ o. Finally we interpret the latter as the
line R(e0 + µo). In other words, we have recast (69) as followsRo(1) = {[Se0+µo]2`o ∣ µ ∈ R} .
The above–defined Ro(1) is, by construction, one–dimensional. In order to prove that it is an affine space modeled
on the (one–dimensional) linear space Ro(1) , it suffices to prove that
(70) [Se0+µo]2`o − o(2) ∈ Ro(1) .
To this end, recall that Ro(1) = c`o ⊗N`oSe0 , see (68); we also employ the same coordinate λ,u, t, x1, . . . , xn ∈ Rn+3∗
on Rn+3 introduced at the beginning of this section. Then Se0+µo, as a projective variety in RPn+2, is cut out by the
equations (58), that is −λ2 + u2 + t2 + ∥x∥2
and u = µt.
We may then locally (thus setting λ = 1) solve for t and u in terms of the xi:
t = ±1 +√1 − (1 + µ2)∑x2i
1 + µ2 , u = µt.
Then, a Taylor expansion at x = 0 gives t = − 1
2 ∑x2i , whence
(71) u = −µ
2
∑x2i .
Now ∑x2i is a generator of the conformal class c`o and (71) expresses Se0+µo as the graph of a function u = u(x).
Since o(2) corresponds to the zero function u = 0, (70) has been ascertained.
This concludes the proof of both claims (2) and (3).

We can then identify J2
o(1) with S2Rn∗ and τ(H(1)) with CO(n)×Z2. Then the τ(H(1))–action on J2o(1) corresponds
to the natural action of CO(n) on S2Rn∗ times the ± id action of Z2 on S2Rn∗ or, equivalently, to the action of
O(n)×R× on S2Rn∗. Furthermore, both Ro(1) and Ro(1) can be identified with ⟨q⟩, where q ∈ S2Rn∗ is the Euclidean
metric. Therefore, the τR(H(1))–action on J2o(1)/Ro(1) coincides with the CO(n) ×Z2–action on the space
S20R
n∗ ∶= S2Rn∗⟨q⟩
of trace–free quadratic forms on Rn. Or, more intrinsically, with the CO(ToSF) ×Z2–action on the space
S20T
∗
o SF ∶= S20T ∗o SFc .
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Let us consider a CO(ToSF) × Z2–invariant hypersurface Σ in S20T ∗o SF or, equivalently, a CO(n) × Z2–invariant
hypersurface in S20Rn∗. According to Theorem 2.1, the equation
(72) EΣ ⊂ J2 ,
defined by (36), is SO(1, n + 2)–invariant (see Definition 2.3).
In analogy with the Euclidean case, we show now how to pass from a coordinate description of the CO(n) × Z2–
invariant hypersurface Σ to a description of the corresponding SO(1, n+2)–invariant hypersurface EΣ ⊂ J2 in Darboux
coordinates. In the present case, however, passing to local coordinates forces us to use the stereographic projection.
Namely, regard Sn+1 as the unit sphere in the (n + 2)–dimensional linear space ẽ⊥, whose coordinates, according to
our setting, are {u, t, x1, . . . , xn}, cf. (64). We thus define local coordinates {u,x1, . . . , xn} on Sn+1 by means of the
stereographic projection
(73) Sn+1 ∖ {−o}→ o + ToSn+1 ≃ ⟨ẽ, o⟩⊥ ,
and then taking {u,x1, . . . , xn} as coordinate functions on ⟨ẽ, o⟩⊥ = ⟨e0, e1, . . . , en⟩. These local coordinates on Sn+1
are immediately extended to J2(n,Sn+1), as in Section 1.3 above.
Lemma 4.1. Let Σ ⊂ S2T ∗o SF be a CO(n)×Z2–invariant hypersurface, where SF is the fiducial hypersurface defined
in (63). Let EΣ be the SO(1, n + 2)–invariant equation (72) associated to Σ. Then, in the aforementioned coordinate
system on J2, the equation EΣ can be described as {f = 0}, where the function f = f(ui, uij) does not depend on
x1, . . . , xn, u.
Proof. Follows from the fact that the stereographic projection (73) is a conformal transformation between the con-
formal sphere Sn+1 and the space ⟨ẽ, o⟩⊥, equipped with the conformal class of the Euclidean metric induced from
the Lorentzian metric (58) on R1,n+2.
Therefore, SO(1, n + 2) contains the Abelian group ⟨ẽ, o⟩⊥ of translations of ⟨ẽ, o⟩⊥, which has an open orbit in
Sn+1 passing through the origin o ∈ Sn+1. Continuing as in the proof of Lemma 3.3, one easily sees that, if the fibre(EΣ)o of EΣ at o is the zero set of a function f = f(ui, uij), then same function f describes the equation EΣ over
the aforementioned orbit as well. The only difference with respect to the Euclidean case, is that now the orbit is a
proper subset of J1. 
The next step is identical as in the Euclidean case. Namely, we introduce the open neighborhood U in J1o as in
Lemma 1.1 and, recalling Lemma 3.4, we identify S2TU with J2∣U and consider the section h ∈ Γ(S2(T ∗(U)),U).
The only difference is that now we have a positive–dimensional sub–bundle R∣U (see Proposition 4.2 3), which must
correspond to a rank–one sub–bundle in S2TU . Since such a sub–bundle has to be invariant under the (local) action
of H(1) (see Corollary 4.2), it is necessarily the line sub–bundle spanned by h. We have then(J2/R)∣U ≃ (S2TU)/ ⟨h⟩ = S20TU ,
where S20TU is the trace–free sub–bundle (complementary to R∣U ). We introduce also the canonical projection
r ∶ S2TU → S20TU . It is now possible to adapt diagram (50) and the definition (51) to the present “trace–free
setting”. More precisely, (50) becomes
T ∗U h−1 // TU
TU .r(u)
OO
h−1○r(u)
<<
and (51) reads ○
τd = ○τd(uij) ∶= trace((h−1 ○ r(u))d) , Φ(u) = (uij) ,
where now 2 ≤ d ≤ n. (For d = 1 one would get 0.)
Corollary 4.3. Let Σ ⊂ S2T ∗o SF be a CO(n) × Z2–invariant hypersurface, where SF is the fiducial hypersurface
defined in (63). Let EΣ be the SO(1, n + 2)–invariant equation (72) associated to Σ. Consider the standard jet
coordinates {x1, . . . , xn, u, ui, uij} obtained by extending the system {x1, . . . , xn, u} of local coordinates on Sn+1∖{−o}
and regard the ui’s as coordinates on the open subset U ⊂ J1o , cf. Remark 3.2. Then(EΣ)∣U = {f(○τ2(uij), . . . , ○τn(uij)) = 0} ,
as a hypersurface of J2∣U .
Proof. Identical to the proof of Corollary 3.1, since the
○
τd’s generate the algebra of CO(n)–invariant polynomials on
S20Rn∗. 
The final result of this section mirrors Corollary 3.2. Indeed, we are finally able to give the local expression of the
SO(1, n+ 2)–invariant PDE EΣ associated to a CO(n)×Z2–invariant hypersurface Σ according to Theorem 2.1. The
functions
λi ∶ S2T ∗o SF Ð→ R
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are defined exactly as before, see (53). The statement of Remark 3.3, however, has to be adapted to the present
context. More precisely, now we have that for any functional combination f ○ (λ1 ×⋯ × λn) of the λi’s, such that
n∑
i=1λi = 0 ,
there exists a unique functional combination f ○ (○τ1 ×⋯ × ○τn) of the ○τd’s, such that
f ○ (λ1 ×⋯ × λn) = f ○ (○τ1 ×⋯ × ○τn)
as functions on the space S20T
∗
o SF of all trace-free quadratic forms on ToSF .
Corollary 4.4. Let Σ ⊂ S20T ∗o SF be a CO(n) ×Z2–invariant hypersurface given by
Σ ∶= {q ∈ S20T ∗o SF ∣ f(λ1(q), . . . , λn(q)) = 0} .
Then, in the standard jet coordinates on J2 induced from the local coordinates {x1, . . . , xn, u} on Sn+1, we have
(74) EΣ = {uij ∈ J2 ∣ f(○τ1(uij), . . . , ○τn(uij)) = 0} .
4.0.1. Equation of umbilical points for n = 2. Now we test the result of Corollary 4.4 to the case n = 2. Reasonings
are identical to those of the corresponding Section 3.2.1 in the Euclidean case. Here we adopt the same notation
used in that section, i.e., local coordinates on J2 = J2(2,S3) will be x, y, u, ux, uy, uxx, uxy, uyy. The present case is
even easier, since d takes only the value 2 and then we have the single generator:
○
τ2 = τ2 − 1
2
τ21 = 12τ21 − 2ρ−3 (uxxuyy − u2xy) .
Writing it more explicitly, we have
2ρ4
○
τ2 = ((1 + u2y)uxx − 2uxuyuxy + (1 + u2x)uyy)2 − 4(1 + u2x + u2y)(uxxuyy − u2xy).
Note that the right hand side term of above equation is proportional to H2−K, where H is the mean curvature, and K
the Gauss curvature. We underline that the quantity H2−K is the coefficient of the Fubini first conformally invariant
fundamental form, see [10]. Also, H2 −K = 1
4
(k1 − k2) where k1 and k2 are the principal curvatures. Therefore, in
virtue of Corollary 4.4, all the SO(1,4)–invariant PDEs in J2(2,S3) are the zero locus of H2 −K, describing point
having the same principal curvatures, i.e., umbilical points. Thus, we have a unique such an invariant PDE, namelyE ∶= {[S]2x ∣ S is a surface in S3 such that H2(S) −K(S) = 0} .
In fact, E is a system of two PDEs. Indeed, examining E over the point o(1), i.e., with u1 = u2 = 0, one readily obtains
a sum of squares, so that—by invariance—also the whole PDE E is a subset of codimension 2. In fact, Eo(1) is simplyRo(1) ⊂ J2o(1) , and therefore E is merely an algebraic manifestation of R ⊂ J2. The solutions of E are the surfaces S
whose second fundamental form is pure trace, and these are known to be precisely the (local pieces of) hyperspheres
in S3.
5. Invariant PDEs imposed on hypersurfaces of An+1 and Pn+1
We pass now to two examples where the degree of transitivity is two. One is the (n + 1)–dimensional affine space
An+1, regarded as homogeneous space of the affine group Aff(n + 1). Another is the (n + 1)–dimensional projective
space Pn+1, regarded as homogeneous space of SL(n + 2). In both cases we shall obtain third order scalar PDEs in
n independent variables. In particular, we shall see how the Aff(n + 1)-invariant PDE can be described in terms of
Fubini–Pick invariant (see, e.g., [2, Section 2.2], [8, Section 1], [11, Section 3.5]; see also the original work of Blaschke
[4]), that is essentially described in Corollary 5.1.
5.1. The affine case. By the symbol An+1 we denote the linear space Rn+1, regarded as an affine space (over itself).
As group acting transitively on An+1 we choose now
G = Aff(n + 1) = Rn+1 ⋊GL(n + 1) .
The coordinates x1, . . . , xn, u on Rn+1 and the corresponding basis of {e1, . . . , en, e0} are going to be the same as in
Section 3. Since An+1 still possesses the zero, we set o ∶= 0 ∈ An+1. The role of fiducial hypersurfaces, however, will
be played now by a quadric
(75) SF = {u = ⟨x,x⟩} ,
where
(76) ⟨ ⋅ , ⋅ ⟩
is a scalar product on Rn = ⟨e1, . . . , en⟩ of signature p,n − p and x = (x1, . . . , xn) denotes the generic element of Rn.
As before, we let o(k) ∶= [SF ]ko for k ≥ 0, so that the point o(1) = [SF ]1o will be again the tangent space T0SF ∈ J1,
that is the “horizontal” hyperplane Rn.
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Lemma 5.1. The stabilizing subgroups corresponding to the origins o(k), for k = 0,1,2,3, are:
H = StabG(o) = GL(n + 1) ,(77)
H(1) = StabH(o(1)) = (Rn ⋊GL(n)) ×R× ,(78)
H(2) = StabH(1)(o(2)) = (Rn ⋊O(p,n − p)) ×R× ,(79)
H(3) = StabH(2)(o(3)) = O(p,n − p) ×R× .(80)
Proof. Formula (77) is well–known: an affine transformation preserves the zero if and only if it is linear.
Concerning (78), note that a (n+ 1)× (n+ 1) nonsingular matrix preserves the hyperplane Rn if and only if it has
the form ( A w
0 µ
) ,
where A ∈ GL(n), w ∈ Rn and µ ∈ R×. In what follows it is going to be useful to separate the following three factors
(beware the abuse of notation):
A ∶= ( A 0
0 1
) , w ∶= ( In w
0 1
) , µ ∶= ( In 0
0 µ
) .
Let us observe that:● the matrix A acts naturally on the hyperplane Rn while not affecting the complementary line ⟨e0⟩;● the scalar µ rescales the elements of the line ⟨e0⟩ while not affecting the complementary hyperplane Rn;● the vector w acts on the affine hyperplane u = 1 by translation by w: in particular, it “tilts” the line ⟨e0⟩
into the line ⟨e0 +w⟩.
It will be crucial to understand how these transformations affect the fiducial hypersurface SF .
u=0
u=1
u=<x,x>
Now let us finish the proof that StabH(o(1)) = (Rn ⋊GL(n)) ×R×. To this end, it suffices to observe that
( A w
0 µ
) = µ ⋅ ( µ−1A µ−1w
0 1
) ,
whence it immediately follows that StabH(o(1)) is the direct product of the subgroup of matrices
(81) ( A w
0 1
)
and the multiplicative group R×. But (81) are nothing but affine matrices, that is, elements of Rn ⋊GL(n).
Let us pass to (79), i.e., to the computations of the stabilizer StabH(1)(o(2)) of the second jet at 0 of the quadric
hypersurface SF . In view of the structure of H(1), we may treat each transformation A, w and µ separately. The
crucial remark is that, thanks to the identification
(82) J2o(1) ≡ S2T ∗0 SF ⊗N0SF = S2Rn∗ ⊗ ⟨∂u⟩ ,
the point o(2) is identified with 2Q ⊗ ∂u, where Q is the quadratic form associated to the scalar product (76). In
particular,
A ⋅ o(2) ≡ 2A∗(Q)⊗ ∂u ,
therefore A ⋅ o(2) = o(2) if and only if A∗(Q) = Q, that is, A ∈ O(p,n − p). It then remains to prove that both
transformations w and µ do not move o(2).
It is easy to see that the transformation µ maps ∂u into µ
−1∂u while simultaneously transforming Q into µQ,
where the symbol µ−1 denotes the inverse of the nonzero number µ. In view of (82), this means that
µ ⋅ o(2) ≡ µ2Q⊗ µ−1∂u = 2Q⊗ ∂u ≡ o(2) .
Transformations of type w take a more radical toll on the fiducial hypersurface SF . However, even if the resulting
hypersurface w(SF) looks like a “slanted parabola”, the second–order jet at zero of w(SF) will be the same as the
original hypersurface SF .
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w(SF)SF
In order to see this, notice that from SF = {(x,Q(x)) ∣ x ∈ Rn} we get
w(SF) = {w ⋅ (x,Q(x)) ∣ x ∈ Rn} = {(x +Q(x)w,Q(x)) ∣ x ∈ Rn} .
Observe that the function t(x) ∶= x+Q(x)w is a small deformation of the identity in a sufficiently small neighborhood
of zero. As such, t(x) will admit a (local) inverse. We claim, that
(83) x(t) ∶= t −Q(t)w
approximates the inverse of t(x) up to third–order terms. Indeed,
t(x(t)) = t −Q(t)w +Q(t −Q(t)w)w= t −Q(t)w + (Q(t) − 2Q(t)⟨w, t⟩ +Q2(t)Q(w))w= t − (2Q(t)⟨w, t⟩ +Q2(t)Q(w))w= t + o(∥t∥3) .
This will allow to work with the graph of the function f(t) ∶= Q(x(t)) instead of the hypersurface w(SF), as long
as only jets at zero up to second order are concerned. In particular,
(84) ∇f(0) = ∇Q(0) ⋅ ∂x
∂t
(0) = ∇Q(0) ,
since the Jacobian ∂x
∂t
at zero is the identity. We have then proved that [f]10 = o(1). Analogously,
∂2f
∂ti∂tj
(0) = ∂
∂tj
( ∂Q
∂xk
∂xk
∂ti
)(0) = ∂2Q
∂xh∂xk
∂xh
∂tj
∂xk
∂ti
(0) + ∂Q
∂xk
∂2xk
∂tj∂ti
(0) = ∂2Q
∂xh∂xk
(0)δhj δki = ∂2Q∂xi∂xj (0) ,
since the first derivatives of Q vanish at the origin. Then we also have that [f]20 = o(2). This concludes the proof
that H(2) = (Rn ⋊O(p,n − p)) ×R×: indeed only the second factor of H(1) has become smaller.
In order to deal with the last case, i.e., H(3), it suffices to observe that, in view of the third–order analogue of
formula (82), viz.
(85) J3o(2) ≡ S3Rn∗ ⊗ ⟨∂u⟩ ,
transformations of type A (where now A ∈ O(p,n − p)) and of type µ do not change the third–order jet at zero o(3)
of the fiducial hypersurface SF . However, the third–order jet at zero of w(SF) will not be the o(3), unless w = 0.
We have already observed that f(t) and Q(x) have the same derivatives at 0 up to order two.
To study the third–order jet at zero of w(SF) we need compute the third derivatives of f , where now f(t) =
Q(x(t)), with x(t) being the true inverse of t(x), and not the approximated one, i.e., (83). The reason why we use
the same symbol for both the exact and the approximated (local) inverse, beside an evident notation simplification,
is that the final result will depend only on the approximated one.
∂3f
∂ti∂tj∂tl
= ∂
∂tj
( ∂2Q
∂xh∂xk
∂xh
∂tj
∂xk
∂ti
+ ∂Q
∂xk
∂2xk
∂tj∂ti
)
= ∂3Q
∂xh∂xk∂xt
∂xt
∂tl
∂xh
∂tj
∂xk
∂ti
+ ∂2Q
∂xh∂xk
∂2xh
∂tj∂tl
∂xk
∂ti
+ ∂2Q
∂xh∂xk
∂2xk
∂ti∂tl
∂xh
∂tj
+ ∂2Q
∂xk∂xt
∂2xk
∂tj∂ti
∂xt
∂tl
+ ∂Q
∂xk
∂3xk
∂ti∂tj∂tl
.
Evaluating the last expression at 0 we obtain
∂3f
∂ti∂tj∂tl
(0) = 2Qhk ∂2xh
∂tj∂tl
(0)δki + 2Qhk ∂2xk∂ti∂tl (0)δhj + 2Qkt ∂2xk∂tj∂ti (0)δtl= 2Qhi ∂2xh
∂tj∂tl
(0) + 2Qjk ∂2xk
∂ti∂tl
(0) + 2Qkl ∂2xk
∂tj∂ti
(0) .(86)
Now, for the purpose of computing the second derivatives of x at 0 in (86), we can use the approximated inverse,
that is (83):
∂2x(t)
∂ti∂tj
(0) = ∂2(t −Q(t)w)
∂ti∂tj
(0) = −2Qijw .
Indeed, the discrepancy between the true and the approximated inverse, being of third order in x, will still vanish in
0, even after a double derivation.
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Therefore, the third–order term of the Taylor expansion of f around 0 (where, it is worth stressing, f is the one
computed via the true inverse of t(x)) is precisely
(87)
1
3!
∂3f
∂ti∂tj∂tl
(0)titjtl = −1
6
(2Qhi2Qjlwh + 2Qjk2Qilwk + 2Qkl2Qjiwk) titjtl = −2Q(t)⟨t,w⟩ .
Since we have already observed that w(SF) and SF have the same jets at 0 up to order 2, and the third–order
derivatives of Q are zero, formula (87) shows that [SF ]30 = o(3) if and only if w = 0.
This shows that StabH(2)(o(3)) = O(p,n − p) ×R×, thus concluding the entire proof. 
Proposition 5.1. The degree of transitivity of Aff(n + 1) on An+1 is equal to 2 and the quadric hypersurface SF
defined by (75) is a fiducial hypersurface in the sense of Definition 2.2.
Proof. The first part is analogous to the proof of Proposition 3.2. Indeed, J1 is still the same as PT ∗Rn+1 or,
equivalently, the flag space F0,n, on which now we act with a even bigger group. Once again, o
(1) is the flag (0,Rn)
and the action of H on J10 = P(Rn+1∗) is transitive. Therefore, since the Aff(n + 1)–orbit of o is the entire M , the
Aff(n + 1)–orbit of o(1) is the entire space J1, viz.
J1(n,An+1) = Aff(n + 1)/H(1) .
Let us now study the orbit H(1) ⋅ o(2) in J2
o(1) , bearing in mind the identification (82) and the description (78) of
H(1). Since the quadratic form Q associated to the scalar product (76) is nondegenerate, its GL(n)–orbit will be
open. Incidentally, we see the appearance of a Aff(n + 1)–invariant second–order PDE, namely the Monge–Ampe`re
equation E ⊂ J2 given by det(uij) = 0.
Summing up,
Jˇ2 = Aff(n + 1) ⋅ o(2) = Aff(n + 1)/H(2)
is an open subset of J2(n,An+1) (which is contained in the complement J2(n,An+1) ∖ E of the Monge–Ampe`re
equation E). Therefore, the condition (1) of Definition 2.2 is met.
It remains to check requirement (2) of Definition 2.2, that is the same as to show that the orbit H(2) ⋅ o(3) is a
proper affine sub–space of J3
o(2) . To this end, we shall need the identification (85). Indeed, from the proof of Lemma
5.3 above it is clear that the H(2)–orbit of o(3) is made of the elements[w(SF)]30 ,
with w ∈ Rn. Therefore, from formula (87) it follows immediately that[w(SF)]30 − o(3) = [−2Q(x)⟨x,w⟩]30
and then (85) allows to identify the difference [w(SF)]30 − o(3) with the element
(88) − 2Q(x)⟨x,w⟩⊗ ∂u
of the vector space S3Rn∗ ⊗ ⟨∂u⟩. Now ⟨ ⋅ ,w⟩ is nothing but the covector dual to w by means of the scalar product
(76). In other words, as w ranges in Rn, (88) describes the linear subspace
Rn∗ ⊙ ⟨Q⟩ ⊂ S3Rn∗ .
By construction, this is the linear space modeling the fibre H(2) ⋅ o(3). Since the same is true for any fibre, condition
(2) of Definition 2.2 is met as well and the degree of transitivity is equal to 2. 
Corollary 5.1. Fix a scalar product (76) of signature (p,n− p), denote by Q the corresponding quadratic form, and
let SF ⊂ An+1 be the corresponding fiducial (quadratic) hypersurface (75). Let
(89) S30R
n∗ ∶= S3Rn∗
Rn∗ ⊙ ⟨Q⟩
denote the space of trace–free cubics on Rn. Then, for any CO(p,n − p)–invariant hypersurface
Σ ⊂ S30Rn∗ ,
we obtain an Aff(n + 1)–invariant third–order PDE EΣ ⊂ J3(n,An+1).
Proof. Follows from the main Theorem 2.1. We just have to notice, that τR(H(2))–invariant hypersurfaces in
S3T ∗o SF ⊗NoSF
Ro(2)
(cf. (33)) are the same as CO(p,n − p)–invariant hypersurfaces in S30Rn∗. To this end, recall the structure of H(2)
(cf. (79)) and observe that the factor R× acts by multiplication by µ ∈ R× on NoSF . The factor O(p,n − p) acts
naturally on S3T ∗o SF , which can be identified with S3Rn∗. Finally, an element w in the factor Rn∗ acts by shifting
along Ro(2) = Rn∗ ⊙ ⟨Q⟩ by −2w# ⊙Q, where w# is the dual covector to w by means of the scalar product, and
hence its action on the quotient is trivial.
The claim follows from the fact that CO(p,n − p) = O(p,n − p) ×R×. 
Again, we extend the global coordinate system {x1, . . . , xn, u} of An+1 to a (local) coordinate system of J3(n,An+1):
see also Section 1.3.
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Lemma 5.2. Let EΣ be the Aff(n + 1)–invariant equation associated to the CO(p,n − p)–invariant hypersurface Σ,
as in Corollary 5.1 above. Then, in the aforementioned coordinate system on J3, the equation EΣ can be described
as {f = 0}, where the function f = f(uij , uijk), that does not depend on x1, . . . , xn, u, u1, . . . , un, is the same function
describing the hypersurface (Σ)o(1) of J3o(1) .
Proof. It is a consequence of Lemma 3.2. Now the trivial bundle is
J1 × J3o(1) ⊂ J3(n,An+1)
and the subgroup T ⊂ G = Aff(n + 1) will be the (2n + 1)–dimensional group
T = Rn+1 ⋊ {( In 0
w 1
) ∣w ∈ Rn} .
The first factor of T acts by translations on Rn+1 and, as we have already noticed in the proof of Lemma 3.3, the
lifted translations fix the ui’s and, similarly, the uij ’s and the uijk’s. Therefore, condition 2 of Lemma 3.2 is fulfilled
by the first factor of T .
Let now
φ = ( In 0
w 1
) .
Easy computations show that φ(1)∗(ui) = ui + wi, whereas φ(2)∗(uij) = uij and φ(3)∗(uijk) = uijk. The first fact
shows that T acts transitively on J1 (since the translations act transitively on J0 and the φ’s act transitively on the
fibres of J1 → J0), thus fulfilling condition 1 of Lemma 3.2. The second fact shows that T acts trivially on the fibre
J3
o(1) , that is condition 2 of Lemma 3.2 is fulfilled by the whole T . 
Remark 5.1. The results contained into Corollary 5.1 and Lemma 5.2 above can be used to write down explicitly
the unique Aff(3)–invariant scalar third–order PDE imposed on hypersurfaces of A3. Here we limit ourself to write
it without the details of the computations:E ∶= {F = 6uxxuxxxuxyuyyuyyy − 6uxxuxxxuxyyu2yy − 18uxxuxxyuxyuxyyuyy + 12uxxuxxyu2xyuyyy(90) − 6u2xxuxxyuyyuyyy + 9uxxu2xxyu2yy − 6u2xxuxyuxyyuyyy + 9u2xxu2xyyuyy + u3xxu2yyy − 6uxxxuxxyuxyu2yy+ 12uxxxu2xyuxyyuyy − 8uxxxu3xyuyyy + u2xxxu3yy = 0} .
We just stress that the resulting equation was already obtained—by completely different methods— in [16]. In spite
of the low dimension of the group involved, this case displays a surprising richness. Indeed, the reasonings and results
contained in the present section can be used for a deeper analysis of the above equation. For instance, equation (90)
shows a completely different behavior according to the signature of uxxuyy − u2xy, being actually a union of two
quasi-linear PDEs in the case uxxuyy − u2xy < 0 and a system of two quasi–linear scalar PDEs when uxxuyy − u2xy > 0.
5.2. The projective case. We fix now coordinates t, x1, . . . , xn, u on Rn+2 and we consider the corresponding basis{ω, e1, . . . , en, e0}, in analogy with Sections 3 and 5.1 above. By the symbol Pn+1 we denote the projectivization of
Rn+2, so that [t ∶ x1 ∶ . . . ∶ xn ∶ u]
will be projective coordinates on it. As a group acting transitively on Pn+1 we take G = SL(n + 2). The role of the
fiducial hypersurfaces will be played by the projective quadric
(91) SF = {tu − ⟨x,x⟩ = 0} ,
where, as before,
(92) ⟨ ⋅ , ⋅ ⟩
is a scalar product on Rn = ⟨e1, . . . , en⟩ of signature p,n − p and x = (x1, . . . , xn) denotes the generic element of Rn.
The point o ∶= ⟨ω⟩ = [1 ∶ 0 ∶ . . . ∶ 0 ∶ 0] clearly belongs to the fiducial hypersurface SF , so that it makes sense to
consider o(k) ∶= [SF ]ko for k ≥ 0. In particular, the point o(1) = [SF ]1o = kerdo(tu − ⟨x,x⟩) = kerdou = Rn ⊕ ⟨ω⟩ will be
again the tangent space ToSF ∈ J1. The proofs of the following results mimic very closely the proofs of the analogous
results of Section 5.1 above: as such, they can be safely omitted.
Lemma 5.3. The stabilising subgroups corresponding to the origins o(k), for k = 0,1,2,3, are:
H = Rn+1 ⋊GL(n + 1) ,(93)
H(1) = (Rn ⋊GL(n)) ×Rn+2 ,(94)
H(2) = (Rn ⋊O(p,n − p)) ×Rn+2 ,(95)
H(3) = O(p,n − p) ×Rn+2 .(96)
Proposition 5.2. The degree of transitivity of SL(n + 2) on Pn+1 is equal to 2 and the quadric hypersurface SF
defined by (91) is a fiducial hypersurface in the sense of Definition 2.2.
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Corollary 5.2. Fix a scalar product (76) of signature (p,n− p), denote by Q the corresponding quadratic form, and
let SF ⊂ Pn+1 be the corresponding fiducial (quadratic) hypersurface (91). Let S30Rn∗ be as in (89). Then, for any
CO(p,n − p)–invariant hypersurface
Σ ⊂ S30Rn∗ ,
we obtain a SL(n + 2)–invariant third–order PDE EΣ ⊂ J3(n,Pn+1).
Again, we extend the (local) coordinate system {x1, . . . , xn, u} of Pn+1 to a (local) coordinate system of J3(n,Pn+1).
See Section 1.3.
Lemma 5.4. Let EΣ be the SL(n+ 2)–invariant equation associated to the CO(p,n− p)–invariant hypersurface Σ, as
in Corollary 5.2 above. Then, in the aforementioned coordinate system on J3, the equation EΣ can be described as{f = 0}, where the function f = f(uij , uijk), that does not depend on x1, . . . , xn, u, u1, . . . , un, is the same function
describing the hypersurface Σo(1) of J3o(1) .
Remark 5.2. The already mentioned Aff(3)–invariant PDE (cf. Remark 5.1) was in fact found in answer to the
problem of constructing a 3rd order PDE admitting all projective transformations as its symmetries, see [16].
6. An analogy with the equations of Weingarten surfaces in R3
Going through our entire discussion, some might have recognized a certain analogy with the classical notion of
the first and the second fundamental form of hypersurfaces of an Euclidean space; this is indeed the case: in fact,
we implicitly defined tensor quantities that may be naturally regarded as higher–order generalizations of the second
fundamental form. In this last section we substantiate such a claim.
6.1. The generalized first fundamental form. It is no mystery that the notion of first fundamental form of
hypersurfaces pertains to any homogeneous space. In the setting of the Theorem 2.1, let us consider a hypersurface
S ⊂ M = J0. Assume, as usual, that a Lie group G acts transitively on M = J0. Since, by definition, G acts
transitively on Jˇ1, there will be a H(1)–action on the tangent space TxS, for all x ∈ S such that TxS ≡ [S]1x ∈ Jˇ1.
In fact, H(1) is the stabilizer of o(1) and hence, via g–conjugation, it is isomorphic to the stabilizer of [S]1x. The
isotropy representation
j ∶H(1) Ð→ End(TxS)
induces a j(H(1))–structure on S.
Definition 6.1. The j(H(1))–structure on S induced by the G–action on M is called the generalised first fundamental
form of the hypersurface S with respect to the G–homogeneous structure of the ambient space M .
In the Euclidean case discussed in Section 3 above, we see that j(H(1)) = SO(n). Therefore, each hypersurface
S ⊂ En+1 comes equipped with an SO(n)–structure, i.e., the classical first fundamental form of S. In the conformal
case (see Section 4) we have j(H(1)) = CO(n) × Z2, that is a conformal structure on each hypersurface S ⊂ Sn+1.
Nota bene: in both cases, S must be considered supplied with an orientation.
In both the affine (see Section 5.1) and the projective (see Section 5.2) case, j(H(1)) is the whole GL(n), so that
there is no additional first–order geometric structure on hypersurfaces in An+1.
6.2. The generalised higher–order fundamental forms. Still in the setting of Theorem 2.1, let us consider the
commutative diagram
Jˇk∣
Sˇ
pR // //
pˇik,k−1 ##
Jˇk/R∣
Sˇ
pˇiRk,k−1

Jˇk−1∣
Sˇ

Sˇ ,
jˇk,R
Sˇ
]]
jˇk−1
Sˇ
EE
jˇk
Sˇ
NN
where pR is the canonical projection. Maps pik,k−1 and jkS are defined, respectively, by (3) and (4).
The symbol ˇ indicates that everything is restricted to the (possibly trivial) open orbit Jˇk−1. The remaining arrows
(that is, those decorated with “R”) are simply induced by means of the canonical projection pR.
We recall now the key point of our entire discussion: while the bundle pˇik,k−1 is affine, the induced bundle pˇiRk,k−1
is linear. Indeed the affine sub–bundle R∣Sˇ plays the role of its zero section. Therefore, we can use jˇk−1Sˇ to pull–back
the bundle pˇiRk,k−1, in such a way that jˇk,RSˇ will be an its section, i.e., a tensor on S:
(97) jˇk,R
Sˇ
∈ Γ ((jˇk−1
Sˇ
)∗ (pˇiRk,k−1)) = Γ(SkT ∗S ⊗NSR ) .
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Definition 6.2. The symmetric rank–k tensor
σS ∶= jˇk,RSˇ ,
defined on the (possibly trivial) open neighborhood Sˇ of the hypersurface S ⊂M , is called the generalised (k–order)
fundamental form of S (with respect to the G–homogeneous structure of M , of degree of transitivity k − 1).
We can then look back to the G–invariant kth order PDE EΣ and interpret its solution in terms of suitable “tensorial
relations” on S.
Corollary 6.1. The hypersurface S ⊂ M is a solution to the G–invariant kth order PDE EΣ if and only if the
generalised kth order fundamental form σS takes its values in the τR(H(k−1))–invariant hypersurface Σ.
6.2.1. Examples of 2nd order fundamental forms. In both the Euclidean and conformal cases (see Section 3 and
Section 4, respectively) the degree of transitivity is 1, whence k = 2. In the Euclidean case, (97) becomes simply
σS ∈ Γ(S2T ∗S ⊗NS) ,
whereas in the conformal case
σS ∈ Γ(S20T ∗S ⊗NS) ,
with S20T
∗S being the subspace of trace–free invariant symmetric tensors on S with respect to the first fundamental
form above. In the first case, σS is the usual second fundamental form of the hypersurface S ⊂ En+1; in the second
case, σS is the usual second fundamental form of the hypersurface S ⊂ Sn+1, minus r−1 times its first fundamental
form. Since the condition that σS take its values in Σ is expressed by some relation amongst the eigenvalues of the
second fundamental form σS , we see that PDEs of the form EΣ can rightfully be regarded as natural generalization
of the equations of Weingarten hypersurfaces.
Observe that, in both cases, Jˇ1 = J1, i.e., there is no open condition.
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