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Les index bitmap sont très utili sés dan le moteurs de recherche et les bases de données 
pour accélérer les opérations de recherche. Leurs principaux avantages sont leur fo rme 
compacte et leur capaci té à tirer profit du traitement parallèle de bi ts dans les CPU 
(bit-level parallelism) . Lorsque employés sur de attributs de faibles cardinalités, l' effi -
cacité des index bitmaps en matière d 'occupati on d ' espace mémoire et de temps de trai-
tements comparé aux autres types d ' index class iques, tels que l'arbre-B , est largement 
reconnue dan la litté rature. Cependant, plus la cardinalité d ' un attribut s'élève plus la 
taille et les temps de traitements de son index bitmap augmentent j u qu 'à consommer 
plus d'espaces mémo ire que les données indexées et d ' importants temps de calcul s. 
A fi n de maintenir l'efficacité de ces so lutions d' indexation dans ces condi tions- là, plu-
sieurs chercheurs ont proposé des travaux dans le but de réduire la taille et améliorer 
les temps de traitement de bitmaps indexant des attributs de larges cardinalités . Les 
solutions proposées dans la littérature adressant cette problématique se divisent en trois 
catégories : le paquetage des bitmaps, l'encodage des bitmaps et la compress ion des 
bi tmaps. 
Les contributions proposées dans cette thèse se classent parmi la trois ième catégorie. 
Après avoir con taté que la plupart des techniques de compress ion de bi tmaps intro-
duites ces 15 derni ère années se ba ent sur le modèle de la so lution WAH, qui com-
bine une compress ion par pl ages de valeurs avec une représentati on bitmap sous fo rme 
de chaînes de bits ali gnées par mots CPU, cette thèse propose la technique Roaring 
bitmap , qui adopte un nouveau modèle pour compresser les bitmaps. Cette méthode 
discrétise l 'espace de entiers repré entés par un bitmap en des partitions de taille fi xe, 
puis applique sur chacune une fo rme de compression appropriée e lon la densité du 
groupe d 'entiers. Des expériences ont été conduites pour comparer les perfo rmances 
temps-espace du nouveau modèle avec ceux de deux autres solutions de compression 
bitmap parmi les plus connues dans la littérature : WAH et Concise. Les résultats ont 
montré que, ur des fa ibles densités, la nouvelle méthode ne consomme que ~ 50% 
de l' espace mémoire occupé par Concise et ~ 25% de celui de WA H. Aussi, Roaring 
bitmap a pu accélérer les temps de ca lcul d 'opérations logiques par rapport aux deux 
autres techniques sur tous les tes ts effectué , en étant de 4 à 5 fo is plu perfo rmant sur 
des données synthétiques, et jusqu'à~ 1100 fo is plus rapide sur des données réelles. 
La librairie de Roaring bitmap et ce lles des autres solutions adoptant le modèle WAH 
qui sont di sponibles au grand public ne supportent que des bitmaps d 'au plus 232 
-
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(~ 4 milliards) entrées. Avec l'avènement du Big Data, le besoin d ' indexer de très 
larges collections de données sur lesquelles de telles librairies se révèlent impraticables 
est souvent rencontré. Les ingénieurs du moteur de recherche Apache Lucene ont ren-
contré ce problème, et ont introduit la solution OpenBitSet, qui peut allouer des bitmaps 
avec jusqu 'à 64 x 232 - 1 entrées. Cependant, cette solution reste simple et n' ap-
plique aucune forme de compression sur les bitmaps. La présente thèse propose trois 
nouveaux modèles de compression bitmap basés sur le format de Roaring bitmap et 
qui peuvent indexer jusqu 'à 264 entrées. Des expériences sur des données ynthétiques 
comparant les performances des troi s nouveaux modèles avec la solution d 'Apache Lu-
cene, OpenBitSet, et d 'autres collections Java du paquetage Java.Util : ArrayList, Lin-
kedList, HashSet et TreeSet, ont montré qu 'OpenBitSet et les collections Java consom-
ment, respectivement, jusqu 'à ~ 300 millions de fois et ~ 1800 fo is plus d'espaces 
mémoire comparés aux trois nouveaux modèles. Ces derniers ont également calculé 
des intersections entre deux ensembles d 'e nti ers,~ 6 millions de fois,~ 63 milles fois 
et~ 6 fois plus rapidement par rapport à OpenBitSet, aux deux collections ArrayList et 
LinkedList, et aux deux structures HashSet et TreeSet, respectivement. E n évaluant les 
temps pour calculer l'union de deux ensembles d'enti ers, les nouvelles méthodes ont 
été jusqu'à~ 3 millions de fois plus performantes qu 'OpenBitSet. Aussi, cette dernière 
structure de données a été jusqu'à~ 14 millions de fois plus lente pour insérer un entier 
généré aléatoirement que les trois solutions proposées. 
Afin de valider le format de la so lution Roaring bitmap dans un SGBD réel, cette tech-
nique d ' indexation a été intégrée au moteur OLAP Druid. Ce système se base essentiel-
lement sur des index bitmap compressés avec la technique Concise pour accélérer les 
temps de réponse de requêtes OLAP effectuant des analyses détaill ées sur les données 
(drill-dawn). Des expériences sur des données réelles ont été réali sées pour évaluer les 
performances de Roaring bitm.ap et de Concise au sein du SGBD Druid. Les résultats 
ont montré que Roaring bitmap a amélioré de ~ 2 fois les temp de réponse de re-
quêtes d 'agrégations et près de 5 fois le temps de traitements de requêtes de recherche 
comparé à la solution Concise. 
MOTS-CLÉS : index bitmap, compression , performances, opérations logiques, struc-
tures de données. 
CHAPITRE! 
INTRODUCTION 
Les entrepôts de données re lati onnels sont généralement conçus avec un schéma en 
étoil e, composé d ' une table de fa it liée à des tables de dimensions par des clés étran-
gères. U ne table de fa its est une collection de données qui sont généralement de valeurs 
numériques et qui sont gardées pour des beso ins d'analyse. Ces données coll ectées dans 
une table de faits sont analysées selon des axes d'analyse représentés par les tables de 
dimensions qui lui sont liées. 
Ces ensembles de données sont, la plupart du temps, interrogés avec des requêtes OLAP 
(On- line Analytical Processing) multidimensionnelles et complexes, de type ad hoc 
nécess itant d'effectuer des join tures coûteuses entre la table de fa it et plusieurs di-
mensions. La majorité des techn iques d ' indexation comme les index multidimension-
nels (les arbres-KD, les arbres-R, etc.) et les vari antes des arbres-B (les arbres-B +, les 
arbres-B*, etc.), s'avèrent peu efficaces pour ce genre d 'opérations et souffrent de ce 
qui est communément appelé : le fl éau de la dimensionnalité (the curse of dimmen-
sionality) (Bertchold et al. , 1998). En effet, l'une des solutions envisageables pour ce 
problème est de créer un index multidimensionnel sur chaque combinaison possible 
d 'attributs. Cependant, cette approche reste impraticable car elle requiert la création 
d 'un nombre exponentiel d ' index qui nécessiterait, dans le cas de gros volumes de don-
nées, un espace de stockage ingérable en pratique. En plus, les index multidimension-
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nel s sont connus de n ' être efficaces que sur des environnements ayant un nombre limité 
de dimensions (ex. : < 15) et avec des requêtes qui utilisent presque tous les attributs 
indexés, cas rarement rencontrés dans un contexte OLAP. 
Par contre, des travaux (Stockinger et Wu, 2008; Wu et al., 2006) ont montré que les 
index bitmap brisent cette malédiction liée à la dimensionnalité et peuvent même four-
nir des temps de recherche optimaux dans certaines situatio ns. Effectivement, Wu et al. 
(2006) rapporte nt que des index bitmap compressés permettent de répondre opti male-
ment à des requêtes d ' intervalles à une dimensio n, en offrant des temps de réponse de 
complexité linéaire par rapport au nombre des é lé ments e n sortie . Étant donné que le 
résultat obtenu sur une dimens ion se présente sous la forme d'un bitmap, et que plu-
sieurs bitmaps peuvent être facilement et efficacement combinés e nsembles, ces index 
se révèlent auss i efficaces pour des requêtes d ' intervalles multidimens ionnell es. 
Les moteurs de recherche, tels que Lucene (Apache, 2012) , utili sent souvent des index 
inversés pour représenter les te rmes apparaissant dans les documents indexés . Chaque 
terme d'un index inversé est associé à une liste d 'entiers, dont les éléments corres-
pondent aux identifiants des documents dans lesquels figure ledit terme. L'exécution 
d ' une requête de recherche ayant pour but d'extraire les documents renfermant des 
termes spécifiques nécessitera it le calcul du résultat de l ' intersection des li stes d'entiers 
des termes reche rchés . Sans une représentation efficace de ces li stes d'entiers, le temps 
d 'exécution d ' une te ll e opération sera it, généralement, d ' une lenteur intolérable sur de 
larges li stes. En représentant ces listes d 'entiers par des bitmaps, des solutions (Culpep-
per et Moffat, 20 10) ont pu répondre efficacement à de telles requêtes en exécutant des 
opérations ET logiques entre les bitmaps des termes recherchés. Les temps de réponse 
obtenus étaient beaucoup pl us rapides comparés à d'autres types de repré entation de 
li tes d'entier . 
Tel que constaté, les index bitmap sont très utili sés dans les entrepôts de données et 
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les moteurs de recherche. Leur principal avantage réside en leur forme compacte et en 
leur capacité à ti rer profi t du traitement parallèle de bits (bit-leve! parallelism) dans les 
CPU (Central Processing Unit) , permettant à ces derniers d'exéc uter rapidement des 
traitements sur les bitmaps, ce qui finit, en général, par réduire significativement les 
temps de réponse des requêtes. 
Pour indexer un ensemble de valeurs, un index bitmap est créé sur chaque valeur dis-
tincte de l'ensemble. Un bitmap ainsi créé sera représenté par une suite de bits (0 et 1) 
d' une longueur égale au nombre des éléments de l' ensemble, et indiquera les positions 
dans l'ensemble auxquelles apparaît la valeur disti ncte indexée, ceci en plaçant des bi ts 
à 1 aux positions correspondantes dans le bitmap. 
L'efficacité des index bi tmap par rapport aux autres types d ' index est largement recon-
nue dans la littérature lorsqu 'il s'agit d ' indexer des ensembles de données de fa ibles 
cardinali tés (Sharma, 2005), caractérisés par un petit nombre de valeurs di stinctes, tel 
l ' attribut genre qui est une énumération de deux valeurs distinctes : masculin et féminin. 
Cependant, sur des attributs de fo rtes cardinalités, comme un attribu t représentant les 
différents types de produits étalés dans un supermarché pouvant atteindre des milliers 
de valeurs di stinctes, les performances des index bitmap se dégradent considérable-
ment. L' intérêt que portent les chercheurs à ces index a fa it qu ' un grand nombre de 
contributions ont été apportées dans la li ttérature pour considérer ce problème. Pour 
commencer, cette thèse fa it état des principaux types de travaux réalisés en ce sens. Ces 
solutions se divisent en trois grandes catégories : 1 ' encodage des bitmaps, le paque-
tage des bitmaps et la compression des bitmaps. Les deux premières so lutions visent 
à réduire le nombre de bitmaps créés pour indexer un ensemble de données, mais en-
gendrent des calculs un peu plus complexes et coûteux pour effectuer des traitements 
sur les bi tmaps. La première consiste à appliquer des techniques d' encodage sur les bi t-
maps : l' encodage par rang (Chan et Ioannidi s, 1998a), l' encodage par intervalle (Chan 
et Ioannidis, 1999), etc. Quant à la deuxième, elle repose sur l ' idée d' indexer plusieurs 
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valeurs distinctes avec un seul bitmap. Une présentation détaillée de chacune de ces 
deux solutions avec une illustration des principales contributions apportées en ce sens 
dans la littérature, qui met Je point sur les avantages et les inconvénients de chaque 
contribution est présentée dans cette thèse. 
Le troisième type de contributions applique une méthode de compression sur chaque 
bitmap individuel. Ces approches peuvent auss i être combinées avec les deux précé-
dents types de solutions. Différentes méthodes de compression ont été appliquées à ce 
jour sur le bitmaps. L'avantage commun entre les solutions de ce type, est qu 'elles 
réduisent efficacement l' espace mémoire consommé par un bitmap non compressé. 
Toutefo is, pour effectuer des opérations sur un bitmap compressé avec les premières 
techniques de compression bitmap introduites dans la littérature, une entière décom-
pression de celui-ci devait être effectuée avant de pouvoir l'utiliser. Cette opération de 
décompression engendre un temps de trai tement énorme, ce qui a longtemps laissé les 
experts en administration d'entrepôts de données et moteurs de recherche réticents à 
leur adoption. Ce n'est qu 'en 1995, qu' Antoshenkov, un chercheur d'IBM (Interna-
tional Business Machines), a introduit la solution de compression bitmap BEC (Byte 
aligned Bitmap Code) (Antoshenkov, 1995), qui compresse un bitmap en appliquant 
une compress ion par plage de valeurs (Run Length Encoding ou RLE) sur une suite de 
bits alignés par blocs d'octets. Cette solution a non seulement permis de réduire signifi-
cativement l'espace mémoire occupé par les bitmaps, mais avec sa capacité à effectuer 
des traitements sur des bitmaps dans leurs états compressés (sans une décompress ion 
au préalable), elle a réussi auss i à accélérer drastiquement les temps d'exécution d'opé-
rations effectuées sur des bitmaps. 
Suite à l'introduction de BEC, des chercheurs (Wu et al., 2006) ont étendu l'idée d'An-
to henkov afin d'aniver à une solution beaucoup plu compatible à l'architecture des 
CPU, en appliquant une compre ion par plage de valeur ur de uite de bits aligné 
par mots CPU, plutôt que par blocs d ' octets. Le résultat a donné la méthode de corn-
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pression bitmap WAH (Word Aligned Hybrid bitmap compression) qui a montré une 
amélioration impress ionn ante des te mps de calcul d 'opérati ons logiques entre bitmaps, 
mais avec une consommatio n mémoire un peu plus grande comparativement à BBC. 
Plusieurs travaux ayant pour bu t d 'améliorer les perfo rmances du modèle WAH ont 
suivi : Concise (Colantonio et Di Pietro, 2010), PLWA H (Deliège et Pedersen, 2010), 
EWAH (Lemire et al. , 2010), etc . Cette thèse fe ra part d ' une description dé taillée des 
importantes contributions parmi ces techniques de compression bitmap. 
1.1 Les contributions 
Les contributions de cette thèse s' intéresse au tro is ième type de so lutions qui es t la 
co mpress ion des index bi tmap. Ayant observé que la plupart des techniques de com -
pression bitmap proposées ces 15 dernières années se basent sur le modèle de WA H 
pour compresser les bitmaps, nous avons introduit un nouveau modèle de compressio n 
bitmap, appelé Roaring bitmap, qui représente un bitmap comme une li ste d 'enti ers 
triés par ordre croissant, où chaque élément correspond à la position d ' un bit à 1 dans 
le bi tmap. Cette technique di scrétise l' espace des entiers représentant un bi tmap en des 
partitions de ta ille fixe. Les entie rs tombant dans une partiti on sont organi sés dans un 
bi tmap ou dans un tableau selon la densité du groupe d 'entiers. Des expériences compa-
rant les performances de Roaring bitmap avec celles d 'autres solutions de compression 
bitmap : WA H et Concise (Co l anto nio et Di Pietro, 201 0), ont été menées sur des don-
nées synthétiques et réelles . Les résul tats ont révélé de remarquables pe1fo rmances en 
mati ère de taux de compression et te mps de traitements au profit de Roaring bitmap . 
La librairie Roaring bitmap et le res te des librairies de compressio n bitmap adoptant le 
modèle WAH ont été développées de sorte à ne supporter que des bitmaps ne dépassant 
pas les 232 (~ 4 milli ards) d 'entrées . D ans l' ère actue l des méga données (B ig Data), 
les experts en reche rche d ' informatio n se trouvent souvent face à l 'obligation d ' indexer 
des coll ections de données ayant un nombre d 'entrées qui dépasse de beaucoup le seuil 
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supporté par les librairies existantes. Les ingénieurs du moteur de recherche Apache 
Lucene (Apache, 2012), par exemple, ont fait face à ce problème et ont introduit une li-
brairie d'index bitmap OpenBitSet (Apache, 2010) écrite en Java et qui supporte jusqu 'à 
64 x 232 -1 entrées. En s' inspirant du fonnat Roaring bitmap, trois nouveaux modèles 
de compression bitmap supportant jusqu 'à 264 entrées ont été introduits: RoaringTree-
Map, RoaringTwoLevels et LazyRoaring. Des expériences sur des données synthétiques 
ont été mjses en œuvre pour comparer les performances de ces trois nouveaux mo-
dèles avec celles d'OpenBitSet et d'autres collections Java figurant dans le paquetage 
Java.Ut il : ArrayList, LinkedList, HashSet et TreeSet. Les résultats ont montré que les 
trois nouveaux modèles proposés consomment beaucoup moins d'espace que les autres 
structures évaluées et permettent de réaliser des traitements sur des bitmaps compressés 
en des temps très rap ides comparé au reste des solutions. 
Après avoir introduit la solution Roaring bitmap, qui a montré de remarquables résul-
tats en matière de compression et temps de traitements, nous nous sommes intéressé à 
l 'évaluation des performances de Roaring bitmap au sein d ' un système de gestion de 
bases de données (SGBD) réel. Le moteur OLAP Druid (Yang et al. , 2014) a été choisi 
pour ce projet. Ce SGBD fait un grand usage d' index bitmap compressés pour accélé-
rer les requêtes OLAP effectuant des analyses détaillées (drill-dawn) sur les données. 
Auparavant, le système utili sait la solution de compression bitmap Concise (Colanto-
nio et Di Pietro, 20 10). Suite aux intéressantes performances observées avec Roaring 
bitmap lorsque comparé à Concise, une coll aboration avec les développeurs de Druid 
a suivi pour intégrer Roaring bitmap comme une olution de compression bitmap à 
part entière au sein de Druid. Des expériences sur des données réelles du banc d'essai 
TPC-H (Counci l, 2014) ont été produites, où Roaring bitmap a affiché des améliora-
tions significatives aux temps de réponse des requêtes d'analyses faisant recours aux 
bitmaps comparativement à la olution existante. 
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1.2 Organi sation de la thèse 
La présente thèse est organi sée comme suit. Le Chapitre II présente un état de l'art 
sur les importantes solutions utilisées à ce jour pour réduire la taille et améliorer les 
temps de traitement des index bitmap. Les trois types de so lutions utilisées en ce sens 
et les principales contributions proposées pour chacun de ces types y sont présentés : 
le paquetage, l'encodage et la compression des bitmaps. Le Chapitre III introduit le 
modèle de compression bi tmap, Roaring bitmap, et présente les bancs d 'essais réali sés 
pour évaluer les perfo rmances de cette technique avec celles d 'autres méthodes parmi 
les plus connues dans la littérature. Vient ensuite le Chapitre IV, où sont proposés les 
trois nouveaux modèles de compression bitmap supportant de entier de 64 bits. Des 
bancs d 'essai comparant les performances de ces trois nouveaux fo rmats avec cell es 
d 'autres solutions utilisées dans un tel contexte y sont présentés également. Le projet 
d ' intégration de Roaring bitmap à Druid s'en suit au Chapitre V, où une présentation du 
moteur OLAP Druid et des expériences réalisées pour évaluer les bénéfi ces de Roaring 
bitmap au sein du moteur OLAP Druid y sont présentés . Cette thèse se termine au 
Chapitre VI avec une conclusion générale et les po s ibles travaux à entreprendre dans 
un futur proche. 

CHAPITRE II 
ÉTAT DE L'ART 
2. 1 Les index bi tmap 
Dans un ensemble de donnée , un index bitmap peut être créé sur chaque attribut can-
didat à l' indexati on. L'attribut X de la F igure 2. 1 possède huit valeurs distinctes . Un 
bitmap, qui est un tableau de bits d ' une longueur égale au nombre d 'entrées de l'attri -
but X, sera créé pour chaq ue valeur di tincte de X. Chacune de ces valeurs distinctes 
représentera la clé de son bitmap correspo ndant. L' index bi tmap construi t sur X sera 
alors composé de 8 bitmaps : E0 , E 1 , ... , E7 . Le ième bit d ' un b itmap est mis à 1 si la 
valeur de la ième entrée de X est égale à la clé du bitmap, sinon le bi t est mis à O. A insi, 
un index bitmap peut être repré enté sou la fo rme d ' une matrice binaire, dans laque lle 
chaque colonne correspond à un bitmap. L'index bitmap d ' un attribut à n entrées et L 
valeurs distincte consommera alors un espace de stockage de~ n x L bits. 
Sur de attribu ts de fa ibles cardinali té , l ' efficacité des index bitmap est largement re-
connue dans la littérature (Wu et Yu, 1998; Sharma, 2005 ; Wu et al., 2006) . Cependant, 
le vo lume des index bitmap tend à s'élargir sur des attributs de fo rtes cardinalités jus-
qu 'à nécess iter plus d 'e pace de stockage que celui réservé aux données indexées. Dans 
de tels cas, l' utili ation d' un index bitmap se tradui ra it en un nombre important d'opé-
rations d'E/S nécess itant un temps d 'exécution beaucoup plus lent comparé à ce que 
pourraient offrir d 'autres types d ' index, tels que les arbres-B (Sharma, 2005). 
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Index bitmap 












































0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 1 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 1 
0 0 1 0 
1 0 0 0 
0 1 0 0 
Figure 2.1: L' index bitmap de l' attribut X . 
Afin de préserver l 'effi cacité des index bitmap dans de tels contextes, plusieurs contri-
butions scientifiques ont été introduites dans le but de réduire la taille des index bitmap 
et d ' améliorer leurs temps de traitement. Ces propositions peuvent être regroupées en 
trois grandes catégories : ( l ) l'empaquetage, (2) l ' encodage et (3) la compression des 
index bitmap. Les ections qui suivent expliquent plus en détail ces trois types de solu-
tions. 
11 
2.2 Techniques de paquetage des bitmaps (binning) 
La stratégie de paquetage des bitmaps (binning) permet de réduire l'espace mémoire oc-
cupé par un index bitmap et améliorer ainsi ses temps de traitements. Toutefois, l'adop-
tion de cette stratégie peut engendrer un problème majeur qui nuit aux performances 
des index bitmap. Une description de ce problème connu sous le nom du problème 
de la vérification candidate est donnée par la suite. En dernier, quelques contributions 
efficaces introduites dans la littérature pour réduire les coûts liés au problème de la 
vérification candidate sont discutées. 
2.2.1 Le paquetage des bitmaps (binning) 
La stratégie de binning est adoptée dans les bases de données pour diminuer l'espace 
de stockage occupé par un index bitmap en réduisant le nombre de ses bitmaps à une 
certaine constante bien établie. Pour cela, cette stratégie crée un bitmap, non pas sur 
chaque valeur distincte de 1' attribut indexé, mais sur des intervalles de valeurs, appe-
lées bins. Les deux méthodes de binning les plus utilisées dans les SGBD sont: le bin-
ning à largeur égale (equi-width binning) et le binning à profondeur égale (equi-depth 
binning) (Rotem et al. , 2005). La première méthode adopte des bins ayant approximati-
vement des intervalles de même largeur, et la deuxième technique essaie de répartir les 
entrées de l'attribut indexé le plus équitablement possible entre les différents bins. La 
Figure 2.2 illustre un exemple d ' un index bitmap avec un equi-width binning. L'espace 
des valeurs de l'attribut indexé Z est [0- 1 000). Cinq bins sont créés au total chacun 
couvrant 200 valeurs possibles de l'attribut Z. Un bitmap est alors créé sur chaque bin. 
Le ième bit d'un bitmap est à 1 si la valeur de la ième entrée de l ' attribut Z tombe dans 
1' intervalle du bin correspondant au bitmap, sinon le bit est mis à O. 
Une des plus anciennes stratégies de binning introduites dans la littérature est le Range-













-- -------------- - - ---












[200 - 400) [400 - 600) [600- 800) [800 - 1000) 
0 0 0 0 
0 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 0 
1 0 0 0 
1 0 0 0 
0 0 0 1 
0 0 1 0 
0 0 0 1 
0 0 0 1 
Figure 2.2: Index bitmap avec binning créé sur 1 'attribu t Z 
valeurs de l' attribut en plusieurs intervalles (b ins) et crée un bitmap pour chaque bin. 
Vu que les données de l' attribut peuvent être distribuées entre les différents bins de 
faço n non équi table, entraînant ainsi des temps de recherche non unifo rmes pour des 
requêtes différentes , les auteurs ont introduit une approche DBEC (Dynamic Bucket 
Expansion and Contraction) qui divise les partitions assez peuplées et fusionne les bins 
moins peuplés, afi n de maintenir des temps de recherche presque unifo rmes entre des 
requêtes différentes. 
2.2.2 Problème de la vérificati on candidate 
Bien que la stratégie de binning rédui se le nombre des bitmaps et diminue l' espace 
consommé par l ' index, elle engendre souvent des accès coûteux aux données (généra-
lement stockées sur le di que) lors du traitement d' une req uête de recherche. En effet, 
pour répondre à une requête ayant comme prédicat 300 <= Z <= 700 avec l'index bit-
map de la Figure 2.2, les bitmaps correspondant aux intervalles [200 - 400), [400 - 600) 
et [600 - 800) eront canné , car il indexent des données inc lue dan l' intervalle de 
valeurs spécifié par la requête. Les enregistrements indexés par le bi tmap de la parti tion 
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[400 - 600) respectent la condition de la requête, tandi s que les deux autres bitmaps 
(en gris) indexent des données non spécifiées par la requête (200 et 738, appelées les 
fausses valeurs). Une étape de vérification supplémentaire doit alors être faite en accé-
dant aux valeurs indexées par ces deux bitmaps, afi n de vérifi er et de ne retourner que 
les entrées respectant la contrainte de la requête. Cette étape de vérifi cati on est appelée, 
phase de vérification candidate (candidate check), et le temps qu 'elle consomme do-
mine généralement le temps d 'exécution d ' une telle requête de recherche (Rotem et al. , 
2005). 
2.2.3 Solutions réduisant le coût des phases de vérifications candidates 
Plusieurs contributions ont été introduites dans la littérature dans Je but de minimiser le 
temps consommé par les phases de vérifi cati on candidate dans une charge de requêtes. 
Le temps d 'exécution d ' une vérification candidate sur un bitmap dépend du nombre 
de pages disques chargées en mémoire lors de cette phase. Plus un bitmap renferme 
des bits à 1 (bits positifs 1) indexant des valeurs pouvant être réparties sur plusieurs 
pages di sque, plus une véri fication candidate sur untel bitmap augmente les coûts des 
opérati ons d 'E/S . 
Koudas (2000) a introduit un algorithme de programmation dynamique qui prend en 
entrée une charge de requêtes à prédicat d 'égalité, un attribut e, une constante K re-
présentant le nombre maximal de bitmaps à créer, et re tourne un ensemble d 'au plus 
]( bins optimisant Je coût des vérifi cations candidates de la charge de requêtes sur l' at-
tribut e. Cette solution parcourt exhaustivement tout l' espace de recherche en estimant 
le nombre des fausses valeurs engendrées pour chaque configuration de bins poss ible. 
L'algorithme proposé s'exécute en un temps de O(n2 K), où n représente le nombre 
des valeurs distinctes de 1' attribut. 
1. Pour simpli fie r la lecture du reste du texte de cette thèse, l' ex pression "bit positi f" fera référence à 
un bit à 1, et l 'express ion "bit négati f'' indiquera un bit à O. 
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Rotem et al. (2006b) ont aussi introduit multiOptBin, un algorithme à base de program-
mation dynamique ayant une meilleure complexité temporelle comparée à l'algorithme 
de Koudas (2000) et qui permet d'établir une configuration de bins optimale pour un 
ensemble d'attributs et de requêtes multidimensionnelles. Les auteurs ont montré qu'il 
était possible d'utiliser des statistiques sur les intervalles des requêtes à la place des va-
leurs des attributs pour construire des bins optimaux . Leur méthode prend en entrée un 
ensemble de requêtes multidimensionnelles à prédicats d ' intervalles, un ensemble de 
données avec des attributs et une contrainte k indiquant le nombre de bitmaps à créer, 
puis construit une configuration de bins sur les attributs de l'ensemble de données qui 
optimise le coût des vérifications candidates de la charge de requêtes. L'algorithme en 
question s'exécute en un temps de O(tkr2 ) où test égal au nombre d 'attributs dans 
J'en emble de données, et r le nombre d'intervalles dans la charge de requêtes. Les au-
teurs ont aussi constaté que l'ordre des dimens ions lors de l'exécution des requêtes a un 
impact significatif sur le nombre d 'E/S effectuées pendant les phases de vérifications 
candidates. En se basant sur la sélectivité des attributs, il s proposent une heuristique 
qui permet d 'ordonner optimalement les dimensions pour l'exécution d ' une requête. 
Toutefois, multiOptBin all oue un même nombre de bins pour chaque attribut indexé, 
dans Rotem et al. (2006a) les auteurs ont amélioré multiOptBin en le rendant capable 
de déterminer le nombre optimal de bins pour chaque attribut. Des expériences sur 
des ensembles de données réelles (Rotem et al., 2006a) ont confirmé le gain apporté 
par cette sophi stication en réduisant de près de 30 % les coûts des E/S comparée à 
l' ancienne version de multiOptBin. 
Les méthodes à base de programmation dynamique présentées plus haut ne sont adap-
tées que pour un type précis de requêtes (requêtes à prédicats d'égalité ou d'intervalle), 
et leurs temp d'exécution croient quadratiquement avec la taille du problème. Goya! et 
Sharma (2009) ont propo é une approche efficace pour tou type de requêtes (à prédi-
cats d ' égaiité et d ' intervalie). Les auteurs tirent avantage du fait que ies requêtes ayant 
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des intervalles qui correspondent exactement aux intervall es des bins ne requièrent au-
cune vérification candidate. En se basant sur des statistiques obtenues de la charge de 
requêtes, cette solution détermine un ensemble de bins optimal rédui sant le coût des 
phases de vérification candidate et ainsi le temps d 'exécution de la charge de requêtes. 
Le principe est de créer des bins avec des intervalles qui co rrespondent exactement à 
ceux des requêtes fréquemment exécutées. Un seuil défini par 1 'administrateur permet 
de diffé rencier entre les requêtes fréquentes et moins f réquentes. Cette démarche tolère 
que des bins so ient entrelacés en représentant des valeurs communes, et si des trous ap-
paraissent entre p lusieurs bins, des bins additionnels sont créés . A insi, plusieurs com-
binaisons de bins pourraient être choisies pour répondre à une requête peu fréquente . 
Pour cela, les auteurs proposent un algorithme qui minimise le coût des vérifi cations 
candidates pour de telles requêtes, en fa isant en sorte de sélecti onner 1 'ensemble de 
bins ayant le nombre minimal de 1. 
Le désavantage de la solution de Goya! et Shanna (2009) est qu 'elle consomme plus 
d ' espace mémoire comparée aux autres techniques de binning, causé par le fait qu ' un 
nombre important de bins doit être créé. Mais en termes de temps de réponse aux re-
quêtes, cette stratégie s'est révélée beaucoup plus performante qu ' un Range binning et 
un equi-width. binning. Aussi, les résultats des expéri ences ont montré que les temps de 
réponse augmentent et l 'espace de stockage diminue avec la montée du seuil permettant 
de déterminer les requêtes fréquentes des moins fréquentes. Ainsi, un bon choix de ce 
seuil offrirait un compromis temps-espace intéressant pour l' utilisateur. 
D 'autres travaux se sont intéressés aux méthodes de regroupement (clusterisation) des 
valeurs des attributs indexés, en fa isant en sorte que les valeurs qui tombent dans un bin 
soient stockées séquentiellement sur le disque. Une tell e approche réduit considérable-
ment le nombre des accès disque comparée aux cas où les valeurs d ' un bin ne sont pas 
séquentiellement organi sées sur le disque. Wu et al. (2008) ont introduit une telle mé-
thode de regroupement dénommée OrBic. Les auteurs ont mené des expériences pour 
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comparer les performances de cette approche avec des index bitmap sans regroupement, 
ainsi qu'avec des index de projection sur des données réelles et synthétiques. Les ré-
sultats ont montré qu'un index bitmap avec OrBic consomme une quantité d'espace de 
stockage équivalente à celle d' un index bitmap sans OrBic, offre des temps de réponse 
~ 3 fois plus rapides qu ' un index bitmap classique et pouvait aller jusqu'à~ 40 fois 
plus vite qu'un index de projection sur des données biaisées. 
17 
2.3 Techniques d 'encodage des index bitmap 
La technique d 'encodage des index bitmap a été la plus étudiée parmi les trois grandes 
stratégies, e lle consiste à encoder les index bitmap afi n de réduire les temps de ré-
ponse en minimisant le nombre de bitmaps à lire pendant l' exécution de requêtes, ainsi 
que l'espace de stockage en diminuant le no mbre de bitmaps à c réer pour un attribut 
donné (Stockinger et Wu, 2008). Les solutions proposées dans la littérature pour l'en-
codage des index bitmap se divisent en deux catégories: ( 1) les techniques d 'encodage 
bas iques, et (2) les techniques d 'encodage composées. 
2.3 .1 Solutions bas iques d 'encodage des index bitmap 
Troi s sortes d ' encodage bas iques existent dans la littératu re. L'encodage par égalité re-
présente le plus simple des encodages bas iques et a été utilisé depuis l' introducti on des 
index bitmap. Quant aux deux autres encodages basiques, il s ont été proposés par Chan 
et Ioannidis (1998a, 1999) et sont : l'encodage par rang et l' encodage par intervalle . 
Un exemple d ' un encodage par égalité es t illustré avec l' index bitmap créé sur l 'attribut 
X de la Figure 2. 1. La c lé de chaque bitmap correspond à une des valeurs distinctes de 
l' attribut. Si C est la cardinalité de l' attribut, alors l' index bitmap comptera au total C 
bitmaps. Ce type d 'encodage reste le meilleur pour les requêtes avec prédicats d 'égalité, 
comme « âge= 5 » ou « ta ille= 70 ».En effet, répondre à la requê te « X= 5 » ne requiert 
que la lecture d ' un seul bitmap E5 . 
L a Figure 2.3 montre un exemple d ' un encodage par rang appliqué sur l' index bitmap 
de la Figure 2. 1. Huit bitmaps seront créés au to tal, un pour chaque valeur distincte de 
l 'attribut X. Les bits positifs d ' un bitmap marquent les entrées de X dont la valeur est 
inféri eure ou égale à la c lé du bitmap . D ans le cas du bitmap R 2 , un bit est égal à 1 s' il 
correspond à une entrée de l' a ttribut X ayant une valeur inférieure ou égale à 2, sinon 
le bit sera mis à O. Ce deuxième type d 'encodage s'avère efficace pour des requêtes 
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d' intervalles à sens unique, du genre «âge <= 4 ». En effet, pour répondre à une telle 
requête, seulement le bitmap R 4 dont la clé est égale à 4 sera scanné. Tandi s qu 'avec 
un encodage par égalité, un OU logique sera exécuté entre 5 bitmaps (R0 à R4 ). Même 
si l'on prend en compte l'optimisation qui consiste à calculer le complément du bitmap 
résultant lorsque plus de la moitié des bitmaps seront scannés, le nombre des bitmaps 
accédés dans le cas d ' un encodage par égalité pour cette requête sera alors de 3 bitmaps 
(R5 à R7 ), ce qui est toujours plus coûteux qu 'avec un encodage par rang. 
D ' une façon générale, une requête d'intervall e à sens unique nécess itera de scanner 
un seul bitmap dans le cas d ' un encodage par rang, et jusqu 'à l C / 2 J bitmaps avec un 
encodage par égalité, oü C représente la cardin alité de l' attribut indexé. 
Pour répondre à une requête portant sur un prédicat d 'égalité en utili ant un index bit-
map encodé par rang, Je bitmap correspondant à la valeur recherchée sera fusionné avec 
le bitmap qui le précède (si existant) à l' aide d ' un OU exclusif. Lorsque le 2 ème bitmap 
n'ex iste pas, cas ol! le bitmap a socié à la valeur recherchée figure à la première po-
sition de l' index, alors le traitement du premier bitmap uffira pour trou ver le résultat 
final. Par conséquent, deux bitmaps pourront être traités au pire cas avec un encodage 
par rang pour sati sfaire une te lle requête. 
L'encodage par intervalle (Chan et Ioannidis, 1999) est le plus adapté parmi les troi s 
encodages aux requêtes d ' intervall es à deux sens, ex. : « 7 < âge< 30 ». Dans cet enco-
dage, un bitmap représente, non pas une valeur di stincte de 1' attribut indexé, mais plutôt 
un binde l ~ J valeur , oü Ce t la cardinalité de l' attribut indexé. Le nombre de bit-
map obtenus avec cet encodage est de l ~l - Ce qui veut dire que cette solution requ iert 
deux fo i moin de bitmaps comparée aux deux encodages précédents. E n plus, cet en-
codage assu re qu 'au pire cas, une seule paire de bitmaps aura beso in d 'être scannée 
pour répondre à une quelconque requête. 












































1 l l 1 
1 1 1 1 
1 1 1 1 
0 0 1 1 
1 1 1 1 
1 1 1 1 
1 1 1 1 
0 0 0 1 
0 0 1 1 
1 1 1 1 
0 1 1 1 
Figure 2.3: L' index bitmap de l' attribut X avec un encodage par rang 
2.3.2 Techniques d'encodage composées 
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Diverses solutions introduites dans la littérature combinent un ou plusieurs des trois en-
codages décrits précédemment. Ces contributions peuvent être classées en deux grandes 
classes : les techniques d 'encodage multicomposantes (multi-componen.t encodin.g) et 
les techniques d 'encodage multiniveaux (multi-level en.codin.g) . 
Méthodes d 'encodage multicomposantes 
L'encodage binaire (Wong et al. , 1985) fait partie de la classe des méthodes d'enco-
dage multicomposantes qui à ce jour offrent le plus petit nombre de bitmaps parmi 
toutes les solutions ex istantes. Cette approche est d 'ailleurs adoptée par le bit-sliced 
index (O ' Neil et Quass, 1997). Avec cet encodage, le nombre des bitmaps est réduit à 
IJog2 Cl bitmaps, où C est la cardin alité de l 'attribut indexé. Cependant, le point né-
gati f de cette technique est qu 'ell e nécessite un accès à tous les bi tmaps pour répondre 
à une requête d ' intervalle ou d 'égalité. Ce qui prend généralement beaucoup plus de 
temps comparé aux trois encodages basiques . 
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Plusieurs autres travaux (Bhan et al. , 2012; Stockinger et Wu, 2008) ont également étu-
dié des modèles d 'encodage multicomposantes qui construisent plusieurs index bitmap 
pour représenter les valeurs d ' un attribut indexé. Chaque index bitmap fait l' objet d ' une 
composante individuelle qui peut être encodée avec l' un des trois encodages bas iques. 
(Chan et Ioannidis, 1999) ont introduit un tel encodage multicomposantes. La Figure 2.4 
illustre un exemple de cet encodage lorsque deux composantes sont adoptées sur un at-
tribut dont les valeurs E [0, 999] . Pour fo rmer deux composantes pour un attribut ayant 
des valeurs E [0 , C- 1], le nombre de bitmaps dans les deux composantes, respecti-
vement b1 et b2 , sont choisies de sorte que b1 x b2 ~ C . Ainsi, chaque valeur v de 
l' attribut indexé pourrait ê tre écrite de la sorte : v = c1 x b2 + c2 , avec c1 = v 1 b2 et 
c2 = v% h Dans l' exemple de la F igure 2 .4, la première composante (C 1) a un nombre 
de bitmaps b1 = 25 et la deuxième composante (C2) en possède b2 = 40 bitmaps; ce 
qui représente plus de bitmaps comparé à un encodage binaire qui n'aura besoin que de 
flog2 1 0001 = 10 bitmaps dans ce cas, mais moins que ce que nécessiterait un simple 
encodage par rang ou par égalité. Pour encoder une valeur v quelconque de l 'attribut 
indexé, la technique procède en deux étapes : la première étape sert à sélectionner le bit-
map approprié de la première composante (C1) en calculant la divi ion entière v 1 40. 
La deuxième étape calcule le modulo v % 40 afin de trouver le bon bi tmap dans la 
deuxième composante (C2 ) . Enfi n, les deux bits con espondant à la position de v dans 
sa co lonne seront inversés en des bits pos itifs dans les deux bitmaps sélectionnés. 
Pour répondre à une requête d ' intervalle comme « âge<= 220 », la requête sera trans-
crite sous la forme: C1 < 5 OU (C1 = 5 ET C2 <= 20). Ainsi, i un encodage par 
rang est appliqué sur les deux composantes, 3 bitmaps seront accédés, tandis qu' avec 
un encodage binaire 10 bitmaps devront être scannés . En général, un encodage mul ti-
composantes engendre plus de bi tmaps qu ' un encodage binaire, mais avec l ' avantage 
que peu de bitmaps seront scannés lors de l'exécution de requêtes. Aussi , il crée, dans 



































0 1 0 0 0 0 
0 0 1 0 0 0 
0 1 0 0 0 0 
0 0 1 0 0 0 
0 1 0 0 0 0 
0 0 0 1 . .. 0 0 
0 0 0 0 1 0 
1 0 0 0 0 1 
0 0 0 0 1 0 
1 0 0 1 0 0 
0 1 0 0 0 0 
Figure 2.4: L' index bitmap de 1' attribut Z avec un encodage multicomposantes . 
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Plus le nombre de composantes augmente, plus l' espace de stockage croît et moins de 
bitmaps auront besoin d'être scannés pour répondre à une requête. Chan et Ioannidis 
(1 999) mentionnent que le nombre optimal de composantes qui offre le meilleur com-
promis temps-espace est de 2. 
Méthodes d'encodage multiniveaux 
D 'autres solutions fa isant partie des méthodes d' encodage mu ltiniveaux et qui com-
binent un ou plusieurs des trois encodages basiques ont également été proposées dans 
le but d' améliorer le compromis entre le nombre de bitmaps stockés et scannés lors 
de l' exécution de requêtes (Wu et al., 200lb ; Sinha et Winslett, 2007 ; Bin et Yu-Xing, 
2011 ). L'encodage à deux niveaux de Bhan et al. (201 2) adopte un encodage par égalité 
avec un binning au premier niveau et un encodage binaire au second niveau. Des expé-
riences ont montré que cette approche uti lise peu de bitmaps comparée à un encodage 
par égalité et en scanne beaucoup moins lors de l' exécution de requêtes d' intervall es . 
Les auteurs ont aussi constaté que ces performance s' amélioraient en augmentant le 
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nombre des valeurs dans les bins. 
Wu et al. (2010) ont également étudié un encodage à plusieurs niveaux fo rmant des 
hiérarchies de bins. Les valeurs distinctes de l' attribut indexé sont divi sées en un certain 
nombre de bins au premier niveau, puis chacun de ces bins est à son tour divisé en 
d 'autres bins plus fin s. Ce processus est réitéré sur les bins générés jusqu 'à obtention 
de bins assez fi ns. Un index bitmap est construit sur chaque bin et peut être encodé 
avec l'un des trois encodages basiques. L' index global peut alors être fo ndé sur un 
encodage hybride bénéfic iant des avantages de chacun des tro is encodage basiques. 
Des expériences (Wu et al., 2010) ont montré qu' un encodage intervalle-égali té, qui 
consiste à encoder les index bitmap de haut niveau avec un encodage par in tervalle 
et les index bitmap de bas niveau avec un encodage par égalité, offre de meill eurs 
compromis temps-espace comparé à un encodage binaire, à un encodage par égalité, 
ainsi qu 'à d 'autres sortes de combinaisons (rang-égalité, égalité-égalité, etc.) . E n effet, 
les temps de réponse obtenus avec un encodage intervalle-égalité sont, respectivement, 
~ 4 fo is et ~ 10 fo is plus rapides par rapport à un encodage binaire et à un encodage 
par égali té. 
- --- - -------- --
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2.4 Techniques de compressio n des bi tmaps 
Afin de réduire la taille d ' un index bitmap et d 'améliorer ses temps de traitements, des 
chercheurs ont proposé de compresser chaque bitmap de l' index individuell ement en 
appliquant une technique de compress ion de bitmaps. Cette section présente les prin-
cipaux types de méthodes ayant été utilisées pour compresser des bitmaps et présente, 
pour chaque type rapporté, des solu tions effi caces rencontrées lors du survol de la li tté-
rature ancienne et récente. 
2.4. 1 Compression de bi tmaps avec des méthodes de compression tex tuelle 
Le champ de recherche relati f à la compress ion des bi tmaps est étudié depuis bien 
longtemps. Parmi les plus anciennes contributions, nous citons celles qui consistent 
à appliquer des techniques génériques de compress ion textuelle, comme : le codage 
de Huffman (Huffman, 1952) ou LZ77 (Ziv et Lempel, 1977 ; Gaill y, 1998) sur des 
vecteurs de bits. Jakobsson (1 978) propose un modèle de compress ion bitmap basé sur 
un codage de Huffman. Cette solu tion divi se un bitmap en des blocs de k bits, pui s 
construi t un arbre de Huffman sur le bi tmap en se basant sur la p robabili té d 'apparition 
de chaque bloc de bits. Le bitmap est par la suite encodé sous fo rme d' une séquence de 
mots de code obtenus de l' arbre de Huffman. Cette technique offre d ' impressionnants 
taux de compress ion sur des bi tmaps de fa ibles densités. En effet, dans ces cas-là, les 
blocs ne contenant que des bits à 0 (des bits négati fs) ou seulement un seul bit à 1 
(bit pos itif) apparaissent fréquemment, et Je codage de Hauffman attribuera à ce type 
de blocs un mot de code de taille plus petite que k bits. Au fi nal, la taille moyenne des 
mots de code représentant les blocs de bits du bitmap initial sera généralement inférieur 
à k bi ts. 
D 'autres méthodes qui combinent plusieurs techniques de compression textuelle ont 
aussi été introduites . Fraenkel et Klein (1985) proposent une solution de compression 
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bitmap, nommée LLRUN, qui combine un codage de Huffman avec une compression 
par plage de valeurs (run-length encoding). Cette solution représente un bitmap avec 
un codage diffé renti el, dans lequel un bit à 1 est encodé par un entier 6., représentant 
la différence entre la position de ce bit est celle du précédent bit à 1 dans le bitmap 
(cette dernière va leur étant égale à 0 si c 'est le premier bit à 1 du bitmap). Un ensemble 
d'entiers 6. de même taille sont groupés dans un même paquet, et chacun des paquets 
co llectés se vo it attribué un code de Huffman unique, ch. Ainsi, un entier 6. est encodé 
par le code ch de on paquet suiv i de sa représentati on binaire minimale en omettant le 
1 de po ids fo rt. 
Wedek ind et Harder (1976) ont proposé une technique hiérarchique pour la compres-
sion de bi tmaps. Tout d 'abord , le bi tmap initi al v0 est d ivisé en r0 blocs de k0 bits 
chacun. Puis, les blocs ne contenant que des bits à 0 sont omis de la représentation. 
Pour garder trace de ces blocs de bits à 0 afi n de pouvo ir reconstruire l' index initi al, un 
nouveau bitmap v1 de r0 bits est créé pour jouer le rôle d ' un index de plus haut niveau. 
Le ième bit de v1 e t à 1 si le ième bloc de v0 contient au moins un bit à 1, sinon il es t mis 
à O. Le bitmap v1 es t en uite compressé de la même manière, après l 'avo ir divisé en r1 
blocs de k1 bits chaque, un nouveau bi tmap v2 sera instancié pour indiquer la position 
de bloc de bits à 0 omi de v1 . Le mê me principe de compress ion bitmap se poursuit 
sur les nouveaux bi tmaps générés jusqu 'à obtention d ' un bitmap de taille assez petite. 
E n dernier, le bloc de bits contenant au moins un bit à 1 des diffé rents bitmaps vi sont 
concaténés dans l 'ordre décroissant dei, pour aboutir à la fo rme compressée du bitmap 
initi al v0 . 
2.4.2 Compression de bi tmaps avec des techniques de compress ion de li stes d 'en-
tiers 
Dan le ba e de donnée et le moteurs de recherche, un bitmap e t auvent remplacé 
par une li te d ' entiers triée dan un ordre cro issant où chaque élément correspond à 
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la position d ' un de ses bits à 1. Culpepper et M offat (20 10) proposent une telle repré-
sentation pour améliorer les perfo rmances des index inversés. Cette représentati on peut 
économiser de J' espace de stockage lorsqu 'employée sur un bitmap de fa ible densité 
renfe rmant peu de bits positifs, mais en consomme, cependant, beaucoup plus que la 
représentation initi ale sur des bitmaps denses ayant un fort taux de bi ts à 1. A fi n d ' amé-
liorer J' efficac ité d ' une représentation bitmap par li ste d 'entiers, une solution serait 
d 'appliquer des techniques de compress ion d 'entiers sur chaque li ste . Les performances 
des techniques de ce genre connues à ce jour varient d ' une méthode à l'autre, et chaque 
approche vise à fo urn ir des résul tats in téressants face à 1' impo ant compromis entre 
les taux de compression et les temps d'encodage/décodage. Ce cha mp de recherche es t 
exploré depuis bien longtemps, nou citons quelques contributions connues comme : 
Golomb e t Rice coding (R ice et Plaunt, 197 1), Interpolative coding (Moffat et Stuiver, 
2000), Elias gamma et delta coding (Eli as, 1975), Variable byte (Cutting et Pedersen, 
1990), Byte-oriented encodings (Stepanov et al. , 20 11 ), Simple Famil y (Anh et Moffat, 
2010, 2005 ; Yan et al. , 2009), Binary packing (Anh et M offat, 2010; Deveaux et al. , 
2007), Patched cod ing (Zukowski et al., 2006). 
Pour donner un aperçu de méthodes de compression d 'entier , voyons vo ir plus en 
détail s quelques-unes de ces techniques . Pour encoder un enti er pos itif a, la méthode 
de Golomb (1966) procède en deux étapes : la première étape consiste à calculer q = 
l%J , où b est un paramètre fixé à l 'avance. U ne fo is obtenu , q est encodé en un aire (Wi-
kipedi a, 20 13). La deuxième phase ca lcule le reste de la division, r = a mad b, puis 
encode le résul tat r en binaire avec au plus flog2 b l bits. 
Ri ce et Plaunt ( L 971 ) améliorent la technique de Go Iomb en pre nant Je paramètre b 
comme une puissance de 2. Cela permet de calculer q et r à l'aide de simples décalages 
de bits, offrant ainsi une implémentation plus rapide de la mé thode de Golomb. Ces 
deux encodages offrent de bon taux de compress ion, mai ils sont connus d 'être lents 
lorsqu ' il s'agit de compresser/décompresser des entiers. 
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Les encodages gamma(/) et delta (5) d 'Elias (1975) sont parmi les plus cités dans 
la littérature scientifique. Afin de compresser une liste d'entiers, ces deux techniques 
essaient d 'attribuer de courts codes aux entiers de la li te. L'encodage 1 d 'Elias encode 
un entier a avec Llog2 a J bits à 0, qui représenteront le préfixe de la forme compressée, 
suivis de la représentation binaire minimale de a qui nécessite 1 + L log2 a J bits et 
dont le bit de poids fort es t toujours à 1, ces derniers bits représenteront le suffixe de la 
forme compressée. Le nombre de bits occupés par l' entier a une fois compressé avec 
l 'encodage 1 d'Eli as sera de 1 + 2 Llog2 aJ bits. Le Tableau 2. 1 montre des exemples 
d 'entiers encodés avec un 1 code. Pour donner un meilleur aperçu de la technique 
d'encodage, une virgule(« , ») a été placée entre le préfixe et le suffixe de chaque code. 
Selon Bertchold et al. (1992), le désavantage de la technique 1 est que plus les entiers 
deviennent grands, p lu le taux de compression rétrécit. L'encodage 5 d 'Elias est plus 
efficace dans les cas de larges entiers. Cette méthode encode un entier a avec 1 'encodage 
1 de l'entier (1 + Llog2 aj), suivi de la représentation binaire de a sans le bit le plus 
significatif. Des exemples de cet encodage sont donnés dans le Tableau 2.1. L'encodage 
1 consomme mo ins d ' espace sur la majorité des enti ers positifs infér ieurs à 15 comparé 
à l 'encodage 5, tandi s que ce dernier n'estjamai pire que l' encodage 1 sur des enti ers 
plus grands que 15 (Bertchold etal. , 1992). 
Les encodages 5 et 1 sont simples à implémenter et un seul passage sur une li ste d ' en-
tiers leur uffit pour la compresser. Ces deux techniques offrent éga lement de remar-
quables taux de compression tels qu'observés dans Bertchold et al. (1992). 
Lemire et Boytsov (20 13) couvrent une large sélection de techniques de compress ion 
d' entiers (anciennes et récentes) et proposent de nouvelles méthodes : SIMD-BP 128* et 
SIMDFastPFOR, qui ont montré de re marqu ables performances. Le lecteur désireux de 














Tableau 2. 1: Exemples de codes 1 et 6 
2.4.3 Systèmes génériques de compression bitmap 
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Fraenkel et Klein (1 985) ont montré qu ' une large gamme de techniques de compression 
bi tmap pouva ient être représentées par un système générique décrit comme suit : 
Soit V un vecteur d 'entiers positifs vi · Pour coder un entier a ~ 1, il suffit de trouver le 
k ème entier de V tel que : 
k- 1 k 
2: Vi < a ::; 2: Vi. 
i = l i = l 
E nsuite, la différence uivante sera calculée : 
k - 1 
d = a - 2: vi - 1. 
i= l 
Le kème entier trouvé sera par la suite codé avec un encodage approprié et sera suiv i 
de la représentation binaire de d qui utili se llog vkJ bits si d < 2flog vkl - vk> ou 
!log Vk l bits si d ~ 2flog v kl - vk. 
Un encodage 1 d'Eli as par exemple, pourrait être reproduit en adoptant le vecteur d 'en-
tiers V-y = (1 , 2, 4, 8, ... , 2i- l , ... ),et en codant les entiers trouvés de la liste en unaire. 
La méthode LLRUN de Fraenkel et Klein (1985) décrite plus haut pourrait être repré-
sentée avec le même vecteur d 'entiers de l' encodage 1 et en codant les entiers trouvés 
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de la liste avec un codage de Huffman portant sur la fréquence d'apparition de chaque 
entier sélectionné dans la liste d'entiers compressés. 
Teuhola (1978) a proposé un encodage, nommé ExpGol, adapté aux di stributions de 
données biaisées, souvent rencontrées dans les ensembles de données réelles. ExpGol 
représente une généralisation de l'encodage 'Y d 'Elias et utilise de ce fait un vecteur 
d'entiers Vr = (b, 2b, 4b, ... , 2i-1b, ... ), oü b est un paramètre fixe dont les auteurs sug-
gèrent de le prendre comme une petite puissance de 2. 
Bertchold et al. ( 1992) évaluent les performances de plusieurs modèles de compression 
bitmaps génériques, dont LLRUN, ExpGol, le 'Y cod ing d'Elias ainsi qu ' un encodage de 
Huffman (Huffman, 1952). La version originale d ' ExpGol (Teuhola, 1978) a été conçue 
pour être appliquée de façon globale sur un index bitmap, en encodant tous les bitmaps 
de l' index avec un même vecteur d 'entiers. Les auteurs de Bertchold et al. (1992) ont 
changé cette méthode en une version locale, qui permet d'encoder chaque bitmap avec 
son propre vecteur d'entiers. Les deux méthodes globales LLRUN et celle de Huffman 
ont également étaient modifiées en des versions locales. Cependant, consommant de 
larges espaces, l'attribution d'un code préfixe propre à chaque bitmap s'est révélée in-
effi cace et, par conséquent, les auteurs ont choisi de ne générer que flog Nl codes 
préfixe différents, oü N est égal au nombre de bits dans les bitmaps non compressés. 
Pour encoder le bitmap t, le llog PtJe code préfixe sera employé, oü Pt correspond au 
nombre de bits positifs dans le bitmap t. Les résultats ont montré que les versions lo-
cales des méthodes offrent de meilleurs taux de compression par rapport aux anciennes 
versions globales . 
Book tein et Klein (1991) proposent également de nouvelles méthodes de compres-
sion bitmap et comparent leurs performances avec celles de plusieurs autres techniques 
précédemment introduites. Les expérience menées ont montré que leurs nouvelles mé-
thodes offrent les meilleurs ré ultats et atteignent des taux de compression touchant les 
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16 %. Bertchold et al. (1 992) ont reproduit un banc d 'essai similaire à celui de Book-
stein et Klein (1 99 1) et ont constaté que leurs méthodes locales ont affi ché des taux de 
compress ion environnant les 30%, ce qui confirme l' efficacité de ces approches locales. 
2 .4.4 Compression de bitmaps par alignement d'octets (Byte aligned Bitmap Com-
pression) (BBC) 
Les techniques de compression textuelle et d 'entiers, lorsque appliquées sur des bit-
maps, offrent en général des taux de compression assez proches de la limite théorique, 
mais affichent cependant p lusieurs désavantages, comme : (1) Un calcul logique ou 
un accès aléatoire ne peut se faire directement sur des bi tmaps comp ressés (Johnson, 
1999), car ces derniers doivent être déco mpressés avant de procéder à une tell e opéra-
tion, introdui sant ainsi une surcharge qui rend les perfo rmances de ces approches moins 
intéressantes dans des contextes où ce genre d 'opérations doit pouvoir être rapidement 
réali sé. En effet, pour exécuter effi cacement une requête comme« âge < 200 », un in-
dex bi tmap encodé par égali té entraînera une fusion logique entre 200 bitmaps. Un tel 
scénario nécess ite une méthode qui , non seul ement offre de bons taux de compression, 
mais qui permet aussi d'exécuter rapidement des opérations logiques entre plusieurs 
bitmaps. (2) Le stockage des bitmaps dans leur fo rme compressée augmente les coûts 
des modifi cati ons. 
Antoshenkov ( 1995) a observé que la plupart des ordinateurs traitent les données bi-
naires en des blocs de bits de taille fixe. Cela poussait les techniques de compression 
textuelle ou d 'entiers, qui encodent les entités avec des chaînes de bi ts de longueurs 
variées, à gaspiller de l'espace lors de l'alignement de la fo rme compressée d ' une en-
tité sur des bl ocs de bi ts manipulables par la machine, et à perdre du temps lors des 
opérations de lecture où plusieurs blocs de bits doivent être analysés pour récupérer 
une certaine représentation compressée. L'auteur a alors constaté le besoin d ' une tech-
nique de compress ion bi tmap qui est bien adaptée aux caractéri stiques matérielles de la 
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machine et qui peut opérer sur des bitmaps compressés sans recourir à une éventuelle 
décompression. Ainsi, BEC a été introduite comme une technique de compression bit-
map qui respecte ces deux principaux critères . 
BEC lit un bitmap non compressé bit par bit et l'encode en une séquence de blocs 
d ' octets. Trois types de blocs d ' octets peuvent être rencontrés lors de l ' encodage d ' un 
bitmap : un bloc propre (gap byte), qu 'on notera GBYTE, dont tous les bits ont la même 
valeur logique. Le deuxième type de bloc d 'octets suit une séquence de GBYTE et ne 
possède qu ' un seul bit de valeur logique diffé rente de celle des bits des GBYTE. On 
notera ce type de bl oc OBYTE pour Offset Byte. Le troisième type de bloc est un bloc 
sale (m.ap byte), qu ' on notera MBYTE, et qui contient une combinaison de plusieurs 0 
et 1. 
BEC encode une séquence de blocs d 'octets d ' un même type dans un atome. Le premier 
bloc d ' un atome est un octet de contrôle (Control Byte), qu 'on appellera CBYTE. Ce 
dernier est composé de trois champs : un champ « type » noté (TFIELD), un champ 
« sens des bi t » noté FFIELD et un champ « données » noté DFIELD. 
Une séquence d 'un ou de plusieurs GBYTE est encodée dans un atome à l 'aide d' une 
compres ion par pl age de valeur . Si le nombre de GB YTE est infé rieur à un certain 
seuil , alors la longueur de la séquence sera stockée dans le champ TFIELD du CBYTE 
de l' atome. Sinon, de 1 à 8 blocs d 'octet peuvent être créé pour conserver la longueur 
de la séquence de GBYTE exprimée en octets et en bits. Le champ FFIELD conser-
vera le sens des bits des GB YTE. De faço n similaire, un atome peut encoder jusqu ' à 
15 MB YTE successifs du bitmap. La séquence des MBYTE est préservée dans la repré-
sentation compressée du bitmap et suit le CBYTE de l ' atome. Le champ DFIELD du 
CBYTE stocke le nombre des MBYTE de la séquence. Quant aux OBYTE, un atome est 
généralement créé pour chaque octet de ce type et la position du bit différent dans un 
OBYTE est conservée dans le champ DFIELD du CBYTE de l ' atome. Dans les cas où 
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un OBYTE suit une séquence de GBYTE, il sera alors stocké dans l'atome compressant 
les GBYTE. 
Cela donne un aperçu des principes généraux d ' une compression bitmap avec BEC. 
Concrètement, la méthode BEC utilise des atomes de différentes structures pour com-
presser un bitmap, chacune adaptée à une suite d'octets spécifiques . La technique peut 
utiliser en tout 8 ato mes différents. Le lecteur désireux de connaître plus de déta il s sur 
la structure de chaque atome ainsi que sur les mécanismes d'encodage/décodage des 
bitmaps avec BBC, peut se référer à (A ntoshenkov, 1995). 
Lors d'expériences comparant les performances de BBC avec la méthode d'encodage 
différentiel Delta (Korn et Vo, 1995) (à ne pas confondre avec l'encodage 5 d'Elias), 
BBC a offert une meilleure compress ion sur des fortes densités, tandis que sur des 
faibles densités, la compression Delta s'est montrée un peu plus performante. E n ce 
qui concerne les temps d ' encodage/décodage des bitmaps, l' auteur affirme que BEC 
encode~ 2 fo is plus rapidement et décode ~ 4 fois plus vite comparé à la compression 
Delta . Ces bonnes performances sont principalement dues à l' alignement des bitmaps 
en blocs d 'octets. 
L'auteur décrit auss i les règles suivies par BBC lors du calcul d ' une opération logique 
entre deux bitmaps . Il a été rapporté, qu 'en suivant ces règles, BEC peut effectuer une 
fusion logique entre deux bitmaps de 10 à 30 fois plus rapidement que des bitmaps sans 
compress ion ou compressés avec un encodage Delta. 
Johnson ( 1999) compare les performances de trois techniques de compression bitmap : 
ExpGol (Bertchold et al., 1992), LZ (Gailly, 1998) et BBC. L'auteur a constaté que la 
sélection de 1' algorithme qui offre la meilleure compTession parmi les trois méthodes 
dépend de la densité et du type de distribution des bits positifs dans le bitmap à com-
presser. Les résultats ont montré que sur des bitmaps de faibles densités, ExpGol affiche 
les meilleurs ratios de compression. Tandis que sur des bitmaps de fortes densités (fort 
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taux de bits à 1), LZ offre en général la meilleure compression, suivi de ExpGol, bien 
que les performances de BEC s'améliorent sur des distributions par grappes (clustered 
distributions) jusqu 'à dépasser celles de ExpGol. 
Les auteurs ont également évalué les temps que prennent chacune des trois techniques 
de compression bitmap pour faire des calculs logiques sur des bitmaps de densités 
var iées, en utili sant 4 différents algorithmes de calculs logiques. Il a été constaté que 
le choix du meilleur algorithme dépend de l'opérateur logique utili sé et de la densité 
des données. Les auteurs rapportent qu' effectuer une opération logique directement sur 
des bitmaps compressés pouvait être jusqu 'à 50 foi s plus rapide que sur des bitmaps 
non compressés. Ces résultats ont é té obtenus avec BEC, étant l'unique méthode parmi 
les trois qui supporte le mieux ce genre d ' opérations, contrairement à ExpGol pour 
qui ce type de traitements s'avèrent complexes et LZ qui n' a pu être adapté pour des 
traitements directs sur des bitmaps compressés . 
2.4.5 Compression de bitmaps par alignement de mots CPU (Word-Aligned Hybrid 
code (WAH)) 
L'alignement des bitmaps en blocs d'octets permet à BEC d'effectuer des opérations 
logiques plus rapidement comparées aux autres techniques de compression bitmap par 
longueurs de bits variées, comme : LZ77, l ' encodage 1 et 5 d 'Eli as, e tc. Wu et al. 
(2001a) ont observé que la majorité des CPU modernes traitent plus efficacement les 
informations par mots CPU que par blocs d 'octets, les auteurs ont alors eu l'idée de 
développer une technique de compression bitmap qui respecte un alignement par mots 
CPU. Il ont alors étendu BEC de faço n à ce qu ' il compres e les bitmaps avec un aligne-
ment par mots CPU. Cette solution de compression bitmap fut nommée Word-Aligned 
Bitmap Code (WBC). Bien qu ' une compression basée sur un alignement par blocs d'oc-
tets aboutit en général à des bitmaps plus compacts, mais en matière de calculs logiques, 
les performances ont montré que WBC a permis d ' exécuter des opérations l ogiques~ 2 
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à~ 4 fo is plus vite que BBC (Wu et al., 2001 a). 
Une analyse approfondie (Wu et al. , 200l a, 2006) du comportement de la méthode BBC 
lors de l'exécution d'opérati ons logiques a permis aux auteurs de découvrir plusieurs 
désavantages liés aux différentes structures atomiques gérées par cette technique, ren-
dant son traitement complexe. En effet, l' utilisati on d ' un CBYTE comme l'entête d ' un 
ato me crée une certaine dépendance entre cet octet et le reste des octets de l' atome (Wu 
et al., 2006). Par conséquent, lors de la lecture d ' un bi tmap compressé avec BBC, le 
CBYTE de l'atome courant doit ê tre entièrement interprété avant de pouvo ir passer aux 
autres octets de l'atome et au CBYTE suivant. Aussi, la gest ion d 'au moin 4 types 
d 'atomes d ifférents et les plusieurs interprétations poss ibles d ' un octet conduisent à 
fa ire des traite ments CPU complexes. Ces inconvénients provoquent des bulles (p ipe-
line stail) (Wikipedi a, 2015a) sur les pipelines du CPU et fi nissent par ralentir les temps 
d 'exécution. 
La méthode introduite par Wu et al. (2006), nommée WAH , est une technique de com-
press ion bitmap avec alignement de bits par mots CPU. Les auteurs rapportent que 
contrairement à BBC et WB C, cette technique se caractéri se par sa simplic ité, du fa it 
qu 'elle n' utilise pas de structures atomiques complexes et n'adopte que deux types de 
mots CPU, des jill et des Literai. Les auteurs affirment auss i que les mots de WA H n'af-
fi chent pas de dépendances entre eux, contrairement aux bloc d'octets du modèle BBC. 
Des expériences (Wu et al. , 2006, 2001 a) ont montré que WBC et WAH nécess itent 
presque la même quanti té d'espace de stockage, mais que WA H permet d'exécuter des 
opérations l ogiques~ 2 fo is plus rapidement que WB C et ~ 12 fo is plus vite que BBC. 
La F igure 2. 5 illustre un exemple de compression bi tmap avec WA H sur un mot CPU de 
32 bi ts (w = 32 bi ts). La partie (a) de la Figure 2.5 montre les pos itions des bi ts positifs 
du bitmap à compresser. Pour des contraintes d 'espace, des « ... » ont été utili sés pour 
représenter une suite de bits à O. 
----------- ------------------------ ----- -- - --- -------- -- -- -- · - -- -- - - -
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Avec un mot CPU à w bits, WAH divise, tout d 'abord, le bitmap en des blocs de 
(w - 1) bits. Les blocs obtenus so nt donnés dans la partie (b ) de la Figure 2.5. Tout 
comme BBC, les suites de blocs homogènes contenant une mêm e valeur logique seront 
encodées par WA H à l' a ide d ' une compression par plage de valeurs, mais dans des mots 
CPU de type jill. Quant aux blocs hétérogènes renferm ant une combinaison de 0 et de 1, 
il s seront encodés dans des mots de type literai. Pour di ffére ncier entre les deux types 
de mots, les concepteurs ont cho isi d ' utili ser le bit le plus significatif de chaque mot. 
Si celui -ci es t à 1, le mot es t a lors de type jill, s inon il es t de type literai. Cette straté-
g ie permet de di stinguer entre les de ux types de mots sans extraire le moindre bit. Le 
deuxiè me bit le plus s ignifi cati f d ' un mot jill peut être à 1 ou à 0 , selon le sens des bi ts 
dans la séque nce des blocs homogènes encodés. Les (w - 2) bits restants sauvegardent 
le no mbre de blocs homogènes compressés dans le mot. Pour ce qui es t des (w - 1) bits 
de poids fa ible d ' un mot literai, ceux-ci conservent les (w - 1) bits du bloc de bits 
hé térogène représenté par le mot. La partie (c) de la Figure 2 .5 donne le résultat de la 
compress ion WA H sur le bi tm ap orig inal. 
Appliqué sur un bitmap, l'encodage WAH instancie ra, au pire cas, 2 mots CPU pour 
chaque b it à l . Le premier mot sera un mot literai qui stockera la chaîne de bits litté rale 
co ntenant le 1, et le deux ième mot, de type jill, e ncodera la séque nce des bi ts négatifs, 
s ' il y en a, séparant deux bits pos itifs du bitmap. On sait qu ' un attribut à N e ntrées 
nécess ite ra un index bitmap contenant N bi ts positifs. A insi, la ta ille max imale d ' un 
index bitmap une fo is co mpressé avec WA H sera ;:::;; 2N mots CPU. Ce qui est moins 
vo lumjneux comparé à l ' arb re-B + , un des index les plus communé ment utili sés dans 
les base de donnée , qui con omme environ 3N à 4N mots CPU (Wu et al. , 2006). 
Par défi ni tion, le temps d'u ne opération de recherche est optimal s' il est une fo nction 
linéa ire par rapport au no mbre des élé me nts de l' ensemble ré ul tant. E n d 'autres mot , 
si K est le nombre des éléments résultants, a lors le temps optimal d'une opération de 
recherchee t en 8(K) . D ans Wu et al. (2006), les auteur ont montré que la méthode 
(a) Entiers de 32 bits 
95 251 368 369 
(b) Blocs de 31 bits (372 bits) 
3x3 I bits 3 I bit 4x3 I bi ts 3 I bits 2x3 1 bits 3 1 bits 
1oo1 o .. . o l lü..J)l ------IOOOlO ... o l ~ ~lo ... OllOOI 
(c) Compression WAH (192 bits) 
32 bits 32 bit 32 bits 32 bi ts 32 bit 32 bits 
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l tO IO ... Oli i iOIOOIO ... OII lOIO ... OIOO IIOIOOOlO ... o ii iO IO ... OIO IIOIO ... OllOOI 
(d) Compression Concise (1 28 bits) 
32 bit 32 bits 32 bits 32 bits 
1 00 1 00000 1 0 ... 0 I 0 1 1 00 1 000 1 1 1 0 ... 0 1 00 1 1 00 1 00 1 00 1 0 ... 0 l 0 1 I I 1 00110 ... 0 1 
Plages 0-92 93-247 248-340 341-371 
(e) Compression PLWAH (96 bits) 
32 bits 32 bits 32 bits 
I Io looo II Io .. . OJI I I I o loo 1 oo lo ... owo l I IO I I '' oo 111 1 o 11o ... o 1 o l 
(f) Compression EWAH (192 bits) 
32 bits 32 bits 32 bi ts 32 bit 32 bits 32 bits 
lü lü ... OIO IO ... ül l lü ... Olüüü l lü lü ... OIOO IO .. . ül l lü .. . OIO ... ül lü lü ... OII IO ... ül l lüüOOOllO .. . ül 
Marqueur Marqueur Marqueur 
(g) Compression VAL-WAH (s=7 bits) (64 bits) 
13x7 bits 7 bit 2 1 x7 bits 7 bits 16x7 bits 7 bits 
Blocs f().J)l IOOOOlOO I ÎÜ..J)l IOOOOOOl l -------~ IOOOOllO I 
32 bits 32 bits 
I I 0 I 0 1 000 I I 0 I 1 0000 1 00 1 00 I 0 I 0 1 1 000000 I l I l 000 1 00 1 0000 1 0000 110 1 0 ... 0 1 0 .. . 0 1 
Figure 2.5: Compression du bitmap représenté par la liste d'entier {95, 251, 368, 369 } 
avec WAH, Concise, PLWAH, EWAH et VAL-WAH sur un mot CPU de taille w = 
32 bits. 
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WAH calcule optimalement des requêtes d ' intervalles à une dimension . Sachant que 
le temps d'exécution d ' une requête d' intervalle à une dimension en utilisant un index 
bitmap est dominé par le temps nécessaire pour effectuer les calculs logiques entre les 
bitmaps sélectionnés. Dans Wu et al. (200 1 a, 2006); Stockinger et al. (2002), il a été 
rapporté que le temps consommé par une opération logique entre plusieurs bitmaps 
compressés avec WAH est une fonction linéaire par rapport à la taille totale des bit-
maps impliqués. Puisque la taille d ' un bitmap compressé par WAH est de O(N) mots 
CPU, où N représente le nombre de bits positifs dans le bitmap, le temps d'exécution 
d ' une opération logique entre plusieurs bitmaps compressés par WAH sera une fonc-
tion linéaire par rapport au nombre de bit po itif dans les bitmaps; mais pour une 
requête sur une dimension (sur un seul attribut) , ce nombre de bits positifs est égal au 
nombre des éléments résultants, car un OU logique sera calculé entre les bitmaps sé-
lectionnés. Par conséquent, un index bitmap compressé avec WAH permet de répondre 
optimalement à des requêtes à une dimension. 
Les tests réels conduits par Wu et al. (2006) reflètent d 'avantage l'efficacité des in-
dex bitmap compressés avec WAH. Comparé à plusieurs index : BEC, arbre-B , index 
de projection (O'Neil , 1987) et un index bitmap non compressé, WA H a montré les 
meilleurs temps de réponse dans tous les tests portant sur des requêtes d ' intervalle à 
une dimension : ~ 283 foi s plus rapide que l'arbre-B, ~ 6 fois plus rapide que BEC et 
~ 190 fois plus rapide que l'index de projection. 
Il est à noter que la remarquable avancée par rapport à BEC est due au fait que les tests 
ont été menés sur des bitmaps stockés en mémoire principale. Si les bitmaps devaient 
être chargés du disque avant une opération, la différence entre les performances de WAH 
et de BEC pounait diminuer à cause du fait que la taille des bitmaps compressés avec 
BEC est environ 60 % plus petite que celle des bitmaps compressés avec WAH (Wu 
et al., 2001a). Du coup, moins d 'opérations d 'E/S di sque seront requises avec BEC. 
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Wu et al. (2006) ont également étudié les perfo rmances de WA H avec des requêtes 
multidimensionnell es . É tant donné que WA H offre des temps de réponse optimaux sur 
une dimension et que les résultats obtenus sur une dimension peuvent être effi cacement 
combinés avec ceux d 'autres dimensions, cela permet de répondre aussi efficacement à 
des requêtes multidimensionnell es à l' aide d ' index bitmap compressés avec WAH. Des 
tests sur des données réelles comparant les performances de WA H avec celles d 'autres 
index : BBC, arbre-B , index de proj ecti on, etc., ont montré que WAH est le plus rapide 
pour des requêtes mul tidimensionnell es par rapport aux autres index évalués . L' index 
de projection et 1 'arbre-B sont, respectivement, ~ 3 fo is et ~ 6 fo is plus lents que WAH, 
et ce derni er est ~ 6 fo is plus rapide que BBC. 
2.4.6 Vari antes de WAH 
Depuis J'introduction de WAH, plusieurs chercheurs ont essayé d 'améliorer les perfor-
mances de cette technique en proposant des so lu tions de compression bitmap qui com-
binent une compress ion par plage de valeurs avec une représentation bitmap sous fo rme 
de chaînes de bi ts ali gnées par mots CPU : Colantonio et Di Pie tro (20 10); Deliège et 
Pedersen (2010); Lemire et al. (2010); Fusco et al. (2010); Schmidt et al. (2011 ); Gu-
zun et al. (201 4); Ma et al. (2014); Chang et al. (201 5); Chen et al. (201 5); Wu et al. 
(20 16), etc. 
Compressed 'n'Composable IntegerSet (Concise) 
Colantonio et Di Pietro (2010) ont introduit une nouvell e technique de compression 
bi tmap appelée Concise. Cette méthode occupe, sur des fa ibles densités, 2 fo is moins 
d 'espace que WAH sans, en contreparti e, augmenter les temps de traitement sur les bi t-
maps. U n bitmap de fa ible densité est majoritairement composé de plusieurs 0 séparant 
deux bits positifs. Dans un tel bitmap, WA H créé en général deux mot CPU à la ren-
contre d ' un bit positif (qu 'on appell era bit pollué), un premier mot litera[ pour encoder 
38 
le bloc dans lequel apparaît le bit pollué, et un deuxième mot de type .fill pour encoder 
la suite de blocs homogènes de valeur logique 0 séparant le bloc du bit pollué de celui 
du prochain bit positif dans le bitmap. L' idée principale de Concise est d ' utiliser un 
nouveau type de mot dans ce genre de scénario qui encode le bloc du bit pollué et la 
séquence des blocs homogènes dans un seul mot CPU, que l'on nommera mot mixte . 
Rappelons qu'un mot WAH (de taille w bits) de type.fillutilise les (w- 2) bits de poids 
faible pour sauvegarder la longueur de la séquence de blocs homogène encodée. En 
observant de plus prè un bitmap compres é avec WAH, les auteurs ont constaté que 
dans la majorité des mots CPU de type .fill, beaucoup moins de (w - 2) bits suffi sent 
pour stocker la longueur de la file de blocs homogènes. Les auteurs ont alors eu l'idée 
de prendre les pog2 w l bits les plus significatifs parmi les (w - 2) bits de poids faible 
d' un mot.fill, afin d'encoder la position du bit pollué dans son bloc hétérogène. Notons 
que les pos itions des bits d ' un bloc hétérogène varient de 1 à w - 1 et que chacune 
peut être écrite sur pog2 w l bits. La forme d ' un mot mixte se présente comme suit : 
son bit de poids fort indique le type du mot : 0 pour un mixte ou 1 pour un Literai, 
le bit suivant spécifie le sens des bits des blocs homogènes encodés dans le mot, les 
pog2 w l bits qui suivent indiquent la position du bit pollué dans le bloc hétérogène, 
et le reste des bits encodent la longueur des blocs de bits homogènes. Notons qu ' un 
mot de type.fi.ll est également repré enté par un mot mixte dont le bits de position sont 
nul s. Une autre petite di stinction par rapport à WAH réside au niveau du processus de 
di vi ion du bitmap en des blocs de (w - 1) bits . Concise stocke un bit positif par 1 'entier 
correspondant à sa position dans le bitmap. Dans le cas d' un bit positif situé à la ième 
position du bitmap, Concise le représentera avec un bit po itif dans le ( i / ( w - 1) )ème 
bloc (en comptant les blocs à partir de 0) au ((i mod (w- 1)) + 1)ème bit de poids 
faible. Aussi , la position stockée dans les bits de position d'un bloc mixte est donnée 
par rapport aux bits de poids faible. La partie (d) de la Figure 2.5 montre le résultat de 
la compression Concise du même bitmap compressé précédemment avec WAH. Notons 
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également que Concise peut encoder aussi effi cacement des di stributions contenant des 
séquences de bits positifs séparant des bits négatifs. Le principe reste le même, sauf que 
le deuxième bi t de poids fo rt d' un mot mixte représentant le sens des bi ts homogènes 
aura la valeur logique 1. Le bit pollué dans ces cas aura la valeur logique inverse, so it 
O. 
Cette sophisti cati on permet de réduire la ta ille des bitmaps de fa ibles densités à ~ N 
mots CPU plutôt que de~ 2N mots CPU dans le cas de WAH. Des expéri ences (Co-
lanto nio et Di Pietro, 201 0) approuvent cette affi rmation et montrent que Conc ise ne 
prend j amais plus de temps que WA H lors des calculs logique . 
Position. List Ward Align.ed Hybrid (PLWA H ) 
PLWA H (Deli ège et Pedersen, 2010) est une technique qui adopte le même principe que 
Concise mais qui permet de fo rmer des mots mixtes encodant une séquence de blocs 
homogènes et un bloc hétérogène pouvant contenir un ou « plusieurs» bits pollués. Le 
nombre de bits pollués to lérés dans un mot mixte e t défini par un seuil fixe préétabli . 
Une petite disti nction par rapport à Conci e réside sur le fa it que le bloc hétérogène 
encodé dans un mot mixte vient après la fil e dans la représentation décompressée du 
bi tmap (non pas avant la fi le comme c'est le cas avec Conc ise). Auss i, le bit de poids fo rt 
d ' un mot PLWAH mixte prend un l , tand i que celui d ' un mot literai est mis à O. Cette 
solution devrait compresser plus efficacement que Concise sur des di stributions fo rmant 
plusieurs séquences de blocs homogènes in terro mpus par un bloc hétérogène contenant 
plusieurs bits pollués. La comparaison des perfo rmances de ces deux techniques reste à 
déterminer. Toutefo is, par rapport à WAH , des expéri ences (Deliège et Peder en, 20 10) 
ont montré que PLWAH compresse ~ 2 fo is mieux ur de fa ibles densités. En terme 
des temps de réponse aux requêtes, PLWAH a montré qu ' il n'a était j amais pire que 
WAH et qu ' il pouvait être jusqu 'à 20% plus rapide pour certaine requête . La partie (e) 
de la F igure 2.5 montre le résultat d ' une compress ion PLWA H sur le précédent bi tmap 
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compressé avec WAH. 
Chang et al. (2015) ont amélioré le modèle de PLWAH en introduisant une nouvelle 
technique de compression bitmap: SPLWAH , qui étend Je format PLWAH avec de nou-
veaux mots de code pour compresser de nouveaux patrons dans une suite de mots de 
32 bits : SF, FSF et SFS. SF compresse une succession de deux mots de 32 bits, dont 
le premier est de type Literai et Je deuxième de type jill, en un seul mot CPU de 32 bits. 
FSF encode une uite de troi s mots CPU de 32 bits, où le premier est de type jill, le 
deuxième de type literai et le troisième de type jill , en un seul mot CPU de 32 bits. 
Quant à SFS, ce mot de code compresse une occurrence de trois mots CPU en un seul 
mot CPU, lorsque le premier mot de la suite est de type literai, le deuxième de type 
jill et le troisième de type literai. Des banc d 'essais sur des données réelles ont révélé 
que SPLWAH est plus adapté aux cas de bitmaps denses, très souvent rencontrés sur 
des données triées, où il a affich é des taux de compression de ;:::::: 26% meilleurs que 
PLWAH. 
Enhanced Ward Aligned Hybrid (EWAH ) 
Puisque WA H représente des blocs de 31 bits hétérogènes par des mots CPU de 32 bits, 
il arrive parfo is, sur certaines données, que la taille du bitmap compressé avec WAH 
s'élargisse de 3% par rapport à sa taille sans compression. Lemire et al. (2010) ont 
étudié une so lution de compress ion bitmap appelée EWAH qui réduit la probabilité 
de générer un bitmap compressé plus large que sa taille sans compression à 0, 1%. 
Comme WBC, cette technique divise le bitmap en des blocs de w bits, puis compresse 
la séquence de blocs obtenue à l' aide d 'atomes. Un atome peut être composé de deux 
types de mots CPU : un mot Litera! et un mot marqueur. Un mot literai conserve un 
bloc hétérogène de w bi ts. Un mot marqueur joue Je même rôle qu ' un CB YTE dans un 
atome BBC, et peut encoder une fi le de bloc hétérogènes ou une uccession de bloc 
homogènes possiblement uivie d' une suite de blocs hétérogène . Sur un mot CPU de 
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w bits, la forme d ' un m ot marqueur se présente comme suit : Je bit Je plus significati f 
représente Je sens des bits de la fi le homogène, les [(w-1)/21 bits suivants e nregistrent 
la longueur de la fil e des blocs hom ogènes et les l ( w - 1) /2 J dernie rs bits stockent Je 
nombre des blocs de bits hété rogènes, s' il y en a, qui suivent la séquence homogène. 
La partie (f) de la Figure 2.5 montre un exemple de compress io n EWAH sur Je bitmap 
compressé précédemment avec WAH. 
Sur des bitmaps de fa ibles de nsités, EWAH peut être moins compacte que WAH lors 
de la compression de longues sui tes de 0 Lemire et al. (201 0). E n effet, sur un m ot 
CPU de 32 bits, le m ot marqueur d ' EWAH ne peut représente r que des fil es de blocs 
homogènes d ' une longueur infé rieure à 216 . Lors d 'expéri ences (Le mire et al., 2010) 
sur des données réelles et un mot CPU de 32 bits, les auteurs ont co nstaté que EWAH 
était ~ 14% m oins efficace que WA H e n terme de compress ion de séquences de blocs 
homogènes, m ais qu ' il é ta it de ~ 3% mjeux en m atière de compression des blocs hé-
térogènes, qui , dans leurs tes ts, constituaient près de la moitié des mots des bitmaps 
compressés. C ette derni ère observa tion la isse pré te ndre l 'efficacité d ' EWAH comparé à 
WAH sur de fo rtes de ns ités. To utefo is, les petiormances d ' EWAH sur des fi les de blocs 
homogènes peuve nt être amé li o rées en ajustant le nombre des bits représentant les lon-
gueurs des fi les. D 'ailleurs, sur un mot CPU de 64 bits, les auteurs affi rment qu 'EWAH 
a é té auss i effi cace que WA H e n compressant ces blocs de bi ts. 
Bie n que l'utili sati on d 'atomes crée une dépendance entre les mots CPU d ' un bitmap 
encodé e t ralentie de peu les temps d ' exécuti on, EWAH peut cepend ant tra iter un bit-
map compressé contenant un fo rt taux de mots literai beaucoup plus rapidement que 
WAH. Effec tivement, pour tra iter un mot literai, WAH doit accéder au mot puis vérifi e r 
son bi t le plus s ignificatif avant de procéder à so n traitem ent, tandi s qu ' un simple accès 
au mot suffit pour EWAH. A ussi, lors de calcul s logiques, l 'avantage de conn aître à 
1 'avance le nombre des mots literai dans un atome permet souve nt à EWAH de sauter Je 
traitement de toute une suite de mots CPU, tandis, que chaque mot literai doit impéra-
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t i v e m e n t  ê t r e  a c c é d é  a v e c  W A H .  D a n s  u n e  o p é r a t i o n  c o m m e  u n  E T  l o g i q u e  e n t r e  d e u x  
b i t m a p s  d e  t a i l l e s  t
1  
e t  t
2
,  c e t  a v a n t a g e  f a i t  p a s s e r  l a  c o m p l e x i t é  d ' u n e  t e l l e  o p é r a t i o n  
à  O ( m i n ( t l ,  t 2 ) )  l o r s q u e  l ' u n  d e s  d e u x  b i t m a p s  e s t  d e  f a i b l e  d e n s i t é  e t  l ' a u t r e  d ' u n e  
d e n s i t é  a s s e z  é l e v é e .  
C e p e n d a n t ,  l o r s q u e  l e  n o m b r e  d e s  m o t s  m a r q u e u r  e s t  a s s e z  i m p o r t a n t  d a n s  u n  b i t m a p ,  
l e s  t r a i t e m e n t s  p e u v e n t  d e v e n i r  p l u s  r a p i d e s  a v e c  W A H .  E n  e f f e t ,  l a  l e c t u r e  d ' u n  m o t  
m a r q u e u r  r e q u i e r t  3  a c c è s  :  u n  p o u r  c o n n a î t r e  l e  s e n s  d e s  b i t s  d a n s  l e s  b l o c s  h o m o -
g è n e s ,  u n  d e u x i è m e  p u i s  u n  t r o i s i è m e  p o u r  c o n n a î t r e  l e s  l o n g u e u r s  d e s  s u i t e s  d e  b l o c s  
h o m o g è n e s  e t  h é t é r o g è n e s ,  r e s p e c t i v e m e n t .  P a r  c o n t r e ,  c h a c u n  d e s  m o t s  d e  W A H  n e  
n é c e s s i t e ,  a u  p i r e ,  q u ' u n  s e u l  a c c è s .  
V a r i a b l e  A l i g n . e d  L e n . g t h  ( V A L )  
O n  a  v u  q u ' u t i l i s e r  u n e  p e t i t e  u n i t é  d e  c o m p r e s s i o n  c o m m e  d e s  b l o c s  d ' o c t e t s  d a n s  l e  
c a s  d e  B B C  p e r m e t t a i t  d ' a b o u t i r  à  d e  m e i l l e u r s  t a u x  d e  c o m p r e s s i o n  c o n t r a i r e m e n t  à  
l ' a d o p t i o n  d e  p l u s  g r a n d e s  u n i t é s  d e  c o m p r e s s i o n  t e l l e s  q u e  d e s  b l o c s  d e  ( w - 1 )  b i t  
u r  u n  m o t  C P U  d e  w  b i t s  d a n s  l e  c a s  d e  W A H .  C e t t e  d e r n i è r e  u n i t é  d e  c o m p r e s s i o n  
e s t  c e p e n d a n t  p l u s  a d a p t é e  à  l ' a r c h i t e c t u r e  d e s  C P U  m o d e r n e s ,  c e  q u i  s e  t r a d u i t  e n  
d e s  t r a i t e m e n t s  b e a u c o u p  p l u s  e f f i c a c e s  c o m p a r é  à  d e s  m é t h o d e s  u t i l i s a n t  u n e  p l u s  p e -
t i t e  u n i t é  d e  c o m p r e s s i o n .  G u z u n  e t  a l .  ( 2 0 1 4 )  o n t  d e r n i è r e m e n t  i n t r o d u i t  u n  s y s t è m e ,  
n o m m é  V A L  ( V a r i a b l e  A l i g n . e d  L e n . g t h )  q u i  p r e n d  e n  c o m p t e  p l u s i e u r s  p a r a m è t r e s  t i r é s  
d e s  d o n n é e s  e t  d e  l ' u t i l i s a t e u r  p o u r  s é l e c t i o n n e r  l a  t e c h n i q u e  d ' e n c o d a g e  ( W A H ,  E W A H ,  
P L W A H ,  e t c . )  e t  1  ' u n i t é  d e  c o m p r e s s i o n  l e s  p l u s  a p p r o p r i é e s  p o u r  u n  b i t m a p  d o n n é .  C e  
s y s t è m e  p e r m e t ,  e n t r e  a u t r e s ,  à  l ' u t i l i s a t e u r  d ' e x p l o i t e r  l e  c o m p r o m i s  t e m p s - e s p a c e  a f i n  
d ' a b o u t i r  à  d e s  c o n f i g u r a t i o n s  d ' i n d e x  b i t m a p  q u i  s a t i s f o n t  s e s  e x i g e n c e s .  L ' a v a n t a g e  
p r i n c i p a l  d e  c e t t e  s o l u t i o n  e s t  q u ' e l l e  t i r e  p r o f i t  d ' u n e  c o m p r e s s i o n  p a r  p e t i t e  u n i t é  p o u r  
r é d u i r e  r e m a r q u a b l e m e n t  l e s  t a i l l e s  d e s  b i t m a p s ,  e n  p l u s  d ' u n  a l i g n e m e n t  d e s  c h a î n e  
d e  b i t s  p a r  m o t s  C P U  p o u r  a s s u r e r  d e s  t r a i t e m e n t s  e f f i c a c e u .  
43 
Pour encoder un bitmap, VAL identifie son profil (dense, peu dense, etc.) à l 'aide d' une 
analyse, pui s sélectionne la méthode d 'encodage (WAH, EWAH, PLWAH, etc.) appro-
priée pour le bitmap. Voyons voir comment VAL effectue une compression WAH sur un 
bitmap. Avec un mot CPU de w bit , VAL- WAH divise le bitmap en des segments de 
s bits, où s < w. Ces segments sont par la suite encodés avec WAH en prenant une 
unité de compression égale à s bits. Une fois encodés, les blocs de (s + 1) bits obtenus 
avec WAH (1 bit est ajouté par WAH à chaque bloc pour indiquer le type du segment : 
literai ou jill) seront ensuite ali gnés dans des mots CPU de w bits. Pour accélérer les 
opérations de décodage, un bloc entête e t placé au début d ' un mot CPU et contient le 
bit de poids fort de chacun des blocs empaquetés dans le mot. Un octet est également 
stocké au début de chaque bitmap compressé pour identifi er la longueur des segments 
et la méthode d 'encodage utili sée lors de la compre sion. La partie (g) de la Figure 2.5 
illustre un exemple de compression VAL- WAH sur le bitmap des exemples précédents 
en prenant un s = 7 bits. L'adoption de segments de courtes longueurs permet à VAL-
WAH de fo urnir de remarquables taux de compression, tout en assurant en général des 
temps de traitement comparables à ceux de WAH. 
Un des avantages de VAL-WAH est qu ' il offre la poss ibilité de compresser plusieurs 
bitmaps avec différentes unités de compression s, où le choi x de ce dernier pour un 
bitmap dépend des données et de l' application. Bien qu'utiliser une unité de compres-
sion appropriée pour chaque bitmap améliore le taux de compression, cec i ne reste 
pas sans répercu sions sur le coût des calcul s logique . En effet, soient deux mots CPU 
de deux bitmaps encodés avec deux unités de compress ion différentes . Avant de pou-
voir procéder à un calcul logique entre deux de leurs blocs, il faut que ces derniers 
puissent être ali gnés en deux blocs de même taille. Ce type de tran formation peut 
être très coûteux si s est arbitrairement choisi. Afin de réduire les coûts liés à cette 
surcharge lors des traitements logiq ues, les auteurs ont défini un ensemble représen-
tant les seules valeurs légales pour s. Cet ensemble, noté LS, est défi ni comme suit : 
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LS = {2i (b - 1) 1 0 ~ i ~ (log2 w - log2 b)}, où b est un facteur d 'alignement 
introduit par l'utilisateur et w correspond à la taille du mot machine. LS est conçu de 
façon à ce que les grandes valeurs soient des multiples des plus petites valeurs, simpli-
fiant ainsi l'alignement de deux blocs de tailles s différentes lors des calculs logiques. 
Par exemple: un w = 64 bits et un b = 16 donneront un ensemble LS = {15, 30, 60}. 
Les petites valeurs de s compressent bien les bitmaps, mais engendrent une surcharge 
li ée à l' alignement des blocs lors des calculs logiques. Tandis que des grandes valeurs 
de s compressent moins bien, mais réduisent les surcoûts dus aux alignements de blocs 
lors des traitements logiques. Afin de permettre à l'utili sateur d 'adapter ce compromis 
temps-espace selon ses besoins, VAL lui propose d ' introduire une valeur 0 ~ 1 ~ 1 qui 
era prise en compte, en plu du profil du bitmap une fois analysé (dense, peu dense, 
etc.), lors du choix d ' une taille de segment s E LS appropriée pour le bitmap. Plus 1 
est proche de 0, plus la compression sera forte et les valeurs possibles de s tendront à 
être plus petites, et vice-versa. 
Lorsque comparé à PLWAH32, EWAH32, EWAH64, WAH32 et WAH64 lors d 'expé-
riences (Guzun et al. , 2014) , où NomMéthodeX ignifie l' adoption de la technique 
NomMéthode sur un mot CPU de X bits, VAL- WAH64 avec un 1 = 0, 2 a donné 
les meilleurs taux de compres ion sur toutes les distributions de données testées : 
60% - 0% de la taille de PLWAH32, 55% - 70% de l'espace occupé par WAH32. 
Quant au reste des méthodes (WAH64, EWAH32!64), elles ont montré une compression 
beaucoup moins efficace que les 3 autre . En comparant les temps de réponse obtenus 
avec les techniques précédentes, VAL- WAH64 s'est montré~ 25% et ~ 15% plus ra-
pide que WAH32 et PLWAH32, respectivement. Bien que les deux versions d ' EWAH ne 
compressent pas si bien , elles ont cependant affiché les meill eurs temps de réponse sur 
toute les données testées . WA H64 s'est montré plus rapide que VAL-WAH64 sur ces 
tests, mais en choisissant une grande valeur ry comme 0,9 , VAL-WAH64 a été 5% plus 
rapide que WAH64, dû à une piu petite tai lle de index compre é . 
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Pour connaître laquelle des techniques offre le meilleur compromis temps-espace, les 
auteurs ont combiné les taux de compress ion et les temps de réponse en une seule mé-
trique référencée par le gain . E n présumant que les ratios de compression (comp-
ress_ratio) et les ratios d 'accélération (speedup_ratio) sont des fac teurs de perfo r-
mances de po ids égaux, le gain e t ca lculé avec la moyenne harmonique (Hm) (Wi ki-
pedia, 20 16) des deux ratios comme sui t : 
gain= _ 1_ = comp1·ess mtio+ peectup ratio (voir Guzun et al. (20 14)) . Hm 2x speeclup_ratw xcompress....:ratw 
Sur des donnée réelle , les versions d' EWA H avec leurs impressionnants temps de 
réponse ont montré les meilleurs gains, sui vis de VAL-WA H64. L' inefficacité de WA H 
et PLWAH s'explique par le fa it que ces ensembles de données sont caractérisés par 
de courtes fil es de blocs homogènes que ces deux techniques compressent moins bien. 
Par contre, sur une di tribution de donnée biaisée, VA L-WA H64 a affiché les me illeurs 
gains suivi, dans l'ordre, de PLWAH32 (0,3 % moins bon que VAL- WAH64), puis de 
WA H32, d' EWAH32, de WAH64 et en dernier d' EWAH64. La raison en est que VAL-
WA H et PLWAH compressent ces types de do nnées beaucoup mieux que WA H ans 
pour autant affec ter les temps de réponse. EWA H a affiché les plus fa ibles gains parce 
que, sur des bitmaps peu denses, cette méthode ne compresse pas effi cacement et offre 
des temps de réponse ne dépassant pas signi fica tivement ceux des autres techniques. 
2.4.7 Modèles hybrides de compress ion bi tmap 
On a observé d' autres types de travaux dans la 1 ittérature qui adoptent des structures 
de données hybrides pour compresser des bitmaps et accélérer les opérati on de calcul 
logiques (S idirourgos et Kersten, 201 3; Uno et al. , 2005; Culpepper et Moffat, 2010). 
RIDBit (O 'Neil et al. , 2007) est un sy tème développé à de fi n pédagogiques pour 
montrer comment l' indexation bitmap peut être intégrée dans un système de bases de 
données. Les auteurs adoptent un arbre-B comme structure globale indexant les clés 
~-- --- l 
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d'un index bitmap donné. Chacune de ces clés est associée à un bitmap qui garde trace 
des entrées correspondant à la valeur de sa clé dans la colonne indexée. Lorsqu'un bit-
map est dense, il fait l'objet d ' une structure compacte et efficace. Par contre, un bitmap 
peu dense gaspille de l'espace et l'application d'une méthode de compression amélio-
rerait de beaucoup son efficacité. RIDBit utilise une méthode simple pour compresser 
un bitmap de faible densité, qui consiste à le transformer en une RID-li ste (O'Neil 
et al. , 2007), qui est une li ste d'entiers dont chàque élément est représenté sous 2 oc-
tets. Pour différencier un bitmap dense d'un autre moins dense, les auteurs utilisent un 
seuil de 1/50 ; lorsque la densité du bitmap descend jusqu'à ce seuil , il sera tran fo rmé 
en une RID-Iiste, et vice-versa. Bien qu ' un bitmap consomme plus d'espace qu'une 
RID-Iiste sur des densités variant entre 1/16 et 1150, il reste cependant plus rapide en 
terme d'exécution d'opérations logiques. Par contre, sur des densités de 1150 et moins, 
une RID-Iiste est plus efficace en matière d 'espace de stockage et de temps de calculs 
logiques. 
Pour améliorer encore plus les performances de la structure hybride, les auteurs stockent 
physiquement un bitmap sous forme de plusieurs segments qui seront par la suite 
conservés dans des pages disques. Une page disque peut aussi contenir plusieurs RID-
listes. Une deuxième optimisation adoptée par RIDBit consiste à représenter les seg-
ments peu denses d'un bitmap par des RID-Ii stes. Cela aide à économiser de l'espace 
et à rendre la structure de données plus compacte. 
Des expériences ont comparé le performances de RIDBit avec celles d ' un autre sy -
tème FastBit (Wu et al., 2009) qui uti lise la technique WAH pour compresser les bit-
maps. Les résultats ont montré que, sur des fortes densités, les deux systèmes consom-
ment un espace presque similaire pour stocker les index bitmap. Alors que sur des 
faibles den ités, RIDBit affiche une avancée significative par rapport à la compression 
WAH de FastBit. Ce qui confirme l'efficacité de la compression apportée par les RID-
li te sur ce taux de densité . Cependant, en évaluant ie temp pri par chaque y tème 
47 





Ce chapitre est tiré des deux articles ci -dessous avec quelques contenus qui ont été 
ajoutés, modifiés et/ou supprimés : 
Cham bi, S., Lemire, D. et Godin , R. (20 16b ). Vers de meilleurs performances avec 
des Roaring bitmaps. Techniques et Science Informatique (TSI), 35(3), 335 - 355. 
http ://dx.doi .org/1 0.3166/TSI.35.335-355 
Chambi, S., Lemire, D ., Godin , R . et Kaser, O. (2014). Roaring bitmap : un nouveau 
modèle de compression bitmap. Dans 1 Oe journées francophones sur les Entrepôts de 
Données et l'Analyse en Ligne (EDA' 14), volume 27, 37- 50., Vichy, France. RNTI. 
3.1 Introduction 
La plupart des techniques de compression des index bitmap introduites ces 15 dernières 
années se basent sur un même codage hybride qui combine une compression par plages 
de valeurs, avec une représentation bitmap sous forme d 'une chaîne de bits alignée 
par blocs de taille fixe (octets ou mots CPU). La Figure 3.1 illustre un exemple de 
compression bitmap avec deux solutions adoptant un tel encodage hybride : WAH et 
Concise. 
Bien que les techniques adoptant ce type d 'encodage offrent de bons taux de compres-
,------------------------------- - ---
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(a) Entiers de 32 bits 
95 251 368 369 
(b) Blocs de 31 bits (372 bits) 
3x3 1 bits 3 1 bits 4x3 1 bits 3 1 bits 2x3 1 bits 3 1 bits 
...-----""--- ......-----"-- ---- --------.. [[;]] looio .. . ol [[;]] loooio ... ol 1 o ... o 1 lo ... OIIOI 
(c) Compression WAH (w = 32 bits) (192 bits) 
32 bits 32 bits 32 bi ts 32 bits 32 bits 32 bits 
Il ül O ... Oll l lülüül O ... ül ll ülü ... Olüü llülüüül O ... üll l ülü ... 01 üllülü ... Oll ül 
(d) Compression Concise (w = 32 bits) (128 bits) 
32 bi ts 32 bi t. 32 bi ts 32 bits 
loo looooo !o ... oio l loo !ooo 1 l lo .. . oJOo l loo loo 1 oo lo ... oJo l II !ooJJo ... ol 
Plages 0-92 93-247 248-340 341-371 
Figure 3.1: Compression de la liste d 'entiers {95, 251, 368, 369 } avec WAH et Concise 
sur un mot CPU de tai lle w = 32 bits 
sion, e11es répondent moins efficacement aux opérations d'accès aléatoires. En effet, 
accéder à un bit aléatoire, i, d'un bitmap compressé avec WAH ou Concise nécessitera 
la lecture de tous les mots CPU précédant ce bit, prenant un temps O(m) sur un bitmap 
compressé de m mots CPU. 
Ce chapitre propose une nouvelle technique de compression bitmap, nommée Roaring 
bitmap (Chambi et al., 2014, 2016d,b), adoptant un nouveau modèle hybride qui corn-
bine une compression préfixe avec plusieurs structures de données pour compresser un 
bitmap. En considérant un bitmap comme une li ste d 'entiers E [0 , n), cette méthode 
discréti se l'espace des entiers [0 , n) en des partitions de taille fixe. Cela permet de re-
présenter différemment les plages de valeurs de fortes et de faibles densités (Kaser et 
Lemire, 2006). Des expériences ont montré que Roaring bitmap utilise, en moyenne, 
16 bits/entier pour compresser une li ste d 'entiers de 32 bits sur des faibles densités, 
tandis que Concise et WAH requièrent, respectivement, 32 bits/entier et 64 bits/entier 
en moyenne sur les mêmes densités. Aussi , Roaring bitmap a affiché des temps de cal-
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cul d'opérations logiques de 4 à 5 fois plus performants que Concise et WAH ur des 
distributions de données synthétiques, et jusqu 'à 1100 fois meilleurs sur des ensembles 
de données réelles. 
Le reste du chapitre est organisé comme suit : La Section 3.2 introduit la structure de 
Roaring bitmap. La Section 3.3 explique comment des accès aléatoires et des opérations 
logiques, ET ou OU, sont opérés sur des Roaring bitmaps. La Section 3.4 introduit 
la notion de Memory-mapping utilisée lors des expériences. La Section 3.5 présente 
les expériences qui ont permis d'évaluer les perfo rmances de Roaring bitmap sur des 
données réelles et synthétiques. On termine à la Section 3.6, avec une conclusion et des 
travaux futurs. 
3.2 Roaring bitmap 
Le modèle Roaring bitmap (Chambi et al., 2014, 2016d,b) se présente sous la forme 
d ' une structure à deux niveaux qui permet de compresser efficacement une liste d'en-
tiers de 32 bits. Un tableau dynamique regroupe les entiers partageant les mêmes 16 bits 
de poids fort dans une même entrée, composée d ' une clé et d ' un conteneur. La clé pré-
serve les 16 bits de poids fort du groupe d'entiers, et le conteneur stocke les 16 bits de 
poids faible. Le tableau est trié dans 1 'ordre croissant des valeurs de ses clés. Ces der-
nières sont utilisées tel un index de premier niveau pour accélérer les accès aléatoires 
et les opérations logiques. 
La Figure 3.2 illustre un exemple de compression d ' une li ste d 'entiers avec Roaring 
bitmap. Lors de J'insertion d ' un entier de 32 bits, une recherche binaire est lancée sur 
le tableau pour trouver une entrée dont la clé est équivalente aux 16 bits de poids fort 
de l'entier à insérer. Si une telle entrée est repérée, les 16 bits de poids faible de l'entier 
sont ajoutés au conteneur correspondant (voir l'insertion de 10 500 sur la Figure 3.2). 
Dans un cas échéant, une nouvelle entrée, composée d ' un champ pour la clé et d ' un 
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entiers de 32 bits 525 10500 67 050 134 050 255 800 
16 bits forts et faibles 0 525 0 10 500 1 1 s 14 2 2 978 3 59 192 
index de premier niveau 
conteneurs 
Figure 3.2: Représentation de la li ste d 'entiers { 525, 10 500, 67 050, 134 050, 255 800 
} compressée avec Roaring bitmap 
conteneur, est créée dans le tableau. La clé reçoit les 16 bits de poids fort de l'entier 
inséré, et le conteneur conserve les 16 bits restants. Ainsi, Roaring bitmap rassemble 
dans une même entrée du tableau , les entiers ayant les mêmes 16 bits de poids fort. 
Un conteneur est une structure de données représentée par un tableau dynamique ou un 
bitmap, nommés respectivement : conteneur-tableau et conteneur-bitmap. Le choix de 
la structure adéquate dépend de la densité du groupe d 'entiers à représenter. 
Un conteneur-bitmap est un bitmap de 216 bits, pouvant représenter 216 entiers compris 
dans l ' intervalle [0, 65 535]. Initialement, tous les bits du bitmap sont à zéro. Pour indi-
quer la présence d ' un éventuel entier a, le (a mod 216 ) bit correspondant à sa position 
dans le bitmap est mis à 1. Cette structure de données n' utilise que 1 bit pour indiquer la 
présence ou l'absence d ' un entier de 16 bits. Cel a permet aux conteneur-bitmaps d'être 
très efficaces sur des ensembles d ' entiers denses. Cependant, lorsque la densité s'affai-
blit, les performances se dégradent considérablement. Revenons à l ' exemple de la li ste 
des cinq entiers compressés sur la Figure 3.2. Avec des conteneur-bitmaps, le Roaring 
bitmap résultant consommera ( 65 536+ 16) x 4 bits, ce qui est très volumineux comparé 
à une représentation via un simple tableau d ' entiers, qui , dans ce cas, ne nécess iterait 
que de 32 x 5 bits pour stocker un tel ensemble d 'entiers. Après investigations, on a 
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constaté que ces cas survenaie nt lorsque le nombre d 'entiers conservés dans un conte-
neur est inférieur à 212 ( 4 096) . Effectivement, nous avons beso in de moins de 216 bits 
(ta ille statique d ' un conteneur-bitmap) pour stocker i x 16 bits, lorsque i E [1 , 4 095]. 
Afin de contourner ce problème, nous utili sons des tableaux dyn amiques (conteneur-
tableaux) triés par ordre croissant, pour stocker les entiers de 16 bits d ' un conteneur 
peu dense, ne contenant pas plus de 4 096 éléments. 
Chaque conteneur maintient sa cardinalité à l'aide d ' un compteur, qui est mis à jour 
à la volée lors de modifications. Ainsi, pour connaître le nombre d'éléments di stincts 
d ' une liste d 'entiers de 32 bits compri s dans [0 , n), il suffit de calculer la cardinalité 
d ' un Roaring bitmap en sommant au plus j n/2161 compteurs. Ceci permet d 'exécuter 
efficacement des requêtes Structured Query Language (SQL) de type COUNT. 
Si l'on compressait la lis te d 'entiers de la Figure 3.1 avec Roaring bitmap, ce der-
nier créerait une seule entrée sur le premjer niveau contenant une cl é égale à 0 , e t un 
conteneur-tableau stockant les e ntiers de la liste. La structure de données résultante 
consommera approximativement 16 bits/entier, pour un espace total de: (16 + 16 x 4) 
bits= 80 bits . Ce qui est beaucoup plus économjque comparé aux 128 bits de Concise 
et 192 bits de WAH. 
Plusieurs approches basées sur une structure de données hybride ont précédemment é té 
proposées. Afin d 'améliorer les performances de LCM, un algorithme de recherche de 
motifs fréquents, (Uno et al. , 2005) proposent une solution qui combine trois types de 
structures de données : un arbre préfixe, des bitmaps et des tableaux ; chacune ayant 
ses avantages et inconvénients par respect à la densité des données. Le système RID-
BIT (O 'Neil et al. , 2007) intègre une méthode de compression bitmap qui combine 
des bitmaps et des tableaux d'entiers. Lorsque la densité d'un bitmap est en deçà d ' un 
seuil fixe, il est transformé en un tableau d 'entiers (RID-list). Cependant, comparé au 
système FastBit (Wu et al. , 2009) qui utilise la technique WAH pour compresser les 
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bitmaps, RIDBIT a montré de faibles petformances. 
3.3 Opérations sur des Roaring bitmaps 
3.3. 1 ET et OU logiques 
Répondre à une requête d ' interrogation nécess ite l'exécution d ' une série d 'opérations 
logiques entraînant plusieurs bitmaps candidats . Cette sous-section exp lique comment 
une opération log ique d' union (OR) ou d ' intersection (AND) entre deux Roaring bit-
maps est réali sée. 
Une opération logique entre deux Roaring bitmaps consiste à comparer les 16 bits de 
poids fort des enti ers des deux bitmaps en parcourant leurs index de premier niveau . 
À la rencontre de deux entrées de valeurs équivalentes, une union ou une intersec tion 
est calculée entre les conteneurs indexés par les deux entrées. Les 16 bits de poids fort 
communs et le nouveau conteneur obtenu d ' un tel ca , sont ajoutés au Roaring bitmap 
résultant. Les itérateurs des deux tableaux de premier niveau sont ensuite incrémentés 
d'un pas vers l'avant. Dans le cas échéant, si les deux entrées de premier niveau com-
parée au cours d ' une itération ont des valeur différente , l' algorithme avance d ' une 
position sur le tab leau de la plus petite des deux clés, en insérant, lors d ' une union, la 
valeur de la clé et une cop ie du conteneur qu 'ell e indexe, dans le Roaring bitmap fina l. 
Pour les unions, ces itérations sont répétées jusqu 'à ce que les deux index de premier 
niveau aient été entièrement parcourus. Tandis que pour les intersections, l'opératio n 
termine dès vérification de l' un des deu x index . 
La comparaison de deux tableaux de premier niveau triés par valeurs de clés, lors d ' une 
opération logique, est effectuée en un temps O(n 1 + n 2 ) , où n 1 et n 2 représentent, 
respectivement, le nombre d'entrée dans chaque tableau. Avec des tableaux non triés, 
le temps d'une même opération erait de l' ordre de O (n1n 2 ). Au si , un accès aléatoire 
ne consommerait qu'un temps de O(log2 n), en appliquant une recherche binaire sur un 
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tableau trié de n entrées, au lieu de O(n) sur un tableau non ordonné. 
Puisqu' un conteneur peut être représenté avec deux types de structures de données : 
conteneur-tableau ou conteneur-bitmap, une union ou intersection logique entre deux 
conteneurs suit l'un des trois scénarios suivants : 
Bitmap vs bitmap : Dans le cas d'une union logique, 1 024 opérations OU logique 
entre des blocs de 64 bits sont calculées. Le résultat est stocké dans un nou-
veau conteneur-bitmap. Par contre, si une intersection logique est à réaliser, la 
cardinalité du résultat est tout d'abord calculée. Ce calcul est réalisé efficace-
ment à l 'aide de l' instructi on Java Long.bitCount qui fait recours à l ' instruction 
POPCNT supportée par la majorité des CPU récents, notamment ceux d 'Intel 
et d' AMD. Par la suite, 1 024 opérations ET logiques sont exécutées entre des 
blocs de 64 bits des deux bitmaps. Si la cardinalité du ré ultat dépasse les 4 096, 
l'ensemble obtenu sera écrit dans un nouveau conteneur-bitmap, sinon , un nou-
veau conteneur-tableau représentera l' ensemble des enti ers résultant. Calculer 
à l' avance la cardinalité de l'ensemble résultant permet d'éviter l' allocation in-
util e d'un nouveau conteneur-bitmap dans certains cas . 
Notons que 1' instruction Java Long.bitCount utilise des instructi ons CPU très 
rapides, telles que l'instruction popcnt des processeurs Intel récents, pouvant 
compter le nombre de bits à l dans un mot CPU en une moyenne d ' un seul cycle 
CPU. Aussi, la plupart des processeurs modernes bénéficient de calculs super-
scalaires, pouvant traiter plusieurs mots CPU en para ll èle (des processeurs Intel 
modernes peuvent traiter jusqu'à 4 mots CPU en un seul cycle CPU). Promettant 
ainsi un traitement efficace de ce type de scénario. 
Bitmap vs tableau : Une intersection logique entre deux conteneurs différents con-
siste à parcourir le conteneur-tableau en vérifiant l' existence de chacun de ses 
éléments dans le bitmap. Tel que rapporté par (Culpepper et Moffat, 20 10), cette 
méthode se révèle très efficace dans de tels cas. Le résultat est retourné dans un 
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nouveau conteneur-tableau. 
Une union logique commence par copier le conteneur-bitmap, puis, y ajoute les 
bits positifs correspondant aux entiers du conteneur-tableau. 
Tableau vs tableau : Lors d ' une union logique, la taille de l'ensemble d 'entiers 
résultant est toul d 'abord prédi te, en calculant la omme de cardinalités des 
deux conteneurs. Si celle-ci n' est pas supérieure à 4 096, les deux tableaux sont 
fusionné et le résultat es t retourné dans un nouveau conteneur- tableau. Sinon, 
les deux conteneur-tableaux sont parcourus pour insérer leurs éléments dans 
un nouveau conteneur-bitmap. Si la cardinalité du conteneur-bitmap n'est pas 
supérieur à 4 096, il sera transformé en un nouveau conteneur-tableau. 
Dans le cas des intersections, si le rapport de cardinalités des deux conteneurs 
est infé rieur à 64, une simple fu sion, tell e que celle uti lisée par un tri-fusion, 
est opérée entre les deux tableaux. Une te lle fusion s' exécute en un temps de 
O(n1 + n 2 ), avec deux tableaux de tailles respectives, n 1 et n 2 . Sinon, une in-
tersection galloping (vo ir Culpepper et Moffat (2010)) est app liquée, qu i es t 
connue pour être efficace dans de telles situati ons, en fai ant passer la com-
plex ité temporelle de l' opération de fusion à O(n1 log n 2 ), lorsque n 1 < < n 2 . 
Le résultat es t fi nalement renvoyé dans un nouveau conteneur-tableau. 
3.3.2 Accès aléatoires 
U ne opérati on d 'accès aléato ire sur un Roaring bitmap commence par effectuer une 
recherche binaire sur les valeurs des clés de l' index de premier niveau. Si une entrée est 
trouvée, une deuxième recherche est lancée au niveau conteneur, soit par un accès direct 
dans le cas d ' un conteneur-bihnap, ou par une recherche binaire si c'est un conteneur-
tableau. Cette opération s'exécute en temp O(log2 n), où n vaut au plu 216 si l'on 
gère de entiers de 32 bit . 
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3.3.3 Union hori zontale 
Afi n d 'améliorer les temps d 'exécution d ' une opération d ' union entraînant plusieurs 
Roaring bitmaps, une nouvelle stratégie a été mise en oeuvre, nommée union horizon-
tale. Au départ, le premier conteneur de chacun des Roaring bitmaps à fusionner est 
inséré dans une fil e (queue) de priorités . Cette dernière garde les conteneurs triés dans 
un ordre croissant par rapport aux valeurs de leurs clés . À chaque itération, les conte-
neurs dont la c lé est unique dans la fi le sont retirés de cette derni ère avant d ' ê tre ajoutés 
au Roaring bitmap résultant. Tandis que ceux ayant une même clé formeront une sé-
quence de conteneurs tr iés dans un ordre croissant de cardinali tés . S i la fil e débute 
par un contene ur bitmap, l' algorithme commence par effectuer une union traditionnelle 
(telle que discutée plus haut) entre les deux premiers conteneurs de la séquence, après 
les avo ir retirés de la file, et un nouveau conteneur-bitmap renfermant le résultat de 
cette opération est retourné. Un scénario similaire est réitéré entre le conteneur-bitmap 
obtenu après chaque fusion e t le prochain dans la séquence, mais avec la différence que 
la fusion, cette fo is-ci, se fera en place (in-place). Plus précisément, le résultat d' une 
union entre deux conteneurs sera stocké dans le conteneur-bitmap calcul é à l'étape pré-
cédente, en évitant d 'en générer un de nouveau à chaque fusion de deux conteneurs. Le 
même processus se poursuit j usqu 'à la fi n de la séquence de conteneurs de même clé. 
Dans le cas échéant, lorsqu ' un conteneur-tableau commence une telle séquence de 
conteneurs comportant une clé équiva lente, des unions tradi tionnelles seront exécutées 
jusqu 'à ce que la cardinalité soit suffi sante pour justifier un conteneur-bitmap. Auquel 
cas, Je reste des fusions sera complété par un calcul en place. 
Le conteneur obtenu d ' une opération de fusion de conteneurs de même clé sera ensuite 
inséré, avec sa clé, dans le Roaring bitmap résultant. À chaque fo is qu ' un conteneur est 
retiré de la fil e, son suivant (s' il y en a) dans son Roaring bitmap est inséré dans la fil e. 
Les traitements précédents se poursuivent jusqu 'à ce qu ' il n' y ait plus de conteneurs à 
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traiter dans la fil e de priorités . 
3 .4 M emory-mapping 
Le memory-mapping es t l ' une des techniques les plus adoptées à ce jour par les sys-
tèmes de gestion de données mass ives. Elle aide à substantielle ment réduire les coûts 
liés à l' a llocation d 'espace en mémoire principale et aux entrées/sorties (E/S) disque . 
Un des principaux avantages de cette solution es t qu 'elle permet à un programme e n 
cours d 'exécuti on de céde r les tâches de lecture/écriture depuis/d ans un fichi er stocké 
sur disque à l'unité de ges tion de la mémoire virtuelle du sys tè me d 'explo ita ti on (SE) . 
E n mappant un fi chie r exte rne, un espace d 'adressage dans la m émo ire virtue lle du pro-
gramme en cours d 'exécuti on e t réservé afin de créer une co rréla ti on octe t par octet 
entre cette zone mé moire et une portion du fi chier phys ique mappé e t qui est stocké sur 
le di sque (sans charger les données du fi chier en mémoire centrale). Si à un moment 
donné, l' application a beso in d 'accéder à un certain segment de données du fichier 
mappé, le sys tème d 'explo itati on se chargera de fa ire parvenir en mé moire principale 
les pages systè me corre pond ant à la portion dem andée du fichier à l' a ide d ' une pa-
g ination à la de mande. Ce procédé permet à une application d 'effectuer efficacement 
des accès aléato ire dan un fi chier sans exiger une migration préalable de celui-c i e n 
mé mo ire princ ipale . D ans les cas d ' immenses fi c hiers, cette mé thode aide à économi-
ser un nombre important d 'accès di sque comparé aux opérations d 'E/S standard avec 
canal (stream) . 
A ins i, le memory-m.apping permet à un programme d 'explo ite r le contenu d ' un fi chi er 
externe comme s ' il é tait e nti ère me nt chargé e n mé mo ire princ ipale . Pour apporter des 
changeme nts à un tel fi chier, le processus se conte nte d 'effectuer les modifications sur 
l' espace mé moire local du programme. Quant à la tâche de persistance sur disque des 
pages de donnée mod ifiées , e lle sera prise en charge par l' un ité de gestion de la mé-
mo ire v irtue ll e. Le mécani sme de lecture/écriture des pages de fi chiers con ti tue l' un 
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des éléments les plus critiques de cette unité dan un SE, et e lle es t considérée comme 
une fo nction système hautement optimisée, ce qui rend cette stratégie de gestion de 
fic hiers externes beaucoup plus efficace que les opérations standards d 'E/S di sque. 
Les sy tème adoptant un memory-mapping séri alisent leurs données ur des fi chiers 
disq ue. Ces fi chiers sont mappés en mémoire principale lor de l'activation du sys-
tème et la lecture de leurs données se fa it à l' aide d 'opérations de dé-séri ali sation. Pour 
rendre Roaring bitmap opérati onne l dans un contexte de memory-mapping, la librairie 
Java Roaring bitmap a été étendue en y incluant de nouvell es c lasses qui proposent 
des méthode permettant d 'effectuer plu ieur type de traitement (séri alisation/dé-
séria lisation de donnée , opérations logiques , accès aléato ires, etc.) avec des bitmaps 
mappés en mé moire principale . 
3.5 Expériences 
Une série d 'expériences a été réalisée pour comparer les perfo rmances de Roaring bit-
map avec d' autres techniques de compres ion bitmap connues dans la li ttérature : WAH 
32 bits et Concise 32 bits. Les es ais ont été exécutés sur un proces eur AMD FX™ -
8 150 à 8 cœurs avec une fréquence d ' horl oge de 3,60 GHz et 16 GB de mémoire RAM. 
Pour Concise et WAH, on utili e la version 2.2 de la librairie Java ConciseSet (Co-
lantonio, 201 0). On se sert au si de la composante Java BitS et pour représenter des 
b itmaps non compressés . Les temps de tra itement sont donnés en nanosecondes. Le 
serveur JVM à 64 bits d ' Oracle est utilisé ur un système Linux Ubuntu 12.04. 1 LTS . 
Le code source de la librairie Roaring bitmap est librement access ible sur Roaring's 
team (201 4c). 
Le langage de programmation Java a été choisi principalement du fa it de la disponi-
bilité de plusieurs autres librairies de repré entati on de bitmap implémentées avec ce 
langage, comme celle évaluées au cours de ce travail : Concise, WAH et BitSet, ou 
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d'autres, telle que la librairie JavaEWAH. 1 En plus, sachant que de nos jours plusieurs 
systèmes de traitement de données massives sont implémentés en Java, comme : Ha-
doop (Shvachko et al. , 2010) , Hive (Thusoo et al. , 2010) , Druid (Yang et al. , 2014) , 
etc., l' utili sation de ce langage de programmation offre pas mal d'opportunités pour 
intégrer la librairie Roaring bitmap à l' un de ces systèmes, ce qui permettrait d 'évaluer 
ses performances dans un tel contexte. 
3.5.1 Données synthétiques 
On a reproduit les expériences décrites dans Col antoni o et Di Pietro (20 10) en incluant 
des comparai sons avec Roaring bitmap. Deux ensembles de 105 entiers sont générés 
lors de chaque essai avec deux types de distributions : Uniforme et Beta (0 ,5, 1) di s-
créti ée. Les quatre techniques ont été comparées sur des données de différentes den-
sités, variant de 2- 10 à 0,5 (2- 1 ). Tout d 'abord, un nombre réel y est généré pseudo-
aléatoirement de l'intervalle [0, 1). Ensuite, on ajoute l' entier obtenu de lY x max J 
aux ensembles de données uniformes, où max représente le rati o entre le nombre total 
d 'entiers à générer et la densité (d) de l'ensemble. Quant aux ensembles de données 
bi aisées (distribution Beta(0,5, 1)), on y ajoute ly2 x maxj, ce qui pou e les entiers à 
se concentrer sur des petites valeurs. 
Au départ, un test est exécuté 100 foi s sans tenir compte des temps d 'exécution ; nombre 
d ' itératio ns assez suffisa nt pour permettre à la JVM d'apporter des optimisations au 
code. Cette première phase est connue sous le nom de l'étape d 'échauffement (warming-
up phase) qui permet d 'éviter de prendre en considération les surcoûts de l'initiali ation 
de es ais dans les mesure capturées et elle e te entielle pour la pertinence des ex-
périences. Puis, chaque essai est répété 100 fois, avant de présenter la moyenne des 
résul tats obtenus lors de ces lOO dernières répétitions. Le code de ces bancs d 'essai est 
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(f) Suppress ion : di stributi on Bet a(0.5 , 1) 
Figure 3.3: Compression et temps d' exécution 
librement accessible sur internet : Roaring 's team (2014b). 
Les Figures 3.3a et 3.3b montrent le nombre moyen de bits par entier que chaque tech-
nique utilise pour stocker la première des deux listes d'entiers de 32 bits générées. Sur 
des bitmaps de faibles densités, Roaring bitmap ne consomme que ~ 50 % d'espace 
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mémoire par rapport à Concise et ~ 25 % par rapport à WAH . Avec la croissance de la 
valeur de max sur les densités faibles, les entiers générés tendent à devenir de plus en 
plus grand, poussant BitSet à allouer d ' importants espaces de stockage afin de repré-
senter les larges entiers. 
Les tests suivants rapportent les temps moyens consommés par chaque technique pour 
effectuer une intersection entre deux listes d 'entiers (voir Figures 3.3c et 3.3d). Les 
ensembles d'entiers sont représentés par deux bitmaps de densités asymétriques (l' un 
ayant une plus forte densité que J'autre), où la densité d2 du deuxième bitmap est calcu-
lée à partir de la densité d du premier bitmap comme suit : d2 = ( d- 1) *x+ d; x étant 
un réel généré pseudo-aléatoirement de [0,1). Cette formule nous permet d ' obtenir un 
deuxième bitmap aléatoirement plus dense. Le résultat d' une intersection est retourné 
dans un nouveau bitmap. Puisque BitSet ne supporte que des opérations en-place, on 
commence par copier le premier bitmap. 
Tel que constaté, Roaring bitmap est entre 4 à 5 fois plus rapide que les deux tech-
niques de compression bitmap sur toutes les densités testées. BitSet est 10 fois plus 
lent par rapport à Roaring bitmap sur des densités réduites. Bien que ses performances 
s'améliorent significativement sur des données denses, il reste toujours derrière Roa-
ring bitmap. 
Les mêmes tests ont été reconduits avec des unions. Les résultats n' ont cependant pas 
été rapportés, étant très similaires à ceux des intersections. 
En se penchant sur ces observations, il serait fort probable qu ' une application des Roa-
ring bitmaps sur des index bitmaps encodés avec un equality-encoding (S tockinger et 
Wu, 2008) ou un range-encoding (Chan et Ioannidis, 1998b) dans un entrepôt de don-
nées, puisse fournir de remarquables performances en matière d 'espaces de stockage et 
temps d ' exécution de requêtes OLAP. 
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N ous avons aussi mesuré le temps moyen pris par chaque technique pour insérer un 
nouvel é lément a dans un ensembl e d 'entie rs S triés dans un ordre cro issant, tel que : 
Vi E S : a > i . La F igure 3.3e montre les résul tats obtenus sur une distribution de 
données uniforme. Pui sque WA H e t Concise nécess ite nt de décoder séquentie llement 
les bitmaps compressés avant d 'i nsérer chaque nouvel é lé ment, il s mettent un temps 
linéai re par rapport à la taille des bitmaps compressés. Ce qui est beaucoup plus lent 
comparé à Roaring bitmap, qui effectue cette tâche en un temps logari thmique par 
rapport au no mbre d 'entrées de l ' index de premier niveau e t des conteneur- tableaux 
(dans les cas de densités fa ibl es). L'allocatio n d 'espaces ralentit BitSet sur les basses 
densités, m ais il finit par accélére r sur des données dense , dépassant de beaucoup les 
autres techniques. Ceci s'explique par la diminuti on des taux d ' allocations d 'espaces, et 
du fa it que des accès d irects suffisent pour mettre à jour les bi ts. On n' a pas présenté les 
résultats obtenus sur une distributi on Beta(0 ,5, 1), car des compo rtements s imil aires y 
ont été observés. 
D ans le dernier tes t, on mesure le te mps moyen conso mmé par chaque technique pour 
suppr imer un é léme nt sélectionné aléatoirem ent d ' un ensemble d 'entiers. Les résultats 
obtenus sur une di stributi on Beta(0 ,5, 1) sont présentés à la F igure 3.3f. On voit cl a i-
rement que Roaring bitmap est beaucoup plus perfo rmant comparé aux deux autres 
techniques de compress ion bitmap . Grâce à se accès d irects, BitSet affiche les me il-
leu res performances sur ces essais. Des résultats simil aires ont é té observés sur des 
données de di stribution uni fo rme. 
3 .5 .2 Données réell es 
Les techniques d ' indexati on précéde ntes ont é té co mparées à nouveau sur 4 ensembl es 
de données réelles (voir le Tableau 3 .1 ) précédemment utilisés par Lemire et al. (201 2): 
Censusl 881 (de recherche en dé mographie historique, 2009), Censuslncome (Frank et 
A uncion, 2010), Wikileaks et Weather (H ahn et al. , 2004). Census1881 représente des 
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données provenant du recensement Canadien de 1' année 1881. Cet ensemble fait un 
peu plus de 305MB et renfe rme 4 277 807 enregistrements. Censuslncome a une taille 
de 100 MB et contient 199 523 enregistrements, c 'est Je moins volumineux des 4 en-
sembles de données. L'ensemble Wikileaks a été généré à partir de données publiques 
publiées par Google 2 et qui portent sur des textes diplomatiques confidentiels ayant 
été divul gués. Ce t ensemble compte 1 178 559 enregistrements. L'ensemble Weather 
contient des données météorologiques pri ses entre 1882 et 1991. À 1 ' origine, cet en-
semble possède une taille de 9 GB et un nombre de 124 millions d 'enregistrements, 
mais étant trop large pour nos tes ts, seulement les données de septembre 1985 ont é té 
utili sées, qui comptent pour un total de 1015 367 enreg istrements (Kevin et Raghu 
(1 999) ont suivi la même approche). L'ensemble de données de très fa ible densité Cen-
sus2000 uti 1 isé dans Lemi re et al. (20 12) a été écarté des tests, car le surplus de mémoire 
consommé par la structure de Roaring bitmap nécess itait quatre fo is plus d 'espace com-
paré à un bitmap compressé avec Concise. Toutefois, en matière de calcul s logiques, 
Roaring bitmap a montré de bien meilleures perfo rmances, en exécutant des intersec-
tions 4 fo is plus vite. 
Les ensembles de données sont gardés dans leur ordre original (non trié). Tout d ' abord, 
un index bi tmap e t construit sur chaque ensemble. Par la suite, des bitmaps sont sélec-
tionnés avec une approche simil aire au Stratified Sampling: 150 échantillo ns d 'attributs 
so nt choi sis par remplacement. Ensuite, 150 bitmaps sont collectés en sélectionnant 
aléato ire ment un bitmap de chaque attribut. Puis, l' ensemble des 150 bitmaps obtenus 
est divisé en trois groupes de 50 bitmaps. Le Tableau 3. 1 présente les caractéri stiques 
des bitmap électionné . 
U n test entraîne un tri o de bitmaps, un de chaque groupe. U ne première opération lo-
gique es t exécutée entre deux bi tmaps, et Je ré ul tat (renvoyé dan un nouveau bi tmap) 
2. http :!/www.google.com/fusiontables/DataSource ?dsrcid=224453 




C ENSUS I881 
4 277 807 
1,2 . 10- 3 
18,7 
C ENSUS INCOME 
199 523 
1,7 . Io- ' 
2,92 
WIKILEAKS 
1 178 559 
1,3. 10- 3 
22,3 
Tableau 3.1 : Caractéri stiques des bitmaps sélectionnés 
W EATHER 
1 015 367 
6,4. 10- 2 
5,83 
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est calculé par la suite avec le bitmap restant. Dans le cas de BitSet, nous commen-
çons par copier le premier bitmap, puis le reste des opérati ons sont effectuées avec des 
calculs en place. Une étape d 'échauffement est tout d ' abord lancée pour bénéfi c ier au 
mieux de l'optimiseur de code de la JVM. Ensuite, chaque essai es t répété un certain 
nombre de fois ava nt de présenter les temps moyens obtenus. Le code de ces essa is est 
librement access ible sur le web (Roaring's team, 2014a). 
Le Tableau 3.2a montre le facteur de croissance de l' espace mémoire lorsqu 'on rem-
place Roaring bitmap par BitSet, WAH et Concise. Les valeurs au-dessus de 1,0 in-
diquent de combien Roaring bitmap devance la technique correspondante. Les Ta-
bleaux 3.2b- 3.2c présentent les fac teurs de cro issance des temps de calcul des opé-
rati ons logiques . 
Roaring bitmap a été plus compact que Concise et WAH sur presque tous les ensembles 
de données testés, consommant jusqu 'à deux fois moins d 'espace mémoire que ces 
deux méthodes, excepté pour 1 'ensemble Wikileaks, qui conti ent de larges plages de bits 
à 1 qui sont inco mpressibles par Roaring bitmap. Pour ce qui est des temps de calcul 
des opérati ons logiques, Roaring bitmap a été plus perfo rmant que les deux solutions 
de compression bitmap sur tous les ensembles de données, all ant jusqu ' à 1 100 fois plus 
vite lors des ET logiques sur les données de Census1881. 
Comparé à BitSet, celui-ci a montré de bons temps de traitement sur Censuslncome et 





















(a) Facteurs de croissance d ' espaces mémoires lorsq ue Roaring bitmap est remplacé par 




















(b) Facteurs de croissance des temps de calcul de ET logiques si Rom·ing bitmap est rem-




















(c) Facteurs de croissance des temps de ca lcu l de OU logiques si Roaring bitmap est rem-
placé par d'autre techniques 
Tableau 3.2: Résultats sur des données réelles 
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3.5.3 Essais avec du Memory-mapping 
Les tests présentés précédemment ont été conduits sur des bitmaps entièrement chargés 
en mémoire centrale. Afi n de montrer l' efficacité de notre so lution dans un contexte de 
memory-mapping, des essais qui comparent les performances de Roaring bitmap avec 
celles de Concise dans un tel contexte ont été produits. La version de la librairie Java 
ConciseSet utili sée lors de ces tests est celle proposée par les concepteurs du SGBD 
Druid (Metamx, 20 15). Cette version représente une extension de la librairie Concise-
Set 2.2 (Colantonio, 2010) développée par (Colantonio et Di Pietro, 2010) et inclut de 
nouvelles fo nctionnalités qui permettent de gérer des bi tmaps compressés avec Concise 
et stockés sur des fichiers di sque mappés en mémoire principale. 
Pour ces essais, trois des ensembles de données réelles du précédent test ont été utili-
sés . Tout d'abord, 200 listes d 'entiers de différentes taill es sont construites sur chaque 
ensemble de données. Ensuite, un Roaring bitmap et un bitmap Concise sont créés avec 
les enti ers de chaque li ste, donnant un total de 200 bitmaps compressés avec chacune 
des deux méthodes de compress ion bitmap. Les 200 bitmaps des deux techniques sont 
ensuite séri alisés séparément sur deux fi chiers disque différents, qui seront par la suite 
mappés en mémoire principale. Lors d ' un test, on mesure pour chaque méthode de 
compress ion bitmap : l' espace disque consommé par la éri ali sati on de l'ensemble des 
bitmaps compressés, 1 'espace moyen requi s en mémoire centrale pour lire un bitmap 
compressé, ainsi que les temps moyens pour effec tuer J' union, l' intersecti on et la ré-
cupération des positions des bits positifs de 200 bitmaps compressés . Au départ, une 
série de tests préalables est lancée afi n de remplir Je cache et de bénéfi cier au mieux de 
J' optimiseur de code de la JVM. Par la suite, chaque test est répété 100 fois avant de 
présenter les ta illes et les temps moyens calculés. Le code de ces essais est librement 
accessible en ligne : Chambi (2014). 














(a) Espace disque moyen (en ka/bitmap) occupé par la séri ali sation de 200 bitmaps 












(b) E pace moyen (en octets/bitmap) réservé en mémoire principa le pour les poin-
teurs d 'un des 200 bitmaps séri ali sés sur disque et compressés avec Roaring bitmap 
ou Concise 












(a) Temp. moyen en millisecondes pour effectuer l ' union de 200 bitmap compres-












(b) Temps moyen en millisecondes pour effectuer l ' intersection de 200 bi tmaps 
compre sés avec Roaring bitmap ou Concise 
Roaring bitmap 
Concise 









(c) Temps moyen en millisecondes pour récupérer les positions des bits à 1 de 200 
bitmaps compressés avec Roaring bitmap ou Concise 
Tableau 3.4: Temps de traitements avec du memory-mapping sur des données réelles 
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d 'espaces mémoire avec chaque solution. Les résultats montrent que l' espace occupé 
par la sériali sation des bitmaps compressés avec Concise dépasse celui requis pour les 
Roaring bitmaps. Ceci s'explique par la bonne compression de la méthode Roaring 
bitmap qui offre des bi tmaps compressés plus compacts comparé à Concise . 
La sérialisation sur disque de la majorité des données d ' un bitmap et l 'exploitation de 
ces données via du memory-mapping permet au programme, lors du chargement d ' un 
bi tmap sériai isé, de n' allouer de 1 'espace en mémoire principale que pour les méta-
do nnées dudi t bitmap, qui se comptent au nombre d ' une centaine d ' octets. L'allocation 
d 'espace en mémoire phy ique pour le reste des données séri alisées ne se fera qu ' au 
moment opportun, lors duquel le système d 'exploitation e chargera de fa ire parvenir 
les données nécessaires en mémoire princ ipale à la demande de l' applicati on. De ce 
fa it, l'espace occupé par un bitmap lors de son chargement initi al en mémoire centrale 
sera composé essentiellement de quelques pointeurs de tailles statiques . Cela explique 
les résultats observés sur le Tableau 3.3b qui montre une même et infi me quantité d' es-
pace mémoire consommée par chaque modèle de bitmap compressé sur les différents 
ensembles de données. Toutefo is, Roaring bitmap affiche un léger surplus de quelques 
octets par rapport à Concise, dû à sa structure un peu plus complexe. 
Les Tableaux 3.4a- 3.4c affichent les temps moyens que prend chaque méthode de com-
press ion bitmap pour effectuer différents types de traitements . Le Tableau 3.4a présente 
les résultats obtenus pour le calcul de l ' union de 200 bitmaps compressés. Pour ces 
tests, la méthode d ' union hori zo ntale présentée précédemment à la Section 3.3.3 a été 
utili sée pour Roaring bitmap afin de calculer l ' union des 200 bitmaps. Cette stratégie 
d ' union a montré qu ' elle pouvait améliorer significa tivement les temps de calculs com-
paré à l' union class ique (voir le Tableau 3.5). Roaring bitmap affiche de remarquables 
performances comparé à Concise sur les tro is ensembles de données, all ant jusqu 'à 
;:::::; 129 fo is plus vite sur l'ensemble W EATHER. 
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CENSUS1881 
Union horizontale 5 







Tableau 3.5: Temps moyen en millisecondes pour calculer l ' union de 200 bitmaps com-
pressés avec Roaring bitmap en utili sant une union traditionnelle et horizontale (les 
mêmes tests, matériel physique et donnée de la Sous-section 3.5.3 ont été utili sés) 
Le Tableau 3.4b présente les temps moyens con ommés par Roaring bitmap et Concise 
pour effectuer l ' inte rsection de 200 bitmaps compressés. Les résultats montrent 1' avan-
cée de Roaring bitmap par rapport à Concise sur les trois ensembles de données, avec 
un facteur de ~ 94 sur les données de WEATHER. 
Les derniers tests calculent les temps moyens con ommés par Roaring bitmap et Con-
cise afin de récupérer le positions des bits positifs de 200 bitmaps compressés. Ce type 
d'opération est effectué dans les SGBD afi n d 'accéder aux données sélectionnées par 
une requête. Le Tableau 3.4c illu tre les résultats obtenus. Encore une fois , Roaring 
bitmap a atteint de bien meill eures performances par rapport à Concise sur tous les en-
sembles de données, en étant près de 5 foi plus rapide sur les données de l'ensemble 
CENSUS 1881. 
3.6 Conclusion 
Ce chapitre introduit une nouvelle technique de compression bitmap, nommée Roaring 
bitmap. Des tests synthétiques et réels nous ont permis de comparer les performances 
de Roaring bitmap avec deux autres techniques de compression bitmap connues dans la 
littérature : WAH et Concise. Les résultats ont montré que Roaring bitmap ne requiert 
que ~ 25 o/c d'e pace mémoire par rapport à WAH, et~ 50 % par rapport à Concise , tout 
en améliorant, de 4 à 5 fois, les temps de calcul des opérations logique entre bitmaps 
sur des données synthétiques et jusqu'à 1 100 fois sur de donnée réelles. 
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Comme travaux futurs, on v ise à impléme nter d 'autres types d'algorithmes de recherche 
pour améliorer les te mps des intersections. Cul pepper e t M offat (20 1 0) ont montré 
qu ' une recherche Golomb (G olomb, 1966) permettait d 'exécuter effi cacem ent des in-
tersecti ons entre posting lists. On souhaü e aussi am élio re r la vitesse des accès aléa-
toires e n adoptant une structure de données plus compacte sur le pre mier niveau de 
l ' index, tel un bitmap offrant des accès directs. On envisage également d 'expérime n-
ter la nouvell e approche sur des bancs d 'essai décisionnels, comme le Star Schema 
Benchmark (O 'Ne il et al. , 2009) . 
Druid (Yang et al. , 2014) est un SGBD analytique à code libre, o rienté co lonne, di s-
tribué, qui pe rmet d 'effectuer de analyses multidime nsionnell es complexes sur des 
qu anti tés mass ives de données te mporelles, en des temps concurrentiels par rapport à 
d 'autres SGB co nnus dans la litté ra ture, tels que Hadoop (Shvachko et al. , 2010). Pour 
assurer des traitement rapides, Druid fait usage, entre autres, de bitmaps compressés 
avec Concise pour indexer les données de base. Cet SGBD séri a! ise la g rande partie de 
ses données sur des fi chiers disque e t les manipule avec du memory-mapping. Parmi les 
données sérialisées, figure des co ll ections d ' index bitmap compressés. 
Les résultats positifs obte nus avec Roaring bitmap lorsque co mpa ré à Concise sur des 
données réell es et dans un co ntexte de memory-mapping, nous laisse prévoir d ' inté-
gre r Roaring bitmap comme une technique de compression bi tmap au SGBD Druid, et 
d ' investiguer les performances g loba les du système en matière de temps de réponse à 
diffé rents types de requêtes, de temps de création e t de m odifica ti on d 'ensembles d ' in-
dex bitmap compressés, de qu antités d 'espaces di sque et mé moire consommées par les 
co llecti ons d ' index bitmap compressés, ainsi que d 'autres fo ncti onnalités auxquelles 
Druid améliore les performances à l 'aide de bitmaps compressés. Depuis, ce proje t a 
été réali sé et Je Chapitre V de cette thèse en fait la présentati on. 

CHAPITRE IV 
ROARING 64 BITS 
Ce chap itre est tiré de 1 'article ci-de sou avec quelque contenus qui ont été ajoutés, 
modifiés et/ou supprimés : 
Chambi , S., Lemire, D . et Godin , R. (20l 6a) . Nouveaux modèles d ' index bitmap com-
pressés à 64 bits. Dan 12e journées francophones sur les Entrepôts de Données et 
l'Analyse en Li gne (EDA' 16), volume RNTI-B-12, 1 - 16., Aix-en-Provence, F rance. 
RN TI. 
4 .1 Introduct ion 
La quantité d ' info rm ati ons générées quotidi ennement de nos jours ne cesse de croître 
à une vitesse phénoménale. Pour indexer de te lle masses de données, la majorité des 
librairies de représentation d ' index bitmap proposées en code libre (Open Source) à ce 
jour s ' avèrent impraticables dans de te lles situati ons, car e lles ne peuvent être appli-
quées que sur des ensembles de données ne dépassant pas les 232 entrées. E n réponse 
à cette problématique rencontrée tant dan le mili eu industriel que c ientifique, nous 
avon introdui t tro is nouveaux modèles d ' index bitmap compressés (Chambi et al. , 
201 6a) basés sur le modèle Roaring bitmap et qui peuvent indexer j usqu ' à 264 entrées; 
un seuil plutôt rai onnable par rapport à la majori té de co llec ti on de données traitées 
de nos jours. Ce chapitre introduit ce troi di ffé rentes librairi es et présente les bancs 
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d 'essai mis en œuvre pour comparer les performances de ces nouvelles techniques avec 
d 'autres collections Java, ainsi qu 'avec la solution classique (sans compression) d ' in-
dexation bitmap: OpenBitSet, supportant jusqu 'à 64 x 232-1 entrées et qui est adoptée 
par le moteur de recherche Lucene (Apache, 201 2). 
Le chapitre est organisé comme suit : la Section 4.2 présente les troi s nouveaux modèles 
d 'i ndex bitmap compressés supportant jusqu 'à 264 entrées . Les bancs d 'essai évaluant 
les performances de ces index bitmap compressés, les résultats obtenus ainsi qu'une 
analyse de ces résultats sont présentés à la Section 4.3. Le chapitre se termine avec une 
conclusion à la Section 4.4. 
4.2 Modèles d ' index bitmap compressés 
Les modèles d'index bitmap compressés (Chambi et al. , 20 L6a) proposés dans ce cha-
pitre représentent chaque bit à 1 dans un bitmap par un entier de 64 bits qui indique 
sa position débutant possiblement à O. Ce modèles se comptent au nombre de trois et 
sont définis dans les sous-sections suivantes : 
4.2. 1 RoaringTreeMap 
Le modèle RoaringTreeMap combine un arbre Java TreeMap avec la structure Roaring 
bitmap pour indexer un ensemble d'entiers à 64 bits représentant les positions de bits 
positifs d'un bitmap. Un TreeMap e tune structure de données faisant partie du paque-
tage des collections Java et met en œuvre l' arbre rouge-noir, qui est un arbre binaire de 
recherche équi libré. Les différentes opérations de la tructure arborescente (i nsertion, 
recherche, etc.) ont été implémentée avec Je algorithmes proposés par (Cormen et al. , 
200 1). 
Pour représenter un entier à 64 bits, ce modèle le divise en deux parties. La première 
partie constitue les 32 bits de poids fo rt de l'entier, et la deuxième les 32 bits de poids 
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fa ible. Un nœud d ' un RoaringTreeMap est composé d ' une clé, qui est un entier à 
32 bits, et d' un Roaring bitmap . RoaringTreeMap regroupe un ensemble d 'entiers à 
64 bits partageant les mêmes 32 bits de poids fo rt dans un même nœud. La clé du nœud 
stocke les 32 bits de poids fo rt communs du groupe d 'entiers, et le Roaring bitmap 
associé au nœud renferme les 32 bits de poids fa ible restants. Ainsi, RoaringTreeMap 
applique une fo rme de compress ion préfi xe sur les 32 bits de poids fort d ' un tel groupe 
d 'entiers, pouvant sauver jusqu 'à 32 x (232 - 1) bits pour chaque tel groupe. 
Une opération d ' inserti on ou de recherche d ' un enti er à 64 bits dans un RoaringTree-
Map commence par effectuer un accès aléatoire dans l' arbre, qui consiste en un par-
cours de l'arbre en partant de la rac ine afi n de trouver un nœud comportant une clé de 
valeur éga le à celle des 32 bits de poids fo rt de l' enti er en question. L'adoption d ' un 
arbre de recherche binaire équilibré pour le modèle RoaringTreeMap permet d 'effec-
tuer une te ll e opération en un temps de complexité logarithmique par rapport au nombre 
total des nœuds de 1 'arbre parcouru . Par la suite, si un tel nœud est trouvé, une deuxième 
opérati on d' inserti on ou de recherche era effectuée dans le Roaring bitmap associé à 
ce nœud . 
Ainsi, un accès aléatoire à un entier de 64 bits stocké dans un RoaringTreeMap né-
cess itera un temps de O(logn) pour effectuer un premier parcours dans l'arbre, où n 
représente le nombre de nœuds dans le RoaringTreeMap , plus le temps pour accéder 
aux 32 bits de poids fa ible de l'entier dans le Roaring bitmap associé au nœ ud trouvé 
précédemment, ce qui prend aussi un temps de complexité logarithmique par rapport 
au nombre d 'entrées dans l ' index de premier niveau du Roaring bitmap et au nombre 
d 'entrées stockées dans le conteneur accédé si ce dernier est représenté sous la fo rme 
d ' un tableau trié. 
Un autre avantage de RoaringTreeMap vient de la propriété des arbres de recherche 
binaires équilibrés, qui garantit que les nœuds de l'arbre puissent être toujours par-
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c o u r u s  d a n s  l ' o r d r e  c r o i s s a n t  d e s  v a l e u r s  d e  l e u r s  c l é s  d a n s  u n  t e m p s  d e  c o m p l e x i t é  
l i n é a i r e  p a r  r a p p o r t  a u  n o m b r e  d e  n œ u d s  d a n s  l ' a r b r e .  C e c i  c o m b i n é  a u  t r i  p a r  o r d r e  
c r o i s s a n t  d e s  e n t i e r s  à  3 2  b i t s  m a i n t e n u s  a u  s e i n  d e s  R o a r i n g  b i t m a p s ,  c e l a  i m p l i q u e  
q u e  l e  m o d è l e  R o a r i n g T r e e M a p  p e r m e t  d ' i t é r e r  d a n s  u n  o r d r e  c r o i s s a n t  s u r  l ' e n s e m b l e  
d e s  e n t i e r s  à  6 4  b i t s  i n d e x é s  e n  u n  t e m p s  l i n é a i r e  p a r  r a p p o r t  a u  n o m b r e  d e  c e s  e n -
t i e r s .  C e  p l u s  s ' a v è r e  t r è s  e f f i c a c e  p o u r  J e  c a l c u l  d ' o p é r a t i o n s  e n s e m b l i s t e s  b a s i q u e s  
e n t r e  d e u x  R o a r i n g T r e e M a p s ,  c o m m e :  l ' i n t e r s e c t i o n ,  l ' u n i o n ,  o u  J ' u n i o n  e x h a u s t i v e ,  
q u i  p e u v e n t  s ' e f f e c t u e r  e n  u n  t e m p s  d ' o r d r e  l i n é a i r e  p a r  r a p p o r t  a u  n o m b r e  d e s  e n t i e r s  
c o n t e n u s  d a n s  l e s  d e u x  a r b r e s .  S a n s  c e t t e  p r o p r i é t é ,  u n e  t e l l e  o p é r a t i o n  s e r a i t  e x é c u t é e  
e n  u n  t e m p s  d e  c o m p l e x i t é  q u a d r a t i q u e  p a r  r a p p o r t  a u  n o m b r e  d e s  é l é m e n t s  d a n s  l e s  
d e u x  e n s e m b l e s .  
L ' u n i o n  d e  d e u x  R o a r i n g T r e e M a p s  
L ' a l g o r i t h m e  1  p r é s e n t e  l e  p s e u d o - c o d e  q u i  c a l c u l e  l ' u n i o n  d e  d e u x  R o a r i n g T r e e M a p s .  
A f i n  d e  t r a i t e r  e f f i c a c e m e n t  u n e  t e l l e  o p é r a t i o n ,  d e u x  a l g o r i t h m e s  d e  c o m p l e x i t é s  t e m -
p O I · e l l e s  d i f f é r e n t e s  o n t  é t é  m i s  e n  œ u v r e .  C h a c u n  d e s  d e u x  a l g o r i t h m e s  e s t  e m p l o y é  
l o r s  d ' u n  s c é n a r i o  a p p r o p r i é  q u i  d é p e n d  d u  t y p e  d e s  d o n n é e s  e n  e n t r é e .  U n e  s o l u t i o n  s i -
m i l a i r e  e s t  u t i l i s é e  a u  s e i n  d e s  o p t i m i s e u r s  d e  s y s t è m e s  d e  g e s t i o n  d e  b a s e s  d e  d o n n é e s  
p o u r  o p  t i  m i s e r  l e  p r o c e s s u s  d ' e x é c u t i o n  d e  j o i n t u r e s  r e l a t i o n n e l l e s  ( G o d i n ,  2 0  1 2 ) .  
L ' u n i o n  d e  d e u x  R o a r i n g T r e e M a p s  r e q u i e r t ,  e n  p a r t i e ,  d e  p r o c é d e r  u n e  f u s i o n  e n t r e  
d e u x  a r b r e s  r o u g e - n o i r s .  P l u s i e u r s  s o l u t i o n s  o n t  é t é  p r o p o s é e s  d a n s  l a  l i t t é r a t u r e  p o u r  
e f f e c t u e r  u n e  t e l l e  f u s i o n  d e  m a n i è r e  e f f i c a c e  :  ( B r o d a i  e t  a l . ,  2 0 0 6 ) ,  ( B o o t h ,  1 9 9 2 ) ,  e t c .  
T o u t e f o i s ,  l ' é t u d e  d e  c e t t e  p r o b l é m a t i q u e  r e s t e  e n  d e h o r s  d e  l a  p o r t é e  d e  c e t t e  t h è s e .  
L e s  d e u x  a l g o r i t h m e s  p r e n n e n t  d e u x  R o a r i n g T r e e M a p s  e n  e n t r é e ,  e t  r e n v o i e n t  l e  r é -
s u l t a t  d e  l ' u n i o n  d a n s  u n  n o u v e a u  R o a r i n g T r e e M a p .  L e  p r e m i e r  a l g o r i t h m e ,  p r é s e n t é  
p a r  l e  p s e u d o - c o d e  d e  l ' A l g o r i t h m e  2 ,  e s t  u t i l i s é  l o r s q u e  l ' u n  d e s  d e u x  a r b r e s  e n  e n t r é e  
Algorithm 1 Al gorithme qui calcule 1 ' union de deux RoaringTreeMaps. 
1: entrée : deux RoaringTreeMaps A et B 
2: sortie: un nouveau RoaringTreeMap C représentant l' union de A et B 
{X. size représente le nombre de nœuds dans l' arbre X } 
3: if A. siz e < B. size then 
4: sm allTree +-- A 
5: bigTree +-- B 
6: else 
7: smallTree+-- B 
8: bigTree +-- A 
9: end if 
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10: if smallTree .size x log2 (bigTr ee .size ) < bigTree .size + sm allT r ee .size then 
11 : C +-- linearithmicUnion(smallTree, bigTr ee) 
12: else 
13: C +-- linearUni on(smallTr ee, bigTree) 
14: end if 
15: 1·eturn C 
renferme beaucoup plus de nœuds que le second. Cet algorithme commence par copier 
le plus grand arbre dans le résultat à la li gne 3, puis parcourt le plus petit arbre en insé-
rant chacun de ses nœuds dans l' arbre résultant aux lignes 4 et S. Si la c lé d ' un nœud 
du petit arbre ex iste déjà dans l'un des nœuds de l'arbre résultant, un OU logique est 
exécuté entre les Roaring bitmaps associés aux deux nœuds de clé équivalentes, et le 
résultat sera stocké dans un nouveau RoaringBitmap qui remplacera le Roaring bitmap 
du nœud de l' arbre ré ultant. Dans un cas contraire, si aucune clé équivalente à celle de 
l ' un des nœuds du petit arbre n 'est trouvée dans l' arbre résultant, une copie de ce nœud 
incluant sa clé et son Roaring bitmap sera insérée dans l' arbre résultant. Ces opérations 
se poursuivent jusqu ' à avoir parcouru tous les nœuds du plus petit arbre. 
Le temps d 'exécution de cet algorithme dépend du temps nécessaire pour copier le plus 
grand RoaringTreeMap, ce qui se fa it efficacement en un temps de 8 (nl) , où n 1 repré-
sente le nombre de nœuds dans le plus grand RoaringTreeMap. E nsuite, il faut ajouter 
le temps pour parcourir le plus petit arbre et rechercher-insérer chacun de ses nœuds 
dans l' arbre résultant. Ce qui se fa it en un temps linéarithmique de O (n 2 log (n 1 +n2 ) ), 
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Algorithm 2 LinearithmicUnion: algorithme qui fusio nne deux RoaringTreeMaps. Les 
clés des deux arbres sont comparés en un temps linéarithmique. 
1: entrée: deux RoaringTreeMaps A et B, avec A.size < B.size 
2: sortie : un nouveau RoaringTreeMap C représentant 1 ' union de A et B 
3: C ~ B.clone {X.clone crée une nouvelle copie du RoaringTreeMap X} 
4: for each node e in A do 
5: C.insert(e.key , e.RoaringBitmap) 
6: end for 
7: return C 
où n 2 représente le nombre de nœuds dans le plu petit arbre. Aussi, le coû t relatif aux 
différentes opérations OU log iques calculées entre des Roaring bitmaps doit également 
être pris en considération. 
Le deuxième algorithme de calcu l de l' union, dont le pseudo-code est affiché par l 'Al-
gorithme 3, est utilisé lorsque les deux RoaringTreeMaps en entrée renferment presque 
Je même nombre de nœuds. Cet algorithme commence par allouer un nouveau tableau 
dynamique vide à la li gne 3 qui sera rempli avec les nœ uds formant le résultat de 
l ' union. Ensuite, les deux arbres en entrée sont parcourus itérativement dans l'ordre 
croissant de leurs clés par un algorithme de fusion à la ligne 6. Lors d'une itération, si 
les deux nœuds courants ont des c lé de valeurs différentes, 1' algori thme copie Je nœud 
contenant la plus petite des deux c lés, l'insère dans le tableau dynamique (aux li gnes 
8, 10, 14, 16,27 et 3 1), puis avance d ' une pos ition dans l'arbre contenant ce nœud. 
Sinon, si les deux nœuds comparés lors d'une itération renferment des clés de même 
valeur, un OR logique est calculé entre les Roaring bitmaps des deux nœuds, puis le 
résultat est retourné dans un nouveau Roaring bitmap. Un nouveau nœud contenant le 
Roaring bitmap obtenu et une c lé de valeur éga le à cell e des deux nœuds comparés 
sera inséré dans le tableau dynamique à la li gne 20. Ces opérations continuent jusqu'à 
avo ir parcouru les deux arbres au complet. À la fin, les nœuds insérés jusqu ' ic i dans 
le tableau dynam ique seront triés dans l'ord re cro issant des valeur de leurs clé , puis 
un algorithme récur if construit l'arbre RoaringTreeMap ré ultant à partir du tableau 
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dynamique. 
Algorithm 3 LinearUnion : algorithme qui fusionne deux RoaringTreeMaps. Les clés 
des deux arbres sont comparés en un temps linéaire. 
1: entrée : deux RoaringTreeMaps A et B 
2: sortie : un nouveau RoaringTreeMap C représentant 1 ' union de A et B 
3: array f-- a new dynamic array 
4: n 1 f-- A.NextNode {X.N extNode retourne le prochain nœud non accédé de 
1' arbre X en uivant 1 'ordre cro i sant des clés } 
5: n 2 f-- B.NextNode 
6: while A.HasN x t and B. H asNext do {X. H asNext Retourne faux si tous les 
nœuds de X ont déj à été parcourus. Renvo ie vrai sinon} 
7: if n 1 .key < n 2.key then 
8: array.insert(n1 .key , n 1 .RoaringBitmap) 
9: if A .HasNext = faux then 
10: anay.in ert(n2.key , n 2.RoaringBitmap) 
11 : end if 
12: n 1 f-- A.N extN ode 
13: else if n 1.k y > n 2.key then 
14: array.insert(n2.key , n 2.RoaringBitmap) 
15: if B .HasNext =faux then 
16: arTay.insert(n1 .key , n 1 .RoaringBitmap) 
17: end if 
18: n2 r B.NextNode 
19: else 
20: array.insert(n1 .key , n2.RoaTingBitmap OR n 1 .RoaringBitmap) 
2 1: n1 r A.NextNode 
22: n2 r B.NextNode 
23: end if 
24: end while 
L'algorithme nécess ite un temps de 8(n1 + n 2 ) pour parcourir les deux arbres en en-
trée, oll n 1 et n 2 représentent le nombre de nœuds dans les deux arbres, re pectivement. 
La construc ti on du tableau dyn amique se fa it en un temps de O(n1 + n 2 ), car il pour-
rait y avo ir au plu O(n1 + n 2 ) in ertions, et chacune d 'ell es se fa it dans un temps 
amorti constant. La construction de l'arbre RoaringTreeMap fi nal es t réalisée avec un 
algorithme récursif effi cace qui con ornrne un temps de O(n1 + n 2 ). Ainsi, le temps 
total d 'exécution de ce deuxième algorithme d ' union est de O(n1 + n 2 ) plus le temps 
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25: while A. H asNext do 
26: n 1 +-- A. N extN ode 
27: array.insert(n1 .key n 1 .R oaringBitmap) 
28: end while 
29: while B. H asNext do 
30: n 2 +-- B. N extN ode 
3 1: array.insert(n2 .key, n 2 .RoaringBitmap) 
32: end while 
33: C +-- a new RoaringTreemap built fro m array 
34: return C 
nécessa ire pour calculer les OU logiques entre Roaring bitmaps. 
L' intersection de deux RoaringTreeMaps 
U ne opérati on d ' inte rsecti on pre nd deux RoaringTreeMaps en e ntrée e t renvo ie le ré-
sultat dans un nouveau RoaringTreeMap. Pour calculer l' intersection de deux Roaring-
TreeMaps, deux algo rithmes de compl exités te mporelles différe ntes ont é té développés. 
Tout comme pour l ' uni on, chacun de ces de ux algorithmes est approprié pour un scé-
nari o dépe ndant du type des données en entrée. Le pre mie r algorithme qui res emble 
à l' A lgori thme 2 est adopté lor que l'un des deux RoaringTreeMaps e n entrée contie nt 
beaucoup plu de nœ uds que le econd, e t co nsiste e sentie lle ment à parcourir le pe-
tit arbre en vérifi ant l'ex istence de chacune de ses clés dans le grand arbre. Ainsi, s i 
de ux nœuds, apparte nant chacun à l' un des deux arbre , possèdent une mê me clé, une 
opé ration ET logique sera exécutée entre le urs Roaring bitmaps associés, e t le résultat 
e ra stocké dans un nouveau RoaringBitmap. Par la uite, un nouveau nœ ud contenant 
le Roaring bitmap obtenu e t une c lé de valeur égale à celle des deux c lés équivale ntes 
trouvée précédemment era ajouté au RoaringTreeMap fi nal. 
Le temps d 'exécuti on de cet algorithme dépend du temps nécessaire pour parcourir le 
plus petit arbre e n véri fia nt l ' ex istence de chacune de ses clé dans le p lus grand arbre, 
ce qui ·e fa it e n un temps de O(n1 log(n2)) , où n1 représente le nombre de nœuds 
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dans Je plus petit des deux arbres et n 2 le nombre de nœuds dans le plus grand arbre. Il 
faut ajouter à cela le temps pour calculer les possibles opérations ET logiques entre des 
Roaring bitmaps. 
Le deuxième algorithme qui est presque similaire à l' algorithme 3 est lancé lorsque les 
deux RoaringTreeMaps en entrée ont un nombre de nœuds presque similaire. Celui-ci 
commence par allouer un tableau dynamique vide qui sera rempli avec les nœuds for-
mant 1' arbre résultant de l' intersection. Après, 1' algorithme itère sur les nœuds des deux 
arbres dans l' ordre cro issant des valeurs de leurs clés. À la rencontre de deux nœuds 
de valeurs de clés différentes, l'algorithme avance d' une position sur l'arbre contenant 
le nœud de plus petite valeur de clé. Sinon, dans le cas oü les deux nœuds renferment 
deux clés de même valeur, un ET logique est exécuté entre les Roaring bitmaps asso-
ciés aux deux clés, et Je résultat est renvoyé dans un nouveau Roaring bitmap. Ensuite, 
un nouveau nœud contenant une clé de valeur égale à celle des deux clés équivalentes, 
et Je Roaring bitmap retourné seront ajoutés au tableau dynamjque. Ces opérations se 
pour uiventjusqu'à avoi r complètement parcouru l' un des deux arbres au complet. 
À la fin des itérat ions, Je tableau dynamique contiendra les nœuds formant l'arbre fi-
nal dans l 'ordre cro issant des valeurs de leurs clés. Ensuite, un algorithme récursif 
construira l' arbre RoaringTreeMap résultant. 
Le temps d 'exécution de ce deuxième algorithme d'intersection dépend du temps né-
cessaire pour parcourir l ' un des deux arbres, puis pour remplir le tableau dynamique, et 
en dernier pour construi re l'arbre RoaringTreeMap final. Le temps total pour accomplir 
les précédentes opérations est de l'ordre de 8( n 1 + n 2 ) au pire cas, oü n 1 et n2 repré-
sentent, respectivement, le nombre de nœuds dans les deux arbres. Au meilleur cas, 
un temps de 8(min(n1 , n2)) est consommé par l' algo rithme d ' intersection , lorsqu ' un 
parcours direct de l'un des deux arbres suffit pour arriver au résultat final. En plus, il 





Le modèle utilise une structure à deux niveaux presque simil aire à celle de Roaring 
bitmap pour stocker un ensemble d 'entiers de 64 bits représentant les positions des bits 
positifs d'un bitmap. Le premier niveau est un tableau dynamique dans lequel chaque 
entrée renfe rme un entier de 64 bits et un pointeur vers un conteneur. L'ensemble des 
conteneurs pointés par les entrées du tableau du premier niveau forme le deuxième 
niveau de la structure de données. 
Un groupe d'entiers de 64 bits partageant les mêmes 48 bits de poids fort sont regroupés 
dans une même entrée de 1 ' index de prem ier niveau . Les 48 bits de poids fort communs 
sont stockés dans les bits de poids fort des 64 bits de l'entrée, et les 16 bits de poids 
faible restants du groupe d'entiers sont conservés dans le conteneur pointé par l'entrée. 
Pour ce qui es t des 16 bits de po ids faible non utilisés au niveau des 64 bits d ' une 
entrée de premier niveau, il s serviront à garder la cardinalité du groupe d'entier indexés 
par cette entrée, qui peut atteindre jusqu ' à 216 - 1 entiers. Ceci permettra de ca lculer 
efficacement la cardinalité d'un bitmap en n'effectuant qu'un seul parcours du tableau 
de premier niveau, pouvant améliorer ai nsi plusieurs sortes de requêtes utilisées dans 
les bases de données, comme cell es de type COUNT. 
Nommons les 48 bits de poids fo rt parmi les 64 bits d'une entrée par les bits communs 
de J' entrée, et les 16 bits de poids faib le restants dans les 64 bits d ' une entrée par les 
bits de cardinali té de l' entrée. Le tableau dynamique du premier niveau est maintenu trié 
dans l 'ordre cro issant des valeurs des bits communs de ses entrées. De faço n si mil ai re 
à Roaring bitmap, un conteneur au deuxième niveau peut être représenté par un bitmap 
d ' une taille statique de 216 bits, ou par un tableau dynamique d'entiers de 16 bits triés 
dans un ordre croi sant. 
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Pour accéder à un entier de .64 bits quelconque stocké dan la tructure de données, 
une pre mière opération de recherche binaire à temps logarithmique e t effectuée sur le 
tableau de premier niveau à la recherche d ' une entrée avec une valeur de bits communs 
équivalente aux 48 bits de poids fo rt de l' enti er à accéder. Une fo is une te lle entrée 
trouvée, une deuxième opération de recherche est effectuée au niveau du conteneur 
a socié à J'entrée, de façon similaire à Roaring bitmap , en consommant au plus un 
temps logarithmique lorsque le conteneur est représenté par un tableau dynamique. 
L' union de deux RoaringTwoLevels 
L' union de deux RoaringTwoLevels prend deux Roarin.gTwoLevels en entrée et renvoie 
le résultat dans un nouveau Roarin.gTwoLevels. L'Algorithme 4 présente le pseudo-
code effectu ant ce calcul. L'algo rithme commence par parcourir les entrée des deux 
tableaux de premier niveau des deux RoaringTwoLevels en entrée à la ligne 6. À chaque 
itérati on, les valeurs des bits commun de chacune des deux entrée courante sont com-
parées . Si les valeurs ont différente , l' algori thme insère (aux li gnes 8, 11 , 2 1 et 25) 
une copie de l' entrée dont le bi ts commun sont de plus peti te valeur e t une copie de 
on conteneur dans le Roarin.gTwoLevels ré ul tant. Ensui te, l'algorithme avance d' une 
position sur le tableau de premier niveau de l'entrée copiée. 
Dans le cas oü les valeurs des bits communs des deux entrées de premier niveau co m-
parées lors d ' une itération sont équivalentes, l' algorithme ajoute, à la li gne 14, une 
nouvell e entrée au tableau de premier niveau du RoaringTwoLevels résul tant. L' entrée 
ajoutée contient une valeur de bits communs équ ivalente à celle de deux entrées com-
parées, et un nouveau conteneur au deuxième niveau stockant le résultat de l' union de 
deux conteneurs po intés par chacune des deux entrées . Par la suite, la cardinalité de la 
nouvelle entrée est calculée et ses bi ts de cardinalité sont mis à jour à la li gne 15. Puis, 
l' algorithme avance d ' une position sur les deux tableaux de premier niveau comparés. 
Ces opérations continuent jusqu 'à avoir complètement parcouru les deux RoaringTwo-
----------------------------------------
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Levels donnés en entrée. 
Algorithm 4 Algorithme qui calcule l ' union de deux RoaringTwoLevels. 
1: entrée : deux RoaringTwoLevels A et B 
2: sortie : un nouveau RoaringTwoLevels C représentant l ' union de A et B 
3: C +--- a new RoaringTwoLevels 
4: pos1 +--- 0 
5: pos2 +--- 0 
6: while pos1 < A. size and pos2 < B. size do {X. size représente Je nombre d 'élé-
ments dans Je tableau de premier niveau du RoaringTwoLevels X } 
7: if (A[pos 1J.key > > 16) < (B[pos2].key > > 16) then { > > indique l' opération 
de décalage non signé de bits à droite. } 
8: C.insert(A[pos1].key , A[pos1]. container) 
9: pos1 +--- pos1 + 1 
10: else if (A[pos1].key > > 16) > (B[pos2].key > > 16) then 
ll: C.insert(B[pos2].key , B[pos2].container ) 
12: pos2 +--- pos2 + 1 
13: else{ (A[posl]. key >> 16) = (B[pos 2].key >> 16) } 
14: C.insert(A[pos 1].key , (A[pos 1].container OR B[pos2].containeT)) 
15: Set the cardinality of the last entry added to C 
16: pos1 +--- pos1 + 1 
17: pos2 +--- pos2 + 1 
18: end if 
19: end while 
Le temps d 'exécution d ' une union entre deux RoaringTwoLevels dépend , en premier 
lieu, du temps nécessaire pour parcourir les deux tableaux de premier niveau des deux 
bitmaps en entrée. Ce qui prend un te mps de complex ité linéaire par rapport au nombre 
des éléments dans les deux tableaux. E n second lieu, les performances de l' algorithme 
dépendent aussi du temps requis pour effectuer les unions entre conteneurs, qui dépend 
à son tour du type de conteneur utilisé lors de chaque opération. Pour plus de détail s 
sur les complexités temporelles des opérati ons d' union entre conteneurs, le lecteur peut 
se référer au chapitre in troduisant la tech nique Roaring bitmap, ou b ien aux références 
suivantes: Chambi et al. (2016d, 20 14). 
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20: while pos1 < A .size do 
2 1: C.insert(A[pos1]. key , A[pos1].container) 
22: pos1 +--- pos1 + 1 
23: end while 
24: wh ile po 2 < B. size do 
25: C.insert(B[pos2].key , B[pos2]. container) 
26: pos2 +--- po 2 + 1 
27 : end while 
28: return C 
L' in ter ection de deux RoaringTwoLevels 
L'algorithme d' in tersection ressemble à celui de l'union e t prend deux RoaringTwo-
Levels en e ntrée et retourne un nouveau RoaringTwoLevels en sortie . Tout d 'abord, 
l'algori thme parcourt ité rativeme nt les tableaux de premier niveau des deux RoaringT-
woLevels en e ntrée. À chaque itération, les valeurs des bits commun des deux entrée 
courantes so nt co mparée . D eux cas peuvent être rencontrés . Le pre mier cas se présente 
lorsque le valeur des bi ts commun de deux entrées sont diffé rentes. S i x 1 représente 
le bi ts communs de plus petite valeur, et x 2 ceux de p lus grande valeur, a lor , à la 
di fférence de l'algorithme d ' uni on, celui-c i avance dans le tableau renfe rmant la valeur 
x 1 à la recherche d ' une entrée s ituée après l' indice de x 1 e t qui détient la plus petite 
va leur de bits communs étant supérieure ou égale à x2 . Cette derni ère opé rati on es t réa-
Iisée à l'a ide d' un algor ithme de recherche exponentie ll e (galloping) dans un temps de 
O(log d), où d représente la di stance traversée par l'algorithme dans le tab leau (B entley 
e t Yao, 1976). Sachant qu 'en général d « n, où n correspond à la ta ill e du tableau, une 
recherche expone nti e lle est géné ralement bien p lus efficace qu ' une s imple recherche 
binaire e n O(log2n). 
Par co ntre, dan le cas où les valeurs des bits communs des deux e ntrées comparées 
lors d ' une itérati on sont équivalentes, une opérati on ET logique est exécutée entre les 
conteneur indexés par les deux entrées et le résultat est renvoyé dans un nouveau conte-
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neur. Une nouvelle entrée pointant vers ce dernier et ayant des bits communs de valeur 
équivalente à cell es des deux entrées comparées sera in érée dans le tableau de premier 
niveau du RoaringTwoLevels résultant. L'algorithme avance ensuite d' une po ition sur 
le deux tableaux de premier niveau comparés. Ces opérations se pour uiventjusqu 'à 
avoir parcouru 1 ' un des deux tableaux de premier niveau. 
Le temps d 'exécution de l'algorithme d ' intersection dépend du temps nécessaire pour 
comparer les tableaux de premier niveau des deux RoaringTwoLevels fourni s en entrée, 
plus le temps pour calculer le ET logiques entre conteneurs. L a première opérati on 
' effectue en un temps de 8 (n1 + n 2 ) au pire des cas, lorsque les deux tableaux doivent 
être lus au co mplet avant que l'algorithme ne termine, sachant que n 1 et n2 repré-
sentent le nombre d ' entrées dans le premier et le deuxième tableau, respectivement. Au 
meil leur des cas, un seul parcours direct du plus pe tit des deux tableaux suffira it pour 
obtenir le résultat fin al, consommant un temps de O(log (min(n 1 , n2 ))). Pour ce qui est 
du deuxième type d'opérati ons, le temps d 'exécution de celui-ci dépend du nombre to-
ta l de ET logique calculés entre conteneurs et du type de conteneur impli qué lors de 
chaq ue opérat ion (Chambi et al. , 20 16d, 201 4) . 
4.2 .3 LazyRoaring 
Nous av ions vu précédemment avec le modèle Roaring bitmap que le fa it d ' utili e r un 
tableau de pre mier niveau dont chaque entrée indexe un conteneur renfermant jusqu 'à 
216 entiers pouvait permettre d 'éviter l'accès à plu ieurs conteneurs lors de di fférents 
types de tra itement effectués ur un Roaring bitmap. En s' inspirant de cette idée qui a 
été avantageuse pour Roaring bitmap , on a introdu it ce nouveau modèle de co mpress ion 
bitmap upportant jusqu ' à 264 entrées. LazyRoaring compte trois niveaux. Le premier 
niveau e t un tableau d 'entiers de 32 bits, le deuxième niveau est constitué de p lusieurs 
tableaux d ' entiers de 16 bits, et le troisième niveau e t formé de conteneur pouvant 
être représentés avec de tableaux ou de bitmaps comme ceux du modèle Roaring 
87 
bitmap. Chaque entrée du premier niveau pointe vers un tableau du deuxième niveau. 
Un tableau du deuxième niveau ne peut être pointé (indexé) que par une seule entrée du 
premier niveau. U ne entrée d ' un tableau du deuxième niveau pointe vers un conteneur, 
et ce dernier ne peut être indexé que par une seule entrée du deuxième niveau. 
Un groupe d ' entiers de 64 bits partageant les mêmes 32 bits de poids fo rt sont indexés 
par une entrée dans Je tableau de premier niveau. La valeur des 32 bits de poids fo rt 
récurrents es t préservée dans l' entrée du premier niveau. Les entiers rassemblés par une 
entrée de premier niveau sont une deuxième fo is indexés par un tableau de deuxième 
niveau. Ce dern ier regroupe dans une même entrée les entiers de 64 bi ts qui ont les 
mêmes valeurs de bits au niveau du 33e bit de poids fo rt jusqu' au 48e bit de po ids fort 
(soit les 16 bits situés j uste après les premiers 32 bits de po ids fo rt). La valeur des 16 bits 
réc urrents est préservée dans l'entrée de deuxième niveau. Ainsi, LazyRoaring applique 
deux fo is une compression préfi xe aux entiers fo rmant un bitmap, respectivement, sur 
Je premier et sur le deuxième niveau de la structu re de données. Pour permettre des 
traitements efficaces sur les deux niveaux d' un LazyRoaring, les entiers des tableaux 
du premier et du deuxième niveau sont main tenus tri és dans un ordre croissant. Les 
16 bits restants d ' un groupe d ' entiers de 64 bits indexés par une entrée de deuxième 
niveau so nt conservés dans Je conteneur pointé par cette entrée. 
L'avantage d ' utiliser deux ni veaux d ' index revient à la poss ibili té d ' év iter l' accès à plu-
sieurs conteneurs pouvant renfermés en tout jusqu 'à 232 entiers, lorsqu ' une entrée de 
premier niveau n' est pas cons idérée comme valide lors d ' un quelconque traitement réa-
li sé sur un LazyRoaring. Ce type d ' index pourrait être très bénéfique sur des ensembles 
de données triées, oü les bitmaps sont fo rmés de plusieurs suites de bi ts à 1 séparées 
par de longues séq uences de O. 
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Accès aléato ires dans un LazyRoaring 
Un accès aléato ire co nsiste en le parcours d ' un LazyRoaring afin d 'accéder à un entier 
de 64 bits possiblement stocké dans la structure de données . Cette opération commence 
par parcourir le tableau de premier niveau afin de trouver une e ntrée de vale ur égale 
aux 32 bits de poids fo rt de l' entier à accéder. Cette prem ière opération de recherche 
es t réa li sée avec un algorithme de recherche bina ire, dans un tem ps de O(log n) , où n 
fa it référence au nombre d 'entrées dans le tableau. 
Après qu ' une te lle entrée ait é té repé rée, une deuxième opératio n de recherche binaire 
est effectuée sur le tableau de deuxième niveau po inté par cette entrée, dans le but de 
to mber ur une e ntrée de deuxiè me niveau de valeur égale aux 16 bits s itués après les 
32 bits de po ids fort de l' entier recherché . Cette opération s' effectue avec un algorithme 
de recherche binaire dans un temps de O(log m), où m représente le no mbre d 'entrées 
dans le tableau de deuxième niveau. 
U ne fo is une tell e entrée trouvée sur le deuxième niveau, une troi ième opération de 
recherche es t réalisée dans le conteneur indexé par l' entrée pour trouver une occurrence 
des 16 bits de poids fa ible de l 'entier à accéder. Le temps d 'exécution de cette dernière 
opération dépend du type de conteneur adopté par l' entrée en question, telle que discuté 
au niveau du chap itre introdui sant Roaring bitmap, et qui nécessite, au meilleur cas, 
un accès en temp constant lorsque le conteneur e t un bitm ap, et au pire des cas, 
d ' effectuer une recherche b inaire sur le tableau trié représentant le conteneur dans un 
temps de complex ité logari thmique par rapport au nombre des éléments du tableau. 
Par conséquent, un accès aléato ire dans un LazyRoaring consomme, au plus, un temp 
de complexité logarithmique par rapport au nombre d ' entrée de tab leaux accédés à 
chaq ue niveau de la structure de données. 
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L' union de deux LazyRoarings 
Une opération d ' union prend deux LazyRoarings en entrée et retourne un nouveau La-
zyRoaring. L' Al gorithme 5 affi che le pseudo-code de cette opérati on. Tout d 'abord , 
l' a lgorithme commence par itérer sur les deux tableaux de premier niveau des deux 
bitmaps à la li gne 6 afi n de comparer les valeurs à 32 bits de leurs entrées. Lors d ' une 
itération, si les valeurs des entrées courantes dans les deux tableaux di ffè rent, alors 
l' algorithme insère (aux lignes 8, 12, 22 et 27) une nouvelle entrée dan le tableau de 
premier niveau du bitmap résultant, qui fait référence à l 'entrée de plus petite valeur 
parmi les deux entrée comparées . Cette insertion es t effec tuée en copiant seule ment 
le po in teur qui po inte vers la plus pe tite des deux entrée comparées, év itant ainsi l'al-
location d ' un nouvel espace mémoire pour stocker une copie du tableau de deux ième 
niveau et des conteneurs indexés par la plus peti te des deux entrées évaluées, permet-
tant au fi nal de réduire les temps de traitement et l' espace mémoire consommé durant 
une opération d ' unio n. Cette optimisation est connue dans la litté rature sous le nom 
de copy-on-write (Wikipedia, 20 !Sb). L' algorithme avance ensuite d ' une pos ition sur 
le tableau de premier niveau renfermant la plus petite valeur parmi les deux entrées 
comparées. 
D an le cas échéant, lo rsq ue les deux entrées de premier niveau à comparer lors d ' une 
itéra tion possèdent des enti ers de 32 bits équivalents, l' algorithme ajoute à la ligne 16 
une nouvelle entrée dans le premier niveau du bi tmap rés ultant, avant d ' avancer d ' une 
position dans les deux tableaux de premier niveau. Cette nouvell e entrée renferme le 
résultat retourné par la méthode FirstLevelEntriesUnion invoquée à la li gne 16 de 
1 'algorithme, qui consiste en un enti er de 32 bits de valeur éga le à celle des deux entrées 
de premier niveau évaluées, et un pointeur vers un nouveau tableau de deuxième niveau 
obtenu sui te à une opération d ' union calculée entre les deux tableaux de deuxième 
niveau indexés par les deux entrées de premier niveau. 
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Algorithm 5 Algorithme qui calcule l 'union de deux LazyRoarings . 
1: entrée : deux LazyRoarings A et B 
2: sortie: un nouveau LazyRoaring C représentant l' union de A et B 
3: C f-- a new LazyRoaring 
4: pos1 f-- 0 
5: pos2 f-- 0 
6: hile vo ·1 < A. i ze and po ·2 < B .size do {X.si ze représente le no mbre d'élé-
ments dans le tabl eau de premier niveau du LazyRoaring X } 
7: if (A[pos 1].key) < (B[pos2].key) then 
8: C.insert(A[po 1]) {l 'objet A[pos1] n' es t pas copié lors de l' insertion .} 
9: C.last.shared f-- true {pour indiquer que le dernie r élé ment inséré est par-
tagé entre plusieurs LazyRoarings. } 
lü: po 1 f-- po 1 + 1 
Il : else if (A[pos 1].key) > (B[po 2].key) then 
12: C.insert(B[pos2]) {l' objet B[pos2] n 'est pas copié lors de l' insertion .} 
13: C.last.shar ed f-- true {pour indiquer que le dernier é lément inséré est par-
tagé entre plusieurs LazyRoarings.} 
14: pos2 f-- pos2 + 1 
15: else{ (A[pos1].key) = (B[po 2].key) } 
16: C.in ert(FirstLevelEntriesUnion(A[pos1], B[po 2]) 
17: pos1 f-- pos1 + 1 
18: po 2 f-- pos2 + 1 
19: end if 
20: end while 
2 1: while pos1 < A.size do 
22: C.insert(A[po 1]) {l 'objet A[pos1] n'est pas copié lors de l' insertion.} 
23: C.last .shared f-- true 
24: pos1 f-- pos1 + 1 
25: end while 
26: while pos2 < B. size do 
27: C.insert(B[pos2]) {l'objet B[pos2] n'est pas copié lors de l ' insertion.} 
28: C.last.shared f-- true 
29: pos2 f-- pos2 + 1 
30: end while 
31: return C 
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Cette dernière opération d' union est effectuée de façon similaire à celle réali sée sur 
le premier niveau d' un LazyRoaring, soit en ajoutant une entrée dans le deuxième ni-
veau du bitmap résultant qui contiendra la valeur des 16 bits de la plus petite des deux 
entrées de deuxième niveau comparées et un pointeur (copy-on-write) vers son conte-
neur, lorsque les deux entrées possèdent des entiers de 16 bits di ffé rents . Dans Je cas 
contraire, une nouvelle entrée de deuxième niveau est ajoutée au bitmap résultant. Cette 
entrée contient un entier de 16 bits équivalent à ceux des deux entrées de deuxième ni-
veau évaluées, et un pointeur vers un nouveau conteneur résul tant de l' union des deux 
conteneurs indexés par les deux entrées de deuxième niveau co mparées . Une union 
entre deux conteneurs est réa lisée de la même faço n qu ' indiqué dans Je chapi tre intro-
dui sant Roaring bitmap . 
Ces opérations sur le deuxième et le premier niveau se poursuivent jusqu ' à avo ir entiè-
rement parcouru les deux tableaux de deuxième ou de premier niveau des deux bitmaps 
à fu sionner. 
La stratégie copy-on-write permet à un même objet (entrée de deuxième niveau ou 
conteneur) de fi gurer dans la représentation de plusieurs bitmaps en même temps. En 
effet, lorsqu ' un objet appartenant à un certain bitmap nécessite d 'être ajouté à la repré-
sentati on d ' un autre bitmap, la solution classique stipul e de créer une copie entière de 
l 'obje t en question, puis d 'affecter cette copie au bitmap correspondant. La stratégie 
copy-on-write vise à év iter la créati on d' une copie entière d ' un objet partagé, en four-
nissant plutôt un pointeur vers cet obje t pour chaque bitmap l'ayant dans sa représen-
tation. La créati on d' une copie entière est retardée jusqu 'à ce qu ' une modification d ' un 
objet partagé ait a être effectuée dans l' un des bitmaps qui le pointent. Ain i, l'avantage 
principal du copy-on-write réside dans le fait que si un bitmap pointant un objet par-
tagé n'a j amais à le modifier, la copie de l'objet ne sera j amais effectuée. Cette stratégie 
promet de remarquables gains en matière de temps de traitements et de consommation 
d 'espace mémoire sur de grands en embles de bitmaps dédiés à des lectures seules, tels 
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que renco ntrés très souvent dans les e ntrepôts de données. 
Le temps d 'exécution d ' une opération d ' uni on entre deux LazyRoarings dépend du 
te mps nécessaire pour parcourir les tableaux de premj er niveau des deux bitmaps. Ce 
qui se fa it e n un temps de O(n1 + n 2) , où n 1 et n 2 représentent, respec tiveme nt, le 
no mbre d 'entrées dans les de ux tableaux de pre mier niveau. Plus, le te mps pour calculer 
les unions e ntre les tableaux de deuxième niveau accédés, où chaque uni on prend un 
temps de O(rn1 + rn2 ), avec rn1 et rn2 représentant le nombre d 'élé me nts respectifs 
des deux tableaux de de ux iè me niveau traités. R aj outé à cela le te mps nécessa ire pour 
effectuer les uni ons entre les conteneurs attein ts, oü le temps po ur procéder chaque 
union dépe nd du type des deux conte neurs impliqués. 
L' intersecti on de deux LazyRoarings 
Une opérati on d ' intersection prend deux LazyRoarings en entrée e t retourne un nou-
veau LazyRoaring. L'algorithme es t presque simil aire à celui de l' union e t commence 
par itérer sur les tableaux de premier niveau des deux bi tmaps afi n de comparer leurs 
valeur de 32 bit . Si au cour d ' une itération , les deux entrées courantes possèdent 
des vale urs de 32 bits di ffé rentes , l' a lgorithme avance d ' une pos ition sur le tableau de 
pre mi er niveau conte nant la plus petite des de ux valeurs de 32 bits comparées. S inon, si 
les deux e ntrées courantes renferment des va leurs de 32 bi t équivalentes, 1 'a lgorithme 
ajoute une nouvelle e ntrée de pre mi er ni veau au LazyRoaring résultant qui contient une 
va le ur de 32 bits équivalente à celle des deux vale urs comparées, e t qui po inte vers 
un nouveau tableau de deux ième ni veau obte nu suite au calcul de l' intersecti on entre 
les deux tableaux de deuxième niveau indexés par les deux entrées de premier n iveau 
courantes . L' in tersection de deux tableaux de deuxiè me niveau est réali sée d ' une fa-
çon similaire à celle de deux tableaux de pre mier niveau, auf qu 'au lieu de calculer 
une intersection entre deux tableaux de deux ième niveau lorsque les deux entrées de 
deuxième niveau évaluées lor d ' une itération pos èdent le mêmes valeur de 16 bits, 
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une intersection entre les deux conteneurs indexés par les deux entrées de deuxième 
niveau courantes est procédée à la place. Le résultat de cette dernière intersecti on se 
présente sous la fo rme d ' un nouveau conteneur qui sera associé à la nouvelle entrée de 
deuxième niveau ajoutée dans le LazyRoaring résultant. L' intersection sur le premier ou 
le deuxième niveau continue jusqu 'à ce que l'un des deux tableaux traités soit parco uru 
en entier. 
Le temps d 'exécution d ' une opération d ' intersection entre deux LazyRoarings dépend , 
en premier lieu, du temps nécessaire pour comparer les deux tableaux de premier ni -
veau. Ce qui se fait dans un temps de O(n 1 + n2 ), oll n 1 et n2 représentent, respec-
tivement, le nombre d 'entrées dans Je premier et le deuxième tableau. Suivi du temps 
pour comparer les tableaux de deuxième niveau lors de chaq ue accè au second niveau 
du bitmap, oll chaq ue opération de ce type se fa it dans un temps de O(m1 + m2 ) , avec 
deux tableaux de deuxiè me niveau de tailles respectives, m 1 et m 2 . Reste à rajouter en 
derni er le temps nécessa ire pour traiter les intersecti ons entre les conteneurs accédés 
au troisième niveau, où Je temps d 'exécution de chaque intersection dépend du type de 
conteneurs utili sés (voir le chapitre introdui sant Roaring bitmap pour plus de détail s). 
4 .3 Expéri ences 
Les techniques de compress ion bitmap introduites dans ce chapitre ont été mises en 
œuvre avec le langage de programmation Java SE 8. Des expériences furent réali sées 
ensui te pour compare r les performances des nouvelles techniques de compress ion bit-
map avec d 'autres structures de données implémentées en Java et qui sont utili sées pour 
représenter des ensembles d 'enti ers de 64 bits. Le Tableau 4.1 donne une brève descrip-
tion de chacune de ces structures de données avec l' espace mémoire que consomme 
chacun de leurs éléments. 
Les expériences ont été mises en œuvre à l' aide de l 'outil Java Microbenchmark Har-
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ness (JMH) (Oracle, 2015) et exécutées sur un processeur AMD FX™-8150 à Huit 
Cœurs avec une fréquence d ' horloge de 3,60 GHz et 32GB de mémoire RAM. Nous 
uti lisons le serveur JVM à 64 bits d ' Oracle sur un système Linux Ubuntu 12.04.1 LTS. 
Le code source des bancs d 'essai et des trois librairies de compression bitmap intro-
duites est librement accessib le sur internet: Chambi (2015b,a,d,e,c). 
4.3. 1 Données synthétiques 
Des expériences ont été conduites sur des bitmaps synthétiques générés en suivant deux 
types de di stributions souvent rencontrées en pratique : unifo rme et Zipf (Zipf, 1949), 
avec des densités d variantes de 10- 9 à 10- 4 par incrément d' un facteur de 10. Un 
essa i es t conduit sur une di stribution de probabilités et une densité d données. Deux 
bitmaps sont aléatoirement générés lors d ' un essa i. Pour générer un bitmap, un entier 
max = 50 x 109 , représentant la valeur maximale possible pour un entier, est initié 
avant que Je générateur d'entiers ne lance une suite d'itérations. Le seuil de max et des 
densités testées ont été fixés à ce valeurs pour des contraintes liées à l'espace mémoire 
di sponible. Ensuite, un nombre réel a e t p eude-aléatoirement généré de l' intervalle 
[0, 1 [lors de chaq ue itération. Dans le cas d' une distribution uniforme, l'entier obtenu 
de la x maxJ est ajouté à l'ensemble d 'entiers résultant s' il n'y existe pas déjà. Tandis 
que dans le ca d ' une di stribution de Zipf, l'entier résultant de la2 x maxJ y est inséré 
s' il n 'y e t pas encore, cela a tendance à pousser les entiers générés vers les plus petites 
valeurs. Colantonio et Di Pietro (20 1 0) ont utili sé les mêmes équations pour obtenir 
des ensembles d ' entiers suivant une distribution uniform et Zipf. Pour les deux types 
de di stributions, ces itérations se poursuivent jusqu 'à l'obtention d ' un ensemble de N= 
l d x max J entiers di stincts . Les enti ers ainsi obtenus représenteront les positions des 
bits positifs du bitmap à générer. 
Lors d ' un essai, deux bitmaps différents sont construits pour chaque tructure de don-
nées à comparer. Par la sui te, on me ure le temps moyen nécessaire pour construire un 
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bitmap, calculer l' union e t J'intersecti on de deux bitmaps. Afin de bénéficie r de J' op-
timiseur de code de la JVM, une phase de réchauffe ment (warming-up) qui consiste à 
exécuter un essai 5 fo is sans pri se en compte des mesures à prélever es t lancée avant 
chaque test. E nsui te, un tes t est répé té 5 fo is avant d 'afficher les moyennes des mesures 
capturées à chaque répétition (Chambi , 2015b). 
L a quantité m oyenne de J' espace mémoire requis pour Je stockage d ' un bitmap avec 
chaque type de structure de données a aussi été mesurée. Cependant, ces bancs d'es-
sais n 'ont pas é té réali sés avec JM H , mais ont é té mise e n ceuve par un programme 




U n obje t enveloppant un tableau dynamique, dont chaque entrée 
prend 28 octe ts : un pointe ur de 4 octets vers un obje t de type L ong 
de 24 octets . Ces éléments ne sont pas fo rcéme nt triés. Un mê me 
é léme nt peut apparaître une ou plus ieurs fo is . U ne insertion à la fi n 
du tableau se fa it dans un te mps am orti constant. 
LinkedList U ne li ste double me nt chaînée. Accepte que des é léments soient ré-
pétés plusieurs fo is. Auc un o rdre de tri n 'est assuré. U ne e ntrée de la 
li te requiert 48 octe ts : 12 octe ts utilisés par Java pour co nserver les 
métadonnées (l 'entête) d ' un é léme nt, 4 octets pour le po inteur vers 
l'obje t Java Long de 24 octets, 4 octets pour le pointeur vers l'objet 
suivant e t 4 octe ts pour le pointeur vers l' obje t précédent. L' insertion 
d ' un nouvel é lément à une pos ition donnée de la liste se fait dans un 




Une table de hachage. Tous les éléments sont distincts. Aucun ordre 
de tri n 'est assuré. Un élément nécessite 56 octets : 12 octets pour 
l 'entête de l'entrée, 4 octets pour le stockage de la valeur de hachage 
de la clé, 4 octets pour le pointeur vers l' objet Java Long, 4 octets 
pour le pointeur vers l'objet valeur, 4 octets pour le pointeur vers la 
prochaine entrée de la table en cas de collision, 4 octets pour arrondir 
la taille d ' une entrée à un multiple de 8 octets, et les 24 octets de 
l' objet Long pointé . Une insertion se fait dan un temps constant. 
Un arbre rouge-noir de recherche binaire équilibré. Les clés sont de 
valeurs distinctes et sont triées dans leur ordre naturel ou dans 1' ordre 
imposé par l' objet implémentant l'interface Comparator fourni lors 
de l' in tanciation. Un nœud nécessite 64 octets: 12 octets pour l' ob-
jet entête, 1 octet pour représenter la couleur du nœud, 3 octets d'ali-
gnement, 4 octets pour le pointeur vers l'objet Java Long, 4 octets 
pour le pointeur vers l'objet valeur, 4 octets pour le pointeur vers le 
nœud fi ls gauche, 4 octets pour le pointeur vers le nœud fi ls droit, 
4 octet pour le pointeur vers Je nœud parent, et 4 octets d 'a ligne-
ment. Plus, les 24 octets de l' objet Long référencé. L'i nsertion d ' un 
nouveau nœud se fait dans un temps Logarithmique par rapport au 
nombre total des nœuds dans l'arbre. 
Tableau 4 .1 : Description des structures de données Java utili ées dans les bancs 
d 'essa is. Ces valeurs ont été mesurées sur une JVM HotSpot 64 bits de version 
1.8.0_91 employant une compres ion sur le pointeur d 'objet ordinaire (Compres-
sedOops (Oracle, 20 16)) et appliquant un alignement de 8 octets sur les objets en mé-
moire. 
Les Figures 4 .1 b et 4. 1 c montrent le temps CPU moyens consommé par les struc-




























(a) Compression : di stributi on uniforme 
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(d) Insertion : distribution uniforme 










(f) Un ion : di stributi on Zipf 
Figure 4.1: Compression et temps d'exécution 
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Sachant que la structure OpenBitSet et les collections Java ne proposent que des algo-
rithmes d'intersection à caractère en place (in-place), on commence, pour calculer une 
intersection entre deux de ces structures de données, par copier la première structure en 
entrée, puis on effectue une intersection en place entre la copie obtenue et la deuxième 
structure de données en entrée. La méthode retainAll a été utili sée pour calculer cette 
dernière intersection dans le cas des collections Java, et la méthode and est utili sée dans 
le cas d ' OpenBitSet. 
Les graphiques ont montré des résultats presque similaires sur les deux distributions : 
uniforme et Zipf. Les temps de traitements croient linéairement avec le nombre des 
entiers contenus dans les deux ensembles fusionnés , sauf pour OpenBitSet dont les 
performances restent stables sur les différentes densi tés. En effet, des OpenBitSets de 
tailles comparables sont obtenus à chaque fois, car chaque bitmap est construit avec la 
même valeur max . Sur de très faible densités (entre 10- 9 à 10- 7), OpenBitSet affiche les 
plus faibles performances (entre ~ 6 millions et~ 57 fois plus lent que les 3 nouvelles 
méthodes de compression bitmap). Ceci est essentiellement dû à son grand volume qui 
induit un nombre important d'opérations d'allocation de nouveaux espaces mémoires et 
une grande quantité de travail du côté CPU, comparé au reste des structures de données. 
Plus les densités augmentent, plus les performances des deux structures Java ArrayList 
et LinkedList s'approchent de celles d'OpenBitSet, jusqu 'à les dépasser après la den-
sité 10- 6 , cela même si les structures Java sont près de 32 fois moins volumineuses 
qu 'OpenBitSet à cette densité. Ceci s'explique par la complexité temporelle quadra-
tique par rapport à la taille des deux ensembles en entrée d'une opération d'intersec-
tion pour ces deux structures Java, ce qui affirme la croissance fulgurante des temps 
de traitement avec 1 'augmentation du nombre des éléments dans les deux ensembles 
d'entiers en entrée. Toutefois, la structure ArrayList montre une croissance moins im-
portante que celle de la LinkedList avec l'augmentation du nombre d'éléments dans 
les deux ensemble en entrée. Les analyses ont montré que cette différence de perfor-
99 
mance ré ide principalement au niveau du temps passé à copier la structure du premier 
ensemble en e ntrée lo rs d ' une opérati on d ' intersection. En effet, une A rraylist utili se 
la méthode native Java System.arraycopy qui copie efficacement un tableau en opérant 
par blocs d ' é lé ments e n mémoire (avec l'in truction memmove du langage C) , au lieu 
d ' une boucle for qui traite un élé me nt à la fo is, comme c 'est le cas pour la LinkedList. 
Auss i, une ArrayList stocke ses é léments dans un tableau de références (de po inteurs) 
vers des objets, qui est gardé dans un espace co nti gu en RAM, le rendant beaucoup plus 
rapide à lire qu ' une LinkedList, dont les é lé ments sont des obje ts individue ls stocké de 
faço n di spersée en mé moire princ ipale, e t qui do ivent ê tre accédés un par un lors d ' une 
telle opération. 
Le deux struc tures Java, I-lash.Set e t TreeSe t, affi chent des résultats presque équiva lents 
à ceux des de ux précédente coll ection Java ur la plus fa ible de ns ité tes tée (10- 9) , 
mais croient moins vite sur des dens ités de plus en plus fo rtes, avec la tructure I-lash.Set 
qui reste to uj o ur plu rapide qu ' un TreeSet. Cette observation rev ie nt aux complex ités 
temporelles d' une opératio n d ' intersection avec chaque structure de do nnées, qui es t de 
8(n1 ) dan le ca d ' un I-lash.Set et de O(n 1 log n 2 ) pour le TreeSet, où n 1 représente le 
nombre d ' é lé ments dans le premier e n emble et n 2 le nombre d 'élé ments du second . 
Les troi s nouvelles techniques de compress ion bitmap introduites affi chent les meil-
leures performances sur to utes les densi tés testées, en étant p rès de 6 milli on de fo is 
plus rapides qu ' OpenBitSet, ~ 63 mill e fo is plu efficaces que les deux structures Ar-
rayList et Lin.kedList et ~ 6 fo is plus perfo rmantes que les co llections Java I-lash.Set et 
TreeSet. Le tro is technique affiche nt des performances presque s imil aires sur toutes 
les de ns ités. Sur les plus fo rtes densités, des analyses approfondi es ont révélé que les 
coûts d 'exécution dans ce cas sont large ment dominés par les te mp passés à calcule r 
des in ter ecti o n entre de co nteneur . Pui que les trois nouvelles techniques adoptent 
le mê me modè le de conteneur qui s tocke les 16 bits de poids fa ible des entiers repré-
sentés, une équivalence de 48 bi ts sur les hauts niveaux des deux bitmaps introdui ts 
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lors d ' une opération d ' intersection devra être trouvée avant de calculer une intersection 
entre deux conteneurs. De ce fait, le nombre d' intersections effectuées entre conteneurs 
est pratiquement le même pour chacune des trois nouvelles techniques lors d' une opé-
ration d'intersection entre deux bitmaps. 
Sur les fa ibles densités, les bitmaps introduits ne possèdent en général que très peu d 'en-
tiers partageant les mêmes 48 bits de poids fo rt, rendant ainsi le nombre d'intersections 
effectuées entre conteneurs presque égal à nul. Le temps d'exécution dans ces cas est 
largement dominé par les comparaisons effectuées sur les hauts niveaux des trois mo-
dèles de compression bitmap. Possédant la structure haut niveau la plus simple parmi 
les trois modèles, qui consiste en un simple tableau renfermant un entier de 64 bits par 
entrée, RoaringTwoLevels affichent les meilleurs résultats sur ces densités-là, en étant 
1, 32 fo is et 1, 62 fo is plus rapide que LazyRoaring et RoaringTreeMap , respectivement. 
Il est suivi de près par LazyRoaring, qui utilise des tableaux sur les hauts niveaux ce qui 
permet d 'organiser les données dans un espace contigu en mémoire centrale, causant 
ainsi moins de défauts de cache (caches n'Lisses) induisant moin de transfert de données 
entre le CPU et la mémoire RAM lors du calcu l d ' une intersection entre deux bitmaps, 
comparé aux nœuds, stockés de façon dispersée en mémoire principale, adoptés par la 
méthode RoaringTreeMap su r le plus haut niveau. 
Les Figures 4.1e et 4. Lf montrent les temps moyens pour calculer l'union de deux 
bitmaps avec chacune de structures de données évaluées dans ces essais. Tout com me 
pour l'intersection, dans les cas d' OpenBitSet et des collections Java, on commence par 
créer une copie du premier ensemble en entrée, puis on calcule une union en place entre 
la copie obtenue et le deuxième ensemble en entrée. La méthode addAll a été utili sée 
pour calculer cette dernière union dans les cas des co llections Java, et la méthode or est 
utili sée pour OpenBitSet. 
Les résultats obtenus sont presque identiques sur les deux types de distributions de don-
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nées tes tées. Les temps de traitements croient linéairement avec le nombre des entiers 
contenus dans les deux ensembles fusionnés, sauf pour OpenBitSet dont les perfo r-
mances restent stables sur les diffé rentes densités. Le temps d 'exécution d ' une union 
avec chacune des trois nouvell es techniques de compress ion bitmap est essenti ellement 
dominé par les temps passés à cop ier les entrées de haut niveau e t des conteneurs depuis 
les bitmaps introduits en entrée vers le bitmap résultant, ce qui nécessite l'allocation de 
nouveaux espaces mémoires induisant d ' importants temps de traitement. Étant donné 
que LazyRoaring applique une stratégie copy-on-write qui é limine plusieurs opérations 
de copie de conteneurs et de tableaux de deuxième niveau lors du calcul d ' une opéra-
tion d ' union, cette technique de compression a montré les meill eurs résul tats parmi les 
tro is fo rmats proposés sur les deux distributions de données, en étant j usqu'à ~ 6 fo is 
plus rapide que RoaringTreeMap et :::::::: 3 fo is plus perfo rmante que RoaringTwoLevels. 
Ce dernier devance de~ 2 fo is RoaringTreeMap du fa it qu ' il n ' utili se qu ' un seul ni-
veau d ' indexation au-dessus des conteneurs, lui permettant ainsi de réduire le nombre 
des opérations d 'allocati on de nouveaux espaces mémoire utiles pour copier les hauts 
niveaux de la structure. 
Co mparé à OpenBitSet, les tro is nouvelles techniques de compre sion bi tmap affichent 
de remarqu ables perfo rmances, a ll ant de~ 3 millions de fo is à~ 34 fo is plus vite. La 
contre-perfo rmance d ' OpenBitSet est essentiellement cau ée par le taux excessif d 'al-
locati on de nouveaux espaces mémoi res lors du calcul d ' une union du fa it de son gros 
vo lume, qui engendre également une importante charge de trava il au CPU. Ses perfor-
mances restent néanmoins constantes sur toutes les densités pour les mêmes raisons 
mentionnées lors de in tersections. 
Bien qu 'ayant la même complex ité linéaire de 8(n1 + n2 ) pour ca lculer une union 
entre deux ensembles d 'entiers de tailles n1 et n 2, la structure ArrayList est entre 5 
à 8 fo is plus rapide que la LinkedList sur toutes les densités . Les analyses ont révélé 
que la ArrayList est beaucoup plus rapide à lire et à copier qu ' une LinkedList. Effec ti-
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vement, la première structure de données adopte un tableau de références stocké dans 
un espace conti nu en mémoire, rédui sant ainsi le nombre de défauts de cache (cache 
misses) lors de sa lecture et la rendant beaucoup plus rapide à traiter que la seconde, 
qui maintient ses éléments dans des objets individuels éparpillés en mémoire, chacun 
devant être accédé lors d ' une telle opération. Aussi, comme indiqué précédemment, 
la structure ArrayList utili se la méthode native JNI (Java Native Interface) (Micro-
systems, 2001; Liang, 1999) System .. arraycpy très efficace pour copier un tableau e n 
mé moire principale, qui procède par bloc d'éléments au lieu d ' un é lé ment à la fois. Ces 
deux structures de do nnées dépa sent les performances des trois nouveaux modèle de 
compression bitmap sur presque toutes les densités, du fait qu'elles n'effectuent pas de 
travail supplémentaire pour préserver l'ordre des éléments dans l'ensemble résultant. 
Cependant, les deux modèles de compression bitmap RoaringTwoLevels et LazyRoa-
ring dépassent de peu la LinkedList, de ;:::j 1, 32 fois pour la première et de ~ 1, 26 fois 
pour la seconde, sur les plus fortes densités (d = 10- 4). 
Les deux collections Java HashSet et TreeSet se suivent de près, mai s la HashSet affiche 
de meilleures performances que la TreeSet grâce à ses insertions qui se font chacune e n 
un temps constant, contrairement au temps logarithmique requis pour un TreeSet. De 
ce fa it, une union entre deux ensemb les de tailles n 1 et n 2, respectivement, se fait en un 
temps de 8(n1 + n 2 ) avec la structure HashSet, et en O(n1 + n 2 log(nt)) avec la struc-
ture TreeSet. Ces deux dernières structures de données consomment beaucoup plus de 
temps qu'une ArrayList ou une LinkedList pour opérer une union e ntre deux ensembles 
d'entiers . Effectivement, la structure HashSet réalloue un nouvel espace mé moire pour 
la table de hachage à plusieur repri es lors de l' in ertion de nouveaux é léments au 
résultat, comme elle recalcule auss i la valeur de hachage de chaque élément à ajouter 
dans l'ensemble résultant. Quant à la structure TreeSet, ses performances s'expliquent 
par les insertion dans l'arbre ré ultant qui se font chacune dans un temp logarithmique 
par rapport au nombre de ses nœud . 
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La Figure 4 .1 d montre le temps moyen que prend chaque structure de données pour 
insérer un nouvel entier pos itif e à un ensemble d 'entiers S, telle que Vx E S : e > x . 
Après avoir aléatoirement généré un ensemble de N entiers distinc ts avec une densité 
donnée, on calcule le temps moyen que consomme chaque structure pour insérer cha-
cun des N éléments. Ces tes ts donnent aussi une idée sur les performances de chaque 
tructure de données pour construire un nouveau bitmap. Seulement les résultats ur 
une di stribution de données unifo rme ont été rapportés, car des comportements presque 
simila ires ont été observés sur une di stribu tion Zipf. 
Parmi les trois méthodes de compression bitmap introduites, RoaringTwoLevels affi che 
les meilleures performances sur ces tes ts, en étant jusqu ' à~ 31 fo is e t ju squ ' à ~ 11 fois 
plus rapide que LazyRoaring et RoaringTreeMap, respectivement. Cela s'explique par 
le fait que cette structure n'exécute une recherche binaire que sur un seul niveau d ' in-
dexati on pour trouver le conteneur dans lequel insérer les bits de poid fa ible de l' entier 
ou pour créer un nouveau conteneur, contrairement aux deux autres structures de don-
née qui nécessitent de fa ire une recherche binaire sur deux niveaux d ' indexati on avant 
d'atte indre le niveau conteneur. Sur les plus fa ibles densités, LazyRoarin.g est un peu 
plus rapide que RoaringTreeMap , car, sur ces den ités, beaucoup d ' in tanciations de 
nouveaux objets sont faites sur les plus hauts niveaux des deux structures, où Roa-
ringTreeMap recense un peu plu d 'obje ts que LazyRoaring. Tandi que sur les fortes 
densités, le allocati ons sont généralement effectuées sur le deuxième niveau des deux 
structures, dans lequel LazyRoaring possède un peu plus d 'objets à créer que Roaring-
TreeMap, ce qui le pousse à être plus le nt sur ces densités. 
Bien qu ' OpenBitSet effectue l'insertion d ' un nouvel entier en un temps constant, cette 
structure est jusqu 'à 14 millions de fois plu lente que les trois nouvelles techniques 
de compression bitmap sur les fa ibles densités . Cela rev ient aux opérations d 'alloca-
tion de nouveaux espaces mémoires qu ' effectue cette structure lors de ses extensions 
pour peupler de nouveaux bits apparaissant sur des positions supérieurs à celles des 
l 
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bits positifs courants du bitmap. Ce genre d 'opérations est très observé sur des densi-
tés faibles. Plus les densités augmentent, plus les opérations d 'allocation de nouveaux 
espaces mémoires diminuent et les temps d' Open.BitSet s'améliorent. 
Avec des insertions en temps de 0(1) pour la Lin.kedList et en temps amorti con tant 
pour la ArrayList, qui ne nécessi tent pas d ' importants coûts d'allocations de nouveaux 
espaces mémoires, ces deux structures affichent les mei lleures performances sur ces 
bancs d'essai. Avec laArrayList qui est un peu plus rapide du fait qu'elle ne se contente 
que d'enregistrer la référence de J'élément inséré dans l' une de ses entrées libres, tan-
di s que la Lin.kedList alloue un nouvel objet pour chaque é lément inséré. Cependant, 
contrairement à la Lin.kedList, la ArrayList nécessite d 'étendre la taill e de son tableau, 
une fois rempli , en all ouant un de plus large et en y transférant ses éléments tocké , 
mais cette opération est effectuée de façon lTès efficace avec 1' instruction JNI Sys-
tem.array.copy qui n'impacte presque pas les performances de la ArrayList. 
Même si la coll ection Java HashSet permet d 'effectuer des insertions en temps constants 
éga lement, elle reste néanmoins plus lente que les deux structures de données précé-
dentes. En effet, en plus de devoir créer un nouvel objet pour chaque élément à in érer, 
tout comme le fa it la Lin.kedList, elle doit auss i étendre la ta ille de sa table lor qu ' elle 
se remplit, en all ouant un nouveau tableau plus large et en y migrant les anciennes 
données. Mais cette dernière opération prend beaucoup plus de temps sur une HashSet 
que sur une ArrayList, ca r l' instruc ti on JNI System .. array.copy n'est pas utili ée et plu-
sieurs nouvelles opérations entrent en jeu, telles que: les valeurs de hachage devant être 
recalculées et les li stes chaînées associées aux entrées de la table ayant besoin d ' être 
maintenue , etc . La TreeSet affiche des temps de réponse un plus lents que ceux de la 
HashSet en raison du nombre de comparaisons à fai re dans 1 'arbre avant de trouver la 
position à laq uelle in érer Je nouvel enti er, qui e t de 1' ordre de O(log n) ur un arbre à 
n nœuds. 
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La Figure 4.1a rapporte le nombre moyen de bits utilisés par chaque structure de don-
nées pour représenter un entier de 64 bits sur une distribution de données uniforme. Des 
perfo rmances équivalentes ont été observées sur une di stribution Zipf. Les tro is mo-
dèles de compression bitmap introduits affichent des performances simil aires sur toutes 
les dens ités. Sur les faibles densités, la structure OpenBitSet est jusqu'à~ 127 mil le 
fo is plus vo lumineuse que les trois nouvelles techniques de compression bitmap pour 
représenter un entier de 64 bits. Cela revient à 1' absence de méthode de compression 
de bits à 0 au sein d'OpenBitSet, ce qui le pousse à devo ir allouer un tableau pouvant 
contenir un no mbre de bits égal à la valeur max imale que peuvent prendre les entiers 
représentés, soit max = 50 milli ards dans ces essa is, environnant les 6 GB d 'espace 
mémoire pour représenter un entier de 64 bits de valeur proche à la va leur m ax. Cepen-
dant, plu le densités augmentent plus les perfo rmances d' OpenBitset s' améliorent. 
Les co llections Java affi chent des perfo rmances stables sur toutes les densités é tudiées . 
Sur les faibles densités (de 10- 9 à 10- 5), les deux structures ArrayList et LinkedList sont 
plus compactes que les troi s nouveaux modèle de bitmaps, avec 3 fois et 2 fo is moins 
d 'e pace consommés par ces deux structures, re pectivement. Les deux autres soluti ons 
Hashset et TreeSet affichent des performances un peu plus efficaces que cell es de tro is 
nouvelles techniques(~ 1, 5 foi s plus compactes) . La contre performance des troi s nou-
veaux modèles s'explique par le fa it qu ' une grande distance en moyenne sépare deux 
entiers successivement générés sur ces den ités, poussant ainsi les conteneurs de ces 
tro is techniques à ne stocker qu ' un seul entier en moyenne sur ces très faible densités, 
marquant ainsi une absence presque totale de gains de compression. Avec l'absence 
de compression dans les trois nouveaux modèles, les coûts généraux (overheads) en 
consommation mémoire imposés par les objets employés sur les diffé rents niveaux de 
chaque technique pèsent de façon significative sur son espace mémoire global, contrai-
rement aux collections Java qui stockent les entiers sans les compresser, mais sur un 
seul niveau seulement tout en employant beaucoup moins d ' objets. 
106 
Sur les plus fortes densités (10-4), les conteneurs des trois nouvelles techniques stockent 
plusieurs entiers, en moyenne, affichant ainsi des gains de compression qui s'avèrent 
significatifs sur la quantité d 'espace mémoire allouée pour chacun des trois nouveaux 
modèles de bitmap, faisant ainsi réduire la consommation d 'espace mémoire des trois 
nouvell es solutions à environ 2 fois et 4 fois moins par rapport aux deux collections 
Java ArrayList et LinkedList, respectivement, et près de 5 fois moins comparé aux deux 
structures Hashset et TreeSet. 
4.4 Conclusion 
Dans l'ère actuelle du Big Data , le beso in d'indexer d 'énormes ensembles de don-
nées dépassant les milliards d'entrées ne cesse d 'augmenter, autant chez les chercheurs 
sc ienti figues que chez les industriels. Les librairies d' index bitmap introduites jusqu ' ici 
dans la li ttérature ne sont compatibles qu 'à des ensembles de données ne dépassant 
pas les 232 entrées. Ce trava il a introduit trois nouveaux modèles de compression bit-
map supportant 232 fois plus de possibilités que les so lutions de compression bitmap 
actuelle , oit 264 entrées. 
Des expériences intensives sur deux types de di stributions de donnée : uniforme et 
Zipf, ont montré des résultats allant jusqu'à::::::; 6 millions de fois plus vite que laso-
lution OpenBitset, adoptée au sein du moteu r de recherche Apache Lucene, lors du 
calcul d'intersections entre bitmaps, et jusqu'à::::::; 63 mille fois plus rapidement que des 
collections défi nies dans le langage de programmation Java. Aussi, des performances 
de près de::::::; 3 millions de fois plus efficaces que celles d' Open.BitSet ont été obser-
vées lor d'es ais évaluant les temps d'exécution d'opérations d' unions entre bitmaps. 
Open.BitSet a été également jusqu'à ::::::; 14 millions de fois plus lent pour insérer un 
entier généré aléato irement par rapport aux troi s so lutions propo ées. Cela, en étant en 
même temps jusqu ' à ::::::; 127 mille fois et jusqu ' à ::::::; 4 fois moins gourmands en matière 
d ' e paces mémoire consommés comparé à OpenBitSet et les collection Java évaluée , 
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respectivement. 
Les trois techniques proposées ont montré une consommation d'espace mémoire assez 
similaire sur toutes les densités testées . Les tests évaluant les temps pour calculer l'in-
tersection de deux bitmaps ont également révélé des performances similaires dans le cas 
des troi s techniques. Avec son format simple adoptant un unique niveau d ' indexation, 
RoaringTwoLevels a montré les meilleures performances en ce qui s'agit de l 'insertion 
de nouveaux entiers de 64 bits ordonnés par ordre croissant. Plus précisément, Roa-
ringTwoLevels a inséré jusqu 'à ~ 31 foi s et jusqu 'à ~ 11 fois plus rapidement de 
entiers par rapport à LazyRoaring et RoaringTreeMap , respectivement. Avec sa stra-
tégie copy-on-write, qui é limine des opérations de copies d'objets durant les calculs 
d ' unions, LazyRoaring a été le plus efficace parmi les trois modèles, en étant~ 6 fois 
et~ 3 fois plus performant que RoaringTreeMap et RoaringTwoLevels, respectivement. 
En revanche, RoaringTreeMap reste la technique la plus simple à mettre en oœuvre. 
Pour les travaux futurs, on envisage d 'étudier les performances des troi s nouveaux mo-
dèles de compression bitmap sur des densités très fortes, peu rencontrées dans la réalité, 
qui n'ont pas été abordées lors des essais pré entés dans ce trav-ai l faute de moyens nous 
donnons accès à une machine assez sophistiquée. On env isage également de réaliser des 
essais sur de gros ensemble de données réelles (50 Téraoctets et plus) tirées du Star 
Schema Benchmark (O'Nei l et al., 2009) . 
Tel que discuté à la Sous-section 4.2.1, deux types d 'algorithmes de calcul d ' union et 
d' intersection ont été mis en œuvre pour la so lution RoaringTreeMap . L' un étant lancé 
sur deux arbres de tailles a ymétriques et l'autre à la rencontre de deux arbres de tailles 
comparables . Les essais présentés précédemment n'ont évalué que les performances 
du deuxième type d 'algorithme. Avec ses complexités temporelles de O (n 1 log(n2)) et 
O(n2 + n 1 log(n1 + n 2 )) pour comparer les hauts niveaux de deux RoaringTreeMaps 
de tailles n 1 et n 2 avec n 1 << n 2 lors d ' une intersection et d ' une union, respective-
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ment, le deuxième type d ' algorithme pounait révéler des peiformances intéressantes si 
comparé aux deux autres structures, RoaringTwoLevels et LazyRoaring . Cette tâche est 
envisagée comme travail futur. 
Chaque entrée de l'index de premier niveau de la structure RoaringTwoLevels préserve 
la cardinalité d ' un groupe d 'entiers stockés dans le conteneur qu ' elle indexe. Cela tend 
à faci li ter le calcul de la cardinalité d ' un bitmap donné, type d 'opérati ons très so llicitées 
dans les SGBD. Comme travail futur, il est envisagé de comparer les performances des 
trois modèles proposés pour effectuer une telle opération. 
I l e t également prévu d ' implémenter les opérati ons de suppress ion d 'enti ers pour cha-
cun des trois modèles proposé , puis d 'éva luer les performances de cette opération pour 
les trois techniques proposées, OpenBitSet et les co llections Java utili sées lors des pré-
cédents tes ts. 
CHAPITRE V 
OPTIMISATION DE DRUID AVEC DES ROARING BITMAPS 
Ce chapitre est tiré de 1 'article ci-dessous avec quelques contenus qui ont été ajoutés , 
modifi és et/ou supprimés : 
Chambi, S., Lemire, D ., Godin , R., Boukhalfa, K. , Allen, C. R. et Yang, F. (201 6c). 
Optimi zing Dru id with Roaring bitmaps. Dans 20th International Database E ngineering 
and Applications Sympos ium (IDEAS ' 16), 77- 86., Montreal, QC, Canada. ACM. 
5. 1 In troduction 
De nos jours, la génération mass ive de données Big Data pouva nt provenir de di fférents 
types de sources de données, comme : des organi sati ons, des périphériques, des indi-
vidus particuli ers, etc., atti se les entreprises du monde enti er et les met face au défi de 
développer des so lutions pennettant de coll ecter et d 'organiser efficacement de telles 
mas es de données . Cela dans le but d'en tirer de nouvell es connais an ces qui joueront, 
au fi nal, un rôle majeur dans la compétitivité de la compagnie. Plusieurs solutions de 
ce genre ne cessent d'être introduites de la part de grandes industries tell es que: Ha-
doop (Shvachko et al. , 2010), PowerDrill (Hall et al. , 201 2) et Dremel (Melnik et al. , 
2011 ) de Google, Avatara (Wu et al. , 201 2) de Linkedin, Rios et Lin (201 2) de Twitter, 
etc. Druid (Yang et al. , 2014) est l' un de ces fameux systèmes. Il a été proposé très ré-
cemment par la compagnie américaine Meta-markets et permet le stockage et l' analyse 
--------------------- ----------
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en temps réel d ' importantes quantités de données en des temps ne dépassant pas la se-
conde. Des tests ont montré que Druid a été capable de lire, fi ltrer et agréger 1 milliard 
de lignes en seulement que lques milli secondes (Tschetter, 2011 ). Actuellement, ce sys-
tè me est utili sé chez p lus ieurs compagnies, notamment : NetFli x, Facebook, Google, 
e tc . E n plus de ses fa ramineuses capacités computationne lles, Druid es t auss i proposé 
comme un proje t e n code lib re (Open Source) au grand public, et s'appuie sur une vas te 
communauté de développeurs . 
Après avoir propo é la so lu tion Roaring bitmap, il éta it venu grand temps de cher-
cher à valider le fo rmat de la nouvelle méthode de compressio n bi tmap, en essayant de 
l' in tégrer au sei n d ' un sys tème de gestion de bases de données (SGBD ) réel, puis d 'ob-
server et d 'analyser les poss ibles avantages et inco nvénients apporté par la technique 
de compress ion bitmap aux perfo rmances g lobales du SGBD. U n survol de la litté ra ture 
de ce type de systèm es s'en es t suiv i, lors duquel on est to mbé sur Druid, un m oteur 
OLAP (Online Analytical Processing) entièrement écrit en Java e t qui se base princ i-
palement sur les index bitmap compressés pour accélérer les requêtes OLAP effectu ant 
des analyses détaill ées (drill-dawn) sur les données. A uparavant, Druid adopta it la so-
lution Concise proposée par (Colanton io et D i Pietro, 2010) comme seu le méthode de 
compression bitmap. 
Druid se base sur la fo nctio nnali té de memory-mapping pour stocker et lire les do nnées 
utilisées par le système. Cette fo nctionn alité donne la perception au programmeur de 
n' interagir qu 'avec une mémoire v irtuelle de la ta ille de 1' espace disque pour lire e t s to-
cker les données du système, en dédi ant les mécanismes de transfert des données e ntre 
la mémoire principale et secondaire à l'unité de gestion de la mémoire v irtuelle du sys-
tème d'explo itatio n. Pour rendre la méthode Concise opé rat ionnelle dans ce contexte, 
une extensio n de la li brairie o rig inale qui ne supporta it que des traitements de bitmaps 
alloués en mémoire centrale a été mise en œuvre par des développeurs de Meta-markets 
pour pouvoir gérer des bitmap sériali é sur di que. Le code source de la nouveiie li-
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brairi e es t partagé gratuitement en ligne sur le li en suivant : Metamx (2015). 
Ayant obtenu de remarqu ables perfo rmances avec Roaring bitmap lorsque comparé à 
Concise lors de précédentes expériences réali sée sur des bitmaps en mémoire primaire, 
la libra ire Roaring bitmap a été étendue pour supporter la ge tion de bitmaps tockés 
sur mémoire externe. Des expérience comparant les pelformances temps-espace de 
Roaring bitmap et de Concise dans un tel contexte ont suivi (Chambi et al. , 2016b), te l 
que présentés au premier chapitre de la thèse. Après que ces bancs d 'essa i aient révélé 
d ' imp ress ionnantes perfo rmances au profit de Roaring bitmap, ce trava il fut proposé à 
la communauté derriè re le système Druid. Suite à cela, une étroite collaboration avec 
l' équi pe de développement logiciel de la ocié té Meta-markets s ' en est suivie pour fa ire 
de Roaring bitmap une technique d ' indexation à part entière au sein du SGBD Druid. 
Par la suite, des expéri ences (Chambi et al. , 2016c) ont été conduites pour comparer 
les perfo rmances de Roaring bitmap à celles de la méthode de compress ion bitmap 
adoptée par Druid, Concise, au sein de cet SGBD. Les résultats ont été très concluants 
pour Roaring bitmap. E n effet, Roaring bitmap a permis de traite r jusqu 'à 5 fo is plu 
rapidement que Concise des requêtes OLAP effectuant des analyses détaillées sur les 
données (drill-dawn), qui fo nt recours aux index bi tmaps lors de l'exécution. Pour fac i-
li ter la lecture du tex te, Je terme Roaring sera utili sé pour fa ire référence à la technique 
Roaring bitmap dans le reste du chapitre. 
D ' autres systèmes dédiés au traitement de données mass ives ont également intégré Roa-
ring comme solution d ' indexation : Apache Spark (Zahari a et al., 201 0), Ky lin (Apache, 
201 4a), Soir (Apache, 201 4b), Elastic (Grand, 201 5) et Lucene (Apache, 201 2), avec 
ce dernier qui emploie une implé mentation indépendante de Roaring. Nous la issons 
l' analy e des perfo rmances de Roaring au se in de ces système comme travaux futurs. 
Ce chapitre introduit les principaux points de ce travail mené en coll aborati on avec 
l 'équipe Druid, en présentant le y tème Druid à la Secti on 5.2, et ses requêtes d 'ana-
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lyses pouvant utiliser des bitmaps lors de J'exécution à la Section 5.3. La Section 5.4 
fait état des expériences conduites au sein de Druid pour comparer les performances 
de Roaring à celles de Concise. Les résultats obtenus de ces expériences et une analyse 
s'ensuivent. La Section 5.5 présente la conclusion de ce chapitre. 
5.2 Druid 
Druid a été introduit en code libre (Open Source) par des développeurs de la compa-
gnie Meta-markets (Metamarkets, 2015) en 20 12. Après avo ir constaté le beso in d ' une 
solution qui garanti t des traitements rapides pour les requêtes d 'analyses OLAP (en 
moins d ' une seconde), qui so it hautement di sponible et adaptée à des contextes d ' uti-
li sation super-concurrents (1000 utûi sateurs et plus), les auteurs se sont alors penchés 
sur les solutions Open Source existantes déjà dans la littérature. 
L'un des plus populaires systèmes de gestion de données massives Open Source in-
troduits à ce jour est la solution Hadoop (S hvachko et al., 20 10) de Google. Bien que 
Hadoop réponde parfaitement au beso in consistant à stocker de grands volumes de don-
nées et à y donner accè , il n'établit cependant aucune garantie ur la rapidité à laquell e 
ces données peuvent être accédées (Yang et al. , 2014). Hadoop est connu auss i pour 
être un système très disponible, néanmoins, les performances de Hadoop se dégradent 
considérablement lorsque plusieurs processus de chargement de données doivent être 
exécutés de faço n concurrente (Yang et al. , 20 14). En plus, Hadoop n'excelle pas en 
ce qui a trait à la vitesse à laquelle il absorbe les nouvell es donnée et les rend ra-
pidement di sponibles pour les requêtes des usagers (Yang et al. , 2014). Or, l ' un de 
défis de la solution Druid est de permettre à ses utilisateur de prendre des décisions en 
s'appuyant sur des données à jour, cela en procédant à l'acquisition en temps réel des 
nouvelles donnée reçues. Un des objectifs visé par les concepteurs de Druid est de 
pouvoir compléter l'acquis ition d' un nouvel enregi trement en moins d' une seconde. 
L'ensemble de systèmes Open Source testés n' ont pu fournir de telles performances. 
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Par conséquent, n'ayant trouvé aucune solution dans le monde Open Source qui sa-
tisfait leurs attentes, les développeurs de chez Meta-markets ont décidé de mettre en 
œuvre leur propre SGBD : Druid . 
Dru.id est un système de tockage de données (data store) conçu pour résoudre les 
problèmes liés à l 'acqui sition rapide et à l'analyse OLAP en temps réel d ' immenses 
ensembles de données événementielles, et pour être déployé dans des enviro nnements 
hyper concurrents (1 000 utili ateurs et plus). Actuellement, Druid est adopté en pro-
duction par plusieurs compagnies (Dru id, 20 15b), comme ebay, Yah.oo, NetFlix, etc. 
D ruid stocke ses données dans un fo rmat orienté colonne, adopte une archi tecture di s-
tribuée et non-partagée (sh.ared-noth.ing), et fait usage d ' index bitmap compressés pour 
accélérer les opérations OLAP de type drill-dawn. Il a également été conçu pour être un 
système tolérant aux pannes (jault-toleran.t), hautement di sponible, pouvant supporter 
des agrégations rapides, des techniques de filtrage de données fl exibles et une rapide 
acqui sition des données nouvellement reçues. 
Dru.id tocke des données événementielles, qui une fois reçues, ne seront j amais modi-
fi ées et seront exposées en lecture seul ement aux usagers. Le fo rmat de ces données est 
composé de trois composantes différentes : 
L'estampille (timestamp ) : Représente l'instant auquel l' événement a été généré. 
Les dimensions: La deuxième composante représente l' ensemble des attributs de 
type chaîne de caractères utili sés par les requêtes OLAP pour filtrer les données 
(requêtes drill-dawn). Ainsi, ces attributs jouent le même rôle que les dimen-
sions dans un entrepôt de données traditionnel. 
Les métriques: La troisième composante représente l'ensemble des attributs jou-
ant le rôle des mesures dans les entrepôts de données traditi onnels. Ces colonnes 
renferment des valeur numériques et sont utilisées par les requêtes OLAP pour 
effectuer des agrégations et des calculs, comme avec les fo nctions SQL : count, 
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sum, avg, etc. 
Un événeme nt dans Druid est stocké dans une source de données. Cette dernière j oue 
le mê me rô le qu'une table dans une base de données relationnelle. De plus, les événe-
ments d ' une source de données sont divisés selon leur attribut timestarnp en segments, 
chacun stockant 5-10 millions d 'événements qui tombent dans un intervalle de te mps 
bien précis : minute, heure, jour, etc. Cet intervalle est spéc ifi é dans les paramètres ini-
tiaux de configuration d ' une grappe Druid. La longueur de cet intervalle est la m ême 
pour tous les segments d'une sou rce de données. La plus petite granularité possible 
pour l'attribut tùnestamp des événements gardés à l'intérieur des segments est le milli-
seconde, mais ces événements peuvent auss i être cumulés en une plus grande granul a-
rité, par exemp le: minute, heure, j our. Toutefois, cette granularité doit impérativement 
être inférieure ou équivalente à la granul arité des intervalles des segments. Égalem ent, 
la g ranularité des données à l ' intérieur des segments es t la même dans tous les segments 
d'une source de données. 
U ne instance de Druid se présente sous la fo rme d ' une grappe (cluster) composée de 
plusieur type de nœuds, chacun étant conçu pour faire un travail b ien préci . Dans une 
archi tecture distribuée, un nœud s ' exécute généralement sur une machine qui lui est 
dédiée (sauf i le mode d'exécution est en stan.dalone) et de façon totalement indépen-
dante par rapport au reste des nœ uds de la grappe. Ainsi, un nœ ud e n cours d'exécution 
ne partage aucune de ses do nnées ou de ses resso urces matérielles avec les autres nœ uds 
de la grappe (notion d ' architecture shared-nothing (Wikipedi a, 20 15c)). Les différents 
types de nœuds supportés par une grappe Druid ont : 
Le nœud historique: S'occupe de charger/ upprimer des egments dans on e -
pace local, et d'exécuter des req uêtes sur le egments qu ' il sert. 
Le nœud coordinateur : S ' occupe de la répartition des segments entre les nœuds 
historiques du cluster. 
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Le nœud courtier (broker) : Représente 1 'entité à laquelle les usagers envoient 
leurs requêtes. Ce nœud sait comment les segments sont réparti s entre les dif-
férent nœ uds du c luster. Il se charge alors d 'envoyer une requête vers les di f-
férent nœ uds possédant des segments u ceptible de contenir des résultats va-
lide pour une requête. Comme il se charge également de fu sionner les résul tats 
fo urni par les di fférents nœ uds sollicités lors du processus de traitement d ' une 
requête, avant de renvoyer le résultat fin al à l'utilisateur. 
Le nœud temps réel : Représente le point d 'entrée des récents événeme nts captu-
rés en temps réel pour qu ' il s so ient insérés dans la grappe Dru id. Ce nœud se 
charge de con truire le segments et de les libérer aux nœuds hi storiques après 
un certa in dé lai configurable, tout comme il répond auss i aux requêtes accédant 
aux donnée qu ' il maintient localement. 
Les nœuds Overlord etHadoopDruidlndexer: Les points d ' entrée des données à 
in ére r en lot . Ces nœuds ont recours à la plate-forme Hadoop pour para lléliser 
l' exécution des tâches d 'acqui ition de données afin d 'accélé rer les temps de 
traitement . 
Pour plus d ' info rmations sur les rô les des différents nœ uds et de Au x de données dans 
Druid, le lecteur peut se référer au papier Yang et al. (2014). 
Pour exécuter une requête, l'usager l' envoie à un nœud courtie r, qui la répartit ensuite 
vers les di ffé rent nœuds hi storiques et/ou temps-réel sélectionnés dan le cluster. U n 
nœud te mps-réel exécute la requête sur les données récentes maintenues encore dan sa 
base locale, et un nœ ud hi storique l 'exécute sur les segments qu ' il stocke loca lement. 
Chaque nœud solli cité renvo ie ensuite se résultats au nœud courtier expéditeur de la 
requête . Afi n d ' améliorer les temps de réponse des requête OLAP, Druid emploie un 
index bitmap sur chaque attribut dimension dans un segment. Le bitmaps s'avèrent 
très effi caces en mati ère d 'accélération des opérati ons drill-down filtrant les données 
------------ -------------- - - - - ---- - ------- - - - --- - - ---
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selon des valeurs de dimensions. 
5.3 Les types de requêtes d'analyses supportées par Druid 
Druid supporte différents types de requêtes d 'analyses . Elles sont exprimées en JSON 
et envoyées avec des requêtes POST du protocole HTTP aux nœuds candidats. Ces re-
quêtes se répartissent en deux grandes classes : requêtes de recherches et d 'agrégation , 
et requêtes de métadonnées. Étant donné que seulement la première classe de requêtes 
peut faire usage de bitmaps lors de l'exécution, seul e cette classe sera étudiée lors de ce 
trava il. Le lecteur dés ireux d ' en connaître davantage sur le requêtes de métadonnée 
peut se référer à la documentation mise en ligne : Druid (2015c). Une particul arité du 
premier groupe de requêtes est qu ' un intervalle de temps est touj ours spécifié dans le 
corps d ' une requête, pour indiquer la partiti on de temps qui correspond aux données 
ciblées par la requête. 
5.3. 1 Requête GroupBy 
La requête GroupBy a Je même objectif que celle défi nie dans le langage SQL, so it de 
retourner des va leurs numériques cumulées par groupes disti ncts de valeurs de dimen-
sion(s) . 
Un exemple d ' une requête GroupBy est donné ci-dessous (source : Dru id (20 1 Sa)) : 
"queryType ": "groupBy ", 
"dataSource ": " sample_datasource ", 
"granularity " : "day .. , 
"dimensions " : [ "country ", "deviee "] , 
"fil ter ": { 
" type " : ~~ a nd ", 
" fields " : [ 
"type ": "selector ", "dimen s i on " : "carrier ", "value " : "AT& T" } , 
"type " : "or ", 
" fields " : [ 
{ '' type .. : "selector ", "dimension ": "make ", "value ": "Apple " } , 
{ "type ": "selector ", "dimension ": "make ", "value ": "Samsung " } 
) , 
" aggregatio ns ": 
"type " : "longSum ", "name ": "total_usage ", "fieldName ": "user_cou nt " ) , 
"type " : "doubleSum " , "name ": "data_t ransfer ", "fieldNa me ": "da a_transfer " 
l ' 
" postAggregations ": 
"type " : "arithmetic ", 
"name '': "avg_usage '', 
"fn ": " 1" , 
" fields ": [ 
"type '' : "fieldAccess ", "fi eldName " : 11 data_transfer 11 } , 
" type " : " fieldAccess ", " fieldName " : " total_ us age " ) 
l ' 
" intervals " : [ " 2012-01-01T00 : 00 : 00 . 000/2013-01-03T00 : 00 : 00 . 000 " ] , 
" having ": 
"type " : "greaterThan " , 
"aggregation " : " total_usage " , 
"value ": 100 
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L'entête d ' une requête GroupBy est fo rmé de l' attribut "queryType ", qui indique le 
type de la requête fo rmul ée, suivi du champ "dataSource", qui représente la source 
de données ur laquell e exécuter la requête . Le prochain champ "granul ari ty" sert à 
préciser le granul e de te mps (granul ari té) auquel seront cumul és les résultats en sortie. 
D an le champ "dimens ion" , sont déclarés les attributs dime nsion sur lesquels seront 
effectués les groupe ments. D ans cet exemple, s i 1' attribut "country" possède n valeurs 
distinctes e t l'attribut "deviee" en possède m, alors le résultat sera fo rmé de n x m 
groupes distincts présentés par cumul s d ' une journée ("granul arity" : "day"). Le champ 
suivant permet de spécifi er des filtres pour descendre plus en déta il dans les données 
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analysées (drill-dawn), partie j ouant le même rôle que la clause WHERE d ' une requête 
en SQL. Les fi ltres sont, en général , déclarés sur des attributs dimensions, mai s il s 
res tent aussi applicables sur des attributs métriques. Pour accéde r rapidement au sous-
ensemble de données ciblées par le filtre , les bitmaps associés aux valeurs des attributs 
de dimensions spécifi ées dans le filtre entrent en jeu, et plusieurs types d 'opérations 
so nt opérées sm les bitmaps : opérations OU, ET oü NON logiqües, ité rations sm les 
bitmaps, etc. E n effet, dans cet exemple, un OU logique est exécuté entre les bitmaps 
des deux valeurs: "Apple" et "Samsung", pui s un ET logique entre le bitmap résultant 
de l'opération logique précédente et celui de la valeur "AT&T". Ces opérations logiques 
seront exécutées au niveau de chaque segment accédé de la source de données. 
Par la uite, vient la part ie pécifi ant les attributs de type métrique sur lesquels seront 
calcu lées les agrégations à renvoyer dans le résultat. Une des opératio ns que peu de mo-
teurs OLAP supportent est celle que décri t le champ suivant "postAggregations" . Celui-
ci permet d'ajouter des attributs aux résultats, dont les valeurs sont calculées à partir des 
attributs métriques de la partie "aggregations", en y appliquant p lus ieurs sortes d 'opé-
rations arithmétiques. D ans cet exemple, un attribut "avg_usage" sera ajouté à chaque 
ligne du résultat et qui sera calculé à l'aide d ' une divi s ion entière entre les valeurs 
obtenues aux attributs "data_transfer" et "data_ usage". 
Le prochain champ es t "i nterva ls", qui sert à défi nir l'intervall e (la po rtion) de temps 
sur leque l effectuer la reche rche . Cette valeur aide le moteur OLAP à n 'accéder qu' aux 
segments tombant dans cet interva lle de temps. Le derni er champ es t "Hav ing", dont la 
fonction reste simil ai re à celle de la clau e "HAVING" en SQL, et qui permet de définir 
de restrictio ns ur le groupe à afficher e n sortie . 
Le lien ci-après donne plus de détai ls sur les cl auses possibles d ' une requête GroupBy: 
Dru id (20 1 Sa) . 
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5.3.2 Requêtes Timeseries 
Dans la sous-section précédente, il a été montré que les requêtes GroupBy permettent 
de calculer des agrégations sur un certain intervalle de temps, présentées dans le ré-
sultat sous la forme de groupements, chaque groupe étant formé d' une combinaison 
di stincte des valeurs de dimensions choisies. Finalement, les résultats seront présentés 
par cumu ls d' une durée (granularité) déclarée par le biais du champ "granularity" . Les 
requêtes Tùneseries ne sont pas assez différentes. Elles permettent également de cal-
culer des agrégations sur un intervalle de temps préc is, mais regroupent les résu ltats 
selon la granularité spécifi ée dans la requête seulement. Ci-dessous un exemple d'une 
requête Timeseries (so urce : Druid (20 15f)) : 
"queryType ": "timeseries ", 
11 dataSource ": "sample_datasource ", 
"granularity " : "day ", 
"filter " : 
) , 
" type ": " and ", 
" fields " : [ 
"type ": "selector 11 , "dimension " : 11 Sample_dimensionl ", "value ": n 
sample_valuel " ) , 
"type " : .. or ", 
" fields ": [ 
"type ": "selector ", "dimension " : "sample_dimension2 ", "value ": .. 
sample_value2 " ) , 
"type ": "select or ", 11 dimension ": "sample_dirnension3 ", "value " : " 
sample_value3 " ) 
"aggregations ": 
"type ": "longSum ", "name " : "sample_namel ", "fieldName ": "sample_fieldNamel " 
) , 




" type ": "arithmetic " , 
"name " : "sarnple_divide ", 
"fn " : " / " , 
" fields " : [ 
"type ": "fieldAccess " , "n ame " : "sample_name l ", "fieldName ": " 
sample_fie l dNa mel " ) , 
" type " : " fieldAccess " , "na me ": " sample_name2 " , " fieldName " : " 
sample_fie ldName2 " ) 
) , 
" intervals ": [ " 20 12 -0 1-01T00 : 00 : 00 . 000/2012-01-03T00 : 00 : 00 . 000 " ) 
Comme il peut être constaté, la fo rmul ation d ' une requête Timese ries n 'est pas très 
différente de cell e d ' une requête GroupBy . À l' exception prè qu ' il n 'y a it pas de di-
mensions à spécifi er pour effectuer des groupements, ainsi que de champ "HAVING" 
qui es t spécifique aux requêtes GroupBy. 
5.3.3 Requêtes TopN 
La requête TopN est une sorte de requête GroupBy qui ne permet de faire des groupe-
ments que sur une seul e dimension, et qui effectue un trava il en plus sur le résultat fi nal 
qui co nsiste à ordonner les instances résultantes selon une fo rmul e spécifiée dan la 
requête . Co mme e lle permet auss i d 'établir une limite sur le nombre total des instances 
retournées dans le résultat de la requête. Le code source ci-dessous illustre un exemple 
de requête TopN (source: Druid (2015g)): 
"queryType ": " topN ", 
"dataSource ": "sample_data ", 
"dimension ": "sample_dim ", 
" threshold ": 5 , 
11 metric 11 : "count ", 
"granularity " : "all ", 
"fil ter ": 
" type " : " and ", 
" fields ": 
} , 
" type ": " selector " , 
"dimension ": '' diml ", 
"value ": " some_value " 
" type ": " selector ", 
"dimension " : " dim2 " , 




" type ": " longSum 11 , 
" name ": "count ", 
" fieldName " : "count " 
" type ": " doubleSum .. , 
" name ": " some_metric ", 
" fieldName ": " some_metric " 
l ' 
" postAggregations " : 
" type " : "arithmetic ", 
" name " : " sample_divide " , 
" fn " : " / ", 
" fields ": 
} , 
" type ": " fieldAccess ", 
" name .. : " some_metric ", 
" fieldName ": " some_metric " 
" type ": " field.Access ", 
" name ": " count " , 





" 20 13-08-3 1T00 : 00 : 00 . 000/2013-09-03T00 :00 : 00 . 000 " 
La syntaxe de la requête est presque similai re à celle d'une requête GroupBy, sauf 
qu 'ell e possède deux champs en p lus, celui du "Threshold" qui indique le nombre 
d ' éléments souhaités dans le résultat, et le champ "metric" qui spécifie comment le 
résultat d ' une requête TopN devrait être tr ié. Le lien suivant donne plus de détails sur 
les différents composants d ' une requête TopN: Druid (2015g). 
5.3.4 Requêtes de recherche 
Les requêtes de recherche ont des requêtes qui permettent de sélectionner les va leurs 
d'attributs (dimension ou métriques) de lignes satisfaisant un critère de recherche. Une 
syntaxe po ible d ' une requête de recherche se présente com me suit (source : Druid 
(2015d)) : 
"queryType ": " search ", 
"dataSource " : "sample_datasource ", 
"granularity " : "day " , 
'' searchDimensions '': 
"diml ", 
"dim2 " ] , 
"query " : { 
"type ": "insensi ti ve_contains ", 
"value ": "Ke " 
) , 
" sort " : { 
"type 11 : "lexicographie " 
) , 
" intervals ": [ " 2013-01-01T00 : 00 : 00.000/2013-0l-03T00:00 : 00 . 000 " ] 
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L'exemple de la requête c i-des us contient tro is nouveaux champs non rencontrés dans 
les exemples de requêtes précédents. Le champ "searchDime nsions" indique les dime n-
sio ns sur lesquell es effectuer la recherche et qui seront affichées comme attributs dans 
chaque entité du résultat. Le champ "query" permet de spéc ifie r les critères de recherche 
à appliquer sur les dime nsions du cham p "searchDimens ions" pour capturer les entrées 
qui se confo rment au résultat souha ité. Quant au champ "sort", celui -ci sert à indiquer 
le type de tri à applique r sur l' ensemble résultant. 
Plus de détail s sur la requête search peuvent ê tre trouvés en suivant ce lie n : Druid 
(201 5d). 
5.3.5 Requêtes de sélection 
La requête "select" a le mê me rô le que celle du langage SQL. E lle permet de sélection-
ner des données depuis une ource de données selon les critères de recherche défini s . 
Ces derniers consistent en les champs filtre e t interva lle. La requête permet auss i de 
spéc ifie r les attributs à afficher pour les e ntités du résul tat. U n exempl e d ' une requête 
"select" es t donné ci-des ous : 
"queryType " : "select ", 
"dataSource ": " STM " , 
"dimensions " : [ "nom ", "prénom " ) , 
"met ries " : [ "Total Net n, "nbPass " ] , 
"granularity ": "all ", 
"filter ": 
" type ": "and " , 
" fields ": [ 
) , 
" type •r : "selector ", 
"dimension " : "arrondissement ", 
"value ": "Saint-Laurent " 
"type n: "select or ", 
"dimension ": "Age ", 
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" va l ue ": " 25 " 
) , 
" inte r vals " : [ " 2016-01-01/2015-01-01 " ) 
Les deux champs "dimensions" et "metrics" servent à indiquer les colonnes à afficher 
pour les éléments de l 'ensemble résultant. Les champs restants effectuent le même rôle 
qu 'avec les précédentes requêtes. Le li en suivant donne plus de déta il s sur la requête 
"select" :Dru id (20 l5e). 
5.4 Expériences 
Des expériences ont été conduites pour comparer les performances de Roaring avec 
cell es de Concise so us Druid. Un cluster Druid a été lancé sur un seul nœud compor-
tant un processeur AMD FX™-8150 de Huit Cœur avec une fréquence d ' horloge de 
3,60 GHz et 32 GB de mémoire RAM. Nous utilisons le serveur JVM à 64 bits d ' Oracle 
sur un système Linux Ubuntu 12 .04.1 LTS. 
De données d'un volume de 1Gb provenant du banc d'essai TPC-H (Council, 2014), 
se présentant so us la fo rme d' une table rel ationnelle comptant en tout ~ 6 millions de 
li gnes, ont été générées pour ces expériences. Ces données ont été chargées dans Druid 
et stockées en deux sources de données. L'une dont les segments sont indexés par des 
bitmaps compre sés avec Concise, et l' autre ayant des segments indexés avec des Roa-
rings. Dans un premier temps, on mesure les temps moyens d 'exécution de chaque type 
de requêtes présentées précédemment sur les deux sources de données, afi n de compa-
rer les performances des requêtes lorsque accélérées avec Concise et Roaring. L'attribut 
"1_ hipdate" a été pris comme estampi Il e sur laquelle le segments eront con truits. Les 
granu larités des segments et des événements ont été fixées à une journée (day), car l'at-
tribut "1_ hipdate" e t d ' une granularité journalière. Avant de commencer à calculer le 
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temps d 'exécution moyens d ' une requête, une phase de réchauffement (warming-up) 
est initiée, qui consiste à exécuter une requête plusieurs fo is jusqu 'à stabilisation de ses 
temps de réponse. Dans nos expéri ences, 10 répétitions ont été largement suffisantes. 
Après cette étape, la requête est lancée 100 fois, puis la moyenne des temps de réponse 
obtenus à chaque exécution est présentée. Le code de ces bancs d 'essai es t librement 
accessible en ligne (Chambi et al. , 201 5). 
Pour évaluer les performance de Roaring et de Concise sur plusieurs sortes de données, 
on ca lcule le temps d'exécution moyen de chaque type de requête avec des bi tmaps de 
quatre densités diffé rentes : très fa ible, fa ible, moyenne et fo rte. 
5.4.1 Expériences avec des requêtes d 'agrégations opérant des OU logiques 
Une première séri e d 'expériences a été conduite pour évaluer les temps d 'exécution 
de requêtes qui commencent par fi ltrer l' ensemble de données à l' aide d 'opérations 
booléennes de type OR en fa isant recours à l' utili sation de bitmaps, puis calculent des 
agrégations sur l'ensemble de données rédui t obtenu après la premjère opération. Ces 
requêtes sont de type : GroupBy, TopN et Tùneseries. 
La syntaxe de la requête GroupBy opérant des OU logiques entre des bitmaps de très 
fa ibles cardinalités sur la source de données indexée avec Concise est présentée par 
1 'Algori thme VI. l en annexe. 
Cette requête effectue des opératio ns OR logiques entre des bitmaps de très fa ibles den-
sités, dont les cardinalités varient entre ]200, 3 000[, pour sélectionner un sou -ensemble 
de données réduit de la source de données accédée. Ensuite, un GroupeBy sur 1' attribu t 
dimension "l_shipmode" est réalisé pour calculer les agrégations de valeurs de l' at-
tribut métrique "L_TAX" fa isant partie d ' un même groupe di stinct de la dimension 
"l_shipmode". Un attribut dimension et un autre de type métrique ont été utili sés pour 
ce tes t afin que le temps de réponse de la requête ne so it pas dominé par le temps passé 
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à faire les groupements et calculer les agrégations, ce qui nous aurait empêchés de di s-
tinguer entre les performances de Roaring et de Concise dans les temps de réponse 
capturés . 
Pour ce qui est des tests sur des bitmaps de faibles cardinali tés, on a changé la partie 
"filtre" de la requête GroupBy de sorte que des bitmaps de cardinalités variant entre ]1 · 
105 , 9 ·1 05 [soient utili sés. La requête ainsi modifiée est présentée par 1 'Algorithme VI.2 
en annexe. 
E n ce qui concerne les essa is sur des bitmaps de moyennes cardinalités, bitmaps de 
la partie "filtre" de la requête précédente ont été rempl acés par de nouveaux bitmaps de 
cardinalités moyennes appartenant à l' intervalle ]1 · 106 , 18 · 105 [. On s'est restreint à 
bitmaps du fa it que l'ensemble de données testé ne contient que 8 bitmaps avec de 
telles densités. La requête obtenue est reproduite sur l'Algorithme VI.3 en annexe. 
Pour ce qui es t des tes ts sur des bitmaps de fortes cardinalités, une dé marche s imil aire à 
la précédente a été suivie, en remplaçant 3 bitmaps de moyennes den s ité de la requê te 
précédente par des bitmaps de fortes dens ités dont les cardinalités appartienne nt à l'in-
terva ll e ]22 · 105 , 3 · 106 [. Seulement 3 bitmaps ayant de tell es den ités ont été trouvés 
dans l'ensembl e de données utilisé. L'algorithme VI.4 en annexe présente la requête 
obtenue. 
La deuxièm e requête utilisée est du type TopN et ressemble à la requête GroupBy. Elle 
prend les mêmes valeurs dans presque tous les champs de la requête, sauf à la partie 
"metric" où c'est l'attribut métrique "l_tax" qui sera utili sé pour déterminer l'ordre 
dans leq ue l les résultats seront présentés. Égaleme nt, un seuil "Thresho ld" de 100 a 
été choisi pour préciser de ne renvoyer à l'utilisateur que les 100 premiers résultats 
de la requête (le Top lOO). Les mêmes bitmaps de différentes densités adoptés pour la 
requête GroupBy ont été utilisés pour évaluer les performances de cette requête avec 
de bitmaps de très faib le , faibles, moyennes et forte densité . 
r--------------------------------- ~----------- --~--------
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La troisième requête évaluée est de type Timeseries et adopte les mêmes valeurs que 
la requête GroupBy pour ses différents champs. Pour évaluer les performances de cette 
requête avec des bitmaps de différentes densités, le même ensemble de bitmaps utilisé 
sur chaque densité dan le cas de la requête GroupBy est repris. 
Afin de faire en sorte que le résultat soit calculé de nouveau à chaque exécution d ' une 
requête et non pas en-cacheté après la première réponse, puis ré-accédé directement 
durant le reste des exécutions, le champ "context" suivant a été spécifié pour chaque 
requête : "context" :" useCache" :false, "populateCache" :false. 
La Figure 5.1 donne les graphiques représentant les temps de réponse des trois diffé-
rents types de requêtes d' agrégations évaluées. Les résultats montrent que les requêtes 
exécutées sur des segments indexés avec Roaring ont affiché des temps de réponse plus 
rapides que cell es des requêtes lancées sur des segments indexés par Concise. En effet, 
en opérant des OU logiques entre des bitmaps de très faibles densités pour filtrer les 
données, les requêtes utilisant Roaring ont été, en moyenne, 16% 1 plus rapides dans 
le cas des requêtes Timeseries et TopN, et 12% plus rapides pour la requête GroupBy 
comparé aux requêtes utili sant des bitmaps du modèle Concise. 
En augmentant la densité des bitmaps, Roaring s ' est montré encore plus performant que 
Concise. Sur des bitmaps de faible densité, Roaring a amélioré de 72 10, 67% et 50% les 
temps de réponse des requêtes de types: Timeseries, TopN et GroupBy, respectivement, 
comparé aux temps de réponse obtenus avec Concise. Alors que sur des bitmaps de car-
dinalités moyennes, les résultats offerts par Roaring dépassent ceux de Concise de 68%, 
62o/c et 43 o/c , respectivement, pour les requêtes de types : Timeseries, TopN et GroupBy. 
Cependant, sur des bitmaps de fortes densités, la différence entre les performances de 
Roaring et de Concise rétrécit. Cela est causé par le fait que les bitmaps introduits à 
1. Une valeur de pourcentage, v, est ca lcul ée comme suit : si x est le plus petit des deux temps 
moyens mesurés et y le plus grand , a lors v = (1 - (x / y)) x 100. Au final , le résultat est arrondi au plus 
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Figure 5.1: Temps d 'exécution de requêtes GroupBy opérant des OU logiques 
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cette étape possèdent de longues suites de bits à 1, qui sont efficacement compressés 
par l' encodage RLE de Concise. Aussi, les développeurs du moteur OLAP Druid ont 
mis en œuvre une stratégie pour calcule r effi cacement l'union de plusieurs bitmaps du 
modèle Concise, qui consiste à tra iter en priorité les mots CPU du type 1-fill lors de 
calcul s de OU logiques entre plusieurs bitmaps, ce qui permet de sauter le traitement 
de plus ieurs m ots littéraux et 0-fi ll s durant de te lles opérati ons, résultant en des accélé-
rations significa tives dans les temps de traitement des OU logiques. Toutefois, Roaring 
res te p lus efficace que Concise sur ces densités-l à, en offrant des temps de réponse de 
26 10, 22 10 et 11% plus perfo rmants que ceux de Concise pour les requêtes de types : 
Timeseries, TopN et GroupBy, re pectivement. 
5.4.2 Expériences avec des req uêtes d 'agrégati ons opérant des ET logiques 
Une deuxième série d 'expériences a été réalisée pour évaluer les temps de réponse 
des tro is types de requêtes d 'agrégati on lorsque exécutées sur des segments indexés 
avec Roaring ou Concise , mais en fi ltrant les données, cette fo is-c i, à l 'aide de ET lo-
giques. Comme pour les précédentes expériences, on a sélectionné qu atre ensembles 
de bitmaps, chacun ayant une densité di fférente : très fa ible, faible, moyenne et forte. 
Chaque requête fi ltre l' en emble de données en calcul ant le résultat d ' un ET logique 
entre 7 bi tmaps. Les bitmaps utili sés dan une requête appartiennent chacun à une di-
mension différente, cela nous permet de nous assurer que le sous-ensemble de données 
sélectionné par le filtre d ' une requê te ne sera j amais vide. Cela parce que dans le cas 
échéant, si un bitmap nul est obtenu durant les calculs logiques, le moteur OLAP sau-
tera le traitement des bi tmaps res tants non encore considérés, puis retournera un en-
semble vide comme résultat. Un tel cas représente une situati on à éviter à tout prix afin 
d 'abouti r à des évaluations de perfo rmances fi ables . 
La requête du type GroupBy exécutée ur l'ensemble de données indexé avec Concise et 
qui opère des ET logiques entre des bitmaps de très faibles densités, dont les cardinalités 
-----------------------------------------------------------
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tombent dans 1' intervalle ]0 , 3 · 103 [, est donnée dans 1' Algorithme VI.5 en annexe. 
Pour tester la requête du type GroupBy avec des bitmaps de faibles densités, les 5 
moins denses bitmaps de la requête précédente ont été remplacés avec des bitmap de 
cardinalités fa isant partie de ] 1 · lOs, 9 · lOs[. La requête obtenue est rapportée ur 
l' Algorithme VI.6 en annexe. 
De la même façon, les 3 moins denses bitmaps de la requête d 'avant ont été rempl acés 
par de bitmaps de moyennes densités, qui ont des cardin alités appartenant à ] 1 · 106 , 
18 · lOs[. La requête ainsi changée est présentée par l' A lgorithme VI. 7 en annexe. 
Pour les essais sur des bitmaps de fo rtes densités, la requête au-dessus a été reprise en 
remplaçant 2 de ses bitmaps les moins denses par 2 bitmaps de fortes densités compor-
tant des cardinalités se trouvant dans ]2 · 106 , 3 · 106 [ . Les bi tmaps ajoutés prov iennent 
des deux seules dimensions de l' ensemble de données ayant de bitmaps de telles car-
dinalités . L'Algorithme VI.8 en annexe affi che la requête modifi ée. 
Les deux types de requêtes restantes : Timeseries et TopN, ont auss i été éva luées sur les 
même densité testée pour la requête GroupBy. Le mêmes b itmaps choisis à chaque 
densité pour la req uête GroupBy ont été utili sés pour ces deux types de requêtes à la 
densité co rrespondante. Deux exemples de ces deux types de requêtes : Timese ries et 
TopN, avec des bitmaps de densités moyennes sont donnés, respectivement, dans les 
Algorithmes VI.9 et VI.lO en annexe. 
La Figure 5.2 présente les temps de réponse moyens obtenus après avo ir exécuté les 
trois types de requêtes d'agrégation évaluées dans ce essais avec des bi tmaps de diffé-
rentes densités . Sur les très fa ibles densités, les calculs logiques se fo nt très rapidement 
entre de minuscules bitmaps, rendant ainsi le temps de réponse des trois types de re-
quêtes indépendant des ca lcul s logiques. C'est ce qui explique le mêmes performances 
obtenues pour chaque type de requête lorsqu 'exécutée sur des segments indexés avec 
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Figure 5.2: Temps d 'exécution de requêtes d ' agrégations opérant des ET logiques entre 
bitmaps 
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Roaring ou Concise. 
Sur des bitmaps un peu plus denses, de faib les densités, les performances de Concise 
et de Roaring commencent à se démarquer, et révèlent que Roaring a permis de ré-
pondre 10%, 9o/c et 6% plus rapidement que Concise pour les requêtes respectives : 
TopN, Timeseries et GroupBy. Plus les densités augmentent, plus les temps de réponse 
augmentent substantiellement pour Concise et de faço n assez minime pour Roaring, 
qui se comporte efficacement face à l 'extensibilité des données (scalability). En effet, 
sur des bitmaps de moyennes densités, les temps de réponse atteints avec Roaring sont 
de 55% (soit plus de 2 foi s) plus rapides que ceux de Concise pour chacu ne des trois 
types de requêtes évaluées. Sur les fortes densités, la différence entre les performances 
des deux modèles d ' index bitmap compressés augmente encore plus, et Roaring a at-
teint une accélération de 60% pour la requête Timeseries et 58% pour les deux requêtes 
TopN et Grou.pBy par rapport à Concise. 
5.4.3 Expériences avec des requêtes de recherche 
Dans cette série d ' expériences, les performances de Roaring et de Concise ont été éva-
luées avec les requêtes de recherche supportées par Druid : Select et Search, en utili-
sant des bitmaps de différentes densités. Les temps de réponse de la requête du type 
Select ont été évalués en deux versions. La première opérant des ET logiques entre 
bitmaps pour fi ltrer l'ensemble de données, et la deuxième qui effectue des OU lo-
giques entre bitmaps. La requête Select opérant des OU logiques entre bitmaps de très 
faib les densités s ' exécutant sur des segments indexés avec Roaring est donnée sur J'Al-
gorithme VI. Il en annexe. 
Cette requête affiche les valeurs des attributs spécifi és dans les parties "dimensions" et 
"metrics " pour chaque élément du sous-ensemble de données sélectionné par le filtre 
de la requête, et permet de paginer ur le sous-ensemble de données sélectionné avec 
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(b) Temps de réponse de requêtes Select effectuant des ET lo-
giques entre des bitmaps de différentes densités 
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Figure 5.3: Temps d'exécution de requêtes Select opérant des ET et des OU logiques 
entre bitmaps de différentes densités 
5 enregistrements par jour à la fois. Les filtres utilisés avec les précédentes requêtes 
effectuant des OU et des ET logiques entre bitmaps sur les densités faibles, moyennes 
et fortes, ont été repri s pour tester les performances de la requête Select sur ces densités-
là avec des filtres calculant des OU et des ET logiques entre bitmaps de type Roaring 
et Concise. La Figure 5.3 présente les résultats obtenus. 
Les différences entre les performances de Roaring et de Concise sont similaires à celles 
observées avec les requêtes d'agrégations, avec Roarin.g qui a accéléré les traitements 
de OU logiques de 12% sur des bitmaps de très faibles densités, de 88% sur des bit-
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maps de faibles et moyennes densités, et de 80% sur des bitmaps de fortes densités, en 
moyenne, par rapport à Concise . Quant aux requêtes Select calculant des ET logiques 
entre bitmaps, Roaring a affiché des performances similaires avec celles de Concise 
sur les bitmaps de très faibles densités, tandis qu 'il a amélioré les temps de réponse de 
9%, 53% et 50%, en moyenne, par rapport à Concise sur les faibles, moyennes et fortes 
densités. 
Des expériences ont également été conduites pour évaluer les performances de la re-
quête Search. sur des bitmaps de différentes densités représentés avec Roaring et Con-
cise. Un exemple de la requête testée sur des bitmaps de très faibles densités est donné 
ci-dessous : 
"queryType " : " search ", 
"dataSource ": "TPCH_benchmark_roaring '', 
"granularity " : "all ", 
'' searchDimensions '': 
" l_receiptdate " , 
" l_suppkey " 
1' 
"query " : { 
"type " : "insensitive_contains " , 
"value " : " 9 " 
) , 
" intervals ": [ " 1980-12-31T23 : 59 : 59 . 999/2005-0l-30TOO : OO : OO . OOO " ] , 
'' conte x t '' : { '' useCache '' : false , '' populateCache '': false , '' finalize '': false} 
Pour évaluer les performances de la requête Search. sur différentes densités, on a sé-
lectionné deux attributs dimensions à tester pour chaq ue densité. Sur les très fa ibles 
densi tés, les deux dimensions : l_receiptdate et l_suppkey , dont les bitmaps possèdent 
des cardinalités moyennes de 2 645 et 282, respectivement, ont été choisies. Le patron 
"9" est utilisé dans les critères de recherche pour sélectionner les bitmaps associés à 
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Figure 5.4: Temps d 'exécution de requêtes Search opérant des OU logiques entre bit-
maps de différentes densités 
leurs représentations. Sur les faibles densités, les dimensions : !_discount et l_quantity 
ont été pri ses, ayant des bitmaps de cardinalités moyennes de 500 000 et 120 000, res-
pectivement. Le patron "0" a été adopté comme critère de recherche. Tandis que des 
bitmaps de cardinalités moyennes de 1 500 000 ont été sélectionnés depui s les deux 
dimensions : l_returnflag et l_shipinstruct, pour effectuer des tests sur de moyennes 
densités. La Figure 5.4 présente les temps d'exécution moyens obtenus. 
Les bitmaps de très faibles densités ont effectué des OU logiques entre 992 bitmaps 
indexant des valeurs ayant une occurrence dans leurs représentations du critère recher-
ché par la requête. Les temps de réponse atteints avec Roaring sont de 79% (~ 5 fois) 
plus rapides que ceux calculés avec Concise. Sur les faibles densités, l'agrégation de 
16 bitmaps a été faite, et les résultats de Roaring ont été 79% (~ 5 fois) meilleurs que 
celles de Concise . Alors que sur des bitmaps de moyennes densités, Roaring a calculé 
le OU logique de 3 bitmaps 60o/c (~ 3 fois) plus vite par rapport à Concise . 
5.4.4 Expériences évaluant les temps de lecture des bits à 1 des bitmap 
Un autre aspect de performance indiquant l'efficacité d ' une libraire de compression 
d' index bitmap est la rapidité avec laquelle elle permet d'itérer sur un bitmap pour en 
136 
extraire les positions des bits à 1, qui représenteront pour le moteur OLAP les posi-
tions des enregistrements satisfaisant les critères de recherche d ' une requête donnée. 
Une série d 'expériences a été mise en pratique pour comparer la vitesse d'exécution 
de cette opération- là par chacun de Roaring et de Concise au sein du moteur OLAP 
Druid. Pour simuler cet aspect de performances, on a opté pour les requêtes de type 
Timeseries, de un , parce que c ' est une requête qui permet de faire des agrégations et 
donc qui peut se limiter à l'affichage que d ' une seule valeur agrégée en sortie, ce qui 
aide à diminuer les coûts des entrées/sorties nécessaires pour écrire les résultats sur 
disque, contrairement aux requêtes de recherche qui ne font pas d 'agrégations et re-
tournent exhaustivement tous les enregistrements satisfaj sant les critères de recherche 
de la requête. Opérations pouvant dominer le temps de réponse globale. De deux, la re-
quête Timeseries n' effectue pas de groupements sur les valeurs de dimensions, comme 
c'est le cas pour les requêtes GroupBy et TopN, type d 'opérations capables de consom-
mer d' importants temps de traitements et domjner les temps de réponse. De ce fait, la 
requête Timeseries a été considérée comme la requête idéale qui Jajsse les temps de 
réponse dépendre enti èrement du temps passé à parcourir le bitmaps. 
Les opérations logiques ont été écartées aussi afi n de ne pas pénaliser les temps de 
réponse obtenus avec Concise, du fa it que les expériences précédentes ont révélé que 
cette technique a été plus lente que Roaring lors de ces calculs. Un seul bitmap est alors 
utili sé pour le filtre de chaque requête. Afin de vérifier les performances de Roaring et 
de Concise sur différentes densités, les essais traitent des bitmaps de cardjnalités : très 
faibles, faib les, moyennes et fortes . Le code ci-dessous présente une requête Timeseries 
filtrant les données avec un bitmap d ' une trè faible cardinal ité contenant 2 707 bits à 
1 : 
'' queryType '' '' tirneseries '' , 
"dataSource " "TPCH_benchmark_ roaring 11 , 
.. granularity ": "all 11 , 
"context ": ( "useCache " : false ," populateCache ": false} , 
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"filter ": { "type ": "selector ", "dimension ": "l_shipdate ", "value ": "1997-06-01 " 
) , 
" intervals ": [ "1980-12-31T23 : 59 : 59 . 999 / 2005-01-30T00 : 00 : 00 . 000 " ] , 
"aggregations ": 
{ " type ": "count ", "name " : "count " } 
Pour les essais sur le reste des densités, seulement le bitmap du filtre de la requête est 
changé avec un autre correspondant à la densité testée. Le bitmap de la densité faible 
est celui indexant la valeur "5" de la dimension "l_linenumber", et qui renferme 643 287 
bits à 1. Celui de la densité moyenne est associé à la valeur "1" de la même dimension 
"l_linenumber" , comportant 15 - 105 bits à 1. Quant aux fortes densités, le bitmap de 
la valeur "N" appartenant à la dimension "l_retumflag" a été pris, qui a 3 043 852 bits 
à 1. La Figure 5.5 donne un aperçu des temps moyens capturés pour l ' exécution de 
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Figure 5.5 : Temps d ' exécution de requêtes Tùneseries itérant sur des bitmaps de diffé-
rentes densités 
Sur les plus faibles densités, les résultats des deux techniques de compression bitmap 
sont presque nul s et équivalents. Sur de faibles densités, Roaring a été 1 o/c plus rapide 
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Figure 5.6: Temps d 'exécution de requêtes Timeseries calculant le complément de bit-
maps de différentes densités 
temps de réponse obtenus avec Roaring ont surpassé ceux avec Concise de 11%. Sur 
les fortes densités, la capacité de Concise à compresser les longues suites de bits à 1 lui 
a permis d 'aboutir à des temps de réponse qui dépassent ceux calculés pour Roaring de 
11%. 
5.4.5 Expériences évaluant les temps pour calculer le complément d ' un bitmap 
Ces expériences évaluent les temps moyens pour exécuter une requête Timeseries fai-
sant une agrégation sur les valeurs de l 'attribut métrique "count" accédées à l 'aide du 
complément d ' un bitmap donné comme filtre. Les bitmaps des précédents essais ont 
été utili sés ici pour comparer les performances obtenues avec des bitmaps de type Roa-
ring et Concise sur différentes densités. Les résultats calculés sont rapportés sur la 
Figure 5.6. 
Les résultats montrent que les performances de Concise sont nettement supérieures à 
celles de Roaring sur les plus faibles et plus fortes densités (de 30% et de 5%, respec-
tivement). Cela revient à la présence de longues sui tes de bits de 0 et de 1, respective-
ment, sur les deux densités, et à la capacité de l'encodage RLE adopté par Concise à 
compresser une telle séquence de bits en un seul mot CPU, sur lequel il sera très fa-
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cile ensuite de calculer le complément en inversant seulement Je bit du mot indiquant 
Je sens des bits compressés (0 ou 1 ). Tandis que Roaring nécessitera, en général, de 
créer de nouveaux conteneurs pour représenter les entiers non présents dans le bitmap 
original (opérations très rencontrées dans Je cas des très fa ibles densités), d 'effectuer la 
conversion des conteneurs du bitmap initial (tableaux vers bitmaps et bitmaps vers ta-
bleaux), et de parcourir chaque nouveau conteneur pour y ajouter les entiers manquants. 
Cependant, sur les faib les et moyennes densités, de telles suites de bits deviennent très 
rares. Dans ces cas, Concise est majoritairement constitué de mots littéraux, et la solu-
tion de compression bitmap procède à la lecture de chacun de ces mots afi n de calculer 
leurs inverses, permettant à Roaring de montrer une légère avancée en performances 
par rapport à Concise, so it de 3o/c sur les faibles densités et de 7o/c sur les moyennes 
densités. 
5.4.6 Expériences sur la consommation de l'espace mémoire avec chacun de Roa-
ring et de Concise 
Après le long travail réalisé pour évaluer les performances temporelles de Roaring et 
de Concise lors de l' exécution de requêtes d'analyses sur le SGBD Druid, une question 
ne pouvant passer inaperçue est celle concernant l'utilisation de l'espace mémoire avec 
chacune des deux techniques de compression bitmap évaluées. Pour donner une brève 
idée des performances spatiales des deux modèles de compression bitmap, on rapporte 
la taille totale du fichier plat stockant les index bitmap sériali sés sur disque de chacune 
des deux sources de données (1 ' une étant indexée avec Roaring et la seconde avec 
Concise) utilisées lors des essais précédents. La Fi gure 5.7 montre la taille occupée sur 
disque par les fichiers plats des bitmaps de type Roaring et Concise . 
Bien que la méthode Roaring offre, en général , de remarquables temps de réponse, les 
résultats montrent qu ' elle est d 'environ 15% plus gourmande que Concise en matière 
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Figure 5 .7 : Tailles des espaces mé mo ire occupés par les index Roaring et Concise sur 
le di sque 
de lecture des bi tm aps depui s le disque, car avec l'index de haut niveau du modèle Roa-
ring, le CPU évite souvent, pour un bitmap donné, de charger des contene urs ne parti-
cipant pas aux traitements e n cours d 'exécution, contrairement à Concise pour leque l 
tout le bitmap doit ê tre chargé depui s le di sque afin d 'être traité . Auss i, même lorsque 
des conteneurs d ' un bitmap Roaring sont lus par le processeur, ce dernie r pourra les 
traiter beaucoup plus rap idement en effectuant des traitements super-scalaires capables 
de traiter plus ieurs sui tes de bits en parall è le, chose impossible à réaliser avec les mots 
d ' un bitmap Concise qui nécess itent des embranchements conditi onnels pour chaque 
mot CPU ralenti ssant au fin al les temps d ' exécution. 
5 .5 Conclusion 
Ce chapi tre fait é tat du projet d ' in tégration de la solution de compress ion bi tmap Roa-
ring bitmap au moteur OLAP Druid, tâche réalisée en coll aboration avec l'éq uipe de 
développement logic iel de la société Meta-markets. Tout d 'abord, une introduction sur 
les princ ipaux fa its ayant me né à la réalisati on de ce projet a é té donnée. E nsuite, une 
présentation détaill ée d ' importants concepts du système de traitement de données mas-
sives Druid a été faite. Une section donnant un bref aperçu des différents types de 
requêtes d ' analyses supportées par Druid et pouvant uti liser de bitmaps lors de l'exé-
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cution s'en est suivie. La dernière section a présenté le expériences conduites pour 
évaluer les performances temps-espace de Roaring et de Concise au sein de Druid. Roa-
ring a montré qu ' il pouvait améliorer jusqu 'à 5 fo is les temps de réponse de requêtes 
de recherche, et jusqu 'à 2 fois les temps de traitement de requêtes d 'agrégations. 
Après avoir constaté qu ' il arrivait à Concise d 'être plus compact que Roaring et de trai-
ter des bitmaps plus rapidement lorsque ces derniers comportent de longues suites de 
bits à 1, un nouveau modèle de conteneurs a été développé pour Roaring qui est pé-
cialement adapté à ce genre de conditions et qui est capable de compresser de longues 
suites de bits à 1 en appliquant une fo rme d'encodage RLE. Une évaluation des perfo r-
mances de cette nouvelle version de Roaring sur le moteur OLAP Druid est envisagée 




Les index bitmap sont très utilisés dans les bases de données et mo teurs de recherche. 
Leur fo rme compacte et leur capac ité à tirer profi t du traiteme nt para llè le de bits (bit-
levet parallelism) dan les CPU le ur permettent d 'accélére r les temp de réponse des 
requêtes. L'effic acité des index bitmap e t la rgement reconnue lorsque utilisés sur des 
ensembles de faibl es cardin alités. Cepe nd ant, sur des ensembles de fortes cardin alités, 
leurs performances spati o- tempo relles se dégradent cons idérablem ent. 
Plusieurs contribu tions scie ntifi ques e sont penchés sur cette problématique dans le 
bu t de réduire la tai lle des index bitmap e t d 'accélérer leurs temps de traitements. Les 
travaux de cette thèse abordent cette problé matique, en commençant par p résente r un 
état de l'art des trois types de so lutions proposées dans la littérature pour résoudre ce 
problèm e. Le pre mier type de solutions étudié est le paquetage des bitmaps, qui permet 
d ' indexer plus ieurs valeurs di tinc tes avec un seul bitmap. Bien que ces contributions 
rédui sent l' espace mém oire occupé par les bitmaps, e ll es engendrent souvent un coût 
lié à une phase de véri fication suppl émenta ire, appelée phase de véri fica ti on candidate, 
qui requi ert l' accès aux données stockée sur le disque, consommant par co nséquent 
d ' importants temps de traitem ents qui fi nissent par dominer les temps de réponse des 
requêtes . Quelques importants travaux scientifiques introduits dans la litté rature pour 
diminuer les temps de cette phase de vérificati on supplémentaire ont é té présentés dans 
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cette thèse. 
Le deuxième type de solutions traitant la problématique de la thèse a été étudié aussi . 
Ce type repose ur l'encodage des bitmaps afin de réduire le nombre de bitmaps à sto-
cker et à lire lor de l'exécution de requêtes . Les propositions traitant de ce type de 
solutions se c lassent en deux grandes catégories : techniques d 'encodage bas iques et 
techniques d 'encodage composées. La première catégorie renferme trois formes essen-
tielles d 'encodage des bitmaps: par égalité, par rang (Chan et Ioannidis, 1998a) et par 
intervalle (Chan e t Ioannidi s, 1999), chacun é tant respectiveme nt adapté pour les re-
quêtes à prédicats d 'égalités, d ' intervall es à sens unique et à deux sens. La deuxième 
catégorie de techniques d 'encodage regroupe des so lutions combinant les encodages 
bas iques afin de représenter les bitmaps en plus ieurs compo antes. Ces composantes 
sont construites avec moins de bitmaps comparé aux encodages bas iques et en li sent 
encore moins lors de traitements de requêtes, améliorant a insi l'occupation de l'espace 
mémoire et les temps de répon se. Ces techniques se répartissent en des e ncodages mul-
ticomposantes e t multiniveaux. 
Le troi ième type de o lutions, su r lequel portent le contribution de la thè e, con-
siste en J' application de techniques de compres ion sur des bitmaps individuel s. Les 
premiers travaux introduits dans la litté rature de ce type de so lutions proposent des mé-
thodes qui atteignent de forts taux de compres ion une fois appliquées sur des bitmaps, 
mai s qui requi èrent des temps de calculs farami neux pour exécuter des traitements sur 
le bitmaps une fois compressés. Cel a revi e nt au fa it de devoir entièrement décompres-
ser un bitmap avant de pouvoir y effectuer des opérations. Parmi les travaux faisant 
partie de cette gamme de co ntributi ons, cette thèse a commencé par un survo l des mé-
thodes de compression textuelle, comme : le codage de Huffman (Huffman, 1952), 
LZ77 (Ziv e t Lempel , 1977 ; Gaill y, 1998), LLRVN (Fraenkel e t Kle in , 1985), e tc. En-
suite, des techniques de compress ion d 'enti ers ont é té présentées, te lles que : Golomb 
et Rice coding (Rice et Plaunt, 1971), Interpolative coding (Moffat et Stuiver, 2000), 
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Eli as gamma et delta coding (Eli as, 1975), e tc. Pour finir, des sys tè mes de compression 
génériques, par exemple: ExpGol (Teuhola, 1978) ont é té vis ités . 
Après avoir consta té Je besoin d ' une technique de compression bitmap compacte et 
effi cace, A ntoshenkov a introduit la solution BEC (Antoshenkov, 1995), qui combine 
une compress ion par plage de valeurs avec une représentation bitmap sous forme d ' une 
chaîne de bits alignée par blocs d 'octe ts . Cette méthode conso mme un peu plu d ' es-
pace mé moire que les anciennes solutions, mais des expériences (Johnson, 1999) ont 
révélé que sa capacité à faire des tra ite ments sur des bitmaps compressés a pe rmis 
d 'amélio rer de 50 fo i les temp d 'exécution d 'opérations logiques lorsque comparée à 
des solutions de compress ion traditionne lles. 
Wu et al. (200l a) ont trava illé sur l' amélio ration de la so lu tion BEC, et ont fi ni par 
introduire la méthode de compress ion WAH , qui se caractérise par un fo rmat beaucoup 
plus s imple que celui de BEC et qui s ' adapte beaucoup mieux aux architectures des 
CPU grâce à un alignem ent de bits par mots CPU. Ainsi, WAH a permi s d ' améliore r 
de 12 fo is les temps de ca lcul s d ' opérations logiques entre bitmaps comparé à BEC. 
Cepe ndant, l'a li gne ment des bits par blocs d 'octe ts pe rmet à BEC d 'être plus compact 
que WA H , te l que rapporté par les expériences de Wu et al. (2006) , qui o nt révélé que 
les bitmaps compressés par BEC so nt de 60% moins volumineux que ceux compre sé 
par WA H. 
Plus ieurs travaux basés sur le modè le WAH ont é té introduits par la suite, dans le but 
d 'améliorer un peu plus les taux de compression e t les te mp de traite ment de la mé-
thode WA H. Cette thèse a rapporté quelques importantes co ntributions parmi ces solu-
tions, comme : Concise et PLWAH qui améliore nt de 2 fo is les taux de compress ion par 
rapport à WAH sur des bitmaps de fa ibles densités, sans augmenter les temps de ca lcul s . 
Une approche adoptant un encodage hybride pour compresser les bitmaps a été éga le-
ment évoquée dans la thèse. Ce travail a é té réali sé au sein du SGBD RIDBit (O ' Neil 
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et al., 2007) et consiste à basculer la représentation d ' un bitmap vers une liste d 'entiers, 
lorsque sa densité est jugée assez faible. 
Après Je survol de littérature, la première contribution scientifique de cette thèse a été 
introduite. Il a été constaté lors de nos recherches que la plupart des modèles de com-
pression bitmap proposés ces 15 dernières années se basent sur Je modèle de BBC. Cette 
thèse propose un nouveau modèle de compression bitmap, appelé Roaring bitmap, qui 
adopte une combinaison de plusieurs structures de données pour compresser un bitmap 
et accélérer ces temps de traitements. Après avoir présenté en détail les concepts de 
ce nouveau format de bitmaps, sa méthode de compression et les différentes stratégies 
adoptées pour exécuter rapidement plusieurs types d 'opérations sur des bitmaps : ET 
ou OU logiques, accès aléatoires, etc. Des expériences ont été mises en œuvre pour 
comparer les performances de cette technique avec celles d 'autres librai ries parmi les 
plus connues dans la littérature : WAH et Concise. Sur des données synthétiques, les 
résultats ont montré que dans les cas de faibles densités, Roaring bitmap réduit de 50% 
la quantité de mémoire occupée par des bitmaps compressés avec Concise et de 75% 
celle de bitmaps compressés par WAH. Tandis que pour calculer des opérations ET et 
OU logiques entre bitmaps, Roaring bitmap a été de 4 à 5 fo is plus rapide que Concise 
et WAH. Le nouveau fo rmat a été auss i plus rapide que les deux autres so lutions lors 
d 'expériences évaluant les temps moyen pour inver er un bit aléatoire (insérer ou np-
primer un enti er) dans un bitmap. Sur des données réelles, Roaring bitmap a consommé 
jusqu 'à 2 fo is moins d 'espace que WAH et Concise, et a pu exécuter des opérations ET 
logiques jusqu'à 1100 fois plus vite que les deux autres méthodes. 
Aprè le urva l de littérature, la première contribution scientifique de cette thèse a été 
introduite. Il a été constaté lors de nos recherches que la plupart des modèles de com-
pression bitmap proposés ces 15 dernières années se basent ur le modèle de BBC. Cette 
thèse propose un nouveau modèle de compression bitmap, appelé Roaring bitmap, qui 
adopte une combinaison de plusieurs structures de données pour compresser un bitmap 
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et accélérer ces temps de traitements. Tout d 'abord, la thèse a introduit les concepts 
de ce nouveau format de bitmaps, sa méthode de compress ion et les différentes straté-
gies adoptées pour exécuter rapidement plusieurs types d'opérations sur des bitmaps, 
comme : les ET et OU logiques, les accès aléato ires, etc. Par la suite, des expériences 
ont été mises en œuvre pour comparer les pelformances de cette technique avec celles 
d 'autres librairies parmi les plus connues dans la littérature: WAH et Concise. Sur des 
données synthétiques, les résultats ont montré que dans les cas de faibles densités, Roa-
ring bitmap réduit de 50% la quantité de mémoire occupée par des bitmaps compressés 
avec Concise et de 75% celle de bitmaps compressés par WAH. Tandis que pour calcu-
ler des opérations ET et OU logiques entre bitmaps, Roaring bitmap a été de 4 à 5 fois 
plus rapide que Concise et WAH. Le nouveau fo rmat a été aussi plus rapide que les 
deux autres solutions lors d 'expériences évaluant les temps moyens pour inverser un 
bit aléato ire (insérer ou supprimer un entier) dans un bitmap. Sur des données réell es, 
Roaring bitmap a consommé jusqu 'à 2 fois moins d 'espace que WAH et Concise, et a 
pu exécuter des opérations ET logiques jusqu 'à 1100 fois plus vite que les deux autres 
méthodes . 
D 'autres tests ont été conduits aussi pour comparer les performances de Roaring bitmap 
avec celles de Concise sur des bitmaps séri alisés en mémoire externe et manipulés 
via du memory-mapping. Les résultats ont montré que Roaring bitmap a été jusqu 'à 
1, 6 fois plus compact sur di sque et a permis de calculer le OU logique et le ET logique 
de plusieurs bitmaps, respectivement, 129 fois et 94 fois plus rapidement comparé à 
Concise. La vitesse de récupération des bits positifs d'un bitmap a également été testée, 
et Roaring bitmap a été 5 fois plus efficace que Concise. 
La majorité des librairies de représentation de bitmaps di sponibles en code libre (Open 
Source) ne supportent que des bitmaps d 'au plus 232 entrées. Avec le volume des co l-
lections de données qui ne cessent de croître de nos jours, ce solutions de représenta-
tion de bitmaps s'avèrent impraticables dans de nombreuses situati ons. Les ingénieurs 
,-------------------------------------------- --
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du moteur de recherche Apache Lucene (Apache, 20 12) ont rencontré ce problème et 
ont proposé une librairie OpenBitSet pouvant allouer des bitmaps supportant jusqu'à 
64 x 232 - 1 entrées. Cependant, cette solution n'applique pas de forme de compres-
sion, et reste de ce fait peu efficace en matière de taux de compression et temps de 
traitement. 
Cette thèse a introduit trois nouveaux modèles de compression bitmap basés sur le mo-
dèle Roaring bitmap, et qui permettent d 'allouer des bitmaps aya nt jusqu 'à 264 entrées. 
Le premier modèle est celui de RoaringTreeMap, qui adopte un arbre rouge-noir dont 
les nœuds sont composés d ' une clé de 32 bits et d ' un Roaring bitmap. Un groupe d 'en-
tiers de 64 bits partageant les mêmes 32 bits de poids fo rt sont gardés dans un nœud 
de l'arbre. La clé du nœud maintient les 32 bits de poid fo rt du groupe d 'entiers et le 
Roaring bitmap associé au nœud conserve le 32 bits de poids faible. 
Le deuxième est le format RoaringTwoLevels dont la structure combine un tableau dy-
namique sur le premier niveau du bitmap, et des conteneurs du modèle Roaring bitmap 
ur le niveau sub équent. Une entrée du premier niveau est composée d ' une clé de 
64 bit et d'un conteneur. Une telle entrée regroupe des entier de 64 bits partageant les 
mêmes 48 bits de poids fort. Les 48 bits communs sont gardés dans les bits de poids 
fort de la clé, et les 16 bits de poids faible restants du groupe d ' entiers sont con ervés 
dans le conteneur. Les 16 bits non utilisés d' une clé servent à garder la cardinalité du 
groupe d'entiers indexés par une entrée de premier niveau. 
La troisième structure, LazyRoaring, utilise des tableaux dynamiques sur les hauts ni-
veaux de la structure avec des conteneur du form at Roaring bitmap sur le ba niveau. 
Le premier niveau conti ent un tableau dynamique dans lequel chaque entrée renferme 
une clé de 32 bits et un tableau dynarrùque de deuxième niveau. Une entrée de ce der-
ni er comporte une clé de 16 bits et un conteneur du modèle Roaring bitmap. Un groupe 
d ' entiers ayant les mêmes 32 bits de poids fort, sont regroupé dan une entrée du ta-
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bleau de premier niveau. La clé de l'entrée gardera la valeur des 32 bits communs, et 
les 32 bits restants seront passés au tableau de deuxième niveau associé à l' entrée. Un 
tableau de deuxième niveau rassemble à son tour un groupe d 'entiers de 32 bits qui ont 
des 16 bits de poids fort équivalents dans une même entrée. Les 16 bits partagés seront 
gardés par la c lé de l 'entrée, et les 16 bits restants seront conservés dans le conteneur 
pointé par l' entrée. 
Des expériences sur des données synthétiques sui vants deux types de di str ibutions ont 
été réalisées pour évaluer les perfo rmances de ces trois nouveaux modèles avec cell es 
de la solution d 'Apache Lucen, OpenBitSet, et celles de coll ecti ons Java proposées 
dans le paque tage Java.Util : ArrayList, LinkedList, HashSet et TreeSet. Les résultats 
ont révélé que les tro is modèles proposés ont calculé des intersecti ons jusqu ' à ~ 6 mil-
lions de fo is plus vite qu ' Open.BitSet, ju squ'à~ 63 milles fo is plus rapidement que 
les deux collecti ons Java ArrayList et LinkedList, et ~ 6 fo is plus effi cacement que les 
structures HashSet et TreeSet. Lors de 1 'évaluati on des temps moyens pour calculer une 
union entre deux bi tmaps, les tro is fo rmats proposé ont été jusqu ' à ~ 3 millions de 
fo is p lus effi caces qu' OpenBitSet. Cette dernière struc ture a montré aussi qu 'ell e était 
jusqu 'à~ 14 millions de fo is plus lente que les trois modèles introduits pour insérer un 
entier de 64 bits généré aléatoirement. En matière d 'occupati on d 'espace mémoire, la 
structure OpenBitSet et les coll ec tions Java ont été jusqu 'à ~ 127 mille fo is et j usqu 'à 
~ 4 fo is, respectivement, plus gourmandes en con ommation mémoi re comparé aux 
tro is modèles présentés. 
Afi n de valider le fo rmat de la so lution Roaring bitmap au sein d ' un SGBD réel, cette 
méthode de compress ion bitmap a été intégrée à un moteur OLAP disponible en code 
libre : Druid. Ce système utili se des bitmaps pour accélérer les opérations OLAP de 
type drill-dawn, et adoptait auparavant la solution Concise comme seule méthode de 
compression bitmap. Druid supporte plusieurs types de requêtes d ' analyses pouvant 
fa ire recours à des bitmaps pour améliorer leurs temps de répon e. Ces requêtes d ' ana-
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lyses se divisent en deux classes: des requêtes d 'agrégations, comme GroupBy, Timese-
ries et TopN, et des requêtes de recherche, telles que Search et Select. Des expériences 
ont été conduites pour comparer les temps de réponse obtenus pour ces différents types 
de requêtes lor que accélérées avec Concise ou Roaring bitmap. Les résultats ont mon-
tré que Roaring bitmap a permis de réduire jusqu 'à 2 fo is les temps de réponse de 
requêtes d'agrégations, et jusqu'à 5 fo is les temps de tmitements de reqüêtes de re-
cherche comparé à Concise. Cette thèse a présenté les principaux points de ce travail , 
notamment une présentation détaillée du moteur OLAP Druid et de ses requêtes sup-
portées, de expériences mises en œuvre, des résul tats obtenus et des analyses de ces 
ré ul tat . 
6. 1 Travaux futurs 
Lors des expériences qui ont comparé les perfo rmances de Roaring bitmap et de Con-
cise au sein de Druid, il a été constaté que Concise a pu réaliser quelques types de 
traitements un peu plus effi cacement que Roaring bitmap sur des donnée contenant de 
longues suites de bits à 1. Cela rev ient à J' encodage RLE adopté par Concise qui lui 
permet de repré enter une te lle séquence de bits en un seul mot CPU, ce qui l' aide à 
accélérer le parcours des bitmaps. Suite à cette observation, une nouvell e version de 
Roaring bitmap a été mise en œuvre qui supporte une fo rme de compress ion RLE au 
niveau de conteneurs, permettant de représenter effi cacement des longues séquences 
de bits à 1 dans un bitmap. Une évaluation des perfo rmances de cette nouvelle version 
de Roaring bitmap au sein du moteur OLAP Druid est lai sée comme travaux futur . 
Le modèle LazyRoaring représentant des entiers de 64 b its a montré de remarquab les 
perfo rmances lors du calcul d 'opérations d ' unions entre bitmaps par rapport aux deux 
autres modèles introdui ts. Ceci est dû à sa stratégie copy-on-write, qui retarde la copie 
de quelques conteneurs et de quelques entrées du deuxième niveau lors d'une opération 
logique qu ' au moment où l' un de ces objets partagés aura à être modi fié pour un bitmap 
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quelconque. L' implémentation de cette stratégie pour le modèle Roaring bitmap sur des 
entiers à 32 bits promettrait de remarqu ables améliorations dans les temps de calcul 
d 'opérations logiques . 
Le format de Roaring bitmap divisant les données entre différents conteneurs permet 
de traiter ses conteneurs indépendamment les uns des autres. Sur une machine avec 
une architecture parallèle, les conteneurs d ' un Roaring bitmap pourraient être répar-
tis entre di fférents processeurs afin de bénéfic ier de calculs parallèles, ce qui pourrait 
améliorer les temps de traitements d ' un Roaring bitmap. De précédents travaux (S inha 
et Winslett, 2007) ont appliqué des calculs parallèles sur des solutions basées ur le 
modèle WAH, mais le format de ces méthodes ne s implifi e pas une telle tâche comparé 
à celui de Roaring bitmap. Un projet mettant en œ uvre de expériences comparant les 
performances de Roaring bitmap avec celles d 'autres solutions basées sur le modèle 
WAH, lorsque les différentes opérations évaluées sont exécutées à l'aide de traitements 
parallèles, pourrait donner des résultats intéressants. 
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ANNEXE 
Algorithme VI.!: Requête GroupE y opérant des OU logiques entre des bitmaps de très 
faibles card inalités 
"queryType " "groupBy ", 
"dataSource " "TPCH_benchmark_concise ", 
"granularity " : "all ", 
"dimensions ": [ "l_shipmode "], 
" filter " : 11 type ": "or 11 , 
" fields ": 
"type ": "selector", "dimension " : " 1 _receiptdate ", .. value ": " 1994-12-03 " ) , 
" type ": "selector", "dimension ": " 1 _receiptdate ", "value ": " 1993-03-04 " ) , 
"type ": "selector ", 11 dimension ": "l_receiptdate ", "va lu e ": " 1993-05-06 " ) , 
"type ": "selector ", 11 dimension ": "l_receiptdate ", "val ue ": " 1993-05-23 " ) , 
"type ": "se lee tor ", "dimension ": " 1 _receiptdate ", "value ": " 1994-10-12 " ) , 
" type ": " selector", "dimension ": " l_receiptdate ", "value ": " 1993-01-04 " ) , 
"type ": "selector ", "dimension " : "l_receiptdate 11 , "value ": " 1992-10-20 " ) , 
" type ": "selector ", "dimension ": " l_receiptdate ", "value ": " 1992-07-10 " ) , 
"type ": "selector ", "dimension ": " 1 _receiptdate " , "value " : " 1993-02-25 " ) , 
11 type ": "selector ", "dimension ": " 1 _receiptdate ", " value " : " 1993-08-05 " ) , 
"type ": "selector ", "dimension ": " 1 _suppkey ", "value ": "5099 " ) , 
" type ": "selector ", "dimension ": " 1 _suppkey ", "value ": " 5055 " ), 
"type " : "selector ", "dimension ": " 1 _suppkey ", "value ": " 4900 " ) , 
" type ": "selector ", "dimension " : " 1 _suppkey ", "value ": " 4605 " ) , 
"type " : "selector ", "dimension ": " 1 _suppkey ", "value ": " 5682 " ) , 
"type ": "selector ", "dimension 11 : "l_suppkey " 1 "value ": " 4981 " ) , 
"type ": "selector ", "dimension ": " l_suppkey ", 11 value ": " 5229 " ) , 
"type ": "selector ", "dimension ": " l_suppkey ", "value ": "4997 " ) , 
" type ": " selector ", "dimension ": "l_commitdate 11 1 "value " : " 1993-10-06 " ) , 
ntype n: "se l ector ", "dimension .. : "l_commitdate ", 11 value ": "1 992-11-21 " ) , 
" type ": " select o r ", "dimension ": "l_commitdate " 1 "value ": " 1993-05-06 " ) , 
"type ": 11 Selector ", "dimension ": "l_commitdate ", "value ": "1994-07-20 " } ]} , 
" intervals " : [ "1980-12-31T23 : 59 : 59.999/2005-01-30T00 : 00 : 00 . 000 " ] , 
" aggregations ": 
"type ": "doubleSum " 1 "n ame ": "L_TAX ", "fieldName ": "L_TAX_doubleSum " 
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Algorithme V1.2: Requête GroupB y opérant des OU logiques entre des bitmaps de 
fa ibles cardinalités 
"queryType " "groupBy ", 
"dataSource " "TPCH_benchmark_concise ", 
"granularity ": "al l", 
"dimensions ": [ "l_shipmode "] , 
"fil ter ": 
"type ": "or ", 
"fields 11 : 
'' type ": 
"type ": 
" type " : 
"type ": 
" type ": 
"type ": 
" type ": 
"type ": 
" type ": 
"type ": 
" type ": 
"type " : 
" type ": 




" type ": 
"type ": 
"type ": 
"type " : 
" type ": 
) , 
"selectOr 11 , 
.. selector 11 , 
"selector ", 
"selector 11 , 
"selector ", 
"select or ", 
"selector ", 
"selector ", 
11 Selector ", 
"select or ", 
"selector ", 
"selector 11 , 
"selector ", 
" selector ", 
"selector 11 , 
"selector " 1 
"selector " 1 
"selector '' 1 
"selector " 1 
"selector " 1 
"selector ", 
"selector " 1 
"dimension ": 
"dimension ": 
"dimension .. : 
"dimension .. : 
"dimension .. : 
"dimension 11 : 
"dimension .. : 
"dimension ": 
"dimension .. : 
"dimension " : 
"dimension ": 




"dimension " : 
"dimension " : 
"dimension " : 
"dimension " : 
"dimension ": 
"dimension " : 
"dimension ": 
"l_quantity ", "value ": "35 " ) , 
"l_quantity ", "value ": "25 " ), 
" l_quantity ", "value ": " 32 " ) , 
"l_quantity ", "value ": "23 " ) , 
"l_quantity ", "value ": "16 " ) , 
"l_quantity ", "value ": "9 " ) , 
"l_quantity ", "value ": 11 41 " ) , 
"l_quantity ", "value ": " l " ) , 
"l_quantity ", "value ": "36 " ) , 
"l_quantity ", "value ": "42 " ) ' 
"!_discount ", "value ": " 0 . 05 " ) , 
"!_discount ", "value ": " 0.07 " ) , 
"!_discount ", "value ": "0.02 " ) , 
11 l_discount ", " value ": " 0 . 01 " ) , 
"!_discount ", "value ": " 0.10 " ) , 
" !_discount ", " value ": " 0 . 04 " ) , 
11 l_discount ", "value ": "0.09 " ) , 
" !_discount ", " value ": " 0 . 03 " ) ' 
"l_linenumber ", "value " : "7 " ) , 
"l_linenumber ", "value ": Il 6 " ) , 
"l_linenumber ", "value ": " 5 11 ) , 
11 l_linenumber "l "value ": "4 " 
" intervals " : [ " 1980-12-31T23 : 59 : 59 . 999/2005-0l - 30TOO : OO : OO . OOO " ) , 
"aggregations ": 
( " type ": "doubleSum " , " name ": " L_TAX " , " fieldName ": " L_TAX_doubleSum " 
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Algorithme VI.3: Requête GroupBy opérant des OU logiques entre des bitmaps de 
moyennes cardinalités 
"queryType " "groupBy " , 
"dataSou rce " "TPCH_benchmark_concise ", 
ngranularity ": "al! '', 
"dimensions ": [ " l_shipmode " ] , 
"fil ter ": 
'' type " : "or ", 
"fields " : 
" type " : "selector ", 
"type ": "selector ", 
PERSON " } , 
"dimension " : 
"dimension ": 
'' l_shipinstruct '','' val ue '': 
'' l_shipinstruct '',''value '': 
"COL LECT COD " 
" DELIVER IN 
"type ": "selector ", 11 dimension ": '' l_shipinstruct '' ,'' value '' : " TAKE BACK 
RETURN " } , 
"type ": "selector", "dimension " : " 1 _returnflag '' , ''value '' : uA" } , 
" type " : "se l ector ", "dime nsion " : "1 _retur n f l ag " , " va lue ": " R" } , 
"type '' : "se l ector ", "dime nsion " : "l _quantity ", "va l ue " : "9 " } , 
"type ": "select or ", "dimension " : " l_quantity ", "va lue " : " 41 " } , 
" type ": "selector ", "d i mension ": "l_quantity ", "va l ue ": "l " } , 
" type ": "selector ", "dimension ": "l_quantity "," value 11 : "36 " } , 
" type " : "selector", "d i mension " : " l_quantity " , "value ": "42 " } , 
"type ": "selector 11 , "dimension " : "!_discount " , "value .. : " 0 . 05 " } , 
" type ": "selector " , "dimension ": " l_discount " , "value " : " 0.07 " } , 
"type " : "selector", "dimension " : "!_discount ", "value " : "0.02 " } , 
" type " : " selector", "di mensio n ": " l_discount " , .. value " : " 0 . 01 " } , 
"type ": "select or ", "dimension ": " l_discount " , 11 Value ": "0 . 10 " } , 
"type ": "select or ", "dimension ": "!_discount .. , " val ue ": " 0 . 04 " } , 
"type ": "selector ", "dimension ": "l_linenumber ", "value ": "l " } , 
"type ": "selector 11 , 11 dimension " : 11 l_linenumber .. , "value ": " 2 " } , 
"type " : "selector ", "dimension " : "l_linenumber .. , "value " : "3 " } , 
"type " : "selector n, .. dimension " : 11 l_linenumber ", "value .. : 11 4 11 } , 
" type " : " selector " , "dimension " : .. l_linenumber ", "value ": "5 " } , 
"type " : "selector 11 , "dimension ": "l_linenumber ", "value ": "6 11 
} , 
" intervals ": [ " 1980-12-31T23 : 59 : 59 . 999/2005-01-30T00 : 00 : 00 . 000 " ] , 
"aggregations " : 
{ 11 type ": "doubleSum ", "name " : "L_TAX ", "fieldName 11 : "L_TAX_doubleSum " 
}, 
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Algorithme Vl.4: Requête GroupBy opérant des OU logiques entre des bitmaps de 
fortes cardinalités 
"queryType " "groupBy ", 
"dataSource " "TPCH_benchmark_concise " , 
"granularity ": "all ", 
"dimensions " : [ " l_shipmode " ] , 
" filter " : 
"type " : 11 0r ", 
"fields ": 
" type ": 11 Selector ", 
11 type ": "selector 11 , 
PERSON " ) , 
"dimension ": 
"dimension " : 
'' l_shipinstruct '','' value '': 
'' l_shipinstruct '','' value '': 
"COLLECT COD " 
" DELIVER IN 
ntype .. : "selector ", ,. dimension ": '' l_shipinstruct '','' value '' : " TAKE BACK 
RETURN " ) , 
"type ": "selector 11 , 11 dimension " : '' l_returnflag '','' value '': "A" ) , 
" type ": "selector", "dimension 11 : '' l_returnflag '', '' value '': "R" ) , 
"type ": "se lee tor ", "dimension ": "l_quantity "," value ": "9" ) , 
" type ": "selector ", "dimension " : "l_quantity "," value " : "41 " ) , 
"type ": "selector ", "dimension ": "l_quantity "," value ": "l " ) , 
"type ": "selector ", "dimension ": "l_quantity ", .. value .. : 11 36 " ) , 
"type ": 11 Selector ", "dimension " : " l_guantity "," value ": " 42 " ) , 
"type " : 11 Selector ", "dimension " : "l_returnflag ", "value .. : "N" ) , 
" type ": "selector ", "dimension .. : " l_returnflag ", "value " : .. F" ) , 
"type ": "selector ", "dimension ": "l_linestatus ", "value " : "0 " ), 
" type ": "selector ", "dimension ": "!_discount ", "value ": " 0 . 01 " ) , 
"type " : 11 Selector ", .. dimension ": "!_discount ", "value ": "0 . 10 " ) , 
" type " : "selector ", .. dimension ": "!_discount ", "value ": "0 . 04 " ) , 
"type " : "selector ", "dimension ": "l_linenumber ", "value ": "l " ) , 
" type ": "selector ", "dimension ": 11 l_linenumber ", "value ": "2 " ) , 
"type ": 11 Selector ", 11 dimension": "l_linenumber ", "value ": "3 " ) , 
"type " : "selector ", "dimension " : "l _linenumber ", "value ": "4 " ) , 
"type " : "selector .. , "dimension '': "l_linenumber ", "value ": " 5 11 ) , 
"type " : "selector ", "dimension ": "l_linenumber ", "value ": '' 6 " 
) , 
" intervals ": [ " l980-l2-31T23 : 59 : 59 . 999/2005-0l-30T00 : 00 : 00 . 000 " ] , 
"aggregations ": 
{ "type " : "doubleSum ", "name ": 11 L_TAX" , "fieldName ": "L_TAX_doubleSum n 
) , 
169 
Algorithme VI.5 : Requête GroupBy opérant des ET logiques entre des bitmaps de très 
faibles cardinalités 
"queryType " "groupBy " , 
"dataSource " "TPCH_benchmark_concise ", 
"gra nularity ": "a l l " r 
"di mensions ": [" l_shipmode " ) , 
"filter " : 
" type ": 11 and " , 
" fields ": [ 
" type ": "selector ", 
"type ": "selector ", 
" type " : "select or ", 
"type " : "selector ", 
" type " : "select or ", 
"type ": "selector ", 
{ " type ": .. selector ", 
l 
) , 
"dimension " : "l_shipdate ", "value " : "1997-06-01 " }, 
"dimension ": "l_commitdate ", "value '' : 11 1997-05-12 " ), 
"dimension " : " l_receiptdate ", "value ": " 1997-06-02 " ] , 
"dimension " : "l_suppkey ", "value " : "4623 " } , 
"dimension ": " !_comment ", " value ": " c packages " ) , 
"dimension " : "l_partkey ", "value " : "22120 11 ) , 
"dimension " : " l_orderkey ", "value " : " 5050562 " 
" intervals " : [ " 1980-12-31T23 : 59 : 59 . 999/2005-01-30T00 : 00 : 00.000 " ] , 
" aggregations " : [ 
" type ": "doubleSum ", "name " : " l_extendedprice " , " fieldName ":" 
L_EXTENDEDPRICE_doubleSum " 
Algorithme VI.6: Requête GroupBy opérant des ET logiques entre des bitmaps de 
faib les cardinalités 
''queryType '' '' groupBy '', 
"dataSource " " TPCH_benchmark_concise ", 
"granularity " : "all ", 
'' dimensions '' : [ '' l_shipmode '' ] , 
"fi l ter " : 
"type " : "and ", 
" fields ": [ 
"type " : "selector ", "dimension " : "l_shipdate ", "value ": "1997-06-01 " } , 
"type ": "selector ", "dimension " : "l_commitdate ", "value u: "1997-05-12 " 
) , 
"type ": "selector ", "dimension ": "l_s h ipmode ", "value ": 11 AIR 11 ) , 
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) , 
"type " : "selector ", "dimension .. : "l_quantity ", .. value ": "34 .. } , 
"type " : "se l ector ", "dimension ": "l_tax ", "va lue " : "0 . 08 " } , 
" type " : " se l ector ", "dimension ": "l_linenumber ", " value " : " 6 " ) , 
"type " : "se l ector ", "dimension ": "!_discount ", "value ": "0 . 05 " } 
" incervals ": [ " 1980-12-31T23 : 59 : 59 . 999/2005-01-30T00 : 00 :0 0 . 000 " ] , 
"aggregations ": 
"type ": "doubleSum ", "name": "l_extendedprice ", "fieldName 11 : " 
L_EXTENDEDPRICE_doubleSum" 






"granularicy ": "all ", 
"dimensions " : [ "l_shipmode "], 
"filter ": 
" type ": "and ", 
"fields " : 
"type" : 
" ) , 
"type " : 
" type ": 
" type ": 
11 type ": 
"type ": 









"dimension ": " l_shipinstruct "," value " : "COLLECT COD 
"dime nsion ": "l_shipmode ", "value " : "AIR " } , 
"dimension ": "l_returnflag ", "value ": "R" ) , 
"dimension ": "l_quantity .. , "value .. : "35 " } , 
"dimension ": "l_tax ", "value " : "0.06 " } , 
"dimension ": "l_linenumber" , "value " : "l " } , 
"dimension ": "l_discount ", "value " : "0 . 05 " } 
" intervals " : [ " 1980-12-31T23 : 59 : 59.999/2005-01-30T00:00 : 00 . 000 " ] , 
"aggregations " : 
"type ": "doubleSum ", "name ": "l_extendedprice ", "fieldName ": " 
L_EXTENDEDPRICE_doubleSum " 
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Algorithme VI.8: Requête GroupBy opérant des ET logiques entre des bitmaps de 
fortes cardinalités 
"queryType " "groupBy ", 
"dataSource " "TPCH_benchmark_concise ", 
"granularity ": "al l ", 
"dimensions ": [ " l_shipmode " ] , 
"filter ": 
" type " : " and " , 
"fields ": 
"type ": "selector ", "dimension ": "l_shipinstruct "," value " : "COLLECT COD 
Il } , 
" type ": "selector ", "dimension " : "l_shipmode '', "value ": " AIR " 
" type ": .. selector ", "dimension ": "1 _returnflag ", "value ": "N" 
" type " : "selector ", "dimension": " l_linest.at.us ", " value " : " 0 " 
"type " : "selector ", "dimension 11 : "1 _tax ", "value ": " 0.06 " ) , 
"type ": "selector ", "dimension " : " l_linenumber ", "value ": " l " 
" type " : "selector ", "dimension .. : "!_discount ", "value ": "0 . 05 " 
} , 
" intervals " : [ " 1980-12-31T23 : 59 : 59 . 999/2005-01-30T00 :00:00.000 " ] , 
"aggregations ": 







Algorithme YI.9: Requête Timeseries opérant des ET logiques entre des bitmaps de 
moyennes cardinalité 
'' queryType '' '' timeseries '', 
"dataSource " "TPCH_benchmark_concise ", 
"granularity ": "all ", 
"filter ": 
"type ": "and ", 
"fields ": 
"type ": "selector 11 , "dimension ": "l_shipinstruct "," value ": "COLLECT COD " } , 
"type ": "selector ", "dimension ": "l_shipmode 11 , 11 value " : "AIR " } , 
"type ": "select or ", "dimension ": n l_returnflag ", "value " : "R" } , 
"type ": "selector ", "dimension .. : "l_quantity ", "value ": "35 " } , 
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"type ": "selector n, "dimension !!: "l_tax ", "value ": "0.06 " } , 
"type ": "selector", "dimension 11 : .. l_linenumber ", "value " : "l " } , 
" type ": "selector ", "dimens i on " : " l_discount ", "va lue " : " 0 . 05 " } 
} , 
" intervals ": [ " 1980-12-31T23 : 59 : 59.999/2005-01-30T00 : 00 : 00 . 000 " ] , 
"aggregar.ions " : 
"type ": "doubleSum ", "name " : 11 l_extendedprice ", "fieldName ": " 
L_EXTENDEDPRICE_doubleSum" 
Algorithme VI.I 0: Requête TopN opérant des ET logiques entre des bitmaps de 
moyennes cardina li tés 
"queryType " "TopN " , 
"dataSource " "TPCH_benchmark_concise ", 
"granularity .. : "all ", 
" threshold ": 100 , 
'' dimension '':'' l_shipmode '', 
"metric " : "l_extendedprice ", 
"filter " : 
" type .. : !l and .. , 
"fields " : 
" type .. : "select or ", "dimension " : '' l_shipinstruct '', '' value '' : "COLLECT 
11 type " : "selector '', "dimension " : " l_shipmode ", "value ": "AIR " } , 
" type " : "select or ", "dimension !!: "1 _returnflag ", "value " : "R" } , 
" type " : " selector ", "dimension ": " l_quantity ", "value " : "35 " }, 
"type " : "selector ", "dimension ": "l_tax ", "value ": " 0 . 06 " }' 
"type " : "selector ", "dimension ": "l_linenumber ", "value " : "l " } , 
"type ": "select or ", "dimension ": "l_discount 11 , "value ": "0 . 05 " } 
} , 
" intervals ": [ "1980-12-31T23 : 59 : 59.999/2005-01-30T00 : 00 : 00 . 000 " ] , 
"aggrega ions ": 
"type ": •• ctoubleSum ", "name " : '' l_extendedprice ", "fieldName ": " 
L_EXTENDEDPRICE_doubleSum " 
COD " }, 
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Algori thme VI. L 1: Requête Select opérant des OU logiques entre des bi tmaps de 
moyennes cardinalités 
'' queryType '' '' select '', 
"dataSource " "TPCH_benchmark_roaring ", 
"granularity ": "day ", 
"dimensions ": [ "l_shipmode ", "l_shipdate " ) , 
"met ries ": [ "L_TAX ", "L_QUANTITY"], 
"context ": { "useCache " : false , "populateCache ": false) , 
" filter ": 
) , 
" type ": "or ", 
"fields ": 
" type ": "selector", 
"type ": "selector", 
"type " : "selector", 
"type ": "selector", 
"type !!: "selector ", 
"type ": "selector ", 
" type ": "sel ector ", 
"type ": "selector ", 
"type ": "selector ", 
" type ": " selector ", 
"type ": "selector ", 
"type ": "selector ", 
"type ": "selector ", 
" type ": "selector ", 
"type ": "selector ", 
" type ": "selector ", 
"type ": "selector ", 
"type ": "selector ", 
" type ": "selector", 
"type ": '' selector ", 
" type ": "selector ", 






"dimension " : 
"dime ns i on ": 
"dimension ": 












"dimension " : 
"dimension ": 
" l_receiptdate ", "value ": "1994-12-03 " 
'' l_receiptdate '', '' value '': "1993-03-04 " 
" l_receiptdate "," value " : "1993-05-06 " 
'' l_receiptdate '' , '' value '' : "1993-05-23 " 
" 1 _receiptdate "," value " : " 1994-10-12 " 
''l_receiptdate '', ''value '' : " 1993-01-04 " 
'' l_receiptdate '', '' value '': " 1992-10-20 " 
" 1 _receiptdate '', '' value '': " 1992-07-10 " 
" 1 _receiptdate'', '' value '' : " 1993-02-25 " 
'' l_receiptdate '','' value '': "1993-08-05 " 
" 1 _suppkey ", "value ": " 5099 " ) , 
" 1 _suppkey ", 11 Value ": " 50 55 " ) , 
" 1 _suppkey ", "value ": " 4900 " ) , 
" l_suppkey ", "value ": " 4605 " ) , 
" l_suppkey ", "value ": " 5682 " ) , 
" l_suppkey ", "value ": "4981 " ) , 
" l_suppkey ", "value " : " 5229 " ) , 
" l_suppkey ", "value " : " 4997 " ) , 
" l_shipdate ", "value ": "1997-06-01 " ) , 
" l_shipdate ", "value ": " 1994-09-16 " ) , 
" l_shipdate ", "value ": " 1998-03-23 " ) , 
"l_shipdate ", "value ": " 1995-05-30 " 
"pagingSpec ": { "pagingidentifiers ": {) , " threshold ": 5) , 
" intervals ": [ " 1980-12-31T23 : 59 : 59.999/2005-01-30T00 : 00:00.000 " 
) , 
) , 
) , 
) , 
) , 
) , 
) , 
) , 
) , 
) , 
