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Abstract
This paper is devoted to the study of some formulas for polynomial decomposition of the
exponential of a square matrix A. More precisely, we suppose that the minimal polynomial
MA(X) of A is known and has degree m. Therefore, etA is given in terms of P0(A), . . . ,
Pm−1(A), where the Pj (A) are polynomials in A of degree less than m, and some explicit
analytic functions. Examples and applications are given. In particular, the two cases m = 5
and m = 6 are considered. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
The role of the matrix exponential is important in many fields of mathematics and
physics. Therefore, many theoretical and numerical methods have been developed
for the computation of the powers An (n  r  2) and exp(tA), for every square
matrix A ∈ GL(r;C) (see [1–4,7,8,12,14,16,17], for example).
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For every A ∈ GL(r;C) the Cayley–Hamilton Theorem allows us to have the ba-
sic decomposition exp(tA) =∑r−1k=0 fk(t)Ak , where f0, . . . , fr−1 are some analytic
functions that depend on the characteristic polynomial. Using the minimal polyno-
mial MA(X) of A, we have exp(tA) =∑m−1k=0 fk(t)Ak , where m = deg(MA(X)) and
f0, . . . , fm−1 are some analytic functions (see [1–4,12,15]). More precisely, from the
knowledge of the Jordan normal form of A, Cheng–Yau’s method may be used for
computing f0, . . . , fm−1, by solving some systems of linear equation (see [4]). The
method developed in [2] is based on the properties of linear recurrence relations (see
[5,6,9–11,13–15], for example). The results of [2] give rise to explicit expressions of
the analytic functions f0, . . . , fr−1 in terms of the coefficients of the characteristic
polynomial of A. The preceding process is still valid for every polynomial R(X)
satisfying R(A) =  (see [2]).
In this paper we study some properties and formulas for the basic decomposition
etA =
∑m−1
k=0 fk(t)Ak , by considering the Jordan normal form of A. We investigate the
expression exp(tA) =∑m−1k=0 fk(t)Pk(A), where Pk(X) (0  k  r − 1) are poly-
nomials such that degree(Pk(X))  m− 1 and fk (0  k  r − 1) are some analytic
functions. Our approach allows us to give more explicit formulas for etA.
This paper is organized as follows. In Section 2 we study the basic polynomial
decomposition of etA. Section 3 is devoted to the general method for computing
the polynomial decomposition of etA. In Section 4 we apply our approach to some
classical special cases. In Section 5 we give examples and applications. Finally, Sec-
tion 6 is devoted to the closed relation between the method of [2] and results of the
preceding sections.
2. Jordan normal form and basic decomposition of etA
Let A∈GL(r;C) and PA(X)=Xr − a0Xr−1 − · · · − ar−1 be its characteristic
polynomial. The Cayley–Hamilton Theorem shows that An = a0An−1 − · · · − ar−1
An−r for every n  r . Suppose that there exists a polynomial RA(X) = Xs − b0
Xs−1 − · · · − bs−1 (2  s  r) such that RA(A) = r , where r is the zero r × r-
matrix. Then we have An = b0An−1 − · · · − bs−1An−s for every n  s. This holds,
for example, if RA(X) = MA(X) = Xm − b0Xm−1 − · · · − bm−1 is the minimal
polynomial of A. Therefore, the exponential of A is given under the following form:
etA = f0(t)Ir + f1(t)A+ · · · + fs−1(t)As−1, (1)
where Ir denote the r × r identity matrix and f0, f1, . . . , fs−1 are some analytic
functions. In the sequel we are interested in RA(X) = MA(X).
Note that for every A ∈ GL(r,C), with MA(X) =∏sj=1(X − λj )mj , there ex-
ists M ∈ GL(r,C) such that A = MBM−1, where B is in its Jordan normal form.
Since etB = M−1etAM , we may assume without loss of generality that A is in Jordan
canonical form. This will greatly reduce the complexity of our discussions.
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Suppose thatMA(X) = (X − λ)m. Then etA= (U0Ir + U1t + · · · + Um−1tm−1)etλ,
where U0, U1, . . . , Um−1 are elements of GL(r;C). This implies that U0 = Ir and
An = λnU0 +∑nj=1 n(n− 1) · · · (n− j + 1)λn−jUj for 0  n  m− 1. For n 
m, we have
An = λnU0 +
m−1∑
j=1
n(n− 1) · · · (n− j + 1)λn−jUj .
Therefore, a straightforward computation allows us to have the following lemma.
Lemma 1. Let A ∈ GL(r;C) such that MA(X) = (X − λ)m. Then we have etA =∑m−1
j=0 fj (t)Aj , where
fj (t) = e
λt
j !

m−1∑
n=j
(−1)n−j
(n− j)! λ
n−j tn

 . (2)
For every family of square matrices B1, . . . , Bp, not necessarily of the same size,
the direct sum B = B1 ⊕ · · · ⊕ Bp means the square matrix B = diag(B1, . . . , Bp),
and we refer toBj as the j th diagonal block of this direct sum. LetA ∈ GL(r;C) and
λ0, . . . , λs be its distinct characteristic roots. Suppose that MA(X) =∏sj=1(X −
λj )
mj (m = m1 + · · · +ms) is the minimal polynomial of A by considering A is in
Jordan canonical form. Therefore, we have A = M1(λ1)⊕M2(λ2)⊕ · · · ⊕Ms(λs).
Each j th blockMj(λj ) (1  j  s) of A can be written as follows:Mj(λk)=Jj1(λj )
⊕ · · · ⊕ Jjk(λj ); the Jjp(λj ) are the canonical Jordan blocks that Jj1(λj ) is of order
mj and the others blocks are of order < mj .
A straightforward computation using expression (2) of Lemma 1 allows us to
derive the following result.
Theorem 1. Let A ∈ GL(r;C) and λ1, . . . , λs be its distinct characteristic roots.
Suppose thatMA(X) =∏sj=1(X − λj )mj (m = m1 + · · · +ms) is the minimal poly-
nomial of A, A is in Jordan canonical form and A = M1(λ1)⊕M2(λ2)⊕ · · · ⊕
Ms(λs). Then we have
etA =
s⊕
i=1

mi−1∑
j=0
fij (t)Mi(λi)
j

 , (3)
where
fij (t) = e
λi t
j !

mi−1∑
n=j
(−1)n−j
(n− j)! λ
n−j
i t
n

 . (4)
Recall that for etA the coefficients in expression (1) and therefore (3) are unique
(see [4, Proposition 2]).
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Let A ∈ GL(r,C). A straightforward application of the formula in Theorem 1 in
several cases allows us to have an expression for etA explicitly described.
Example. We illustrate Theorem 1 when m=5 and MA(X)=(X − λ1)3(X − λ2)2,
where λ1 = λ2; by assuming that A is in the Jordan canonical form, we have A =
M1(λ1)⊕ J2(λ2). Therefore, expressions (3) and (4) show that
etA = eλ1t φ1(t, A)⊕ eλ2t φ2(t, A),
where
φ1(t, A) =
(
1 − λ1t + 12λ
2
1t
2
)
Ir1 + (t − λ1t2)M1(λ1)+
t2
2
M1(λ1)
2
and
φ2(t, A) = (1 − λ2t)Ir2 + tM2(λ2).
3. The polynomial decomposition of etA
Let {A0, A1, . . . , Ap−1} (p = m, r) be a set of matrices generating the same sub-
space as Ir , A, . . . , Ap−1. Therefore, there exist some analytic functions f0, f1, . . . ,
fp−1 such that we have the following decomposition:
etA = f0(t)A0 + f1(t)A1 + · · · + fp−1(t)Ap−1. (5)
For matrices similar to A the analytic functions f0, f1, . . . , fp−1 are the same.
Lemma 2. Let A,A0, A1, . . . , Ap−1 be in GL(r;C). Then for every nonsingular
matrix M ∈ GL(r;C) we have etA = f0(t)A0 + f1(t)A1 + · · · + fp−1(t)Ap−1 if
and only if etB = f0(t)B0 + f1(t)B1 + · · · + fp−1(t)Bp−1, where B = M−1AM
and Bk = M−1AkM (0  k  p − 1). Particularly, for Ak = Pk(A), where Pk(X)
are polynomials, we have the polynomial decomposition
etA = f0(t)P0(A)+ f1(t)P1(A)+ · · · + fp−1(t)Pp−1(A). (6)
The decomposition (5) is usually associated to the eigenvalues λ1, . . . , λs of A.
In the sequel, we study the polynomial decomposition (5) of etA, by assuming
that A is in Jordan canonical form. Therefore, the minimal polynomial MA(X) =∏s
j=1(X − λj )mj = Xm − b0Xm−1 − · · · − bm−1, where λi = λj (i = j ), will play
a central role.
Starting from the identity
(j
n
)
/n! = 1/j !(n− j)!, we derive from Proposition 1
the following well-known result (see [1,4], for example).
Proposition 1. LetA ∈ GL(r,C) such thatMA(X)=(X − λ)m,wherem  2. Then
we have
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etA = etλ
m−1∑
k=0
tk
k! (A− λIr)
k.
Suppose that MA(X) =∏sj=1(X − λj )mj , where λ1, . . . , λs are the distinct ei-
genvalues of A and m = m1 + · · · +ms , by assuming that A is in Jordan canoni-
cal form. Then A = M1(λ1)⊕+ · · · ⊕Ms(λs), where Mj(λj ) is of order rj × rj
(1  j  s) with r = r1 + · · · + rs . For 1  j  s, we consider the following r ×
r-matrix:
(Mj (λj )− λj )A
= r1 ⊕ · · ·rj−1 ⊕ (Mj (λj )− λj Irj )⊕rj+1 ⊕ · · · ⊕rs .
Recall thatrj is the zero square rj × rj matrix and Irj is the rj × rj identity matrix.
Therefore, for every k  0, we have
(Mj (λj )− λj )kA
= r1 ⊕ · · ·rj−1 ⊕ (Mj (λj )− λj Irj )k ⊕rj+1 ⊕ · · · ⊕rs .
Consider now the following elementary Jordan matrix of order p:
Jp(λ) =


λ 1 0 · · · 0
0 λ 1
.
.
. 0
...
.
.
.
.
.
.
.
.
.
...
0 0 · · · λ 1
0 0 · · · 0 λ


, where λ ∈ C.
For λ = 0, we set Sp = Jp(0). It is clear that Skp = p for every k  p. For 1 
k  p − 1, we can verify easily that
Skp =


0 · · · 0 1 0 · · · 0
...
.
.
.
.
.
.
.
.
.
.
.
.
...
0 · · · 0 0 0 1 0
0 · · · 0 0 0 1
0 · · · 0 0 0 0
...
0 · · · 0 0 0 0


, (7)
where the number 1 in the first row is located in the (k + 1)th column.
Let A ∈ GL(r,C), whose minimal polynomial is MA(X) =∏sj=1(X − λj )mj .
For every j (1js), we have (Mj (λj )− λj Irj )=
⊕
blocs,pjmj (Jpj (λj )−λj Ipj ),
where the direct sum
⊕
blocs,pjmj means the direct sum over all elementary
Jordan blocs of Mj(λj ). Therefore, for every k  0, we have (Mj (λj )− λj Irj )k
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=⊕blocs,pjmj (Jpj (λj )− λj Ipj )k . Particularly, for every kmj , we have (Mj (λj )
− λj Irj )k = rj .
Since (A− λj Ir ) =⊕sd=1(Md(λd)− λj Ird ), we have (A− λj Ir )k =⊕sd=1
(Md(λd)− λj Ird )k for every k  0. Particularly, for k = mj we derive from (7) that
(A− λj Ir )mj =
j−1⊕
i=1
(Mi(λi)− λj Iri )mj ⊕rj ⊕
s⊕
i=j+1
(Mi(λi)− λj Iri )mj .
Therefore, we have the following identity:∏
d=1, d =j
(A− λdIr )md
=
⊕
1ij−1
ri ⊕
s∏
d=1, d =j
(Mj (λj )− λdIrj )md ⊕
⊕
j+1is
ri . (8)
Let λd = λj be two eigenvalues of A and set Jmj (λj − λd) = Jmj (λj )− λdImj .
The same computation as in [4] allows us to establish that [Jmj (λj − λd)]k
=
(
c
(k)
n,p
)
1n,pmd
, where c(k)n,p = 0 if p  n− 1 or k < p − n and
c(k)n,p =
(
k
p − n
)
(λj − λd)k−p+n,
for p  n. Thus, we have obtained the following lemma.
Lemma 3. Let A ∈ GL(r,C), whose minimal polynomial is MA(X) =∏sj=1(X −
λj )
mj , where λi = λj for i = j . Then
s∏
d=1, d =j
(Jmj (λj )− λdImj )md
=


a0,j a1,j · · · amj−2,j amj−1,j
0 a0,j a1,j amj−2,j
...
.
.
.
.
.
.
.
.
.
...
0 0 · · · a0,j a1,j
0 0 · · · 0 a0,j

 ,
where ai,j = 0 for i > m1 + · · · +mj−1 +mj+1 + · · · +md and
ai,j =
∑
h1+···+hj−1+hj+1+···+hs=i,hdmd
s∏
d=1, d =j
(
hd
md
)
(λj − λd)md−hd . (9)
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Since
(Mj (λj )− λj )kA=

 ⊕
1ij−1
ri

⊕ (Mj (λj )− λj Irj )k ⊕

 ⊕
j+1is
ri

 ,
the preceding discussion allows us to derive the following fundamental theorem.
Theorem 2. LetA ∈ GL(r,C),whose minimal polynomial isMA(X) =∏sj=1(X −
λj )
mj , where λi = λj for i = j . Then
(Mj (λj )− λj )kA =
s∏
d=1, d =j
(A− λdIr )md
(λj − λd)md
mj−k−1∑
i=0
αi,j (A− λj Ir )k+i
such that the αi,j are defined by
αi,j = −1
a0,j
(
a1,j αi−1,j + a2,j αi−2,j + · · · + ai−1,j α1,j + ai,j α0,j
)
, (10)
where the ai,j are given by (9) and α0,j = 1.
Since by assumption A = M1(λ1)⊕+ · · · ⊕Ms(λs), where Mj(λj ) is of order
rj × rj (1  j  s) with r = r1 + · · · + rs , Proposition 1 shows that we have
etA =

etλ1 m1−1∑
k=0
tk
k! (M1(λ1)− λ1Ir1)
k


⊕ · · · ⊕

etλs ms−1∑
k=0
tk
k! (Ms(λs)− λsIrs )
k

 .
Therefore,
etA =
s∑
j=1
etλj
mj−1∑
k=0
tk
k! (Mj (λj )− λj )
k
A.
Hence, Theorem 2 implies the following general result.
Theorem 3. LetA∈GL(r,C) such thatMA(X)=∏sj=1(X − λj )mj ,where λ1, . . . ,
λs are distinct. Suppose that A is in Jordan normal form. Then
etA =
s∑
j=1
$j(A, t)
s∏
d=1, d =j
(A− λdIr)md
(λj − λd)md (11)
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with
$j(A, t)
= etλj
mj−1∑
k=0
(
tk
k! + α1,j
tk−1
(k − 1)! + · · · + αk−1,j
t
1! + αk,j
)
(A− λj Ir )k,
where the αi,j are given by (9) and (10).
In Theorem 3 of [4], Cheng and Yau have established that
etA =
s∑
j=1

mj−1∑
k=0
fj,k(t)(A− λj Ir )k

 s∏
d=1, d =j
(A− λdIr )md ,
where the family of functions fj,k(t) (1  j  s, 0  k  mj − 1) satisfies a system
of linear equations (see [4, Eqs.(14a)k of Theorem 3]). A straightforward computa-
tion using Theorems 2 and 3 allows us to obtain the explicit expressions of the fj,k
as follows.
Corollary 1. LetA∈GL(r,C) such thatMA(X)=∏sj=1(X − λj )mj,where λ1, . . . ,
λs are distinct. Suppose that A is in Jordan normal form. Then
etA =
s∑
j=1

mj−1∑
k=0
fj,k(t)(A− λj Ir )k

 s∏
d=1, d =j
(A− λdIr )md ,
with
fj,k(t) = e
λj t∏s
d=1, d =j (λj − λd)
k∑
i=0
αi,j
tk−i
(k − i)! ,
where the αi,j are given by (9) and (10).
Remark. For every fixed j, Eq. (10) shows that the numbers αi,j satisfy a linear
recurrence relation of order r. Therefore, a combinatorial relation can be derived
from results of [10,13].
4. Special cases
We are interested here in the polynomial decomposition of etA for some classical
cases in the literature. This will allows us to illustrate our results given in Section 3.
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LetA ∈ GL(r,C) and suppose thatMA(X) =∏sj=1(X − λj ). In other words, the
eigenvalues λj (1  j  s) are simple. Therefore, we have mj − 1 = 0 for
every j (1  j  s). Hence, Theorems 2 and 3 allow us to derive easily the following
result.
Corollary 2. Let A ∈ GL(r,C) and suppose that MA(X) =∏sj=1(X − λj ). Then
we have
etA =
s∑
j=0
etλj
s∏
d=1, d =j
(A− λdIr)
(λj − λd) .
Corollary 2, which represents a Lagrange interpolation formula, has been estab-
lished in [4], by solving a system of linear equations (see [4, Eqs. (14a)k of Theorem
3]).
Suppose next that MA(X) = (X − λ1)m1(X − λ2)m2 . Then for 0  i  m1 or
0  i  m2, we have
ai1 =
(
i
m2
)
(λ1 − λ2)m2−i , ai2 =
(
i
m1
)
(λ2 − λ1)m2−i ,
and ai1 = ai2 = 0 for i  m2 or i  m1. Therefore, we have
αi,1 = (−1)i m2(m2 + 1) · · · (m2 + i − 1)
i!(λ1 − λ2)i
and
αi,2 = m1(m1 + 1) · · · (m1 + i − 1)
i!(λ2 − λ1)i .
Thus, applying Theorems 2 and 3, we derive the following corollary.
Corollary 3. LetA ∈ GL(r,C) and suppose thatMA(X)=(X − λ1)m1(X − λ2)m2 .
Then
etA = eλ1t (A− λ2Ir )
m2
(λ1 − λ2)m2
m1−1∑
k=0
f1,k(t)(A− λ1Ir )k
+ eλ2t (A− λ1Ir )
m1
(λ2 − λ1)m1
m2−1∑
k=0
f2,k(t)(A− λ2Ir )k,
where
f1,k(t) = t
k
k! +
k∑
i=1
(−1)i m2(m2 + 1) · · · (m2 + i − 1)
i!(λ1 − λ2)i
tk−i
(k − i)!
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and
f2,k(t) = t
k
k! +
k∑
i=1
(−1)i m1(m1 + 1) · · · (m1 + i − 1)
i!(λ2 − λ1)i
tk−i
(k − i)! .
Corollary 3 has been considered in [4]; however the family of functions fj,k(t)
(j = 1, 2 and 0  k  m1 or m2) are not given explicitly. More precisely, the fj,k(t)
satisfy a system of linear equations (see Eqs. (18a) of Theorem 4).
From Theorems 2 and 3 we can derive the following corollary.
Corollary 4. Let A ∈ GL(r,C) and suppose that MA(X) = (X − λ)mλ∏sj=1(X −
λj ). Then we have
etA = eλt
mλ−1∑
k=0
fλ,k(t)
s∏
i=1
A− λiIr
λ− λi
+
s∑
d=1
eλd t
s∏
i=1, i =d
A− λiIr
(λd − λi)(λd − λ)mλ (A− λIr)
mλ, (12)
with
fλ,k(t)=

 tk
k! +
k∑
i=1
(−1)i

 ∑
(d1,...,di )∈%i,s
i∏
k=1
1
λ− λdk

 tk−i
(k − i)!


×(A− λIr)k, (13)
where %i,s = {(d1, . . . , di); 1  dk  s}.
From (12) and (13), a straightforward computation allows us to derive
etA = eλt
mλ−1∑
d=0
td
d! (A− λIr)
d
+

 s∑
d=1
fd(t)
s∏
i=1, i =d
(A− λiIr )

 (A− λIr)mλ, (14)
with
fd(t)= 1
(λd − λ)mλ∏si=1, i =d(λd − λi)
×

eλd t − eλt mλ−1∑
j=0
(λd − λ)j
j ! t
j

 . (15)
Expression (14) is identical to Cheng–Yau’s formula (20)–(20a) of [4, Theorem 5]).
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5. Examples
In this section we apply our results of Sections 3 and 4 to the case of square
matrices. For m = 3, 4 the results of [4] can be easily recovered.
For illustrative purposes, we will examine one instance of a minimal polynomi-
al when m = 6, the remainder cases may be obtained in a similar way. For exam-
ple, suppose that MA(X) = (X − λ)2(X − λ1)3(X − λ2), where λ, λ1 and λ2 are
distinct. Therefore, Theorem 3 and Corollary 1 allow us to derive
etA = etλ2 (A− λ1Ir )
3(A− λIr)2
(λ− λ2)2(λ2 − λ1)3 + e
tλ1φ1(t, A)
(A− λIr)2(A− λ2Ir )
(λ− λ1)2(λ1 − λ2)
+ etλφ0(t, A)(A− λ1Ir )
3(A− λ2Ir )
(λ− λ1)3(λ− λ2) ,
where
φ0(t, A) = Ir +
(
t − 3
λ− λ1 −
1
λ− λ2
)
(A− λIr)
and
φ1(t, A) = Ir + g1(t)(A− λ1Ir )+ g2(t)(A− λ1Ir )2,
with
g1(t) = t − 1
λ1 − λ2 −
2
λ1 − λ
and
g2(t)= t
2
2
−
(
1
λ1 − λ2 +
2
λ1 − λ
)
t
+ 1
(λ1 − λ)2 +
1
(λ1 − λ2)2 +
2
(λ1 − λ)(λ1 − λ2) .
6. Relation to the results in [2]
LetA ∈ GL(r,C) andRA(X) = Xs − a0Xs−1 + · · · − as−1 be a polynomial such
that RA(A) = r . It was established in [2] that etA =∑s−1k=0 fk(t)Ak , where
fk(t) = t
k
k! +
+∞∑
n=s
tn
n!ρk(n) (16)
are some analytic functions such that
ρk(n) =
k∑
j=0
as−k+j−1ρ(n, s), (17)
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where
ρ(n, s) =
∑
k0+2k1+···+rks−1=n−s
(k0 + · · · + ks−1)!
k0!k1! · · · ks−1! a
k0
0 a
k1
1 · · · aks−1s−1 , (18)
with ρ(s, s) = 1 and ρ(n, s) = 0 for n  s − 1 (see [2,14]).
In [2, Section 4], the connection between the ρ(n, r) and the roots of the polyno-
mial RA(X) has been studied. More precisely, for reason of simplicity, the roots of
RA(X) are supposed to be simple (see [2]).
In this section we study this connection in the general case.
For RA(X) = MA(X) = Xm − a0Xm−1 + · · · − am−1, the minimal polynomial
of A, we see that the class of analytic functions fk defined by (16) are expressed
implicitly in terms of the coefficients aj (0  j  m).
Suppose that MA(X) = (X − λ)m. Expression (2) of Lemma 1 shows that
fk(t) = e
λt
k!
m−1∑
n=k
(−1)n−k
(n− k)! λ
n−ktn. (19)
From (16) and (19) we derive the following expression:
ρk(n) =
(
k
n
)
λn−k
m−1∑
j=k
(−1)j−k
(
n− j
n− k
)
= λn−k
m−1∑
j=k
(−1)j−k
(
k
j
)(
j
n
)
.
In [2,14], it was established that An =∑m−1k=0 ρk(n)Ak for every n  m, where
the ρk(n) are given by (17). Therefore, for every n  m, we have
An =
m−1∑
k=0

λn−k m−1∑
j=k
(−1)j−k
(
k
j
)(
j
n
)Ak.
Since ρ0(n) = am−1ρ(n,m) (see [13,14]), we derive that
ρ0(n) = λn
m−1∑
j=0
(−1)j
(
j
n
)
for every n  m.
Hence, we have the following proposition.
Proposition 2. For every n  m, we have
ρ(n,m) = λn−m
m−1∑
j=0
(−1)m+j−1
(
j
n
)
.
Let A ∈ GL(r,C) whose minimal polynomial is MA(X) =∏1js(X − λj )mj .
We set m = m1 + · · · +ms . Theorem 3 implies that
f0(t) =
s∑
k=1
eλktφk(t)
s∏
j=1, j =k
(−1)mj λmjj
(λk − λj )mj ,
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where
φk(t) =
mk−1∑
p=0
(
p∑
i=0
αi,k
tp−i
(p − i)!
)
(−λk)p,
with the αi,k given by (9) and (10). Therefore, a straightforward computation implies
that
f
(n)
0 (0) =
s∑
k=1

mk−1∑
p=0
ωk(p, n)

 (−λk)p) s∏
j=1, j =k
(−1)mj λmjj
(λk − λj )mj .
where ωk(p, n) =∑pj=0 (jn)αp−j,kλn−jk . Since f (n)0 (0) = am−1ρ(n,m) for n  m,
we derive the following.
Proposition 3. For every n  m, we have
ρ(n,m) =
s∑
k=1
∑mk−1
p=0 ωk(p, n)(−λk)p
(−1)mk−1λmkk
∏s
j=1, j =k(λk − λj )mj
,
with ωk(p, n) =∑pj=0 (jn)αp−j,kλn−jk .
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