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Abstract
Information technology (IT) projects are renowned for their high failure rate. Risk management is an essential
process for the successful delivery of IT projects. In-depth interviews with IT professionals from leading firms
in Western Australia were undertaken to determine how IT risks were managed in their projects. The
respondents ranked twenty-seven IT risks in terms of likelihood and consequences to identify the most important
risks. The top five risks, in order, were: personnel shortfalls; unreasonable project schedule and budget;
unrealistic expectations; incomplete requirements; and diminished window of opportunity due to late delivery of
software. The respondents overwhelmingly applied the treatment strategy of risk reduction to manage these
risks. Furthermore, these strategies were primarily project management processes, rather than technical
processes. This demonstrates that project management is a risk management strategy. Scope, quality
management, and human resource management were solutions applied to several risks. In particular,
managing stakeholders’ expectations is a specific risk treatment that helps to manage several key IT risks.
Keywords
Information technology projects, project risk management, risk

INTRODUCTION
Information technology (IT) is one of the fastest growing industries in developed countries (Hartman and
Ashrafi, 2002). Information technology projects can implement a rapidly expanding range of equipment,
applications, services, and basic technologies that provide information to support the operation, management,
analysis and decision making functions within an organization (Gunton, 1993; Keen, 1994; Hoepelman et al.,
1997). In 1999, the Standish Group International study of 7,400 IT projects revealed that 34% were late or over
budget, 31% were abandoned, scaled back or modified, and only 24% were completed on time and on budget
(Cunningham, 1999). Examples of high profile IT project failures reported in the literature include the
American Airlines Corporation AMRIS (AMR Information Services), London Ambulance System, the Wessex
Health Service RISP (Regional Information Systems Plan, London Stock Exchange’s TAURUS (Transfer and
Automated Registration of Uncertified Stock) system, FoxMeyer Drug Co., Mandata Human Resource System
and the Californian State Automated Child System (SACSS) (Sauer, 1993; Beynon-Davis, 1995; Remenyi,
1999; Willcocks and Graeser, 2001). One consistent factor influencing project outcomes are the various risks
associated with initiating and implementing IT projects (Jiang and Klein, 2001; Willcocks and Graeser, 2001).
In particular, the OTR Group (1992) found that only 30% of organizations applied risk analysis in their IT
investment and project management processes. Likewise, Willcocks (1996) found organizations undertook little
formal risk analysis, except when undertaking financial calculations. Evidence indicates that risks in IT projects
are not effectively managed, and as a result their lack of identification and management during a project’s life
cycle can contribute to their failure (Willcocks and Griffiths, 1997). Given the high failure rates associated with
IT projects, it is prudent for organizations to improve their ability to manage their IT risks so that projects can be
delivered successfully (Gobeli et al., 1998; Willcocks and Graeser, 2001; Jiang and Klein, 2001; Hartman and
Ashraffi, 2002). In this paper those IT project risks considered most important in terms of their likelihood and
consequences and specific risk treatment strategies that can be used to manage IT project risks are identified by
practising IT project managers in Australia. The findings presented will enable IT project managers to better
understand the key risks in their projects and appropriate risk treatment strategies to manage these risks. While
the research was conducted in an Australian context, it is envisaged that the research outcome would be widely
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applicable in other locations. Prior to the presentation of the research, a review of IT project risk management
in particular the range of risks and the options for their management are presented.

MANAGEMENT OF RISK IN IT PROJECTS
Every human endeavour involves risk (Wilder and Davis, 1998). Projects are unique undertakings which
involve a degree of uncertainty and are inherently risky (Chapman, 1998; Conroy and Soltan, 1998; Mak et al.,
1998; PMI 2000). Risk in projects can be defined as the chance of an event occurring that is likely to have a
negative impact on project objectives and is measured in terms of likelihood and consequence (Wideman, 1992;
Carter et al. 1993; Chapman, 1998). Risk management is an essential practice in achieving the successful
delivery of IT projects (Tuman, 1993; Remenyi, 1999). More specifically, it consists of the following processes
(Standards Australia, 1999):
•

establish the context;

•

identify risks;

•

analyse risks;

•

evaluate risks;

•

treat risks;

•

monitor and review; and

•

communicate and consult.

The treatment of risk involves the determination of the most appropriate strategies for dealing with its
occurrence (Standards Australia 1999). According to Zhi (1994) there are four main strategies for responding to
project risks:
1. Avoidance - not undertaking the activity that gives rise to risk.
2. Reduction - reduce the probability of a risk event occurring, and/or the impact of that event. Risk
reduction is the most common of all risk-handling strategies (Pritchard, 1997).
3. Transfer - transfer of risk in whole or part to another party.
4. Retention - accept risk and therefore the consequences should it eventuate.
McFarlan (1981) suggested that projects fail due to lack of attention to individual project risks, aggregate risk of
portfolio of projects and the recognition that different types of projects require different types of management.
Yet, IT risk management is either not undertaken at all or is very poorly performed by many, if not most
organizations (Remenyi, 1999). A reason for this is that focusing on potential problems may be viewed as being
negative. However, management often wants to instil a positive attitude towards the implementation of IT, as it
is often viewed as ‘flagship’ for change and subsequent process improvement within organizations.
Risks in IT :Projects
Identifying the risks associated with the implementation of IT can be a major challenge for managers, as there
are numerous ways in which it can be described and categorised. Risks vary in nature, severity and consequence,
so it is important those that are considered to be high-level risks are identified, understood and managed.
Twenty-seven of the most common IT risks have been identified from the literature. Each is described below
and structured into the following categories (Standards Australia, 1999):
•

Commercial and legal relationships
1. Inadequate third party performance - The contractor selected is not fit for the purpose of the
project. The contractor is unable to provide a solution that meets time, cost, quality and
performance objectives (Krasner, 1998).
2. Litigation in protecting intellectual property - Inadequate protection of software at the start of the
project results in competitors taking advantage through copying, resulting in high litigation cost,
and loss of market potential (Krasner, 1998).
3. Friction between clients and contractors – Personal antagonism or enmity can occur between
clients and software contractors as a result of misunderstandings, unanticipated changes in the
scope of the contract, missed or delayed delivery, or some other item of dispute that polarises
clients and contractors into opposing camps (Jones, 1993).

•

Economic circumstances
4. Changing market conditions – Business return on investment in IT can be eroded due to changing
consumer market conditions or advancements in software engineering (Jones 1993, King 1994).
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5.

6.

Harmful competitive actions - Competitors may build software solutions more quickly, with
greater functionality at cheaper cost, and aggressively deploy the final product within the same
market space (Thomsett 1989; Jones 1993).
Software no longer needed - Software is developed that is prematurely terminated because its
value or impact exceeds what management are prepared to absorb (Engming and Hsieh, 1994)

•

Human behaviour
7. Personnel shortfalls - Inability to complete work assigned due to insufficient staff (Abdul-Hamid,
1989; Abdul-Hamid, 1991; Engming and Hsieh, 1994)
8. Poor quality of staff - Standard of work is poor due to lack of ability, training, motivation and
experience of staff (Cooper, 1993; Yoon et al., 1994). This lack of experience can extend to
hardware, operating systems, database management systems, and other software (Fuerst and
Cheney 1982, Nelson and Cheney 1987).

•

Political circumstances
9. Corporate culture not supportive - Corporate culture may be project adverse due to other hidden
agendas, factions within the company, organisational culture under continuous change or threat
of change, and other internal priorities. This results in weak management support for the project
and consequential failure of not meeting objectives (Leitheiser and Wetherbe, 1986; Engming
and Hsieh, 1994; Irani and Love, 2001).
10. Lack of executive support - Project is disrupted from achieving its objectives due to management
playing politics within and between departments or external agents (Leitheiser and Wetherbe,
1986). Furthermore, users may not support the project if they perceive that there is a lack of
top-level management sponsorship (Barki and Hartwick, 1989).
11. Politically motivated collection of unrelated requirements - Due to political motivations within
the organisation a number of unrelated requirements are grouped in an all encompassing project
which becomes difficult to manage and meet objectives (Krasnser, 1998).

•

Technology and technical issues
12. Inadequate user documentation - Users are unable to fully utilise new IT as it was intended due
to poor user documentation (Boehm, 1989).
13. Application software not fit for purpose – There can be a perception among users that the
software provided does not directly help them with completing day-to-day tasks. This can lead to
low user satisfaction (Baronas and Louis, 1988).
14. Poor production system performance - The selected software architecture/platform does not meet
the purpose for which it was intended, resulting in a system being released into production which
is excessively slow or has major operational problems (Jones, 1993; Glass 1998).
15. Technical limitations of solution reached or exceeded – A technical limitation is encountered
during software development resulting in time delays to the project while a work-around solution
is determined. In extreme cases, a solution may not be found. The result is either cancellation of
the project or re-starting with a more viable technical solution (Boehm 1989, Jones 1993).
16. Incomplete requirements - Insufficient information has been obtained in the analysis phase
resulting in construction of a solution that does not meet project objectives (Shand, 1993;
Engming and Hsieh, 1994).
17. Inappropriate user interface - The software user interface selected or developed fails to meet user
requirements (Jones 1993, King 1994).

•

Management activities and controls:
18. Unreasonable Project schedule and budget – The project is unable to realise its objectives due to
unrealistic restrictions placed on the projects budget, schedule, quality or level of performance
(King 1994, Krasnser 1998). A project failing to meet its committed deliverables or is
significantly over budget can be terminated (Boehm 1989, King 1994, Turner 1999).
19. Continuous changes to requirements by client - Stakeholders (includes users) continuously make
changes to software functionality throughout the project life cycle (Jones 1993, King 1994,
Clancy 1994).
20. Lack of agreed-to user acceptance testing and signoff criteria - The project close-out can be
delayed due to an unclear understanding of what constitutes signoff and final solution delivery
(Boehm 1989).
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21. Failure to review daily progress - Manager fails to review the progress of daily deliverables
resulting in project slippage (Clancy 1994, Yourdon 1996).
22. Lack of single point accountability – It is typical of large software projects to have many team
leaders but no single point of responsibility for deliverables, resulting in the project failing to
meet its objectives (Fuerst and Cheney 1982, Thomsett 1994).
23. Poor leadership– The project manager and/or steering committee is not committed to solving
problems and providing direction to the project team (King 1994, Clancy 1994).
24. Developing wrong software functionality – Design and construction of software may not meet the
purpose for which it is intended (Boehm 1989).
25. Lack of formal change management process - Project progress is hindered due to ad-hoc changes
to system specification without a formal review of technical and project impact (Jones 1993,
Davis and Olson 1984, Cunningham 1999).
•

Individual activities
26. Gold plating (over specification) – The team is focussed on analysing and generating excessive
levels of detail loosing sight of the project’s objectives (Boehm 1989, Turner 1999, Cunningham
1999).
27. Unrealistic expectations (salesperson over sells product) - Items promised for delivery to
individuals by the vendor may be over sold and unrealistic (Maish, 1979, Ginzberg, 1981,
Thomsett, 1994).

A wide and diverse range of IT project risks have been identified. However a ranking of the most serious risks is
needed so that they can be managed, if they should eventuate. In addition, types of risk treatment options are
needed by IT project managers to manage risks that could hinder project performance. There are two processes
within a project (PMI, 2000; Thomsett, 2001):
•

Project Management processes - These describe, organise and complete the work of the project. The
project management processes are applicable to most projects and include the management of scope,
cost, time, quality, risk communications, human resources, and procurement.

•

Product processes – These are the technical processes that specify and create the project’s product and
vary with the nature of the project e.g. construction, information systems, events, and new product
development. Technical management requires a detailed understanding of the technical processes of the
product, and involves the provision of expert assistance to the technical team and the detailed quality
assurance of the technical deliverables.

The range of risk described previously can affect either of these processes.

RESEARCH METHODOLOGY
The research sample selected for the study consisted of IT professionals from the State of Western Australia,
and was derived from a combination of purposive and snowball sampling. Purposive sampling allows the
researcher to select suitable respondents who have the knowledge of the research topic so that it would be of
most benefit to the study exercise (Sarantakos, 1998). Snowball sampling begins with asking a few respondents
to recommend others who would be able to add value to the research and are subsequently interviewed
(Sarantakos, 1998). This allows the best respondents to be selected based on their knowledge of the topic, their
availability and the researcher’s belief in their suitability for inclusion in the study. This sample selection was
based on the following parameters:
•

Project managers actively involved in software development projects with a minimum of 2 years
experience

•

Divergent software projects including Client based Object Orientated applications, Client-Server PC
solutions, Web development, Mainframe based applications, and Personal Digital Assistant
technologies

•

Private and public sector companies and corporations within the Perth metropolitan area ranging in size
from 4 employees to several hundred and with business experience extending from 2 years to more
than 77 years.

Data was obtained by means of structured interviews. The research used a combined research methodology of
quantitative (rating risks) and qualitative questions (risk treatment strategies). All but two respondents allowed
the interviews to be taped. All taped interviews were fully transcribed. The questionnaire was pre-tested on two
project managers who had over 30 years of collective experience in IT projects, and minor amendments made.
Following the transcription of all responses, each qualitative question was analysed and responses were sorted
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into themes. This process is a valid way of drawing conclusions from the data collected (Miles and Huberman,
1993). The research instrument used in the interviews contained the following sections:
Demographic Information - Background and experience of respondents
Rating risks – A list of twenty-seven risks, derived from the literature, was provided to the respondents who
were asked to rate each risk in terms of likelihood (high/medium/low) and consequence (high/medium/low).
These responses were converted into numeric values to allow ranking of risks. The values allocated were:
Probability values: high = 3, medium = 2, low = 1; Consequence values: high = 5; medium=3; low=1. The nonlinear values for consequences reflect organisations’ typical desire to avoid high-impact risks (PMI, 2000).
Research shows that the severity of the potential consequences of a risk produces a greater concern than it
probability in evaluating the overall level of risk (Kahneman and Tversky, 1982). For example, a lowprobability/high-consequence risk is typically considered as being higher than a high-probability/lowconsequence risk. The score for each risk was calculated as follows: [(probability*consequence) * percentage
value of respondents selecting this combination].
Risk Treatment – Each respondent who rated a risk as medium or high for both likelihood and consequences was
requested to describe suitable actions to manage the risk.
A sample of 18 IT personnel was selected, dominated by IT project managers. Each of the IT project managers
was invited to rank each of the listed risks and offer treatment strategies. Opinions about risk in IT projects
were also obtained.

RESULTS AND DISCUSSION
The sample had a mean of ten years work experience which implies that they had considerable knowledge of the
IT project management process. Key project risks and treatment strategies ranked by respondents are presented
and discussed below.
Key IT Project Risks
One of the objectives of this study was to identify IT project risks considered most important in terms of their
likelihood and consequences. Table 1 presents the scores and consequent ranking for the twenty-seven risks
identified in the literature. Here, three dominant risk ratings emerge of all responses: high probability/high
consequence (23%), medium probability/high consequence (19%), and low probability/high consequence
(18%). Therefore, 60% of IT risks have high consequences. This suggests that IT projects are high-risk ventures
and perhaps contributes towards their high failure rate. It is significant that ‘personnel shortfalls’ and
‘unrealistic schedule and budget’ have identified as the primary causes of risk in the literature (Boehm, 1989).
Considering the findings presented in Table 1 the project manager can reasonably expect these particular risks to
exist and have high consequences. Therefore, the project manager must have effective project management
processes in place:
•

the inability to complete work assigned due to insufficient staff should be managed by human resource
management and procurement management. Today, many organisations are flat and lean, with many
competencies outsourced, so it is not unexpected that personnel shortfalls are the highest ranked risk.

•

the risk of unreasonable schedule and budget needs to be managed by a combination of time and cost
planning to verify what is a reasonable baseline; integration management in terms of achieving the
appropriate balance between time, cost and scope/quality; and client expectations management to
ensure that the client is made aware of the effect of unreasonable schedule and budget. It is not
unexpected that unrealistic budget and schedule is ranked as the second highest risk as it reflects the
perennial tension within projects to balance the triple constraints.

In Table 1, it is worth noting that two other risks were highly ranked by the literature and this research:
‘continuous changes to requirements by the client’ and ‘poor production system performance’. The project
management implications for managing these risks are:
•

Continuous changes to requirements by the client – This requires change control process for scope and
quality management

•

Poor production system performance – Interestingly, the treatments for this risk are a combination of
both project management and product processes. For example, developing and implementing testing
can be viewed both as a technical process and also a quality control process

The risks ranked third, fourth and fifth in this survey have not been ranked highly in comparison to previous
studies (e.g., Boehm, 1989):
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•

Unrealistic expectations – It is only in more recent times that meeting client expectations has been
emphasised as a key criterion for project success (e.g. PMI, 2000). Consequently, the risk of unrealistic
expectations has grown in importance and needs to be managed by quality, scope and communications
management

•

Incomplete requirements – There is an acute awareness nowadays of the importance of fully defining
clients’ requirements early in the project to help achieve project success. Therefore, it is not surprising
that incomplete requirements is seem as an important risk, requiring scope, quality and communications
management

•

Diminished window of opportunity due to late delivery of software – A critical issue with many projects
nowadays is the need to reach the market before competitors. Consequently, missing a window of
opportunity is a high risk and requires good time management. This was not a high-ranking risk by
Boehm (1989) when speed to market was of lesser importance compared to today’s relatively turbulent
and dynamic markets.
Table 1. IT risk rankings

IT Risks

Personnel shortfalls (insufficient human
resources)
Unreasonable project schedule and budget
Unrealistic expectations (salesperson over sold
product)
Incomplete requirements
Diminished window of opportunity due to late
delivery of software
Continuous changes to requirements by client
Poor production system performance
Poor leadership (project manager and/or
steering committee)
Inadequate user documentation100
Lack of agreed-to user acceptance testing and
signoff criteria
Inadequate third party performance (contractor
not fit for purpose)
Politically motivated collection of unrelated
requirements
Lack of executive support
Lack of single point accountability
Corporate culture not supportive
Technical limitations of solution reached or
exceeded
Inappropriate user interface
Litigation in protecting intellectual property
Application (software) not fit for purpose
Gold plating (over specification)
Friction between clients and contractors
Lack of formal change management process
Developing wrong software functionality
Poor quality of staff
Harmful competitive actions
Software no longer needed

% of Respondents
HP HP HP M M M LP LP LP
HC M LC P
P
P HC M LC
C
HC M LC
C
C

Total
%

Score

67

0

0

17

6

0

6

0

6

100

1233

46
33

0
17

0
0

28
28

6
0

6
0

6
6

0
0

0
6

100
100

1172
1128

39
39

17
6

0
0

17
17

6
33

0
0

11
0

11
0

0
6

100
100

1022
1006

39
17
22

11
6
0

17
0
0

6
33
39

6
6
0

0
0
0

17
22
28

6
0
11

0
6
0

100
100
100

922
893
893

28
23

33
12

0
0

6
23

17
12

0
0

0
18

0
12

17
0

100
100

889
888

17

0

0

33

11

0

17

11

0

100

879

28

6

0

11

22

0

17

17

0

100

833

18
33
23
17

0
0
12
0

0
6
0
0

29
0
6
22

6
6
18
11

0
0
0
0

34
39
12
28

6
11
18
17

6
6
12
6

100
100
100
100

793
783
737
733

17
22
6
11
11
6
0
11
20
0

0
0
11
6
17
6
11
0
0
6

0
0
0
6
0
0
0
0
0
0

22
17
28
28
11
22
22
11
7
22

28
11
0
17
28
17
0
22
7
6

6
0
0
0
11
0
0
6
0
6

6
11
39
6
6
28
40
33
7
28

22
22
11
11
11
17
11
6
30
6

0
17
6
17
6
6
6
11
20
28

100
100
100
100
100
100
100
100
100
100

733
706
693
689
661
640
611
606
480
389
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Failure to review daily progress
Distribution as a % of the Total

0
23

17
7

6
1

0
19

22
12

6
1

6
18

11
11

33
8

100
100

393

Risk Treatment Strategies
The respondents were asked to describe what strategies they would take to manage risks that they rated as
medium or high for both likelihood and consequences. Table 2 shows the responses, which provides a rich and
valuable array of risk treatment strategies (the results record responses supported by at least four of the eighteen
respondents i.e. 22% +). It shows that for approximately half the risks there is one strongly favoured treatment,
whereas the remaining risks have two or more treatments with similar support. This indicates that there is not
one solution for managing any particular risk and the project manager must be aware of the possible need to
implement two or more treatments for one risk. Table 3 categorises, for the top ten ranked risk, the treatment
strategy into avoidance, reduction, transfer or acceptance and indicates that risk:
•

reduction is the overwhelmingly favoured treatment strategy, which supports the literature;

•

acceptance was not proposed as a treatment strategy, perhaps because it is typically used for low risks;
and

•

transfer was not proposed as a treatment strategy. This may be because IT project managers are given
direct responsibility to manage the risk using in-house organisational resources.
Table 2. IT risk treatment strategies

Risk Event
Inadequate third party performance

Strategy
Screen contractors upfront
Monitor contractor performance
Retain right to remove unfit contractor
Litigation in protecting intellectual
Consultative engagement
Contract conditions
property
Friction between clients and contractors Consider personal attributes
Monitor contractor performance
Manage the relationship
Diminished window of opportunity due Sound project planning and schedule management
Manage Expectations
to late delivery of software
Obtain management support
Harmful competitive actions
Develop customer relationship
Maintain market entry barrier
Software no longer needed
Establish sound business requirements
Manage key stakeholders
Personnel shortfalls
Plan for resources
Procure external parties
Plan contingency options
Change project management objectives
Poor quality of staff
Assess project staff capability
Corporate culture not supportive
Manage stakeholders
Apply political influence
Obtain executive management support
Lack of executive support
Market the project
Engage management early
Politically motivated collection of
Clear scope definition
Consult with key stakeholders
unrelated requirements
Inadequate user documentation
Develop clear requirements definition
Build documentation throughout the PLC
Assign a document writing specialist
Application (software) not fit for
Develop clear requirements definition
Perform group reviews
purpose
Obtain progressive signoff of milestones
Poor production system performance
Conduct comprehensive testing in near production
conditions
Conduct proof of concept testing

%
83
39
22
83
72
40
22
22
40
33
22
39
39
78
28
40
39
28
28
72
40
28
28
33
39
40
33
39
33
28
40
33
28
33
33
22
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Risk Event
Technical limitations of solution
reached or exceeded
Incomplete requirements
Inappropriate user interface
Unreasonable project schedule and
budget
Continuous changes to requirements by
the client
Lack of agreed-to user acceptance and
signoff criteria
Failure to review daily progress
Lack of single point accountability

Poor leadership

Developing wrong software
functionality
Lack of formal change management
process
Gold plating (over specification)
Unrealistic expectations

Strategy
Development conducted in near production conditions
Develop strong technical design

%
72

Obtain clear scope specification and signoff
Liaise with stakeholders
Liaise with users
Adopt standards for interface design
Make trade-offs between cost, time and scope
Manage expectations
Enforce formal change management process
Ensure key project documentation is signed off
Consult/educate user in change management practice
Consult/train the user in test design

67
40
83
33
72
28
78
40
22
100

Monitor project daily, if required
Create a consultative environment
Project Manager is held accountable
Roles and responsibilities clearly defined
Project Sponsor/owner is accountable
Establish clear communication and escalation hierarchy
Appoint an experienced project manager
Establish steering committee selection process and
operational guidelines
Utilise established communication and escalation
hierarchy
Conduct group reviews
Develop clear requirements definition
Obtain signoffs of milestones
Implement a formal change management system
Educate users on the change management process
Monitor and review development to baseline design
Strict adherence to requirements definition
Screen proposals
Develop clear requirements definition
Manage customer expectations
Test validity of vendor claims

33
22
33
33
28
22
33
39
33
78
39
33
78
22
40
33
33
33
28
28

There are two processes within a project, namely project management and product (PMI 2000). The former
describes, organises and completes the work of the project; while the latter relates to the technical processes that
specify and create the project’s product and vary with the nature of the project. Table 3 demonstrates that the
majority of treatment strategies are related to project management processes rather that product processes. This
supports the observation that most software problems are of a management, organisational or behavioural
nature, not technical (Hartman and Ashrafi, 2002). The survey provides a valuable insight in that it highlights
the importance of project management as the key solution to managing many project risks. In particular, Table 3
also indicates that some project management processes are risk treatments for many high-ranked risks:
•

scope/quality management – e.g. requirements definition, screen proposals;

•

communication management – e.g. managing expectations, vendor relationships, liaising with
stakeholders; and

•

human resource management – e.g. plan for personnel resources, experienced project manager.

Managing the expectations of stakeholders is a critical risk management strategy should be addressed. Project
success in IT projects is increasingly being defined in terms of not only achieving time, cost and quality
objectives but also meeting stakeholders’ expectations, in particular the client/user (e.g. Bennatan, 2002). The
intangible and complex nature of IT projects makes expectations management difficult, but it is necessary for
managing several risks that occur in IT projects.
Table 3. Top 10 Risks treatment and project management processes
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Rank
1

2
3

3
4

6

7

8

9

10

Risk

Risk Treatment Strategies

Personnel
shortfalls

Plan for resources
Procure external parties
Plan contingency options
Change PM objectives
Make trade-offs between cost, time
Unreasonable
and scope
project schedule
Manage expectations
and budget
Unrealistic
Screen proposals
Clear requirements definition
expectations
Manage customer expectations
Test validity of vendor claims
Incomplete
Clear scope specification and
requirements
signoff
Liaise with stakeholders
Sound planning and schedule
Diminished
management
window of
opportunity due to Manage expectations
Obtain management support
late delivery of
software
Formal change management process
Continuous
Ensure key project documentation is
changes to
signed off
requirements by
Consult/educate user in change
client
management practice
Poor production
Comprehensive testing in near
system
production conditions
performance
Conduct proof of concept testing
Development conducted in near
production conditions:
Poor leadership
Appoint an experienced project
manager
Committee selection process and
operational guidelines
Utilise communication and
escalation hierarchy
Monitor leadership effectiveness
Inadequate user
Clear requirements definition
Build documentation throughout
documentation
project life cycle
Assign a document writing
specialist
Consult/train the user in test design
Lack of agreed
user acceptance
testing and signoff
criteria

%

Treatment

40
39
28
28
72
28

Reduction
Transfer
Reduction
Reduction
Retention
Reduction

Project Management
(PMBOK)
Time/Human Resources
Procurement
Risk
Integration/Scope
Integration/Scope
Quality/Communication

33
33
28
28
67
40

Reduction
Reduction
Reduction
Reduction
Reduction
Reduction

Scope/Quality
Scope/Quality
Quality/Communication
Quality
Scope/Quality
Communication

40
33
22

Reduction
Reduction
Reduction

Time
Quality/Communication
Human Resources

78
33
22

Reduction
Transfer
Reduction

Scope/Quality
Quality
Communication

33
33
22

Reduction
Reduction
Reduction

Quality/Technical
Quality/Technical
Quality/Technical

33
39
33
22

Reduction
Reduction
Reduction
Retention

Human Resources
Human Resources
Communication/Human
Resources
Quality/Human Resources

39
33
28

Reduction
Reduction
Transfer

Scope/Quality
Quality/Technical
Human Resources

40

Reduction

Quality/Communication

CONCLUSION
A challenge facing IT project managers is to identify potential risks and adopt appropriate actions. The
literature review identifies a list of twenty-seven risks in IT projects. The two highest ranked risks, both in the
literature and this survey, were ‘personnel shortfalls’ and ‘unrealistic schedule and budget’. Furthermore, three
other risk were prevalent in this research – unrealistic expectations, incomplete requirements, and diminished
window of opportunity due to late delivery of software. This strongly indicates that IT project managers should
be highly sensitive to these risks on their projects. The overwhelming treatment strategy is risk reduction using
project management processes. Prevalent project management processes for high ranked risks are scope/quality
management, stakeholder management and human resource management. In particular, managing stakeholders’
expectations will provide a solution to managing several high-ranking IT project risks. The research found that
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most of the strategies for managing risks entail the application of project management. So IT project managers
need to be aware that project management is the key strategy for managing risks, and very few IT risks have to
do with technical issues. The propensity of IT project managers to become immersed in technical aspects of their
projects means that the effective management of IT risks will be impeded. The findings reported can be used a
checklist of important risks and a rich and diverse range of treatment strategies that IT project managers should
consider for effective risk management. Understanding the critical role of project management as a key and
encompassing strategy for managing IT project risks is a necessity for project success. In particular,
expectations management is a specific strategy that would provide efficient and effective risk management.
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