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In this paper, a characterization of the solution of impulse control prob-
lems in terms of superharmonic functions is given. In a general Markovian
framework, the value function of the impulse control problem is shown to
be the minimal function in a convex set of superharmonic functions. This
characterization also leads to optimal impulse control strategies and can be
seen as the corresponding characterization to the description of the value
function for optimal stopping problems as a smallest superharmonic majo-
rant of the reward function. The results are illustrated with examples from
different fields, including multiple stopping and optimal switching problems.
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1. Introduction
Stochastic control techniques play a major role in many fields of applied probability. In
particular, the developments in mathematical finance have stimulated the activities in
this branch of control theory in the last decades. Many of these approaches have the
disadvantage that they lead to non-realizable optimal strategies since these strategies
consist of interventions at each time instant in a continuous time model. The right
mathematical framework to consider discrete interventions in a continuous time model
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is given by impulse control problems.
Impulse control problems have been studied for decades. It seems to be impossible to
give an overview over all fields of application and all different variants that have been
used. We only want to mention finance, e.g. cash management and portfolio optimiza-
tion, see [18] and [25], optimal forest management, see [29], [2] and the references therein,
and control of an exchange rate by the Central Bank, see [22], [7]. Most of these articles
are based on the seminal work developed in [6], which still turns out to be the main ref-
erence for theoretical results in this field. For underlying diffusion process under some
further assumptions, the value function is proved to be a solution of a corresponding
quasi-variational inequality, that also characterizes the optimal strategy. A more recent
overview over results for jump-diffusions is given in [24], see also [18] for a survey with
focus on financial applications.
On the other hand, it it known that there is a strong connection between impulse con-
trol problems and problems of optimal stopping. Under certain conditions, the value
function of the impulse control problem can be found as the limit of a sequence of value
functions for associated optimal stopping problems, see [24, Chapter 7]. Moreover, the
value function of the impulse control problem can be characterized as a solution to an
implicit problem of optimal stopping, where implicit means that the reward function in
the optimal stopping problem contains this value function itself, see [18].
For Markovian problems of optimal stopping, the most flexible and valuable approach
– both from a theoretical and practical point of view – seems to be the superharmonic
characterization of the value function; more precisely, under minimal condition, the value
function is the smallest superharmonic function majorizing the reward function. This
characterization goes back to Dynkin ([16]) and turned out to be the right formulation
for most such problems. For an explicit solution, this approach can be translated into
free-boundary problems, which can be solved in many problems of interest. An excellent
overview over recent developments in this field is given in the monograph [26]. One of
main advantages of considering superharmonic functions (instead of, e.g. using a for-
mulation using quasi-variational inequalities) is that regularity conditions can often be
stated in a more natural way from a stochastic point of view.
One of the consequences of this superharmonic characterization is that optimal stopping
problems for an underlying one-dimensional diffusion process can be solved explicitly
in many situations of interest, since the superharmonic functions turn out to be trans-
formed concave functions, see [14], [5], or [11] for recent treatments. Therefore, one
can say that optimal stopping of one-dimensional diffusion processes is well-understood.
Inspired by these result, in the last years, different authors considered special classes
of impulse control problems for an underlying one-dimensional diffusion processes, and
obtained a solution in terms of superharmonic (resp. excessive) functions, see [1], [3],
and [17]. One of the main advantages of these approaches is that they work in a very
general setting without strong regularity assumptions on the problem, that are often
needed for applying alternative approaches.
The question arises whether there is also a general characterization of the value func-
tion of an impulse control problem as the smallest function in a set of superharmonic
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functions, as for optimal stopping problems. The aim of this article is to consider the im-
pulse control problem from a purely superharmonic point of view to use the well-known
advantages for optimal stopping problems also for impulse control problems. This is car-
ried out in a very general Markovian setting in the following section. The main results
are Theorems 2.3 and 2.6, that give a characterization of the value function as well as the
existence and description of an optimal strategy under very general conditions: Under
natural assumptions, (for the problem without integral term) the value function of an
impulse control can be characterized as the smallest r-superharmonic function h with
Mh ≤ h, where M denotes the maximum operator. This can be seen as a consequent
dual approach to impulse control: The maximization over impulse control strategies is
transformed into a minimization problem over superharmonic functions. It turns out
that it is possible to follow a similar line of argument as for optimal stopping problems,
although some refinements of the arguments are needed of course. To see the connection,
we use a similar presentation as given in [26, Chapter 1]. To the best of the author’s
knowledge, the presented approach is new in the literature, although many connected
results are already known. Some of these connections are discussed in Section 3. Fur-
thermore, the theoretical results are illustrated with examples there. For the article to
have a moderate length and good readability, we illustrate our results on some examples
only, and give some hints for further applications. The general framework for the results
obtained in Section 2 allows us to directly identify many other classes of problems as
subclasses of the framework discussed before. More precisely, we apply the general im-
pulse control theory to optimal stopping problems, multiple optimal stopping problems,
and optimal switching problems and obtain the corresponding results for these classes.
Furthermore, we treat on example with a discontinuous cost structure explicitly and give
some hints for the solution of impulse control problems for general Lévy processes.
2. General theory
On a probability space (Ω,F ,P) with a filtration (Ft)t≥0 we consider a stochastic pro-
cess X = (Xt)t≥0 with values in (E,B), where E is a locally compact separable metric
space and B denotes the Borel σ-algebra. We assume that X has càdlàg paths and
is quasi left-continuous (left-continuous over stopping times). Furthermore, we assume
X to be a strong Markov process with respect to the family (Px)x∈E of probability
measures with a measurable time shift operator θ. Without loss of generality, we can
assume that the process X is given on the canonical space and the time-shift acts as
θt[(ωs)s≥0] = (ωt+s)s≥0.
Our set of strategies are impulse control strategies; these are sequences S = (τn,γn)n∈N.
For general Markov processes, the definition of the controlled process with respect to S
is not immediate. We only give an intuitive explanation here and remind the reader of
the formal definition in the Appendix A.
Under the controlled measures (PSx )x∈E , between each two random times τn−1 < τn,
the process runs uncontrolled with the same dynamics as the original process. At each
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random time τn an impulse is exercised and the process is restarted at the new state
γn. Here, τn is a stopping time for the process Xn with only n− 1 controls and γn is
measurable with respect to the corresponding pre-τn σ-algebra.
For jump processes X, the following technical problem has to be taken into account:
By construction, the process X has a jump due to the control that take place in time
τn. But furthermore, the uncontrolled process Xn on [τn−1, τn] may also have a jump in
time τn if Xn does not have continuous sample paths. Therefore, Xnτn 6=Xτn− in general.
For our further considerations, it will be important to consider the process Xn also at
time point τn. Therefore, we write
Xτn,− :=Xnτn
for the value of the process at τn if no control is exercised. Obviously, for continuous
underlying processes, we have Xτn,− =Xτn−, which motivates this notation.
We furthermore assume that for each x∈E the set A(x)⊆E is the set of possible states
that the process X may be shifted to from state x, that is γn is A(Xτn,−)-valued. At
time point τn, the controlled process is shifted to a point γn and between two stopping
times τn and τn+1 the process behaves as the uncontrolled Markov process. Note that
Xτn =Xτn,− is allowed. We call this action a degenerated shift and assume (without loss
of generality) that this is always allowed. This corresponds to the case that no control
takes place. As usual, we call an impulse control strategy S = (τn,γn)n∈N admissible, if
τn↗∞ for n↗∞.
Moreover, let K : E×E→ R be a measurable function, the cost functional, fulfilling
ESx
( ∞∑
n=0
e−rτnK−(Xτn,−,Xτn)
)
<∞ (1)
for all admissible impulse control strategies S = (τn,γn)n, whereK− denotes the negative
part of K. We often think of the case that the cost functional K is non negative. In that
case, the assumption obviously holds true. We want to remark that in our discussion the
cost function does not only depend on the difference x−y (assuming that E is a vector
space) as in many other treatments of impulse control problems, but is an arbitrary
measurable function of two variables.
In the following we interpret K(x,y) as the cost of shifting the process from state x
to state y. Therefore, it is reasonable to assume that K(x,x) = 0 for all x. With this
convention, it it no restriction to assume that all stopping times τn are finite a.s., and
to assume τ0 = 0,Xτ0 =X0.
We furthermore fix a measurable function f : E→ R such that
ESx
∫ ∞
0
e−rs|f(Xs)|ds <∞, x ∈ E, S.
Since degenerated shifts are allowed, it particularly holds that
Ex
∫ ∞
0
e−rs|f(Xs)|ds <∞, x ∈ E.
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Therefore, the r-resolvent f of f for the uncontrolled process is well defined, that is
f(x) = Ex
∫ ∞
0
e−rsf(Xs)ds, x ∈ E.
We consider the impulse control problem given by the following value function
v(x) = sup
S=(τn,γn)n
ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
, x ∈ E,
where the supremum is taken over all admissible impulse control strategies.
First, note that for each S = (τn,γn)n the expectation
ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
is well-defined in [−∞,∞) since the first summand is integrable and the second is inte-
grable in [−∞,∞) by assumption (1). Since degenerated shifts are allowed, we obtain
v(x)≥ Ex
∫ ∞
0
e−rsf(Xs)ds= f(x)>−∞, (2)
so that v >−∞. We furthermore assume that v is finite.
We first rewrite the reward of this control problem to deal with the integral term.
Lemma 2.1. (i) For all finite stopping times τ and all x ∈ E it holds that
Ex
∫ τ
0
e−rsf(Xs)ds=−Ex
(
e−rτf(Xτ )
)
+f(x).
(ii) For each admissible impulse control strategy S = (τn,γn)n and each x ∈ E it holds
that
ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
=ESx
( ∞∑
n=1
e−rτn
(
f(Xτn)−f(Xτn,−)−K(Xτn,−,Xτn)
))
+f(x).
(iii) For all x ∈ E
v(x)−f(x) = sup
S=(τn,γn)n
ESx
∞∑
n=1
e−rτnK(Xτn,−,Xτn),
where
K(Xτn,−,Xτn) = f(Xτn)−f(Xτn,−)−K(Xτn,−,Xτn)
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Proof. (i) immediately holds by the strong Markov property.
For (ii) note that the process X runs uncontrolled between each two stopping times
τn−1, τn. Therefore, (i) yields
ESx
∫ τn
τn−1
e−rsf(Xs)ds=−ESx
(
e−rτnf(Xτn,−)− e−rτn−1f(Xτn−1)
)
.
We obtain
ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
=ESx
( ∞∑
n=1
∫ τn
τn−1
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
=ESx
( ∞∑
n=1
−(e−rτnf(Xτn,−)− e−rτn−1f(Xτn−1))−
∞∑
n=1
e−rτnK(Xτn,−,Xτn)
)
Now note that for each k
k∑
n=1
−(e−rτnf(Xτn,−)−e−rτn−1f(Xτn−1)) =
k∑
n=1
e−rτn(f(Xτn)−f(Xτn,−))−e−rτkf(Xτk)+f(x).
By the same argument as in (i) and dominated convergence it holds that
ESx
(
e−rτnf(Xτn)
)
= ESx
∫ ∞
0
e−rsf(Xs)ds−ESx
∫ τn
0
e−rsf(Xs)ds→ 0.
Therefore,
ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
=ESx
( ∞∑
n=1
e−rτn
(
f(Xτn)−f(Xτn,−)−K(Xτn,−,Xτn)
))
+f(x).
Since the summand f(x) is independent of S, taking the supremum over all S gives
(iii).
Note that by (iii) of the previous Lemma, we could assume – without loss of generality
– that f = 0. But since an integral term arises in many problems of interest, we keep a
general f in the following.
Now, we introduce a set of superharmonic functions, that will be the main ingredient
for our further considerations:
H := {h : E→ R|h is r-superharmonic, h≥ 0, h+f ≥M(h+f)},
where the maximum operator M is given by
Mw(x) = sup
y∈A(x)\{x}
(w(y)−K(x,y)),
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with the convention sup∅=−∞.
Next, we see that each function in H is an upper bound for the value function. Fur-
thermore, we get lower bounds for some special functions.
Proposition 2.2. Let h : E→ R.
(i) If h ∈H, it holds that
v ≤ h+f.
(ii) If x ∈ E and S = (τn,γn)n is an impulse control strategy such that
ESx
(
e−rτnh(Xτn,−)
)
= ESx
(
e−rτn−1h(Xτn−1)
)
for all n ∈ N, (3)
(h+f)(Xτn)−K(Xτn,−,Xτn)≥ (h+f)(Xτn,−) PSx −a.s.,
and fulfilling the growth condition
ESxe−rτnh(Xτn,−)→ 0 for n→∞,
then
(h+f)(x)≤ v(x).
Proof. Let S = (τn,γn)n be an arbitrary admissible impulse control strategy and x ∈ E
such that
ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
>−∞.
Since h ∈ H, by the optional sampling theorem for nonnegative supermartingales we
obtain (keeping in mind that X runs uncontrolled between τn−1 and τn under ES)
ESx
(
e−rτnh(Xτn,−)− e−rτn−1h(Xτn−1)
)
≤ 0.
Using this inequality and Lemma 2.1 we get
ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
=ESx
( ∞∑
n=1
e−rτn
(
f(Xτn)−f(Xτn,−)−K(Xτn,−,Xτn)
))
+f(x)
≤ESx
( ∞∑
n=1
e−rτn
(
(h+f)(Xτn)− (h+f)(Xτn,−)−K(Xτn,−,Xτn)
))
+ (h+f)(x).
Since h+f ≥M(h+f) we obtain that
(h+f)(Xτn)− (h+f)(Xτn,−)−K(Xτn,−,Xτn)≤ 0,
therefore
ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
≤ (h+f)(x).
Because S was arbitrary, we see that v(x)≤ (h+f)(x), that is (i).
On the other hand, under the stated conditions we obtain (ii) by following the previous
proof.
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The previous proposition can be seen as a verification theorem. Indeed, it is a gen-
eralization (with less-explicit assumptions) of [24, Theorem 6.2]. Now, we examine the
structure of the solution more detailed:
Theorem 2.3. Assume that v is measurable.
Then v−f is the pointwise minimizer of H, i.e. v−f ∈H and v−f ≤ h for all h ∈H.
Proof. By Proposition 2.2 (i) it suffices to show that v− f ∈ H. Note that v− f ≥ 0
by (2). On the other hand, since immediate control is possible, (v−f) +f = v ≥Mv =
M((v−f) +f).
It remains to prove that v−f is r-superharmonic. Let σ be a finite stopping time. By
the measurability of v, we know that the following function is a random variable:
e−rσ(v−f)(Xσ) = sup
S=(τn,γn)n
e−rσESXσ
∞∑
n=1
e−rτnK(Xτn,−,Xτn),
where the equality holds by Lemma 2.1. On the other hand, using the strong Markov
property, almost surely we have for each admissible impulse control S = (τn,γn)n
e−rσESXσ
∞∑
n=1
e−rτnK(Xτn,−,Xτn)
=ESσx
( ∞∑
n=1
e−rτn,σK(Xτn,σ−,Xτn,σ)
∣∣∣∣Fσ
)
,
where Sσ = (τn,σ,γn,σ) is the time-shifted impulse control given by τn,σ =σ+τn◦θσ,γn,σ =
γn ◦ θσ. This – together with the measurability – shows that e−rσ(v−f)(Xσ) is the es-
sential supremum of the set{
ESσx
( ∞∑
n=1
e−rτn,σK(Xτn,σ−,Xτn,σ)
∣∣∣∣Fσ
)
: S impulse control
}
.
Following the line of arguments in [26, p. 47], it is easily seen that this set is directed
upwards. By the standard properties of the essential supremum, there exists a sequence
(Sk)k∈N such that
ESk,σx
( ∞∑
n=1
e−rτk,n,σK(Xτk,n,σ−,Xτk,n,σ)
∣∣∣∣Fσ
)
↗ e−rσ(v−f)(Xσ), k↗∞.
By the monotone convergence theorem we obtain
Exe−rσ(v−f)(Xσ) = lim
k→∞
ESk,σx
( ∞∑
n=1
e−rτk,n,σK(Xτk,n,σ−,Xτk,n,σ)
)
≤ (v−f)(x).
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The assumption that v is measurable is natural in many situations of interest. For
example, whenever the function
x 7→ ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
is lower semicontinuous for each S, then v is lower semicontinuous as a supremum of
lower semicontinuous functions. Another sufficient condition is given in the following
corollary.
Corollary 2.4. Assume that there exists an optimal impulse control strategy S= (τn,γn)n.
Then v−f is the pointwise minimizer of H.
Proof. By Lemma 2.1 we see that
(v−f)(x) = ESx
∞∑
n=1
e−rτnK(Xτn,−,Xτn).
Therefore, v is measurable and the claim holds by the Theorem 2.3.
In the following, we construct an optimal admissible impulse control strategy S =
(τn,γn)n, i.e. S = (τn,γn)n is an admissible impulse control strategy and for all x ∈E it
holds that
v(x) = ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
.
To this end, we will often assume the following weak form of the triangle inequality for
the cost function: For all x ∈E and y ∈A(x)\{x}, there exists some  > 0 such that for
all z ∈ A(x)∩A(y)
K(x,y) +K(y,z)≥K(x,z) + . (4)
Note that this is a natural assumption for optimal impulse control problems, where often
two types of costs are assumed: Fixed costs and proportional costs. The proportional
costs naturally fulfill the standard triangle inequality. Now, since the fixed costs have
to be added, the extra summand  is natural. For example, in the survey article [18]
the cost structure in Rd was assumed to have the form K(x,y) = |x− y|+K for some
K > 0, where the assumption (4) is obviously fulfilled. Furthermore, we often assume
that for all x ∈ E
A(y)⊆A(x) for all y ∈ A(x). (5)
In other words, (5) means that if it is possible to shift the process from state x to state
y and from state y to state z, then it is also possible to shift the process from state x
to state z directly. The natural conditions (4) and (5) guarantee that if it is rational to
trade from x to y, then no immediate trading in y is rational:
Proposition 2.5. Assume (4) and (5). Let v :E→R be a measurable and x,y ∈E, x 6=
y, such that
Mv(x) = v(y)−K(x,y).
Then,
v(y)>Mv(y).
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Proof. Choose  > 0 as in (4) and let z ∈ A(y). By (5) we have z ∈ A(x). We obtain
v(z)−K(y,z)≤ v(z)− (K(x,z)−K(x,y) + )
≤Mv(x) +K(x,y)− 
= v(y)−K(x,y) +K(x,y)− 
= v(y)− ,
hence v(y)≥ v(z)−K(y,z) + . Taking supremum over all z yields
v(y)≥Mv(y) +  >Mv(y).
Now, we come to the second main result of this section, that is a theorem that guar-
antees the existence of an optimal impulse control strategy. Furthermore, the optimal
strategy is described in terms of the pointwise minimum of H under natural assump-
tions. The advantage of this theorem compared to the previous results is that it is
stated in term of the minimizer of H and not in terms of the (unknown) value function
v. Therefore, no (direct) regularity assumptions on v are needed, that are often hard to
establish.
Theorem 2.6. Assume that (4) and and (5) hold true and that f is nonnegative and
lower semicontinuous.
Assume that h is a pointwise minimizer in H, that v := h+ f is lower semicontinuous
(lsc), and Mv is upper semicontinuous (usc), that fulfills the integrability condition
Ex sup
t≥0
e−rt|M(v−f)(Xt)|<∞ for all x ∈ E. (6)
Furthermore, assume that the stopping time
τS := inf{t≥ 0 :Xt ∈ S}, S = {x ∈ E : v(x) =Mv(x)},
is finite Px-a.s. for all x∈E, and that there exists a measurable function φ : S→E such
that for each x ∈ S
Mv(x) = v(φ(x))−K(x,φ(x)),
and let the impulse control strategy S given by
τ0 = 0, γ0 = x Px−a.s. for all x ∈ E,
τn = inf{t > τn−1 : v(Xt) =Mv(Xt)},
γn = φ(Xτn,−)
be admissible and ESxe−rτnh(Xτn)→ 0.
Then it holds that
v = v
and S is an optimal admissible impulse control.
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Proof. (a) For λ ∈ (0,1) write
Sλ = {x ∈ E : λv(x)≤Mv(x)} and Cλ = Scλ.
Since v is lsc and Mv is usc, we see that Sλ is a closed set and
Sλ↘ S := {x ∈ E : v(x) =Mv(x)}, λ↗ 1.
Write τλ := inf{t≥ 0 : Xt ∈ Sλ}. Since τS <∞ Px-a.s. for all x∈E and since S ⊆ Sλ
we obtain that τλ is a.s. finite under all measures Px,x ∈ E.
(b) Fix λ < 1. We write
g(x) := Exe−rτλ(v−f)(Xτλ), x ∈ E.
Now we show v˜−f ∈H, where v˜(x) := λv(x)+(1−λ)(g+f)(x). First we show that
for all x ∈ E it holds that
Mv˜(x)≤ v˜(x). (7)
By noting that M is a convex operator (see also Subsection 3.1), we have
Mv˜(x)≤ λMv(x) + (1−λ)M(g+f)(x)
= λMv(x) + (1−λ) sup
y∈A(x)
[Eye−rτλ(v−f)(Xτλ) +f(y)−K(x,y)]
≤ λMv(x) + (1−λ) sup
y∈A(x)
[(v−f)(y) +f(y)−K(x,y)]
= λMv(x) + (1−λ)Mv(x) =Mv(x).
If x ∈ Sλ, by the previous inequality and the definition of v it holds that
Mv˜(x)≤Mv(x)≤ v(x) = λv(x) + (1−λ)v(x) = λv(x) + (1−λ)(g+f)(x) = v˜(x),
where we used that τλ = 0 Px-a.s. for x ∈ Sλ, which implies
g(x) +f(x) = Exe−rτλ(v−f)(Xτλ) +f(x) = v(x) for x ∈ Sλ.
On the other hand, for x ∈ Cλ we have Mv(x)≤ λv(x). Hence,
Mv˜(x)≤Mv(x)≤ λv(x).
To obtain (7), it remains to be proved that λv(x)≤ v˜(x) = λv(x)+(1−λ)(g+f)(x)
for x ∈ Cλ. This holds since h,f ≥ 0, which implies
(g+f)(x) = Exe−rτλ(v−f)(Xτλ) +f(x) = Exe−rτλh(Xτλ) +f(x)≥ 0.
Since v− f is r-superharmonic, by the general theory of superharmonic functions
we know that so is g : x 7→ Exe−rτλ(v− f)(Xτλ). Therefore, so is v˜− f . Hence, we
11
have proved that v˜−f ∈H.
By the minimality property of h= v−f we obtain
(v−f)(x)≤ (v˜−f)(x) = λ(v−f)(x) + (1−λ)g(x)
= λ(v−f)(x) + (1−λ)Exe−rτλ(v−f)(Xτλ),
i.e. (v−f)(x)≤Exe−rτλ(v−f)(Xτλ).Keeping in mind that v−f is r-superharmonic,
we obtain
h(x) = (v−f)(x) = Exe−rτλ(v−f)(Xτλ) = Exe−rτλh(Xτλ).
(c) Since τλ is monotonically increasing in λ, τ := limλ→1 τλ exists and τ ≤ τS . As X is
quasi left-continuous, it holds that limλ↗1Xτλ =Xτ . Because of the semicontinuity
of v and Mv and because v(Xτλ) ≤ 1λMv(Xτλ) for λ↗ 1, we have that v(Xτ ) =
Mv(Xτ ). Therefore, τS ≤ τ , i.e. τS = τ . Using dominated concvergence and the usc
of Mv−f we obtain
h(x) = liminf
λ↗1
Exe−rτλh(Xτλ)≤ liminfλ↗1
1
λ
Exe−rτλ(Mv−f)(Xτλ)
≤ Exe−rτ (Mv−f)(Xτ )≤ Exe−rτh(Xτ ) = Exe−rτSh(Xτ
S
).
Since h is r-superharmonic we obtain
h(x) = Exe−rτSh(Xτ
S
). (8)
(d) Note that v(Xτ
S
) = Mv(Xτ
S
). Furthermore, (8) yields that condition (3) from
Proposition 2.2 is fulfilled for the impulse control strategy given above. This strategy
therefore fulfills the requirements of Proposition 2.2 (ii). To see that it is indeed
an impulse control strategy, note that τn < τn+1 is fulfilled by Proposition 2.5. We
obtain v(x) = v(x) and the optimality of the impulse control strategy.
Remark 2.7. Note that the condition (6) is a natural condition to guarantee that the
value function is finite. For the corresponding equation for optimal stopping problems,
see the connection in Subsection 3.5.
Remark 2.8. The assumption that f is nonnegative in the previous theorem can be
weakened by assuming that the function f is bounded below by some constant c < 0.
Then for all x ∈ E it holds that
v(x) = sup
S=(τn,γn)n
ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
= sup
S=(τn,γn)n
ESx
(∫ ∞
0
e−rs(f − c)(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
+ c/r
and f − c ≥ 0, which yields that the resolvent of f − c is nonnegative and Theorem 2.6
can be applied to the problem for f − c.
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3. Discussion and examples
3.1. Impulse control as a convex optimization problem
It is often convenient to consider optimal stopping problems as linear programming
problems, see for example [10] for a discussion in a general setting. In the same line,
the previous discussion shows that impulse control problems may be seen as convex
optimization problems. Indeed, for a fixed state x0 ∈ E, we have seen in Theorem 2.3
and 2.6 that – under some natural conditions – the value v(x0) is given as the the
minimum of h(x0), where the minimum is taken over all h ∈ H. Note that H is indeed
convex since for all λ ∈ [0,1],h1,h2 ∈ H for h := λh1 + (1−λ)h2 ≥ 0 it holds that h is
r-superharmonic and for all x ∈ E
(h+f)(x) = λ(h1 +f)(x) + (1−λ)(h2 +f)(x)
≥ λM(h1 +f)(x) + (1−λ)M(h2 +f)(x)
≥M(λ(h1 +f) + (1−λ)(h2 +f))(x)
=M(h+f)(x),
so that h ∈ H. Therefore, the impulse control problem can be seen as the following
convex programming problem:
min
h superharm.
h(x0)
subj. to (h+f)(x)≥M(h+f)(x) for all x ∈ E.
3.2. Connection to quasi-variational inequalities
Now, we can identify the value function as a solution to the corresponding quasi-
variational inequality under appropriate regularity conditions as follows: As described in
the previous section, we can identify h := v−f as the smallest r-superharmonic function
with
M(h+f)≤ h+f. (9)
Now, we assume that v is regular enough to apply the generator (or Dynkin operator)
A of X. Then we obtain
0≥ (A− r)(v−f)(x) = (A− r)v(x) +f(x),
i.e. (A− r)v+ f ≤ 0. Moreover, by (9) it holds that Mv ≤ v. By the considerations
leading to (8), it is furthermore clear that v− f is r-harmonic on {Mv < v}, i.e. (A−
r)v+f = 0 on this set. We obtain that v is a solution to the quasi-variational inequality
max{(A− r)v+f,Mv−v}= 0.
But note that for our approach, no further regularity assumptions on v are needed, see
also Example 3.4 below.
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3.3. One-dimensional diffusion processes
For the explicit applicability of the theory, it is of interest to have a more explicit charac-
terization of the r-superharmonic functions for the process X. Such a characterization is
well-known for regular one-dimensional diffusion processes X with absorbing or natural
boundaries. In this case, a function h is r-superharmonic if and only if hφ is
ψ
φ -concave,
where φ,ψ denote the increasing resp. decreasing fundamental r-harmonic functions. We
refer to [14] for a recent treatment. One could say that the nonnegative r-superharmonic
functions can be characterized as the concave functions in a transformed space. There-
fore, one can characterize the value function geometrically as the smallest nonnegative
extended concave function that fulfillsM(h+f)≤ h+f . The main difficulty – compared
to the optimal stopping problem for one-dimensional diffusion processes – is that the
condition M(h+ f) ≤ h+ f is a nonlocal condition in general, since M is a nonlocal
operator. Under assumptions that simplify the operator M in a suitable way, one can
be hopeful to solve the problem geometrically. In some special situations, this idea was
carried out, see [17]. The main structural results obtained there – in our notation – is
the following (see [17, Proposition 3.1]):
Proposition 3.1. Under the assumptions stated in [17], v−f is the smallest function
h≥ 0 such that
(h+f)(x) = sup
τ
Exe−rτM(h+f)(Xτ ).
This result can also be seen as the main ingredient used in [1], see equation (2.8)
there. By the general theory of optimal stopping, the previous fact can be stated in the
following form: Writing
H˜ := {h : E→ R|h is r-superharmonic, h≥ 0, h+f ≥M(h+f),
∀w r-superharm. with w+f ≥M(h+f) : w ≥ h},
Proposition 3.1 states that v− f is a pointwise minimizer of H˜. Obviously, H˜ ⊆ H.
On the other hand, it is easily seen – using (8) – that v ∈ H˜, so that Proposition 3.1
can be obtained from our general theory in the previous section. In all the examples
discussed in [1], [17], and [3], the assumptions were chosen such that the set S = {x ∈
E : v(x) = Mv(x)} turns out to be essentially one-sided and the process is shifted back
to one special point. Next, we discuss a (depending on the parameter) one- or two-sided
problem, that can be dealt with using our approach:
3.4. Example: Discontinuous costs
Now, we treat one example in detail, since it deliver insights into the use of r-superharmonic
functions for the solution of impulse control problems. For simplicity, we consider a stan-
dard Brownian motion X as an underlying process on E =R. Let f ≡ 0 and assume that
at each intervention we can shift the process to the state 0 or go on, that is A(x) = {0,x}
for all x ∈R. If we stop at a state x≥ 1, we receive an amount of 1, and we have to pay
costs of 1 for x < 1. In our notation, we have K(x,0) =−1 for x≥ 1 and K(x,0) = 1 for
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x < 1 (x 6= 0). Note that the cost functional is discontinuous at x= 1, which is not easy
to handle for the ordinary approaches to impulse control. Nonetheless, the formulation
using superharmonic function can deal with this problem immediately:
Now, we discuss how to construct a pointwise minimizer in H. First, note that
Mh(x) = h(0)−K(x,0) =
h(0) + 1 , x≥ 1,h(0)−1 , x < 1. (10)
For x≥ 1 it seems to be reasonable to stop immediately and receive the reward. There-
fore, we make the Ansatz Mh(x) = h(x) for x≥ 1, i.e. h(x) = h(0) + 1. For x < 1, it is
not obvious if it is reasonable to shift the process to state 0. Indeed, it depends on the
discounting parameter r. We distinguish two cases:
Figure 3.1: Value function for case 1 Figure 3.2: Value function for case 2
1. case: eβ ≥ 2, where β = √2r, i.e. the discounting factor is sufficiently high.
We make the Ansatz, that h is r-harmonic on (−∞,1]. Furthermore, it seems to be
reasonable, that h is non-increasing on that interval. The general theory of r-harmonic
functions yields that h(x) = λeβx with β as above for some λ > 0. We see that λ= h(0),
so that we consider
h(x) =
λeβx, x < 1,λ+ 1, x≥ 1,
see Figure 3.1. Since r-superharmonic functions for a standard Brownian motion are
continuous, we should have λeβ = λ+ 1, i.e.
λ= 1
eβ−1 .
Now, we check that h ∈ H. Obviously, h ≥ 0. To see that h is r-superharmonic, we
recognize that h= min{h1,h2}, where h1(x) = λeβx, h2(x) := λ+1. Since h1 and h2 are
obviously r-superharmonic, so is h. We want to remark, that h is not smooth at x= 1; in
particular it is not smooth enough to apply Itô’s formula (in its standard form without
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local time), as required in most verification theorems for impulse control. It remains to
be checked thatMh(x)≤ h(x). Keeping (10) in mind, this is trivial for x≥ 1. For x< 1,
we have Mh(x) = λ−1. A short calculation yields that Mh(x)≤ h(x) iff eβ ≥ 2, which
is the assumption above. In that case, we indeed have Mh(x) < h(x) for all x < 1. We
have proved that h ∈H.
Using Proposition 2.2 (i), we obtain that h≥ v. Inspired by Theorem 2.6, we define
τn = inf{t > τn−1 : h(Xt) =Mh(Xt)}= inf{t > τn−1 :Xt ≥ 1},
γn = 0.
This is obviously an admissible impulse control strategy. Since h is r-harmonic on
(−∞,1), it fulfills the requirements of Proposition 2.2 (ii) and we obtain that h≥ v and
the impulse control strategy mentioned above is optimal.
2. case: eβ < 2. In this case it turns out to be optimal to shift back the process to 0,
whenever X is below a threshold x∗, x∗ < 0 to be found. Analogously to the discussion
above, we make the Ansatz
h(x) =

h(0)−1, x≤ x∗,
λ1eβx+λ2e−βx, x ∈ (x∗,1),
h(0) + 1, x≥ 1,
see Figure 3.2. We find the unknown parameters h(0),λ1,λ2,x∗ via the conditions
λ1 +λ2 = h(0), λ1eβ +λ2e−β = h(0) + 1
λ1e
βx∗ +λ2e−βx
∗
= h(0)−1, βλ1eβx
∗−βλ2e−βx
∗
= 0.
Indeed, it is not hard to check, that the parameters are uniquely determined by this four
equations under the assumption eβ < 2. The first two conditions are analogously to the
1. case, the second two guarantee that h is smooth at x∗, which leads to the conclusion
that
h1(x) :=
h(0)−1, x≤ x∗,λ1eβx+λ2e−βx, x ∈ (x∗,∞),
is r-superharmonic. Therefore, so is h with the same argument as in the 1. case. Again,
we obtain h ∈H and using Proposition 2.2 we see that v = h, and
τn = inf{t > τn−1 :Xt 6∈ [x∗,1]},
γn = 0
is optimal.
3.5. Connection to the ordinary theory of optimal stopping
The line of argument given above is inspired by the treatment of optimal stopping
problems, as presented for example in [26]. Now, we want to discuss how to find the
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optimal stopping problems as a subclass in the class of optimal impulse control problems.
In the setting above, assume that E contains a grave ∂, that is never reached by the
uncontrolled process when started in E \ {∂}. If the process reaches ∂, it stays there
forever. Then we assume A(x) = {x,∂} for x 6= ∂ and A(∂) = {∂}. Note that condition
(5) is obviously fulfilled. Furthermore, write g(x) := −K(x,∂) for all x and assume
f(∂) = 0. For each admissible impulse control S = (τn,γn) (when ignoring the trivial
case Xτn =Xτn,−), it holds that γn = ∂ for all n. Therefore,
ESx
(∫ ∞
0
e−rsf(Xs)ds−
∞∑
n=0
e−rτnK(Xτn,−,Xτn)
)
=Ex
(∫ τ1
0
e−rsf(Xs)ds+ e−rτ1g(Xτ1−)
)
.
We obtain that we are indeed faced with an ordinary optimal stopping problem with
discounting and an integral term. Hence, we can consider this class of optimal stopping
problems as a subclass of the impulse control problems. Letting f ≡ 0 for simplicity and
noting that h(∂) = 0 for all r-superharmonic functions h, we see that the condition
M(h+f)(x)≤ h+f
becomes
g(x)≤ h(x),
i.e. h majorizes g. This corresponds to the well-known results for ordinary optimal
stopping problems. Note that condition (6) in Theorem 2.6 boils down to the standard
integrability condition
Ex sup
t≥0
e−rt|g(Xt)|<∞.
3.6. Multiple stopping problem with random refraction period
As a generalization of optimal stopping problems, we now consider the following class of
multiple stopping problems: In the last years, a theory was developed for solving multiple
stopping problems inspired by applications to swing options in the energy market, see
[8], [9], and [12]. In a Markov process setting, these are problems of the following form:
sup
σ1,...,σk
Ex
k∑
i=1
e−rσig(Yσi),
where Y is a strong Markov process with state space X , g is a measurable function ≥ 0,
and the supremum is taken over all stopping times σ1, ...,σk, where it is assumed that
between each two exercises, there is a refraction period of deterministic length δ > 0,
that is σi+1 ≤ σi+δ for all i < k. The main theoretical result was that this problem can
be reduced to a sequence of n ordinary optimal stopping problems, see [9] and [12].
Now, we will show that this result can also be immediately obtained using the theory
developed before. To this end, we introduce a new Markov X with state space
E =
 k⋃
i=1
X ×{i}
∪
 k⋃
i=2
X × [0, δ]×{i}
∪{∂}
as follows:
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• ∂ is an absorbing state.
• Started in a point (x,i) ∈ X ×{i}, i ≥ 1, the process does not leave X ×{i} and
has the same dynamics on this space as Y on X .
• Started in a point (x,s, i)∈X × [0, δ]×{i}, i≥ 2, the process is given by (x,s+r, i)
for r∈ [0, δ−s) and is then restarted in X ×{i−1} with initial distribution Px(Xδ ∈
·).
For this process, we specify an impulse control problem as follows:
A(z) = {z} for all z ∈
 k⋃
i=2
X × [0, δ]×{i}
∪{∂},
A(x,i) = {(x,i),(x,0, i)} for all (x,i) ∈ X ×{i}, i≥ 2,
A(x,1) = {(x,1),∂} for all (x,1) ∈ X ×{1},
K((x,i),(x,0, i)) =−g(x) =K((x,1),∂) for all x ∈ X , i≥ 2,
f = 0.
By the construction of the controlled process, we can identify each impulse control
strategy (τn,γn)n∈N for a starting state in X ×{k} with a sequence of stopping times
σ1, ...,σk with σi+1 ≤ σi+ δ for all i < k. Therefore, the multiple stopping problem can
be identified with the impulse control problem described above. Let v denote the value
function of the impulse control problem. Then obviously
v(∂) = 0.
For the maximum operator, it holds that
Mw(x,1) = w(∂)−K((x,1),∂) = w(∂) +g(x), x ∈ X ,
Therefore, on X ×{1} v can be found as the smallest r-superharmonic majorant of g(x),
this is v is the value function of the optimal ordinary stopping problem for g. Now, write
hδ,1(x) := e−rδExv(Yδ,1)(= v(x,2,0)) , x ∈ X .
Using this notation, we obtain on X ×{2} that the maximum operator is given by
Mw(x,2) = w(x,2,0) +g(x) = g(x) + e−δtExw(Yδ,1).
We obtain that on X ×{2} the value function v is the smallest r-superharmonic majorant
of the function
g+hδ,1,
i.e. v is found to be the value function of the ordinary stopping problem with reward
function g+ hδ,1. Using induction, we obtain the same result for each k and we see
that the value function can be found by solving a sequence of ordinary optimal stopping
problems.
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3.7. Optimal switching problems
One of the most prominent class of impulse control problems is given by optimal switch-
ing problems, see e.g. [6], [19], and [4]. Using our notations, the problem can be stated
as follows:
For two Markov processes X(0),X(1) with joint state space Eˆ consider the space
E = {0,1}× Eˆ
and the stochastic process X with (uncontrolled) distribution as those of (i,X(i)) when
started in (i,x) ∈ {i}× Eˆ, i= 0,1. The set of possible controls is then given by
A(i,x) = {(i,x),(i−1,x)},
that is, the decision maker can control the distribution of the underlying process. There-
fore, the maximum operator is given by
Mh(i,x) = h(1− i,x)−ki(x), i= 0,1, x ∈ Eˆ,
where we write ki(x) = K((i,x),(1− i,x)). Therefore, the transformed value function
v−f can be characterized as the smallest r-superharmonic function h≥ 0 that fulfills
(h+f)(i,x)≥ (h+f)(1− i,x)−ki(x), i= 0,1, x ∈ Eˆ,
which can be interpreted as a coupled system of two optimal stopping problems.
3.8. Application to general Lévy processes
Now, we discuss the case of a general Lévy process X on E = R to illustrate that the
general theory leads to useful results in particularly interesting cases. In this generality,
there is no hope to find the solution of the optimal impulse control problem explicitly in
greater generality. Nonetheless, we want to describe the structure of the value function,
that may be useful as an Ansatz in many concrete situations of interest. The main tool for
such a representation is the general integral representation of r-superharmonic/excessive
functions using the Riesz representation theorem.
We concentrate on the particularly interesting case that an optimal impulse control
strategy is a constant-boundary strategy, that is there exist a < α≤ β < b such that the
impulse control strategy S given by
τn = inf{t > τn−1 :Xt 6∈ (a,b)}
γn =
α, Xτn,− ≤ a,β, Xτn,− ≥ b.
There is no hope to find the parameters (a,α,β,b) and the associated value function
explicitly in great generality. Even ordinary optimal stopping problems for Lévy pro-
cesses are very hard to solve. A new method developed over the last years is to make
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the Ansatz to write the value function as an expectation of the running maximum or
minimum of the process evaluated at an independent Exp(r)-distributed time T , see e.g.
[23], [20], [28], [15], [13]. We will show in the following, that one can be hopeful to use
the same approach also for impulse control problems.
The main tool is the following representation of general non-negative r-excessive func-
tions k (under some conditions):
k(x) =
∫
R
Gr(x,y)σ(dy)
for some Radon measure σ = σk, where Gr(x,y) denotes the Green kernel of the pro-
cess; this representation is based on the Riesz representation theorem, see [21] and the
references therein for a more detailed discussion. The measure σ does not charge the
points in R, where k is r-harmonic. Now, we use this representation for k = v− f . By
equation (8) we see that v−f is typically r-harmonic on (a,b). Therefore, σ has support
on (a,b)c. We may write
(v−f)(x) =
∫
(−∞,a]
Gr(x,y)σ(dy) +
∫
[b,∞)
Gr(x,y)σ(dy)
for all x ∈ E. Writing M = sup{Xt : t < T} and I = inf{Xt : t < T} and assume that M
and I have densities fM ,fI , by theWiener-Hopf-factorization, we have the representation
rGr(x,y) =

∫ y−x
−∞ fI(t)fM (y−x− t)dt , y−x < 0,∫∞
y−x fM (t)fI(y−x− t)dt , y−x > 0,
see [21]. We obtain for all x ∈ (a,b)
(v−f)(x) =
∫
(−∞,a]
Gr(x,y)σ(dy) +
∫
[b,∞)
Gr(x,y)σ(dy)
=r−1
∫ a
−∞
∫ y−x
−∞
fI(t)fM (y−x− t)dtσ(dy)
+ r−1
∫ ∞
b
∫ ∞
y−x
fM (t)fI(y−x− t)dtσ(dy)
=r−1
∫ a−x
−∞
fI(t)
∫ a
x+t
fM (y−x− t)σ(dy)dt
+ r−1
∫ ∞
b−x
fM (t)
∫ x+t
b
fI(y−x− t)σ(dy)dt
=Ex(Q∗(I);I ≤ a) +Ex(Q∗(M);M ≥ b),
where
Q∗(z) = r−1
∫ a
z
fM (y− z)σ(dy), Q∗(z) = r−1
∫ z
b
fI(y− z)σ(dy).
This gives a representation of the value function in terms of the running maximum and
minimum, as desired. On the other hand, functions of the form∫
(−∞,a]
Gr(x,y)σ(dy) +
∫
[b,∞)
Gr(x,y)σ(dy)
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are r-superharmonic and one can start with these functions to find a candidate solu-
tion for the value function. This discussion opens the door to use the strong methods
developed for optimal stopping with underlying Lévy processes for impulse control prob-
lems. Since carrying out the details for a concrete example is quite lengthy, we stop the
discussion here, but treat an interesting example from portfolio optimization for fixed
transaction costs for general Lévy processes in a forthcoming article.
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A. On the formal definition of impulse control strategies
Now, we give a more formal definition of an impulse control strategy and the corre-
sponding controlled process by following the classical construction, see e.g. [27] to give
a reference in English:
We consider the new probability space Ω˜ = ΩN. Then,
τ1 is an
Ft⊗⊗
k≥2
{∅,Ω}

t≥0
stopping time,
γ1 is Fτ1⊗
⊗
k≥2
{∅,Ω}-mesurable.
and, more generally, for all n ∈ N
τn is an
 n⊗
l=1
Ft⊗
⊗
k≥n+1
{∅,Ω}

t≥0
stopping time,
γn is
n⊗
l=1
Fτn⊗
⊗
k≥n+1
{∅,Ω}=: F˜ (n)τn -mesurable.
At each random time τn an impulse is exercised and the process is restarted at the new
state γn. τn and γn only depend on the first n coordinates in Ω˜. The restarted processes
is described by the (n+ 1)-th coordinate of Ω˜. More precisely, there exists a family
PSx , x ∈ E, of probability measures on Ω˜, that is characterized by the distributions of
the coordinate processes as follows: For all s≥ 0,n ∈ N,A1, ...,An+1 measurable,
PSx (X
(1)
τn+s ∈ A1, ...,X(n)τn+s ∈ An, ,X(n+1)τn+s ∈ An+1|F˜ (n)τn )
=δ
X
(1)
τ1
(A1) · ... · δX(n)τn (An)Pγn(Xs ∈ An+1) on {τn+ s < τn+1},
where δ denotes the Dirac measure. The trajectories of the controlled process are then
given by the trajectories of the copies Xn,n= 1,2, ... of X on Ω˜ as follows:
Xt(ω) =Xnt (ωn) for t ∈ [τn−1, τn), Xτn(ω) = γn(ω1, ...,ωn), τ0 = 0.
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