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1. INTRODUCTION
In this note we extend the Jacobi triple identity by expanding the
product of n elliptic theta functions with different arguments into a
Laurent sum of Macdonald polynomials of their arguments. This is an
w xextension of Milne's result 5 in which a Laurent sum expansion in terms
of Schur polynomials has been given, and our proof is a natural extension
of his: We derive our expansion from q-binomial theorem for multiple
w xq-hypergeometric series 3 .
< <Fix q with q - 1 and set, for complex a, n,
`
ia s a; q s 1 y aq , .  .  .` `
is0
a s a r aqn . .  .  .n ` `
 w x.The Jacobi triple identity is cf. 2
THEOREM 1. If z / 0, then
`
2n qn.r2 n y1q z s yzq yz q . 1.1 .  .  .  . ` ` `
nsy`
 .We extend this as follows. Let P z , . . . , z ; q, t be a Macdonaldl 1 n
 .polynomial corresponding to the partition l s l , . . . , l with l G1 n 1
 .  .l G ??? G l G 0 see the next section . Note that when t s q, P z; q, q2 n l
 .is the Schur polynomial s z .l
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THEOREM 2. Let z z . . . z / 0. Then we ha¨e1 2 n
n
y1yz q yz q .  . . `i i` `
is1
l q1 l q1 l iyl jq1 jyiy1q t .1 n `q ??? q /  /s q 2 2  l yl q1 jyi 5i jq t .1Fi-jFn `l Gl G ??? Gl1 2 n
y`-l -`i
ln? z ??? z P z , . . . , z ; q , t . 1.2 .  .  .1 n l yl , . . . , l yl , 0. 1 n1 n ny1 n
We deduce this theorem from the q-binomial theorem for Macdonald
polynomials.
< <THEOREM 3. If x - 1, theni
 .q , tn ax a .  . li ` s P x , . . . , x ; q , t , 1.3 .  .  X l 1 nx h q , t .  .is1 i l`  .l , l l Fn
 .q, t . X  .  .where a , h q, t , and l l are defined in the next section.l l
2. MACDONALD POLYNOMIALS
w xWe first recall the pertinent facts on Macdonald polynomials 4 . Let
 .l s l , l , . . . be a partition, i.e.,. a sequence of nonnegative integers1 2
such that l G l G ??? and1 2
< <l s l - `. i
 .The number of nonzero l denoted by l l is called the length of l. Thei
 X X . Xpartition l9 s l , l , . . . where l is the number of parts of l that are1 2 i
G i, is called the conjugate partition to l. If l has m parts equal to 1, m1 2
parts equal to 2, and so on, we denote z s  r m r m !. If m is anotherl r G1 r
< < < <partition, then write mFl when l s m and m q???qm Fl q1 i 1
 .??? ql for all i. Given a partition l s l , l , . . . , l of length F n, thei 1 2 n
 .monomial symmetric polynomial m x , . . . , x is defined byl 1 n
m x , . . . , x s x l1 x l2 . . . x ln , . l 1 n 1 2 n
where the sum is over all distinct monomials obtainable from x l1 x l2 . . . x ln1 2 n
 .by permutations of the x 's. In particular when l s r we have the r th
NOTE 357
power sum:
n
rm s p s x . r . r i
is1
For each partition l, we set p s p p . . . .l l l1 2
 .Let q, t be independent indeterminates and Q q, t the field of rational
functions of q and t. For each partition l of length F m, the Macdonald
 .  .polynomial P x; q, t in n variables x s x , . . . , x is characterized as thel 1 n
 .w xunique symmetric polynomial in Q q, t x satisfying
P s u m ,l lm m
mFl
 .where u g Q q, t and u s 1;lm ll
n liq y 1
q , t . myiD P s t P ,1 l l /q y 1is1
where
n n­ tx y xi jq , t .D s A x , A s A x ; t s , . 1 i i i i­ x x y xjs1, j/iq i i jis1
and ­r­ x is the q-difference operator:q i
­ f 1
s f x , . . . , qx , . . . , x y f x , . . . , x . .  . .1 i n 1 n­ x q y 1 x .q i i
Consider the diagram of l in which the rows and columns are arranged
as in a matrix, with the ith row consisting of l squares. For each squarei
 .s s i, j in the diagram of l, let
a s s l y j, a9 s s j y 1, .  .i
l s s lX y i , l9 s s i y 1, .  .j
and put
h q , t s 1 y q a s.t l s.q1 , hX q , t s 1 y q a s.q1 t l s. . .  . .  . l l
sgl sgl
 .q, t .For complex a, we define the generalized factorial a byl
 .q , t l9 s. a9 s. nl. 1yia s t y q a s t at , .  . . l l i
sgl iG1
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where
n l s i y 1 l . .  . i
iG1
w xWe next give a proof of Theorem 3 slightly different from that of 3 . For
this we need a kind of specialization theorem of P . Denote the ring ofl
 .symmetric polynomials in x , . . . , x over the field F s Q q, t by L .1 n n, F
Let u be a new indeterminate and define a homomorphism
w xe :L ª F uu , t n , F
by
1 y ur
e p s .u , t r r1 y t
 .  ny1.nfor each r G 1. Note that e f s f 1, t, . . . , t for any f g L . Wet , t n, F
have
w  .xTHEOREM 4 4, 5.3 .
 .q , tu . l
e P q , t s . 2.1 .  . .u , t l h q , t .l
w  .xIt holds that 4, 3.12
1 q x y s P x ; q , t P y ; t , q 2.2 .  .  . . i j l l9
i , j l
w  .xand 4, 2.5
tx y .i j y1` s z q , t p x p y , 2.3 .  .  .  .  l l lx y .i , j i j l`
where
 . ll l i1 y q
z q , t s z . . l l l i1 y tis1
w  .  .By the duality 4, 3.3 , 2.3 gives
 .l l y11 y x y s y1 z p x p y . 2.4 .  .  .  . . i j l l l
i , j l
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 .It follows from 2.1 and the definitions that
 .t , q < <  .y l q , ty1a ya a .  .  .l9 l
y1e P y ; t , q s s . 2.5 .  . .a , q l9 h t , q h q , t .  .l9 l
 .  .Hence, using 2.2 ] 2.5 and
 . ll l i1 y a
e p y s , . . a , t l l i1 y tis1
we get
 .q , ta . l
P x , . . . , x ; q , t . X l 1 nh q , t .l .l , l l Fn
< <l
y1s « ya P y ; t , q P x ; q , t .  .  .  /a , q l9 l
l
< <l
y1s e ya P x ; q , t P y ; q , t .  .  .a , q l l9 /
l
s e y1 1 y ax y .a , q i j /
i , j
 .l l < l < y1
y1s e y1 a z p x p y .  .  .a , q l l l /
l
y1s z q , a p x .  . l l
l
n ax .i `s . x .is1 i `
Remark. The proof above clearly shows that the q-binomial theorem is
 .equivalent to the explicit formula 2.1 .
3. PROOF OF THEOREM 2
X  .   ..First we give a different expression of h q, t and also of h q, t . Thisl l
w xis so essential in our proof that we reprise its proof from 3 .
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LEMMA 1. Let l be a partition with length F n. Then
y1 l yl q1 jyin i jq t .n `X l q1 nyiih q , t s q q t , 3.1 .  .  . . `l ` l yl q1 jyiy1 / i jq t .is1 1Fi-jFn `
y1 l yl jyiq1n i jq t .n `l nyiq1ih q , t s t q t . 3.2 .  .  . . `l ` l yl jyi / i jq t .is1 1Fi-jFn `
 .  .Proof. We prove 3.1 ; 3.2 can be proved in the same way. Put
<C s i l - l , 4iq1 i
so that
liy1 i
a s.q1 l s. l yjq1 riy r1 y q t s 1 y q t . .  .   
sgl igC rs0 jsl q1iq1
Observe that
ny1 n
l yl q1 jyi l yl q1 ri j iy r iq t s q t .  .  ` `
1Fi-jFn rs1 isrq1
ny1 n
yn l yl q1 riy r is q q t , .  . ` `
rs0 isrq1
ny2 ny1
l yl q1 jyiy1 l yl q1 ri j iy r iq1q t s q t .  .  ` `
1Fi-jFn rs0 isrq1
y1ny1
l q1 rny rs q t . ` /rs0
ny1 n
l yl q1 riy r iq1? q t . .  `
rs0 isrq1
Hence we get
ny1 n l yl q1 riy r iq t .`LHS of 3.1 s .   l yl q1 riy r iq1q t .rs0 isrq1 `
iy1 l yl q1 riy r iq t .`s   l yl q1 riy r iq1q t .igC rs0 `
liy1 i
l yjq1 riy rs 1 y q t , .  
igC rs0 jsl q1iq1
as desired.
We now derive a finite form of Theorem 2 from Theorem 3.
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LEMMA 2. Let N be a nonnegati¨ e integer. Then
n
y1yz q yz .  . i iN N
is1
n iy1 l qNq1 nyiiqt q t .  .2 N `s   iy1 qt q . .is1 Nyl `NGl Gl G ??? Gl GyN i1 2 n
l q1 l q1 l iyl jq1 jyiy1q t .1 n `q ??? q /  /?q 2 2  l yl q1 jyii j 5q t .1Fi-jFn `
ln? z . . . z P z , . . . , z ; q , t , 3.3 .  .  .1 n lyl 1 nn
 .where l y l stands for the partition l y l , . . . , l y l .n 1 n n n
Proof. Put
a s qy2 N , x s yz q1qN , 1 F i F n ,i i
 .in 1.3 . Then we see
n
1yNyz q . i 2 N
is1
 .q , ty2 Nq . l 1qN 1qNs P yz q , . . . , yz q ; q , t . X l 1 nh q , t .l2 NGl G ??? Gl G01 n
 .q , ty2 Nq . lqN 1qN 1qNs P yz q , . . . , yz q ; q , t , . X lqN 1 nh q , t .lqNNGl G ??? Gl GyN1 n
3.4 .
 .where l q A denotes the partition l q A, . . . , l q A for any constant1 n
 . < <A. Recall that P x , . . . , x ; q, t is homogeneous of degree l . It alsol 1 n
w  .xholds that 4, 5.8 if l is a partition of length n, then
P x , . . . , x ; q , t s x . . . x P x , . . . , x ; q , t . .  .l 1 n 1 n ly1 1 n
Hence we obtain
< <Nql lqNnRHS of 3.3 s z . . . z y1 .  .  . 1 n
NGl G ??? Gl GyN1 n
 .q , ty2 Nq . lqN1qN . < lqN <? q Xh q , t .lqN
? P z , . . . , z ; q , t . 3.5 .  .lyl 1 nn
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On the other hand one can easily verify the relations
n nNN1yN yn y1 /yz q s z . . . z q yz q yz , 3.62 .  .  . .  . i 1 n i iN2 N N
is1 is1
l qNn i
 .q , ty2 N iy1 y2 Nqjy1q s t y q .  . lqN
is1 js1
lin< <lqN < <  . yN l yn N 3 Nq1 r2is1  /s y1 q . 2
l qNn i
iy1 2 Nyjq1? 1 y t q . 
is1 js1
n iy1l qt .in 2 N< <lqN < <  . yN l yn N 3 Nq1 r2is1  /s y1 q . 3.7 .  .2  iy1qt .is1 Nyl i
 .  .  .  .Applying 3.1 , 3.5 ] 3.7 to 3.4 and then observing that
n lN i< < < <n q 1 q N l q N q y N l y nN 3N q 1 r2 .  . /  /2 2is1
n l q 1is ,  /2is1
 .we arrive at 3.3 .
w xNow one can apply Tannery's Theorem for sums 1, p. 136 because of
l q1in is1  /  .the factor q to take the limit N ª ` in 3.3 . This clearly gives2
 .1.1 and the proof of Theorem 2 is complete.
4. CONSEQUENCES
COROLLARY 1.
n
1y i y1 iy1zt z qt q .  . . ` ``
is1
n i l q1 l q1t . 1 n< <` ly1 nl. q ??? q /  /s yz t q . 2 2 t .is1 ` l Gl G ??? Gl1 2 n
y`-l -`i
q liyl jq1 t jy iy1 .`l yl jyii j? 1 y q t . 4.1 . . l yl jyiq1i jq t .1Fi-jFn `
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y1 iy1  .Proof. Setting z s yz t in 1.2 yieldsi
n
1y i y1 iy1zt z qt q .  . . ` ``
is1
l q1 l q1 l iyl jq1 jyiy1q t .1 n `q ??? q /  /s q 2 2  l yl q1 jyi 5i jq t .1Fi-jFn `l Gl G ??? Gl1 2 n
y`-l -`i
< <l nny1.l r2 y < l < ny1n? y1 t z P 1, t , . . . , t ; q , t . 4.2 .  . .lyln
 .  .It follows from 2.1 and 3.2 that
P 1, t , . . . , t ny1 ; q , t .lyln
n
nlyl . nyiq1 y1ns t t h . l yl lyli n n
is1
n
ynnlyl . nyiq1 l yl nyiq1n i ns t t t q t .  .  .l yl` `i n
is1
q liyl j t jy i .`
?  l yl jyiq1i jq t .1FiFjFn `
n i l yl jyii jt q t .  .` `nlyl .ns t . 4.3 .  l yl jyiq1i jt q t .  .is1 1Fi-jFn` `
 .  .Substituting this into 4.2 immediately gives 4.1 .
Now assume t s q k, k a positive integer. Since
n
1y i y1 iy1zt z qt q .  . . ` ``
is1
n
n 1yi y1 iy1s 1 y z zt zq z qt q , .  .  .  . . . k iy1 ` ``
is1
we see
n nd n 2 n 1yi iy1LHS of 4.1 s y1 n! q t qt 4 .  .  .  .  . . k iy1`zs1 `ndz is1
 . 3nnqk n ny1 r2 yA ns y1 n!q q , .  .`
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where we have used
 .k iy11yi y1q ??? qk iy1..t s y1 q q , .  .  . .  .k iy1 k iy1
n k i y 1 k i y 1 q 1 .  . .
A s n 2is1
k n n y 1 kn n y 1 2n y 1 .  .  .
s q . /2 2 6
n  .4 n < kAlso d RHS of 4.1 rdz can be easily simplified by using t s qzs1
and this gives
COROLLARY 2. Let t s q k, k a positi¨ e integer. Then
n
y1 .3n k n ny1 r2 A knq s y1 q q .  .  .  .` k iy1
is1
< < l q1 l q1l , n . 1 n< <l  .q ??? q qk n l /  /? y1 q . 2 2 n!l Gl G ??? Gl1 2 n
y`-l -`i
? 1 y q liyl jqk  jyi. q liyl jq1 qk jyiy1. , 4.4 . .  . 2 ky1
1Fi-jFn
where
a, n s a a q 1 . . . a q n y 1 . .  .  .
 .3nIn the case of k s 1, Milne gives a different expression of q than`
w  .xours 5, 4.23 :
n < < l q1 l q11 l , n . 1 n< <3n l q ??? q /  /q s y1 q .  . 2 2 ` i y 1 ! n! .is1 l Gl G ??? Gl1 2 n
y`-l -`i
? 1 y q liyl jqjyi l y l q j y i . 4.5 . .  . i j
1Fi-jFn
This stems from the use of the explicit formula
n 1
P 1, 1, . . . , 1; q , q s l y l q j y i .  . l i ji y 1 ! .is1 1Fi-jFn
 .instead of 4.3 .
 .When n s 1, collecting powers of q of the right hand side of 4.4 gives
the well-known Jacobi's identity
`
r3 r  rq1.r2q s y1 2 r q 1 q . .  .  .`
rs0
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 .Finally let us consider the k s 1, n s 2 case of 4.4 :
< < < < l q1 l q1q l l q 1 . 1 2< <6 l q ql2 /  /q s y1 q .  . 2 2` q y 1 2l Gl1 2
y`-l -`i
2l yl q11 2? 1 y q . 4.6 . .
For this purpose it is convenient to introduce the theta function,
`
2n 2 nq ¨ s q z , . 3
y`
¨p i  .where z s e . The Jacobi triple identity 1.1 gives
q ¨ s q2 ; q2 yz 2q ; q2 yzy2 q ; q2 . 4.7 .  . .  .  .3 ` ` `
In particular we have
22 2 2q s q 0 s q ; q yq ; q . .  .  .3 3 ` `
 .Equation 4.7 also clearly implies
` `1 2nnq1. nnq1. 2 2 2 2q s q s q ; q yq ; q 4.8 . .  .  ` `2 nsy`ns0
`
2 2n 2 2 2q s q ; q yq ; q . 4.9 . .  . ` `
y`
 .Also differentiating q ¨ twice with regard to ¨ , and then specializing ¨3
 w x.suitably cf. 6, p. 471 , we obtain
` ` 2 ny1q2nny2. y1 2 2 22n 2ny1 q sq q ; q yq ; q 2q8 .  .  . ` ` 22 ny1 /1qqy` ns1  .
4.10 .
` ` 2 nq2nnq1. 2 2 2 22n 2n y 1 q s 2 q ; q yq ; q 3 q 8 . .  .  . ` ` 22 n /1 q qy` ns1  .
4.11 .
NOTE366
 .We now rewrite 4.6 by putting l q l s r and l y l s s to obtain1 2 1 2
q r rq1 . 2 22r6 r r4qr sq1 s r4ysr2q s y1 q 1yq q . .  .  .` qy1 2y`-r-` , 0Fs-`
 .r's mod. 2
 .Replacing r and s with 2 r and 2 s resp. 2 r y 1 and 2 s y 1 gives
` `
2r  rq2. 2 sq1 s sy1.RHS sum of 4.6 s r 2 r q 1 q 1 y q q .  .  . 
rsy` ss0
` `
2 22r q3 rq1 2 sq2 sy r 2 r q 1 q 1 y q q . .  . 
rsy` ss0
4.12 .
 .  .One can easily derive from 4.7 ] 4.11 that
`
2 22 sq1 s sy1. 2 2 2 21 y q q s 2 1 y q q ; q yq ; q . .  .  . ` `
ss0
`
22 22 sq2 s 2 2 21 y q q s 1 y q q ; q yq ; q . .  .  . ` `
ss0
`
2y1r  rq2. 2 2 2r 2 r q 1 q s 2 q q ; q yq ; q .  .  .  . ` `
rsy`
` 2 ny1q
? 2 q 8  22 ny1 /1 q qns1  .
`
2 2r q3 rq1 y1 2 2 2 2r 2 r q 1 q s q q ; q yq ; q .  .  . ` `
rsy`
` 2 nq
? 3 q 8 . 22 n /1 q qns1  .
 .Substituting these into 4.12 yields
2 2 26 2 2 2 2 2q s q ; q yq ; q yq ; q .  .  .  .` ` ` `
` 2 n 2 ny1q q
? 1 q 8 y . 4.13 . 2 22 n 2 ny1 5 /1 q q 1 q qns1  .  .
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Observe that
y2 y2 y2 4 86 2 2 2 2 2 2 2 2q q ; q yq ; q yq ; q s q ; q q ; q . .  .  .  .  .  .` ` ` ` ` `
Also it is not difficult to see
` 2 n 2 ny1 ` nq q nqny s y1 . .  n2 22 n 2 ny1 / 1 q q1 q q 1 q qns1 ns1 .  .
 .Hence replacing q with yq in 4.12 , we find
` 2 n ` 2 ny12nq 2n y 1 q .
4q s 1 q 8 q 3 2 n 2 ny1 /1 q q 1 y qns1 ns1
` n ` 4 nnq 4nq
s 1 q 8 y . n 4 n /1 y q 1 y qns1 ns1
This is the well-known formula of Jacobi giving the number of representa-
tions of a natural number by four squares.
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