In this paper, we study the problem of low-rank tensor recovery from limited sampling with noisy observations for third-order tensors. A tensor nuclear norm method based on a convex relaxation of the tubal rank of a tensor has been used and studied for tensor completion. In this paper, we propose to incorporate a corrected term in the tensor nuclear norm method for tensor completion. Theoretically, we provide a nonasymptotic error bound of the corrected tensor nuclear norm model for low-rank tensor completion. Moreover, we develop and establish the convergence of a symmetric Gauss-Seidel based multiblock alternating direction method of multipliers to solve the proposed correction model. Extensive numerical examples on both synthetic and real-world data are presented to validate the superiority of the proposed model over several state-of-the-art methods.
1. Introduction. Low-rank tensor recovery from incomplete and corrupted measurements plays an important role in a wide variety of fields such as image processing [16, 23, 53] , data mining [56] , computer vision [34, 64] , and machine learning [54] . Although often residing in extremely high-dimensional spaces, the interesting tensor is frequently low-rank, or approximately so [29] , which has much lower-dimensional structure. A general model for low-rank tensor recovery is to minimize the rank of a tensor under some constraints. In this paper, we focus on the problem of low-rank tensor recovery with noisy and incomplete observations for third-order tensors, which is to recover a high-dimensional object from a relatively low number of observations.
Tensors are higher-order generalizations of vectors and matrices, which are called the first-and second-order tensors, respectively. Here the number of dimensions of a tensor, also known as ways or modes, refers to the order of the tensor. In particular, for the second-order of the sum of ranks of unfolding matrices of a tensor. On the other hand, based on the t-product algebra framework and t-SVD, tensor tubal rank minimization is used to recover a low-rank tensor. A convex relaxation is to minimize the TNN, which is the nuclear norm of the block diagonal matrix with diagonal blocks being the frontal slices of the tensor in the Fourier domain [53, 65] . However, the nuclear norm minimization of a matrix may be challenged under general sampling distribution. For instance, Salakhutdinov and Srebro [52] showed that when certain rows and/or columns were sampled with high probability, the matrix nuclear norm minimization may fail in the sense that the number of observations required for recovery was much more than the setting of most matrix completion problems. In order to seek a solution with high accuracy, Miao, Pan, and Sun [40] proposed a rank-corrected model for low-rank matrix recovery with fixed basis coefficients. Moreover, a nonasymptotic error bound was established and the necessary and sufficient conditions for rank consistency were provided. Similar results were also proposed and studied by utilizing a Euclidean distance matrix in nonlinear dimensionality reduction [12] . Recently, by matricizing a tensor into the most square matrix [41] , Bai et al. [3] proposed an adaptive correction approach for higher-order tensor completion, which consisted of solving a series of corrected models with a reasonable initial estimator. An error bound of the corrected model was also established, while the corrected model does not consider the noise.
Based on TNN in the algebraic framework of t-product, in this paper, we propose a corrected TNN (CTNN) model for third-order tensor recovery with noisy observations under general sampling distribution. The CTNN model consists of a data fitting term, a TNN term, and a correction term, where the correction term is a linear term consisting of a reasonable initial estimator. The corrected model can perform multistep correction for low-rank tensor recovery, especially for a low sampling rate. Furthermore, a nonasymptotic error bound of the CTNN model is established under some conditions. As a byproduct, we also establish a nonasymptotic error bound of the TNN model, which is also discussed in [58] . In addition, a symmetric Gauss-Seidel based multiblock alternating direction method of multipliers (sGS-ADMM) [11, 33] is developed to solve the dual problem of the proposed model. Since only two blocks of the objective function of the dual of CTNN are nonsmooth and other blocks are linear or quadratic, the convergence of the sGS-ADMM can be established under very mild conditions. The remainder of this paper is organized as follows. Some notation and notions used throughout this paper are introduced in section 2, where the algebraic framework of t-product is outlined for third-order tensors. A CTNN model based on t-SVD is proposed in section 3. In section 4, we establish a nonasymptotic recovery error bound of the CTNN model. An sGS-ADMM is developed to solve the dual problem of the proposed model in section 5 . Numerical examples on both synthetic and real-world data are presented to show the effectiveness of the CTNN model in section 6. Some concluding remarks are given in section 7. Finally, we include some preliminaries about tensors and relevant proofs in the appendices.
Let R n and R n 1 ×n 2 denote the n-dimensional real Euclidean space and n 1 × n 2 real matrices spaces, respectively. The sets of all n 1 × n 2 × n 3 tensors with real and complex entries are denoted by R n 1 ×n 2 ×n 3 and C n 1 ×n 2 ×n 3 , respectively. For a third-order tensor X ∈ C n 1 ×n 2 ×n 3 , x ijk denotes the (i, j, k)th entry of X . We use the MATLAB notation X (i, :, :), X (:, i, :), and X (:, :, i) to denote its ith horizontal, lateral, and frontal slices, respectively. Specifically, the ith frontal slice X (:, :, i) is also denoted by X (i) . A fiber of a tensor X is a vector defined by fixing all indices of X but one. In particular, the (i, j)th tube, denoted by X (i, j, :), is a fiber along the third dimension. For any vector x, Diag(x) denotes a rectangular diagonal matrix of suitable size with the ith diagonal entry being x i . For any matrix X, diag(X) denotes a vector of suitable size with the ith entry being x ii .
For any vector x, the Euclidean norm is denoted by x , and the ∞ -norm is defined by x ∞ := max i |x i |. For any matrix X, the spectral norm is denoted by X , i.e., the largest singular value of X, the nuclear norm is denoted by X * , i.e., the sum of all singular values of X, and the Frobenius norm is denoted by X F . Note that the three norms are related by
where the rank of X is at most r.
2.1. Tensor product framework. For any X ∈ R n 1 ×n 2 ×n 3 , we denote X as the results of the fast Fourier transform (FFT) of all tubes along the third dimension of X . Using the MATLAB notation, X := fft(X , [ ], 3) . In a similar vein, we can get X from X by using the inverse FFT operation along the third dimension, i.e., X = ifft( X , [ ], 3) . In particular, let X denote the block diagonal matrix of the tensor X , where the ith diagonal block of X is the ith frontal slice X (i) of X , i.e., X = blockdiag( X ) :=      X (1) X (2) . . .
In order to define the t-product, we first define a block circular matrix from the frontal slices X (i) of X as follows:
It is well known that the block circular matrices can be block diagonalized by using the FFT [43, 46] . That is,
where F n is the n × n discrete Fourier matrix, I n is the n × n identity matrix, and ⊗ denotes Downloaded 09/01/19 to 158.182.10.142. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the Kronecker product. The command unfold(X ) takes X into a block n 1 n 3 × n 2 matrix:
. . .
The inverse operator fold takes unfold(X ) into a tensor form:
fold(unfold(X )) = X .
Now we define the t-product between two tensors of appropriate dimension in the following.
Definition 2.1 (T-product [27] ). Let X be an n 1 × n 2 × n 3 tensor and Y be an n 2 × n 4 × n 3 tensor. Then the t-product, denoted by X * Y, is the n 1 × n 4 × n 3 tensor given by X * Y = fold(blockcirc(X ) · unfold(Y)).
Note that the t-product of two tensors does not commute in general. There is one special case that the t-product always commutes, i.e., n 1 = n 2 = n 4 [26] . Moreover, the t-product is associative, i.e., X * (Y * Z) = (X * Y) * Z [27, Lemma 3.3] .
For the t-product Z = X * Y, it is to reshape a tensor X into a block circulant matrix and a tensor Y into a block column matrix as follows:
The motivation of using FFT is that the t-product involves the calculation of correlation between the tube of X (the entries along the third dimension of X ) and the tube of Y (the entries along the third dimension of Y) via the convolution instead of using the standard multiplication. Because of the convolution structure, blockcirc(X ) can be diagonalized by (F n 3 ⊗ I n 1 ) and (F −1 n 3 ⊗ I n 2 ), i.e., (F n 3 ⊗ I n 1 ) · blockcirc(X ) · (F −1 n 3 ⊗ I n 2 ) is a block diagonal matrix. Therefore, FFT can be applied to compute the t-product efficiently [27, 36] . For any X ∈ R n 1 ×n 2 ×n 3 and Y ∈ R n 2 ×n 4 ×n 3 , we have the following equivalence:
Definition 2.2 (tensor nuclear norm [35] ). The tensor nuclear norm of a tensor X ∈ R n 1 ×n 2 ×n 3 is defined as
Remark 2.1. For any X , Y ∈ R n 1 ×n 2 ×n 3 , the following inequality holds: [65] ). The column basis, denoted by e i , is a tensor of size n 1 × 1 × n 3 with the (i, 1, 1)th entry equaling to 1 and the rest equaling to 0. The row basis is the transpose of e i , i.e., e T i . The tube basis, denoted bye i , is a tensor of size 1 × 1 × n 3 with the (1, 1, i)th entry equaling to 1 and the rest equaling to 0.
One can obtain a unit tensor E ijk ∈ R n 1 ×n 2 ×n 3 with the (i, j, k)th nonzero entry equaling 1 via E ijk = e i * e k * e T j , where e i ∈ R n 1 ×1×n 3 and e j ∈ R n 2 ×1×n 3 are column bases, ande k ∈ R 1×1×n 3 is the tube basis. Now for any tensor X ∈ R n 1 ×n 2 ×n 3 , its description based on the basis form can be given as follows:
2.2. The observation model. Assume that the design tensors E t are independent and identically distributed (i.i.d.) copies of a random tensor E having distribution Π on the set
For each E ijk , there exists a unique index t = j + (i − 1)n 2 + (k − 1)n 1 n 2 such that E t = E ijk , t ∈ {1, 2, . . . , n 1 n 2 n 3 }, which is a bijective mapping from {1, 2, . . . , n 1 } × {1, 2, . . . , n 2 } × {1, 2, . . . , n 3 } to {1, 2, . . . , n 1 n 2 n 3 }. Let X 0 ∈ R n 1 ×n 2 ×n 3 be an unknown true tensor. Suppose that we are given a collection of m noisy observations in the following form:
where w p are the indices randomly sampled from {1, 2, . . . , n 1 n 2 n 3 }, ε p are i.i.d. noises with E(ε p ) = 0 and E(ε 2 p ) = 1, and σ > 0 controls the magnitude of noise. For each i.i.d index w p , there exists a unique index (i, j, k) such that E wp = E ijk . Let p ijk be the probability of the observation for the (i, j, k)th entry of X 0 , i.e., P(E wp = E ijk ) = p ijk . Let Ω be the multiset of all sampled i.i.d. indices w 1 , . . . , w m mapping to the subset of {1, 2, . . . , n 1 }× {1, 2, . . . , n 2 } × {1, 2, . . . , n 3 }. We define the sampling operator D Ω : R n 1 ×n 2 ×n 3 → R |Ω| by
where |Ω| denotes the number of entries in Ω and m = |Ω|. The adjoint D * Ω : R |Ω| → R n 1 ×n 2 ×n 3 is given by
Then the observed model (2.6) can be described in the following form:
where y = (y 1 , y 2 , . . . , y m ) T ∈ R m and ε = (ε 1 , ε 2 , . . . , ε m ) T ∈ R m are the observation vector and the noise vector, respectively. Now for the observations of the entries in X 0 , we assume that each entry is sampled with positive probability, i.e., the following assumption holds.
Assumption 2.1. There exists a positive constant κ 1 ≥ 1 such that
Note that Assumption 2.1 implies
In the matrix case, the nuclear norm penalization may fail when some columns or rows are sampled with very high probability [52] . In the third-order tensor, we also need to avoid the case that each fiber is sampled with very high probability. Letting R jk :=
j=1 p ijk , T ij := n 3 k=1 p ijk , the following assumption is used to avoid this situation. Assumption 2.2. There exists a positive constant κ 2 ≥ 1 such that
In particular, κ 1 = κ 2 = 1 in Assumptions 2.1 and 2.2 for the uniform distribution.
3. The corrected TNN model. In this section, we propose a CTNN model to recover a third-order tensor with noisy observations. Unlike the existing models for low-rank tensor completion based on TNN [65] , in this paper, we consider the noisy observations in the CTNN model. First, based on TNN, we propose the following low-rank tensor recovery model with noisy observations and bounded constraint (for short, also called TNN):
where c > 0 is a given constant and µ is a regularization parameter. Note that, in many real-world applications, we have a bounded restriction on the magnitudes of all entries of the true tensor in advance, for example, the pixel values of a color image in digital images and a hyperspectral image. Therefore, we also add the bounded constraint. Since the TNN is the nuclear norm of the block diagonal matrix with diagonal blocks being the frontal slices of the given tensor in the Fourier domain, it has the advantage of the nuclear norm of a matrix to approximate its rank. Although the nuclear norm has been shown to be a successful approach to low-rank matrix recovery, the nuclear norm minimization may be challenged under general sampling distribution. For example, Salakhutdinov and Srebro [52] showed that when some rows or columns are sampled with high probability, the nuclear norm minimization may fail to get a low-rank solution. Moreover, Miao, Pan, and Sun [40] showed the limitations of nuclear norm minimization of a matrix when certain basis coefficients are fixed, such as the low-rank correlation matrix completion, and proposed a rank-corrected procedure for matrix completion with fixed coefficients. Since the TNN is the nuclear norm of the block diagonal matrix with diagonal blocks being the frontal slices of X , the efficiency of TNN may also be challenged under general sampling distribution due to the limitation of the Downloaded 09/01/19 to 158.182.10.142. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php nuclear norm of a matrix. In order to get a recovery with a low tubal rank and highly accurate solution, we propose a CTNN model to low-rank tensor recovery with noisy observations. With a reasonable initial estimator X m = U * S * V T , we propose the following CTNN model to low-rank tensor recovery based on t-SVD:
where the spectral function F : R n 1 ×n 2 ×n 3 → R n 1 ×n 2 ×n 3 is given as
and the scalar function φ : R → R is defined by
for some ν > 0 and η > 0.
In particular, when F ≡ 0, the CTNN model in (3.2) reduces to the TNN model in (3.1). The correction function F in (3.3) is used to get a lower tubal rank solution. For small singular values of the frontal slices X (i) m of X m , we would like to penalize more in the correction procedure. Then these small singular values will approximate to zero in the next correction procedure. In this case, the CTNN model can generate a lower tubal rank solution by the correction method. The correction function will be discussed in detail in the next section. We refer the reader to [40] for a detailed discussion about the correction function in low-rank matrix recovery.
Remark 3.1. Note that the entries of S are real, where S (i) is the ith block of the block diagonal matrix S, i = 1, . . . , n 3 . Then F, f, φ are well-defined in the real spaces. Compared with the corrected model based on Square Deal [3] , which is suitable to tensor completion without noisy observations, the CTNN is suitable to third-order tensors with noisy observations under general sampling distribution. In addition, Bai et al. [2] proposed a tensor rank corrected procedure for third-order tensor completion without noisy observations. More importantly, the tensor nuclear norm in [2] is different from (2.4), e.g., see [36] .
Remark 3.2. The correction functions in (3.4) and (3.5) are the same as those of [40] (see also [3] ). But we consider the frontal slices of the f-diagonal tensor in the Fourier domain. Furthermore, the initial estimator X m in the CTNN does not deviate from X 0 too much. In our experiments, X m is generated by TNN.
Error bounds.
In this section, we establish a nonasymptotic error bound of (3.2). Let X 0 = U * S * V T and rank t (
and T ⊥ its orthogonal subspace. Let
and n := min{n 1 , n 2 }. Denote an optimal solution of (3.2) by X c . In the following, we will establish the error bound between the estimated solution X c and the unknown ground-truth tensor X 0 . First, we derive the relations between the Euclidean norm of X c − X 0 under the observation operator D Ω and its tensor Frobenius norm, and also establish the relations between the tensor Frobenius norm and TNN of X c − X 0 . The main lines of this proof are close to those of the proof of [40, Theorem 1].
, where ε is defined by (2.7). Then we have
Proof. Since X c is an optimal solution of (3.2) and X 0 is a feasible point, we obtain that
Therefore, we get from (2.7) that For the inner product between ε in (2.7) and D Ω (X c − X 0 ), we obtain that
where the last inequality follows from (2.5) and the fact that X = P T (X ) + P T ⊥ (X ). By Proposition B.3, we know that
Hence, by the convexity of · T N N , we have
which holds for any W ≤ 1. Therefore, by the duality between the spectral norm and nuclear norm of a matrix, we get that
where the first equality follows from (2.4) and (B.2). By plugging (4.6) and (4.8) into (4.5), we obtain that
which implies that rank t (P T (X )) ≤ 2r by Proposition B.2. Therefore, combining (2.1), (2.4), and (B.2), we get that
We know from (4.9) and (4.10) that
Note that
where the inequality follows from (2.5). It follows from (4.9) that
Plugging (4.10) and (4.12) into (4.11), we obtain that
The proof is completed.
For any 0 < s ≤ n, we define the following set:
When rank t (X ) ≤ s, it follows from (B.1) that rank(X ) ≤ n 3 s. Thus,
where the inequality follows from (2.1).
Rademacher sequence, i.e., a sequence of i.i.d. Bernoulli random variables taking the values 1 and −1 with probability 1/2. We show that the sampling operator D satisfies the following property in the set L(s). The proof follows the line of [28, Lemma 12 ] (see also [12, Lemma 3] and [40, Lemma 11] ) in the matrix case.
Lemma 4.1. Suppose that Assumption 2.1 holds. For any X ∈ L(s), the following inequality holds with probability at least 1 − 1 n 1 +n 2 +n 3 ,
The proof of Lemma 4.1 is given in Appendix C. We now estimate an upper bound of
Rademacher sequence, we have that |ξ i | ≤ 1, E(ξ i ) = 0, and E(ξ 2 i ) = 1. For m ≥ nn 3 log 3 (n 1 n 3 + n 2 n 3 )/κ 2 , under Assumption 2.2, it follows from [28, Lemma 6 ] that there exists a constant C > 0 such that
Next we are ready to present the following error bound between X c and X 0 .
. Then, for m ≥ nn 3 log 3 (n 1 n 3 + n 2 n 3 )/κ 2 , there exists a constant C > 0 such that the following inequality holds with probability at least 1 − 1 n 1 +n 2 +n 3 ,
Since X c is an optimal solution of (3.2) and X 0 ∞ ≤ c, we have that b ≤ 2c. Now we consider the following two cases, i.e., whether
. Then (2.8) implies that
. It follows from (4.4)
By Lemma 4.1, we obtain that the following event holds with probability at least 1− 1 n 1 +n 2 +n 3 , , we obtain that
Plugging (4.13) into (4.15), we get that for m ≥ nn 3 log 3 (n 1 n 3 + n 2 n 3 )/κ 2 ,
Therefore, combining the two cases, the proof is completed.
The error bound in Theorem 4.1 depends on µ. In order to establish the explicit error bound, we need to estimate µ, which depends on 1 m D * Ω (ε) by the assumptions in Theorem 4.1. We will obtain this estimation in the case of subexponential noise, i.e., the following.
Suppose that Assumptions 2.1, 2.2, and 4.1 hold. By [28, Lemma 5] , we obtain that there exists a positive constant C 1 depending only on K such that, for all t > 0 with probability at
An optimal choice of the parameter t is t = log(n 1 n 3 + n 2 n 3 ). With this choice, the second term of (4.16) can be negligible for m > 2 log 2 (n 1 n 3 + n 2 n 3 ) nn 3 /κ 2 . Therefore, we can choose
One may also refer to [28] for more detailed discussions on the choices of µ. Now combining (4.17) and Theorem 4.1, we can easily establish the error bound in the following theorem.
Theorem 4.2. Suppose that Assumptions 2.1, 2.2, and 4.1 hold. Let τ > 1 be given. Then, for m ≥ nn 3 log 3 (n 1 n 3 + n 2 n 3 )/κ 2 , there exists constants C, C 1 > 0 such that
When the spectral function F ≡ 0, the error bound in Theorem 4.2 is just the error bound of (3.1). In fact, when the spectral function F ≡ 0, we obtain that α m = √ r, where r is the tubal rank of X 0 . Then, for the uniform distribution (κ 1 = κ 2 = 1), the error bound of (3.1) is given by (4.18)
For simplicity of analysis of our error bound in (4.18), we give a slightly larger upper bound as follows:
where the inequality follows from the fact that a 2 + b 2 ≤ (a + b) 2 for any a, b > 0. The optimal value τ * for the right hand of (4.19) is attained at
Then the optimal T(τ ) at τ * is
Therefore, there exists a constant C 2 such that
Recently, Wang, Lai, and Jin [58] established a nonasymptotic upper bound of (3.1) for the uniform sampling, which is given by
The error bound in [58] is of the order of O(max{σ 2 , c 2 } rn 1 n 3 log((n 1 +n 2 )n 3 ) m ), which is larger than (4.20) for large n 1 , n 2 , n 3 .
We consider a slightly larger error bound of Theorem 4.2 in the following, which is similar to (4.19) ,
Note that T m attains its minimum T m at
For the extreme cases with α m = 0 and α m = √ r, the resulting T m is given by
Note that T 0 
The error bound of CTNN can be reduced compared with that of TNN for small α m , where T m could be reduced. Although the recovery error bound of CTNN is also up to a logarithmic factor in a minimax sense [58] , the factor T m of the upper bound of CTNN is smaller than that of TNN.
Assume that the multirank of X 0 is r := (r 1 , r 2 , . . . , r n 3 ). In particular, when F ≡ 0, we have that α m = √ r, where r is the tubal rank of X 0 . Let U r i and V r i denote the first r i columns of U (i) and V (i) . Next we show that the error bound of the CTNN is lower than that of the TNN, i.e., α m < √ r.
Assume that
where U and V are the first t columns of U 2 and V 2 with t > 0, respectively. Moreover, assume that r 1 > r 2 ≥ · · · ≥ r n 3 . If r 1 < 6 4n 3 −7 (r 2 + r 3 + · · · + r n 3 ), then α m < √ r, where α m is defined by (4.2) and r is the tubal rank of X 0 .
Proof. Note that
Therefore, we obtain that
By [40, Theorem 3], we know that
Note that rank t (X 0 ) = r 1 . If r 1 < 6 4n 3 −7 (r 2 + r 3 + · · · + r n 3 ) and (4.21) hold, we have
It follows from Lemma 4.2 that α m < √ r, which implies that the error bound of CTNN is lower than that of TNN if the initial estimator X m does not deviate from X 0 too much and the tubal rank of X 0 is not too large. Remark 4.3. The condition r 1 < 6 4n 3 −7 (r 2 + r 3 + · · · + r n 3 ) implies that the tubal rank of X 0 is not too large. In particular, when r 1 = r 2 = · · · = r n 3 , this condition holds and the upper bound of α m is lower, i.e., α m < √ r 2 . Now we analyze the construction of F in (3.3)-(3.5). In order to get a small recovery error, according to Theorem 4.2, we desire α m as small as possible, i.e., F (X m ) is close to
Therefore, if we know the tubal rank of the true tensor X 0 in advance, the best choice of F is F (X m ) := U 1 * V T 1 , where U 1 ∈ R n 1 ×r×n 3 , V 1 ∈ R n 2 ×r×n 3 , and r is the tubal rank of X 0 . However, the tubal rank of X 0 is unknown in practice. The construction of F in (3.3)-(3.5) is used to simulate the case when the tubal rank of X 0 is known. In order to obtain F (X m ) ≈ U 1 * V T 1 , we desire
, 0 otherwise, where j = 1, . . . , n 3 .
Next we show that the recovery error can be reduced by the construction of F in (3.3)-(3.5) with suitable choices of υ, η, and initial estimator X m . Assume that
and r 1 < 6 4n 3 −7 (r 2 + r 3 + · · · + r n 3 ). If there exists υ such that
) , ) tends to 0 for any η > η 0 . Then it follows from Lemma 4.2 that α m < √ r. Therefore, an ideal choice of υ is to satisfy (4.24) if X m does not deviate X 0 too much. When the multirank and tubal rank of X 0 are available, we can get the interval of υ based on (4.24). This ideal interval gives an important insight into the choice of υ in practice since some information of the multirank and tubal rank of the true tensor X 0 could be contained in the reasonable initial estimator X m generally. Actually, we could regard the value of υ as a divide of the confidence on whether σ j ( X m (i) ) is convinced that it comes from a nonzero singular value of X 0 (i) with perturbation, i.e., positive confidence
), i = 1, . . . , n 3 . In the following, we discuss the choice of η. By the definition of φ in (3.5), we know that the parameter η mainly controls the shape of φ on [0, 1], which can be also observed from [40, Figure 1 ]. φ is concave if 0 < η ≤ 1 and is S-shape if η > 1, where the "S-shaped" function means that a mathematical function has a characteristic "S"-shaped curve. By the property of φ in (4.22) , it should be good to choose an S-shaped function [40] . However, the steepness of φ also needs to be considered, which increases when η increases. In particular, for υ satisfying 0 < υ < 1, φ approaches the step function taking 0 if 0 ≤ z < υ and 1 if υ ≤ z ≤ 1 as η tends to ∞. Since the multirank, tubal rank, and singular values of each frontal slice of X 0 in the Fourier domain are unknown in advance, it may not be safe to choose a too large η. Thus, for the purpose of robustness, one may need to choose η conservatively by sacrificing some recovery quality. The choice of η will be given by numerical examples. Moreover, when the initial estimator is generated by the TNN, the performance of the CTNN can be improved greatly, which will be demonstrated by numerical experiments. We also refer the reader to [40] for more details about the correction function in low-rank matrix completion with fixed basis coefficients.
5.
The symmetric Gauss-Seidel based multiblock ADMM. In this section, we develop an sGS-ADMM [11, 33] to solve the dual of the CTNN model in (3.2) . Extensive numerical experiments in many fields demonstrate that the sGS-ADMM is not only convergent but also faster than the possibly nonconvergent directly extended multiblock ADMM and its many other variants, e.g., see [3, 11, 12, 30, 33, 59] and references therein.
Let U(X ) := {X ∈ R n 1 ×n 2 ×n 3 | X ∞ ≤ c}. By introducing z = y − D Ω (X ) and X = S, problem (3.2) can be equivalently written as
Since the tensor nuclear norm is the dual norm of the tensor spectral norm [36] , the Lagrangian dual of problem (5.1) is given as follows: 
The augmented Lagrangian function associated with (5.3) is defined by
where β > 0 is the penalty parameter and X is the Lagrangian multiplier. Since the objective functions of (5.3) with respect to W, Z are nonsmooth and the other block is quadratic, the sGS-ADMM in [33] can be applied to solve (5.3). The iteration system of the sGS-ADMM is described as follows:
where γ ∈ (0, (1 + √ 5)/2) is the step-length. Now we consider the solutions with respect to each variable in detail. The optimal solution with respect to u is given explicitly by
The optimal solution with respect to W in (5.5) is given explicitly by
where the second equality follows from (A.1) and δ * * U = δ U [49, Theorem 11.1]. For the subproblem with respect to Z in (5.7), it is a projection onto X, which has a closed-form solution. We summarize this projection in the following lemma.
Lemma 5.1. For any Y ∈ R n 1 ×n 2 ×n 3 and ρ > 0, let Y = U * S * V T be the t-SVD. Then the optimal solution X * of the problem (5.10) min
Proof. Note that problem (5.10) is equivalent to
By (2.3), we know that Y = U S V T . It follows from [24, Lemma 2.1] that the optimal solution X * of (5.11) is given by
Therefore, by (2.3), we obtain that X * is the optimal solution of (5.10).
It follows from Lemma 5.1 that the optimal solution with respect to Z in (5.7) is given explicitly as follows: 3) and
Now we are ready to state the sGS-ADMM for solving (5.3) in Algorithm 1.
Convergence analysis.
In this subsection, we will show that the sequence generated by the sGS-ADMM is convergent. First we show that the optimal solution set of (5.3) is nonempty and compact. Note that m 2 u 2 − u, y tends to infinity as u tends to infinity. Since X is bounded and closed, δ X (Z) tends to infinity as Z F tends to infinity. By the definition of conjugate function, we obtain that
Therefore, F(u, W, Z) is level-bounded. Since F(u, W, Z) is proper and lower semicontinous, it follows from [49, Theorem 1.9] that the optimal solution set of (5.3) is nonempty and compact. This completes the proof.
Algorithm 1 A symmetric Gauss-Seidel based multiblock alternating direction method of multipliers for solving (5.3).
Step 0. Let β, µ > 0 and γ ∈ (0, (1 + √ 5)/2) be given parameters. Input X 0 , W 0 , Z 0 ∈ R n 1 ×n 2 ×n 3 . For k = 0, 1, . . ., perform the following steps:
Step 1. Compute
Step 2. Compute W k+1 by (5.9).
Step 3. Compute
Step 4. Compute Z k+1 via (5.12).
Step 5. Update X k+1 according to (5.8) .
Step 6. If a termination criterion is not met, set k := k + 1 and go to Step 1.
Since the two blocks with respect to W, Z are nonsmooth and the other block with respect to u is quadratic in (5.3), we obtain that the sequence generated by Algorithm 1 is convergent [33, Theorem 3] , which is summarized in the following theorem.
Theorem 5.1. Suppose that β > 0 and γ ∈ (0, (1+ √ 5)/2). Let the sequence {(W k , u k , Z k , X k )} be generated by Algorithm 1. Then {(W k , u k , Z k )} converges to an optimal of (5.3) and {X k } converges to an optimal solution of the dual of (5.3), i.e., an optimal solution of (5.1).
Proof. By Lemma 5.2, the optimal solution set of (5.3) is nonempty. Note that there exists (u * , −W * , Z * ) ∈ R m × ri(dom(δ * U )) × ri(X) such that Z * = µF (X m ) − D * Ω (u * ) + W * . By [33, Theorem 3], we can easily obtain the conclusion of this theorem.
6. Numerical results. In this section, we present numerical experiments on both synthetic and real-world tensors to demonstrate the effectiveness of the CTNN model. We compare our proposed CTNN model with the TNN, SNN [14] , and the low-rank tensor completion by parallel matrix factorization (TMac) 1 [62] . The regularization term of the SNN model is the sum of the nuclear norms of unfolding matrices of a tensor [34] . The SNN model can be described as follows:
where X (i) is the mode-i unfolding of X .
The optimality condition for the dual (5.3) is given as follows:
We measure the accuracy of an approximate optimal solution based on the optimality condition (6.1) by using the following relative residual:
Here Prox δ U (X ) and Prox δ X (X ) are just the projections of X onto U and X, respectively. The stopping criterion of Algorithm 1 is that π r ≤ 10 −4 and the maximum number of iterations is set to 500. The relative error (Rel) between the estimated and true tensors is defined by
where X 0 is the ground-truth tensor and X is the estimated tensor. To evaluate the performance of different models for real-world tensors, the peak signal-to-noise ratio (PSNR) is used to measure the quality of the estimated tensors, which is defined as follows:
PSNR := 10 log 10 n 1 n 2 n 3 (X max − X min ) 2 X − X 0 2 F , where X max and X min are maximal and minimal entries of X 0 , respectively. The sampling ratio (SR) is defined by
where Ω is generated at random. The observed vector with noise is generated by
where Y is generated by the MATLAB command randn(n 1 , n 2 , n 3 ) and σ is the variance magnitude. In the experiments, we set c := X 0 ∞ . 
Parameters setting.
In this subsection, we discuss the parameters used in the model and algorithm. The step-length γ is set to 1.618 in the sGS-ADMM for its convergence. Let π P := max{π u , π w , π z }, where π u , π w , π z are defined in (6.2). We set an initial parameter β 0 = 10 and adapt the following strategy to update β to improve the convergence speed of the sGS-ADMM in practice, where a similar strategy for the penalty parameter of the sGS-ADMM solving large-scale generalized distance weighted discrimination is also used in [30] .
In all experiments, we set ς = 1.6 and Θ = 50.
In the next experiments, based on (4.17), the regularization parameter µ of CTNN is chosen by
that is, the choice of µ follows from (4.17) with C 1 τ = ρ 1 y √ m and κ 2 = 1. An example is tested to show the performance of different υ, η, and ρ 1 in Figure 1 , where the size of the tensor X 0 is 50 × 50 × 50 with rank t (X 0 ) = 3, SR = 18%, and σ = 0.01. Here the generated form of the synthetic data can be seen in the next subsection. It can be observed that there exists a υ (around 0.5) such that the relative error is small for η = 2 with a suitable ρ 1 . Similarly, for fixed υ = 0.1, the improvement is obvious as η is slightly larger (e.g., η = 4). For simplicity, based on the ranges of υ, η in section 4, we choose η = 2 and υ = 0.3 in all experiments of the paper in order to get a small recovery error. Moreover, ρ 1 is set to be 5×10 4 in all experiments of the paper. When F ≡ 0, the CTNN model in (3.2) reduces to the TNN model in (3.1) . Therefore, the parameters in the TNN are the same as those in the CTNN. The first initial estimator of CTNN is generated by TNN and the initial estimator used for the next step of CTNN is computed from the value of the current solution. The stopping tolerance is set to 10 −4 and the number of maximum iterations is set to 500 for SNN and TMac. We utilize the ADMM with the exact update rule to solve the SNN model [14] . The initial regularization Table 1 Relative errors of the TNN and CTNN with different tensors, tubal ranks, and sampling ratios for low-rank tensor recovery. parameter λ and penalty parameter β are set to 3 and 1, respectively. We set the increments c β of β and c λ of λ both to 5 (see [14] ). The rank-increasing strategy is used in the TMac. As suggested in [62] , the initial r 0 is set to (5, 5, 5) and its increment r is set to (3, 3, 3) , and the maximum rank r max is set to (50, 50, 50) . For the weight α in the TMac, we test it with fixed parameter α = ( 1 3 , 1 3 , 1 3 ). 6.2. Synthetic data. In this subsection, we generate the ground-true tensor by X 0 = A * B ∈ R n 1 ×n 2 ×n 3 with rank t (X 0 ) = r, where A and B are generated by MATLAB commands randn(n 1 , r, n 3 ) and randn(r, n 2 , n 3 ), respectively. Here we do not compare our method with SNN and TMac for synthetic data since the definitions of ranks of tensors are different in these models. It may need multistep correction in the CTNN model, especially for low sampling ratios. In the subsequent subsections, we use CTNN-1, CTNN-2, and CTNN-3 to denote the first, second, and third corrections, respectively. Since only the first few correction steps are useful for the CTNN and the performance of the following correction is almost the same, the maximum correction step of the CTNN is set to 3.
We report the recovered results of TNN and CTNN for different tensors with different sampling ratios and σ in Table 1 . It can be observed that the relative errors of CTNN are lower than those of TNN. Moreover, the results of the CTNN model can be improved as the correction step increases, especially for low sampling ratios. When the sampling ratios are high and σ is large, e.g., the tensor 100 × 100 × 100 with σ = 0.1, SR = 0.20, and r = 4, the recovered results by CTNN with different correction steps are almost the same. In this case, only one correction step in the CTNN can achieve the best recovery performance.
Color images.
In this subsection, we present numerical results for color images, which are third-order tensors (length × width × channels). Although the color images are not low- For color image recovery with noisy observations, there are some filter methods, such as BM3D [25] . Recently, Jiang and Ng [23] compared the TNN with BM3D for color image restoration. It has been shown that the performance of TNN is better than BM3D. Thus we do not compare our CTNN with BM3D for color image restoration since the CTNN outperforms TNN in the following experiments. Some sparse coding methods are also studied for color images restoration, such as KSVD [37] , group based sparse representation for image restoration [63] , and nonlocally centralized sparse representation [13] . We do not compare the CTNN with these methods since the CTNN mainly focuses on missing values with noisy observations, while these sparse coding methods mainly focus on image denoising with full observations. Moreover, some effective prior is also used for color image restoration such as total variation (TV) [51] and total nuclear variation (TNV) [20] , where the TNV is the generation of TV. It has been shown in the literature [20] that the TNV is better than TV for image restoration. Therefore, we compare the CTNN with the TNV for color image denoising. Since the TNV is not good for the color images with missing values, we first generate an initial estimator by TNN, and then we use TNV method for the estimator. This method is called TNV+ in the following experiments. Figures 3, 4 , and 5 show the recovered results and corresponding zoomed regions of SNN, TMac, TNN, TNV+, and CTNN, where the sampling ratio is 0.3 and σ is 0.001. For simplicity, the CTNN is utilized to denote the recovered results of the third correction step of the CTNN. We only show the images of the last corrected step for CTNN since the performance of different corrected steps is almost the same. It can be observed that the visual quality of CTNN and TNV+ is better than that of SNN, TMac, and TNN. The performance of CTNN and TNV+ is almost the same for the testing images in terms of PSNR values and visual quality. The performance of the TMac is slightly better than that of the SNN in terms of PSNR values and visual quality for the testing images. And the TNN outperforms TMac for the Water and Sheep images, while for the Flower image, the SNN performs better than the TNN in terms of PSNR values and visual quality. Moreover, the zoomed regions of CTNN are more clear than those of SNN, TMac, and TNN. Therefore, the CTNN preserves more details than SNN, TMac, and TNN for these images. The visual quality of the zoomed regions of CTNN and TNV+ is almost the same for the three images. The zoomed region of TMac is more clear than that of SNN and TNN for the Flower image. And the zoomed regions of TNN keep more details than SNN and TMac for the Water and Sheep images.
In Figure 6 , we show the recovered images and corresponding zoomed regions of the Flower image recovered by SNN, TMac, TNN, TNV+, and CTNN, where the sampling ratio is 0.15 and σ is 0.01. It can be seen that the visual quality recovered by CTNN is better than those recovered by SNN, TMac, TNN, and TNV+. From the zoomed regions in Figure 6 , we can observe that the CTNN preserves more details than the other four methods. Moreover, TMac performs better than SNN and TNN in terms PSNR values and visual quality.
Furthermore, we show the sampling ratio versus PSNR values of the Water, Flower, and Sheep images by SNN, TMac, TNN, TNV+, and CTNN with different correction steps in Figure 7 , where σ = 0.01. It can be observed that the CTNN performs better than SNN, TMac, and TNN in terms of PSNR values. Compared with TNN, the improvement of CTNN is substantial. The PSNR values of the first three correction steps of CTNN are almost the same for different sampling ratios. The performance of TNV+ is slightly better than that of XIONGJUN ZHANG AND MICHAEL K. NG CTNN for the Water image in terms of PSNR values. For the Flower and Sheep images, the CTNN outperforms TNV+ for a low sampling ratio, e.g., 0.1, 0.2. For a high sampling ratio, e.g., 0.45, 0.5, the performance of CTNN and TNV+ is almost the same in terms of PSNR values. Moreover, the TMac outperforms SNN and TNN for the Water and Flower images when the sampling ratios are from 20% to 40%. However, for higher sampling ratios, e.g., 50%, the SNN and TNN outperform TMac in terms of PSNR values. For the Sheep image with these different sampling ratios, the SNN and TNN perform better than TMac in terms of PSNR values. 6.4. Hyperspectral data. In this subsection, we test the hyperspectral data (Samson dataset [67] ), which is a third-order tensor (length × width × channels). We also refer the reader to [45] for more details about this dataset. In each image of the dataset, we utilize a region of 95 × 95 pixels for testing, where each pixel is recorded at 156 frequency channels covering the wavelengths from 401nm to 889nm. Then the spectral resolution is up to 3.13nm. Therefore, the size of the testing tensor is 95 × 95 × 156. We normalize the testing image on [0, 1] in the experiments.
For the hyperspectral image denoising, some methods based on sparse representation are proposed in the literature [32, 66] . Since these methods just consider the hyperspectral image denoising with full observations, we do not compare with them. Moreover, some prior information is also studied for hyperspectral image denoising such as TV [1, 18, 22] . However, the methods proposed by Aggarwal and Majumdar [1] and He et al. [18] just studied the denoising problem and did not consider missing values. Recently, Ji et al. [22] proposed a lowrank matrix factorization method combined with the TV regularization method (LRMFTV) 3 for hyperspectral image recovery. We will compare CTNN with LRMFTV for the testing hyperspectral data in the following experiments. Figure 8 shows the visual comparisons of different bands of the hyperspectral image recovered by the SNN, TMac, LRMFTV, TNN, and CTNN, where the sampling ratio is 0.1 and σ is 0.001. Since the visual quality of different correction steps is almost the same, we only show the results of the last correction step in the CTNN model. It can be observed that the visual quality recovered by CTNN is better than that recovered by SNN, TMac, LRMFTV, and TNN. Furthermore, the TNN method is better than SNN, TMac, and LRMFTV in terms of visual quality and PSNR values, and the visual quality obtained by the TMac method is better than that obtained by SNN. In Figure 9 , we show the errors of the recovered results of TNN and CTNN for the hyperspectral data of different frequency bands at the (20, 70)th pixel points. It can be seen that the results recovered by CTNN are better than those recovered by TNN in most frequencies. Moreover, the average errors by CTNN and TNN for low frequency channels (1-80) are 0.0028 and 0.0031, respectively (see the upper figure in Figure 9 ); the average errors by CTNN and TNN for high frequency channels (81-156) are 0.0051 and 0.0080, respectively (see the lower figure in Figure 9 ). We find that the performance of CTNN is better than that of TNN, especially for high frequencies.
These results are also valid in other pixel locations. The average errors of all pixel locations by CTNN and TNN for low frequency channels (1-80) are 0.0231 and 0.0304, respectively; the average errors of all pixel locations by CTNN and TNN for high frequency channels (81-156) are 0.0423 and 0.0666, respectively. In Figure 10 , we further show the PSNR values versus sampling ratio of SNN, TMac, LRMFTV, TNN, and CTNN for σ = 0.01, 0.005, 0.001, respectively. It can be observed that the PSNR values obtained by the CTNN model are higher than those obtained by SNN, TMac, and TNN, especially for low sampling ratios. For σ = 0.005, 0.001, the CTNN outperforms LRMFTV in terms of PSNR values for different sampling ratios, while the performance of CTNN and LRMFTV is almost the same except SR = 5% for σ = 0.01. The first correction step of CTNN can improve the PSNR values compared with TNN and the PSNR values of the following correction steps of CTNN are almost the same as those of the first correction step. The TNN performs much better than SNN and TMac, and the performance of TMac is better than that of SNN in terms of PSNR values for different sampling ratios.
7. Concluding remarks. In this paper, we have studied the low-rank tensor recovery with noisy observations for third-order tensors. A TNN model is used to relax the tubal rank of a tensor based on the recently proposed t-product. However, the TNN model may fail under general sampling distribution due to the limitation of the nuclear norm of a matrix. Given a reasonable initial estimator, we have proposed a CTNN model for third-order tensor recovery. The correction function is constructed by the frontal slices of the initial estimator in the Fourier domain. A nonasymptotic error bound of the CTNN is established under some conditions. As a byproduct, we also establish a nonasymptotic error bound of the TNN model. The performance of the CTNN model can be improved compared with that of the TNN model. Moreover, an sGS-ADMM is developed to solve the dual of CTNN and its convergence is established under very mild conditions. Some preliminary numerical experiments are presented to demonstrate the effectiveness of the proposed model compared with several existing models.
Given that the variance of the noise is known in advance, it would be of great interest to consider the case that the variance of the noise is unknown for the CTNN model in future work. It is also interesting to extend the Fourier transform to the wavelet transform or cosine transform (cf. [55] ) for t-product in the corrected model. [27] ). The multirank of X ∈ R n 1 ×n 2 ×n 3 is a vector r ∈ R n 3 with the ith entry r i equaling to the rank of the ith frontal slice X (i) of X . The tubal rank of X , denoted by rank t (X ), is defined as the number of nonzero singular tubes of S, where X = U * S * V T . That is, rank t (X ) = #{i : S(i, i, :) = 0} = max{r 1 , r 2 , . . . , r n 3 }.
Remark B.1. For the tubal rank of X , the following property holds: (B.1) 1 n 3 rank(X ) ≤ rank t (X ) = max{r 1 , r 2 , . . . , r n 3 }.
Next we give the definitions of tensor Frobenius norm, tensor spectral norm, and tensor infinity norm.
Definition B.8 (tensor Frobenius norm [65] ). The tensor Frobenius norm of X ∈ R n 1 ×n 2 ×n 3 from the inner product is given by
Definition B.9 (tensor spectral norm [65] ). The tensor spectral norm of a third-order tensor X ∈ R n 1 ×n 2 ×n 3 , denoted by X , is defined as X , i.e., the spectral norm of the block diagonal matrix X in the Fourier domain.
Definition B.10 (tensor infinity norm [65] ). For any X ∈ R n 1 ××n 2 ×n 3 , the tensor infinity norm, denoted by X ∞ , is defined as
Now we give the orthogonal projections onto the subspaces T in (4.1) and T ⊥ in the following proposition.
Proposition B.1. For any X ∈ R n 1 ×n 2 ×n 3 , the orthogonal projections onto T and T ⊥ are given by
where T is defined by (4.1).
Proof. The proof follows the lines of [61, section 2.4] in the case of the matrix. For the sake of completeness, we give it here. For any X ∈ R n 1 ×n 2 ×n 3 , then where the last equality follows from U 1 * U T 1 + U 2 * U T 2 = I and V 1 * V T 1 + V 2 * V T 2 = I. Therefore, by the definition of T in (4.1), the orthogonal projection of X onto T is given by
Notice that P T ⊥ (X ) + P T (X ) = X . Hence, we obtain that
This completes the proof.
We have the following proposition with respect to the tubal ranks of two tensors with appropriate dimension.
(2) For any X ∈ R n 1 ×n 2 ×n 3 and Z ∈ R n 2 ×n 4 ×n 3 , then rank t (X * Z) ≤ min{rank t (X ), rank t (Z)}.
Proof. (1) Suppose that rank t (X ) = max{r 1 , r 2 , . . . , r n 3 } and rank t (Y) = max{ r 1 , r 2 , . . . , r n 3 }, where the multiranks of X and Y are r 1 = (r 1 , r 2 , . . . , r n 3 ) and r 2 = ( r 1 , r 2 , . . . , r n 3 ), respectively. Then we obtain that
≤ max{rank( X (1) ) + rank( Y (1) ), rank( X (2) ) + rank( Y (2) ), . . . , rank( X (n 3 ) ) + rank( Y (n 3 ) )} = max{r 1 + r 1 , r 2 + r 2 , . . . , r n 3 + r n 3 } ≤ max{r 1 , r 2 , . . . , r n 3 } + max{ r 1 , r 2 , . . . , r n 3 } = rank t (X ) + rank t (Y).
(2) Suppose that rank t (X ) = max{r 1 , r 2 , . . . , r n 3 } and rank t (Z) = max{ř 1 ,ř 2 , . . . ,ř n 3 }, where the multiranks of X and Z are r 1 = (r 1 , r 2 , . . . , r n 3 ) and r 3 = (ř 1 ,ř 2 , . . . ,ř n 3 ), respectively. Then we have that rank t (X * Z) = max{rank( X (1) Z (1) ), rank( X (2) Z (2) ), . . . , rank( X (n 3 ) Z (n 3 ) )} ≤ max min{rank( X (1) ), rank( Z (1) )}, . . . , min{rank( X (n 3 ) ), rank( Z (n 3 ) )} = max {min{r 1 ,ř 1 }, . . . , min{r n 3 ,ř n 3 }} ≤ min{max{r 1 , r 2 , . . . , r n 3 }, max{ř 1 ,ř 2 , . . . ,ř n 3 }} = min{rank t (X ), rank t (Z)}, where the last inequality follows from min{r i ,ř i } ≤ rank t (X ) and min{r i ,ř i } ≤ rank t (Z), i = 1, . . . , n 3 . This completes the proof. Now we derive a subset of the subdifferential of · T N N using the t-SVD, which is useful to establish a nonasymptotic error bound of our proposed model. In order to give the subset of · T N N , we first give a lemma in the following.
Lemma B.1. Let X ∈ C n 1 ×n 2 and rank(X) = r. The SVD of X is given by U ΣV T , where U ∈ C n 1 ×n 1 , V ∈ C n 2 ×n 2 are unitary matrices, and Σ ∈ R n 1 ×n 2 is a diagonal matrix. Then
where U = [ U 1 U 2 ] with U 1 ∈ C n 1 ×s , and V = [ V 1 V 2 ] with V 1 ∈ C n 2 ×s , r ≤ s ≤ min{n 1 , n 2 }.
Proof. Let U = [U 1 U 2 ] with U 1 ∈ C n 1 ×r and V = [V 1 V 2 ] with V 1 ∈ C n 2 ×r . It follows from [68] and [60, Theorem 1] that
Case 1. If s = r, the conclusion can be obtained directly. Case 2. If r < s < min{n 1 , n 2 }, then for any Y ∈ Q, there exists T ≤ 1 such that
Let U 1 = [U 1 A] with A ∈ C n 1 ×(s−r) and V 1 = [V 1 B] with B ∈ C n 2 ×(s−r) . In this case, we know that
where D = I 0 0 T and I ∈ R (s−r)×(s−r) denotes the identity matrix. Note that D ≤ 1. We get that Y ∈ ∂ X * . Case 3. If s = min{n 1 , n 2 }, we obtain that
Combining the above three cases, we complete the proof.
Proposition B.3. Assume that the tubal rank of X ∈ R n 1 ×n 2 ×n 3 is r. Let X = U * S * V T , where U = [U 1 U 2 ] ∈ R n 1 ×n 1 ×n 3 with U 1 ∈ R n 1 ×r×n 3 , U 2 ∈ R n 1 ×(n 1 −r)×n 3 , and V ∈ R n 2 ×n 2 ×n 3 with V 1 ∈ R n 2 ×r×n 3 , V 2 ∈ R n 2 ×(n 2 −r)×n 3 . Then U 1 * V T 1 + U 2 * W * V T 2 | W ∈ R (n 1 −r)×(n 2 −r)×n 3 and W ≤ 1 ⊆ ∂ X T N N .
Proof. For any Z ∈ {U 1 * V T 1 + U 2 * W * V T 2 | W ≤ 1}, there exists W ≤ 1 such that Z = U 1 * V T 1 + U 2 * W * V T 2 . Thus we get that
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Since the tubal rank of X is r, then rank( X (i) ) ≤ r, i = 1, . . . , n 3 . By Lemma B.1, we know that U
2 ) T ∈ ∂ X (i) * , which implies that Z ∈ ∂ X * . For any Y, we have
which is equivalent to Y T N N ≥ X T N N + Z, Y − X .
Therefore, by the definition of subdifferential [48, section 23] , we obtain that Z ∈ ∂ X T N N . This completes the proof.
Appendix C. Proof of Lemma 4.1. The proof follows the line of [28, Lemma 12 ] (see also [12, Lemma 3] and [40, Lemma 11] ) in the matrix case. For the sake of completeness, we give it here. First, we will show that the following event holds with small probability:
It is clear that the complement of the interested event is included in B. Now we estimate the probability of the event B. For any 0 < v ≤ 16 log(n 1 +n 2 +n 3 +1) m log (2) , we obtain that
If the event B holds for some X ∈ L(s), there exists some k ≥ 1 such that
Therefore, we have
, E E, X 2 ≤ 2 k v .
Note that B ⊆ ∞ k=1 B k . In the following, we estimate the probability of the event B k . For any given Γ ≥ v, define the set L(s, Γ) := X ∈ L(s) E X , E 2 ≤ Γ .
Denote
From the definition of D Ω , we have
For any X ∈ L(s, Γ), we get E i , X 2 ≤ 1. Thus, it follows from Massart's concentration inequality [5, Theorem 14.2 ] that
In order to be able to apply the inequality (C.2), we need to estimate an upper bound of E(Z Γ ). By (C.1), it follows from the standard symmetrization theorem [ where {ξ 1 , . . . , ξ m } is an i.i.d. Rademacher sequence and the second inequality follows from [31, Theorem 4.12] . For any X ∈ L(s, Γ), by (2.8), we have X T N N ≤ √ s X F ≤ sκ 1 n 1 n 2 n 3 E X , E 2 ≤ sκ 1 n 1 n 2 n 3 Γ.
Consequently, we obtain that
where the last inequality follows from the fact 2ab ≤ a 2 + b 2 . Then, it follows from (C.2) that P Z Γ ≥ 128sκ 1 n 1 n 2 n 3 E 
Therefore, it follows from the simple fact 4 k > log(4 k ) = 2k log(2) that
exp − mv 2 k 256 log(2) ≤ exp − mv 2 256 log (2) 1 − exp − mv 2 256 log (2) .
Then, taking v = 16 log(n 1 +n 2 +n 3 +1) m log (2) , we obtain that P(B) ≤ 1 n 1 + n 2 + n 3 .
