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Abstract
A method of characteristics-based computational model of a straight reservoir/pipe/valve system was created as a very simple rep-
resentation of a small residential water distribution system. The model was used to assess transient modelling and analysis errors
which occur due to demand aggregation and uncertainty. The eﬀect of aggregating demand from the small network of residences
was investigated and found to be most signiﬁcant when the number and distribution of the demands was randomly varied. The
inclusion of service connection pipes was also investigated; in this case leading to a higher peak head and a phase-shift in the
head oscillations, which increased over time; this demonstrates the importance of modelling complete systems with high levels of
accuracy.
c© 2013 The Authors. Published by Elsevier Ltd.
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1. Introduction
There has been a recent increase in the awareness by Water Utilities in the UK that their systems are not as static
or smoothly changing as it would be advantageous to assume. Recent studies concerning the eﬀects of short term
dynamic ﬂuctuations in pressure and ﬂow (Transients) in Water Distribution Systems (WDS) have highlighted the
potential risk of damage to water company assets (Schmitt et al., 2006, Collins et al., 2012) and negative impact on
water quality (Fleming et al., 2007, Collins et al., 2011). This increased awareness has not been matched by an uptake
in the modelling of transients; this may be due to the perceived lack of ability of the current models and solution
techniques to provide a good representation of large and complex networks. A potential source of error in transient
analysis is the uncertainty in the exact boundary conditions that the transient will experience during the short period
of the event.
Traditional Extended Time Period modelling of WDS has been successful in producing a representation of the
ﬂows and pressures in complex networks under varying conditions. Typically, the analyses will be based upon snap
shots of the system taken at time periods of 15 - 30 mins, this ties in with the typical recording periods that water
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utilities in the UK capture system data; this primarily being driven by regulatory controls. Each of these system snap
shots therefore represents some averaged state of the network over that time period, including an average of the water
being supplied to the system and being drawn by any customer demands. Transients are by their nature short term
events, lasting only a few seconds, and are sensitive to the precise boundary conditions imposed on them (Wood et al.).
This suggests that precise knowledge of which customers are making a demand on the system at any speciﬁc time,
and how great that demand is, is vital to accurate transient modelling. Given the 15 - 30 min data capture intervals,
accurate transient modelling of a real complex WDS is currently impossible. In addition; in a typical hydraulic model
the customer demands are collected and aggregated to local nodes. This allows the reduction of pipe lengths and
simpliﬁes and decreases the computational demand of the analysis. However, any location that allows water out of
the WDS (customer demand, leak) will cause a reﬂection in the transient wave, a phenomenon which may be utilised
for leak detection (Brunone and Ferrante, 2001, Covas and Ramos, Shucksmith et al., 2012). Therefore, the exact
position and size of any demand will have the eﬀect of altering the size and shape of the propagating transient wave.
This paper details a series of initial studies that investigate the sensitivity of the modelled propagation of pressure
transients due to the variability in the modelling of and uncertainty in customer demands. A computational model of
a simpliﬁed small residential water distribution system has been built based on the popular Method of Characteristics
(Karney and McInnis, 1992). Repeated simulations have then been carried out, for the same transient event, but with
diﬀering demand patterns being imposed on the system. This has allowed the authors to assess the eﬀects of demand
modelling on transient propagation and the sensitivities of the transient pressure signal.
Nomenclature
c water-hammer wave speed (m/s)
d internal pipe diameter (m)
g acceleration due to gravity (m/s2)
H piezometric head (m)
Lt total pipe length (m)
n number of ﬂow demands
Qdemand demand ﬂow (m3/s)
tc characteristic time length (s)
SCP service connection pipe
WDS water distribution system
2. Method
2.1. Model Construction
A computational model of a simple straight reservoir/pipe/valve system was created, the model was designed to
be a very simple representation of a residential water distribution system which in this case was assumed to consist
of: approx. 4” CI or DI mains, 1” service connections of a few metres in length serving properties spaced a few
metres apart, with typical demands of < 2l/s. The transient solution was undertaken using a standard Method of
Characteristics (MOC) technique (Karney and McInnis, 1992). The model (Figure 1) consisted of a reservoir at the
upstream end, that was assumed to maintain a constant head of 100 m through out the simulation, a straight section
of pipe (d = 0.1 m) of length 180 m was attached to the reservoir. This section had no demands modelled. There
was then a 120 m length of pipe (d = 0.1 m) onto which various demands and service pipes were added depending
on the modelled scenario. This middle section was evenly split into 30 sections, at the ends of each of these sections
it was possible to place a customer demand. Finally there was a further 240 m of pipe (d = 0.1 m), which had no
demands before a ﬁnal valve, which would be rapidly closed to generate the transient. The pressure was monitored at
two locations, S1, S2: upstream and downstream of the demand section respectively. In order to isolate and illustrate
some of the basic fundamentals of demand uncertainty, the eﬀect of pipe wall friction was not simulated, and a
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constant wave speed of c = 1000 m/s was set for all pipes. Without the eﬀect of pipe wall friction, water loss through
the demands was the only energy-loss mechanism present in the system. Further discussion of the assumptions is
presented in Section 3. For all tests the transient solution was carried out for a 20 second period, equivalent to 18.5
time lengths (tc) of the main pipeline (where tc = (2 × Lt)/c).
180 m 120 m 240 m
Variable Demands
S1 S2
120 m 160 m
2 l/s
h = 100 m
Fig. 1. Schematic of the transient model, showing the basic layout and the area of demand
2.2. Modelling Scenarios
A series of modelling scenarios were undertaken to assess the eﬀect of the service pipes, demand aggregation and
uncertainty in the location and distribution of customer demand.
1. Customer demands were modelled as simple external ﬂow (based on the oriﬁce equation), the eﬀect of uniformly
aggregating a constant total demand to a diﬀerent number of supply points was investigated.
2. Repeat simulations were undertaken with the customer connections (modelled as simple external ﬂows) randomly
either on or oﬀ (with a set probability) to model the eﬀect of the uncertainty in location and distribution of
instantaneous usage in the system.
3. Customer demands were also modelled with a 4 m service pipe connection (d = 0.025m), with an external ﬂow
at the end of the connection.
2.3. Boundary Conditions
In all simulations the inlet reservoir head was assumed to remain constant at 100 m. In the initial steady-ﬂow
condition a ﬂow of 2 l/s was modelled to leave the pipe at the downstream end, this ﬂow was kept constant through
the simulations, and as it was this ﬂow that was used to generate the pressure transients, through instantaneous closure
of the downstream valve, this ensured that the transient generated had the same peak-to-peak magnitude. When the
customer supply pipes were modelled, it was assumed that these were all of the same diameter (d = 0.025m) and, for
simplicity of the numerical scheme, have the same wave speed as the main distribution pipe. The demand locations
were always equidistant across the 120 m variable demand length. The model discretisation length was 2 m. For all
scenarios and simulations the total ﬂow out of all the customer demands was constant at 2 l/s, modelling a scenario
where the demand was known, but the exact location and distribution of the demand was not. Resistance of the
external ﬂow was determined by assuming a steady-state demand (2/n l/s, where n is the number of houses with a
demand), and then back calculating the external resistance (area × coeﬃcient of discharge) required to generate this
external ﬂow (based on the standard oriﬁce equation (Karney and McInnis, 1992)) at that location along the pipe.
This calculated resistance, rather than demand, was then kept constant during the transient solution phase of the
computation, allowing a pressure driven transient solution.
2.3.1. Simple Demand as External Flow
The ﬁrst scenario was that of the customer demands modelled as simple external ﬂows from the system, and the
eﬀect of aggregating a demand on to an ever decreasing number of nodes was investigated. A series of simulations
were run for diﬀerent numbers of customer demands. In the ﬁrst case, all 31 potential customer demands were turned
on, with a ﬂow of 231=0.065 l/s demand from each. This was then reduced to fewer and fewer demand locations whilst
maintaining the overall ﬂow out of the system, see Table 1.
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Table 1. Number of customer nodes and the ﬂow at each.
Number of customer nodes Demand at each customer node (l/s)
31 0.065
21 0.095
11 0.182
7 0.286
5 0.400
3 0.667
2.3.2. Stochastic Demands
For this test case, it was assumed that the exact ﬂow (total demand) going into the test network was known, but
that it was not known which of the available 31 ‘customer homes’ were making a demand; This might be a likely
scenario for District Metered Area (DMA). Simplifying assumptions (ﬂat prior) were made that if a customer was
drawing a demand, it was constant over the duration of the transient simulation and that all the demands for any
simulation were the same and depended only on the number of customers drawing (2/n l/s). To investigate the eﬀect
of demand uncertainty it was assumed that at any time approximately 8 customers out of the 31 would be drawing
a demand, approximately 14 of the total potential demand locations. A total of two-thousand 20 second runs were
completed utilising the University of Sheﬃeld’s HPC grid. At the start of each run, a pseudo-random seed was used
to randomise the number of demands and their locations with each home being assigned a 831 chance of being on at
any given simulation. The demand at each location was dependent on the total number of demands, calculated by:
Qdemand =
2
n
l/s (1)
where n is the total number of customer demands that were on for a given simulation.
2.4. Stochastic Customer Demands
It is well understood that system demands can signiﬁcantly vary on a short scale temporal basis as customers
require water. There have been previous attempts to assess the level of demand variability on temporal and spatial
scales (Blokker and Vreeburg, 2005, Filion et al., 2007, Vertommen et al., 2012) for extended time period simulations
and for water quality modelling. The smallest time period considered is typically of the order of 30 s to 1 minute
which are typically far higher than that required for the transient simulations. Designs for the stochastic nature of the
demands has the potential to impact the result of a simulation. Due to the lack of information on demands at suitable
time scales, a simple randomised scheme has been used in this study that keeps the total demand ﬂow constant.
For all the modelling scenarios tested in this study, it should be noted that although the randomness in the initial
demand pattern gives rise to uncertainty, the system is static: there are no random walks, no stochasticity dynamics
during a simulation. A further uncertainty from demand changes within the measurement time would arise, which has
not been studied here. Together with a range of other uncertainties (pipe condition, material, geometry, dissolved and
undissolved air...etc), all demand uncertainty across appropriate time scales would need to be considered before the
reliability and utilisation of pressure transient modelling and monitoring can be reliably assessed.
2.4.1. Customer Supply Pipe Modelling
In the third scenario, the eﬀect of more accurately modelling customer demands was studied; in this case each
service connection pipe was also explicitly modelled. The service connection pipes were all 4 m in length. All 31
customer demands were modelled in this way, with a demand ﬂow speciﬁed at the end of the service connection in
the same way as in the case of simple external ﬂows, again the total customer demand was set to 2 l/s.
3. Results and Discussion
Figure 2 shows the simulated head change over 18 characteristic time lengths for the model with 31 customer
demands, each of 231 l/s. For all plots in this section the head at each measurement location is normalised by deducting
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the head at t=0 so that only diﬀerential pressures are shown. Figure 2 illustrates the exponential decay of head
as energy is lost through water-loss at the demands. The initial peak head is correctly found to correspond to the
Joukowsky pressure rise (Equation 2) caused by the instantaneous closure of the downstream valve where a ﬂow
of 2 l/s was initially leaving the system. The peak head at S1 is noticeably lower due to the losses in the network
of demands which lies between S1 and S2. With time, the initial square wave proﬁle of the transient is lost as the
transient reﬂections disperse the energy.
ΔH =
cΔV
g
=
1000 × ( 0.002
π×0.052 − 0)
9.8
= 26m (2)
where ΔV = the change in ﬂow velocity in the pipe (m3/s), g = the acceleration due to gravity (m/s2).
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Fig. 2. Head over 18 characteristic time lengths for positions S1 and S2, for the case when there are 31 demands
3.1. Uniformly Aggregated Demand
The eﬀect of aggregating demand was analysed for a number of cases in which the total outﬂow was preserved
but the number of demands reduced (Section 2.3.1, Table 1). This is plotted after 16 characteristic time lengths for
positions S1 and S2 for a reduced number of demand locations in Figure 3. Initially, after a short period (< 3tc) the
absolute error (diﬀerence in head between 31 and n-demand cases) introduced by aggregating is very small but grows
quite rapidly at ﬁrst before slowly decaying as the overall size of the wave diminishes (see Figure 4).
In this simple frictionless case, with a small number of demands, it is observed that the overall eﬀect of aggregating
demand is quite small, and only becomes signiﬁcant when the level of aggregation is high; in these cases the error
reaches ±2m after around 6 characteristic time lengths. It should be noted that in all the cases the predicted maximum
pressure is very consistent. This suggests that the aggregation is not signiﬁcant if the modeller is only concerned with
the maximum / minimum pressures. In situations where more information is being extracted from the signal, perhaps
in cases where the model is being used for inverse transient modelling for leak detection, the modeller may be more
concerned by the discrepancies introduced. As the demand is uniformly aggregated over the 120 m length, the length-
averaged demand is always the same, and as a result the overall energy-loss is unaﬀected by demand aggregation in
this simple frictionless case.
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Fig. 3. Eﬀect of demand aggregation on head at S1 (left) and S2 (right) over 16 to 18 characteristic time lengths
It should also be noted that the level of energy lost in the system, is dependent on the initial steady state pressure
used in this simulation; the oriﬁces were sized to ensure a given steady state demand, whilst the transient pressure rise
is independent of initial pressure so, due to the Δh0.5 relationship for oriﬁce ﬂow, there would be a greater eﬀect on
outﬂow in the transient simulation.
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Fig. 4. Error in head at S1 (left) and S2 (right) over 0 to 18 characteristic time lengths, as resulting from demand aggregation
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3.2. Stochastic Aggregated Demands
The eﬀect of aggregating demand was again analysed for a large number of cases in which the total outﬂow was
preserved but this time the number of demands and their position was randomised as detailed in Section 2.3.2. This
simulation was undertaken to assess the impact on the transient propagation when the total demand in an area of a
distribution system is known, but not the exact locations. Figures 5, 6 and 7 show the mean head of 2000 simulations
and ± 1 standard deviation, in addition Figures 6 and 7 include the maximum and minimum head at any point in time.
It can be seen that in these simulations there is initially very little variability in the results (shown by the small
standard deviation across samples), but that similarly to the uniformly aggregated results, this initially increases over
time. This can be attributed to the waves passing back and forth across the region of variability and the pressure traces
diverging as a result. Towards the end of the simulation the standard deviation starts to decrease, as the energy in the
transient is lost through demands and in all cases the system settles to its ﬁnal state. When compared to the results
shown in the previous section, where demand was uniformly aggregated, the eﬀect of stochastic aggregated demand
is clearly more signiﬁcant as shown in Figures 5,6 and 7.
3.2.1. Potential Eﬀects of the Randomisation Scheme
In all simulations where some element of random trials are incorporated, it is vital that care is taken to ensure the
random scheme doesn’t introduce any additional correlations into the system which are not physically realistic. It is
assumed in the model presented here that for each simulation the change of any house having a demand is independent
and of equal probability. However, this means that the number of demands varies with simulations (ranging from 1
to 19). Due to the constant steady-state demand constraint this results in correlated but not equal individual demands
across simulations. This appeared to be the simplest, reasonable scenario assuming some information about the system
was known, i.e. constant demand, and assuming a given probability of houses having a demand. It should be clear
that the results would change if the assumed probability was altered. There are alternative schemes that could have
been used to include these random elements. If it was known or assumed in advance the exact number of houses
with a demand, the number of houses could have been selected. In addition, it could have been assumed that both the
probability of there being a demand, and the actual ﬂow from the demand were subject to some probability density
function (PDF). This would not necessarily meet the requirement for total demand in each simulation, but might
provide a more realistic model if suitable PDFs can be found. However, it should be clear that changing the scheme
would eﬀect the results and therefore, if a modeller is going to attempt to model uncertainties in a system, great care
should be taken concerning the scheme used.
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Fig. 5. Mean average head at S1 and S2 over 0 to 18 characteristic time lengths for 2000 runs with stochastic aggregated demands, shaded area
represents ± 1 standard deviation.
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Fig. 6. Mean average head at S1 and S2 for 2000 runs with stochastic aggregated demands, shaded area represents ± 1 standard deviation, minimum
and maximum limits are shown, for time lengths 0 to 2
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Fig. 7. Mean average head at S1 and S2 for 2000 runs with stochastic aggregated demands, shaded area represents ± 1 standard deviation, minimum
and maximum limits are shown, for time lengths 16 to 18
3.3. Service Connection Pipes
Simulations were carried out with and without service connection pipes (SCPs). In this case, as the transient travels
along the main it splits at the service connection junction with a small portion of the wave being reﬂected back towards
the source of the transient. Therefore, as the wave passes the series of SPCs it decreases in magnitude, until the ﬁrst
arrival of the wave at S1 is signiﬁcantly smaller than the Joukowsky pressure. The wave that travels along the service
connection pipe, is reﬂected at the end (losing some energy through water loss in the process), before heading back
towards the mains pipe where the junction is again encountered and a further set of transmissions and reﬂections
take place. A complex series of combinations of transmissions and reﬂections lead to an oscillating head observed in
Figure 8, with a peak head which actually exceeds that simulated when SCPs are not included.
The SCPs have the eﬀect of providing some energy storage into the system - reducing the steepness of the initial
transient wave front (as visible in Figure 8), and releasing the energy back into the main pipe over time. This has
the eﬀect of altering the primary phase of the pressure trace as can be seen in Figure 9, after several time lengths the
inclusion of the SCPs result in a signiﬁcant shift in the phase as the eﬀect of the energy storage is compounded over
multiple major reﬂections. The demands in the model are equally spaced in this simulation, and so reﬂections from
the junctions and demands are synchronised and therefore superimpose, with diﬀerently spaced network components
it may well be that including SCPs does not lead to such an increase in peak head, and a smoother pressure signal.
However, altering of the spacing of the demands would not signiﬁcantly alter the amount of energy being trapped in
the supply pipes, and therefore would not alter the change in the phase.
In the scenario modelled for this article all the service pipes have an associated demand, in reality not all of the
SPCs would have a ﬂow, special care would need to be taken when attempting to assess the eﬀect of uncertainty in the
demands. The service connection junctions cause a larger reﬂection, and potentially more energy storage with a dead
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Fig. 8. Head (m) over 0 to 2 time lengths, for S1 (left) and S2 (right), showing the eﬀect of including SCPs in the simulation.
16 16.2 16.4 16.6 16.8 17 17.2 17.4 17.6 17.8 18
−25
−20
−15
−10
−5
0
5
10
15
20
25
30
Characteristic Time Lengths (t
c
)
Δ 
H
1 
(m
)
 
 
31 demands, with SCPs
31 demands, without SCPs
16 16.2 16.4 16.6 16.8 17 17.2 17.4 17.6 17.8 18
−25
−20
−15
−10
−5
0
5
10
15
20
25
30
Characteristic Time Lengths (t
c
)
Δ 
H
2 
(m
)
 
 
31 demands, with SCPs
31 demands, without SCPs
Fig. 9. Head (m) over 16 to 18 time lengths, for S1 (left) and S2 (right), showing the eﬀect of including SCPs in the simulation, note the apparent
phase shift in the signals
end, making it particularly important to include them in modelling. Similar eﬀects have been previously reported for a
single pipe by Swaﬃeld and Boldy (1993), but the compound eﬀect of the multiple service connection pipes is a new
addition of this paper. The eﬀect of the skeletonisation as a broader concept is also looked at in the article by Jung
et al. (2007), mainly dealing with the eﬀects of removing larger main pipes to simplify and decrease the computational
expense. This suggests that for distribution systems, with large numbers of customers, there will be signiﬁcant altering
of the phase and a smoothing of the pressure trace, this eﬀect is similar to that seen due to mechanical damping
(Stephens et al., 2011), or visco-elastic pipes (Covas et al., 2004, Bergant et al., 2008), and therefore has the potential
to be confused with these phenomena even though the system is completely linear in solution.
4. Conclusions and Further Work
For this system, with simple geometry and simpliﬁed model physics, the eﬀect of aggregating demand was not
found to be signiﬁcant when done so consistently over the length of pipe (when the averaged demand over the section
was the same). When the number and location of the demands were randomly varied, the eﬀect was much more
signiﬁcant; particularly after several characteristic time lengths. In both cases however, the magnitude of the ﬁrst peak
head was unaltered by demand location uncertainty, as the total outﬂow was the same for all cases. The inclusion of
the service pipes was found to lead to higher peak head and an eﬀective phase-shift in the oscillations which increased
over time; such impacts could be confused with non-linear eﬀects.
To begin investigations into demand uncertainty, the modelling approach was simpliﬁed and a simple test-network
was generated. The limitations of the model compared to a real distribution are numerous, and may be highly sig-
niﬁcant for some systems depending on the interaction of demand uncertainty with friction (steady and unsteady),
visco-elasticity, changes in geometry and others. Demand itself could be subject to more uncertainty than simulated
here, where the total ﬂow was known, and was assumed to be evenly distributed across all active demand nodes.
Based on the results, the following suggestions are made (subject to further study and consideration of the system in
question):
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• For systems without service pipes, the demand may be aggregated if the inﬂuence of friction, visco-elasticity
and system uncertainties are expected to be low, and the demand is aggregated so that the length-averaged
demand is the same.
• For systems with service pipes (or sub-branches, sub-networks..etc), extreme care should be taken when de-
ciding whether demand may be aggregated (and hence the system skeletonised). For this simple study, the
eﬀect of junctions of service connections has shown a signiﬁcant inﬂuence compared to the demands alone, and
therefore service pipes (or sub-branches) should be of great concern to the modeller.
• Demand uncertainty is likely to aﬀect the reﬂections received from a network, giving a source of uncertainty
which should be considered when attempting techniques such as time-domain reﬂectometry or frequency tech-
niques for leak detection.
The authors are currently investigating the eﬀect of unknown demands, and how the uncertainty in location of
demand eﬀects the transient response of a system when the full service pipes are connected. This study, and those
which precede it (see Section 1), scratch the surface of the uncertainty associated with transient propagation in real
water distribution systems. A signiﬁcant amount of future work is needed to understand the sources of uncertainty,
how they interact, and how they aﬀect our ability to model and make use of transient propagation in pipeline systems.
Such information is crucial to the successful future utilisation of recently developed techniques, such as time-domain
reﬂectometry methods and inverse-transient modelling for transient prediction and the detection of events, leaks and
internal condition.
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