Abstract. We study the density of the set SNA(M, Y ) of those Lipschitz maps from a (complete pointed) metric space M to a Banach space Y which strongly attain their norm (i.e. the supremum defining the Lipschitz norm is actually a maximum). We present new and somehow counterintuitive examples, and we give some applications. First, we show that SNA(T, Y ) is not dense in Lip 0 (T, Y ) for any Banach space Y , where T denotes the unit circle in the Euclidean plane. This provides the first example of a Gromov concave metric space (i.e. every molecule is a strongly exposed point of the unit ball of the Lipschitz-free space) for which the density does not hold. Next, we construct metric spaces M satisfying that SNA(M, Y ) is dense in Lip 0 (M, Y ) regardless Y but which contains an isometric copy of [0, 1] and so the Lipschitz-free space F (M ) fails the Radon-Nikodým property, answering in the negative a posed question. Furthermore, an example M can be produced failing all the previously known sufficient conditions to get the density of strongly norm attaining Lipschitz maps. Finally, among other applications, we prove that given a compact metric M which does not contains any isometric copy of ). Further, we show that if M is a boundedly compact metric space for which SNA(M, R) is dense in Lip 0 (M, R), then the unit ball of the Lipschitz-free space on M is the closed convex hull of its strongly exposed points.
Introduction
In this paper we will solve some questions related to when the set of those Lipschitz maps which strongly attain their norm is dense. Let us start with necessary definitions. A pointed metric space is just a metric space M in which we distinguish an element, called 0. All along the paper, the metric spaces will be complete and the Banach spaces will be over the real scalars. Let us comment that the election of the distinguished element is not important, as the resulting spaces of Lipschitz maps are isometrically isomorphic. Following [21] and [17] , we say that F ∈ Lip 0 (M, Y ) attains its norm in the strong sense or that strongly attains its norm, whenever the supremum in (♠) is actually a maximum, that is, whenever there are x, y ∈ M , x = y, such that
Lipschitz function f ∈ Lip 0 ([0, 1], R) is found so that d(f, SNA([0, 1], R)) > 0 (see [17, p. 109 ] for a quantitative sharper result). On the other hand, the first positive result comes from [17] , where it is proved that SNA(M, After that, new positive results were obtained in [14, Section 4] and in [13, Section 7] , being of particular interest the result [13, Proposition 7.4] . In order to state this result, we need to introduce the Lipschitz-free space. Let M be a pointed metric space. We denote by δ the canonical isometric embedding of M into Lip 0 (M, R) * , which is given by f, δ(x) = f (x) for x ∈ M and f ∈ Lip 0 (M, R). We denote by F(M ) the norm-closed linear span of δ(M ) in the dual space Lip 0 (M, R) * , which is usually called the Lipschitz-free space over M , see the papers [17] and [18] , and the book [24] (where it receives the name of Arens-Eells space) for background on this. It is well known that F(M ) is an isometric predual of the space Lip 0 (M, R) [17, p. 91] . With this notion in mind, then [13, Proposition 7.4 ] asserts that SNA(M, Y ) is dense in Lip 0 (M, Y ) for every Banach space Y whenever F(M ) has the Radon-Nikodým property (RNP in short). Later on, taking advantage of the recent progress on the study of the extremal structure of the unit ball of Lipschitz-free spaces [3, 13, 15] , an intensive study of strongly norm attaining Lipschitz maps was done in [8] . Also, a Bishop-Phelps-Bollobás type property for Lipschitz maps (this is a stronger quantitative way in which the set of strongly norm attaining Lipschitz maps can be dense) is considered in [10] . Let us summarise these and some other known results on the density of strongly norm attaining Lipschitz maps; see subsection 1.1 to find the needed definitions. Let us comment some properties that all these examples have in common. In all the negative results, the space F(M ) contains isomorphic copies of L 1 [0, 1] . In all the positive results, the unit ball of F(M ) is the closed convex hull of its strongly exposed points and, actually, it is not known whether in all positive known results, F(M ) has the RNP. In view of all these, the following questions are natural on a complete metric space M : Let us also notice that (Q1) was asked in [8, p. 29] . Also, in the case that M is compact, it is asked in [17, p. 115] whether F(M ) is isometric to the dual of the space of little Lipschitz functions when SNA(M, R) is dense in Lip 0 (M, R). Outside the compact setting, it is known that there are metric spaces M for which F(M ) has the RNP but it is not isometric to any dual space [13, Example 5.8] .
A natural candidate to study is the unit circle T, as F(T) does not have the RNP (it contains an isomorphic copy of L 1 [0, 1]) but the curvature of T suggests that F(T) should contain a lot of strongly exposed points, according to the characterisation of these points given in [15, Theorem 5.4] . Then, depending on whether SNA(T, R) is dense in Lip 0 (T, R) or not, it would provide a negative answer to either (Q1) or (Q2). One of the main results of the paper is Theorem 2.1, where we prove that SNA(T, R) is not dense in Lip 0 (T, R), while every molecule (see Subsection 1.1 for the definition) is a strongly exposed point, so B F (T) = co str-exp B F (T) , which provides a negative answer for (Q2). Let us observe that this example is somehow counterintuitive, as all the previously known negative examples either live in the real line or have some kind of convexity (that is, either are contained in a segment or contain many "almost" segments).
For a counterexample for (Q1), we find in Theorem 2.5 two metric spaces for which strongly norm attaining maps are dense regardless the range space, while each of them contains an isometric copy of [0, 1] . This proves that the answer to both (Q1) and (Q4) is negative. In particular, this result seems to provide the first example of compact metric space M for which SNA(M, Y ) is dense in Lip 0 (M, Y ) and whose space of little Lipschitz functions does not separate the points of M , answering by the negative the already mentioned question of G. Godefroy (see the paragraph following [17, Question 6.7] ). Again, this example is somehow counterintuitive, as it implies that every function in Lip 0 ([0, 1], R) which is far from SNA([0, 1], R) (and there are many of them) admits extensions to a function in Lip 0 (M, R) which can be approximated by strongly norm attaining ones. Furthermore, as another consequence of Theorem 2.5, we find in Example 2.12 a metric space M for which SNA(M, Y ) is dense in Lip 0 (M, Y ) regardless Y , but failing all the sufficient conditions studied in [8, 10, 17] , which makes of this space M an example of metric space in which the density is obtained differently from all the previously known ways.
With respect to (Q3), we begin Section 3 showing in Theorem 3.3 that, given a complete metric space ) . A complete affirmative answer to (Q3) in the compact case is obtained in Theorem 3.15 and extended to the boundedly compact case in Corollary 3.21.
Furthermore, in the case that M is a compact metric space which does not contain any isometric copy of [0, 1], we even obtain in Theorem 3.7 that SNA(M, Y ) actually contains an open dense subset: the one of non-local Lipschitz maps (which actually attain their norms at strongly exposed points, see Lemma 3.13). In general, given Banach spaces X and Y , the presence of open subsets in the set of norm attaining operators from X to Y is a rare phenomenon (see Remark 3.10). However, an adaptation of the techniques of Theorem 3.7 allows us to prove in Proposition 3.18 that if M is a locally compact metric space not containing any isometric copy of [0, 1], then the set of absolutely strongly exposing operators from Finally, as a by-product of our study, we prove that for all the known sufficient conditions for Lindenstrauss property A, one actually obtains that the absolutely strongly exposing operators form a dense subset (see Section 4).
1.1. Notation and a little background. We will only consider real Banach spaces. Given a Banach space X we will denote by B X and S X the closed unit ball and the closed unit sphere. Also, X * stands for the topological dual of X and J X : X −→ X * * is the canonical inclusion. A slice of the unit ball B X is a non-empty intersection of an open half-space with B X ; every slice can be written in the form
where f ∈ S X * , β > 0.
The notations ext (B X ), pre-ext (B X ), str-exp (B X ) stand for the set of extreme points, preserved extreme points (i.e. extreme points which remain extreme in the bidual ball), and strongly exposed points of B X , respectively. A point x ∈ B X is said to be a denting point of B X if there exist slices of B X containing x of arbitrarily small diameter. We will denote by dent (B X ) the set of denting points of B X . We always have that
If X and Y are Banach spaces, we write L(X, Y ) to denote the Banach space of all bounded linear operators from X to Y , endowed with the operator norm. We say that T ∈ L(X, Y ) attains its norm, and write T ∈ NA(X, Y ), if there is x ∈ X with x = 1 such that T x = T . The study of the density of norm attaining linear operators has its root in the classical Bishop-Phelps theorem, which states that NA(X, R) is dense in X * = L(X, R) for every Banach space X. J. Lindenstrauss extended such study to general linear operators, showing that this is not always possible, and also giving positive results. A Banach space X is said to have Lindenstrauss property A when NA(X, Y ) = L(X, Y ) for every Banach space Y ; it is shown in [22] that reflexive spaces have this property. This result was extended by J. Bourgain [7] to Banach spaces with the RNP. In order to be more precise, we will introduce a bit of notation. According to [7] , given two Banach spaces X and Y , an operator T : X −→ Y is absolutely strongly exposing if there exists x ∈ S X such that for every sequence {x n } ⊂ B X such that lim n T x n = T , there is a subsequence {x n k } which converges to either x or −x. Clearly, if T is an absolutely strongly exposing operator, then T attains its norm at the point x appearing at the definition and it is easy to show that such point x ∈ S X is a strongly exposed point (see Proposition 3.14 for details). The announced result of J. Bourgain [7, Theorem 5] says that if X is a Banach space with the RNP and Y is any Banach space, then the set of absolutely strongly exposing operators from X to Y is a G δ -dense subset of L(X, Y ).
In order to connect the theory of norm attaining operators and the theory of strong norm attainment of Lipschitz maps, let us recall that when M is a pointed metric space and Y is a Banach space, it is well known that every Lipschitz map f : M −→ Y can be isometrically identified with the continuous linear operator f : (1) A subset S ⊂ S X is said to be a uniformly strongly exposed set (or a set of uniformly strongly exposed points) [22] if there is a family of functionals {h x } x∈S with h x = h x (x) = 1 for every x ∈ S such that, given ε > 0 there is δ > 0 satisfying that
equivalently, if for every ε > 0 there is δ > 0 such that whenever z ∈ B X satisfies h x (z) > 1 − δ for some x ∈ S, then x − z < ε (that is, all elements of S are strongly exposed points with the same relation ε-δ). (2) X has property α [23] if there exist a balanced subset {x λ } λ∈Λ of X and a subset {x *
X has property quasi-α [11] if there exist a balanced subset A := {x λ : λ ∈ Λ} of X, a subset {x * λ : λ ∈ Λ} ⊆ X * , and
For every e ∈ ext (B X * * ), there exists a subset A e ⊆ A such that either e or −e belong to
and r e = sup{ρ(µ) : x µ ∈ A e } < 1.
Given a metric space M , B(x, r) denotes the closed ball in M centered at x ∈ M with radius r. The space M is said to be boundedly compact if every closed ball is compact. Given x, y ∈ M , we write [x, y] to denote the metric segment between x and y, that is,
Given x, y, z ∈ M , the Gromov product of x and y at z is defined as
Related to the definition of Gromov product is the definition of property (Z). Given x, y ∈ M with x = y, we say that the pair (x, y) has property (Z) if, for every ε > 0, there exists z ∈ M \ {x, y} satisfying that
It is known that the pair (x, y) fails property (Z) if, and only if, the molecule m x,y is strongly exposed [15, Theorem 5.4 ].
According to [10] , a metric space M is said to be Gromov concave if, for every pair of distinct points x, y ∈ M , there exists ε x,y > 0 such that (x, y) z ε x,y min{d(x, z), d(y, z)} holds for every z ∈ M \ {x, y}. By the above paragraph, this is equivalent to the fact that all molecules are strongly exposed points of the unit ball of F(M ).
Connected with property (Z) is the concept of length and geodesic metric space. Given a metric space M , we say that M is a length space if d(x, y) is equal to the infimum of the length of the rectifiable curves joining x and y for every pair of points x, y ∈ M . In the case that such an infimum is actually a minimum, it is said that M is a geodesic space. It is clear that every geodesic space is a length space, but Example 2.4 in [20] shows that the converse is not true. On the other hand, length spaces have been recently considered in [15] , where it is proved that a metric space M is length if, and only if, Lip 0 (M, R) has the Daugavet property [15, Theorem 3.5] . Note by passing that for a complete metric space M , it is known that if M is length then every pair of different points x, y ∈ M enjoys property (Z) [20, Proposition 2.8] . The converse has been recently proved in [5, Main Theorem] . Also, it was proved in [15, Proposition 3.4 ] that a complete metric space M is length if, and only if, every Lipschitz function of Lip 0 (M, R) is local. Given a Lipschitz map f : M −→ Y , we say that f is local if, for every ε > 0, there are x, y ∈ M such that 0 < d(x, y) < ε and f (m x,y ) > 1 − ε. This means that f approximates its norm at arbitrarily close points. So, the Lipschitz functions which are farthest to the local ones are the elements of the little Lipschitz space, lip 0 (M, R), that is, the space of those f ∈ Lip 0 (M, R) such that for any ε > 0 there exists δ > 0 such that if d(x, y) < δ, then |f (x) − f (y)| εd(x, y). On the other hand, let us comment that since every strongly exposed point of B F (M ) is a molecule [24] , it is clear that iff ∈ F(M ) * is a strongly exposing functional, then f is a non-local Lipschitz function by [8, Lemma 1.3] . A partial converse also holds: if M is compact and f ∈ Lip 0 (M, Y ) is non-local, thenf attains its norm at a strongly exposed molecule (see Lemma 3.13) and, in particular, f ∈ SNA(M, Y ).
The new examples
It is well known the close relation between Lindenstrauss property A and the presence of a rich extremal structure in a Banach space. For instance, it is a classical result from [22, Theorem 2] that, given a Banach space X which admits an equivalent locally uniformly rotund renorming (in particular, a separable one), if X has Lindenstrauss property A, then B X = co str-exp (B X ) . From this fact, it is immediate, for The case of the unit sphere of the Euclidean plane T is, however, quite more delicate. On the one hand, T contains subsets which are bi-Lipschitz equivalent to a segment in R (in particular, F(T) contains isomorphic copies of L 1 [0, 1], so it fails the RNP), which should make difficult for SNA(T, R) to be dense in Lip 0 (T, R). On the other hand, the curvature of T suggests an abundance of strongly exposed points in B F (M ) thanks to [15, Theorem 5.4] , which could help to get density of SNA(T, R) (for instance, such density would be obtained if B F (T) were the closed convex hull of a uniformly strongly exposing set according to [8, Proposition 3.3] ). This fact makes of T an interesting example to analyse because, if SNA(T, R) were dense, we would get a negative answer to (Q1); if not, T would be a counterexample to question (Q2). This is what is done in the following theorem.
Theorem 2.1. Let T be the unit sphere of the Euclidean plane endowed with the inherited Euclidean metric. Then:
for every pair of distinct points x, y ∈ T.
Prior to its proof, let us comment some interesting remarks.
Remark 2.2.
(a) As far as we know, T is the first known example of a Gromov concave metric space for which strongly norm attaining functionals are not dense. This provides a negative answer to question (Q2).
(b) The Banach space F(T) satisfies that its unit ball is the closed convex hull of the set of its strongly exposed points, but strongly exposing functionals are not dense in F(T) * . Indeed, the first assertion is given by (b) in the theorem above, while the second one follows from the fact that strongly exposing functionals attain their norm on strongly exposed points, and strongly exposed points of a Lipschitz-free space are molecules.
Let us now go to prove Theorem 2.1. In order to prove assertion (a), we will need the following key result, which has been suggested to us by F. Nazarov.
Proof. Consider a Cantor set C = ∞ n=0 C n , where C 0 = [0, 1/2] and C n+1 is obtained by removing an interval of length λ(I) 2 at the middle of each connected component I of C n . Note that C n has 2 n connected components, all of them with the same length
Taking into account that λ(C n ) < 1 4 for n 1, it follows that
We claim that f does not attain its Lipschitz norm. Indeed, assume that there are
a contradiction. So x ∈ C. Analogously, we get that y ∈ C. Now, let n be the maximum integer such that x and y belong to the same connected component I of C n . Since x and y do not belong to the same connected component of C n+1 , there are u, v such that (u, v) ⊂ C n \ C n+1 and |u − v| = λ(I)
Thus,
Therefore, (y − x)
24 , a contradiction. Thus, f does not attain its Lipschitz norm.
We are now able to show the proof of the theorem.
Proof of Theorem 2.1. (a). Let A ⊆ T be the following arc of T:
Let us first show that SNA(A, R) = Lip 0 (A, R). In order to do so, remember that Lip
, where the isometry is given by the derivative operator, and observe that Φ :
defines a linear isomorphism. Consequently, a Lipschitz function g will be close to f if, and only if,
. Furthermore, we know that there exists a constant 0 < K < 1 such that
Now, let C be the set given by Lemma 2.3. We define f ∈ Lip 0 (A, R) by
Let us consider 0 < δ <
We will show that if
, and so
Let a molecule m e iu ,e iv , where u = v ∈ [0, 1], and let us prove that g does not attain its Lipschitz norm at m e iu ,e iv . Let us distinguish two cases:
In this case we have that
so g cannot attain its Lipschitz norm at the molecule m e iu ,e iv .
Case 2: u > v. In this case we have that
since f does not attain its Lipschitz norm. Consequently g does not attain its Lipschitz norm at the molecule m e iu ,e iv . By the arbitrariness of u and v we get that g / ∈ SNA(A, R).
Consequently, h / ∈ SNA(A, R). Now let us consider an extension of h, say ϕ, satisfying that ϕ / ∈ SNA(T, R). In order to do so, pick 0 < η < 1 and define
It is clear from the definition that h ∈ Lip 0 (T, R) with ϕ L = h L = 1 and satisfies that, for every sequence of molecules {m e itn ,e isn } such that ϕ(m e itn ,e isn ) −→ 1 there exists a natural number m such that n m implies that t n , s n ∈ [0, 1]. From that fact and the fact that h / ∈ SNA(A, R) it follows immediately that ϕ / ∈ SNA(T, R), as desired.
(b). We have to check that m x,y ∈ str-exp B F (T) for every x, y ∈ T. Clearly, we may assume that y = 1 and x = e it with t ∈ (0, π] as, clearly, isometries of T can be used to carry strongly exposed molecules to strongly exposed molecules using the characterization [15, Theorem 5.4] . Take ε > 0 to be the minimum of the continuous function
on the interval [−π − t/2, t/2]. We claim that
for every z ∈ T \ {x, y} and so the pair (x, y) fails property (Z). Indeed, let z = e is . By symmetry, we may assume that s ∈ [−π − t/2, t/2] and so, min{d(
where
,
is the modulus of uniform convexity of R 2 . Thus, Note that Theorem 2.1 proves that the answer to question (Q2) is false. In the proof that SNA(T, R) is not dense in Lip 0 (T, R) it is essential the fact that T is "plenty" of subsets which are bi-Lipschitz equivalent to intervals in R. One may think that this later property is enough to provide the lack of density of the set of strongly norm attaining Lipschitz maps. However, we are going to show that there are metric spaces M containing copies of [0, 1] but which satisfy that SNA(M, Y ) is dense in Lip 0 (M, Y ) for every Y (thanks to the fact that they contain dense discrete subsets which provide rich extremal structure to F(M )).
In the following theorem we construct two metric spaces with the desired properties, proving that the density of SNA(M, Y ) for every Banach space Y does not imply the RNP, answering a question from [8, Section 3.4] and [17, p. 115] , and giving a negative answer to (Q1).
Theorem 2.5. Consider the subsets of R 2 given by
Let M p be the set M endowed with the distance inherited from (
The unit sphere of F(M 2 ) does not contain any uniformly strongly exposed set which generates the ball by closed convex hull.
We divide the proof of the theorem into several steps. We start by showing that SNA(M p , Y ) is dense in Lip 0 (M p , Y ) for every Y and p = 1, 2. Actually, we will give a more general result. Proposition 2.6. Let M ∞ , M ⊆ R 2 be the sets defined in Theorem 2.5, and let | · | be a norm in R 2 satisfying that · ∞ | · | · 1 . Consider now M to be the set M endowed with the distance inherited
Our aim is to approximate f by strongly norm attaining Lipschitz maps, so we may assume that f does not strongly attain its norm. In order to clarify the proof, let us introduce some notation. For every n ∈ N ∪ {0} and k ∈ {0, . . . , 2 n }, we denote by (n, k) the point
Given n ∈ N ∪ {0} and k ∈ {0, . . . , 2 n − 1}, we write h n,k to denote the molecule m (n,k),(n,k+1) . We will say that
is the set of horizontal molecules. Given n ∈ N ∪ {0} and k ∈ {0, . . . , 2 n }, we write v n,k to denote the molecule m (n,k),(n+1,2k) . We will say that
is the set of vertical molecules. Finally, we define Γ = ±H ∪ ±V .
Fix ε > 0 and let us distinguish two cases: First of all, assume that
Since M ∞ is dense, we may find u = (
Let us write n 3 = max{n 1 , n 2 } and consider the set
A n .
Note that if we denote by ϕ 0 the restriction of f to A n3 , we have that ϕ 0 L ρ < 1. Then, we may extend this function to a Lipschitz function ϕ : [0, 1] −→ Y with ϕ L ρ < 1 (we may define it affine in the gaps). Let us define h :
By the way we have extended h 0 , it is clear that , we obtain that
and notice that m p,q ∈ co(Γ). Given ε > 0, let us define
It is clear that g − f L ε, so it will be enough to show that g strongly attains its norm. On the one hand, note that
On the other hand, given p, q distinct points of M ∞ \ N , we have that
Therefore, g cannot approximate its norm at points of M ∞ \ N . Since M ∞ \ N is dense in [0, 1] × {0}, this implies that g cannot approximate its norm at arbitrarily close points, that is, g is non-local. Consequently, by compactness of M , we conclude that g must strongly attain its norm.
Secondly, assume that sup f (m) : m ∈ Γ = f L . In this case we need to define two kind of functionals. By a density argument, it will be enough to define them on M ∞ . First of all, we will define functionals associated to the vertical molecules. Fix n ∈ N ∪ {0}, k ∈ {0, . . . , 2 n }. Then, we define f n,k : M ∞ −→ R given by
Since f n,k is null on the rest of the points, we obtain thatf n,k (m) 2 3 holds for every m ∈ Mol (M ∞ ) with m = ±v n,k . In particular, the previous inequality holds for every m ∈ Γ with m = ±v n,k .
Next, we define functionals associated to the horizontal molecules. Fix n ∈ N∪{0} and k ∈ {0, . . . ,
It is easy to see that ϕ n,k is a Lipschitz function with ϕ n,k L = 1 2 . Now, define g n,k : M ∞ −→ R as follows
On the other hand, let us show that for every u ∈ Γ with u = ±h (n,k) we have
For this, take any vertical molecule v n ,k ∈ V . Note that we have thatĝ n,k (v n ,k ) = 0 unless n = n. On the one hand, if k k we get
On the other hand, if k k + 1 we have
Finally, take any horizontal molecule h n ,k such that (n , k ) = (n, k). If n < n, we have that
If n = n, the only horizontal molecule h such that g n,k (h) = 0 is h = h n,k , and if n > n we obtain
Actually, notice that given pair of different points p, q ∈ M ∞ \ n j=1
A j it follows that there exists a pair of
Finally, let us consider δ > 0 satisfying
Since f L = sup f (m) : m ∈ Γ , we may find m ∈ Γ such thatf (m) > 1 − δ. If m ∈ H ∪ V , then consider f m the functional associated to m, and if −m ∈ H ∪ V , consider the same functional but multiplied by −1. Now, let us define
, so it remains to prove that g strongly attains its norm. On the one hand, note that
On the other hand, if m = m p0,q0 for suitable p 0 ∈ A np 0 , q ∈ A nq 0 we have, by the properties of the functionals f n,k and g n,k , that
if p and q does not belong to
which implies that g cannot approximate its norm at arbitrarily close points, that is, it is non-local. By compactness, we deduce that g strongly attains its norm.
Remark 2.7. Note that, in the above proof, the map g defined in both cases by, respectively, formulas (1) and (2), is non-local.
Next, we show that F(M 1 ) has property α, giving the proof of assertion (a) of Theorem 2.5.
Proposition 2.8. For the metric space M 1 defined in Theorem 2.5, we have that F(M 1 ) has property α.
Proof. Since the metric d consists of summing vertical and horizontal coordinates, and M ∞ is dense in M , it is clear that the set Γ = ±H ∪ ±V considered in the proof of Proposition 2.6 verifies that B F (M ) = co(Γ). To see this, it is enough to note that given (n 1 , k 1 ), (n 2 , k 2 ) ∈ M , with n 1 < n 2 , we will have that
Therefore, we need to find a set of functionals Γ * associated to Γ verifying the definition of property α. In view of the proof of Proposition 2.6, it will be enough to consider the sets
and Γ * = ±H * ∪ ±V * , to obtain that the pair (Γ, Γ * ) ⊆ F(M ) × Lip 0 (M, R) satisfies the statements of property α with constant The last part of the proof of Theorem 2.5 is contained in the next proposition. Proposition 2.9. Let M 2 be the metric space given in Theorem 2.5. If Γ ⊆ Mol (M 2 ) is a subset satisfying that co(Γ) = B F (M2) , then Γ is not a uniformly strongly exposed set.
Proof. Pick such a subset Γ. By the paragraph below Corollary 3.10 in [8] , it follows that dent B F (M2) ⊆ Γ. Now, for every n ∈ N, consider the points x n := 0, 1 2 n and y n := 1, 1 2 n+1 .
It is clear that the pair (x n , y n ) fails property (Z), so m xn,yn is a strongly exposed point. Furthermore, [8, Lemma 1.3] implies that m xn,yn is an isolated point in Mol (M 2 ), so m xn,yn ∈ Γ. We will prove that the set {m xn,yn : n ∈ N} is not uniformly strongly exposed. To do so, we will use the criterium given in [8, Proposition 3.8] . Let z n = ( From our results it follows that the density of SNA(M, Y ) for every Y does not imply any of the above properties. Indeed, an example failing simultaneously all the above properties can be given, as the following example shows.
Example 2.12. There is a complete metric space M satisfying that SNA(M, Y ) is dense in Lip 0 (M, Y ) for every Banach space Y and such that F(M ) fails the RNP, property α, property quasi-α, and it does not contain any norming uniformly strongly exposed set.
We need the following easy result which we prove since we have not been able to find a reference. Lemma 2.13. Let X, Y be two Banach spaces and write Z := X ⊕ 1 Y .
(a) If Z has property quasi-α, then X has property quasi-α. (b) Assume that S Z contains a uniformly strongly exposed subset Γ such that co(Γ) = B Z . Then, S X contains a uniformly strongly exposing subset ∆ such that co(∆) = B X .
Proof. (a). Let
λ ∈ Λ Z and ρ Z : Λ Z −→ R be the sets and the function given by the definition of property quasi-α. Since
we may consider
for convenient non-empty subset Λ X of Λ Z . Let us see that X has property quasi-α witnessed by the sets A X and {x * λ : λ ∈ Λ X } and the function ρ X := ρ Z | Λ X : Λ X −→ R. Indeed: • For every λ ∈ Λ X , we have that
• For µ = λ, we have that
• Given e * * ∈ ext (B X * * ), then (e * * , 0) ∈ ext (B Z * * ), so we can find A (e * * ,0) ⊂ A Z and ω ∈ {−1, 1} such that ω(e * * , 0) ∈ J Z (A (e * * ,0) ) w * and sup{ρ Z (λ) : (x λ , y λ ) ∈ A (e * * ,0) } < 1; we define A e * * = π(A (e * * ,0) ) (where π : Z −→ X denotes the natural projection) and observe that ωe * * = ωπ * * (e * * , 0) ∈ π * * J Z (Λ (e * * ,0) )
where the inclusion ♦ follows from the weak-star continuity of π * * . Now, it is clear that
(b). Since Γ is made of strongly exposed points of B Z , then every element (x, y) ∈ Γ satisfies that either x = 1 and y = 0 or x = 0 and y = 1. Define ∆ := {x ∈ S X : (x, 0) ∈ Γ}.
Given (x, 0) ∈ Γ, the definition of uniformly strongly exposing set yields a strongly exposing functional (f x , g x ) ∈ S Z * associated to (x, 0). Notice that f x = 1 since 1 = (f x , g x ), (x, 0) = f x (x). It is clear that ∆ is a uniformly strongly exposed set by making use of the fact that it is identified with a subset of Γ which is a uniformly strongly exposed set. The fact that co(∆) = B X follows from the fact that co(Γ) = B Z and the shape of the unit ball of an 1 -sum.
Proof of Example 2.12. Let us consider, following the notation of [24] , the metric space Although we know that the density of SNA(M, Y ) in Lip 0 (M, Y ) for every Banach space Y does not imply the RNP by the examples given in Theorem 2.5, we would like to take a closer look to the possible relationship between these two properties. Since the RNP is an isomorphic property, if a Banach space X has the RNP, then X has Lindenstrauss property A for all equivalent norms. A classical result in theory of norm attaining operators is that the converse also holds, i.e. a Banach space X has the RNP if, and only if, every equivalent renorming of X has Lindenstrauss property A (a result by Bourgain and Huff, see [19] ). On the other hand, the RNP of X is also equivalent to the dentability of the unit ball of each equivalent renorming of X and so, equivalent to the dentability of the unit balls of all equivalent renorming of closed subspaces of X. It is then natural to wonder whether there is a Lipschitz version for strongly norm attaining Lipschitz maps. Namely, we consider the following assertions on a complete metric space M : is dentable.
Then, we have that (1)⇒(2)⇒(3). Indeed, note that (1)⇒(2) follows from [13, Proposition 7.4] since, in this case, F(N ) has the RNP. In order to prove that (2)⇒( 3) , notice that given a metric space M under the assumption (2), it follows that, given a subspace N of M and a bi-Lipschitz equivalent metric space N , then F(N ) has Lindenstrauss property A, so B F (N ) is dentable (see [7, Corollary 2] ). We do not know whether the implication (2)⇒ (1) Let us finally mention that we do not know whether any of the following two properties, which are weaker than (2) 
Consequences of the density of strongly norm attaining Lipschitz maps
It is known that the density of the set of strongly norm attaining Lipschitz maps from a metric space M to a Banach space Y is stronger than the density of NA(F(M ), Y ) as, for instance, NA(F(M ), R) is always dense by the Bishop-Phelps theorem, but there are many metric spaces M for which SNA(M, R) is not dense. Our aim in this section is to deepen in this line, showing that the density of SNA(M, Y ) has important consequences. In particular, we will show that some results of Lindenstrauss and Bourgain can be somehow improved in the setting of Lipschitz-free spaces.
The next two technical results are the key to get all the goals of this section.
Lemma 3.1. Let M be a complete metric space, let f ∈ SNA(M, R), and let
Then, either there is (x, y) ∈ F p,q such that m x,y ∈ ext B F (M ) or there is an isometric embedding
Proof. First, note that (p, q) ∈ F p,q and so F p,q is not empty. Assume that m x,y is not an extreme point whenever (x, y) ∈ F p,q . By [4, Theorem 1.1], for every (x, y) ∈ F p,q there is z ∈ M such that
The rest of the proof is just a small modification of the one of Proposition 4.1 in [15] . Our aim is to show that there is an isometry φ :
] is closed and ψ : A −→ M is an isometry such that ψ(0) = p, ψ(d(p, q)) = q, and (ψ(t), ψ(s)) ∈ F p,q for every t, s ∈ A with t < s. Consider the following partial order " " on A: (A, ψ) (B, ξ) if A ⊂ B and ξ A = ψ. Clearly A = ∅.
We claim that every chain in A has an upper bound. Indeed, let (A i , ψ i ) i∈I be a chain in A. Take A = i∈I A i and ψ(x) := ψ i (x) if x ∈ A i . By completeness, we can extend ψ uniquely to an isometry defined on A. Moreover, let t, s ∈ A, t < s. Then there are sequences {t n }, {s n } in i∈I A i such that t n < s n , t n → t and (φ(a), z) ) := z. Let us show that this map contradicts the maximality of (A, φ). It is clear that φ is still an isometry with φ(0) = p and φ(d(p, q)) = q. It remains to prove that (φ(t), φ(s)) ∈ F p,q for every t ∈ A with t < s. Clearly, we may assume that either φ(s) = z or φ(t) = z. Let's assume the first case holds, since the other one is similar. Since t ∈ A and t φ −1 (z), we have t a. Then, we have that φ(a) ∈ [φ(t), z] and it is clear that φ(b) ∈ [z, q]. Joining these two equalities we obtain
Lemma 3.2. Let M be a complete metric space. Let Γ be a balanced subset of S F (M ) and denote
, with h 1 L = 1. Take 0 < δ < 1 in such a way that sup m∈Γ |ĥ 1 (m)| = 1 − δ. Now, if h 1 strongly attains its norm at a molecule m p,q , by applying Lemma 3.1 and taking into account that h 1 does not attain its norm at any extreme molecule, we find an isometry p and φ(d(p, q) 
Moreover,
On the other hand,
, we have thatĝ does not attain its norm at any extreme molecule of B F (M ) . In particular, by applying Lemma 3.1 we obtain that there exists an isometry
The first main result of the section is the following.
We would like to observe that Theorem 3.3 somehow improves, in the case of Lipschitz-free spaces, a result by Lindenstrauss [22] .
Indeed, this follows from Theorem 3. The next result deals with strongly norm attaining vector-valued Lipschitz maps. In the case of real-valued maps, it improves Theorem 3.3 for metric spaces not containing isometric copies of the unit interval.
Proposition 3.5. Let M be a complete metric space which does not contain any isometric copy of [0, 1] and let Y be a Banach space. Then, we have that
Since M does not contain any isometric copy of [0, 1], then Lemma 3.1 applies to get a molecule
From here it is clear that f strongly attains its norm at the pair (x, y), and we are done. In the sequel we will obtain improvements of Theorem 3.3 and Proposition 3.5 in the case of compact metric spaces obtaning, as a consequence, an affirmative answer to (Q3) in the case of compact metric spaces. To begin with, let us exhibit the second main result of the section. 
then, the whole B(f, Compare the result above with the one by Bourgain [7, Theorem 5] : if X is a Banach space with the RNP, then for every Banach space Y , NA(X, Y ) contains a dense G δ subset of L(X, Y ). Actually, by the cited results of Bourgain [7] , NA(X, R) contains a dense G δ subset of X * whenever X has the RNP. Moreover, in this case, X * = NA(X, R) − NA(X, R) (see the proof of [6, Proposition 2.3], for instance). But this is far from implying that NA(X, R) contains an open set. Let us comment that the result in Corollary 3.9 is somehow unexpected, even for functionals, as the following remark shows. (a) If X is a non-reflexive Banach space, then there always exists an equivalent renormingX of X such that NA(X, R) has empty interior [2] . Therefore, the RNP is not enough in general to get that the set of norm attaining operators (or even functionals) has non empty interior. (b) Even for the Lipschitz-free norm, the hypothesis of density of strongly norm attaining Lipschitz functions is important to get that the set of norm attaining functionals has non-empty interior, as the following example shows:
On the other hand, we do not know whether the hypothesis that M does not contain isometric copies of [0, 1] can be dropped in Theorem 3.7. The only metric spaces M which we know that contain [0, 1] and for which SNA(M, R) is dense in Lip 0 (M, R) are the ones given in Theorem 2.5. As a matter of facts, the three assertions of Theorem 3.7 and the thesis of Corollary 3.9 hold for them. Let now go to prove Theorem 3.7. We need a number of preliminary results which could be of independent interest. First, we prove the abundance of non-local Lipschitz maps when the set of strongly norm attaining maps is dense, in the compact setting. 
(the other case runs similarly). This implies that m u,v ∈ S, hence m u,v − m x,y < δ. Now, by using [8, Lemma 1.3] we obtain that
from where we deduce that φ does not approximate its Lipschitz constant at arbitrarily close points, as desired.
Next, we also need the following lemma, whose proof is encoded in [20, Proposition 2.8.b] for the real-valued case.
Lemma 3.13. Let M be a compact metric space, let Y be a Banach space and let f ∈ S Lip 0 (M,Y ) be a non-local Lipschitz map. Then, there exists a strongly exposed point m x,y ∈ F(M ) such that f (m x,y ) = 1.
Proof. Since f is not local, then an easy compactness argument yields that we can find a pair of different points x, y ∈ M such that not only f (m x,y ) = 1, but also if 0 < d(u, v) < d(x, y) then f (m u,v ) < 1. We claim that the pair (x, y) fails property (Z). Indeed, assume by contradiction that (x, y) has property (Z). Pick y * ∈ S Y * such that [y * •f ](m x,y ) = 1. Then, for every n ∈ N, there exists a point z n ∈ M \ {x, y} satisfying that
Up to taking a subsequence, we may assume that d(z n , x) d(z n , y) for every n ∈ N. Also, up taking a further subsequence, we may assume by compactness that {z n } −→ z ∈ M . Now, we have two possibilities:
(m x,z ) = 1 and, in particular, f strongly attains its norm at the pair (x, z). However, notice that
which contradicts the minimality condition on d(x, y).
which entails a contradiction with the assumption that f is not local.
Consequently, we get that the pair (x, y) fails property (Z), so m x,y is a strongly exposed point by [15, Theorem 5.4] .
The last preliminary result we present in the way of proving Theorem 3.7 deals with norm attaining operators on general Banach spaces. Proposition 3.14. Let X and Y be Banach spaces. The following assertions are equivalent:
(1) The set {T ∈ L(X, Y ) : T attains its norm at a strongly exposed point} is dense in L(X, Y ). (2) The set {T ∈ L(X, Y ) : T is absolutely strongly exposing operator} is dense in L(X, Y ).
Proof. (2) ⇒ (1). Pick an absolutely strongly exposing operator T for x ∈ S X , and let us prove that x is strongly exposed. Let y * ∈ S Y * such that y * (T x) = T and consider
so there is a subsequence {x n k } converging to x (it cannot converge to −x), showing that x is strongly exposed by x * .
(1) ⇒ (2). Pick an operator T ∈ L(X, Y ) which attains its norm at a strongly exposed point x, and let us find an absolutely strongly exposing operator S such that T − S < ε. For this, pick a strongly exposing functional f x for x. Define S := T + εf x ⊗ T (x). Note that S − T < ε is obvious. Let us prove that T is absolutely strongly exposing. To this end, it is clear that S 1 + ε. Also, we get that
from where S = 1 + ε. Now, pick a sequence {x n } ∈ S X such that S(x n ) −→ 1 + ε. Since S = T + εf x ⊗ T (x) this implies that |f x (x n )| −→ 1 from where we can find a subsequence {x
Making use of the fact that f x strongly exposes x, we get that {x n k } −→ x or {x n k } −→ −x. By definition, S is an absolutely strongly exposing operator, so we are done.
We are now able to present the pending proof.
Proof of Theorem 3.7. (i)⇒(iii) follows from Lemmas 3.1 and 3.12. (iii)⇒(ii) follows by Lemma 3.13 and Proposition 3.14. Finally, (ii)⇒(i) follows from the fact that every absolutely strongly exposing operator attains its norm at a strongly exposed point, so at a molecule of F(M ).
As a consequence of the techniques involving the proofs of Theorems 3.3 and 3.7, we get the following result, which improves Theorem 3.3 in the compact case, and also provides an affirmative answer to (Q3) in this case. We would like to observe that this result somehow improves, in the case of Lipschitz-free spaces on compact metric spaces, another result by Lindenstrauss [22] . Notice that techniques similar to those of Lemma 3.12 can be used in the locally compact case to get the following result. In particular, in such a case, B F (M ) = co str-exp B F (M ) .
In particular, for locally compact metric spaces whose Lipschitz-free space has the RNP, the proposition above gives the following corollary, which extends Corollary 3.9, since the set of absolutely strongly exposing operators from F(M ) to Y is dense in L(F(M ), Y ) by [7, Theorem 5] . Observe that this applies to the main examples in the literature of metric spaces M for which it is known that F(M ) has the RNP, as the class of uniformly discrete metric spaces or the class of boundedly compact Hölder metric spaces. Taking into account that B(x, δd(x, y)) and B(y, δd(x, y)) are compact and disjoint for a small enough δ, we derive that φ ∈ B. This proves that the set B is dense. To get (iii) let us prove that B enjoys the following properties: . Notice that f strongly attains its norm because the set B(x, r) ∪ B(y, r) is a compact set and from the fact that f cannot approximate its norm at arbitrarily close points. The previous fact even provides a pair of different points u ∈ B(x, r) and v ∈ B(y, r) with the property that f (m u,v ) = f L and that f (m u ,v ) < f L if 0 < d(u , v ) < d(u, v). Now, following the proof of Lemma 3.13, and making use of [8, Lemma 3.7] to ensure that the sequence z n belongs to the compact set B(x, r) ∪ B(y, r) from a large enough index n, we get that the pair (u, v) fails property (Z) or, equivalently, the molecule m u,v is strongly exposed point. This proves that (iii) implies (ii).
Finally, (ii) implies (i) is trivial, which finishes the proof.
Apart from Corollary 3.19, Proposition 3.18 also applies to another large class of metric spaces. Let us end by giving a generalisation of Theorem 3.15. Proof. As in Theorem 3.15, let Γ = str-exp B F (M ) and assume that f ∈ Lip 0 (M, R) is such thatf attains its norm at an element m p,q ∈ ext B F (M ) . Since M is a boundedly compact metric space, by using the techniques involving the proof of Theorem 4.2 in [3] and Theorem 2.4 in [13] , we obtain that m p,q is a denting point of B F (M ) . Now, it follows from the proof of Proposition 3.18 thatf can be approximated by elements of L(F(M ), R) attaining their norms on Γ. Therefore, sup m∈Γ |f (m)| = f L . Now, Lemma 3.2 does the work.
