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Abstract—Recurrent neural networks (RNNs) are capable of
modeling temporal dependencies of complex sequential data. In
general, current available structures of RNNs tend to concentrate
on controlling the contributions of current and previous infor-
mation. However, the exploration of different importance levels
of different elements within an input vector is always ignored.
We propose a simple yet effective Element-wise-Attention Gate
(EleAttG), which can be easily added to an RNN block (e.g. all
RNN neurons in an RNN layer), to empower the RNN neurons to
have attentiveness capability. For an RNN block, an EleAttG is
used for adaptively modulating the input by assigning different
levels of importance, i.e., attention, to each element/dimension
of the input. We refer to an RNN block equipped with an
EleAttG as an EleAtt-RNN block. Instead of modulating the
input as a whole, the EleAttG modulates the input at fine
granularity, i.e., element-wise, and the modulation is content
adaptive. The proposed EleAttG, as an additional fundamental
unit, is general and can be applied to any RNN structures, e.g.,
standard RNN, Long Short-Term Memory (LSTM), or Gated
Recurrent Unit (GRU). We demonstrate the effectiveness of the
proposed EleAtt-RNN by applying it to different tasks including
the action recognition, from both skeleton-based data and RGB
videos, gesture recognition, and sequential MNIST classification.
Experiments show that adding attentiveness through EleAttGs to
RNN blocks significantly improves the power of RNNs.
Index Terms—Element-wise-Attention Gate (EleAttG), recur-
rent neural networks, EleAtt-RNN, skeleton based action recog-
nition, gesture recognition
I. INTRODUCTION
EXPLORATION of the temporal dynamics and spatialcorrelations of time series data plays an important role
in sequence understanding. Recurrent neural networks, based
on recursive connection, are powerful in modeling temporal
dynamics and learning appropriate feature representations.
Standard RNN (sRNN) and its variants, including Long Short-
Term Memory (LSTM) [18], Gated Recurrent Unit (GRU) [4],
etc., have proven effective for tasks using sequential informa-
tion, such as action recognition [13], machine translation [4],
pedestrian trajectory prediction [66], video summation [69],
and image caption [49].
Recursive connection inside RNN structures is achieved
by taking the output of the previous time step as the input
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of the current time step, which facilitates the processing of
sequential data. At each time step, RNN neurons perform the
same operation to embed the current input and the historical
information to the representation of the hidden state of this
time step. However, the sRNN suffers from gradient vanishing,
which has difficulties in learning long-range dependencies. To
address this problem, researchers propose some gate-based
RNN structures, such as LSTM and GRU, which introduce
gates and linear memory units inside RNN neurons to control
the information flow. Gates provide a way to optionally
let information through or stop softly, which balances the
contributions of the information of the current time slot and
historical information. For an RNN neuron, a gate produces a
scalar value ranging from 0 to 1 which controls the amount
of information flow. However, it is a scalar which imposes
the same control on each element of a vector, rather than
element-wise adaptation. They are not capable of exploring
the potential different characteristics of different elements.
Attention mechanisms which selectively focus on different
parts of the data have proven effective for many tasks [35],
[46], [62], [30], [39], [56]. Inspired by both the attention
and gate mechanisms, we develop an Element-wise-Attention
Gate (EleAttG) to empower the RNN neurons to have the
attentiveness capability, which makes the RNN neurons focus
on the important elements of inputs adaptively. For all neurons
of an RNN block, we design a sharable EleAttG which outputs
an attention vector with the same dimension as the input.
Then the original input is modulated by the attention vector to
strengthen the impact of important elements while suppressing
the impact of unimportant elements. Note that similar to [37],
we use an RNN block to represent an ensemble of a group
of N RNN neurons, which could be all RNN neurons in an
RNN layer.
Fig. 1 illustrates the structure of the proposed EleAttG
within a general RNN block, as shown in (a), and a special
case when the RNN block is constrained as GRU, as shown in
(b). The response at of the EleAttG is used to modulate the
input xt to x˜t. Then x˜t takes the place of the role of xt for
subsequent operations. We refer to an RNN block equipped
with an EleAttG as an EleAtt-RNN block. According to the
RNN structure adopted in the EleAtt-RNN block, e.g., standard
RNN, LSTM, and GRU, we refer to the blocks as EleAtt-
sRNN, EleAtt-LSTM, and EleAtt-GRU, respectively. An RNN
layer with such EleAttG can replace the original RNN layer
and multiple EleAtt-RNN layers can be stacked.
We demonstrate the effectiveness and good generalization
of our proposed EleAtt-RNN by applying it to three different
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Fig. 1: Illustration of Element-wise-Attention Gate (EleAttG) (marked in red) for (a) a generic RNN block, where the RNN
structure could be the standard RNN, LSTM, or GRU and (b) a GRU block which consists of a group of (e.g., N ) GRU
neurons. In the diagram, each line carries a vector. The brown circles denote element-wise operation, e.g., element-wise vector
product or vector addition. The yellow boxes denote the units of the original GRU with the output dimension of N . The red
box denotes the EleAttG with an output dimension of D, which is the same as the dimension of the input xt.
tasks including action recognition, gesture recognition, and
sequential MNIST classification. For action recognition, we
evaluate EleAttG on both 3D skeleton-based human action
recognition and RGB-based action recognition tasks. For
3D skeleton-based human action recognition, we build the
classification network by stacking several EleAtt-RNN layers
and evaluate the effectiveness of EleAttG on three types
of RNN structures, i.e., standard RNN, LSTM, and GRU,
respectively. EleAtt-RNNs consistently outperform the original
RNNs for all the three types of RNNs. Our scheme based
on EleAtt-GRU achieves state-of-the-art performance on three
challenging datasets, i.e., the NTU [38], N-UCLA [53], and
SYSU [20] datasets. For RGB-based action recognition, we
design our system by applying an EleAtt-GRU network to the
sequence of frame-level CNN features. Experiments on both
the JHMDB [22] and NTU [38] datasets show that adding
EleAttGs brings significant gain. Experiments on the gesture
recognition dataset DHG [9] prove EleAttG is also helpful for
gesture recognition. We also evaluate the effectiveness of the
EleAttG on sequential MNIST classification, which is widely
used to evaluate the performance of different RNN structures
[2], [8], [3], [31].
We summarize the merits of the proposed EleAttG as
follows:
• EleAttG is capable of adaptively modulating the input
at a fine granularity, paying different levels of attention
to different elements of the input, resulting in higher
performance.
• The design is very simple. For an RNN layer, only one
line of code needs to be added in the implementation.
• The EleAttG is general and can be added to any RNN
structure, e.g., standard RNN, LSTM, and GRU, and to
any layer. EleAttG can be applied to multiple tasks and
different input types.
It should be noted that this paper is an extension of our
previous conference paper [67]. In our conference paper, we
only apply the proposed EleAttG to the action recognition
based on skeleton data and CNN features of RGB videos. As
an extension, we evaluate the generality of EleAttG by apply-
ing it to two additional tasks including gesture recognition and
sequential MNIST classification. Sequention MNIST classifi-
cation is widely used to evaluate the performance of RNNs.
The superior performance on different tasks and datasets
demonstrates the effectiveness and good generalization per-
formance of the “EleAtt-RNN”. We also add visualization
analyses and training loss curve on the sequential MNIST
dataset to help understand the effectiveness of EleAttG on
different types of input data. We also discuss the influence of
EleAttG on the input vector and the hidden state, respectively.
In addition, we discuss the difference between the EleAttG
and the input gate of LSTM to have a better understanding of
our proposed EleAttG.
II. RELATED WORK
A. Recurrent Neural Networks
Recurrent neural networks have many variants. To address
the vanishing gradient problem that exists in the standard
RNN, Hochreiter et al. propose LSTM, which adds a memory
cell that allows “constant error carrousels” and introduces
several gates to open and close access to the constant error
flow [18]. Gers et al. propose the “forget gate” for the
previous LSTM to enable the LSTM cell to learn to reset
itself (historical information) to prohibit the growth of the state
indefinitely [15]. Another variant of LSTM is the peephole
LSTM, which lets the gates look at the cell state [16]. GRU,
is a much simpler variant of LSTM. A GRU has a reset gate
and an update gate which control the memory and new input
information. Comparing LSTM with GRU, there is no clear
winner [7], [23] which differs for different application tasks.
A differential gating scheme is introduced in LSTM in [47]
which leverages the derivative of the cell state to gate the
information flow, and proves effective for action recognition.
Residual connection is another effective way to solve the
vanishing gradient problem. Campos et al. propose the Skip
RNN with residual connection to skip some state updates
during both training and test procedures, which shortens the
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effective size of the computation graph [3]. Kusupati et al. add
the residual connection to connect the current hidden state
and previous hidden state [27]. In addition, they share the
same matrices for computing the hidden state and gate value
to reduce model size.
In this work, we augment the capability of RNNs by adding
attentiveness to the RNN structures. We propose a simple yet
effective EleAttG which adaptively modulates the elements of
inputs in fine-grained manner to explore their different blue
levels of importance for an RNN block.
B. Attention Mechanisms
Attention mechanisms which selectively focus on different
parts of the data have proven effective for many tasks such
as machine translation [35], [46], image caption [62], object
detection [30], and action recognition [39], [56].
For machine translation, Luong et al. study some simple
attention methods. The attention model infers the attention
weights at each step, and utilizes the weights to average
the embedding vectors of the source words [35]. For image
caption, Xu et al. split an image into several parts with each
part represented by the CNN features. To enable the decoder
focus more on the informative parts of the image, at each
time step, the attention module outputs attention weights with
respect to those parts and the weighted average is taken as
the input to the decoder at that time step [62]. A similar
idea is adopted in RGB-based action recognition in [39]. The
above attention models mainly focus on how to average a set
of feature vectors with suitable weights to generate a pooled
vector of the same dimension as the input to RNN. However,
they do not consider the fine-grained adjustment based on
different levels of importance across the input dimensions. In
addition, they address attention at the network level, but not
RNN block level.
For skeleton-based action recognition, Weng et al. propose
a ST-NBNN model to identify the key temporal stages and
spatial joints with bilinear classifier [58]. Liu et al. propose
a global context-aware attention module to assign different
joints with different attention weights [34]. Since the global
information of a sequence is required to learn the attention
weights, the system suffers from time delay. Song et al.
propose a spatio-temporal attention model without requiring
global information [42]. A spatial attention subnetwork is
used to modulate the skeleton input to selectively focus on
discriminative joints before being fed into the main classifi-
cation network. However, their designs of [34], [42]are not
general and have not been extended to higher RNN layers. In
contrast, our proposed enhanced RNN, with EleAttG included
as a fundamental unit of RNN block, is general, simple yet
effective, which can be applied to any RNN block/layer.
Note that SENet [19] and CBAM [59] share similar high
level ideas with our proposed EleAttG. Hu et al. design a
squeeze-and-excitation attention module to explore the in-
terdependencies of channels by enhancing the influence of
important channels and suppressing the influence of triv-
ial channels. Woo et al. decouple the attention module by
performing spatial-wise attention and channel-wise attention
separately. SENet and CBAM are designed to selectively focus
on important channels or/and spatial positions for CNN-based
networks. The investigations on efficient attention designs for
RNNs are still under-exploited. We propose a simple yet
effective attention gate (i.e., EleAttG) for RNNs, e.g., standard
RNN, LSTM, and GRU.
C. Action Recognition and Gesture Recognition
Many traditional approaches focus on how to design effi-
cient features to solve the problems of small inter-class vari-
ation, large view variations, and the modeling of complicated
spatial and temporal evolution [51], [53], [48], [60], [55], [9].
For skeleton-based action recognition and gesture recogni-
tion, Du et al. propose a hierarchical RNN model with the
hierarchical body partitions as inputs to different RNN layers
[13]. In order to exploit the co-occurrence of discriminative
joints, Zhu et al. propose a deep regularized LSTM networks
with group sparse regularization [70]. In addition, they add
inner dropout scheme to avoid overfitting. Shahroudy et al.
propose a part-aware LSTM network by separating the original
LSTM cell into five sub-cells corresponding to five major
groups of the human body [38]. Liu et al. propose a spatio-
temporal LSTM structure to explore the contextual depen-
dency of joints in both spatial and temporal domains [33]. Li et
al. propose an RNN tree network with a hierarchical structure
to classify easy action classes at the lower layers and hard
action classes at the higher layers [32]. To address the large
view variation of the captured data, Zhang et al. propose a
view adaptive subnetwork which automatically determines the
best observation viewpoints within an end-to-end network for
recognition [64], [65]. Nu´n˜ez et al. [36] combine CNN and
LSTM together for action recognition and gesture recognition
with a two stage training strategy. To explore the influence
of contextual joints of one joint, Weng et al. [57] propose a
Deformable Pose Traversal Convolution scheme to traverse all
the joints of a skeleton for both action recognition and gesture
recognition.
For RGB-based action recognition, convolutional neural
networks are usually used to exploit the spatial dependencies
[41], [54], [63], [11]. Considering the temporal dependencies
is also important for video, some approaches simply aver-
aged/multiplied the scores or features of the frames for fusion
[41], [54], [10]. Some other approaches leverage RNNs to
model temporal correlations, with frame-wise CNN features
as input at every time slot [63], [11].
D. Sequential MNIST Classification
MNIST classification is a digital recognition task, which
has been widely used to evaluate the effectiveness of different
algorithms [29]. Recently, Le et al. use the MNIST to evaluate
the capability of modeling the long term dependencies of RNN
structures by flattening the 784 pixels sequentially [28]. It has
become a widely used standard protocol to evaluate RNNs [2],
[8], [3], [31].
Here we present some works which evaluate their improved
RNNs on the sequential MNIST dataset. Le et al. propose
a simple IRNN composed of rectified linear units which is
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initialized with the identity matrix to avoid gradient vanishing
and exploding problems [28]. Cooijmans et al. apply batch
normalization to hidden-to-hidden transition to reduce the co-
variate shift among time steps [8]. Li et al. treat all neurons in
the same layer independently and build relationships between
neurons at the next layer to address the gradient vanishing and
exploding problems. [31].
Our proposed EleAttG is a fundamental unit that aims to
enhance the capability of an RNN block. We will demonstrate
its effectiveness on different tasks, including 3D skeleton-
based action recognition, RGB-based action recognition, ges-
ture recognition, and sequential MNIST classification.
III. OVERVIEW OF STANDARD RNN, LSTM, AND GRU
Recurrent neural networks are capable of modeling temporal
dynamics and spatial correlations of a time sequence. The
key is the “memory” mechanism which stores and updates
historical information accumulated from previous time steps as
time goes. To better understand the proposed EleAttG and its
generalization capability, we briefly review the popular RNN
structures, i.e., standard RNN, and another two gate-based
invariants, including Long Short Term Memory (LSTM) [18],
and Gated Recurrent Unit (GRU) [4]:
Standard RNN. For a standard RNN layer, the output
response ht at time step t is calculated from the input xt of
this layer and the output ht−1 of the last time slot as follows:
ht = tanh (Wxhxt +Whhht−1 + bh) , (1)
where Wαβ denotes the weight matrix related with α and β,
where α ∈ {x, h} and β ∈ {h}. bγ is the bias vector, where
γ ∈ {h}.
LSTM. The standard RNN suffers from the gradient vanish-
ing problem because of insufficient, decaying error back flow
[18]. LSTM alleviates this problem by enforcing constant error
flow through “constant error carrousels” within the cell unit ct.
The input gate it, forget gate ft, and output gate ot open and
close access to the constant error flow. For an LSTM layer,
the recursive computations of activations of the units are as
follows:
it = σ (Wxixt +Whiht−1 + bi) ,
ft = σ (Wxfxt +Whfht−1 + bf ) ,
ct = ft ct−1+ it  tanh(Wxcxt+Whcht−1+bc) ,
ot = σ (Wxoxt +Whoht−1 + bo) ,
ht = ot  tanh (ct) ,
(2)
where  denotes the element-wise product. Note that it is a
vector representing the responses of a set of input gates of all
LSTM neurons in this layer. ft, ct, ot, and ht are the output
vectors of the forget gates, cells, output gates, hidden outputs
of LSTM, respectively.
GRU. GRU is an architecture that is similar to but much
simpler than LSTM. A GRU has two gates: reset gate rt and
update gate zt. When the response of the reset gate is close to
0, the hidden state h′t is forced to ignore the previous hidden
state and reset with the current input only. The update gate
controls how much information from the previous hidden state
will be carried over to the current hidden state ht. The hidden
state acts in a similar role to the memory cell in LSTM. For
a GRU layer, the recursive computations of activations of the
units are as follows:
rt = σ (Wxrxt +Whrht−1 + br) ,
zt = σ (Wxzxt +Whzht−1 + bz) ,
h′t = tanh (Wxhxt +Whh(rt  ht−1) + bh) ,
ht = zt  ht−1 + (1− zt) h′t.
(3)
rt and zt are the output vectors of the reset gates, update gates
of GRU. ht denotes the output vector of the hidden state.
Note that in the weight matrices, e.g., Wxr, Wxz and Wxh
in Eq. (3), the weights of the different dimensions of an input
vector xt differ. However, for different samples, each weight
matrix is shared. The limitation of Wxr, Wxz and Wxh is the
lack of content adaptiveness. In contrast, our proposed EleAttG
is able to control the contribution of different elements of the
input depending on the input content.
IV. ELEMENT-WISE-ATTENTION GATE FOR AN RNN
BLOCK
For an RNN block, we propose an Element-wise-Attention
Gate (EleAttG) to empower the RNN neurons to have atten-
tiveness capabilities. The response of an EleAttG is a vector at
with the same dimension as the input xt of the RNNs, which
is calculated as follows:
at = φ (Wxaxt +Whaht−1 + ba) , (4)
where φ denotes the activation function of Sigmoid, i.e.,
φ(s) = 1/(1+e−s). The current input xt and the previous hid-
den states ht−1 are used to determine the levels of importance
of each element of the input xt.
The attention response modulates the input to the updated
input x˜t which is represented as:
x˜t = at  xt. (5)
The recursive computations of activations of the other units
in the RNN block are then based on the updated input x˜t,
instead of the original input xt, as illustrated in Fig. 1.
EleAtt-GRU. For a GRU block with EleAttG (denoted
as EleAtt-GRU), together with (5), the computations for an
EleAtt-GRU block are as follows.
rt = σ (Wxrx˜t +Whrht−1 + br) ,
zt = σ (Wxzx˜t +Whzht−1 + bz) ,
h′t = tanh (Wxhx˜t +Whh(rt  ht−1) + bh) ,
ht = zt  ht−1 + (1− zt) h′t.
(6)
Similarly, we can get the recursive computations for EleAtt-
sRNN and EleAtt-LSTM by setting xt to be x˜t in (1) and (2).
Note that in our design, in an RNN block/layer, all neurons
share the same EleAttG (see (5) and (6) for the GRU block).
Theoretically, each RNN neuron (instead of block) can have its
own attention gate but the cost of computation complexity and
number of parameters will largely increase, especially when
the dimension of the input is large. We focus on the shared
design in this work.
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V. EXPERIMENTS
We perform comprehensive studies to evaluate the effective-
ness of our proposed EleAtt-RNN with EleAttG by applying it
to action recognition from 3D skeleton data, and RGB video,
gesture recognition, and sequential MNIST classification, re-
spectively.
To demonstrate the generalization capability of EleAttG, we
add EleAttG to the standard RNN, LSTM, and GRU structures,
respectively. We also evaluate the effectiveness of EleAttG on
different types of input signals including skeleton data, CNN
features, and raw image pixels.
For 3D skeleton-based action recognition we use three
challenging datasets, i.e., the NTU RGB+D dataset (NTU)
[38], the Northwestern-UCLA dataset (N-UCLA) [53], and
the SYSU Human-Object Interaction dataset (SYSU)[20]. The
NTU dataset is currently the largest dataset with diverse
subjects, various viewpoints and small inter-class differences.
Therefore, our in-depth analyses are performed on the NTU
dataset. For RGB-based action recognition, we take the CNN
features extracted from existing, pre-trained models without
finetuning as the input to the RNN-based recognition networks
and evaluate the effectiveness of EleAttG on the RGB videos
of the NTU and the JHMDB datasets [22]. For gesture recogni-
tion, we use the Dynamic Hand Gesture 14/28 (DHG) dataset
[9]. For sequential MNIST classification, we use the MNIST
handwritten digits benchmark dataset [29]. We conduct most
of our experiments based on GRU, as it has a simpler structure
than LSTM and better performance than the standard RNN.
A. Datasets
NTU RGB+D Dataset (NTU) [38]. NTU is currently the
largest RGB+D+Skeleton dataset for action recognition, which
includes 56880 videos with more than 4 million frames in
total. There are 60 kinds of action classes performed by 40
subjects. Each subject has 25 body joints and each joint has
3D coordinates. Three cameras placed in different positions
are used to capture the data at the same time and there are
over 80 views. We follow the standard protocols proposed in
[38] including the Cross Subject (CS) and Cross View (CV)
settings. For the CS setting, 40 subjects are equally split into
training and testing groups. For the CV setting, the samples
of cameras 2 and 3 are adopted for training while those of
camera 1 are for testing.
Northwestern-UCLA dataset (N-UCLA) [53]. N-UCLA is
a small RGB+D+Skeleton dataset including 1494 sequences
performed by 10 subjects. It records 10 different actions in
total. 20 joints with 3D coordinates are provided for each
human body in this dataset. Following [53], we use samples
from the first two cameras as training data, and the samples
from the third camera as testing data.
SYSU Human-Object Interaction dataset (SYSU) [20].
SYSU is a small RGB+D+Skeleton dataset, including 480
sequences performed by 40 different subjects. It contains a
total of 12 actions. A subject has 20 joints with 3D coordi-
nates. We follow the standard protocols proposed in [20] for
evaluation. They include two settings. For the Cross Subject
(CS) setting, half of the subjects are used for training and the
others for testing. For the Same Subject (SS) setting, half of the
sequences of each subject are used for training and others for
testing. The average performance of 30-fold cross validation
is reported.
JHMDB dataset (JHMDB) [22]. JHMDB is an RGB-based
dataset which has 928 RGB videos with each video containing
about 15-40 frames. It contains 21 actions performed by
different actors. This dataset is challenging where the videos
are collected on the Internet which also includes outdoor
activities.
Dynamic Hand Gesture 14/28 dataset (DHG) [9]. DHG
is an Intel Real Sense captured dataset for gesture recognition,
including 2800 sequences performed by 20 subjects. Each
gesture is represented by 22 joints with 3D coordinates. It
contains 14 classes of gestures and each gesture is collected in
two ways: using the whole hand or just one finger. We follow
the standard leave-one-subject-out cross-validation strategy
under two evaluation protocols: 14 classes or 28 classes which
treats the same gesture performed by one finger or whole hand
separately [9].
MNIST dataset (MNIST) [29]. MNIST is a handwritten
digit dataset which is widely used to evaluate different meth-
ods, such as CNN and RNN. In order to utilize MNIST to
evaluate RNN structure, we flat the images with size of 28
× 28 to 784-dimension vectors following [28], [2], [8], [3],
[31]. RNN treats each dimension as the input of a time slot.
We follow the standard data split protocol for training and
testing, containing 60000 training samples and 10000 testing
samples. In addition, we randomly select 5000 samples from
training sets for validation.
B. Implementation Details
We perform our experiments on the deep learning platform
of Keras [6] with Theano [1] as the backend. Dropout [44]
with the probability of 0.5 is used to alleviate overfitting.
Gradient clipping similar to [45] is used by constraining the
maximum amplitude of the gradient to 1. Adam [25] is used to
train the networks from end-to-end. The initial learning rate is
set to 0.005 for 3D skeleton-based action recognition, gesture
recognition, and sequential MNIST classification and 0.001 for
RGB-based action recognition. During training, the learning
rate will be reduced by a factor of 10 when the training
accuracy does not increase for some epochs. We use cross-
entropy as the loss function to train all the networks.
For 3D skeleton-based action recognition and gesture recog-
nition, similar to the classification network design in [64],
we build our recognition networks by stacking three RNN
layers with EleAttGs and one fully connected (FC) layer
for classification. We use 100 RNN neurons in each layer.
Considering the large differences in the size of the datasets,
we set the batch size for the NTU, N-UCLA, SYSU and
DHG datasets to 256, 32, 32, and 32, respectively. We use the
sequence-level pre-processing method in [64] by setting the
body center in the first frame as the coordinate origin to make
the system invariant to the initial position of human body.
To improve the robustness to view variations at the sequence
level, we perform data augmentation by randomly rotating
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Fig. 2: Effectiveness of our proposed EleAttG on the three-layer GRU network for 3D skeleton-based human action recognition
for the CS and CV settings of the NTU dataset, and the N-UCLA dataset. “m-EleAtt-GRU+n-GRU” denotes that the first m
layers are EleAtt-GRU layers and the remaining n layers are the original GRU layers.
the skeleton around the X, Y and Z axes by various degrees
ranging from -17 to 17 during training for 3D skeleton-based
action recognition. For the N-UCLA and SYSU datasets, we
use the RNN models pre-trained on a sub NTU dataset, where
each subject has 20 joints and only the actions performed by
one subject are used, to initialize the baseline schemes and the
proposed schemes.
For RGB-based action recognition, we feed an RNN net-
work with the CNN features to further explore temporal
dynamics. Because our aim is to evaluate whether the proposed
EleAttG can generally improve recognition accuracy in differ-
ent types of input signals, we extract CNN features using some
available pre-trained models without finetuning for the specific
dataset or task. For the JHMDB dataset, we use the TSN model
from [54], [61] which was trained on the HMDB dataset [26]
to extract a 1024 dimensional feature for each frame. For the
NTU dataset which has more videos, we take the ResNet50
model [17], [5] which has been pre-trained on ImageNet as our
feature extractor (2048 dimensional feature for each frame).
The implementation details of the RNN networks are similar
to those discussed above. For the NTU dataset, we stack
three EleAtt-GRU layers, with each layer consisting of 512
GRU neurons. For the JHMDB dataset, we use only one GRU
layer (512 GRU neurons) with EleAttG to avoid overfitting,
considering that the number of video samples is much smaller
than that of the NTU dataset. We set the batch size for the
NTU, and JHMDB datasets to 256 and 32, respectively.
For sequential MNIST classification, we build the same
classification network as the skeleton-based recognition net-
work mentioned above, i.e. stacking three RNN layers with
EleAttGs and one fully connected layer (FC). We set the batch
size to 256.
C. Effectiveness of Element-wise-Attention-Gates
In this section, we first demonstrate the effectiveness of the
proposed EleAttG . Then we demonstrate good generalization
performance on different RNN structures and on different
types of signals. Finally, comparisons with the state-of-the-
art approaches are performed followed by the visualization of
the learned attention.
Effectiveness on GRU network. We evaluate the perfor-
mance on 3D skeleton-based action recognition on the NTU
and N-UCLA datasets. Fig. 2 shows the effectiveness of
EleAttG on the baseline network which consists of 3 GRU
layers. We find that our final scheme with three EleAtt-GRU
layers (“3-EleAtt-GRU”) outperforms the baseline scheme (“3-
GRU(Baseline)”) by 4.6%, 5.6%, and 4.7%, for the NTU-
CS, NTU-CV, and N-UCLA, respectively. However, there is
something different between the NTU dataset and N-UCLA
dataset. 1) For the N-UCLA dataset, the improvement of “1-
EleAtt-GRU+2-GRU” in comparison with “3-GRU(Baseline)”
is not as obvious as that of the NTU dataset. 2) The im-
provement when increasing one GRU layer with EleAttG
to two GRU layers with EleAttGs is significant in the N-
UCLA dataset, i.e., 3.1% in accuracy. The potential reason
is caused by the difference of action class distributions of the
two datasets. We find that the diversity of action classes of
the N-UCLA dataset (10 classes) is much smaller than that
of the NTU dataset (60 classes). The important joint tends to
be related with hands for most actions which can be learned
by the dataset level weights. Therefore, the gain by using
EleAttG of the first layer is smaller for the N-UCLA dataset.
For the input features of the second layer, our EleAttG can
help to better adaptively capture the discriminative feature
dimensions and improve performance. Similar phenomena are
also observed on the SYSU dataset which has less action class
diversity.
The overall trend is same for both datasets. The performance
grows when more GRU layers with EleAttGs are used. This
indicates that, besides the attention on skeleton joints, the
suitable attention on features can also significantly improve
performance.
Generalization to other input signals. The proposed RNN
block with EleAttG is generic and can be applied to different
types of source data. To demonstrate this, we use (1) CNN
features extracted from RGB frames as the input of the RNNs
for RGB based action recognition, and (2) raw image pixels as
the inputs of the RNNs for sequential MNIST classification.
For RGB-based action recognition, Table I shows the per-
formance comparisons on the NTU and JHMDB datasets. The
implementation details have been described in Section V-B.
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TABLE I: Effectiveness of EleAttGs in the GRU network
for RGB-based action recognition on the NTU and JHMDB
datasets. Here, CNN features for each RGB frame is taken as
the input to the GRU network. The performance is evaluated
in terms of recognition accuracy(%).
Dataset NTU JHMDB
CS CV Split1 Split2 Split3 Average
Baseline-GRU 61.3 66.8 60.6 59.2 62.9 60.9
EleAtt-GRU 63.3 70.6 64.5 59.2 65.0 62.9
TABLE II: Effectiveness of EleAttG on three types of RNN
structures. We evaluate the recognition performance of RNN
networks with EleAttGs for the CS and CV settings of the
NTU dataset. “EleAtt-X” denotes the scheme with EleAttGs
based on the RNN structure of X .
RNN structure Scheme CS CV
Standard RNN Baseline(1-sRNN) 51.6 57.6EleAtt-sRNN 61.6 67.2
LSTM Baseline(3-LSTM) 77.2 83.0EleAtt-LSTM 78.4 85.0
GRU Baseline(3-GRU) 75.2 81.5EleAtt-GRU 79.8 87.1
The “EleAtt-GRU” outperforms the “Baseline-GRU” by about
2-4% on the NTU dataset, and 2% on the JHMDB dataset.
Note that the performance is not optimized since we have not
used the fine-tuned CNN model on this dataset for this task.
For sequential MNIST classification, Table VII shows the
performance comparison on the sequential MNIST dataset,
where the inputs are raw pixels. The implementation details
have been described in Section V-B. The “EleAtt-GRU” is
superior to the “Baseline-GRU” by 0.4%. Note that it is
difficulty to further improve the performance significantly
since the final accuracy is already very high.
Generalization on various RNN structures. The proposed
EleAttG is generic and can be applied to various types of
RNN structures. We evaluate the effects of EleAttGs on three
classical RNN structures, i.e., the standard RNN (sRNN),
LSTM, and GRU respectively and show the results in Table II.
Compared with LSTM and GRU, the standard RNN neurons
do not have the gating designs which control the contributions
of the current input to the network. The EleAttG can element-
wisely control the contribution of the current input, which
remedies the lack of gate designs to some extent. The gate
designs in LSTM and GRU can only control the information
flow input-wisely. In contrast, the proposed EleAttGs are capa-
ble of modulating the input element-wisely, which empowers
the attentiveness capability to RNNs. We can see that the
adding of EleAttGs enhances performance significantly. Note
that for sRNN, we build both the “Baseline(1-sRNN)” and our
scheme using only one sRNN layer rather than three as those
for LSTM and GRU, in considering that the three-layer sRNN
baseline converges to a poorer performance, i.e., 33.6% and
42.8% for the CS and CV settings, which may be caused by
the gradient vanishing of sRNN.
Comparisons with state-of-the-arts on skeleton-based
TABLE III: Performance comparisons on the NTU dataset in
terms of accuracy (%).
Method CS CV
Skeleton Quads [14] 38.6 41.4
Lie Group [48] 50.1 52.8
Dynamic Skeletons [20] 60.2 65.2
HBRNN-L [13] 59.1 64.0
Part-aware LSTM [38] 62.9 70.3
ST-LSTM + Trust Gate [33] 69.2 77.7
STA-LSTM [43] 73.4 81.2
GCA-LSTM [34] 74.4 82.8
URNN-2L-T [32] 74.6 83.2
Clips+CNN+MTLN [24] 79.6 84.8
VA-LSTM [64] 79.4 87.2
Baseline-GRU 75.2 81.5
EleAtt-GRU 79.8 87.1
EleAtt-GRU(aug.) 80.7 88.4
TABLE IV: Performance comparisons on the N-UCLA dataset
in terms of accuracy (%).
Method Accuracy
HOJ3D [60] 54.5
AE [52] 76.0
HBRNN-L [12] 78.5
DA-Net [50] 86.5
Baseline-GRU 84.3
EleAtt-GRU 89.0
EleAtt-GRU(aug.) 90.7
TABLE V: Performance comparisons on the SYSU dataset in
terms of accuracy (%).
Method SS CS
LAFF [21] - 54.2
DS [20] 75.5 76.9
VA-LSTM [64] 76.9 77.5
SR-TSL [40] 80.7 81.9
Baseline-GRU 82.1 82.1
EleAtt-GRU 84.9 84.5
EleAtt-GRU(aug.) 85.7 85.7
action recognition, gesture recognition, and sequential
MNIST classification. For 3D skeleton-based human action
recognition, a great deal of approaches have been proposed
for enhancing the recognition accuracy as discussed in Section
II-C. To achieve good performance, some approaches require
complicated designs [33], [34] while some others are specially
designed considering human body characteristics [13], [38],
[42]. In contrast, our proposed EleAttGs for RNN blocks are
not specially designed for human body signals and can be used
for other tasks directly.
For action recognition, Tables III, IV, and V show the per-
formance comparisons with state-of-the-art approaches on the
NTU, N-UCLA and SYSU datasets, respectively. “Baseline-
GRU” denotes our baseline scheme which is built by stacking
three GRU layers while “EleAtt-GRU” denotes our proposed
scheme which replaces the GRU layers by the proposed GRU
layers with EleAttGs. Implementation details can be found
in Section V-B. “EleAtt-GRU(aug.)” denotes that data argu-
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Fig. 3: Visualization based on the attention responses of the first GRU layer for the actions of kicking, touching neck and
making a phone call. For each joint, the size of the yellow circle indicates the learned level of importance. Here, the levels of
importance for the X , Y , Z coordinates of a joint are summed for visualization.
Fig. 4: Illustration of the statistical energy of each joint. The
energy of one joint is the summation of the statistical energies
of its three elements, i.e., X , Y , and Z coordinates. The size
of the circle on each joint is proportional to the energy of that
joint. The larger of the circle size, the larger of the energy.
We only show the main joints of human body for clarify.
mentation by rotating skeleton sequences is performed during
training. We achieve the best performance in comparison
with other state-of-the-art approaches on all three datasets.
Our scheme “EleAtt-GRU” achieves significant gains over the
baseline scheme “Baseline-GRU”, of 4.6-5.6%, 4.7%, and 2.4-
2.8% on the NTU, N-UCLA, and SYSU datasets, respectively.
For gesture recognition, even without any special designs
for gesture like [36] and [57], we achieve the best results as
shown in Table VI. Our proposed “EleAtt-GRU” outperforms
the current best method by 5.2% and 6.3% for the “C=14”
and “C=28” settings, respectively.
TABLE VI: Performance comparisons on the gesture recogni-
tion dataset DHG in terms of accuracy (%).
Method C=14 C=28
Skeleton Quads [14] 84.5 79.4
SoCJ+HoHD+HoWR [9] 83.1 80.0
CNN+LSTM [36] 85.6 81.1
D-Pose Traversal Conv [57] 85.8 80.2
Baseline-GRU 90.0 85.9
EleAtt-GRU 91.0 86.5
TABLE VII: Performance comparisons on the sequential
MNIST dataset in terms of accuracy (%).
Method Accuracy
TANH-RNN [28] 35.0
iRNN [28] 97.0
uRNN [2] 95.1
sTANH-RNN [68] 98.1
LSTM [8] 98.9
BN-LSTM [8] 99.0
Skip GRU [3] 97.6
Skip LSTM [3] 97.3
IndRNN (6 layers) [31] 99.0
Bseline-GRU 98.8
EleAtt-GRU 99.2
For sequential MNIST classification, we achieve the best
performance in comparison with the state-of-the-arts as shown
in Table VII. Additionally, our scheme “EleAtt-GRU” is
superior to the baseline scheme “Baseline-GRU” by 0.4%.
Visualization of the responses of EleAttG. To better
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Fig. 5: Visualization based on the attention responses of the first GRU layer for different handwritten digits. The first row
denotes the original digit images and the second row denotes the corresponding attention responses of images pixels. Note that
we use larger value to denote larger attention response value.
understand the learned element-wise attention, we observe
the responses of the EleAttG in the first GRU layer for
the skeleton-based action recognition and sequential MNIST
classification.
For skeleton-based action recognition, in the first layer, the
input (with dimension of 3×J) at a time step has J joints and
each joint is represented by the X , Y , and Z coordinate values.
Apparently, the physical meaning of the attention responses
in the first layer is clear. However, in a higher layer, the
EleAttG modulates the input features on each element which
is more difficult to interpret and the attention value is hard
to visualize. Therefore, we perform visualization based on the
attention responses of the first GRU layer in Fig. 3 for the
actions consisting of kicking, touching the neck and making a
phone call.
Actually, the absolute response values cannot represent the
relative importance of different elements of input very well.
The statistical energies of different elements of the original
input are different. The statistical energy of one element
denotes the mean of energy of all skeleton sequences, where
the energy is defined as the square of the value of one element.
Considering each joint has three elements (3D coordinates), we
denote the sum of the statistical energies of its three elements
as the statistical energy of one joint. We illustrate the statistical
energy of each joint in Fig 4. For example, the foot joint,
which is in general far away from the body center, has a higher
energy than that of the body center joint. We can imagine that
there is a static modulation ai on the ith element of the input,
which can be calculated by the energy before and after the
modulation. For the ith element of an sample j with attention
value ai,j , we use the relative response value âi,j = ai,j/ai for
visualization to better reflect importance among joints. Note
that the sum of the relative responses for the X , Y , and Z of
a joint is utilized for visualization. For the actions of touching
neck and making a phone call which are highly concerned with
the joints on the arms and heads, thus, the relative attention on
those joints are larger. For kicking, the relative attention on the
legs is large. These are consistent with a human’s perception.
For sequential MNIST classification, similar to the skeleton-
TABLE VIII: Effectiveness of EleAttG on the hidden state
ht−1 and the input vector xt in terms of accuracy (%) on the
NTU dataset.
Method CS CV
Baseline-GRU 75.2 81.5
EleAtt-GRU(ht−1) 79.3 86.1
EleAtt-GRU(xt) 79.8 87.1
EleAtt-GRU(ht−1 & xt) 79.0 85.4
based action recognition, we only perform visualization based
on the attention responses of the first GRU layer and show
some results in Fig. 5 for the same reason. Different from
skeleton-based action recognition, we directly use the attention
response value ai,j for visualization. Note that the input to
the first layer at each time slot corresponds to the pixel values
of a position and the pixels are scanned pixel by pixel. The
response value of the EleAttG reflects the importance level of
the corresponding image pixel directly very well. From Fig.
5, we find that the pixels with respect to the handwritten digit
are more important than other pixels.
D. Discussions
Training curves on the NTU and MNIST datasets. Fig.
6 (a) shows the training loss curves for the training and
validation sets on the NTU dataset with CS setting during
the training precedure for the proposed “EleAtt-GRU” and
the baseline “Baseline-GRU”, respectively. By adding the
EleAttGs, “EleAtt-GRU” takes fewer epochs than “Baseline-
GRU” to achieve the same training and validation losses,
especially at the beginning of training. In addition, “EleAtt-
GRU” is consistently better than the “Baseline-GRU”. Similar
phenomenon can be found on the sequential MNIST dataset in
Fig. 6 (b). The modulation of input can control the information
flow of each input element adaptively and make the subsequent
learning within the neurons much easier.
Applying EleAttG to xt or ht−1? We experimentally show
the effectiveness of EleAttG when it operates on the hidden
state ht−1 and the input vector xt respectively in Table VIII.
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Fig. 6: Loss curves during training on (a) the CS setting of the NTU dataset, and (b) the sequential MNIST dataset with respect
to the proposed scheme “EleAtt-GRU” and the baseline scheme “Baseline-GRU”.
TABLE IX: Performance comparisons about relaxing the constraint to EleAttG on the NTU dataset in terms of accuracy (%).
Protocols Method Baseline-GRU EleAttG-1st EleAttG-2nd EleAttG-3rd
CS w/ constraint 75.2 75.0 72.7 72.0wo/ constrain 75.2 78.7 77.3 76.4
CV w/ constraint 81.5 83.7 79.1 78.8wo/ constrain 81.5 84.9 83.5 82.5
Note that for a time slot t, besides the input vector xt, the
hidden state of the last time slot ht−1 is another input vector.
“Baseline-GRU” denotes the baseline model that is built by
three GRU layers without EleAttG.
“EleAtt-GRU(ht−1)” denotes the model that is built by
three GRU layers with EleAttG, where the EleAttG is used to
modify the hidden state ht−1, which is also the input vector
of the current time slot.
“EleAtt-GRU(xt)” denotes the model that is built by three
GRU layers with EleAttG, where the EleAttG is used to
modify the input vector xt.
“EleAtt-GRU(ht−1 & xt)” denotes the model that is built by
three GRU layers with two EleAttGs, which are used to modify
the hidden state ht−1 and the input vector xt, respectively.
From Table VIII, we observe that accuracy improves when
the EleAttG is used to the hidden state ht−1 or the input vec-
tor xt, respectively. “EleAtt-GRU(xt)” outperforms “EleAtt-
GRU(ht−1)” by 0.5% and 1.0% for the CS and CV settings,
which demonstrates that applying the EleAttG to the input
vector xt is more effective. However, when applying the
EleAttGs to both the hidden state ht−1 and the input vector
xt simultaneously, performance does not improve further and
even becomes poorer in comparison with the cases when
applying the EleAttG to the hidden state ht−1 or the input
vector xt, respectively. One potential reason is that the number
of parameters increases when applying two EleAttGs simulta-
neously in comparison with the model using only one EleAttG,
which makes it harder to optimize the model. In addition,
the physical meaning of applying modulation on xt is more
clear than that on ht−1. On the other hand, whenever suitable
attention is applied to the input xt, the output ht may already
be the attended feature for the next time slot t+ 1.
Relaxing the sum-to-1 constraint on EleAttG responses.
Unlike other works [62], [42], [34], we do not use Softmax,
which enforces the sum of attention responses to be 1, as
the activation function of EleAttG. On the contrary, we use
the Sigmoid activation function to avoid introducing mutual
influence of elements. If the sum-to-1 constraint is not relaxed,
the attention response of the kth element will be affected by
the changes of other elements’ response values even when the
levels of importance of this element are the same over con-
secutive time slots. Especially for a sequence, the constraint
could break the continuity of the features/inputs after applying
attention.
We show the experimental comparisons between the cases
with the sum-to-1 constraint (w/constraint) by using Soft-
max, and our case without such constraint (wo/constraint)
by using Sigmoid in Table IX. “EleAttG-nth” denotes that the
nth GRU layer uses the GRU with EleAttG while the other
layers still use the original GRU. “Baseline-GRU” denotes
the baseline scheme with three GRU layers. We can see
that wo/constraint always performs better than that with
constraint w/constraint. Specially, adding EleAttG with con-
straint on the second or the third layer even decreases the
accuracy by about 2.4-3.2% in comparison with the baselines.
Different from the input gate of LSTM model. An input
gate is designed to control the contribution of the current
input to memory versus the contribution of the historical
information controlled by a forget gate. It uses a scalar (rather
than a vector) to control the contribution of the current input
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TABLE X: Comparisons about “EleAtt-GRU” and “EleAtt1-
GRU” on the NTU dataset in terms of accuracy (%). “EleAtt1-
GRU” denotes all elements of the input vector share the same
importance level.
Method CS CV
Baselin-GRU 75.2 81.5
EleAtt1-GRU 76.8 83.9
EleAtt-GRU 79.8 87.1
TABLE XI: Effect of the number of parameters on the NTU
dataset.
Scheme # Parameters CS CV
2-GRU(100) 0.14M 75.5 81.4
2-GRU(128) 0.21M 75.8 81.7
3-GRU(100) 0.20M 75.2 81.5
3-GRU(128) 0.31M 76.5 81.3
2-EleAtt-GRU(100) 0.20M 78.6 85.5
3-EleAtt-GRU(100) 0.28M 79.8 87.1
vector. The proposed element-wise attention gate (EleAttG)
applies element-wise adaptive modulation to the input vector
to achieve element-wise attention before further processing
in the RNN neurons. EleAttG is designed to control the
contribution of each element of the current input to the RNN
by suppressing the amplitudes of the unimportant elements
while preserving the amplitudes of the important elements.
We can modify our proposed EleAttG to produce a scalar to
represent the importance of the current input vector, where all
elements of the input vector share the same importance value.
We denote the modified EleAttG as EleAttG1. The scheme
with EleAttG is denoted as “EleAtt-GRU” and the scheme
with EleAttG1 is denoted as “EleAtt1-GRU”. Baseline-GRU
denotes the schemes without EleAttGs. We compare the
“Baseline-GRU”, “EleAtt1-GRU”, and “EleAtt-GRU” in Table
X. We observe that both “EleAtt-GRU” and “EleAtt1-GRU”
are superior to the “Basleine-GRU”. Our proposed “EleAtt-
GRU” outperforms “EleAtt1-GRU” by 3.0% and 3.2% for the
CS and CV settings, respectively.
Number of parameters versus performance. For an RNN
block, the adding of an EleAttG increases the number of
parameters. One may wonder whether the performance is
increased by EleAttG or just the additional parameters. We
analyze the influence of parameters as follows.
Taking a GRU block consisting of N neurons with the input
dimension of D as an example, the numbers of parameters for
the original GRU block and the proposed EleAttG-GRU block
are 3N(D+N + 1), and 3N(D+N + 1) +D(D+N + 1),
respectively. We calculate the computational complexity by
counting the number of floating-point operations (FLOPs)
including all multiplication and addition operations. At a time
slot, adding attention to the layer as in 4 and 5 takes D(D +
N +1) multiplication operations and D(D+N) addition op-
erations. Then the complexity increases from N(6D+6N+5)
to N(6D+6N+5)+D(2D+2N+1), which is approximately
proportional to the number of parameters.
Table XI shows the effect of the number of parameters
under different experimental settings on the NTU dataset. Note
that “m-GRU(n)” denotes the baseline scheme which is built
by m GRU blocks (layers) with each layer composed of n
neurons. “m-EleAtt-GRU(100)” denotes our scheme which
includes m EleAtt-GRU layers with each layer composed of
100 neurons. We can see that the performance increases only
a little when more neurons (“2-GRU(128)”) or more layers
(“3-GRU(100)”) are used in comparison with the baseline “2-
GRU(100)”. In contrast, our scheme “2-EleAtt-GRU(100)”,
achieves significant gains of 3.1-4.1% in comparison with
“2-GRU(100)”. Similar observations are made in three-layer
cases. With similar numbers of parameters, adding EleAttG is
much more effective than increasing the number of neurons
or the number of layers. It demonstrates that EleAttG signifi-
cantly boosts performance.
VI. CONCLUSIONS
In this paper, we propose a simple yet effective EleAttG to
empower the neurons in recurrent neural networks to have the
attentiveness capability. It can explore the varying importance
of different element of the input. Experiments show that our
proposed EleAttG can be used in any RNN structures (e.g
standard RNN, LSTM and GRU), any layers of the multi-
layer RNN networks, and different types of input signals
(e.g skeleton data, CNN features, and raw image pixels).
Abundant experiments show that the proposed EleAttG boosts
the performance significantly. We expect that, as a fundamental
unit, the proposed EleAttG will be effective for improving
many RNN-based learning tasks.
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