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The 2DEG at the LaAlO3/SrTiO3 interface promises to add a new dimension to emerging elec-
tronic devices due to its high tunability. Defects in the form of Oxygen vacancies in titanate surfaces
and interfaces, on the other hand, play a key role in the emergence of novel phases. Based on an
effective model, we study the influence of Oxygen vacancies on superconductivity and ferromag-
netism at LaAlO3/SrTiO3 interface. Using the Bogoliubov-de Gennes formulation in conjunction
with Monte-Carlo simulation, we find a clustering of the Oxygen vacancies at the interface that
favours formation of coexisting ferromagnetic puddles spatially separated from superconductivity.
We also find a carrier freeze-out at low temperatures, observed experimentally in wide-variety of
samples. Sufficiently large amount of Oxygen vacancy leads to pseudo-gap like behaviour in the
superconducting state.
PACS numbers: 61.72.jd, 74.78.-w, 75.70.Tj, 64.75.St
INTRODUCTION
The discovery of a two-dimensional electron gas
(2DEG) at the (001)-interface of two oxide insulators
SrTiO3 and LaAlO3 [1] is hailed as unique, due to the
gamut of novel properties that it has thrown up: low-
temperature superconductivity (below 200 mK) [2, 3], co-
existence of superconductivity and ferromagnetism [4, 5],
electric field-induced metal-insulator transition [6–8] and
superconductor-insulator transition [9]. The 2DEG at
the interface is formed as a result of an intrinsic elec-
tronic transfer process occurring to nullify a charge-
discontinuity at the interface [10–12]. The 2DEG is lying
in a material which is more complex than simple semi-
conductors and thus the ground state phase-daigram con-
sists of several competing phases which can be turned
ON or OFF by changing some external parameters such
as gate voltage or magnetic field. The fantastic tunabil-
ity of the 2DEG makes the LaAlO3/SrTiO3 interface an
important material for future electronic devices [13–15].
However intrinsic defects such as the Oxygen vacancies,
created during the deposition process, can influence sev-
eral properties and thus deserve serious attention while
designing such devices. The oxygen vacancies contribute
electrons to the interface [16–18] that are responsible for
metallic conduction for amorphous samples [19, 20]. An-
nealing in presence of Oxygen destroys these vacancies,
degrading the mobility of carriers while both crystalline
and amorphous samples, which are not annealed, show
a carrier freeze-out below 100 K [19, 21]. The critical
LaAlO3 thickness (4 unit cells for crystalline samples) for
the appearance of metallicity decreases with the increase
in Oxygen vacancies [19].
Apart from the modulation of electronic properties,
the Oxygen vacancies have significant influence on the
magnetic properties as well. Density functional theory
suggests that magnetism is not an intrinsic property of
the interface electrons, it is caused by the spin-splitting
of the populated electronic states induced by the Oxygen
vacancies in the SrTiO3 or LaAlO3 layer [22]. Oxygen-
annealing results in a quenching of magnetic moment,
observed in X-ray magnetic circular dichroism (XMCD)
measurement [23], an indication that the electrons do-
nated by Oxygen vacancies are essentially localized at the
interface. According to Pavlenko, et al. et al. [24], the
Oxygen vacancies at the interface lead to an interplay of
ferromagnetic order in the itinerant t2g bands and com-
plex magnetic oscillations in the orbitally-reconstructed
eg bands.
However, it is important to study the effect of Oxygen
vacancies on the superconducting state as well, since a
competing ferromagnetic order is present with non-zero
vacancy concentration.
Our analysis, based on a BdG formalism followed
by Monte-Carlo simulation in the superconducting state
reveals a clustering of Oxygen vacancies in the two-
dimensional (2D) plane at very low-temperatures. Su-
perconductivity is affected by the Oxygen vacancies in a
non-trivial way. In the clustered regions, superconduc-
tivity is destroyed locally and ferromagnetic puddles are
formed. As we argue here, the career-freeze out effect ob-
served in the samples might be related to the clustering
of the vacancies within the interface. The local density
of states (LDOS) shows a strong dependence on vacancy
concentration along with the emergence of a pseudo-gap
like behaviour.
MODEL AND METHOD
The interface electrons occupy the t2g bands of Ti
atoms and are responsible for ferromagnetism and su-
perconductivity at the interface. The dxy band has a
bandwidth twice that of dxz or dyz and is located rela-
tively lower in energy at the Γ point. Hence electrons
occupying this band are expected to be localized due to
2the Coulomb repulsion at the interface. These localized
electrons interact with the conduction electrons via a fer-
romagnetic exchange, modelled by a Zeeman field paral-
lel to the interface plane [25, 26]. In fact, recent spec-
troscopic studies revealed direct evidence for ferromag-
netism of dxy character in the plane [25]. Superconduc-
tivity originates from usual phonon-mediated electron-
electron pairing as in doped SrTiO3 substrates [27, 28].
The highly broken inversion symmetry at the interface
plane leads to a large Rashba spin-orbit (SO) interaction
which modifies the electronic bands and pairing symme-
try of the superconducting state [26]. The in-plane Zee-
man field brings about an assymetry in the two-sheeted
Fermi-surface (created by the SO interaction) and favours
a finite-momentum pairing of the electrons.
Motivated by this phenomenology and electronic struc-
ture, we consider the following Hamiltonian for a Rashba
SO coupled superconductor in presence of a uniform in-
plane Zeeman field and Oxygen vacancies [25, 26]:
H = −t
∑
<ij>,σ
(c†iσcjσ + h.c.)−
∑
i,σ
(µ− V δi)c
†
iσciσ
−Hx
∑
i,σ,σ′
(σx)σσ′c
†
iσciσ′ +
∑
i
∆(ri)(c
†
i↑c
†
i↓ + h.c.)
− i
α
2
∑
<ij>,σ,σ′
c†iσ(σσσ′ × dij)zcjσ′
(1)
where t is the hopping amplitude (set to 1 as unit of en-
ergy) on a 2D square lattice, Hx, chosen along x direction
without loss of generality, is the in-plane Zeeman field.
α is the Rashba SO coupling strength, dij is a vector
connecting sites i and j, and σ being the Pauli matri-
ces. The parameter δi represents the location of Oxy-
gen vacancies, is 1 for sites with Oxygen vacancy and 0
otherwise, describing a defect state as a local shift V in
the chemical potential µ. In the following analysis, we
work at half-filling, as superconductivity has maximum
stability there (we checked at other fillings). It is also
assumed that the effect of Oxygen vacancy is the same
at all vacancy sites and take V = 2 throughout. We
checked that the underlying physics, under the approxi-
mations, is qualitatively similar for a range of values of V .
The local superconducting pairing amplitude is defined
as ∆(ri) = − < ci↑ci↓ >.
The Hamiltonian (1) is diagonalized using a spin-
generalized Bogoliubov-Valatin transformation cˆiσ(ri) =∑
i,σ′ unσσ′(ri)γˆnσ′ + v
∗
nσσ′ (ri)γˆ
†
nσ′ which gives the local
pairing gap in terms of Bogoliubov amplitudes unσ(ri)
and vnσ(ri) as
∆(ri) = −
∑
n
[un↑(ri)v
∗
n↓(ri)(1 − f(En))
+ un↓(ri)v
∗
n↑(ri)f(En)]
(2)
where f(x) = 1/(1 + ex/kBT ) is the Fermi function at
temperature T . The in-plane magnetization density and
occupation number are obtained via
m(ri) =
1
2
< c†i↑ci↓ + c
†
i↓ci↑ >
=
∑
n,σ
u∗nσunσ′f(En) + vnσu
∗
nσ′(1− f(En))
(3)
n(ri) =
∑
σ
< c†iσciσ >
=
∑
n,σ
(|unσ|
2f(En) + |vnσ|
2(1− f(En)))
(4)
The quasi-particle amplitudes unσ(ri) and vnσ(ri) are de-
termined by solving the BdG equations
Hφn(ri) = ǫnφn(ri) (5)
where φn = [un↑(ri), un↓(ri), vn↑(ri), vn↓(ri)].
The local order parameters are solved self-consistently
on a finitely large square lattice with periodic bound-
ary conditions and finally the average values are calcu-
lated. The Oxygen vacancy configuration is annealed
by a Monte-Carlo simulation, starting from a high tem-
perature, in which the free-energy is updated using the
eigenvalues of the BdG Hamiltonian []. As temperature
goes down, larger number of Monte-Carlo steps were per-
formed, each step allowing one Oxygen vacancy to move
to one of its nearest neighbor non-vacant sites following
the standard Metropolis algorithm (being charged im-
purities, long range transfer of vacancies is highly un-
likely, even at higher temperatures). Each MC step then
involves solving the the BdG equations followed by a
random change in vacancy configuration as above. At
low temperatures, the superconducting and ferromag-
netic properties are calculated.
RESULTS AND DISCUSSIONS
The Monte-Carlo annealing shows a tendency towards
bunching of the Oxygen vacancies, as shown in FIG. 1,
panel (a),(b), which turns out to be crucial in establish-
ing a ferromagnetic order. One Oxygen vacancy adds
two additional electrons to the interface which are then
pinned near the vacant sites. However, a considerable
concentration of vacancies are required for the emergence
of overall ferromagnetism [24, 26]. Such defect-induced
ferromagnetism is also observed in bulk SrTiO3 substrate
attesting to the connection between the level of impurity
and observed ferromagnetism [29, 30]. In the clustered
regions, the pairing gap collapses due to large fluctua-
tions in local electron density and the localized moments,
originated from the Oxygen vacancies, order to form fer-
romagnetic puddles, as shown in FIG. 1(c) and (d). The
clustering of vacancies implies a spatial phase separation
3FIG. 1. (Color online) (a) Initial and (b) final vacancy con-
figurations with vacancy concentration f = 0.1 (left column)
and f = 0.2 (right column). Panel (c) and (d) are the profiles
of local pairing amplitude and onsite magnetization respec-
tively. Parameters used: µ = 0, α = 0.8 and Hx = 0.5.
of superconductivity and ferromagentism allowing them
to coexist at the interface [31] and can be detected by
positron annihilation spectroscopy or NMR as in Ref. 32
and 33.
The Oxygen-vacancies disrupt the lattice and effec-
tively act as localized centres with enhanced scattering of
electrons, which is stronger at higher temperatures. At
high temperatures, predictably, there is no evidence of
the ordering or bunching of the vacancies. At low tem-
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FIG. 2. (Color online) Temperature variaton of the nearest-
neighbour vacancy-vacancy correlation function (normalized
to unity) for vacancy concentrations f = 0.1 and f = 0.2.
Parameter used: µ = 0, α = 0.8 and Hx = 0.5.
peratures, the vacancies tend to form clusters as depicted
in FIG. 2, where we plot the temperature variation of
nearest-neighbour vacancy-vacancy correlation function
DNN =
1
N
∑
<ij> Vi · Vj , where Vi,j are impurity po-
tentials at sites i, j respectively. This behaviour is more
prominent with sufficiently large number of vacancies.
Mannhart et al. [34] found, by second harmonic genera-
tion experiment, that the impurity-signal maximizes for
LaAlO3 film of thickness 1 u.c. and proposed a possi-
ble explanation via uncompensated polar distorion. The
above results show that a clustering of the Oxygen va-
cancies may be possible within the two-dimensional TiO2
layer even without a polar distortion. With increasing
vacancy concentration f , the mean pairing gap reduces
while the average magnetic moment increases, as shown
in FIG. 3. At a finite vacancy concentration, both super-
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FIG. 3. (Color online) The variation of (a) local supercon-
ducting gap parameter and (b) onsite magnetization with
Oxygen vacancy concentration for different SO strengths. In-
set in (a) shows the variation of mean pairing gap with SO
coupling strength. Parameter used: µ = 0 and Hx = 0.5.
conducting pairing (FIG. 3 (a)) and ferromagnetic order
(FIG. 3(b)) are quite sensitive to Rashba SO interac-
tion, since the spin-precession due to Rashba coupling is
strongly affected by scattering from the defects created
by the Oxygen vacancies. The temperature dependence
of superconductivity and ferromagnetism with changing
Oxygen vacancy is shown in FIG. 4. Below a supercon-
ducting transition at Tc = 0.8, both superconductivity
and ferromagnetic order coexist. The average magneti-
zation shows a peak at Tc which is determined by the
interplay of superconductivity and ferromagnetism and
reflects an electronic phase separation. Below Tc, there
is inhomogenous mixture of superconductivity and fer-
romagnetism in mutually excluded regions in the plane
and magnetism appears in the form of robust ferromag-
netic puddles in the regions of the clustering of Oxygen
vacancies, where superconductivity has been degraded.
Thus the average moment increases with increasing va-
cancy concentration. On the other hand, beyond Tc,
the in-plane Zeeman field gives rise to a ferromagnetic
order which pervades the two-dimensional plane. The
long tail in FIG. 4(c) implies that the ferromagnetism
is extended upto temperatures well beyond Tc, which
has also been reported experimentally [5]. Both crys-
talline and amorphous interfaces, as well as Oxygen-
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FIG. 4. (Color online) The temperature variations of (a) mean
pairing gap, (b) average occupation number and (c) average
magnetization for a range of vacancy concentrations. Param-
eter used: α = 0.8 and Hx = 0.5.
deficient SrTiO3 substrates exhibit a carrier freeze-out
below ∼100 K [19, 35, 36] following the empirical rela-
tion n ∝ e−ǫ/kBT , up to very low temperatures, where
ǫ is the activation energy for Oxygen vacancy forma-
tion (about 4.2 meV for Oxygen-deficient SrTiO3 and
0.5 meV for Oxygen-annealed LaAlO3/SrTiO3 interface).
This carrier-freezing effect is very important and some-
times leads to a metal-insulator transition [21]. We ob-
serve a similar behavior for the carrier concentration in
our analysis as the temperature is lowered, shown in
FIG. 4(b). Clearly, the T = 0 value of carrier concen-
tration is strongly defect-limited as well.
Superconducting properties depend sensitively on the
stoichiometry and subsequent ordering of Oxygen va-
cancies as reported by some earlier experimental stud-
ies [37, 38]. Oxygen vacancies destroy the superconduct-
ing order locally (FIG. 1(c)). In FIG. 5, we show the
density of states of the system for a range of vacancy
concentrations.
As Oxygen vacancy concentration is increased gradu-
ally the superconducting energy gap closes and a pseudo-
gap like feature shows up. Recent tunnelling spectra
measurement [39] revealed a pseudo-gap behaviour of
the interface superconductivity similar to the high-Tc
cuprates. Since Oxygen vacancy is an inalienable part
of SrTiO3 substrates, the pseudo-gap is expected to
be present in any SrTiO3-based interface supercondutor
with broken inversion symmetry. With increasing va-
cancy concentration, there is a pile up of the states at
around -2 eV (Fig. 5)reflecting the pinning at the va-
cancy potential; Oxygen vacancy affects all vacancy sites
uniformly in our model (1). There is a gradual shift of the
states to lower energies with increasing Oxygen vacancy
and in realistic situations the peak around -2 eV will get
broadened due to the spread in vacancy potential.
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FIG. 5. (Color online) The density of states for different Oxy-
gen vacancy concentrations, showing the appearance of pseu-
dogap states at higher vacancy concentrations. Parameter
used: µ = 0, α = 0.8 and Hx = 0.5.
CONCLUSION
Oxygen vacancy at the interface is a key ingredient
of the LaAlO3/SrTiO3 interface and plays a major role
in the emergence of coexisting ferromagnetism and su-
perconductivity. The Monte-Carlo method coupled to
BdG mean-field formalism captures the essential features
of the inhomogeneous system. The Rashba SO interac-
tion, originated from the highly broken inversion sym-
metry, creates helical bands in which the electron spins
are aligned to essentially render the superconductivity a
chiral px ± ipy-wave one. Following Michaeli et al. [40],
we assume that there are localized electrons from the
dxy band acting as localized moments and interact with
the conduction electrons via a ferromagnetic exchange
(modeled as a uniform Zeeman field parallel to the inter-
face plane). The conventional wisdom is that electrons
cannot be both ferromagnetically ordered and supercon-
ducting simultaneously. Here, the defects in the form
of Oxygen vacancies play a crucial role in stabilizing a
robust ferromagnetism and hence the coexistence of the
two competing orders. Even though, there can certainly
be effects of Oxygen vacancies at the layers just above or
below the interface plane which is TiO2-terminated, our
calculations show that a clustering of the vacancies in the
2D plane at very low temperatures is possible with sig-
nificant implications. It helps establish long-range ferro-
magnetic order in the regions where superconductivity is
locally degraded. It also sheds light on the career freeze-
out effect observed experimentally as the temperature is
5reduced. With increasing vacancy concentration, pseu-
dogap states appear in the local density of states. The
analysis, presented here, is useful for a detail understand-
ing of the role of Oxygen vacancies in the properties of
field-effect devices fabricated using LaAlO3/SrTiO3 het-
erostructures.
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