Image super-resolution (SR) is one of the long-standing and active topics in image processing community. A large body of works for image super resolution formulate the problem with Bayesian modeling techniques and then obtain its Maximum-A-Posteriori (MAP) solution, which actually boils down to a regularized regression task over separable regularization term. Although straightforward, this approach cannot exploit the full potential offered by the probabilistic modeling, as only the posterior mode is sought. Also, the separable property of the regularization term can not capture any correlations between the sparse coefficients, which sacrifices much on its modeling accuracy. We propose a Bayesian image SR algorithm via sparse modeling of natural images. The sparsity property of the latent high resolution image is exploited by introducing latent variables into the high-order Markov Random Field (MRF) which capture the content adaptive variance by pixel-wise adaptation. The high-resolution image is estimated via Empirical Bayesian estimation scheme, which is substantially faster than our previous approach based on Markov Chain Monte Carlo sampling [1] . It is shown that the actual cost function for the proposed approach actually incorporates a non-factorial regularization term over the sparse coefficients.
thus limiting the subsequent tasks based on them. Image SR aims to estimate a high-resolution image (HR) from a single or a set of low-resolution (LR) observations [2] , which is termed as single image SR and multi-frame SR respectively. SR has a long history and is a still very active field [2] , with many new techniques emerging [3] , [4] , [5] , [6] .
Conventional multi-frame SR methods are reconstruction based methods. They typically perform motion estimation followed by frame fusion [2] , which rely on the complementary information contained in different frames for resolution enhancement. The success of this kind of approaches relies heavily on the accuracy of the motion estimation procedure as well as the later frame fusion scheme. Furthermore, such reconstruction based methods are inherently limited to the case of small zooming factors [7] . For single image SR, the simplest methods are the interpolation-based approaches, e.g., bicubic interpolation.
However, such analytical interpolation based methods do not exploit the underlying structures in natural images, such as edges, thus usually blurring the fine details and introducing artifacts in the interpolated results. More advanced interpolation-based methods take the underlying structures of the image into consideration during interpolation, e.g., [8] , [9] , thus improving the interpolation quality by adjusting the interpolation scheme according to the latent structures. Recently, methods exploiting the natural image priors for SR have been proposed in the literature [3] , [6] , [10] , [11] , [1] . Freeman et al. exploited the patch similarity prior with the help of a large training image set for SR [3] . Tappen et al. developed a Markov Random Field based SR algorithm utilizing the sparse derivative prior of natural images [10] .
Yang et al. proposed a SR approach based on the sparse representation prior of image patches with respect to a properly chosen dictionary [6] . Kim et al. developed a regression-based SR algorithm based on kernel regression and with a sparsity prior of natural images [11] . Apart from the sparsity prior, SR methods exploiting other properties of natural images such as self-similarities and local/non-local regularities have also been proposed in the literature [4] , [5] . Another property of natural images is the edge statistics, which have been exploited in [12] , [13] and [14] as a prior for SR. While exploiting the natural image statistical properties as a prior, these methods typically formulate the problem within the Bayesian framework and then estimate the final HR image with a Maximum A Posteriori (MAP) estimation approach. 1 Although it is demonstrated effective in some applications, this kind of approach discards the further potential enabled by the Bayesian probabilistic modeling. Another limitation is that the regularization term is typically designed empirically a priori, thus is not guaranteed to be compatible with the image statistics. There are indeed some Bayesian SR approaches in the literature that do not use MAP solution [15] , [16] , [17] , [18] ; however, they typically use very simple image priors to ensure the tractability of computation, thus limiting their performance. A SR approach using posterior based sampling is proposed in [15] . This method is limited by the fact that it uses a very simple Ising model as its prior [15] . Multi-frame SR methods based on Variational Bayes (VB) technique have been developed in the past [16] , [17] , [18] . In [16] , the authors used the Total Variation (TV) model as the prior, which prefers piecewise linear images thus is not quite adequate for general natural images. In [17] , the authors used a casual Gaussian MRF model as the prior, which includes latent variables indicating the dependency of two adjacent pixels. Although the model has taken the edge structure of natural images into consideration, it is not flexible enough to capture the statistics of natural images well. In [1] , a
Bayesian image SR method with high-order MRF modelling of natural images is proposed and the HR image is estimated via MCMC sampling. To sum up, the conventional SR approaches using regularized regression are limited by the fact that they do not exploit the full potential offered by the probabilistic modeling, although various kinds of regularization terms have been designed; on the other hand, for the previously developed Bayesian SR approach, the prior is typically limited to very simple models to ensure the tractability in computation, thus limiting their estimation quality. Furthermore, VB technique is typically used for the posterior mean estimation in those approaches, which actually compromises the modeling accuracy, while the sampling based approach is time consuming with high computational cost.
We propose in this paper a single image super-resolution algorithm using sparse bayesian modeling of natural images, which enjoys several advantages:
1) the proposed method is derived in a Bayesian framework, which can incorporate the a priori knowledge on the latent HR image as well as other uncertainties such as the noise level into the framework in a natural way;
2) a high-order MRF model is used for for capturing the HR image statistics. Different from [1] which uses a Gaussian Scale Mixtures (GSM) with finite discrete scales, our model uses an infinite number of components in the GSM model, with the scales adaptively learned along with the process of HR image estimation, rather than chosen from a pre-specified finite set of discrete scales as in [1] . Also, as a global statistical prior is used for the HR image, our algorithm does not require to re-train the model when the zooming factor is changed as required by the sparse representation based SR method [6] . Therefore, the proposed method is more flexible.
3) an empirical Bayesian method is applied for the task of HR image estimation as well as the estimation of the hyper-parameters, which does not require ad-hoc modifications (tuning the tradeoff parameters) as the MAP approach to achieve desirable restoration performance. Also, it is less sensitive to the local minima in the solution space than MAP, especially when heavy-tailed priors are applied. The proposed method is much more efficient than the method based on Markov Chain
Monte Carlo (MCMC) sampling [1] and can generate results comparable to or better than that method.
The rest of this paper is organized as follows. We first give a review of some related previous works briefly in Section II, including the general restoration framework as well as the previous approaches for modeling natural images. We introduce our SR framework with Sparse Bayesian modeling of natural images in Section III. Then we present an efficient and effective super-resolution algorithm in Section IV.
Experiments are conducted in Section V and the results are compared with several state-of-the-art algorithms. We conclude this paper in Section VI.
II. PREVIOUS WORKS
We review some of the related previous works in this section, which will lay the foundation for the derivation of our approach later.
A. Image Restoration Model
Mathematically, the LR image formation process is usually modeled as the convolution of the latent HR image with a low-pass filter which models the low passing property of the imaging system followed with downsampling,
where x ∈ R m and y ∈ R n is the vector representation of the HR and LR image, respectively, obtained by lexicographical ordering the images. H ∈ R m×m is the matrix corresponding to the blurring process with blur kernel h and D ∈ R n×m (n < m) is the matrix representing the downsampling operator.
ǫ ∈ R n is a noise term. The task of SR is to estimate the underlying HR image x given only the LR observation y. In the sequel, we review briefly some related works in the literature.
As the task of SR is to estimate a high resolution image from the low resolution observation, the number of unknowns m is larger than that of the knowns n, thus the problem is ill-posed. Therefore, regularization techniques based on the a priori knowledge are required to alleviate the ill-posedness of this problem. Typically, the task of SR is formulated as a regularized least square regression problem.
Mathematically,x = arg min
where the first term is the fidelity term reflecting the fact that the unknown HR image x should generate observation that is similar to y after passing it through the observation system. The second term, R(·), is a regularization term on the desired HR image to alleviate the ill-posedness of the SR problem. λ is a parameter balancing the contributions of these two terms. This is a very popular model and has been adopted in many recent SR and other related works [13] , [14] , [19] , [20] . Following this direction, most of the current works focus on designing different formulations for the regularization term R(·). The most classical choice for R(·) would be the squared ℓ 2 -norm, which is based on the assumption that the energy of the HR image should not be too large. Because of its well known blurring effect for the ℓ 2 -norm based regularization, some algorithms apply the ℓ 2 -norm in the gradient domain. Recently, many approaches exploiting the sparsity property of natural images are developed [6] , [10] , [11] , [13] , [14] , [20] . A general approach for designing R(·) utilizing the sparsity property is to use the sparsity property in the transform domain (e.g., wavelet domain, edge domain) as regularization [13] , [14] . A novel regularization term called 'Softcuts' has been developed in [13] , by exploiting the sparse property of the edge profiles. In [14] , the authors use the sparsity prior of the edges in images by first estimating the gradient of the HR image via transforming that of the LR image with the learned relationship between the LR and HR gradients. Then the regularization term R(·) is designed as the distance between the gradients of the unknown latent HR image and the estimated HR gradients. A sparse representation (coding) based SR (ScSR) method has been proposed in [6] based on the property that natural image patches have a sparse representation with respect to a properly chosen dictionary. Specifically, the ScSR method first recovers the sparse representation coefficients from the low resolution patches with respect to a low resolution dictionary, and then reconstructs a high resolution patch with the recovered representation coefficients and a high resolution dictionary, which is trained jointly with the low resolution dictionary. To further enhance the texture details in the estimated HR images, several approaches have been proposed by using texture prior offered by domain specific examples [20] , [21] , [22] .
The regularized SR model (2) is related to a probabilistic model as follows:
where σ denotes the standard deviation of the noise and η is a scale parameter for the prior distribution of x. At this point, it is easy to see that the solution to (2) corresponds to the Maximum-A-Posteriori (MAP) solution to (3) due to the following relation
which corresponds to the mode of the posterior distribution for the HR image x. The regularization parameter λ in (2) is related to σ and η in (3) by λ = σ 2 η 2 . Because of this relation, many previous works first model the SR problem in a probabilistic framework as (3) and then estimate the HR image by minimizing the negative logarithm of it, which actually boils down to the regularized regression model as shown in (2) [14] , [20] . To solve (2), gradient based optimization schemes are typically used [14] , [20] . While some encouraging results can be obtained, the MAP approach could not exploit the full potential offered by the probabilistic modeling, as only the posterior mode is sought for solution, discarding much information offered by the probabilistic model.
Even worse, it is prone to getting stuck in a local minima when the prior model is a heavy-tailed distribution, which actually leads to a non-convex optimization problem, thus there is no guarantee of obtaining even the posterior mode.
B. Prior Models based on Natural Image Statistics
The statistics of natural images have received great attention of researchers from different communities for both understanding the human visual system and designing more effective processing algorithms [23] .
Natural image statistics modeling has a fundamental relation with the field of image processing. Natural images are different from random noise image in that they exhibit structures. Examples are local regularities such as edges [9] and self-similarities [4] , [5] . As a result, the natural images only occupy a tiny fraction of the whole space of all the images generated by all the possibilities enables by the pixel value combinations. Natural images have strong statistical properties known as natural image statistics [24] , [25] , [26] . One of the most well-known properties is that the natural images exhibit heavy-tailed distribution when applying derivative filters onto them. This can be explained intuitively as follows: on one hand, natural images are locally smooth, therefore, the local difference will be small, thus the marginal distribution will decrease faster than the Gaussian distribution; on the other hand, natural images have many structures such as edges, where the derivative response can be large, which contributes to the heavier tails than the Gaussian distribution. This prior enjoys wide range of applications, including image denoising [25] , [26] , deblurring [27] and super-resolution [1] , [11] . Apart from this heavy-tailed marginal statistics, natural images also exhibit several other properties, such as scale invariance, which states that the natural images exhibit similar heavy-tailed distribution at different scales [24] . Another property is the joint statistics, meaning that the neighboring pixels in the natural images exhibits high dependency [26] .
There are many works on image priors and it is still a very active research topic. Gaussian model applied onto the derivatives of images is the most classical and widely used one due to its simplicity:
where ∇x denotes the gradients of image x. Gaussian prior is related to the Tikhonov regularization in the inverse problem theory. Although it has the advantage of closed-form solution, it can not generate satisfying solutions in most of the image restoration cases as it typically smooths the image too much.
To preserve the edge structure, Laplacian prior is later used as image prior and is defined as:
Laplacian prior is related to the Total Variation (TV) model derived in the Partial Differential Equation field [28] , which has been proved to keep the image discontinuities better. It is also related to the ℓ 1 -norm based regularization, which is well known for its ability in promoting sparsity for the solution.
Although the TV prior can preserve the edges, it can not capture natural image statistics well enough, as the resulting images are typically piecewise linear, which is desirable for cartoon-like images, but not for natural images. Natural images follow a distribution with heavier tails than Gaussian and Laplacian distribution, which has been realized and used by many researchers recently [27] , [29] . To over come this limitation, some researchers proposed to use the hyper-Laplacian sparse prior for natural images which has been successfully applied in many fields [27] , [29] :
where x α is defined as x α = i |x(i)| α . α here is the parameter controlling the sparseness of the desired natural images. For natural images, the responses with respect to the learned sparse filters are sparse, i.e., with a large number of zero elements and a few responses with large absolute values; therefore, α is typically chosen as 0.5 ≤ α ≤ 0.8 in the literature [29] .
An elegant formulation for unifying the above mentioned probabilistic models of natural images is Markov Random Field (MRF) [26] . MRF is a type of undirected graph, where the node and edge of this graph is defined differently according to different MRF configurations. In MRF, the probability of a whole image x is defined as follows based on the computation of local cliques:
where ζ denotes the set of all pixel locations of the image and c refers to a particular location.
the vector made up by the local neighborhood at c for the image x, which is also referred to as a clique.
f (·) is a potential function, which takes a clique as input and outputs the potential or energy for that clique. Z is the partition function to ensure p(x) to be integrated to one. One typical MRF model is the so called pairwise MRF. In this model, each pixel in the image is defined as a node. Each pixel is connected with its directed neighbors.
The choice of the potential function f (·) is crucial for the modeling quality. The conventional choice is the Gaussian function, as in (5). With the recent development in natural image statistics, it is demonstrated that the potential function defined as a heavy-tailed function over the response of derivative filters on the clique x c can better capture the image statistics [26] . Motivated by the property of heavy-tailed marginal distribution of natural images, to improve the modeling quality, researchers suggest to use heavy-tailed potential functions such as Laplacian and hyper-Laplacian as in (6) and (7) and Student-t distribution as used in [26] .
In the terminology of MRF, the models (5)∼ (7) are pairwise MRF, as only two neighboring pixels are involved in each clique, due to the usage of the first order derivative filters. However, the modeling power of pairwise MRF is rather limited, as the pixels in natural images also exhibit long range relations; therefore, high-order MRF model is developed in some recent work [26] . One challenge in the case of high-order MRF is that the proper potential function is hard to define in the high dimensional space, as the size of a clique has been increased. The recently introduced Field-of-Experts (FoE) model formulates the potential on clique c as a product of several functions defined on different low dimensional spaces respectively [26] :
which is known as the Product-of-Expert (PoE) model in the literature [30] . (k l * x) c refers to the c-th
is a set of derivative filters, either designed under some criteria or learned from the data [25] , [26] . K l ∈ R m×m is the matrix representation corresponding to the derivative filter k l , with the following relation: K l x = k l * x. The clique x [c] in this model is actually the local patch covered by the filter k l (l ∈ {1, · · · , L}) at c. The model in (9) consists of L expert functions to model the high-dimensional distribution by using the products of them. {Θ l } L l=1 is the parameter set associated with the PoE.
In FoE, the filters are learned from the training data [26] . The advantage of learned filters over prespecified ones (such as
is that the learned filters have the potential to capture the statistics of natural images better than the simple horizontal and vertical derivative filters. Note that the prior can also be made adaptive to the content of the specific image by allowing its parameters to change according to the content [31] . One challenge in learning the MRF model is that the normalization term Z is typically intractable to evaluate, which poses a great difficulty for the learning process. To handle this challenge, several schemes such as Contrastive Divergence [30] and Score Matching [32] are proposed in the literature.
III. IMAGE SUPER RESOLUTION VIA SPARSE BAYESIAN MODELING
As mentioned above, the conventional SR approaches using regularized regression can not exploit the full potential of the probabilistic model and are also often faced with non-convex optimization problem when heavy-tailed sparse priors are used, thus is prone to be trapped in a local minima; on the other hand, previously proposed Bayesian SR approach 2 only used very simple prior model for natural images due to the limitation in computation [16] , [17] , [18] , or resorting to MCMC sampling when a more advanced prior is used in the Bayesian model [1] . In this section, we present an effective and efficient Bayesian SR approach which can use advanced prior model learned from natural images as [1] , while reducing the computational overhead significantly. The framework of the proposed approach is illustrated in Figure 1 .
In the sequel, we first formulate the SR problem in the Bayesian framework and then present an effective algorithm for generating the SR image. In terms of Bayesian inference, the latent SR image is estimated via the posterior distribution p(x|y; Θ). Using the Bayes rule, we can get:
therefore, the task for the Bayes modeling includes the configuration of the likelihood p(y|x; Θ) and the prior p(x), which is presented in detail in the sequel.
A. Bayesian Image Super Resolution Formulation
In this subsection, we first present the likelihood and prior model, and then derive the posterior for the latent HR image, from which the posterior mean is computed as the estimation of the HR image.
2 By Bayesian SR, we refer to those approaches that use the MMSE estimation criteria, rather than those using the MAP criteria, even though they are formulated in a Bayesian framework. 
1) Likelihood:
The noise term ǫ is assumed to be known only up to the statistical property, i.e.. its statistical distribution. The statistical distribution of the noise is application dependent. In many situations, the noise term can be modeled with Gaussian distribution. In this work, we also use a Gaussian distribution for modeling the statistics of noise. Assuming the elements in the noise term ǫ follow i.i.d. Gaussian distribution and the standard deviation is σ, then we have:
With (11) and the observation model defined in (1), we can derive the following conditional distribution for the observed image:
where I ∈ R n×n is the identity matrix. The noise level σ 2 is not assumed to be known. Rather, we treat it as a random variable and place a hyperprior on it as shown later.
2) Prior Model for Image:
The definition of the prior model for the HR image is crucial for the final HR estimation quality. The design of such a prior should reflect the desired property of natural HR images.
The Gaussian prior reflects the smoothness property of natural images. However, this prior typically causes blurring effects for the structures in natural images, as it fails in capturing the heavy-tailed distribution of the natural image statistics. Also, the conventional first-order MRF model for natural images are limited by the pairwise interaction, as it is not flexible enough for capturing the image statistics. The recently developed FoE model is a high-order MRF model that can capture the statistics of natural images better by learning the high-order filters from the data [26] . Therefore, in this work, we use a high-order FoE model as the prior for the underlying HR image x:
where Gaussian scale mixtures (GSM) model (15) is used as the expert function φ(·) rather than Student-t distribution as used in [26] , and the Gaussian, Laplacian and hyper-Laplacian functions used in (5), (6) and (7) respectively. This model is very flexible and can be adapted easily for capturing the natural image statistics. In our previous work [1] , we have used discrete and finite Gaussian Scale Mixture (GSM) as the expert function:
where β lj is the normalized weight for the j-th component in the Gaussian mixture for modeling the responds of the l-th filter. η 2 l is the base variance for the J Gaussian components in the l-th expert function. s j is the scale parameter for the j-th component. The usage of this expert function allows efficient sampling as used in [1] . However, in this model, the scales are pre-defined and restricted to be one of the values in the discrete set. Now we resort to variational approach for modeling the expert function φ(·) as:
which is actually the superposition of zero-mean-Gaussian with different variances.
Using (13) and (15), we can have the following prior model for the latent HR image x as:
where
3) Hyperpriors on Hyperparameters:
We do not assume the noise level to be known in our model.
Rather, we treat the noise level as a random variable and perform estimation for it jointly with other random variables. Specifically, to model this random variable, we use a Gamma distribution as its hyperprior:
where τ = σ −2 which is also referred to as precision. a o and b o are non-negative parameters controlling the shape and scale of the Gamma distribution, respectively. For the latent variables {γ l } L l=1 , we also place gamma priors over them, which will promote sparsity combined with the prior for xx:
where a and b are the hyper-parameters for the hyper-priors.
4) Posterior:
By substituting (12), (16), (17) and (18) into (10), we can derive the following posterior for the latent HR image x as well as the precision τ :
IV. EMPIRICAL BAYESIAN SUPER-RESOLUTION ALGORITHM

A. Empirical Bayesian SR Algorithm
After obtaining the posterior (19), we should perform inference based on it. However, there are several challenges for this. One of the difficulties is the fact that (19) is typically intractable as we can not perform the normalization of it. Therefore, approximate schemes have to be adopted. One type of approach is to approximate the posterior distribution with separable distribution under criteria such as KL-divergence, thus transforming the problem to another easy-to-solve problem. A representative example is the Variational Bayes (VB) method [33] , which has been applied to image deblurring and compressive sensing recently [27] , [34] . While approaches based on the VB technique are computationally efficient as it typically offers analytic formulas for updating the variables, it compromises the modeling accuracy for computational efficiency. Apart from approximating the original model with tractable ones as in VB, another line of solution is based on generative sampling from the posterior distribution. After obtaining enough samples from the posterior distribution, the empirical mean calculated from the generated samples is used as the estimation for the posterior mean. This approach has been used in our previous work on image SR [1] , which is, however, time consuming and not practical for real applications.
Rather than using VB approximation or sampling, Tipping suggested instead to decompose the posterior into two parts as follows [35] :
The reason for this decomposition is that while the full posterior is not analytically computable due to the normalization factor, the first part of (20) enables this analytical calculation. The empirical Bayesian approach first estimates the parameters and latent variables via maximizing the marginal likelihood by integrating out the unknown variable x, and then uses the estimated optimal parameters for evaluating the conditional posterior for x using the first part of (20) [35] , [36] . This approach is first applied in Relevance Vector Machine (RVM) as an alternative for Support Vector Machine (SVM) and also used in Automatic Relevance Determination (ARD) [35] . automatic relevance determination This approach has been introduced into single processing community for basis selection and sparse representation by Wipf et al. in [37] , which has later been extended further in [38] , [39] , [36] , [40] , all showing superior performance in various signal processing applications. Some theoretical analysis on the optimality conditions has been carried out in [36] , [40] . In this work, we further exploit the possibilities of this promising paradigm for image processing tasks. The extension, however, is non-trivial, due to the high-dimensional property inherent to image processing tasks.
Specifically, decomposing (19) into two parts according to (20) , we have the first part as follows:
where the posterior mean and convariance are:
where Γ l = diag(γ l ). Basically, the first part guarantees that the posterior mean estimation of the HR image can be obtained via (22) once the hyper-parameters ({γ l } L l=1 , τ ) are known. The estimation of these hyper-parameters are obtained by minimizing the negative log of the marginal likelihood with the unknown latent HR image x integrated out is as follows [35] , [36] , [40] , [41] :
where L({γ l } L l=1 , τ ) is the negative log of the marginal likelihood defined as
This leads to the following updating rules for {γ l } L l=1 and τ . The optimal γ l can be computed as [35] , [36] , [40] :
where u l K l * µ x and the optimal z li is given by:
The optimal τ can be computed as [41] :
ii .
B. Covariance Estimation
The estimation of the covariance Σ x is required for updating both γ l and τ , as shown in (27) and (29) . However, as shown in (23), explicit calculation of Σ x requires the inversion of a very large matrix, which is intractable typically and is also the case in our task. In the past, different approaches have been proposed for estimating the covariance matrix approximately, including the low-rank approximation method using Lanczos algorithm [42] and sampling based method [43] , [44] , which are time-consuming.
In the sequel, we will present an efficient approximate covariance estimation approach. Specifically, we use a diagonal approximation of Σ x asΣ x :
Therefore, the key is to compute diag(Σ x ). To achieve this goal, we take advantage of the following two relations:
The second relation is for Ax = k * x (neglecting the boundary condition), we have
From (31) and (32), we have
where A is the convolution matrix corresponding to the PSF kernel k (i.e., Ax = k * x). A straight forward generalization leads to the following relation:
and
wherek = fliplr(flipud (k)).
From (23) and (35), we have
Recall the relationship between Σ and W γ as shown in (23), we have
With this covariance approximation, we can now detail the computation of {γ l } L l=1 as follows:
where x .2 denotes the element-wise square of the vector x. Plugging (37) into (38), we have the update equation for the latent variables {γ l } L l=1 :
where v diag(Σ x ). Similarly, from (29) and (37), the updating equation for w reduces to:
It is worthwhile to point out that the approximate computation of the covariance is only used for updating the parameters. The computation of the covariance is also involved in the estimation of the HR image x in (22) but the covariance matrix there is not approximately calculated. As (22) can be solved efficiently with Conjugate Gradient (CG) method, it is unnecessary to construct K and W z explicitly, as only the ability to evaluate a vector with respect to them is required in the CG algorithm, thus avoiding the intractability of explicitly constructing the covariance matrix or resorting to approximation to it.
Note that in (28) is an identity matrix, our model reduces naturally to a deblurring algorithm. Fig. 2 . Illustration of the 8 learned filters from natural images [45] . These filters are used in the FoE model with an infinite GSM as its expert functions. Note that the shape of this function is not determined beforehand but adaptively learned alongside the estimation process.
C. Implementation Details
In this subsection, we make some comments on the implementation details. The low-passing filter corresponding to H is modeled as a Gaussian filer with standard deviation of 2 when the zooming factor is 3. The size of the Gaussian filer is set as 7. The filtering process is implemented via FFT in the 
The γ l 's are initialized as γ l = 10 −5 1.
• update the HR image x via (22);
• update the covariance approximation via (36) and (37);
• update γ l via (39);
• update τ via (28) and (29). Figure 2 . These filters are used in the FoE model with a infinite GSM as its expert functions. Note that the shape of this function is not determined beforehand but adaptively learned alongside the estimation process. In our implementation, we use filters {k l } L l=1 with size of 3 × 3. The filters {k l } L l=1 for each GSM are learned from the training images using the Contrastive Divergence algorithm [30] , which are the same as those used in our previous work [1] . Specifically, we use the implementation given by [45] which is trained on the Berkeley Segmentation database [46] . Note that the training dataset does not include any test images used for comparison in the experimental section.
V. EXPERIMENTS AND RESULTS
In this section, we conduct several experiments to evaluate the effectiveness of the proposed method, both qualitatively and quantitatively. We first give an illustrative example to demonstrate some basic properties of the proposed algorithm. Then we compare the SR estimation results with several classical as well as state-of-the-art SR methods, on several standard test images as well as real-world color images.
Finally, the robustness of the proposed SR method with respect to noise is also investigated. Peak Signal to Noise Ratio (PSNR) is adopted as an evaluation metric which is defined as: wherex denotes the estimated SR image and x denotes the original HR image. m is the total number of pixels in x. The Structural SIMilarity index (SSIM) is used as another objective measure, which aligns better with the human perception than PSNR [47] .
A. Super Resolution Experiment
To verify the effectiveness of the proposed method, we compare the SR performance of the proposed method with several algorithms: Nearest Neighbor interpolation (NN), bicubic interpolation (BI), fast SR method [19] , ScSR method [6] , 3 , Variational Bayesian based SR (VBSR) method [16] 4 , as well as the Natural image prior based Bayesian SR method using sampling (NBSR) [1] . In this experiment, we use the standard test images in the noise-free setting for evaluation and use PSNR and SSIM as the objective measures. The zooming factor in this experiment is r = 3. The SR results in terms of PSNR 3 For the ScSR method, the dictionary size is 1024 and the regularization parameter is set as λ = 0.1 which is the same setting as in [6] . 4 codes are available at http://decsai.ugr.es/pi /superresolution/software.html Nearest Neighbor Interpolation, sparse representation based SR method [6] , the NBSR method [1] and the proposed EBSR method. The results evaluated in terms of PSNR and SSIM are reported in Table I. and SSIM are summarized in Table I . As can be seen from Table I , the proposed method can generate SR images with better quality in terms of PSNR and SSIM than the fast SR method [19] and the ScSR method [6] on all the testing images. Also, the proposed method performs comparable or better than the NBSR [1] method. This clearly demonstrates the effectiveness of the proposed method. To further compare the SR results visually, we show some of the SR results from different algorithms in Figure 3 .
As can be seen from Figure 3 , the fast SR method tends to removing the fine details from the image and the SR results exhibit cartoon-like artifacts. Furthermore, it is noticed from Figure 3 that the SR results from the ScSR method have some artifacts along the edge structures (see the zoomed patches for 'peppers' and 'cameraman' images in Figure 3 ). This may result from the inconsistency in recovering the HR patches from the neighboring LR patches. On the other hand, the SR image from the proposed method does not suffer from these artifacts, due to the usage of the global statistical model as well as To further verify the effectiveness of the proposed method, we compare its SR performance with more SR algorithms, including the Kernel Ridge Regression SR (KRR) method [11] , the Variational Bayesian SR (VBSR) method [16] and NBSR [1] , with zooming factor of 4. 5 The KRR method achieves SR via patch-based sparse kernel regression for capturing the mapping between low resolution and high resolution patches. The VBSR method uses a simple TV prior model and estimates the HR image with posterior mean via variational Bayesian approximation. As in the current implementation of the VBSR method, the matrices corresponding to the low-pass filtering as well as the down-sampling operator are constructed explicitly, thus it can only handle small images. Therefore, we crop image parts of size 192 × 192 from the standard test images and summarize the results in Table II . As can be seen from Table II, the KRR 5 As both the KRR and VBSR methods can only handle SR tasks with even zooming factor, they are not compared in Table I . method performs better than the fast SR method in general, and the VBSR method overall performs similar to the ScSR method and the KRR method. Finally, the proposed method outperforms the VBSR method and all the other methods constantly in terms of both PSNR and SSIM, which demonstrates the superiority of the proposed method. The average computational time for different algorithms as well as their corresponding SR performance in terms of PSNR and SSIM are shown in Figure 4 . 6 The typical number of iteration is 10 for the fast SR method, 30 for VBSR, 100 for NBSR and 10 for the proposed method. The other algorithms in Table II are 'one-shot' methods that require no iteration. As can be observed from Figure 4 that proposed method outperforms the state-of-art NBSR [1] method in terms of HR estimation quality while can reduce the computational time by around an order of magnitude.
Besides, the proposed method has similar computational cost with the VBSR [16] while the proposed method performs much better. 6 The computational time is measured on a Laptop with Intel Core2 Duo P8600 (2.4GHz) CPU and 1GB RAM. We further evaluate the proposed SR method on the task of color image SR. For color image SR, we only perform SR for the intensity channel in the YCbCr color space and use bicubic interpolation for the other two channels. The reason is that human eyes are more sensitive to the intensity changes of the image than to the changes in other channels such as saturation and hue. This scheme has been practised already in the previous SR works [6] . The SR results on color images with the zooming factor of 3 are shown in Figure 5 . The PSNR and SSIM results accompanying these images are also reported. As can be seen from Figure 5 , the proposed method can generate SR images visually comparable to the sparse representation based method, which are much better than the fast SR method. Detailed inspections also reveal that the SR results from the proposed method have less artifacts than those from the ScSR method (see the zoomed patches for the nose and eye parts of the 'girl' image in Figure 5 ), and appear sharper than than the results from the NBSR method. Furthermore, the quantitative evaluation also indicates that the SR results from the proposed method have better quality in terms of PSNR and SSIM.
More color image SR results are shown in Figure 6 and Figure 7 , with the zooming factor of 4.
We compare the SR result from our proposed method with the results from several SR methods in the [16] . From Figure 6 , we can see that the fast SR method again over-smooths the HR image, and the ScSR method generates HR images with artifacts along the edges. The HR image from the VBSR method suffers from ringing artifacts. The proposed method, on the other hand, generates HR image with less artifacts and with desirable quality both visually and in terms of PSNR and SSIM, and with comparable (slightly better) quality than the results of NBSR. More SR algorithms are compared in Figure 7 . It can be observed from Figure 7 that the SR results from Freeman's example-based SR method and Glasner's method although have visual resolution improvement, they actually hallcinating some high resolution information that is not fidelity to the original image, thus hindering the improvement in terms of PSNR and SSIM. Fattal's method and Shan's method appear to suffer from cartoon-like artifacts. The proposed method is visually much better than results via NN; also, it has less artifacts compared to the result from example-based SR method [3] , and is sharper than result from Kim's kernel regression method [11] and the NBSR method [1] , and achieves the best performance in terms of PSNR and SSIM. The results on both gray and color image SR all verified the effectiveness of the proposed method.
B. Noisy Image Super Resolution
In real-world SR tasks, the observed LR images are rarely noise-free, but are often contaminated by noise. Therefore, it is important for the SR algorithm to be robust to the noise contained in the LR observations. In this subsection, we evaluate the effectiveness of the proposed approach in the case of noisy SR situation, i.e., the given input is both of low in resolution and is contaminated by noise. The SR estimation results under the noise levels σ ∈ {0, 1, 2, 4} are reported in Table III . The bar plots for the evaluated algorithms are shown in Figure 8 . The PSNR and SSIM performance shown in Figure 8 is the average performance over the test images. As can been seen from Table III and Figure 8 , the proposed method performs better than the other methods when the noise level is low; as the noise level increases, the performances in terms of PSNR and SSIM measures of all the SR algorithms decreases.
In this case, the performance of the proposed method is still better than the other algorithms in general in terms of SSIM and is comparable to ScSR in terms of PSNR, indicating its robustness to the noise in the LR images and its applicability to general SR scenarios. It is worthwhile to point out that for the ScSR method, it is given the ground truth noise level, and its regularization weight has to be adjusted according to the noise level. 7 The proposed method, on the other hand, does not require the noise level to be known, but can infer it from the noise LR image itself, while generating results comparable or better than those from ScSR, demonstrating its effectiveness for real-world SR tasks. 7 In our experiments, we adjust the regularization weight the same way as suggested in [6] . the effectiveness of the proposed method. Specifically, compared with our previous sampling based SR approach [1] , the method proposed in this paper can generate SR results with comparable or better quality than our previous sampling based SR approach [1] , while with far less computational cost. For future work, we would like to extend our current approach to other related inverse problems, such as multiframe super resolution. The extension of the current work to blind deblurring is our current ongoing work, which is encouraging based on our now obtained results.
