We propose an alternative approach for studying queueing systems by employing robust optimization as opposed to stochastic analysis. While traditional stochastic queueing theory relies on Kolmogorov's axioms of probability and models arrivals and services as renewal processes, we use the limit laws of probability as the axioms of our methodology and model the queueing systems primitives by uncertainty sets. In this framework, we obtain closed form expressions for the steady-state waiting times in multi-server queues with heavy-tailed arrival and service processes. These expressions are not available under traditional stochastic queueing theory for heavy-tailed processes, while they lead to the same qualitative insights for independent and identically distributed arrival and service times. We also develop an exact calculus for analyzing a network of queues with multiple servers based on the following key principle: a) the departure from a queue, b) the superposition, and c) the thinning of arrival processes have the same uncertainty set representation as the original arrival processes. We show that our approach, which we call the Robust Queueing Network Analyzer (RQNA) a) yields results with error percentages in single digits (for all experiments we performed) relative to simulation, b) performs significantly better than the Queueing Network Analyzer (QNA) proposed in Whitt (1983) , and c) is to a large extent insensitive to the number of servers per queue, the network size, degree of feedback, traffic intensity, and somewhat sensitive to the degree of diversity of external arrival distributions in the network.
Introduction
The origin of queueing theory dates back to the beginning of the 20 th century, when Erlang (1909) published his fundamental paper on congestion in telephone traffic. In addition to formulating and solving several practical problems arising in telephony, Erlang laid the foundations for queueing theory in terms of the nature of assumptions and techniques of analysis that are being used to this
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day. In the second part of the 20 th century, a very substantial literature of queueing theory was developed modeling queueing primitives as renewal processes.
From the time of Erlang, the Poisson process has played a very significant role in modeling the arrival process of a queue. When combined with exponentially distributed service times, the resulting M/M/m queue with m servers is tractable to analyze in steady-sate. While exponentiality leads to a tractable theory, assuming general distributions, on the other hand, yields considerable difficulty with respect to performing a near-exact analysis of the system. The GI/GI/m queue with independent and generally distributed arrivals and services is, by and large, intractable. Currently, there does not exist a method that is capable of producing accurate numerical answers, let alone closed form expressions, for arbitrary distributions. The most general method, due to Pollaczek (1957) , analyzes the performance of the GI/GI/m queue by formulating a multi-dimensional problem in the complex plane. Gall (1998) portrays the exceptional difficulty of explicitly characterizing the equations for the GI/GI/m queue given that their "partial solution can only be derived after long and complex calculations involving multiple contour integrals in a multi-dimensional complex plane". When arrival and service distributions have rational Laplace transforms of order p (for example Coxian distributions with p phases), the GI/GI/m problem becomes intractable for higher order p values. Bertsimas (1990) reports numerical results for queues with up to 100 servers and p = 2 by finding all h = m+p−1 m complex roots to distinct polynomial equations and solving a linear system of dimension h. The system's dimension, however, increases to 4.5 million when p = 5, hence illustrating the complexity of the problem under these assumptions.
The situation becomes even more challenging if one considers analyzing the performance of queueing networks. A key result that allows generalizations to networks of queues is Burke's theorem (Burke (1956) ) which states that the departure process from an M/M/m queue is Poisson.
This property allows one to analyze queueing networks and leads to product form solutions as in Jackson (1957) . However, when the queueing system is not M/M/m, the departure process is no longer a renewal process, i.e., the interdeparture times are dependent. With the departure process lacking the renewal property, the state-of-the-art theory provides no means to determine Author: Robust Queueing Theory Article submitted to Operations Research; manuscript no. (Please, provide the mansucript number!) 3 performance measures exactly, even for a simple network with queues in tandem. The two avenues in such cases are simulation and approximation. Simulation can take a considerable amount of time in order for the results to be statistically significant. In addition, simulation models are often complex, which makes it difficult to isolate and understand key qualitative insights. On the other hand, approximation methods can potentially lead to results that are not very close to the true answers.
Given these challenges, it is fair to say that the key problem of performance analysis of queueing networks has remained open under the probabilistic framework. In his opening lecture at the conference entitled "100 Years of Queueing-The Erlang Centennial", Kingman (2009) , one of the pioneers of queueing theory in the 20 th century, writes, "If a queue has an arrival process which cannot be well modeled by a Poisson process or one of its near relatives, it is likely to be difficult to fit any simple model, still less to analyze it effectively. So why do we insist on regarding the arrival times as random variables, quantities about which we can make sensible probabilistic statements? Would it not be better to accept that the arrivals form an irregular sequence, and carry out our calculations without positing a joint probability distribution over which that sequence can be averaged?". In practice, probability distributions are not inherent to the queueing system; they represent a modeling choice of the modeler that attempts to approximate the actual underlying behavior of the arrival and service processes.
We propose an alternative framework to model queueing systems based on optimization theory.
The motivation behind our idea stems from the rich development of optimization as a scientific field during the second part of the 20 th century. From its early years (Dantzig (1949) ), modern optimization has had the objective to solve multi-dimensional problems efficiently from a practical point of view. Today, many commercial codes are available which can solve truly large scale structured (linear, mixed integer and quadratic) optimization problems. In particular, Robust Optimization (RO), arguably one of the fastest growing areas in optimization in the last decade, provides, in our opinion, a natural modeling framework for stochastic systems. For a review of robust optimization, we refer the reader to Ben-Tal et al. (2009), and Bertsimas et al. (2011a) . The key idea of our
Author: Robust Queueing Theory
Article submitted to Operations Research; manuscript no. (Please, provide the mansucript number!) approach is to make the limit laws of probability theory the primitive assumptions and formulate the problems arising in queueing systems as robust optimization problems. An initial effort along these lines includes the work by Bertsimas et al. (2011b) where probabilistic guarantees on the length of a busy period and the waiting time are provided through robust optimization. Herein, we build upon this work and present a new approach for modeling the primitives of queueing systems by uncertainty sets. This framework allows us to derive exact performance analysis of the underlying stochastic system. The present paper is part of a broader investigation to analyze stochastic systems using robust optimization: performance analysis of multi-class queueing networks ), performance analysis of queueing systems in the transient domain ), network information theory ), multi-item, multi-bidder auctions ) and pricing of multi-dimensional derivative securities ). For a survey of the overall approach, see .
Our robust optimization approach to queueing theory bears philosophical similarity with the deterministic network calculus approach which was pioneered by Cruz (1991a,b) (see also Parekh (1993, 1994) , El-Taha and Stidham (1999) , C.S. Chang (2001) , Boudec and Thiran (2001) ). Both methods (a) take a non-probabilistic approach by placing deterministic constraints on the traffic flow, (b) derive bounds on key queueing performance measures via a worst-case paradigm, and (c) allow a tractable performance analysis of queues. In a similar context, Borodin et al. (2001) , Gamarnik (2003 Gamarnik ( , 2000 , Goel (1999) undertakes a deterministic worst-case approach
via adversarial queueing theory to analyze the stability of multi-class queueing networks. While philosophically similar, the aspirations we have through this work does not encompass stability analysis, and therefore we believe there is no overlap between the two approaches. Beyond their deterministic and worst-case paradigms, significant differences can be noted when comparing our framework to the network calculus approach.
(a) Different Underlying Assumptions: While both methods postulate deterministic constraints over the arrival process, the assumptions are different in nature. The deterministic network calculus bounds the number of external arrivals n t up to time t by n t ≤ λ · t + B,
where λ denotes the traffic rate and B is a constant accounting for burstiness. In contrast, our assumption on the arrival process yields different bounds on the number of arrivals n t .
In fact, denoting the arrival time of the n th t job by t, i.e., n t i=1 T i = t, and applying Assumption 1(a) with tail coefficient α a = 2, we obtain n t − √ n t λΓ a ≤ λt ≤ n t + √ n t λΓ a , where Γ a represents the effect of variability. Writing δ 2 = n t yields δ 2 − λΓ a δ ≤ λt ≤ δ 2 + λΓ a δ. This implies that δ ≥ −λΓ a + λ 2 Γ 2 a + 4λt /2, leading to n t ≥ λt − t 1 2 λ 3 2 Γ a . Similarly, we obtain
2 Γ a , which results in the following bounds on the number of arrivals by time t
Note that the way we handle variability is different from the deterministic network calculus, and is motivated and indeed consistent with the limit laws of probability (see Section 2.2).
(b) Tighter Bounds: It is widely believed that the network calculus approach can provide overly conservative bounds for single-server queues. Ciucu and Hohlfeld (2010) attribute this conservatism to the fact that the statistical properties of the arrivals are not accounted for in the assumptions of the deterministic network calculus. To remedy this, stochastic network calculus was developed (see Jiang and Liu (2008), Jiang (2012) , Ciucu et al. (2005 ), Burchard et al. (2011 for an overview), positing probabilistic assumptions over the queueing primitives.
This allowed reasonably accurate bounds compared with M/M/1 and M/D/1 queueing systems (see Ciucu (2007) ). Our approach, however, provides a bound on the waiting time for single-server queues that is qualitatively similar to its probabilistic counterpart (see Section 3.3). Our computations further show that, by constraining nature via bounding the variability allowed in our uncertainty sets, we obtain results within 8% of simulated stochastic queues and queueing networks (see Section 7).
(c) Generalizability: Our approach generalizes the analysis to more complex queueing systems such as multi-server queues (see Section 3.2) and queueing networks with feedback (see Section 5). However, "for GI/GI/m, (m > 1), stochastic network calculus based analysis remains plain Jiang (2012) . Furthermore, while the stochastic network calculus has recently addressed heavy tails in a single-server setting (see Burchard et al. (2012) ), our framework is capable of providing closed-form and tight bounds on the waiting time, while maintaining deterministic assumptions.
Specifically, our contributions and structure of the paper are as follows:
(a) In Section 2, we introduce the notion of a robust queue as an alternative to the traditional queueing model and propose to replace the renewal process primitives with uncertainty sets that the arrival and service processes satisfy.
(b)
In Section 3, we analyze the steady-state behavior of single and multi-server robust queues and obtain closed form expressions for the waiting times, which carry the same qualitative insights as traditional queueing theory and extend to include heavy-tailed arrivals and services.
(c) Section 4 presents an analog of Burke's theorem, where the uncertainty set characterizing the departure process is shown to be the same as the uncertainty set characterizing the arrival process. This is a remarkable property of our uncertainty set model which holds in considerable more generality than the M/M/m queue.
(d) Armed with the analog of Burke's theorem, in Section 5, we develop a calculus describing the effect of the three operations characterizing queueing networks on the arrival uncertainty set: arrival superposition, process thinning which models probabilistic routing, and passing through a queue. This allows us to exactly characterize the arrival process of any queue that operates in a queueing network.
(e) In Section 6, we analyze queueing networks with asymmetric heavy-tailed arrival and service processes. In particular, we provide an extension of our results in Sections 3-5 to accommodate the case where arrival and service times possess different tail behaviors.
(f ) In Section 7, we report computational results for multi-server queueing networks, which suggest that the proposed approach can be adapted to be within 4-6% from simulation. We also report on the sensitivity of the results as a function of the number of servers per queue, the
The New Primitives
We introduce the notion of a robust queue where we model the arrival and service processes by uncertainty sets instead of assigning probability distributions.
The Robust Queue Model
We denote the interarrival time between the (i − 1) st and i th jobs by T i and the service time of job i by X i . We propose the following uncertainty sets on the interarrival and service processes.
Assumption 1. We make the following assumptions for the interarrival and service times (a) The interarrival times belong to the uncertainty set
where 1/λ is the expected interarrival time, Γ a is a parameter that captures variability information and 1 < α a ≤ 2 models possibly heavy-tailed probability distributions.
(b) The service times for an m-server belong to the uncertainty set
where 0 ≤ r < m, 1/µ is the expected service time, Γ s is a parameter that captures variability information and 1 < α s ≤ 2 models possibly heavy-tailed probability distributions. For the case of a single server queue, that is, when m = 1, the uncertainty set is given by Note that we assume that both the interarrival and service times have bounded support as seen by letting k = n − 1 in the sets U a , U s m , and U s . The key idea in the construction of our uncertainty sets is to make the primitive assumptions follow from the major conclusions of probability theory, namely its asymptotic laws as opposed to the probability axioms. In the next section, we propose constructing the uncertainty sets based on the central limit theorem (CLT) and the stable limit laws.
Construction of Uncertainty Sets
It is possible to motivate the construction of these uncertainty sets through probabilistic weak convergence theorems. These theorems express the distribution of the sum of many independent and identically distributed random variables as converging to one of a small set of stable distributions.
(a) Construction Based on the Central Limit Theorem: Suppose that the interarrival and service times are independent and identically distributed with finite standard deviation σ a and σ s , respectively. By the central limit theorem, as n → ∞, the random variables
are asymptotically standard normal. We know that a standard normal Z satisfies P(|Z| ≤ 2) ≈ 0.95, P(|Z| ≤ 3) ≈ 0.99. We therefore assume that the quantities T i and X i take values such
with Γ a and Γ s are variability parameters that can be adapted to ensure a good empirical fit (see Section 7 for computational results). Note that the tail coefficient inherent to the normal distribution is α = 2.
(b) Construction Based on the Stable Limit Laws: Suppose now that the interarrival and service times are independent with undefined variance. The stable limit laws allow us to construct uncertainty sets for heavy-tailed distributions. 
Note that the n 1/α scaling in Theorem 1 motivates the scaling we used in Assumption 1.
Intuitively, by using a value of α a , α s < 2, we allow the interarrival and service times to take larger values when compared to α a , α s = 2, thus, allowing us to model the heavy-tailed nature.
We note that while the uncertainty sets are motivated by i.i.d. assumptions on the underlying ran-
In summary, the key data primitives characterizing (a) the arrival process in the queue are (λ, Γ a , α a );
(b) the service process in the queue are (µ, Γ s , α s ).
We first assume that arrival and service processes have symmetric tail behavior, i.e., α a = α s = α in Sections 3-5, and then provide the generalized results for the asymmetric case in Section 6.
The Multi-Server Robust Queue
In this section, we analyze the robust queue model with a first-come first-served scheduling policy and a traffic intensity ρ = λ/(mµ) < 1, where m denotes the number of servers in the queue. We denote by W n the waiting time of the n th job in this system. Kingman (1970) provides insightful bounds on the expected waiting time in steady state for the GI/GI/1 queue
and for the GI/GI/m queue
While E[W n ] seeks the expected waiting time when nature obeys the axioms of probability, we seek the highest waiting time when nature is constrained to obey the limit laws of probability. Assuming interarrival times {T i } i≥1 ∈ U a and service times {X i } i≥1 ∈ U s m , we define the highest waiting time
and the steady-state worst-case waiting time as
We characterize W for robust queues with single and multiple servers for heavy-tailed arrival and service processes.
Waiting Time in a Single-Server Robust Queue
We consider a robust queue with a single server and provide a closed form expression for W .
Proof of Theorem 2. The waiting time of the n th job can be expressed recursively in terms of the interarrival and service times using the Lindley recursion (Lindley (1952) )
Thus, W n can be written as
From Assumption 1, the sums of the service times and interarrival times are bounded by
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Combining Eqs. (8) and (9), we obtain an one-dimensional concave maximization problem (since
Making the transformation x = n − j, Eq. (10) becomes
with β = Γ a + Γ s and γ = (1 − ρ)/λ > 0, given ρ < 1. Hence,
The maximizer in Eq. (12) is given by
Substituting β and γ by their respective expressions in Eq. (12) yields Eq. (6).
Remark on Theorem 2 -Tightness of the bound
We note that the upper bound on the waiting time in Theorem 2 is in fact tight. Let us first consider the case where the maximizer x * in Eq. (13) is an integer, and let j * = n − x * . The following sequence of interarrival times
and service times
lie in the uncertainty sets in Assumption 1. This can be seen via the partial sums given by
. . , n − 1, and and noting that (n − j)/(x
Note that, since (Γ a + Γ s )(x * ) 1/α is a constant with respect to j,
The first strict inequality is due to the fact that for j ≤ j
Moreover, for j ≥ j * , we have n − j ≤ n − j * , and given that x * is the maximizer of Eq. (4), we have
Therefore, we have shown that when the maximizer x * is an integer, then there exists a sequence of interarrival and service times that exactly achieves a waiting time equal to the bound in Eq.
(6). We next show that when the maximizer x * is fractional, then the actual highest waiting time is within a fraction O (1 − ρ) α/(α−1) to the bound in Eq. (6). Note that when x * is fractional, due to the concave nature of the function in Eq. (12), the optimal value j * of Eq. (10) is either n − x * or n − x * . Denoting the function in Eq. (12) by f (x) = βx 1/α − γx with f (x * ) given by Eq. (6),
Eq. (18) follows from Eq. (17) by the concavity of g(x) = x 1/α function. Eq. (20) follows from
In the same way we can bound the quantity
. In summary, we have shown that the bounds presented in Theorem 2 is in fact almost tight.
Waiting Time in a Multi-Server Robust Queue
We consider a queue with m parallel servers and denote by A n the arrival time of the n th job where
T for every n, and C n the completion time of the n th job, i.e., the time the n th job leaves the system (including service). The central difficulty in analyzing probabilistic multi-server queues lies in the fact that overtaking may occur, i.e., the n th departing job is not necessarily the n th arriving job. To address this matter, we introduce the ordered sequence of completion times
and define D n as the n th interdeparture time given by D n = C (n) − C (n−1) .
We briefly review the dynamics of the multi-server queue. Figure 1 depicts a two-server queue and the associated quantities of interest A n , X n , W n , C n , C (n) , and D n . Looking at the snapshot of the process for five jobs, the waiting times can be found as
By induction, we obtain the general expression of the n th waiting time
as is well established (see Kiefer and Wolfowitz (1955) ). Notice that Eq. (21) generalizes the Lindley recursion to the multi-server case. Furthermore, we note that
where S n = W n + X n denotes the sojourn time of the n th job. Note that Eq. (23) follows by the fact that the first m jobs do not wait. We now provide a closed form expression for W .
Proof of Theorem 3. By combining Eqs. (21), (22) we obtain
Let n = vm + r, 0 ≤ r < m, where r is the remainder of the division of n by m. Thus,
From Eq. (21), the n th waiting time is as follows
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Note that n − vm = r and W r = 0 yielding C (r) ≤ C r = A r + X r , for all 0 ≤ r < m. Then,
Expressing the arrival times as A n = n =1 T for every n, we obtain
By substituting = v − k, the above expression can be re-written as
Note that if we let m = 1 in Eq. (25), we recover Eq. (7) for the single-server case. Also, note that the above bound is tight in the case where overtaking does not occur and jobs leave in the order of their arrivals, i.e.,
we obtain
Making the change of variables x = v − j, we obtain that
Note that the right-hand side is an one dimensional concave maximization problem in the form of Eq. (12), maximized at x * (refer to Eq. (13)), with β = m 1/α Γ a + Γ s and γ = m(1 − ρ)/λ > 0, given ρ < 1. Substituting β and γ by their respective values in Eq. (12) yields Eq. (24).
Remark on Theorem 3 -Tightness of the bound
We had earlier shown that the bound in Theorem 2 is in fact tight. Here, we also present a sequence of interarrival times that exactly achieves a waiting time equal to the bound in Eq. (24). Consider
Article submitted to Operations Research; manuscript no. (Please, provide the mansucript number!) the following sequence of interarrival and service times, and assume x * is an integer given by
As before, these sequences belong to U a and U s m , respectively and also do not allow any overtaking.
To see that they do not allow overtaking, note that a later customer always experiences a worse service time and an early interarrival time leading to more waiting time. Along the same lines for the case of single server, these sequences lead to a waiting time that is exactly equal to the upper bound provided in Eq. (24) when x * is an integer, or it is within a factor of
Implications and Insights
To summarize, we obtain the following characterization of the waiting time in an m-server queue
where the expression simplifies to Eq. (6) for m = 1. We present next the main implications and insights that follow from this closed form expression.
(a) Qualitative Insights
The robust queue behaves qualitatively the same as the traditional queue. For instance, the classical i.i.d. arrival and service processes with finite variance can be modeled by setting α = 2. For the single server queue, Eq. (29) becomes and for the multi-server queue
Contrasting Kingman's bounds (2) and (3) with the bounds (30) and (31), we observe that they have the same functional dependence on λ/(1 − ρ) and on the variability parameters Γ Our approach allows a closed-form expression for the steady-state waiting time for all values of α ∈ (1, 2), which include heavy tailed random variables. Observe that heavier the tail, i.e., the smaller the tail coefficient α, the higher the order of the waiting time, given its dependence on
. To illustrate, a decrease in the tail coefficient from α = 2 to α = 1.5 increases the waiting time by one order of magnitude. This is in agreement with the stochastic queueing theory literature, where it is known that the waiting time exhibits a heavy-tailed distribution under heavy tailed services (see Whitt (2000) , Crovella (2000) ).
During the past decade, studies have shown the existence of heavy-tailed behavior in some of the main application areas of queueing theory: (a) Call centers (Barabasi (2005) ), (b) Data centers and cloud computing (Loboz (2012) , Benson et al. (2010) ), and (c) Internet (Willinger et al. (1998) , Leland et al. (1995) , Crovella (1997) , Jelenkovic et al. (1997) , Kumar et al. (2000) ). Our closed form results allow practioners in these application domains to understand the dependence of waiting times on various system parameters such as the number of servers m and traffic intensity ρ.
The Robust Burke's Theorem
Understanding the mechanism of the departure process from a queue is central to analyzing networks of queues. As we discussed in Section 1, renewal arrivals do not lead to renewal departures with the exception of the M/M/m queue. In contrast, our approach allows an exact characterization of the departure process by providing an analog to Burke's theorem: If a single-server queue has arrivals belonging to the set U a , the departures also belong to the set U a .
Departure Process in a Single-Sever Robust Queue
We consider the single-sever robust queue and characterize the uncertainty set of the departure process.
s , α a = α s = α and ρ < 1, then the interdeparture times {D i } i≥1 belong to the uncertainty set
Proof of Theorem 4. The n th interdeparture time is expressed as
where by Eq. (7)
Thus, the sum of interdeparture times can be written as
We seek to minimize the left-hand-side and maximize the right-hand side of Eq. (35) over sets U s and U a . By Assumption 1 and dividing through by (n − k) 1/α , we obtain
where
Author
19
The one-dimensional concave maximization problem in Eq. (37) is of the form
where β = Γ a , δ = Γ s , γ = (1 − ρ)/λ > 0, given ρ < 1. Note that the bound (38) is not tight unless
where n is large, substituting β, δ and γ by their respective values yields
(1 − ρ)
1/(α−1)
Applying the above bounds to Eq. (36) completes the proof.
Departure Process in a Multi-Sever Robust Queue
We generalize the characterization of the departure process uncertainty set to the multi-server robust queue.
, α a = α s = α and ρ < 1 , then the interdeparture times {D i } i≥1 belong to the uncertainty set
Proof of Theorem 5. The sum of the interdepartures times can be expressed as
Given that the th arrival cannot occur after the th departure from the queue, i.e., A ≤ C ( ) , and knowing that C ( ) ≤ C = A + S (see Eqs. (22) and (??)), the sum of the interdeparture times can be bounded by
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Note that the maximization term in Eq. (41) is similar to that in Eq. (37). We can therefore apply Eq. (38) with β = m 1/α Γ a , δ = Γ s and γ = m(1 − ρ)/λ. For k ≤ n − 1 where n is large, substituting β, δ and γ by their respective values yields
Implications and Insights
To summarize, we obtain the following characterization of the uncertainty set describing the departure process from a multi-server queue
We next discuss the implications and insights that follow from the Robust Burke's Theorems.
(a) While the construction of the arrival uncertainty set using limit laws is motivated by iid interarrival times, membership in U a does not imply that the interarrival times are independent.
Similarly, membership in U d does not imply that {D 1 , . . . , D n } are independent. This is consistent with stochastic queueing theory, where the interdeparture times are in general dependent.
Our framework provides a concrete way to characterize the departure process.
(b) Robust Burke's Theorem: The contribution from the service process is included in the
term. As the number of jobs n tends to infinity, this term tends to zero, implying that the steady-state departure process can be characterized by the exact same uncertainty set describing the arrival process, i.e. {D i } i≥1 ∈ U a , for both single and multiserver queues. This result generalizes Burke's theorem and is the cornerstone of our queueing network analysis covered in Section 5.
The Robust Queueing Network Analyzer
Consider a network of J queues serving a single class of jobs. Each job enters the network through some queue j, and either leaves the network or departs towards another queue right after completion of his service. The primitive data in the queueing network are:
(a) External arrival processes with parameters (λ j , Γ a,j , α a,j ) that arrive to each node j = 1, . . . , J.
(b) Service processes with parameters (µ j , Γ s,j , α s,j ), and the number of servers m j , j = 1, . . . , J.
(c) Routing matrix F = [f ij ], i, j = 1, . . . , J, where f ij denotes the fraction of jobs passing through queue i and are routed to queue j. The fraction of jobs leaving the network from queue i is
In order to analyze the waiting time in a particular queue j in the network, we need to characterize the overall arrival process to queue j and then apply Theorem 2 for single-server and Theorem 3 for multi-server queues. The arrival process in queue j is the superposition of different processes, each of which is either a process from the outside world, or a departure process from another queue, or a thinning of a departure process from another queue, or a thinning of an external arrival process. Correspondingly, in order to analyze the network, we need to characterize the effect that the following operations have on the arrival process:
(a) Passing through a queue: Under this operation, we characterize the departure process {D i } i≥1 when an arrival process {T i } i≥1 ∈ U a passes through a queue. We have already accomplished this in Theorems 4 and 5 for the single-server and multi-server queue, respectively, and have shown that {D i } i≥1 ∈ U a when n → ∞. (c) Thinning of an arrival process: Under this operation, a fraction f of arrivals from a given arrival process is classified as type I while the remaining arrivals are classified as type II. In Theorem 7, we characterize the uncertainty set of the resulting thinned type I process.
The Superposition Process
Let us consider a queue j that is fed by m arrival processes. Let U a j denote the uncertainty set representing the interarrival times {T j i } i≥1 from arrival process j = 1, . . . , m. We denote the uncertainty set of the combined arrival process by U a sup . Given the primitives (λ j , Γ a,j , α), j = 1, . . . , m,
we define the superposition operator
where (λ sup , Γ a,sup , α sup ) characterize the merged arrival process {T i } i≥1 .
Theorem 6 (Superposition Operator). The superposition of arrival processes characterized by the uncertainty sets
results in a merged arrival process characterized by the uncertainty set
Proof of Theorem 6. We first provide a proof for the case where m = 2, and then generalize the result through induction. 
Summing over index j = 1, 2, we obtain
Without loss of generality, consider the time window T between the arrival of the k th 1 and the n th 1 jobs from arrival process 1, and assume that, within period T , the queue sees arrivals of jobs (k 2 + 1) up to (n 2 − 1) from arrival process 2,
During time window T , the queue receives a total of (n 1 − k 1 + n 2 − k 2 ) jobs, with (n 1 − k 1 + 1) arrivals detected from the first arrival process (including job k 1 ), and (n 2 − k 2 − 1) arrivals from second arrival process. Therefore, period T can also be written in terms of the combined interarrival times {T i } i≥1 as
T i , where k = k 1 + k 2 , and n = n 1 + n 2 .
Combining Eqs. (46) and (47) yields
which by Eq. (45) can be written as
Rearranging and dividing both sides by (λ 1 + λ 2 ) and (n − k) 1/α , we ontain
, where λ sup = λ 1 + λ 2 , α sup = α, and By letting
the maximum value that Γ a,sup (n, k) can achieve over the range of (n, k) can be determined by optimizing the following one-dimensional concave maximization problem over x ∈ (0, 1) max x∈(0,1)
Substituting β and δ by their respective values in Eq. (50) completes the proof for m = 2 with
We refer to this procedure of combining two arrival processes by the operator
(b) Suppose that the arrivals to a queue come from arrival processes 1 through (m − 1). We assume that the combined arrival process belongs to the proposed uncertainty set, with
Extending the proof to m sources can be easily done by repeating the procedure shown in part (a) through the operator (λ sup , Γ a,sup , α sup ) = Combine λ, Γ a , α , (λ m , Γ a,m , α) .
The Thinning Process
We consider an arrival process {T i } i≥1 in which a fraction f of arrivals are classified as type I and the remaining are classified as type II. Given the primitives (λ, Γ a ) of the original process and the fraction f , we define the thinning operator
where (λ split , Γ a,split , α) characterizes the thinned arrival process {T split i } i≥1 .
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Theorem 7 (Thinning Operator). The thinned arrival process of a fraction f of arrivals belonging to U a is described by the uncertainty set
Proof of Theorem 7. Consider an arrival process described by U a and consider the time window between the k th and the n th arrivals. Suppose that a fraction f of these arrivals are type I arrivals,
i.e. , out of the total of (n − k) arrivals excluding the k th job, (n split − k split ) are type I arrivals, such that
Let {T split i } i≥1 denote the interarrival times in the thinned arrival process. Note that
with equality satisfied when the k th and n th jobs are both classified as type I. By Assumption 1, we obtain
We obtain the upper bound in Eq. (51) by substituting (n − k) by (n split − k split )/f . The lower bound is derived similarly, hence completing the proof.
Remark: The superposition and thinning operators are consistent. In fact, it is easy to check that, for splitting fractions f j such that
Combine Split (λ, Γ a , α) , f j , j = 1, . . . , m = (λ, Γ a , α) .
The Overall Network Characterization
Having built an understanding of the superposition, departure and thinning processes, we are now in a position to present our approach for performing exact analysis of queueing networks, which is a Article submitted to Operations Research; manuscript no. (Please, provide the mansucript number!) major contribution of this paper. We perceive the queueing network as a collection of independent queues that could be analyzed separately. We employ the Combine and Split operators in view of characterizing the effective arrival process to each queue in the network. Knowledge of the effective arrival process allows to study the jobs' waiting time at this queue through Theorems 2 and 3 as well as its departure process through Theorems 4 and 5 for a single-server and multi-sever queue, respectively. Theorem 8 characterizes the effective arrival process perceived at each queue in the network.
Theorem 8. The behavior of a single class queueing network is equivalent to that of a collection of independent queues, with the arrival process to node j characterized by the uncertainty set
where λ 1 , λ 2 , . . . , λ J and Γ a,1 , Γ a,2 , . . . , Γ a,j satisfy the set of equations for all j = 1, . . . , J
Proof of Theorem 8. Let us consider a queue j receiving jobs from (a) external arrivals described by parameters (λ j , Γ a,j , α), and (b) internal arrivals routed from queues i, i = 1, . . . , J resulting from splitting the effective departure process from queue i by f ij . By Theorems 4 and 5, the effective departure process from queue i has the same form as the effective arrival process to queue i described by the parameters
The effective arrival process to queue j can therefore be represented as
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By Theorem 7, we substitute the split processes by their resulting parameters and obtain the superposition of J + 1 arrival processes
Applying now Theorem 6 yields Eqs. (52) and (53).
Note that in our analysis, we have assumed that each queue in the network perceives one stream of external arrivals. However, Theorem 8 can be extended in the case where external arrivals are thinned among different queues in the network. This can be done by adding a node in the network for each thinned external arrival process and appending its thinning probabilities to the transition matrix F. We now provide the main insights and implications that arise from Theorem 8.
(a) Network Performance Analysis: Theorem 8 allows us to compute performance measures in a queueing network by considering the queues separately. For instance, the waiting time W j n at queue j can be determined through Theorems 2 and 3 with an effective arrival parameters (λ j , Γ a,j , α) and service parameters (µ, Γ s , α).
(b) Tractable System Solution: Determining the overall network parameters (λ, Γ) amounts to solving a set of linear equations. To see this, substitute x j = λ j Γ a,j α/(α−1) , for all j = 1, . . . , J, in Eqs. (52) and (53) to obtain the following linear system of equations
Given that the routing matrix F = {f ij } is sub-stochastic, the linear system of equations solves for (λ j , x j ), hence allowing to determine Γ a,j , for all j = 1, . . . , J.
Queues with Asymmetric Heavy-tailed Arrival and Service Processes
In this section, we extend our results in Sections 3-5 for the case of asymmetric heavy-tailed arrival and service processes, that is, when α a = α s . We present analogs of Theorems 2-8 that allow us to analyze queueing networks composed of queues with arbitrary values for α a 's and α s 's. In this section, we let 1 {x=y} denote the indicator variable defined by
We omit the proofs as they are straightforward generalizations of the proofs in Theorems 2-8.
Waiting Times with α a = α s
As discussed in Section 3, we compute the waiting times W by solving the optimization problem
where β = m 1/αa Γ a , δ = Γ s , and γ = m(1 − ρ)/λ· Problem (56) is a concave maximization problem, which can be solved numerically using Newton's method. We next present a bound on the waiting time, which is asymptotically tight as ρ → 1, but not necessarily tight for other ρ.
, where α = min (α a , α s ).
Note that the exponent of (1 − ρ) depends on the α term corresponding to the heaviest among the arrival and service processes.
Departure Processes with α a = α s
The Robust Burke Theorem generalizes to the case of asymmetric tails with the departure uncertainty set described as in Eq. (42) with tail coefficient α a . Note that the contribution of the service process is included in the O 1/(n − k) 1/αa term.
Superposition Process
In Section 5, we have assumed that all the combining arrival processes have the same value for α a = α. We next consider the case when the arrival streams are characterized by different α s.
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Theorem 10. The superposition of arrival processes characterized by the uncertainty sets
Thinning Process
We note that the split arrival process inherits the α a term corresponding to the thinned arrival process. Hence, Theorem 7 still holds in this case.
The Generalized Queueing Network
We consider a queueing network and characterize the parameters of the effective arrival processes to each queueing node in the network under the assumption of asymmetric tail behavior. We observe that the parameter α a,j describing the tail behavior of the effective arrival process depends on the tail behavior of all the queueing nodes that communicate with node j.
Theorem 11. Consider a queueing network with J queues and external arrival processes characterized by (λ j , Γ a,j , α a,j ). The behavior of this network is equivalent to that of a collection of independent queues, with the arrival process to node j characterized by the uncertainty set
where λ 1 , λ 2 , . . . , λ J and Γ a,1 , Γ a,2 , . . . , Γ a,J satisfy the set of equations for all j = 1, . . . , J
with α a,j = min i:{i→j} α a,i , where {i → j} means that node i communicates with node j in the network with routing matrix F.
We provide the main insights and implications that arise from Theorem 11.
(a) Effect of Heavier Tails: Theorem 11 implies that the tail behavior of the effective arrival process at a given queue is determined by the "heaviest" tail among all departure processes arriving to this queue including the external arrival process to the queue. If all nodes communicate with each other, the tail behavior of the queueing network is then determined by the heaviest tail among the external arrival processes.
(b) Tractable System Solution: Note that the set of equations that characterize the effective arrival process are similar to Eqs. (52) and (53). The only difference in the system for the asymmetric case is the presence of indicator variables 1 {α a,j = α a,j } which isolate the heaviest tail among the merged arrival processes at any given node. Given that these indicator variables are known from data, one could think of this system as a linear system of equations (as for Eqs. (52) and (53)) withf ij = 1 {α a,i = α a,j } · f ij . The modified routing matrix with entriesf ij remains sub-stochastic allowing a unique solution to this system of linear equations.
Computational Results
In this section, we present computational results to demonstrate the effectiveness of our approach in analyzing queueing networks. We shall refer to our approach as the Robust Queueing Network Analyzer (RQNA) in the remainder of this paper. Our objectives consist of
(1) comparing the results obtained by RQNA with the results obtained from simulation and the Queueing Network Analyzer (QNA) proposed by Whitt (1983) , and (2) investigating the relative performance of RQNA with respect to system's network size, degree of feedback, maximum traffic intensity, and diversity of external arrival distributions.
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In view of comparing our approach to simulation and QNA, we consider instances of stochastic queueing networks with the following primitive data:
(a) The distributions of the external arrival processes with parameters (λ j , σ a,j , α a,j ) with coefficients of variation c To apply RQNA on stochastic queueing networks, we first need to translate the stochastic primitive data given above into robust primitive data, namely uncertainty sets with appropriate variability parameters (Γ a,j , Γ s,j ) for each j = 1, . . . , J. To achieve this goal, we first describe in Section 7.1 how we use simulation on a single isolated queue to construct parameters (Γ a , Γ s ) given arrival and service distributions. This enables us to transform the stochastic data into uncertainty sets over external arrival and service processes. We then present in Section 7.2 an algorithm that details the procedure employed by RQNA to compute the desired performance measures for a network of queues. In Section 7.3, we report on the performance of RQNA in comparison to QNA and simulation, while in Section 7.4, we discuss on the performance of RQNA as a function of various network parameters.
Derived Variability Parameters
Along the lines of QNA, we use simulation to construct appropriate functions for the variability parameters. To do so, we consider a single queue with m servers characterized by (ρ, σ a , σ s , α a , α s ) and model its variability parameters (Γ a , Γ s ) as follows
Motivated by Kingman's bound (see Eq. (3)), we consider the following functional form for f (·) to depend on the service distribution, and (b) Service Distribution Independent Adaptation Regime where we obtain a single set of values
We would naturally expect that knowledge of the specific service distributions leads to more accurate answers and indeed this is verified by the results below. The motivation for considering the service independent adaptation regime is that often we might not know the service time distributions. We also note that we do not perform an adaptation of the values of (θ 0 , θ 1 , θ 2 ) for each arrival distribution, since in the network, we have no prior knowledge of the arrival distribution at a given queue. The only known distribution at each queue is in fact the service distribution, hence the proposed adaptation methods. We report the values obtained for both adaptation regimes in Table 1 . Using the tabulated values for (θ 0 , θ 1 , θ 2 ), Tables 2, 3 , and 4 present the percentage errors We observe that errors are within 8% and 9.5% of simulation for the single-server and multi-server queue, respectively. Note that adapting for the different service distributions leads to smaller errors in comparison to the service independent adaptation regime, with errors within 3% and 7.5% for the single-server and multi-server queue, respectively.
The RQNA Algorithm
Having derived the required primitive data for our robust approach, we next describe the RQNA algorithm we employ to compute performance measures of a given network of queues.
ALGORITHM 1. Robust Queueing Network Analyzer
Input: External arrival parameters (λ j , σ a,j , α a,j ), service parameters (µ j , σ s,j , α s,j ), and routing
Input also the service times distributions for the case of service dependent adaptation regime.
Output: Waiting times W at each node j, j = 1, . . . , J.
1. For each external arrival process i in the network, set Γ a,i = σ a,i .
2.
For each queue j in the network with parameters (µ j , σ s,j , α s,j ), compute (a) the effective parameters λ j , Γ a,j , α a,j according to Theorem 11 and set ρ j = λ j /µ j , (b) the variability parameter Γ s,j = f ρ j , Γ a,j , σ s,j , α a,j , α s,j , and (c) the waiting time W at node j using Theorem 9.
3. Compute the total sojourn time of the network by computing (a) the set of all possible paths P in the network, (b) the fraction f p of jobs routed through each path p ∈ P, (c) the corresponding total sojourn time S p across each path p ∈ P by summing the individual waiting times and service times at all nodes associated with this path, (d) the total sojourn time in the network S = p∈P f p S p .
Note that, in Step 2(b), we treat each queue j in the network separately as a single isolated queue with an effective arrival process described by the variability parameter Γ a,j . Note that we use Γ a,j as an input to f (.) in place of the standard deviation. This is motivated from our use of Γ a = σ a for the single queue case (see Eq. (58)). It is also possible to compute Γ s,j using either the service independent or the service dependent adaptation regime based on whether we know the specific service time distribution at each queue.
Performance of RQNA in Comparison to QNA and Simulation
We consider the network shown in Figure 2 and perform computations assuming queues have either single or multiple servers, with normal or Pareto distributed service times. Table 5 The Kuehn's Network (see Kuehn (1979) ).
Tables 6 and 7 summarize the percentage errors for RQNA relative to simulation for queues with 3, 6, and 10 servers using the service independent and service dependent adaptation regimes, respectively. We observe that (c) Adaptation of (θ 0 , θ 1 , θ 2 ) to service distribution yields smaller errors up to 6%.
(d) RQNA's performance is generally stable with respect to the number of servers at each queue, yielding errors within the same range for instances with 3 to 10 servers per queue. 
Performance of RQNA as a Function of Network Parameters
We investigate the performance of RQNA (for the service dependent adaptation regime) as a function of the system's parameters (network size, degree of feedback, maximum traffic intensity among all queues and number of distinct distributions for the external arrival processes) in families of randomly generated queueing networks. Tables 8 and 9 report the sojourn time percentage errors of RQNA relative to simulation as a function of the size of the network and the degree of feedback for queues with single and multiple servers, respectively. In the case of multi-server queueing networks, we randomly assign 3, 6 or 10 servers to each of the queues in the network independently of each other. a function of the maximum traffic intensity among all queues in the network and the number of distinct distributions for the external arrival processes. Table 10 presents the results for networks with only single server queues, while Table 11 presents the results for networks in which each queue was randomly assigned 3, 6 or 10 servers. Specifically, we design four sets of experiments in which we use one type (normal), two types (Pareto and normal), three types (Pareto, normal and Erlang) and four types (Pareto, normal, Erlang and exponential) of arrival distributions. We observe that (a) Errors are slightly higher for multi-server networks compared to single-server networks.
(b) RQNA's performance is generally stable for higher degrees of feedback with errors below 6.2%.
(c) RQNA is fairly insensitive to network size with a very slight increase in percent errors between 10-node and 30-node networks.
(d) RQNA presents slightly improved results for lower traffic intensity levels. It is nevertheless fairly stable with respect to higher traffic intensity levels.
(e) The percentage errors generally increase with diversity of external arrival distributions, but still are below 8.5% relative to simulation. 
Concluding Remarks
We revisited in this paper the problem of analyzing the performance measures of a single-class queue with multiple servers. While the analysis of the GI/GI/m queue is still an open problem under traditional queueing theory, we proposed an uncertainty set model which allows to solve it exactly. In particular, we derive a closed form expression for the waiting times and extend the analysis to arbitrary networks of queues through the following key principle: a) the departure from a queue, b) the superposition, and c) the thinning of arrival processes have the same uncertainty set representation as the original arrival processes. Our robust model also tackles heavy-tailed arrival and service processes, yielding closed-form solutions that are not available under traditional queueing theory. We proposed RQNA to analyze queueing networks and found that RQNA (with service dependent adaptation regime) yields results with error percentages in single digits (for all experiments we performed) relative to simulation and performs significantly better than QNA.
Moreover, the performance of RQNA is to a large extent insensitive to the number of servers per queue, network size, degree of feedback and traffic intensity, and somewhat sensitive to the degree of diversity of external arrival distributions in the network.
We feel that the proposed approach allows us to analyze queueing systems in a tractable way and fulfill the need to obtain both qualitative insights as well numerical tractability that has eluded queueing theory to a large extent in its over 100 years history. It also opens the door to analyze more involved queueing systems. Indeed we have extended the proposed approach in two directions:
performance analysis of multi-class queueing networks in and performance analysis of queueing systems in the transient domain in .
