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abstract. Bonanno [Bon07a] presents a modal language LB for
reasoning about information and changes of belief with a branch-
ing next-time semantics. We provide here a complete axiomatisation
(theorem 2) of the resulting logic. Bonanno also presents LB ax-
ioms for the AGM [AGM85] theory change postulates. The AGM
postulates say little about iterated change. And they are ‘static’ in
van Benthem’s [Ben06] terminology, so not suited for representing the
beliefs of introspective single agents or interacting groups of agents.
The current paper develops Bonanno’s logic to transcend these two
features of the AGM postulates. Firstly we give LB axioms for vari-
ous iterated belief revision constraints discussed by Boutilier [Bou96],
Darwiche and Pearl [DP97], Nayak et al [NPP03] and others (propo-
sitions 5–14). This was explicitly left open in [Bon07a]. Secondly we
propose alternative axioms that exploit the temporal vocabulary of
the logic to capture the ‘dynamic’ aspect of revision that is present
in van Benthem’s [Ben06] proposal.
Keywords: Iterated belief revision, modal logic, branching time, dynamic
belief revision
Introduction
A theory is revised by a piece of information when that new piece of in-
formation is integrated into the theory to form a new theory which is con-
sistent and which accommodates the new piece of information. Alchourro´n
Ga¨rdenfors and Makinson [AGM85] give what are now know as the ‘AGM’
postulates for rational revision of a theory. They tell you how to change
your mind given incoming information. But they say little about how to
keep on changing your mind as you receive successive pieces of information:
they say little about iterated belief revision.
Researchers principally from the artificial intelligence community have
discussed iterated belief revision, and proposals have been made [Bou96,
DP97, NPP03]. Rott [Rot06] provides examples of twenty-seven different
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methods for iterating belief revision. de Ry¨ke, van Linder et al [LHM95],
and Segerberg [Seg95] have provided object languages for the postulates
using modal logic. Some work has been done to connect such proposals
with existing logics [Ben06, Lin95, Seg, Zve07].
Bonanno [Bon07a] presents another object language, LB . It is also modal,
but with branching next-time operators and a novel ‘information modal-
ity’ I , where Iφ means that the information received at the current state
and time is φ. [Bon07a] connects his semantics with the AGM [AGM85]
postulates, and explicitly leaves as an open avenue of research the possibil-
ity of capturing some of the existing proposals for iterated belief revision:
‘an interesting topic for future research is whether the principles for iter-
ated revision that have been proposed in the literature can be translated
into syntactic axioms.’ ([Bon07a], p. 159) In the present paper we explore
that avenue, demonstrating extensions of the logic by axioms that cap-
ture some constraints on iterated revision. Specifically, we will give syntac-
tic axioms for the principle of ‘recalcitrance’ [NPP03], the Darwiche-Pearl
[DP97] principles, and the lexicographic [NPP03] and ‘absolute minimisa-
tion’ [Bou96, DP97] policies1. In addition to those constraints, which are
familiar from the literature, we illustrate a policy which we call ‘cynicism’.
The AGM postulates were proposed to regulate theory change, and not
specifically belief revision, with its agentive emphasis. Agents have beliefs
not just about non-changing states of the world, but also about their own
(changing) beliefs, and perhaps even those of other agents. Ann’s beliefs
after revising by ‘it is raining outside and nobody believes it is’ should not
include the belief that nobody believes it’s raining, but this is what the
AGM postulates would dictate.
Because Bonanno [Bon07a] is concerned with AGM postulates, he re-
stricts revision to pure Boolean formulae, avoiding such problems, which
after G. E. Moore we will call ‘Moore problems’ (cf. [Seg06]). We will con-
sider lifting that restriction, making a proposal for doing what van Benthem
[Ben06] and Baltag et al [BS06, BS07] call ‘dynamic’ belief revision2 by re-
marking that the meaning of an utterance in general concerns the world
as it was before the utterance was made.3 We cash out this remark by
exploiting the temporal vocabulary of LB . To give a specific example, we
reinterpret the success postulate ((u1) in section 1.1 below) as ‘After revis-
ing by φ, the agent believes that φ was the case,’ all of which is expressible
1See section 1.1 for the distinction between principle and policy.
2These authors use the word ‘dynamic’ to indicate that epistemic actions like obser-
vation or announcement change the world. Note that this is not the same as Nayak’s use
[NPP03] of the word ‘dynamic’ in a belief revision context.
3This remark is not new, indeed it is immediate from the meaning of ‘dynamic’ in van
Benthem’s and Baltag and Smets’ sense. It also echoes [Yap06].
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in LB . Public announcement logic [Pla89, GG97] is known to handle Moore
problems. Therefore in order to demonstrate the validity of our reinter-
pretation, we will show how to mimic public announcement logic within
Bonanno’s branching time semantics.
That discussion of dynamic revision takes place below in section 3. Our
other main contribution, axiomatic characterisations of several forms of iter-
ated revision, is given in section 2. First we must recall some specific details
from the AGM tradition and from Bonanno’s work that we will need.
1 Background: AGM and LAGM
1.1 AGM
We assume some underlying formal language L, and present Darwiche and
Pearl’s [DP97] re-writing of the original AGM postulates, in terms of belief
states, rather than belief sets. The only difference, mathematically speaking,
between the two presentations is that in ours we do not identify two belief
states just because they have exactly the same L-formulae.4 That is, the
disposition to change one’s beliefs, which on this analysis is not part of one’s
beliefs, is not determined purely by one’s belief set. A belief set is just
a set of formulae of some formal language; a belief state Γ is a primitive
entity associated with which there is a belief set Γ.
A revision function is any function that takes a belief state and a
formula and returns a new belief state. Given an entailment relation `
over L, the AGM postulates are the following constraints on revision func-
tions:5:
Γ u φ ` φ (u1)
Γ u φ ⊆ (Γ ∪ φ)` (u2)
If Γ 0 ¬φ then (Γ ∪ φ)` ⊆ Γ u φ (u3)
If 0 ¬φ then Γ u φ 0 ⊥ (u4)
If ` φ ≡ ψ then Γ u φ ≡ Γ u ψ (u5)
Γ u (φ ∧ ψ) ⊆ ((Γ u φ) ∪ {ψ})` (u6)
If (Γ u φ) 0 ¬ψ then ((Γ u φ) ∪ {ψ})` ⊆ Γ u (φ ∧ ψ) (u7)
The language usually considered in the artificial intelligence literature
is propositional logic, and the entailment relation classical entailment. In
this natural context the AGM postulates are certainly not concerned with
4Thus although Bonanno uses the belief set version of the postulates, similar results
to his are obtainable with respect to the state version.
5For φ and ψ L-formulae. We abuse notation and write Γ instead of Γ when no
ambiguity arises. We write Γ ≡ Γ′ to mean that Γ = Γ′.
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modelling the introspective or multi-agent aspects of agents. Nonetheless,
“Logic is not just about single-agent notions like reasoning, or zero-agent
notions like truth, but also about communication between two or more
people” (van Benthem [Ben03]). This holds particularly in the analysis of
games, and another branch of artificial intelligence, multi-agent systems,
calls for development beyond the AGM paradigm. Hence the need to recog-
nise the dynamic nature of the interaction between information and beliefs
[BS06, BS07, Ben06].
In the case of a single non-introspective agent, the AGM postulates con-
strain ways to revise a theory given a ‘one-shot’ notion of revision norma-
tively: revisions which violate the postulates are deemed to be irrational.
However, the AGM postulates say little about iterated revision:
REMARK 1. Nayak et al [NPP03] explicitly give the ‘only interesting in-
ference about iterated belief change that we can draw from the AGM pos-
tulates’, viz. Γ u φ 0 ¬ψ ⇒ (Γ u φ) u ψ ≡ Γ u (φ ∧ ψ) (op. cit., p. 196).
As we have mentioned in the introduction, researchers have discussed
various constraints that can be placed on iterated revision, giving postulates
that include expressions of the form (Γ u φ) u ψ, or specifying semantic
constraints on iterated revision. Some constraints determine uniquely the
iterative version of the revision function, given the one-shot version of the
revision function We will call such constraints ‘policies’. For example, the
lexicographic constraints given by Nayak et al [NPP03] describe a policy
(see section 2.3).
The AGM constraints on one-shot, static revision are given axiomatic
expression in a temporal modal logic by Bonanno [Bon07a].
1.2 LAGM
The modal language LB has, in addition to a set Φ of proposition letters and
the standard connectives, five modal operators with the following intuitive
interpretations:
©φ is interpreted as ‘in any next instant φ will hold’, dual is ♦;
©−φ ‘in the previous instant, φ did hold’, dual is ♦−;
Bφ ‘the agent believes that φ’;
Iφ ‘the agent is informed that φ’;
Aφ ‘φ is true at every state’, dual is E.
The formal semantics has a temporal part and an informational part:
The temporal part: a temporal frame is a tuple 〈T, ρ〉, where T is a
non-empty set of ‘instants’, and ρ : T → T ∪{null} gives the temporal pre-
decessor (or null when there is none), with the following condition imposed
to eliminate cycles: for any n ≥ 1, if t = ρn(t′) then t′ 6= t.
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The informational part: a temporal doxastic frame is a tuple
〈T, σ,Ω, {Bt, It}t∈T 〉,
where 〈T, σ〉 is a temporal frame and the Bt and It’s are functions from
Ω into 2Ω. Ω is a non-empty set of world states, and B and I represent
respectively the belief set and information received at a given state and
instant. To get a temporal doxastic model (henceforth sometimes just
‘model’), we add a valuation V : Φ → 2Ω, which says in which states the
various proposition letters are true.
Given some model, a formula is evaluated with respect to a state and an
instant – this is a ‘two-dimensional’ modal semantics. Thus we will define
a satisfaction relation ⊆ Ω× T ×LB . We will write JφKt to mean the set
of states at which φ holds in the moment t, i.e. {ω ∈ Ω | ω, t  φ}, and JφKω
to mean {t ∈ T | ω, t  φ}. The interpretation of the modal operators in a
model is then as follows:
ω, t  ©φ iff ρ−1(t) ⊆ JφKω
ω, t  ©−φ iff ρ(t) = null or ω, ρ(t)  φ
ω, t  Bφ iff Bt(ω) ⊆ JφKt
ω, t  Iφ iff It(ω) = JφKt
ω, t  Aφ iff Ω = JφKt.
Let L1 be the logic (over L) of temporal doxastic models.
THEOREM 2. L1 is completely axiomatised by extending the axiomatisa-
tion for varying-domain temporal models of [Bon06] (where that logic is
called ‘L0’) with the following six axiom schemata. (Note that P1–P4 are
only for propositional variables, and that there is no replacement rule.)
♦p ⊃ p P1 p ⊃©p P2
♦−p ⊃ p P3 p ⊃©−p P4
♦Aφ ⊃ A♦φ D1 ♦−Aφ ⊃ A♦−φ D2
Proof. Along the lines of [Bon06], we build a chronicle [Bur84]. To remove
defects we must add families of points defined with suitable care. 
Bonanno defines a sub-class of models which he shows respect the AGM
postulates for Boolean φ and ψ. The sense in which they respect the AGM
postulates is spelled out in proposition 12 of [Bon07a], see also proposition 6
below. The restriction to pure Boolean φ and ψ is a non-trivial restriction,
and parallels the restriction that we just discussed in section 1.1 with respect
to the use of the AGM postulates in the artificial intelligence literature.
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We will discuss the restriction further in section 3 below. Let ΦB denote
the pure Boolean formulae based on the set of proposition letters Φ. The
members of ΦB do not change their truth-conditions, i.e. the set of world
states at which they are true:
REMARK 3 ([Bon07a], proposition 5). Let φ ∈ ΦB . Fix an arbitrary
model. Then, for every t, t′ ∈ T , JφKt = JφKt′ .
An AGM frame is a temporal doxastic frame satisfying (B1)–(B4).
Bt(ω) ⊆ It(ω) (B1)
If Bρ(t1)(ω) ∩ It1(ω) 6= ∅ then Bt1(ω) = Bρ(t1)(ω) ∩ It1(ω) (B2)
If It(ω) 6= ∅ then Bt(ω) 6= ∅ (B3)
If ρ(t1) = ρ(t2), It2(ω) ⊆ It1(ω) and It2(ω) ∩ Bt1(ω) 6= ∅ then
Bt2(ω) = It2(ω) ∩ Bt1(ω)
(B4)
In [Bon07b], Bonanno gives the formulae which characterise the defining
properties of AGM frames (i.e. that together are valid precisely on AGM
frames). The following section extends those results to postulates concern-
ing iterated revision. We give further subclasses of frames which we show
correspond to postulates for iterated revision in the same sense in which
AGM frames correspond to the AGM postulates. We will also give modal
axioms which characterise these classes.
2 Foreground: Iterated Revision
We will present a series of postulates for iterated revision. It is not our
goal here to assess these postulates, but rather to give formal results to
see how they fit into Bonanno’s [Bon07a] temporal modal logic. We give
semantic properties of frames which we show capture those postulates, and a
syntactical characterisation of each of those properties in the form of axioms
of the modal language LB .
2.1 Recalcitrance
Nayak et al [NPP03] introduce the following postulate of ‘recalcitrance’:
If φ 0 ¬ψ then (Γ u φ) u ψ ` φ (u!)
That is, if you receive two pieces of consistent information one after the
other, receipt of the second piece of information should not eliminate your
belief in the first. We refer to [NPP03] for discussion of the merits of this
constraint. On the semantic side, we define recalcitrant AGM frames:
DEFINITION 4. A recalcitrant AGM frame is an AGM frame in which
If Iρ(t)(ω) ∩ It(ω) 6= ∅, then Bt(ω) ⊆ Iρ(t)(ω) (R)
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Recalcitrant frames capture the postulate (u!), a statement made formally
by proposition 6. Furthermore, we give the syntactic correspondent of re-
calcitrance. Consider the following formula scheme, where φ, ψ ∈ ΦB :
A¬(φ ∧ ψ) ∨ (Iφ ⊃ ©(Iψ ⊃ Bφ)) (rec)
We say that a set of formula schemata S characterises a property P of
AGM frames just when any AGM frame F has P iff every instance of S is
valid on it.
PROPOSITION 5. rec characterises recalcitrant AGM frames.
Proposition 12 in [Bon07a] describes a connection between the class of
AGM frames and the AGM postulates. In the same spirit, the following
result connects the class of recalcitrant frames with (u!).
PROPOSITION 6. rec provides an axiomatic characterisation of recalci-
trant revision, in the sense that (A) and (B) both hold
(A) Let Γ be a belief state, and φ, ψ ∈ ΦB If Γ satisfies (u!) with respect
to φ and ψ, then there is a recalcitrant AGM model
〈T, σ,Ω, {Bt, It}t∈T 〉
with some t0, t1, t2 ∈ T, ω ∈ Ω such that
1. t0 = ρ(t1);
2. Γ = BTh(ω, t0);
3. ω, t1  Iφ;
4. Γ u φ = BTh(ω, t1);
5. If φ is consistent, then ω′, t′  φ for some ω′ ∈ Ω, t′ ∈ T ;
6. t1 = ρ(t2);
7. ω, t2  Iψ;
8. (Γ u φ) u ψ) = BTh(ω, t2);
9. If ψ is consistent, then ω′′, t′′  φ for some ω′′ ∈ Ω, t′′ ∈ T ;
(B) Fix a recalcitrant AGM model such that (1) for some t0, t1, t2 ∈ T, ω ∈
Ω and φ, ψ ∈ ΦB, ρ(t1) = t0, ρ(t2) = t1, ω, t1  Iφ, ω, t2  Iψ, (2) if
φ is not a contradiction then ω′, t′  φ for some ω′ ∈ Ω, t′ ∈ T , and (3)
if ψ is not a contradiction then ω′′, t′′  ψ for some ω′′ ∈ Ω, t′′ ∈ T .
Take any belief state Γ and function u : Γ × ΦB → Γ, such that
Γ = BTh(ω, t0); Γ u φ = BTh(ω, t1) and (Γ u φ) u ψ. Then Γ u φ
and (Γ u φ) u ψ respect (u!).
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Furthermore, for every φ, ψ ∈ ΦB, there exists a recalcitrant AGM
model such that, for some ω ∈ Ω, t1, t2 ∈ Ω, (1) ω, t1  Iφ and
ω, t2  Iψ, (2) if φ is not a contradiction then ω
′, t′  φ for some
ω′ ∈ Ω and t′ ∈ T and (3) if ψ is not a contradiction then ω′′, t′′  ψ,
for some ω′′ ∈ Ω and t′′ ∈ T .
We will give analogous results with respect to other constraints on iter-
ated belief revision. When we say below that we have a semantic corre-
spondent for an iterated belief revision postulate, we mean that we have
a result analogous to proposition 6 with respect to that postulate.
2.2 Darwiche and Pearl
Darwiche and Pearl [DP97] propose four postulates for iterated belief re-
vision, for which we provide here semantic and syntactic correspondents.
We refer to [DP97] for motivation and explanation. The postulates are as
follows:
If ψ ` φ then (Γ u φ) u ψ ≡ Γ u ψ (uDP1)
If ψ ` ¬φ then (Γ u φ) u ψ ≡ Γ u ψ (uDP2)
If Γ u ψ ` φ then (Γ u φ) u ψ ` φ (uDP3)
If Γ u ψ 0 ¬φ then (Γ u φ) u ψ 0 ¬φ (uDP4)
Each one of these postulates can be translated into semantic correspondents,
i.e. properties of an AGM frame. The next proposition shows this.
PROPOSITION 7. The following are semantic correspondents for (uDP1
– uDP4). That is, (DP1) is a correspondent for (uDP1), and so forth. (*)
abbreviates ρ(t0) = ρ(ρ(t1)) and It0(ω) = It1(ω).
If (*) and It0(ω) ⊆ Iρ(t1)(ω), then Bt0(ω) = Bt1(ω) (DP1)
If (*) and It0(ω) ∩ Iρ(t1)(ω) = ∅, then Bt0(ω) = Bt1(ω) (DP2)
If (*) and Bt0(ω) ⊆ Iρ(t1)(ω), then Bt1(ω) ⊆ Iρ(t1)(ω) (DP3)
If (*) and Bt0(ω) ∩ Iρ(t1)(ω) 6= ∅, then Bt1(ω) ∩ Iρ(t1)(ω) 6= ∅ (DP4)
Furthermore, each of these semantic properties is characterised syntactically
by an LB formula:
PROPOSITION 8. The following formula schemata (φ, ψ, χ ∈ ΦB) char-
acterise (DP1–DP4)
(A(ψ ⊃ φ) ∧ ♦(Iψ ∧Bχ)) ⊃ ©(Iφ ⊃©(Iψ ⊃ Bχ)) (d1a)
(A(ψ ⊃ φ) ∧ ♦(Iφ ∧ ♦(Iψ ∧ Bχ))) ⊃©(Iψ ⊃ Bχ) (d1b)
(A(ψ ⊃ ¬φ) ∧ ♦(Iψ ∧ Bχ)) ⊃©(Iφ ⊃ ©(Iψ ⊃ Bχ)) (d2a)
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(A(ψ ⊃ ¬φ) ∧ ♦(Iφ ∧ ♦(Iψ ∧ Bχ))) ⊃ ©(Iψ ⊃ Bχ) (d2b)
♦(Iψ ∧ Bφ) ⊃©(Iφ ⊃ ©(Iψ ⊃ Bφ)) (d3)
♦(Iψ ∧ ¬B¬φ) ⊃©((Iφ ∧ ♦Iψ) ⊃ ♦(Iψ ∧ ¬B¬φ)) (d4)
2.3 Refinement
A very natural revision procedure, at least when one approaches belief re-
vision from a semantic perspective using plausibility pre-orders a` la Grove
[Gro88], is that of lexicographic re-ordering. This policy is discussed un-
der that name (‘lexicographic’) by Nayak et al [NPP03], and also by van
Benthem [Ben06]. Baltag and Smets [BS07] take the lexicographic pro-
cess to be a primitive in their semantics. In Rott’s taxonomy [Rot06] it is
called the ‘moderate’ policy. We here call it ‘refinement’, a name taken from
Shoham and Maynard-Reid II in a different context [MS01]. Refinement is a
strengthening of the Darwiche and Pearl postulates. AGM-style postulates
are given in [Zve07] for refinement as follows:
If ψ ` ¬φ then (Γ u φ) u ψ ≡ Γ u φ (uR1)
If ψ 0 ¬φ then (Γ u φ) u ψ ≡ Γ u (φ ∧ ψ) (uR2)
Notice that (uR1) is just (uDP2), so we only need results for (uR2). Al-
though it is not our goal to motivate any particular policy here, we can note
that this policy is extremely natural mathematically, and furthermore that
(uR2) has some intuitive appeal: If two incoming pieces of information are
consistent, then accepting one and then the other is the same as accepting
both at the same time. Passons. The formal results:
PROPOSITION 9. The semantic correspondent for (uR2) is:
If ρ(t0) = ρ(ρ(t1)) and It0(ω) = Iρ(t1)(ω) ∩ It1(ω) 6= ∅, then
Bt1(ω) = Bt0(ω).
(R2)
PROPOSITION 10. The following formula schemata (with φ, ψ, χ ∈ ΦB)
characterise the property R2:
A¬(φ ∧ ψ) ∨ (♦(I(φ ∧ ψ) ∧ Bχ) ⊃ ©(Iφ ⊃©(Iψ ⊃ Bχ))) (r2a)
A¬(φ ∧ ψ) ∨ (♦(Iφ ∧ ♦(Iψ ∧ Bχ)) ⊃ ©(I(φ ∧ ψ) ⊃ Bχ)) (r2b)
2.4 Scepticism
The other policy which van Benthem [Ben06] considers and axiomatises he
calls ‘elite’ or ‘Machiavellian’ revolution. (Darwiche and Pearle also present
it [DP97], calling it ‘absolute minimisation’. We take the name ‘scepticism’
from Segerberg [Seg]). In this policy, only the ‘elite’ states are upgraded,
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so that should one receive two pieces, φ then ψ, of information, such that
ψ contradicts the belief set established after revision by φ, then the agent
will, ‘skeptically’, act as if φ had never been received.
Darwiche and Pearl [DP97] give a postulate for this revision policy:
If Γ u φ ` ¬ψ then (Γ u φ) u ψ ≡ Γ u ψ (uS)
We have semantic and syntactic correspondents for this postulate in LB :
PROPOSITION 11. (uS) corresponds semantically to:
If ρ(t0) = ρ(ρ(t1)), It1(ω) = It0(ω), and Bρ(t1)(ω) ∩ It1(ω) = ∅
then Bt1(ω) = Bt0(ω).
(S)
PROPOSITION 12. The following formula schemata (with φ, ψ, χ ∈ ΦB)
characterise the property S:
♦(Iψ ∧ Bχ) ⊃ ©(Iφ ⊃ (B¬ψ ⊃ ©(Iψ ⊃ Bχ))) (sa)
♦(Iψ ∧ B¬ψ ∧ ♦(Iψ ∧ Bχ)) ⊃ ©(Iψ ⊃ Bχ) (sb)
2.5 Cynicism
All of the previous policies are presented in Rott’s [Rot06] extensive taxon-
omy. The policy that we present next is not. It is a strengthening of the
skeptically policy, which we call the ‘cynical’ policy. Following van Ben-
them’s metaphor, we might have called it the ‘backstabbing Machiavellian’
policy, because here with a revision by φ first of all only the top φ states
are upgraded, and furthermore the other φ states are actually downgraded.
An agent following the cynical policy does accept incoming information,
but should she discover some new information which does not entail the old
information and which combined with it leads her to have a false belief, she
will suppose the old information to have been a lie, and will actually believe
the opposite of it. If the new information does entail the old information,
she simply revises by the new information. [Zve07] introduces the policy,
for which we give the following AGM-style postulates:
If Γ u φ ` ¬ψ and ψ 0 φ then (Γ u φ) u ψ ≡ Γ u (¬φ ∧ ψ) (uC1)
If ψ ` φ then (Γ u φ) u ψ ≡ Γ u ψ (uC2)
Notice that (uC2) is just (DP1), so it suffices to give a semantic correspon-
dent and a syntactic characterisation of (uC2):
PROPOSITION 13. (uC1) corresponds semantically to:
If ρ(t0) = ρ(ρ(t1)), It0(ω) = It1(ω)− Iρ(t1)(ω) 6= ∅ = Bρ(t1)(ω) ∩
It1(ω), then Bt1(ω) = Bt0(ω).
(C)
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PROPOSITION 14. The following formula schemata (with φ, ψ, χ ∈ ΦB)
characterise the property (C):
A(ψ ⊃ φ)∨ (♦(I(ψ ∧¬φ)∧Bχ) ⊃©(Iφ∧B¬ψ) ⊃©(Iψ ⊃ Bχ)) (ca)
♦(Iφ ∧ ♦(Iψ ∧ Bχ)) ⊃ ©(I(ψ ∧ ¬φ) ⊃ Bχ) (cb)
3 Shadow: Beyond Boolean formulae
As we have seen, Bonanno [Bon07a] restricts the formulae by which it is
possible to revise to pure Boolean. We have done the same in our charac-
terisation results for iterated revision. This reflects the AGM postulates,
which are concerned with factual change. However, looking a little beyond
the AGM paradigm, it is a significant restriction, and a particular impedi-
ment to extending the logic to reasoning about the multi-agent case (with
the concomitant applications to reasoning about extensive games which the
branching time semantics suggests).
If the restriction to pure Boolean formulae is dropped na¨ıvely without
anything being changed, then in the one-agent case, Moore problems arise
otherwise due to the success postulate (u1): if we allow revision by a Moore
sentence φ := p∧¬Bp, then we have the unappealing consequence that after
such a revision, the agent believes (p ∧ ¬Bp): If we want agents to be pos-
itively introspective, then we will have a contradiction. (Similar examples
can be constructed in a multi-agent version of this logic, which would be of
interest in analysing interactions.)
Thus having answered one research question of Bonanno’s, we would like
to raise a new question: Is it possible in this branching time semantics
to retain the spirit of the AGM postulates while throwing away the let-
ter, obtaining a coherent treatment of the Moore sentences and a coherent
extension to multi-agent belief revision?
The Moore problems and their multi-agent counterparts are handled well
by taking a dynamic epistemic logic [BMS99] approach to belief revision,
as proposed and developed for belief revision by van Benthem [Ben06] and
Baltag and Smets [BS07]. Bonanno has elsewhere [Bon05] suggested that it
is a flaw in a modal logic that it should contain a modal operator for each
formula. In the logic proposed by van Benthem there is a binary modality,
for the static semantics which involves pre-orders, and a monadic modality
for dynamic revision.6 It should be clear that the formulae 〈uφ〉ψ and
♦(Iφ∧ψ) have the same intended meaning, viz. ‘it’s possible to revise by φ
and have ψ hold’. Therefore it would be of interest to see spelled out more
6van Benthem [Ben06] gives ‘reduction axioms’ for the two policies refinement and
scepticism; note that for anything short of a policy no reduction axiom would possible.
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clearly the precise objection against logics which are not parsimonious with
their modalities. In any case, in what follows we will suggest a way to exploit
the temporal structure of the models in order to remove the restriction to
pure Boolean formulae.
Yap [Yap06] introduces a Past modality to dynamic epistemic logic, a
generalisation of public announcement logic (PAL, [Pla89]). She makes the
remark that after a public announcement of φ, ‘what actually becomes com-
mon knowledge is not φ, but that φ was true just before the announcement’
(op. cit. p. 11). [Zve07] makes similar observations with respect to belief
revision in the context of Segerberg’s dynamic doxastic logic [Seg95]. The
approach that we now propose is to exploit the temporal structure of the
models under consideration in order to take this analysis further.
We will modify the way we interpret the models, representing ‘after the
agent revises by φ, ψ holds’ by Iφ ⊃ ©ψ (up until now this would have
been Iφ ⊃ ψ). That is, we say that when a piece of information is received,
action (revision for example) is taken on it in the next step. This is impor-
tant because it allows a simple representation of incoming information that
describes the state of the world before the information arrived. For reasons
of clarity, we will focus on the simplest axiom (A) from LAGM , which corre-
sponds to (B1), the semantic correspondent of the success postulate (u1).
Nonetheless the insights remain relevant for the other axioms.
Iφ ⊃ Bφ (A)
The new way of interpreting models entails replacing (A) with (A+):
Iφ ⊃ ©B©− φ (A+)
(A+) can be read ‘after receiving some piece of information, the agent be-
lieves that φ was the case.’ We propose that this way of presenting the
impact of information is natural, and is certainly suited to the case of an
agent receiving information about the world. We give formal force to this
reading of (A+) with the following proposition:
PROPOSITION 15. (A+) characterises this property: Bt(ω) ⊆ Iρ(t)(ω)
In the rest of this section we will restrict ourselves to sketching a way to
treat in these branching time models of information change the simpler case
of belief ‘expansion’, i.e. where incoming information is always consistent
with existing information. This is precisely the case that is well-treated by
PAL. We will show that our suggestion for modelling belief dynamics in
these temporal models bears many similarities to the PAL model.
To treat the PAL case, we extend the base logic L1 for temporal doxastic
frames with the following axiom schemata:
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Iφ ⊃ AIφ (UA)
Iφ ⊃ (♦B♦−ψ ⊃ B(φ ⊃ ψ)) (NM)
Iφ ⊃ (B(φ ⊃ ψ) ⊃ ©B©− ψ) (PR)
(UA) stands for ‘uniform announcement’, saying that the same announce-
ment is made at every point in the model. We include it for the sake of
making the comparison with PAL more conspicuous. (NM) stands for ‘no
miracles’, (PR) for ‘perfect recall’.7 We will define a class of temporal
doxastic frames to which these axioms correspond. The axioms (NM) and
(PR) are similar to the key ‘reduction axiom’ for the belief modality for
PAL. In PAL, when an announcement of φ is made, the model is reduced
by eliminating the states where φ is false. An alternative approach is to say
rather that only the epistemic relation is reduced, so that the states survive
(cf. [OR94], p. 72). It is this approach that we can mimic in this branching
next-time semantics, because the domain Ω is constant across instants.
We will define a class of frames in which information flows in the appro-
priate public announcement manner. Specifically, we want that when an
agent receives the information that φ, in the next state she will eliminate
from consideration all the world states at which φ did hold. This is precisely
what the following definition gives us:
DEFINITION 16. Public announcement temporal doxastic frames are
those in which the following properties hold:
It(ω) = It(ω′) (so we can just write It) (PA1)
if ρ(t) 6= null then Bt(ω) = Iρ(t)(ω) ∩ Bρ(t)(ω) (PA2)
PROPOSITION 17. (UA) ∧ (NM) ∧ (PR) characterises public announce-
ment temporal doxastic frames.
The information flow in these frame mirrors that of PAL, as we will show
with an example, in which we use multi-agent frames, i.e. with not just
one belief accessibility relation B but a family of them Ba, and a language
with a modality for each of them, with instances of (NM) and (PR) for
each. A puzzle familiar from the literature, of the ‘muddy children’, or the
‘hats’ [Ben07a, GG97, OR94] can be formulated and resolved in the result-
ing logic. Figure 1 shows a public announcement temporal doxastic model
for the simple two-child case. (We use solid dots to represent states which
are self-accessible for both relations, and empty dots to represent those
which are self-accessible for neither.) To those familiar with one of the
7van Benthem and Pacuit [BP06] use this vocabulary in a slightly different context to
describe properties of agents in temporal models.
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00 • //_________
P
◦ //_________ ◦
01 • //_________
Q
 
 
 
 
 
 
 
 
• //_________
P
◦
10 • //_________
Q
 
 
 
 
 
 
 
 
• //_________
Q
 
 
 
 
 
 
 
 
◦
11 • //_________
P
• //_________ •
Figure 1. A model of a simple muddy children puzzle
many appearances of this puzzle in the dynamic epistemic logic literature
[Ben03, Ben07b], our representation of it will be recognisable. Two children
Patricia and Quentin can only see the forehead of the other, and are won-
dering who has mud on their forehead. Bp is Patricia’s, and Bq Quentin’s,
belief modality; p and q are propositional variables interpreted to mean
that Patricia and Quentin, respectively, are muddy. Four world states are
relevant for them: Neither is muddy 00, only Patricia is muddy 10, only
Quentin is muddy 01, or both are muddy 11. That epistemic situation is
represented by the accessibility relations in the model at the first instant
t0, when they are told that at least one of them is muddy (It0 = Jp∨ qKt0).
Then at a next instant t1, they learn that neither of them knows whether he
or she is muddy (It1 = J¬(Bpp∨Bp¬p)∧¬(Bqq∨Bq¬q)Kt1 ). Because this is
a public announcement temporal doxastic model, the belief relations at t1
and any t2 such that ρ(t2) = t1 are determined. Similarly in the PAL case,
given the initial static model and an announcement, the new static model
is determined. The axioms that characterise this class of models enable us
to derive for example that if Bp(¬p ⊃ Bq¬p), as is the case at t0, then after
these announcements, at t2, Bpp, i.e. Patricia knows that she is muddy.
Public announcement temporal doxastic models describe what van Ben-
them et al [BGP07] call ‘protocol sets’ as opposed to PAL’s ‘full protocols’:
rather than allowing every truthful event to occur, they specify which in-
formative events can occur.
So much for the connection with public announcement logic. What about
belief revision? We have shown how to use the temporal modalities to get a
dynamic version (A+) of (A). To give dynamic versions of the other static
formulae and properties given in [Bon07b] connecting branching time models
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to the AGM postulates is not an entirely trivial exercise.
We leave a development of the direction indicated here for future work.
We also postpone the question of a complete axiomatisation of the logic of
public announcement temporal doxastic frames, including any possibilities
for axiomatising common knowledge (cf. [BP06, Yap06, BEK05]).
Conclusion
We have answered a research question posed by Bonanno [Bon07a], by giv-
ing axiomatic characterisations, for branching time models, of several con-
straints on iterated revision. We gave a complete axiomatisation of the logic
of those models.
We have also introduced a new question concerning the pure Boolean na-
ture of incoming information, seeing what happens when that information
can be about beliefs or time, and we suggested an approach that would an-
swer this question. Specifically, we endorsed a recognition of the ‘dynamic’
nature of epistemic events [Ben06], and proposed giving it substance in these
branching next-time models by exploiting the temporal structure. We have
shown that in the simple case of belief expansion, the approach we propose
works along the same lines as public announcement logic. We claim that
this supports our modification of Bonanno’s framework to handle dynamic
revision as well as we have shown it to handle iterated revision.
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