Abstract. We show how to encode context-free string grammars, linear contextfree tree grammars, and linear context-free rewriting systems as Abstract Categorial Grammars. These three encodings share the same constructs, the only difference being the interpretation of the composition of the production rules. It is interpreted as a first-order operation in the case of context-free string grammars, as a secondorder operation in the case of linear context-free tree grammars, and as a thirdorder operation in the case of linear context-free rewriting systems. This suggest the possibility of defining an Abstract Categorial Hierarchy.
Introduction
Abstract Categorial Grammars (ACGs) (de Groote, 2001 ) are a new categorial formalism based on Girard linear logic (Girard, 1987) . This formalism, which sticks to the spirit of current type-logical grammars (Carpenter, 1996; Moortgat, 1997; Morrill, 1994; Oehrle, 1994) , offers the following features: this fact by exploring the expressive power of ACGs. We show how to encode three context-free formalisms (namely, context-free string grammars, linear context-free tree grammars, and linear context-free rewriting systems) as ACGs.
The paper is organized as follows. In the next section, we introduce the notion of Abstract Categorial Grammar. Section 3 gives a natural encoding of strings as linear λ-terms. In Section 4, we remind the reader of the definitions of a context-free string grammar, a linear context-free tree grammar, and a linear context-free rewritng system. In Section 5, we explain how to encode context-free derivations. Then, Section 6, 7 and 8 give the encodings of context-free string grammars, linear context-free tree grammars, and linear context-free rewriting systems, respectively. Finally, we conclude in Section 9.
Abstract Categorial Grammars
This section gives the definition of an Abstract Categorial Grammar, which is based on the notions of linear implicative types, higher-order linear signature, and linear λ-terms built upon a higher-order linear signature.
Let A be a set of atomic types. The set T (A) of linear implicative types built upon A is inductively defined as follows: 1 . if a ∈ A, then a ∈ T (A);
if α, β ∈ T (A), then (α −• β) ∈ T (A).
We use the usual convention of right association of the parentheses, i.e., we write α −• β −• γ −• δ for (α −• (β −• (γ −• δ))). We also write α n −• β for α −• · · · −• α n× −•β.
A higher-order linear signature consists of a triple Σ = A, C, τ , where:
1. A is a finite set of atomic types; 2. C is a finite set of constants; 3. τ : C → T (A) is a function that assigns to each constant in C a linear implicative type in T (A).
Let X be a infinite countable set of λ-variables. The set Λ(Σ) of linear λ-terms built upon a higher-order linear signature Σ = A, C, τ is inductively defined as follows:
1. if c ∈ C, then c ∈ Λ(Σ); 2. if x ∈ X, then x ∈ Λ(Σ); 3. if x ∈ X, t ∈ Λ(Σ), and x occurs free in t exactly once, then (λx. t) ∈ Λ(Σ); 4. if t, u ∈ Λ(Σ), and the sets of free variables of t and u are disjoint, then (t u) ∈ Λ(Σ).
Λ(Σ) is provided with the usual notion of capture avoiding substitution, and the relations of α-conversion, β-reduction, β-conversion, and βη-conversion (Barendregt, 1984) , this latter relation being used as the notion of equality between λ-terms. We use the usual conventions when writing λ-terms: Given a higher-order linear signature Σ = A, C, τ , each linear λ-term in Λ(Σ) may be assigned a linear implicative type in T (A). This type assignment obeys an inference system whose judgements are sequents of the following form:
1. Γ is a finite set of λ-variable typing declarations of the form 'x : β'
(with x ∈ X and β ∈ T (A)), such that any λ-variable is declared at most once;
The axioms and inference rules are the following:
Given two higher-order linear signatures Σ 1 and Σ 2 , we define a lexicon L : Σ 1 → Σ 2 to be a realization of Σ 1 into Σ 2 , i.e., an interpretation of the atomic types of Σ 1 as types built upon Σ 2 together with an interpretation of the constants of Σ 1 as linear λ-terms built upon Σ 2 . These two interpretations must be such that their homomorphic extensions commute with the typing relations. This is spelled out in the next definition. DEFINITION 1. Let Σ 1 = A 1 , C 1 , τ 1 and Σ 2 = A 2 , C 2 , τ 2 be two higher-order linear signatures. A lexicon L from Σ 1 to Σ 2 is defined to be a pair L = F, G such that:
is a function that interprets the atomic types of Σ 1 as linear implicative types built upon A 2 ; 2. G :
is a function that interprets the constants of Σ 1 as linear λ-terms built upon Σ 2 ; 3. the interpretation functions are compatible with the typing relation, i.e., for any c ∈ C 1 , the following typing judgement is derivable:
whereF is the unique homomorphic extension of F .
In the sequel, given such a lexicon L = F, G , L (a) will stand for eitherF (a) orĜ(a), according to the context. We are now in a position of defining the notion of Abstract Categorial Grammar. Every ACG G generates two languages: an abstract language, A(G ), and an object language O(G ).
DEFINITION 2. An Abstract Categorial Grammar is a quadruple
The abstract language, which may be seen as a set of abstract parse structures, is the set of closed linear λ-terms built upon the abstract vocabulary and whose type is the distinguished type of the grammar.
The abstract language A(G ), generated by G is defined as follows:
On the other hand, the object language, which may be seen as the set of concrete forms generated by the grammar, is defined to be the image of the abstract language by the term homomorphism induced by the lexicon.
Strings as linear λ-terms
We are concerned, in this paper, with the representation of grammatical formalisms that generate strings. We must, therefore, specify a higher-order linear signature that allows strings to be defined and manipulated. This signature will serve as the object vocabulary of the several ACGs we will define. There is, in fact, a canonical way of representing strings as linear λ-terms. It consists of encoding a string of symbols as a composition of functions. Consider, for instance, a string such as 'abbac'. It may be represented by the linear λ-term:
where the atomic strings 'a', 'b', and 'c' are declared to be constants of functional type.
More formally, the higher-order linear signature corresponding to an alphabet obeys the following definition. DEFINITION 5. let T = {a 1 , . . . , a n } be an alphabet. The higher-order linear signature, Σ T = A, C, τ , is defined as follows:
Given such a signature, the empty word ( ) is represented by the identity function (λx. x), and concatenation is defined to be functional composition (λf. λg. λx. f (g x)), which is indeed an associative operator that admits the identity function as a unit.
We define string to be the type (σ −• σ), and λ-terms of type string, such as λx. a (b (b (a (c x)) )), will be written /abbac/. Finally, the infix operator + will denote the composition (i.e., the concatenation) of such λ-terms.
Three context-free formalisms
In this section, we remind the reader of the definitions of the grammatical formalisms we intend to encode as ACGs.
Context-free string grammars
A context-free string grammar is a quadruple G = N, T, P, s where:
1. N is a finite set of symbols called the alphabet of non-terminal symbols;
2. T is a finite set of symbols, disjoined from N , called the alphabet of terminal symbols; 3. P is a finite set of production rules of the form a → α, where a ∈ N , and α ∈ (N ∪ T ) * ; 4. s ∈ N is called the start symbol of the grammar.
Given two words α, β ∈ (N ∪T ) * , one says that β is directly derivable from α if and only if there exist β 1 , β 2 , β 3 ∈ (N ∪ T ) * and a ∈ N such that:
1. a → β 2 is a production rule of P ;
This relation of direct derivability is written α ⇒ β and, as usual, ⇒ * denotes the reflexive, transitive closure of ⇒. Finally, the language generated by G is defined to be the set of terminal words α ∈ T * such that s ⇒ * α.
Linear context-free tree grammars
A ranked alphabet is defined to be a pair Σ = F Σ , r Σ such that F Σ is a finite set of symbols, and r Σ : F Σ → N is a function that assigns to each symbol a natural number called its rank. By a slight abuse of notation, we will write a ∈ Σ for a ∈ F Σ Given such a ranked alphabet Σ, and a possibly inifinite countable set of variables X, the set of trees T Σ (X) is inductively defined as follows:
In case X is the empty set, the set of trees T Σ (∅) is simply written T Σ . Let X n = {x 1 , . . . , x n } be a finite set of variables. A tree t ∈ T Σ (X n ) that contains exactly one occurrence of each variable
is called a n-context. Let t be such a n-context, and let u 1 , . . . , u n ∈ T Σ . We write t[u 1 , . . . , u n ] to denote the tree obtained from t by replacing x 1 , . . . , x n by u 1 , . . . , u n , respectively. The set of n-contexts built upon a given ranked alphabet Σ, will be written C Σ (n). Strictly speaking, the notion of n-context should not depend on the choice of the set X n . Nevertheless, in the sequel, we will use the following convention: if t is a n-context then t and t[x 1 , . . . , x n ] denote the same tree. Let X be a set of variables, let Σ be a ranked alphabet, and let Σ 0 be the set of symbols a ∈ Σ such that r Σ (a) = 0. To each tree t ∈ T Σ (X), one associates its yield t, which is a string over Σ 0 , inductively defined as follows:
A linear context-free tree grammar is a quadruple G = N, T, P, s where:
1. N is a ranked alphabet of non-terminal symbols; 2. T is a ranked alphabet of terminal symbols, disjoined from N ; 3. P is a finite set of production rules of the form a(
, where a ∈ N , r N (a) = n, the variable x 1 , . . . , x n are all distinct, and t ∈ C N ∪T (n).
4. the start symbol s ∈ N is such that r N (s) = 0.
Let u, v ∈ T N ∪T . v is directly derivable from u (u ⇒ v) if and only if there exist c ∈ C N ∪T (1), a ∈ N with r N (a) = n, t ∈ C N ∪T (n), and u 1 , . . . , u n ∈ T N ∪T such that:
The tree language generated by G is then defined to be the set of terminal trees t ∈ T T such that s ⇒ * t, where ⇒ * stands for the reflexive, transitive closure of ⇒.
Note that the tree language generated by a linear context-free tree grammar is not sensitive to the derivation mode. This is due to the linearity condition which derives from the fact that the right-hand side of a production rule is restricted to be a context rather than an arbitrary tree. Consequently, the usual distinction between outside-in and inside-out tree languages does not apply in the present case.
In this paper, we are interested in string languages rather than in tree languages. Consequently, we will focus on the yield language generated by a linear context-free tree grammar, i.e., the set of strings α such that α = t for some tree t ∈ T T such that s ⇒ * t. In the general case, the class of yield languages generated by the context-free tree grammars corresponds to the class of indexed languages. In our case, because of the linearity constraint, the class of yield languages we consider is much more restrictive. To the best of our knowledge, whether this class corresponds to a class of languages definable by some other well-established formalism is an open question. Nevertheless, it is worth noting that it contains Joshi's Tree Adjoining Languages (Joshi and Schabes, 1997) as a proper subclass (Mönnich, 1997).
Linear context-free rewriting systems
Linear Context-free rewriting systems (Vijay-Shanker et al., 1987; Weir, 1988) may be defined as a proper subclass of multiple context-free grammars (Seki et al., 1991) , which are themeselves a particular case of generalized context-free grammars (Pollard, 1984) . We do not follow this general approach here, but give a direct tailor-made definition, which is indeed equivalent to Weir's.
Let T be an alphabet, and consider a function f : (T * ) m → (T * ) n that acts on tuples of strings. Such a function is called a linear transform if and only if there exist α 10 , α 11 , . . . , α 1p 1 , . . . , α n0 , α n1 , . . . , α npn ∈ T * such that:
j=1 {x ij }, and x ij = x kl , whenever i = k or j = l.
In the sequel, we work modulo the associativity of the cartesian product, i.e., we identify (T * ) n × (T * ) m with (T * ) n+m and, consequently, α 1 , . . . , α n , β 1 , . . . , β m with α 1 , . . . , α n , β 1 , . . . , β m .
A linear context-free rewriting system is defined to be a quadruple G = N, T, P, s where:
1. N is a ranked alphabet of non-terminal symbols; 2. T is an alphabet of terminal symbols, disjoined from N ; 3. P is a finite set of production rules of the form f, a → α , where:
4. the start symbol s ∈ N is such that r N (s) = 1.
In Clause 3, the non-terminal word α is possibly empty, in which case the linear transform f degenerates into a constant tuple f .
To each non-terminal symbol a ∈ N , one associates a set L(a) ⊂ (T * ) r N (a) , inductively defined as follows:
1. for each production rule f, a → , where stands for the empty word, one has f ∈ L(a);
, and f, a → a 1 . . . a n is a production rule of P , then f t 1 , . . . , t n ∈ L(a).
The language generated by G is then defined to be the set L(s). Observe that this set is indeed a set of strings because r N (s) = 1.
Specifying context-free derivations
In order to encode a formalism as an ACG, we have to give an abstract vocabulary, an object vocabulary, and a lexicon. The three formalisms of Section 4 generate string languages. Consequently, their object vocabulary will obey the construct of Definition 5. They will also share the same kind of abstract vocabulary, whose construction is explained in the present section. Let a → α be a production rule of a context-free string grammar. We define the skeleton of this rule to be the pair a, α , where α is a word of non-terminal symbols inductively defined as follows:
Similarly, let a(x 1 , . . . , x n ) → t be a production rule of a contextfree tree grammar. Its skeleton is defined to be the pair a, t , where t is inductively defined as follows:
1. x i = , for x i a variable; 2. f = , if f is a terminal symbol of rank 0;
finally, let f, a → α be a production rule of a linear context-free rewriting system. Its skeleton is defined to be the pair a, α .
To summarize, in the three cases, the skeleton of a production rule is a pair a, α , where a is the non-terminal symbol occurring in the left-hand side of the rule, and α is a word consisting of the non-terminal symbols occurring in its right-hand side.
This notion of skeleton of a production rule allows us to define the higher-order linear signature associated to a given context-free string grammar, linear context-free tree grammar, or linear context-free rewriting system. DEFINITION 6. Let G = N, T, P, s be a context-free string grammar, a linear context-free tree grammar, or a linear context-free rewriting system. The higher-order linear signature Σ G = A, C, τ , associated to G, is defined as follows:
2. to each p ∈ P , one associates a constant c p , and C = p∈P {c p }; 3. τ (c p ) = a 1 −• · · · a n −• a, where a, a 1 . . . a n is the skeleton of rule p.
It is not difficult to see that the closed λ-terms of atomic type built upon the above signature are regular trees that correspond to contextfree parse trees.
Composition as first-order susbtitution
In order to define ACGs representing the formalisms of Section 4, it remains to specify appropriate lexicons. This section explains the construction of such lexicons in the case of context-free string grammars.
Let G = N, T, P, s be a context-free string grammar, and let p ∈ P be the following production rule:
a → α 0 a 1 α 1 . . . a n α n where a, a 1 , . . . , a n ∈ N and α 0 , α 1 , . . . , α n ∈ T * . The linear λ-term [[p] ] is defined to be:
We now define the ACG corresponding to a given context-free string grammar. DEFINITION 7. Let G = N, T, P, s be a context-free string grammar. The Abstract Categorial Grammar G G = Σ G , Σ T , L G , s is defined as follows:
1. the abstract vocabulary Σ G is constructed according to Definition 6; 2. the object vocabulary Σ T is constructed according to Definition 5;
4. the distinguished type s is identical to the start symbol of G.
It remains to prove that the ACG constructed according to the above definition is indeed a correct representation of the corresponding context-free string grammar. This is established by the next two propositions. PROPOSITION 1. Let G = N, T, P, s be a context-free string grammar, and let G G = Σ G , Σ T , L G , s be the Abstract Categorial Grammar constructed from G according to Definition 7.
For all a ∈ N and all α ∈ T * , if a ⇒ * α then there exists a closed λ-term t ∈ Λ(Σ G ) such that − Σ G t : a and L G (t) = /α/.
Proof. We proceed by induction on the length of the derivation a ⇒ * α.
If a ⇒ * α because of a production rule a → α, there must exist an abstract constant c corresponding to this production rule, which is of type a and such that L G (c) = /α/. Now, suppose that the first rule of the derivation is
Consequently, there exists β 1 , . . . , β n ∈ T * such that a i ⇒ * β i and α = α 0 β 1 α 1 . . . β n α n . Then, by induction hypothesis, there must exist closed λ-terms t 1 , . . . , t n of type a 1 , . . . , a n , respectively, such that
On the other hand, there exists an abstract constant c corresponding to (1), whose type is a 1 −• · · · a n −• a and such that
Consequently, we have that
, s be the Abstract Categorial Grammar constructed from a given context-free string grammar G = N, T, P, s , according to Definition 7. For all a ∈ N , and all closed λ-term t ∈ Λ(Σ G ) such that − Σ G t : a, there exists α ∈ T * such that L G (t) = /α/, and a ⇒ * α.
Proof. We proceed by induction on the structure of t. Note that, t being a closed term of atomic type, it is either a constant or an application.
If t is a constant then t = c p for some p ∈ P whose skeleton is a, . Then, by definition of G G , p must be of the form a → α with
If t is an application then t = c p t 1 · · · t n for some p ∈ P whose skeleton is a, a 1 . . . a n . In this case, each λ-term t i must be a closed λ-term of type a i , and p must be of the form a → α 0 a 1 α 1 . . . a n α n jolli-final.tex; 10/11/2006; 11:46; p.12 where α 0 , α 1 , . . . , α n ∈ T * , and
Then, by induction hypothesis, there exist β 1 , . . . , β n ∈ T * such that L G (t i ) = /β i / and a i ⇒ * β i . This implies that
and that a ⇒ * α 0 β 1 α 1 . . . β n α n .
Composition as second-order susbtitution
In order to adapt the construction of the previous section to the case of linear context-free tree grammars, we will interpret the atomic types of the abstract vocabulary as second-order types over strings.
Let G = N, T, P, s be a linear context-free tree grammar, and let p ∈ P be a production rule a(x 1 , . . . , x n ) → t whose skeleton is a, a 1 . . . a m . The linear λ-term [[p] ] is defined to be:
where |t| is inductively defined as follows:
2. |f | = /f /, if f is a terminal symbol of rank 0; 3. |a i | = y i , if the non-terminal a i is of rank 0;
Adapting Definition 7 to the case of linear context-free tree grammars is then straightforward. DEFINITION 8. Let G = N, T, P, s be a linear context-free tree grammar. The Abstract Categorial Grammar G G = Σ G , Σ T , L G , s is defined as follows:
In order to establish the correctness of the above construction, we first state two technical lemmas concerning the operator | · | used in the definition of [[p] ]. Their proofs, which consist of simple inductions, are left to the reader. LEMMA 1. Let G = N, T, P, s be a linear context-free tree grammar. For all terminal tree t ∈ T T , |t| = /t/.
LEMMA 2. Let G = N, T, P, s be a linear context-free tree grammar. Let u, u 1 , . . . , u n ∈ T N ∪T , c ∈ C N ∪T (1), a 1 , . . . , a m ∈ N , and t ∈ C T (n) be such that:
1. a 1 , . . . , a m is the sequence of occurrences of non-terminal symbols in u;
2. r N (a 1 ) = n;
PROPOSITION 3. Let G = N, T, P, s be a linear context-free tree grammar, and let G G = Σ G , Σ T , L G , s be the Abstract Categorial Grammar constructed from G according to Definition 8. For all a ∈ N such that r N (a) = n, all v ∈ C T (n), and all u 1 , . . . ,
Proof. We proceed by induction on the length of the derivation a(u 1 , . . . , u n 
, there exists an abstract constant corresponding to this rule, and we are done by taking t to be this abstract constant. Now suppose that the first rule of the derivation is the production rule p, a(
jolli- final.tex; 10/11/2006; 11:46; p.14 
Therefore, by induction hypothesis, there exist closed λ-terms t 1 , . . . ,
Then we take t = c p t 1 · · · t m , and the result follows by iterating Lemma 2. 
Proof. We proceed by induction on the structure of t. If t is a constant then t = c p for some p ∈ P whose skeleton is a, . Consequently, p must be of the form a(x 1 , . . . , x n ) → w[x 1 , . . . , x n ] with w ∈ C T (n). On the one hand, we have that
On the other hand, by Lemma 1,
which implies that
If t is an application then t = c p t 1 · · · t m for some p ∈ P whose skeleton is a, a 1 . . . a m , and each λ-term t i must be a closed λ-term of type a i . Consequently, by induction hypothesis, there exist contexts v 1 , . . . , v m such that v i ∈ C T (r N (a i )) and, for all all u 1 , . . . , u 
This implies that
and the result follows by iterating Lemma 2 and applying Lemma 1.
Composition as third-order substitution
Finally, in this section, we define the ACG corresponding to a linear context-free rewriting system. To this end, we interpret the atomic types of the abstract vocabulary as third-order types over strings. Let G = N, T, P, s be a linear context-free rewriting system, and let p ∈ P be a production rule f, a → a 1 a 2 . . . a l , whose linear transform obeys the following equation:
We define the λ-terms u 1 , . . . , u n as follows:
] is then defined to be:
where x 1 is the sequence of λ-variables x 1 , . . . , x r N (a 1 ) , x 2 is the sequence of λ-variables x r N (a 1 )+1 , . . . , x r N (a 1 )+r N (a 2 ) , etc.
Then, the ACG corresponding to a given linear context-free rewriting system is defined as follows. DEFINITION 9. Let G = N, T, P, s be a linear context-free rewriting system. The Abstract Categorial Grammar G G = Σ G , Σ T , L G , s is defined as follows:
1. the abstract vocabulary Σ G is constructed according to Definition 6; 2. the object vocabulary Σ T is constructed according to Definition 5; jolli-final.tex; 10/11/2006; 11:46; p.16 
the lexicon L
In order to prove the correctness of the above construction, we start by stating a technichal lemma, whose proof is left to the reader. LEMMA 3. Let G = N, T, P, s be a linear context-free rewriting system, let p ∈ P be the production rule f, a → a 1 . . . a n , and let α i1 , . . . , α ir N (a i ) ∈ T * , for 1 ≤ i ≤ n. Then, there exists α 1 , . . . , α r N (a) ∈ T * such that Proof. We proceed by induction on the structure of t. If t is a constant then t = c p for some p ∈ P whose skeleton is a, . Consequently, p must be of the form f, a → . Then, there exist α 1 , . . . , α n ∈ T * such that f = α 1 , . . . , α n . Hence, by definition, L G (c p ) = λz. z /α 1 / · · · /α n /, and α 1 , . . . , α n ∈ L(a).
If t is an application then t = c p t 1 · · · t m for some p ∈ P whose form is f, a → a 1 . . . a m , and each λ-term t i must be a closed λ-term of type a i . Therefore, by induction hypothesis, there exist α i1 , . . . , α ir N (a i ) ∈ T * such that L G (t i ) = λz. z /α i1 / · · · /α ir N (a i ) /, and α i1 , . . . , α ir N (a i ) ∈ L(a i ). Then, the result follows by Lemma 3.
Observe that we do not have that α ∈ L(s) if and only if /α/ ∈ O(G G ). We have instead that α ∈ L(s) if and only if λz. z /α/ ∈ O(G G ). This possible defect can be easily fixed by changing the distinguished type of the grammar to be a new abstract atomic type s , and by adding a new abstract constant c of type s −• s . The lexicon is then extended in such a way that L G (s ) = string and L G (c) = λy. y (λx. x).
Conclusions
The embeding of context-free string grammars, linear context-free tree grammars, and linear context-free rewriting systems in Abstract Categorial Grammars exemplifies some of the features of the ACG framework.
The fact that an ACG generates two languages offer an explicit control of the parse structure of the grammar. Consequently, the three encodings we have given are in fact strong equivalences. 1 .
The fact that the basic objects manipulated by an ACG are linear λ-terms allows higher-order operations to be defined. Typically, treeadjunction is such a higher-order operation (Abrusci et al., 1999; Joshi and Kulick, 1997; Mönnich, 1997) , and we have seen that the possibility of defining such higher-order operations is the keystone in encoding linear context-free tree grammars and linear context-free rewriting systems.
Finally, the fact that the embeddings of the three context-free formalisms are based, respectively, on first-order, second-order, and thirdorder interpretations suggests the existence of an Abstract Categorial Hierarchy that would allow the expressive power of the ACGs to be controlled.
