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Abstract
In this thesis, we study a recently proposed model of random graphs that exhibit
properties which are present in a wide range of networks arising in real world settings.
The model creates random geometric graphs on the hyperbolic plane, where vertices are
connected if they are within a certain threshold distance. We study typical properties
of these graphs.
We identify two critical values for one of the parameters that act as sharp thresh-
olds. The three resulting intervals of the parameters that correspond to three possible
phases of the random structure: A.a.s., the graph is connected; A.a.s., the graph is not
connected, yet there is a giant component; A.a.s., every component is of sublinear size.
Furthermore, we determine the behaviour at the critical values.
We also consider typical distances between vertices and show that the ultra-small
world phenomenon is present. Our results imply that most pairs of vertices that belong
to the giant component are within doubly logarithmic distance.
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Chapter 1
Introduction
1.1 Random Graphs
The study of random graphs was introduced in a seminal paper by Erd®s and Rényi
[ER60], and independently in a paper by Gilbert [Gil59]. Two very similar models
were developed, G(N,M) and G(N, p). The model G(N,M) consists of N vertices with
0 ≤M ≤ (N
2
)
edges. A graph is sampled uniformly among all the graphs with precisely
M edges. G(N, p) also has N vertices, but here every possible edge is present with
probability p, independent of all the other edges. Due to the strong concentration of
the binomial distribution, G(N,M) and G(N, p) behave very similarly for p =
(
N
2
)
/M
(see the book by Janson, Łuczak and Ruci«ski [JŁR00]). The ﬁrst two papers by
Erd®s and Rényi [ER60, ER59] investigated the typical component structure ofG(N, p).
They discovered two thresholds for p at which the structure of the graphs changes
signiﬁcantly. In particular, the connectivity of the graph changes around p = log(N)
N
.
All results in this thesis hold asymptotically almost surely (a.a.s.), that is, with a
probability that tends to 1 as the number N of vertices grows. For the following we ﬁx
any ε > 0. For p < (1−ε) logN
N
, a.a.s. the graph G(N, p) contains isolated vertices, thus
it is not connected. On the other hand, for p > (1+ε) logN
N
, a.a.s. the graph is connected.
The other threshold discovered by Erd®s and Rényi is around p = 1
N
. For p < 1−ε
N
,
a.a.s. the largest component in G(N, p) has order proportional to logN , whereas a.a.s.
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there is a unique giant component, of order linear in N , for p > 1+ε
N
. In between these
thresholds, when p = 1
N
, the order of the largest component scales as n
2
3 .
A useful concept to further study the structural changes that happen in the graph
as more edges are present is the random graph process G˜N . Here, starting with a
graph on N vertices and no edges, the edges are added one by one, chosen uniformly at
random among all the non-edges for each step. This process allows for a more reﬁned
analysis of the phase transition with regards to the largest component of the graph.
Bollobás [Bol84] showed that, when the giant component emerges, a gap arises between
the largest and second largest component. In particular, while the order of the largest
component cannot decrease as more edges are added, a.a.s. the order of the second
largest component decreases. He further shows that when the number of edges is close
to the threshold N
2
, adding a single edge increases the size of the largest component
by four vertices on average, capturing the strong threshold that appears around this
value. Bollobás and Thomason [BT85] used the graph process to further analyse the
threshold for the connectivity of the random graph. It turns out that a.a.s. adding the
edge that removes the last isolated vertex is precisely the one that yields connectivity
in the graph.
Achlioptas processes give an alternative way of choosing edges that is not uniform.
Here, in every step, two potential edges are chosen uniformly at random and exactly
one of them is added to the graph, according to some rule. Achlioptas proposed this
model with the question whether there are rules that delay the emergence of the giant
component. Bohman and Frieze [BF01] showed that this indeed works for a very simple
rule. Given the option of edges e and e′, the edge e′ is only chosen if it is disjoint from
all previously chosen edges. This small bias towards connecting previously isolated
vertices is enough to postpone the emergence of the giant component by a constant
factor of N .
For a thorough introduction to random graphs, see e.g. the books of Bollobás
[Bol01] or Janson, Łuczak and Ruci«ski [JŁR00].
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1.2 Random Geometric Graphs
Gilbert [Gil61] originally introduced a model for random geometric graphs on an inﬁnite
space in the context of continuum percolation. Here, vertices are generated using a
point process : the number of vertices in any given measurable area follows a Poisson
distribution with a mean proportional to the measure of the area. Any two vertices
are then connected by an edge if they are within some ﬁxed distance δ. The density
of the point process or the distance that determines whether vertices are adjacent can
equivalently be used as the parameter of the model. A central question in this setting
is whether the resulting graph has an inﬁnite component, an inﬁnite equivalent to the
question whether a ﬁnite graph contains a component of linear size.
Finite random geometric graphs were ﬁrst studied by Hafner [Haf72]. These are
formed by randomly distributing N vertices on some ﬁnite subset of a metric space
and then connecting all those pairs of vertices with an edge that are within distance
δ, for δ > 0. In general, δ = δ(N) decreases as N increases, as a way to keep the
average degree ﬁxed (possibly with respect to N). Usually, the domain in which the
graph is created is ﬁxed and δ(N) is used as a parameter. These graphs are motivated
by an abundance of real-world problems that can be modelled by them, e.g. networks
of transmitters, each of which can communicate with every other transmitter within
its range. The prototypical and probably most studied model is that of graphs on a
d-dimensional real-valued unit-torus, using the euclidean norm on the torus to measure
distances. Vertices are typically independently uniformly distributed.
While the methods for studying random geometric graphs necessarily diﬀer from
the ones used in Erd®s-Rényi random graphs, many properties can be examined in the
geometric model as well. It turns out that there are critical values rCc (N) and r
G
c (N)
so that the following hold for a random geometric graph G on N vertices on [0, 1]2
with threshold distance r (see Penrose [Pen03]). Fix ε > 0. A.a.s., G is connected if
r > (1 + ε)rCc (N), whereas it is not connected for r < (1 − ε)rCc (N). A.a.s., G has a
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component of linear size if r > (1 + ε)rGc (N), whereas there is no such component for
r < (1− ε)rGc (N). Unlike rCc (N), the exact value of rGc (N) is unknown as it is directly
tied to the analogue critical value in continuum percolation that determines whether
there is an inﬁnite component, which is currently unknown.
For more information on random geometric graphs, see the book by Penrose [Pen03].
1.3 Complex Networks
While euclidean random geometric graphs work well as a model for many applications,
there is a wide range of naturally occurring networks that have common properties, not
all of which are satisﬁed in the euclidean model. Examples of these networks include
the Internet, collaboration networks and airport networks. The main properties that
characterize these networks are the following:
1. Sparseness : The number of edges is proportional to the number of vertices.
2. Small World Phenomenon: Even though the graph is sparse, almost all pairs of
vertices in the same component have a relatively short (logarithmic or doubly
logarithmic) graph distance.
3. Clustering : Two vertices with a common neighbour are much more likely to be
adjacent than a random pair of vertices.
4. Scale Free Degree Distribution: The tail of the distribution follows a power law.
Having a power-law degree distribution means that there is a constant γ > 0 so that
the proportion of vertices with a given degree k scales roughly like k−γ. Networks that
exhibit these properties are usually called complex networks. Evidence suggests that
the exponent γ usually lies between 0 and 3. For a more complete discussion of these
properties see Chung and Lu [CL06].
As the class of complex networks is very broad, it would be very useful to have a
model to sample such networks randomly, to study their properties and create eﬃcient
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algorithms. The models previously covered in this chapter are all homogeneous, i.e., all
their vertices behave roughly the same, that is without knowledge about other vertices
or edges, every vertex has the same expected degree and these degrees are moderately
concentrated. Complex networks however exhibit some degree of inhomogeneity. In
particular, typical examples display `hubs', a small set of vertices that have a very large
degree, in contrast to the average degree being constant.
Euclidean random geometric graphs naturally exhibit clustering. However, they
cannot both have the small world phenomenon and sparseness. This is essentially
caused by the fact that in euclidean spaces the area of a ball increases polynomially
with the radius. Thus a small threshold distance to connect vertices, which is needed
to have constant average degrees, implies that the graph distance between most pairs
must be very large. The homogeneity of the graphs also prevents a scale free degree
distribution. In the last decades, several models have arisen that aim to feature as
many of the properties as possible and their study is getting increasing attention.
The Preferential Attachment Model was introduced by Barabási and Albert [BA99]
as a ﬁrst model for scale free networks. Vertices are added one by one and each vertex
is connected to m previously added vertices by an edge, where m is constant and
the parameter of the graph that determines the average degree of the graph, which is
roughly 2m. The neighbours are chosen randomly, each vertex has a probability that is
proportional to its current degree. This process naturally boosts the degree of vertices
that already have a high degree, thus creating the hubs that are vital to complex
networks. Bollobás, Riordan, Spencer and Tusnády [BRST01] proved that the degree
distribution follows a power law with exponent γ = 3. Bollobás and Riordan [BR04]
showed that preferential attachment graphs on N vertices typically have an average
distance between vertices that scales like logN
log logN
, giving a small world phenomenon.
Bollobás [Bol03] determined the clustering coeﬃcient in preferential attachment graphs.
It turns out that this value is a function tending to 0 as N tends to ∞, while evidence
suggests that complex networks exhibit a constant clustering coeﬃcient. Various other
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properties and versions of the preferential attachment graph have been studied and
remain a popular research area (see e.g. [Mór05] and [EN11]).
Another model that has been extensively studied and is of particular interest for this
thesis was introduced by Chung and Lu [CL03]. Here, every vertex is assigned a weight,
and a pair of vertices is connected by an edge with a probability that is proportional
to the product of its weights, independently of the other pairs. Chung and Lu prove
that, given suitably chosen weights, the degree distribution follows a power law. In
fact, the expected degree of a vertex corresponds to its weight, so the weights should
be chosen to represent a power law. For exponents in the power law between 2 and 3,
average distances are with high probability close to log logN . However, as the edges
are chosen independently, clustering cannot be observed.
In the following section we will introduce the model that we study in this thesis.
It was proposed by Krioukov, Papadopoulus, Kitsak, Vahdat and Boguñá [KPK+10].
They assume that hyperbolic geometry underlies complex networks and gives rise to the
properties that can be observed within them. These networks exhibit a hierarchical
structure that resembles a tree, nodes form groups, that in turn are organised into
subgroups, etc. The hyperbolic space is a natural candidate to accommodate such
tree-like structures. This can be (informally) observed for example in uniform tilings
of the hyperbolic plane, see [Hat02].
The analysis of Krioukov et al. [KPK+10] indicates that the degree distribution of
vertices in their model follows a power law and they give empirical data that suggests
that clustering is present. Gugelmann, Panagiotou and Peter [GPP12] veriﬁed these
results rigorously, and Candellero and Fountoulakis [CF] further studied clustering in
a variant of the model.
In a way, this model is an equivalent to the Chung-Lu model as a random geometric
graph in an inhomogeneous space, inheriting the properties from the Chung-Lu model
but acquiring clustering from its nature as a geometric graph. Fountoulakis [Fou15]
studied these similarities. Some function of the distance of a vertex from the origin
1.4 Random Graphs on the Hyperbolic Plane 7
essentially functions as the weight used in the Chung-Lu model. The expected degree
of a vertex scales like this value, and, if only the distances to the origin are exposed,
the probability of two vertices being connected via an edge is the product of these
respective values.
Kiwi and Mitsche [KM15] showed that the expected diameter of the graph is poly-
logarithmic in N for 1
2
< α < 1, with an exponent depending on α. This and one of
our results determining the average distances, given in Chapter 5, conﬁrm that a small
world phenomenon is present in this model.
1.4 Random Graphs on the Hyperbolic Plane
The hyperbolic plane H = H1 is an unbounded surface of constant curvature −1. There
are many ways to represent it as a two dimensional plane with a given metric, including
the half-plane model, the Beltrami-Klein disk model and the Poincaré disk model. The
Poincaré disk model is the unit disc D = {(x, y) ∈ R2 : x2 +y2 < 1}, equipped with the
metric determined by the diﬀerential form ds2 = 4(dx
2+dy2)
(1−x2−y2)2 . In the hyperbolic plane of
curvature −γ2, the diﬀerential becomes ds2 = 4(dx2+dy2)
ζ2(1−x2−y2)2 . Here, the circumference of
a circle of radius r is 2pi 1
ζ
sinh(αr), whereas the are is 2pi 1
ζ2
(cosh(αR)− 1).
The native model we use in this thesis to draw pictures was introduced by Krioukov
et al. and is a variant of the Poincaré disk model that projects the disc onto the
whole of R2. We use polar coordinates, where every point in the Poincaré disk retains
their angle, but the radius becomes the hyperbolic distance to the origin. While this
representation lacks some of the useful geometric properties that the Poincaré disk and
the other models oﬀer, it has the advantage that the change in density within any
image is not as large as in the Poincaré disk. In fact, if we were to draw interesting
graphs, i.e. sparse graphs as required by the properties of copmplex networks, on the
Poincaré disk, all of their vertices would be on to the periphery of the disc, making it
almost impossible to see which vertices are closer to the origin, a vital information.
The random graph model we consider in this thesis is the Krioukov-Papadopoulos-
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Kitsak-Vahdat-Boguñá model, or KPKVB model. It was introduced by Krioukov et al.
and involves two parameters, ν and α. The graph G(N ;α, ν) is formed by randomly
choosing N vertices on the disc DR of radius R := 2 log(N/ν) in H according to the
following quasi-uniform distribution:
If the random point u has polar coordinates (r, θ), then θ, r are independent, θ
is uniformly distributed in (0, 2pi] and the probability distribution of r has density
function given by:
ρ(r) =
 α
sinhαr
coshαR−1 if 0 ≤ r ≤ R,
0 otherwise.
(1.1)
This corresponds to the ratio of circumference of a circle of radius r in the hyperbolic
plane of curvature −α2 to the area of such a circle. Thus, when α = 1, this distribution
is uniform on DR. In any other case, however, we can think of it as the uniform
distribution on a disc of radius R on the space Hα of curvature −α2, then transferring
angles and radii to DR on H. The distribution is essentially an exponential one, and
α acts as the logarithm of the base. The eﬀect of this, as we will see later, is that
with a larger α vertices tend to be located towards the periphery of the disc, whereas
a smaller α draws them towards the origin.
Two vertices in G(N ;α, ν) are connected by an edge whenever they are within
hyperbolic distance R. The choice of R as the threshold distance seems unintuitive,
as this would yield a very dense graph in the euclidean geometry. However, DR is
very dense at its periphery, so dense that two vertices on the periphery will have to
be in a very thin section of DR to be connected. In fact, the distance being R allows
for the vertices in the centre to have a very high degree, whereas the vertices close to
the periphery have constant expected degree. Figure 1.1 shows an example of such a
random graph on N = 1000 vertices.
We should mention that Krioukov et al. in fact had an additional parameter ζ in
their deﬁnition of the model. In this model, the points are taken inside a disc of radius
1.4 Random Graphs on the Hyperbolic Plane 9
graph
Figure 1.1: Simulation of the KPKVB-model with N = 1000, α = .9, ν = 2. (Depicted
in the native model.)
Rζ := (2/ζ) log(N/ν) on the hyperbolic plane Hζ of curvature −ζ2, and the points are
generated according to (1.1) with Rζ in place of R. In this case the random graph
is denoted by G(N ; ζ, α). However, it turns out that there is no need for the extra
parameter ζ. The following lemma, which we prove in Appendix A.1, shows that we
can take ζ = 1 without any loss of generality. We remind the reader that a coupling of
two random objects X, Y is a common probability space for a pair of objects (X ′, Y ′)
whose marginal distributions satisfy X ′=d X, Y ′=d Y .
Lemma 1.4.1. Let α, α′, ζ, ζ ′ > 0 be such that ζ/α = ζ ′/α′. For every ν and N ∈ N,
there exists a coupling between G(N ; ζ, α, ν) and G(N ; ζ ′, α′, ν) such that G(N ; ζ, α, ν) =
G(N ; ζ ′, α′, ν).
In other words, the previous lemma states that one can deﬁne the random graphs
G(N ; ζ, α, ν) and G(N ; ζ ′, α′, ν) on a common probability space in such a way that the
two graphs are isomorphic (with probability one). Let us also remark that the edge-set
of G(N ;α, ν) is decreasing in α and increasing in ν in the following precise sense.
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Lemma 1.4.2. Let α, α′, ν, ν ′ > 0 be such that α ≥ α′ and ν ≤ ν ′. For every N ∈ N,
there exists a coupling such that G(N ;α, ν) is a subgraph of G(N ;α′, ν ′).
The proof of Lemma 1.4.2 is given in Appendix A.2.
1.5 Notation
We use standard Landau Notation. For two non-negative functions f(x), g(x) with
g(x) 6= 0, we write f(x) = o(g(x)) or g(x) ∼ f(x) if f(x)
g(x)
→ 0 as x → ∞ and
f(x) = O(g(x)) if there exists a constant C > 0 such that f(x)
g(x)
< C ∀x > 0. If
f(x) = O(g(x)) and g(x) = O(f(x) we write f(x) = Θ(g(x)) or f(x) ≈ g(x).
When we say an event EN holds asymptotically almost surely (abbreviated a.a.s.),
we mean that P(EN)→ 1 as N →∞.
One important step that makes G(N ;α, ν) easier to work with is using angles instead
of distances. We denote by distH(u, v) the hyperbolic distance of two points u and v
in H. We use θu,v for the relative angle between two vertices u and v, i.e. the angle
enclosed by the rays Ou and Ov, where O is the origin of DR. Sometimes we want
to only consider vertices that are on one side of the ray Ou. It is then convenient to
talk of the clockwise or anticlockwise relative angles θc(u, v) and θa(u, v). The terms
clockwise and anticlockwise are generally used when all pairs of vertices in question
have very small relative angle, making it obvious which direction a vertex is of another.
We denote by |L1| the size of a largest connected component of G(N ;α, ν). For a
given vertex u, we denote by C(u) the component containing u. When we talk about
graph distance as opposed to the geometric distance, we use the notation dG(u, v)
for the graph distance of u and v. We use u ∼ v to denote that the vertices u and
v are adjacent. When talking about adjacency, we use the terms vertex and point
interchangeably, i.e., two vertices or points are adjacent if they are within distance R.
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1.6 Results
In this thesis, we prove results on the component structure and distances in KPKVB
graphs. In Chapter 2, we state some preliminary results and tools that we will use
throughout the thesis. In particular, working with hyperbolic distances is hard, so we
state essential tools to give nice bounds on this distance, given radii of vertices, as well
as their relative angle.
In chapters 3 and 4, we study a phase transition in the component structure of
the graphs, depending on the parameter α. The values α = 1/2 and α = 1 prove to be
critical points in this transition. When α < 1/2, the graph is connected a.a.s., whereas
there are isolated vertices for α > 1/2 (which is a straightforward consequence of the
results on the degree sequence by Gugelmann et al. [GPP12]). However, as long as
α < 1, there is a component of size proportional to N . When α > 1, this component
disappears and all components are sublinear in N .
This behaviour is made precise in the following three theorems. Note that, as
R = 1/2 logN , the following statements can be expressed in terms of just N . However,
it is convenient for readability to use both terms R and N .
Theorem 1.6.1. Let α, ν be positive real numbers. The following hold:
• if α > 1, then a.a.s. |L1| < 8R2 log3(R) N1/α.
• if α < 1, then there exists c = c(α, ν) > 0 such that a.a.s. |L1| > cN .
Recently, Kiwi and Mitsche [KM15] showed that the second largest component is
in fact at most poly-logarithmic in N , and at least logarithmic in N .
When α = 1, the size of the largest component depends on the value of the param-
eter ν.
Theorem 1.6.2. Assume that α = 1. There exist constants pi
8
≤ ν0 ≤ ν1 ≤ 20pi such
that the following hold:
• If ν < ν0, then a.a.s. |L1| ≤ Nlog logR .
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• If ν > ν1, then a.a.s. |L1| ≥ N/610.
Chapter 3 deals with the proof of these two theorem.
Theorem 1.6.3. Let α, ν > 0 be arbitrary. Then the following hold
1. If α > 1
2
then G(N ;α, ν) is a.a.s. disconnected.
2. If α < 1
2
then G(N ;α, ν) is a.a.s. connected.
3. If α = 1
2
then
lim
N→∞
P(G(N ;α, ν) is connected ) = f(ν),
where f : (0,∞)→ (0, 1] is a continuous function satisfying
(a) f(ν) = 1 for all ν ≥ pi;
(b) f(ν) is strictly increasing for 0 < ν < pi; and
(c) lim
ν↓0
f(ν) = 0.
This result highlights a strikingly diﬀerent behaviour from all the other random
graph models in the literature as far as we are aware, due the curious behaviour when
α = 1
2
. In that case, the limiting probability of connectedness is bounded away from
zero and one for all 0 < ν < pi, while it equals one for ν ≥ pi.
The proof of this theorem can be found in Chapter 4.
Figure 1.2 shows a simulation of the function f(ν), sampling 1000 graphs on 50000
vertices for each value of ν, for ν = {0, 0.2, . . . , 3}. The source code for the simulation
can be found in Appendix A.3.
The other property we are interested in are typical distances between two randomly
chosen vertices. In Chapter 5, we show that G(N ;α, ν) is ultrasmall when 1
2
< α < 1,
that is, when the degree distribution has a power law tail with exponent between 2
and 3. More speciﬁcally, we show that a.a.s. the graph distance between two randomly
chosen vertices that belong to the same component is of order log logN . However, the
diameter of the largest component of G(N ;α, ν) grows at least logarithmically in N .
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Figure 1.2: Approximation of f(ν), using N = 50000.
Friedrich and Krohmer showed that a.a.s. the the diameter This is a recent result of
Friedrich and Krohmer [FK15], improving previous polylogarithmic bound of Kiwi and
Mitsche [KM15].
For α > 1, we show that a.a.s. G(N ;α, ν) is almost ultrasmall: the graph distance
between two randomly chosen vertices that belong to the same component is a.a.s.
bounded by some polynomial of log logN . This range of α yields a power law degree
distribution with exponent greater than 3.
Theorem 1.6.4. Let ζ > 0, and assume that 1/2 < α < 1. Let τ be such that
τ−1 = log
(
1
2α−1
)
. For u, v ∈ VN , a.a.s. if dG(u, v) <∞, then
∣∣∣dG(u,v)logR − 2τ ∣∣∣ < ζ.
By Theorem 1.6.1, G(N ;α, ν) has a giant component in this regime and there-
fore for any two distinct vertices u, v we have dG(u, v) < ∞ with probability that is
asymptotically bounded away from 0.
Unlike the Chung-Lu model, where an analogous result depends on the average
degree, our result is formed independent on the choice of the parameter ν, which scales
the average degree. The full result for the Chung-Lu model can be found in [VDH09].
The main idea behind the proof of Theorem 1.6.4 makes use of the existence of a
very dense core that is formed by those vertices that have type at least R/2. We show
that if two vertices are connected, then most likely they have short paths to the core
14 Introduction
which itself is a complete graph. These paths, which we call exploding, appear also in
the Chung-Lu model [CL06, VDH09].
Our last result provides an upper bound on the typical distance between two con-
nected vertices when α > 1, when there is no giant component a.a.s. However, the
largest component contains polynomially many vertices as there is a number of ver-
tices of degree that scales polynomially in N . These components also form (almost)
ultrasmall worlds.
Theorem 1.6.5. Let α > 1, ε > 0. A.a.s., there is a subset V ′ of vertices of G(N ;α, ν)
of size (1− ε)N so that if u, v ∈ V ′ and dG(u, v) <∞, then dG(u, v) ≤ log1+ε logN .
Figure 1.3 shows the behaviour of the graphs on N = 1000 vertices in diﬀerent
regimes, when α is 0.4, 0.75 and 1.2. The program is given in Appendix A.3.
The work presented in Chapters 3 and 4 is joint work with Nikolaos Fountoulakis
and Tobias Müller [BFM15, BFM], Chapter 5 is joint work with Mohammed Amin
Abdullah and Nikolaos Fountoulakis [ABF15].
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Figure 1.3: Simulations of the KPKVB-model with N = 1000, α = {.4, .75, 1.2}, ν = 1.

Chapter 2
Auxiliary results
In this chapter, we will state some basic results and deﬁnitions that we will use through-
out this thesis.
2.1 Basic Facts about the KPKVB model
As discussed earlier, the radius of vertices primarily determines the role of a vertex.
It is convenient to use the notion of the type of a vertex instead of the radius. For a
vertex u ∈ VN , its type tu is deﬁned to be equal to R − ru where ru is the radius of u
in DR. Similarly, a point p ∈ DR of radius rp has type tp = R− rp.
We start with a simple geometric fact. With O being the origin of DR, we say that
a vertex v lies above some edge uw when v is inside the (hyperbolic) triangle Ouw,
where uw is the geodesic path in DR that joins u with w. Similarly, v lies below the
edge uw, if v does not lie above uw but some radial projection of v towards O lies
above uw.
Fact 2.1.1. If the vertex u lies above the edge u′u′′, then u is adjacent to u′ and to u′′.
Moreover, the geodesic segments connecting u to u′ and u′′ lie entirely in the triangle
Ou′u′′.
Proof. The hyperbolic triangle Ou′u′′ has only sides of length at most R. The vertex
u lies inside this triangle, so it has distance at most R from O, u′ and u′′. This is the
case for any point w in the triangle Ou′u′′. The geodesic from u to u′ is entirely in the
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triangle, since otherwise it would have to cross one of the sides. A crossing point would
therefore have two paths of minimum length to u′, which is a contradiction. The same
argument also works for the geodesic segment between u and u′′.
We will frequently use this in the form of the following weaker lemma, which states
that every vertex in the neighbourhood of a given vertex u will still be connected to u
when we increase tu. Recall that θu,v is the relative angle between two vertices.
Lemma 2.1.2. Let u, v and w be points in DR with θu,v = 0 and tu < tv. If d(u,w) < R
then d(v, w) < R.
The lemma follows directly from Fact 2.1.1.
A very important identity we use is the hyperbolic law of cosines (see e.g. Anderson
[And05]):
Fact 2.1.3.
cosh(d(u, v)) = cosh(R− tu) cosh(R− tv)
− sinh(R− tu) sinh(R− tv) cos(θu,v).
The combination of the facts that the cosine function is monotone decreasing on
[0, pi], the hyperbolic cosine function is monotone increasing on [0,∞) and cosh(x) ≥
sinh(x) for all x with Fact 2.1.3 immediately gives us the following lemma:
Lemma 2.1.4. If u, v, w ∈ DR such that tv = tw and θu,v < θu,w, then d(u, v) <
d(u,w).
We use the combination of Lemmas 2.1.2 and 2.1.4 to move vertices to more
convenient locations when this is helpful.
We note the following lemma, making it easier to work with the distribution of the
types.
Lemma 2.1.5. Uniformly for 0 ≤ t < 0.99R we have
ρ¯(t) := ρ(R− t) = (1 + oR(1))αe−αt. (2.1)
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Proof. Using the pdf in Equation (1.1), we get
ρ(R− t) = αsinh(α(R− t))
cosh(αR)− 1 = α
eα(R−t) − e−α(R+t)
2
2
eαR + e−αR − 2
= α
eα(R−t) − e−α(R+t)
eαR + e−αR − 2 = α
(1 + o(1))eα(R−t)
(1 + o(1))eαR
= (1 + o(1))αe−αt.
The following fact is an immediate consequence of the above from a ﬁrst moment
argument.
Corollary 2.1.6. Let ω : N → N be an increasing function such that ω(N) → ∞ as
N →∞. The expected number of vertices of type at least R/(2α) +ω(N) in G(N ;α, ν)
is o(1). Hence, with probability 1−o(1) all vertices in VN have type at most 12αR+ω(N).
Thus, it suﬃces to consider vertices of type no larger than this bound.
The next lemma is key to our analysis throughout the thesis. It removes the need
of dealing with hyperbolic distances, which are tedious to work out, but instead gives
bounds for relative angles between vertices of given types. It reveals the part of DR
that includes all points within distance R of a given point as a drop, including the
origin and (exponentially) growing thinner towards the periphery.
Lemma 2.1.7. For any ε > 0 there exists an N0 > 0 and a c0 > 0 such that for any
N > N0 and u, v ∈ DR with tu + tv < R− c0 the following hold.
• If θu,v < 2(1− ε) exp
(
1
2
(tu + tv −R)
)
, then d(u, v) < R.
• If θu,v > 2(1 + ε) exp
(
1
2
(tu + tv −R)
)
, then d(u, v) > R.
Proof. We begin with the hyperbolic law of cosines (Fact 2.1.3):
cosh(d(u, v)) = cosh(R− tu) cosh(R− tv)
− sinh(R− tu) sinh(R− tv) cos(θu,v).
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The right-hand side of the above becomes:
cosh(R− tu) cosh(R− tv)− sinh(R− tu) sinh(R− tv) cos(θu,v)
=
e2R−(tu+tv)
4
[(
1 + e−2(R−tu)
) (
1 + e−2(R−tv)
)
− (1− e−2(R−tu)) (1− e−2(R−tv)) cos(θu,v)]
=
e(2R−(tu+tv))
4
[
1− cos(θu,v) + (1 + cos(θu,v))
(
e−2(R−tu) + e−2(R−tv)
)
+O
(
e−2(2R−(tu+tv))
)]
.
(2.2)
Therefore,
cosh(d(u, v)) ≤
e(2R−(tu+tv))
4
[
1− cos(θu,v) + 2
(
e−2(R−tu) + e−2(R−tv)
)
+O
(
e−2(2R−(tu+tv))
)]
.
Since tu + tv < R− c0, the last error term is O(N−4). Also, it is a basic trigonometric
identity that 1 − cos(θu,v) = 2 sin2
(
θu,v
2
)
. The latter is at most
θ2u,v
2
. Therefore, the
upper bound on θu,v yields:
cosh(d(u, v))
≤ e
2R−(tu+tv)
4
(
θ2u,v
2
+ 2
(
e−2(R−tu) + e−2(R−tv)
)
+O
(
1
N4
))
≤ e
(2R−(tu+tv))
4
(
2(1− ε)2etu+tv−R + 2 (e−2(R−tu) + e−2(R−tv)))+O (1)
= (1− ε)2 e
R
2
+
1
2
(
etu−tv + etv−tu
)
+O(1)
< (1− ε)2 e
R
2
+ ε
eR
2
+O(1) <
eR
2
,
for N suﬃciently large and c0 such that e
−c0 < 1
2
ε, since tu + tv < R − c0 and tu, tv ≥
0. This implies that tu − tv, tv − tu < R − c0 and, therefore, 12 (etu−tv + etv−tu) <
1
2
(
eR−c0 + eR−c0
)
< ε e
R
2
. Also, since cosh(d(u, v)) > 1
2
ed(u,v), it follows that d(u, v) < R.
To deduce the second part of the lemma, we consider a lower bound on (2.2) using
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the lower bound on θu,v:
cosh(d(u, v)) ≥ e
2R−(tu+tv)
4
(1− cos(θu,v)) +O(1)
≥ e
2R−(tu+tv)
4
(
1− cos
(
2(1 + ε)e
1
2
(tu+tv−R)
))
+O(1).
(2.3)
Using again that 1− cos(θ) = 2 sin2 ( θ
2
)
we deduce that
1− cos
(
2(1 + ε)e
1
2
(tu+tv−R)
)
= 2 sin2
(
1
2
4(1 + ε)2etu+tv−R
)
.
Since tu + tv < R− c0, it follows that tu + tv −R < −c0. So the latter is
sin
(
1
2
4(1 + ε)2etu+tv−R
)
> 2
(
1 +
ε
2
)2
etu+tv−R,
for c0 large enough, using the Taylor's expansion of the sine function around 0. Sub-
stituting this bound into (2.3) we have
cosh(d(u, v)) ≥
(
1 +
ε
2
)2 eR
2
+O(1).
Thus, if d(u, v) ≤ R, the left-hand side would be smaller than the right-hand side which
would lead to a contradiction.
We will deﬁne approximating areas of the ball of radius R around a given point u,
motivated by Lemma 2.1.7. We call these bounding areas inner and outer tube of the
point u.
Deﬁnition 2.1.8. For a given point u ∈ DR and for ε and N0 as in Lemma 2.1.7 we
call the sets
• T−u :=
{
v ∈ DR : θu,v ≤ 2(1− ε) exp
(
1
2
(tu + tv −R)
)}
the inner tube and
• T+u :=
{
v ∈ DR : θu,v ≤ 2(1 + ε) exp
(
1
2
(tu + tv −R)
)}
the outer tube
of the point u.
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Although by our deﬁnition there is no unique inner and outer tube, we will talk of
the inner and outer tube. These should always be for suitably chosen ε and N0 in the
given context. Lemma 2.1.7 shows that, for suﬃciently large graphs, all points in the
inner tube of a typical vertex u (that is, a vertex of low type) are of distance at most
R of u and all vertices of distance at most R of u are within the outer tube of u. We
will use outer and inner tubes to derive stochastic bounds on the size of a component.
2.2 Poissonisation
It will sometimes be signiﬁcantly easier to work in a setting where, instead of having
exactly N random points, our vertex set consists of Po(N) points on DR, in the hyper-
bolic plane of curvature −α2. Two vertices/points are declared adjacent exactly as in
G(N ;α, ν). We denote the resulting graph by P(N ;α, ν). More speciﬁcally, the vertex
set consists of the points of a Poisson point process in DR (see [Kin93]). In every mea-
surable set U ⊆ DR, the number of points in U follows the Poisson distribution with
parameter equal to N Areaα(U)
Areaα(DR) . Moreover, the numbers of points in any ﬁnite collec-
tion of pairwise disjoint measurable subsets of DR are independent Poisson-distributed
random variables.
We prove the following lemma that allows us to transfer results from the Poisson
model into the G(N ;α, ν) model. Let An denote a set of graphs on Vn := {1, . . . , n}
that is closed under automorphisms. We call a family A = {An}n∈N of graphs (vertex-)
non-decreasing, if G− v ∈ An−1 for any1 v ∈ V (G) implies G ∈ An. Similarly, we call
the family (vertex-) non-increasing, if G− v /∈ An−1 for any v ∈ V (G) implies G /∈ An.
Lemma 2.2.1. Assume that α > 0 is ﬁxed. Let A be a (vertex-) non-increasing family
of graphs. For N large enough we have P(G(N ;α, ν) /∈ A) < 4P(P(N ;α, ν) /∈ A). The
same holds if A is (vertex-) non-decreasing.
Proof. Denote by EPo and E the events that P(N ;α, ν) /∈ A and G(N ;α, ν) /∈ A,
1G− v ∈ An−1 means that G− v is isomorphic to a member of An−1
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respectively. We write
P(EPo) =
∞∑
N ′=0
P(EPo|Po(N) = N ′) · P(Po(N) = N ′)
≥
∞∑
N ′=N
P(EPo|Po(N) = N ′) · P(Po(N) = N ′)
≥
∞∑
N ′=N
P(EPo|Po(N) = N) · P(Po(N) = N ′),
where we have used in the last line that we have P(EPo|Po(N) = N ′) ≥ P(EPo|Po(N) =
N) for N ′ ≥ N , since A is non-increasing. Let us also note that P(EPo|Po(N) = N) =
P(E). Thus,
P(EPo) ≥
∞∑
N ′=N
P(E) · P(Po(N) = N ′)
= P(E) · P(Po(N) ≥ N)
>
1
4
· P(E),
where the last line holds for N large enough (by an application of, say, the central limit
theorem). The second part of the lemma follows similarly, bounding the sum by taking
only the terms where N ′ ≤ N .
This implies that if P(P(N ;α, ν) /∈ A) = o(1), then P(G(N ;α, ν) /∈ A) = o(1).
During some of our proofs, we will need to bound probabilities of events that are
associated with a certain subset of verticesX, whose positions in DR have been realised.
For a certain measurable subset U ⊂ DR which does not contain any vertex inX so that
DR \U has positive Lebesgue measure, the vertices of the random graph PX,U(N ;α, ν)
consist of X together with set of points of a Poisson process on DR \U with curvature
−α2 with parameter N − |X|. Hence, this process produces" N − |X| vertices on
average, thus giving N vertices in total on average. If we condition on the number of
vertices of this Poisson process being N ′, then the resulting random graph is distributed
as G(N ′;α, ν) conditional on U being empty andX being located at particular positions.
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Let AX be a graph property associated with the set X. We call this non-decreasing
if
PPX,U (N ;α,ν)(AX | Po(N − |X|) = N1) ≤ PPX,U (N ;α,ν)(AX | Po(N − |X|) = N2),
whenever N1 ≤ N2. If the opposite inequality holds, we call the property non-
increasing. Note that PPX,U (N ;α,ν)(AX | Po(N − |X|) = N ′) is the probability of AX in
the space G(N ′ + |X|;α, ν) conditional on X being at certain positions in DR and U
being empty  we denote this by GX,U(N ;α, ν). Hence, arguing as in the proof of the
previous lemma we have
Lemma 2.2.2. If AX is either a non-decreasing or a non-increasing property that is
associated with a certain set of vertices X, then
PPX,U (N ;α,ν)(AX) ≥
1
4
PGX,U (N ;α,ν)(AX),
for any measurable U ⊂ DR such that X ∩ U = ∅ and DR \ U has positive Lebesgue
measure.
The following useful fact follows directly from the deﬁnition of the process, using
the measure deﬁned for the distribution of the points.
Fact 2.2.3. Let A be a subset of DR \ U , for some measurable subset U ⊂ DR, and X
be a set of vertices located in DR, such that X ∩ U,A ∩X = ∅. Let NA be the expected
number of vertices in A, in GX,U(N ;α, ν), and denote by EA the event that A is empty.
We have
PPX,U (N ;α,ν)(EA) = exp(−NA).
2.3 The Breadth Exploration Process
To prove several of our results, we develop a technique reminiscent of branching pro-
cesses. These can be used to prove equivalent results in other random graph models,
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such as the standard Erd®s-Rényi modelG(N, p). A very important property ofG(N, p)
is the independence of its edges. Branching process approximation heavily relies on
this independence, vertices are exposed in steps and every edge of a current vertex to a
non-exposed one is present with probability p, allowing for a precise stochastic analysis
of the component of a given vertex in a breadth-ﬁrst like fashion.
In the KPKVB model, this independence is not given, as the presence of edges
depends on the position of the vertices. However, in P(N ;α, ν), deﬁned in the previous
chapter, vertices in a subset of DR can be exposed without changing the distribution
of vertices in any disjoint subset of DR. Even though G(N ;α, ν) does not have this
property, as long as the subset of DR and the number of vertices are relatively small
compared to DR and N , the distribution in disjoint subsets does not change a lot, as
will be made precise when needed. We can use this property to bound the component
a given vertex lies in by gradually exposing areas disjoint from everything exposed so
far. The result is typically some band not containing any vertices and surrounding a
given vertex v in a way that the component containing v cannot extend past the band,
so all of the component has to be within the band. This then allows for the use of
concentration arguments to show that the component in question must be small.
We use this process in one way or another in three parts of this thesis. In Chapter 3
we use it twice, to prove the non-existence of a giant component in Sections 3.1
and 3.3, while we use it in Chapter 5 to bound from above distances between vertices.
The speciﬁc deﬁnition of the process varies depending on the circumstances and our
aim, but it follows the following pattern:
• Given a vertex u, ﬁnd its most promising neighbour in clockwise direction.
• If there are any, set this neighbour as u and repeat.
• Repeat the previous steps in the anti clockwise direction.
Firgure 2.1 depicts this process, with a red starting vertex, a series of most promising
neighbors in the clockwise (green) and anti clockwise (blue) direction. The component
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Figure 2.1: Example of a breadth exploration process.
was taken from simulated data with N = 1000, α = 1.2 and ν = 1.
We use the vague term of amost promising neighbour as this changes in the diﬀerent
versions. It might be the neighbour of highest type, but it could also be a point that
does not correspond to a vertex, or we consider a set of points. In any case the choice
is made in a way to get away from the original point as quickly as possible, which a
high type point helps to accomplish.
The sequence of the vertices used deﬁnes some bounding path, a path that is not
crossed by any edge and thus acts as a boundary for the component of the starting
vertex.
In two of the versions we use, the process is simultaneously used in the clockwise
and anticlockwise direction. This is required as the starting vertex v might not have
a neighbour in anticlockwise direction, while one of its clockwise neighbours (that
necessarily has to have higher type than v) has a neighbour that is in anticlockwise
direction of v. We can only ignore this in the ﬁrst occurrence of the process as we
will assume that we start at the maximum possible type, preventing the zigzagging
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described earlier.

Chapter 3
The Emergence of a Giant
Component
In this chapter we prove that a giant component appears when α crosses the value 1.
Sections 3.1 and 3.2 deal with the subcritical case, i.e. nonexistence of a giant, and
supercritical case, i.e. existence of a giant, respectively. In Section 3.3, we deal with
the critical case when α = 1.
3.1 Theorem 1.6.1: the subcritical case
Note that all vertices have type smaller than and asymptotically bounded away from
R/2, by Corollary 2.1.6 and since α > 1. We will consider a vertex u of type 1
2α
R+ω(N)
and analyse a breadth exploration process as motivated in Chapter 2.3, through which
we will bound the total angle of the component C(u) which contains u: We deﬁne
Θ(u) := max {θv,w : v, w ∈ C(u)} .
This quantity represents the width" of the component u belongs to.
We deﬁne a bounding path, which is a path on DR that is not crossed by any edge.
This is useful as we can use concentration results to bound the size of components on
one side of the path. In particular, if a bounding path induces a partition of DR into
two parts, one of which covers an angle of at most o(1), then a.a.s. any component in
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this part will be of sublinear size.
Deﬁnition 3.1.1. We call a series of points P = (p1, p2, . . . , pm) in DR a bounding
path for G(N ;α, ν), if the following hold:
(i) The points p1 and pm are on the boundary of DR, i.e. their radius is R. Also,
θp1,p2 = θpm−1,pm = 0.
(ii) For even i, we have θc(p1, pi) < θc(p1, pi+1) and tpi = tpi+1, while for odd i we
have θc(p1, pi) = θc(p1, pi+1) and tpi 6= tpi+1.
(iii) Let A ∪ B be the partition of DR incurred by P , using radial lines to connect
vertices that only diﬀer in type and arcs (lines of constant type) to connect vertices
that only diﬀer in angle. Let B be the part containing the origin and let A contain
all points on the connections. There is no pair of adjacent vertices a ∈ A and
b ∈ B in G(N ;α, ν).
Note that (ii) ensures that P does not cross itself, so the path indeed partitions
the disk into two parts and (iii) makes sense. Also, for 1 < i < m and any vertex v
with θv,pi = 0 and tv < tpi , the component of G(N ;α, ν) that v belongs to covers an
angle of at most θc(p1, pm). An example of a bounding path is given in Figure 3.1. The
bounding path is the one resulting from using the breadth exploration process starting
at the red vertex from Figure 2.1, with real vertices in blue and supporting points in
red (these are not vertices in the graph).
We will now proceed with the deﬁnition of the discrete breadth exploration process
that we will use to get a short bounding path. Note that 1
2α−1 < 1 as 1 < 2α − 1 ⇔
α > 1. We choose ε > 0 small enough so that 1
λ
:= 2α − 1 − ε > 1. Throughout
this section we will need several small constants ε. We will assume that we choose one
ε small enough for all these and require N to be large enough to satisfy everything.
Given some constant C > 0, let i0 be the minimum i such that λ
i
(
1
2α
R + ω(N)
)
< C.
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Figure 3.1: Example of a bounding path.
Note that Cλ := λ
i0
(
1
2α
R + ω(N)
) ≥ λC. We partition the disk DR into three bands:
B0 ={v ∈ DR : 1
2α
R + ω(N) < tv ≤ R}
BCλ ={v ∈ DR : Cλ < tv ≤
1
2α
R + ω(N)}
B− ={v ∈ DR : 0 ≤ tv ≤ Cλ}
By Lemma 2.1.6 a.a.s. B0 does not contain any vertices. We deﬁne two phases for
our random process, one on BCλ and one on B−. We start the process from a point
u ∈ DR with 0 < tu ≤ 12αR + ω(N); in fact, due to Lemma 2.1.2 we may assume that
tu =
1
2α
R + ω(N).
Phase I Letting ti := λ
i
(
1
2α
R + ω(N)
)
, we partition BCλ into i0 bands
B(i)Cλ = {v ∈ DR : ti < tv ≤ ti−1}
We know that there exists iu ∈ {1, . . . , i0} such that u ∈ B(iu)Cλ . We consider the
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domain of attraction around u:
Au := T+u ∩ BCλ =
{
v : θu,v ≤ 2(1 + ε)ν e
1
2
(tu+tv)
N
, v ∈ BCλ
}
and for i = 1, . . . , i0 we let A(i)u denote the set of points in Au ∩ B(i)Cλ that are in
the clockwise direction from u.
By Lemma 2.1.7, the domain of attraction A(i)u contains all points of the band
B(i)Cλ that are within distance R in clockwise direction of the point u, but not
every point in A(i)u must necessarily be within distance R of u. We deﬁne the
ﬁrst phase of the discrete breadth exploration process in the clockwise direction
started at u as follows. Note that the auxiliary points deﬁned in the process do
not necessarily (in fact, with probability 1 they do not) correspond to vertices of
the graph.
1. v := u and Θ′ := 0; let iv be such that v ∈ B(iv)Cλ ;
2. let j0 be the smallest i such that A(i)v contains a vertex;
if such an index does not exist, then go to Phase II;
if j0 ≤ iv, the goto Step 5; (we then say that a backward jump occurs)
3. let Θˆ1 := 2ν(1 + ε)
e
1/2(tv+tj0−1)
N
. Let w be the point of polar coordinates
(R− tj0−1, θv − Θˆ1).
4. go to Step 2, setting v = w and Θ′ := Θ′ + Θˆ1;
5. let v′ be the point of polar coordinates (R − t0, θv − 2ν(1 + ε) e
1
2 (tv+t0)
N
); set
v := v′;
Phase II
1. let v and Θ′ have their ﬁnal values after the execution of Phase I;
2. let w ∈ DR be the point of type Cλ and θv,w = 2ν(1 + ε) e1/2(tv+Cλ)N in the
clockwise direction;
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3. set Θ′ := Θ′ + 2ν(1 + ε) e
1/2(tv+Cλ)
N
and let T+w be the half-tube containing
every point u that has relative angle at most 2ν(1 + ε) e
1/2(tu+Cλ)
N
with w in
clockwise direction;
4. if T+w is empty, then exit;
else start the process again from Step 2 of Phase I with Θ′ := Θ′ + 2ν(1 +
ε) e
1/2(t0+Cλ)
N
and v of polar coordinates (R− t0, θw − 2ν(1 + ε) e1/2(t0+Cλ)N ).
Note that this process does not involve any points of type higher than t0. Indeed, this
is not necessary as by Lemma 2.1.6 a.a.s. all vertices in VN have types no more than
t0.
We call a single execution of Steps 2-4 of Phase I a round. A maximal series of
consecutive rounds is called a cycle. Thus, if at the end of a cycle a backward jump
occurs, then Phase I proceeds to Step 5, initiating a cycle starting at a point of type
t0. This ensures that no matter where the backward jump takes place, vertices that
are within distance R from the new root will be covered.
The set of rounds up to the end of Phase II is called an epoch. Hence, an epoch
consists of repeated cycles, whose repetitions stop with an execution of Phase II. The
discrete breadth exploration process starting at a vertex/point u is the process consisting
of repeated epochs with the initial root v being the point of type t0 and relative angle
with respect to u that is equal to 0. (Thus, in fact, the process does not start from u
but at the image" of u that has type t0.)
Remember that Θ(u) is the maximum relative angle between any two vertices in
the component that contains u. We prove the following lemma:
Lemma 3.1.2. For any vertex u ∈ VN of type less than t0, if Θ′ denotes the maximum
of the angles gained during the breadth exploration process started at u′, a point of type
tu′ and relative angle 0 to u, in the clockwise and the anticlockwise direction, then the
process yields a bounding path and thus Θ(u) ≤ 2 ·Θ′.
Proof. Note that, by Lemma 2.1.2, raising the type of u cannot make the component
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smaller and is necessary as otherwise the clockwise and anticlockwise directions might
inﬂuence each other. Using the discrete breadth exploration process in the clockwise
direction, we get a series of root points - these are the vertices in the beginning of Phase
I. Let u1, . . . , um be the part of this series that corresponds to the last cycle, i.e. there
is no backwards jump within u1, . . . , um and u1 = u
′ or there was a backwards jump
right before u1. Let uˆi be the radial projection of the point ui to type tui+1 . The series
u1, uˆ1, u2, uˆ2, . . . , uˆm−1, um thus always alters between changing the type and relative
angle, as required in condition (ii). Similarly, in anticlockwise direction, we get the se-
ries u′1, uˆ
′
1, u
′
2, uˆ
′
2, . . . , uˆ
′
`−1, u
′
`. Letting uˆm and uˆ
′
` be the radial projections of um and u
′
`
to the boundary of DR, we get the path P = (uˆ′`, u′`, uˆ′`−1, . . . , u′1, u1, . . . , uˆm−1, um, uˆm).
If the discrete breadth exploration process only uses a total angle that is o(1), which
is the case a.a.s., then (i) and (ii) are naturally true if u1 6= u′1. If u1 = u′1 (implying
u1 = u
′ = u′1), almost surely (with probability 1) we can push u1 in clockwise direc-
tion by some small amount (angle o( 1
N
)) to ﬁx this problem without causing further
problems elsewhere (i.e. all the adjacencies of u1 stay the same).
To prove that P is a bounding path for G(N ;α, ν) we need to show that there
is no pair of vertices (v, w) such that v ∈ A, w ∈ B and v ∼ w. Assume for a
contradiction that there is such an edge vw. Without loss of generality we only consider
the series P1 = (u1, uˆ1, u2, uˆ2, . . . , uˆm−1, um). If θc(p1, w) ≤ θc(p1, um), then there are
two consecutive root points, ui and ui+1 such that θc(p1, ui) < θc(p1, w) ≤ θc(p1, ui+1).
By Lemmas 2.1.2 and 2.1.4 and since tui+1 < tw, we have d(ui, w) < R, a contradiction
to the choice of ui+1 as the next root vertex.
Now assume that θc(p1, w) > θc(p1, um). By Lemma 2.1.2 and as v ∈ A, there is
an i ≥ 1 such that θc(p1, uˆi−1) < θc(p1, v) ≤ θc(p1, ui)(where, for convenience, uˆ0 = u′).
But as v ∈ A, we have tv ≤ tui , so by Lemmas 2.1.2 and 2.1.4 we have that ui is adjacent
to w. By the choice of ui+1 in the discrete breadth exploration process, we thus have
θc(p1, w) ≤ θc(p1, ui+1) ≤ θc(p1, um) and tw < tui+1 , so w ∈ A, a contradiction. Note
that i < m since as ui is adjacent to w the discrete breadth exploration process cannot
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have stopped at ui.
So using the discrete breadth exploration process twice we indeed ﬁnd a bounding
path. In particular, the angle gained in both direction gives a slice of the disk that
contains the entire component of u.
We now want to bound from above the angle that can be gained during the execution
of the process.
Lemma 3.1.3. Let u ∈ DR be a point having tu = t0. If the discrete breadth exploration
process starts at point u, then by the end of it Θ′ ≤ R2 log3RN1/α−1 with probability
1− o (N1/α−1).
Proof. Let us consider the discrete breadth exploration process started at a vertex u
having type t0 =
1
2α
R + ω(N). For an ε > 0 we let Tε denote the ﬁrst round at the
end of which Θ′ ≥ ε if there is such a round, otherwise Tε = ∞. We also denote by
u0(t) the root vertex at the beginning of the tth round and let iu0 ≥ 0 denote the index
of the band this vertex belongs to. We will ﬁrst bound from below the probability
that the exploration process does not backtrack during the tth round. Let B
(iu0 )
t be
the indicator random variable that is equal to 1 if and only if backtracking does occur
during the tth round assuming that the root vertex is in iu0 .
Claim 3.1.4. For ε ∈ (0, 2pi), let t < Tε. There exists a constant K = K(α, ν) > 0
such that for any N that is suﬃciently large we have
Pr
[
B
(iu0 )
t = 0
]
> exp
(
−Ke− ε2 tiu0
)
.
Proof of Claim 3.1.4. Let us write u0 = u0(t). For t < Tε we give a stochastic upper
bound on the number of vertices that belong to ∪iu0j=0A(j)u0 . Hence, we will be able to
give a lower bound on the probability that this region is empty. In other words, we will
bound from below the probability that no backtracking occurs during the tth round.
Let Nt denote the number of vertices that have not been exposed at the beginning of
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the tth round. Using Lemma 2.1.5, the probability that one of them will belong to
∪iu0j=0A(j)u0 is bounded from above by
2ν(1 + ε)α
2pi −Θ′
∫ t0
tiu0
e
1
2
(tu0+s)
N
e−αsds ≤ 2ν(1 + ε)α
2pi − ε
∫ t0
tiu0
e
1
2
(tu0+s)
N
e−αsds
≤ 4ν(1 + ε)α
(2pi − ε)(2α− 1)
etu0/2
N
e(1/2−α)tiu0
≤ 4ν(1 + ε)α
(2pi − ε)(2α− 1)
e
1
2
(tiu0−1+tiu0 )−αtiu0
N
=: p
(iu0 )
t .
Hence, the number of vertices which during round t will fall into ∪iu0j=0A(j)u0 is bino-
mially distributed with parameters Nt, p
(iu0 )
t . In turn, this is stochastically bounded
from above by a binomially distributed random variable with parameters N, p
(iu0 )
t .
Note also that if the number of vertices that fall into ∪iu0j=0A(j)u0 is positive, then back-
tracking occurs. Hence, the probability of not backtracking during round t is at least
Pr
[
Bin(N, p
(iu0 )
t ) = 0
]
.
SettingK ′ = 4ν(1+ε)α
(2pi−ε)(2α−1) , we now obtain an asymptotic estimate on this probability:
Pr
[
Bin(N, p
(iu0 )
t ) = 0
]
=
(
1− p(iu0 )t
)N
= exp
(
−K ′e 12 (tiu0−1+tiu0 )−αtiu0 (1 + o(1))
)
.
But recall that tiu0−1 =
1
λ
tiu0 = (2α− 1− ε) tiu0 , whereby
1
2
(tiu0−1 + tiu0 ) =
1
2
(2α− 1− ε+ 1) tiu0 =
1
2
(2α− 1− ε+ 1) tiu0
=
(
−ε
2
+ α
)
tiu0 .
This shows that p
(iu0 )
t = O(
1
N
), justifying the above exponential approximation. Hence,
we obtain
Pr
[
Bin(N, p
(iu0 )
t ) = 0
]
=
(
1− p(iu0 )t
)N
= exp
(
−(1 + o(1))K ′e− ε2 tiu0
)
> exp
(
−2K ′e− ε2 tiu0
)
,
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for any N suﬃciently large, uniformly over all possible values of iu0 . (The latter is the
case since always tiu0 < R/2.) Taking K = 2K
′, the claim now follows.
Now, observe that the above claim implies that the probability of no backtracking
at a certain round can become very close to 1. Indeed, note that tu0 ≥ λC and,
therefore, the exponent on the right-hand side of the bound obtained in Claim 3.1.4
can be made as close to 0 as we want, provided we choose C large enough. Moreover,
if tu0 is bounded from below by a function of N that increases as N → ∞, then the
probability of no backtracking is in fact 1 − o(1). These observations are key to the
deduction of the ﬁrst part of the lemma.
We ﬁrst show that provided that Θ′ is much less than ε, the number of cycles within
an epoch is essentially stochastically dominated by a geometrically distributed random
variable that has probability of success 1 − ε, provided that the parameter C = C(ε)
is large enough. Suppose that an epoch starts with Θ′ ≤ g(N) where g(N) = o(1).
Recall that a cycle starts at a vertex that has type t0 =
1
2α
R+ω(N). Let TCλ denote
the random variable that is the length of a cycle. We say that a cycle is successful if
it exits to Phase II. Note that a cycle is successful, that is, no backtracking occurs, if
and only if B
(iu0 )
t = 0, for all t ≤ TCλ .
We will bound the probability that, conditional on Θ′ ≤ g(N) at the beginning of
the epoch, the number of cycles is at least R. In particular, we will show that for every
ε there exists a C such that this probability is at most εR−1.
Claim 3.1.5. Let g(N) = o(1). For every ε > 0 there exists a C = C(ε) such that
for any N suﬃciently large, conditional on Θ′ ≤ g(N) at the beginning of an epoch,
with probability at least 1 − εR−1 the total angle gained during the epoch is at most
2R log2RN1/α−1.
Proof. To bound this probability, we will repeatedly apply Claim 3.1.4. However, in
order to do this we need to ensure that Θ′ does not exceed ε whenever at most R cycles
have been executed.
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Hence, we ﬁrst need to give an upper bound on the angle that is gained during the
execution of a cycle. If Θ′TCλ denotes this angle, then, by Lemma 2.1.7,
Θ′TC < 2ν(1 + ε)
i0∑
i=0
e
1
2
(ti+ti+1)
N
.
But for all i we have ti <
1
2α
R + ω(N). Hence, ti + ti+1 <
1
α
R + 2ω(N), whereby
e
1
2
(ti+ti+1)
N
<
e
1
2
R 1
α
+ω(N)
N
= eω(N) N
1
α
−1.
Using this with ω(N) = log log
1
2 R, the above sum can be further bounded from above
by
Θ′TC < 2ν(1 + ε)(i0 + 1)e
log log
1
2 R N
1
α
−1 i0=O(logR)≤ log2RN
1/α
N
, (3.1)
if N is large enough. Therefore, after r ≤ R cycles the angle gained will be at most
R log2RN
1/α
N
< ε, for any N that is suﬃciently large. Note also that this quantity
bounds the total angle that is gained during an epoch consisting of at most R cycles.
Hence, applying Bayes' rule repeatedly, Claim 3.1.4 implies that
Pr
[
B
(iu0 )
t = 0, ∀t < TCλ
]
≥
i0∏
i=0
exp
(−Ke− ε2 ti) . (3.2)
Let ai := e
− ε
2
ti and note that since ti = λ
it0 we have for i ≤ i0
ai−1
ai
= e−
ε
2
t0(λi−1−λi) = e−
ε
2
t0λi( 1λ−1) ≤ e− ε2 t0λi0( 1λ−1)
≤ e− ε2λC( 1λ−1).
Thus, if C is large enough, then
i0∑
i=0
e−
ε
2
ti < e−
ε
2
ti0
∞∑
i=0
e−
ε
2
i·C(1−λ) ti0>λC< 2e−
ε
2
λC .
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Substituting this bound into the right-hand side of (3.2) we obtain
Pr
[
B
(iu0 )
t = 0, ∀t ≤ TCλ
]
≥ exp (−2Ke− ε2λC) > 1− 2Ke− ε2λC > 1− ε, (3.3)
choosing C large enough so that the last inequality holds. Hence, the probability that
backtracking occurs before TCλ is at most ε, for C = C(ε) that is suﬃciently large. In
other words, the probability that the cycle is not successful conditional on Θ′ ≤ g(N)
at the beginning of the epoch is at most ε. Therefore, the conditional probability of
having R cycles during the epoch is at most εR−1.
As we pointed out above the total angle that was gained above during the execution
of the R cycles is no more than R log2RN1/α−1. During Phase II, the angle gained is
at most
4ν(1 + ε)
e
1
2
(t0+Cλ)
N
≤ 4ν(1 + ε)e 12 (Cλ+ω(N)) e
1
2α
1
2
R
N
= o
(
N
1
α
−1
)
.
Hence, an epoch having at most R cycles adds at most 2R log2RN1/α−1 to Θ′, provided
that N is suﬃciently large.
Now, we will show that as long as Θ′ has not grown too much, the probability that
an epoch is the ﬁnal one is asymptotically bounded away from 0. To see this, we will
bound from above the probability that T+v , that was deﬁned in Step 3 of Phase II,
contains at least one vertex conditional on Θ′ ≤ ε. In particular, conditional on this,
the probability that a given vertex whose exact position in DR has not been exposed
yet belongs to T+v is at most
2να(1 + ε)
2pi − ε
∫ t0
0
e
1
2
(Cλ+t)
N
e−αtdt >
2να(1 + ε)
2pi − ε
eCλ/2
N
∫ ∞
0
e(
1
2
−α)tdt
1/α<2
=
4να(1 + ε)
(2α− 1)(2pi − ε)
eCλ/2
N
=: pII = O(
1
N
).
Under the above conditioning, the number of vertices that belong to T+v is stochastically
bounded from above by a binomially distributed random variable with parameters
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N, pII Hence, the probability that T
+
v is empty conditional on Θ
′ ≤ ε is at least
(1− pII)N = exp
(
− 4ν(1 + ε)
(2α− 1)(2pi − ε) e
Cλ/2(1 + o(1))
)
≥ exp
(
− 4ν(1 + ε)
pi(2α− 1) e
Cλ/2
)
=: δ,
provided that ε < pi and N is suﬃciently large.
Now, we set E := b−1−1/α
ln δ
Rc. We will ﬁnish the proof by showing that the
probability that less than E epochs take place each having at most R cycles is 1 −
o
(
N1/α−1
)
. This together with Claim 3.1.5 imply that with this probability the total
angle gained during the process is at most 2ER log2RN1/α−1.
Indeed, the probability of having E epochs each one having at most R cycles is at
least
δE ≥ δ− 1−1/αln δ R = exp ((1/α− 1) R) = O(N2(1/α−1)),
and the latter is o
(
N1/α−1
)
. Also, arguing as in the proof of Claim 3.1.5, we deduce
that the probability that there exists one among the ﬁrst E cycles having more than
R cycles is at most EεR = o(N1/α−1), provided that ε is chosen small enough.
The above lemma together with Lemma 3.1.2 imply that
Lemma 3.1.6. For any u ∈ VN we have Θ(u) ≤ R2 log3RN1/α−1 with probability
1− o (N1/α−1).
We will now deduce the ﬁrst part of Theorem 1.6.1 from Lemma 3.1.6. Let B denote
the set of vertices u of type at most t0 for which Θ(u) > 2R
2 log3RN1/α−1 - we call
these vertices bad. Thus, Lemma 3.1.6 implies that
E [|B|] = o(N1/α).
Markov's inequality in turn implies that for any δ > 0 we have that with probability
1− o(1)
|B| < δN1/α. (3.4)
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Let us assume now that G(N ;α, ν) has a component C that is of order greater than
8R2 log3RN1/α. Hence, on the event (3.4), there is at least one (in fact, many) vertex
u ∈ C in this component that is not bad.
A sector of DR is the area between two radii of DR of relative angle which is less
than pi - we call this angle the angle of the sector. Hence, since u is not bad, it turns
out that there is a sector of angle at most 2R2 log3RN1/α−1 which contains at least
4R2 log3RN1/α vertices (in fact, our assumption implies that it contains almost twice
as many vertices as this). But the next lemma shows that this is not the case with
probability 1− o(1) and the ﬁrst part of Theorem 1.6.1 follows.
Lemma 3.1.7. Let θ : N → R be a non-negative function such that θ(N) = o(1) but
Nθ(N)
ln(1/θ(N))
→∞ as N →∞. Then a.a.s. there is no sector of angle θ(N) that contains
at least 2Nθ(N) vertices.
Proof. Consider a partition P of DR into 2pi/θ(N) sectors of angle θ(N). If DR contains
a sector as in the statement of the lemma, then one of the sectors in P must contain at
least Nθ(N) vertices. Now, note that the number of vertices is a sector σ ∈ P , which
we denote by Ns, is binomially distributed with parameters N and θ(N)/2pi. Hence,
E(Nσ) = 12pi Nθ(N) and since Nθ(N) → ∞ and applying a Chernoﬀ-type bound we
deduce that
Pr
[
Nσ > Nθ(N)
]
= exp (−Ω(Nθ(N))) .
Therefore, using Markov's inequality we obtain:
Pr
[
∃ σ ∈ P : Nσ > Nθ(N)
]
≤ 2pi
θ(N)
exp (−Ω(Nθ(N))) = o(1),
which concludes the proof of the lemma.
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In this section, we will show the second part of Theorem 1.6.1. Namely, we shall assume
that α < 1 and with |L1| denoting the size of a largest component of G(N ;α, ν), we
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will show that there exists a c = c(α, ν) such that a.a.s. |L1| > cN .
3.2.1 Proof overview
We will consider a set of homocentric bands in DR. The innermost band consists
of those vertices of type at least R/2. Note that the subgraph of G(N ;α, ν) that is
induced by the vertices which belong to this part of DR is a clique. This follows from
the triangle inequality, which implies that the distance between any two vertices there
is at most R. The remaining bands are determined by a sequence of numbers ti, with
t0 = R/2 and ti deﬁned by the following recursion:
ti − 2 ln
(
4pi
ν(1− ε)4 ti
)
= λti−1, (3.5)
if 0 < ti < ti−1. where now λ := 2
(
α− 1
2
)
 we assume that α > 1
2
. The bands are
now as follows:
B0 = {v ∈ DR : R/2 < tv ≤ R} and Bi = {v ∈ DR : ti < tv ≤ ti−1}.
We shall assume that i < T , where T = T (α, ν, ε) and ε is a positive real number
which we will assume to be small enough for the purposes of our calculations. We
will determine T in Subsection 3.2.2. Observe that (3.5) implies that provided that
ti > ν(1− ε)4/(4pi),
ti > λ
it0 for i > 0. (3.6)
We denote by Ni the set of vertices which belong to the ith band, for i ≥ 0, and let Ni
denote its size. Furthermore, for i > 0 we denote by N ′i the set of vertices in Bi that
have at least one neighbour in N ′i−1  here we set N ′0 = N0. We say that these belong
to the active area of Bi. This deﬁnition together with the fact that a clique is formed
in N ′0 imply that the graph induced by
⋃T
i=0N ′i is connected and contains
∑T
i=0 |N ′i |
vertices. Our aim is to show that a.a.s. this quantity is linear in N . We let N ′i = |N ′i |.
More speciﬁcally, we show that the number of vertices in N ′i stochastically dom-
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inates the number of vertices in a subset of Bi that has arc length Θi. This makes
working with sizes a lot easier, as implications for the size of N ′i can be deduced from
the angle Θi−1. In particular, for any ﬁxed i, with probability 1− o
(
1
lnN
)
N ′i−1 ≥ Ni−1
Θi−1
2pi
(1− ε). (3.7)
The proof of this can be found in Section 3.2.4. Next we argue (cf. Section 3.2.4)
that conditional on N ′i−1 as above and Θi−1 > pi with high probability Θi is at least a
certain fraction of Θi−1.
Lemma 3.2.1. Conditional on Ni−1 ∈ (1±ε)E [Ni−1], on Θi−1 > pi as well as on N ′i−1
satisfying (3.7) with probability 1− o ( 1
lnN
)
we have
Θi ≥ Θi−1
(
1− e−γti) , (3.8)
for some constant γ = γ(α, ν, ε) > 0, uniformly for i = 1, . . . , T .
Note that we take Θ0 := 2pi.
To derive the stochastic domination we will assume that the following conditions
hold:
• any vertex of type t with ti ≥ R/2 is of type R/2;
• any vertex of type t with ti < t ≤ ti−1 is of type ti.
Lemma 2.1.2 ensures that for a vertex v ∈ Bi−1 the area consisting of all points that
belong to Bi and have distance R from v becomes smaller, if the type of v within the
bounds of Bi−1 decreases. Now, using the ﬁrst part of Lemma 2.1.7, we can use the
inner tubes to obtain a further lower bound on this area. In particular, we will consider
only vertices that fall within the inner tube of v ∈ N ′i−1 assuming that the type of v is
ti−1 and deduce a stochastic lower bound on the size of N ′i .
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Using concentration arguments we will show that a.a.s. N ′i ≥ 12 N Θi2pi (e−αti − e−αti−1).
Hence, if T is such that
T∏
i=0
(
1− e−γti) > 1
2
, (3.9)
and for some C > 0
tT ≤ C, (3.10)
then it will follow by (3.8) that
T∑
i=0
N ′i ≥
1
2
N
(
e−αtT − e−αt0) T∏
i=0
(
1− e−γti) > cN,
for some c = c(α, ν).
3.2.2 The deﬁnition of T
Firstly, we will require that ti > B1 where B1 = B1(α, ν, ε) > e is large enough so that
we have
2 ln
(
4pi
ν(1− ε)4 ti
)
< (1− α) ti. (3.11)
This condition implies that
ti ≤ λti−1 + 2 ln
(
4pi
ν(1− ε)4 ti
)
ti≤ti−1
< λti−1 + 2 ln
(
4pi
ν(1− ε)4 ti−1
)
(3.11)
< (λ+ 1− α) ti−1 = (2α− 1 + 1− α) ti−1 = αti−1 < ti−1.
(3.12)
We use (3.12) in order to deduce that if ti > B1, then
e−α(ti−1−ti) < e−ti−1α(1−α). (3.13)
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Given ε > 0, let C = C(α, ν, ε) > B1 be such that
e−Cα(1−α) < ε,
ν(1− ε)4
4pi
< C,
if λC < t− 2 ln
(
4pi
ν(1− ε)4 t
)
=: f(t), then f(t) < t,
for all t > C we have 2 ln
(
4pi
ν(1− ε)4 t
)
<
1− α
2
t,
e−γλC/2
1− e−γ(1−α)C <
1
2
,
(3.14)
where γ = γ(α, ε) > 0 will be speciﬁed later. Let
T := min{i : ti < C or Θi < pi}.
Thus, by (3.12) we deduce that
T = O(logR). (3.15)
Hence, (3.13) implies that for any i < T we have
e−α(ti−1−ti)
ti−1≥C
< ε. (3.16)
The deﬁnition of T also implies that for i < T
ti >
ν(1− ε)4
4pi
,
as required above. Recall that this ensures that the second term in the left-hand side
of (3.5) is positive as
ln
(
4pi
ν(1− ε)4 ti
)
> 0,
and thereby (3.6) holds for all i < T .
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Secondly, we will require that
T∏
i=1
(
1− e−γti) > 1
2
. (3.17)
As we shall see in the next section, this will imply that
Θi ≥ Θ0
T∏
j=1
(
1− e−γtj) > pi. (3.18)
As Θ0 = 2pi we need that the product on the right-hand side of the above is at least
1/2. This will be the case if
T∑
j=1
e−γtj <
1
2
.
To bound the above sum, we will give an upper bound on the diﬀerence of tj − tj−1.
We have
tj − tj−1
(3.12)
< (α− 1)tj−1
tj−1>C,α<1
< (α− 1)C.
Hence, we can write
T∑
j=1
e−γtj < e−γtT
∞∑
j=0
e−jγ(1−α)C .
Also by the third condition in (3.14)
λC ≤ λtT−1 = tT − 2 ln
(
4pi
ν(1− ε)4 tT
)
< tT , (3.19)
whereby
tT > λC. (3.20)
Therefore,
T∑
j=1
e−γtj <
e−γλC
1− e−γ(1−α)C
(3.14)
<
1
2
.
3.2 Theorem 1.6.1: the supercritical case 47
3.2.3 Some concentration results
In this sub-section, we will show that the number of vertices that belong to each band
is almost determined. Note that by Lemma 2.1.5 (since ti ≤ R/2, for all i ≥ 0) we
have uniformly for all i
E [Ni] = (1− o(1))Nα
∫ ti−1
ti
e−αtdt = (1− o(1))N (e−αti − e−αti−1) . (3.21)
(Here we take t−1 = R.) We need to show that this quantity grows fast enough as a
function of N . To see that this is indeed the case, we write
E [Ni] = (1− o(1))Ne−αti
(
1− e−α(ti−1−ti)) (3.16)> Ne−αti(1− ε). (3.22)
Hence, since ti ≤ R/2, it follows that
E [Ni] > (1− ε)νe 12 (1−α)R = Ω(N1−α), (3.23)
which tends to inﬁnity as N grows, since α < 1.
Hence, applying a standard Chernoﬀ bound we deduce that with probability 1 −
exp (−Ω (N1−α)) we have
Ni = (1± ε)E [Ni] .
Hence, since T = O (lnR) (cf. (3.12)), a simple ﬁrst-moment argument shows that
with probability 1− exp (−Ω (N1−α)) we have
Ni = (1± ε)E [Ni] , (3.24)
for all 0 ≤ i ≤ T . In what follows, we shall condition on this event, which we denote
by N .
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3.2.4 The inductive step
Throughout this section, we will have θ(i) = 2(1 − ε)e 12 (ti+ti−1−R), for 0 < i ≤ T and
θ(0) = 2(1 − ε). Assume that there are N ′i−1 vertices in the active area of Bi−1. For a
vertex in v ∈ N ′i−1 let S(v) denote the arc of angle θ(i) around the projection of v on
the circle of radius R− ti (in other words, the set of points of type ti) - we denote this
circle by Ci. We call this the shadow of v. Let
Si :=
⋃
v∈N ′i−1
S(v)
denote the union of the shadows of the vertices in N ′i−1  this is the active area of the
band Bi. Let Θi be the total angle of Si.
We will determine Θi conditional on Θi−1, assuming that we have not speciﬁed
which vertices among those in Ni−1 belong to Si−1. Let S ′i−1 denote the projection of
Si−1 on the circle Ci. Note that S ′i−1 is the disjoint union of arcs each of them having
angle which is at least θ(i−1). Moreover, the total angle covered by S ′i−1 is Θi−1 as well.
Assuming that the vertices of Ni−1 have all type ti−1, we expose their positions on
Ci−1 and consider the shadows of those points that will fall into Si−1. Recall that this
number is a stochastic lower bound on N ′i−1, whereby
E
[
N ′i−1 | Ni−1,Θi−1
] ≥ Ni−1 Θi−1
2pi
.
Furthermore, since Θi−1 ≥ pi, as i − 1 < T and Ni−1 = Ω(N1−α), as the event N is
realised, an application of the Chernoﬀ bound implies that with probability 1−o ( 1
lnN
)
N ′i−1 ≥ Ni−1
Θi−1
2pi
(1− ε). (3.25)
We will show that conditional on N ′i−1 as above and Θi−1 with high probability Θi is
at least a certain fraction of Θi−1.
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Lemma 3.2.2. Conditional on Ni−1 satisfying N , on Θi−1 as well as on N ′i−1 satisfying
(3.25), with probability 1− o ( 1
lnN
)
we have
Θi ≥ Θi−1
(
1− e−γti) ,
for some constant γ = γ(α, ν, ε) > 0, uniformly for i = 1, . . . , T .
Proof. To show this statement, we divide each subinterval of S ′i−1 into segments of
angle
`i−1 :=
Θi−1
N2i−1
.
It is possible that each of these subintervals contains at least one segment of smaller
angle. However, each subinterval of S ′i−1 contains many segments of angle `i−1. We
denote by P the collection of all those segments. We will use a bounded-diﬀerences
concentration inequality in order to show that with high probability most of them are
contained in S(v) for some v ∈ N ′i−1.
Firstly, let us bound from below the size of P . Recall that each subinterval of S ′i−1
has angle at least θ(i−1). Therefore, there are at most Θi−1/θ(i−1) subintervals. Each
such subinterval contains at most one segment of angle less than `i−1. Hence,
|P| ≥
⌊
Θi−1
`i−1
⌋
− Θi−1
θ(i−1)
Θi−1<2pi
> N2i−1 −
2pi
θ(i−1)
. (3.26)
But
θ(i−1) = 2(1− ε)e 12 (ti−1+ti−2−R) =ti−2>ti−1> 2(1− ε)e 12 (2ti−1−R) = 2ν(1− ε)e
ti−1
N
, (3.27)
and also since N is realised (3.22) implies that
Ni−1 ≥ (1− ε)2Ne−αti−1 = (1− ε)2νeR/2−αti−1 .
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Thus, in this case
N2i−1θ
(i−1) ≥ Ni−1θ(i−1) = 2ν(1− ε)3e(1−α)ti−1
ti−1≥R/2≥ 2ν(1− ε)3e(1−α)R/2.
This together with (3.26) imply that
|P| ≥ N2i−1
(
1−O (Nα−1)) . (3.28)
It is now immediate that the total angle covered by the union of the segments in P ,
which we denote by ΘP , satisﬁes
ΘP ≥ Θi−1
(
1−O (Nα−1)) . (3.29)
To be more precise, recall that each subinterval has angle that is at least θ(i−1).
Since the event N is realised, we have
`i−1 =
Θi−1
N2i−1
(3.22)
≤ 2pi
(1− ε)2
e2αti
N2
.
Now, (3.27) implies that
`i−1
θ(i)
<
(1− ε)pi
ν
e(2α−1)ti
N
1<2α,ti<t0=R/2
<
(1− ε)pi
ν
e(2α−1)R/2
N
=
(1− ε)pi
ν2
e(α−1)R α<1= o(1).
In other words, uniformly for all i < T , we have θ(i−1) > θ(i)  `i−1.
For a segment σ ∈ P , let Eσ denote the event that the segment σ is not covered by
S(v), for all v ∈ N ′i−1. The probability that the segment is indeed covered for a certain
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v ∈ N ′i−1 is at least θ
(i)
Θi−1
≥ θ(i)
2pi
. Hence
Pr
[
Eσ | N ′i−1,Θi−1
]
≤
(
1− θ
(i)
2pi
)N ′i−1
≤ exp
(
−θ
(i)N ′i−1
2pi
)
(3.25)
≤ exp
(
−(1− ε)θ
(i)Θi−1Ni−1
4pi2
)
(Θi−1>pi)≤ exp
(
−(1− ε)θ
(i)Ni−1
4pi
)
.
(3.30)
Now, on the event N , the following holds through (3.22) and (3.24)
θ(i)Ni−1 ≥ 2ν(1− ε)3e 12 (ti+ti−1)−αti−1 .
But by (3.5) we have
1
2
(ti + ti−1)− αti−1 = ln
(
4pi
2ν(1− ε)4 ti
)
which, if substitute in (3.30) implies that
Pr
[
Eσ | N ′i−1,Θi−1
]
≤ e−ti . (3.31)
Let P ′ denote the subset of segments of P that are covered by S(v), for some v ∈ N ′i−1.
Therefore,
µP ′ := E
[|P ′| | N ′i−1,Θi−1] ≥ |P| (1− e−ti) . (3.32)
Changing the position of one vertex in N ′i−1 changes the number of these segments
by at most 2θ(i)/`i−1. Hence, applying the Azuma-Hoeﬀdingf concentration bound
(cf. [JŁR00] Theorem 2.25 p. 37) we deduce that
Pr
[
|P ′| < (1− e−(1−α)ti−1/8)µP ′ | N ′i−1,Θi−1
]
= exp
(
−Ω
(
µ2P ′e
−(1−α)ti−1/4`2i−1
N ′i−1(θ(i))2
))
.
We will show now that
µ2P ′e
−(1−α)ti−1/4`2i−1
N ′i−1(θ(i))2
= Ω
(
N
5
4
(1−α)
)
. (3.33)
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We will estimate the above quantity up to absolute multiplicative constants  we write
A & B to denote that A/B is bounded from below by some constants that depend
only on α, ν and ε. To derive the above lower bound we will need to deduce a stronger
upper bound on ti in terms of ti−1. By (3.5) we have
ti = λti−1 + 2 ln
(
4pi
ν(1− ε)4 ti
)
ti<ti−1≤ λti−1 + 2 ln
(
4pi
ν(1− ε)4 ti−1
)
ti−1>C, (3.14)
<
(
λ+
1− α
2
)
ti−1.
(3.34)
Now, we have
µ2P ′e
−(1−α)ti−1/4`2i−1
N ′i−1(θ(i))2
(3.19),(3.22),(3.28)
& N
4
i−1e
−(1−α)ti−1/4`2i−1
Ni−1(θ(i))2
& N3i−1e−(1−α)ti−1/4
(
Θi−1
N2i−1
)2
N2
eti+ti−1
(3.17)
& N
2
Ni−1
e−(5−α)ti−1/4−ti
(3.22), ti≤ti−1
& Ne−(5−α)ti−1/4−ti+αti−1
(3.34)
& Ne(−(5−α)/4−λ+(1−α)/2+α)ti−1 .
But
−(5− α)/4− λ+ (1− α)/2 + α = −(5− α)/4− 2α+ 1 + (1− α)/2 + α = 1/4− 5α/4.
Hence,
µ2P ′e
−(1−α)ti−1/4`2i−1
N ′i−1(θ(i))2
& Ne(1−5α)ti−1/4
ti−1≤R/2,α>1/2
& e 54 (1−α)R2 & N 54 (1−α). (3.35)
Now,
Θi ≥ `i−1|P ′|.
Hence, conditional on N ′i−1 and Θi−1 with probability 1− o
(
1
lnN
)
we have
Θi ≥ `i−1µP ′(1− e−(α− 12)ti−1/2).
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We will bound the right-hand side of the above from below as follows:
`i−1µP ′(1− e−(α− 12)ti−1/2)
(3.32)
≥ `i−1|P|(1− e−ti)(1− e−(α− 12)ti−1/2)
(3.28)
≥ `i−1N2i−1
(
1−O (Nα−1)) (1− e−ti)(1− e−(α− 12)ti−1/2)
= Θi−1
(
1−O (Nα−1)) (1− e−ti)(1− e−(α− 12)ti−1/2)
≥ Θi−1
(
1−O (Nα−1)) (1− e−ti − e−(α− 12)ti−1/2) .
(3.36)
But by (3.5) we have
1
2
(
α− 1
2
)
ti−1 =
1
4
ti − 1
2
ln
(
4pi
ν(1− ε)4 ti
)
(3.14),(3.20)
>
1
4
(1− ε)ti.
We substitute this bound into the last expression of (3.36) and deduce the following:
there exists a constant γ = γ(ε) > 0 such that for all N suﬃciently large and for all
i = 1, . . . , T we have
Θi ≥ Θi−1
(
1− e−γti) .
3.2.5 Proof of Theorem 1.6.1
For i = 1, . . . , T let Ei denote the event that for all 0 ≤ j ≤ i, we have
Θj ≥ Θj−1(1− e−γtj)
and
N ′j ≥ Nj
Θj
2pi
(1− ε).
Note that conditional on N , the latter inequality together with (3.21) and (3.24)
implies that for any N suﬃciently large
N ′j ≥ (1− ε)3N
(
e−αtj − e−αtj−1) Θj
2pi
.
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Now by (3.25) and Lemma 3.2.2, we have
Pr
[
Ei | Ei−1,N
]
= 1− o
(
1
R
)
.
But as the sequence {ti}i=1,...,T decreases exponentially fast (cf. (3.12)), we have T =
O(lnR). Hence, since the events {Ei}i=1,...,T form a decreasing sequence, we deduce
that
Pr
[
ET | N
]
= 1− o(1).
On the event ET , we have Θi > pi for all i = 1, . . . , T (cf. (3.18)). Therefore,
N ′i ≥
1
2
(1− ε)3N (e−αti − e−αti−1) .
which in turn implies that
T∑
i=1
N ′i ≥
1
2
(1− ε)3N (e−αtT − e−αt0) > 1
2
(1− ε)3N (e−αλC/2 − o(1)) .
3.3 Proof of Theorem 1.6.2
In the critical case, that is, when α = 1, the probability of having a giant component
turns out to depend on the value of ν. It will be convenient to work with the Poisson
model P(N ;α, ν) as deﬁned in Section 2.2.
3.3.1 The subcritical case
We prove the ﬁrst part of Theorem 1.6.2 for P(N ;α, ν) by contradiction. Assuming
we have a component of size N
log logR
, then at least N
2 log logR
vertices of type at most
T = log logR must be contained in that component as a.a.s. at most N
2 log logR
vertices
have type larger than T . We will use a smooth breadth exploration process starting at
a point v0 of type at most log logR, a continuous-type version of the process deﬁned
in Chapter 2.3 as opposed to the discretised version used in Section 3.1:
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• Let T a0 = T c0 = tv0 and va0 = vc0 = v0.
• Do the following three steps recursively for i ≥ 1.
• Let Nai be the set of neighbours of vai or vci that are in anticlockwise direction of
vai , and let N
c
i be the set of neighbours of v
a
i or v
c
i that are in clockwise direction
of vci .
• If N ci−1 is empty, set vci = vci−1. Otherwise, let vc be the vertex of highest type
in N ci−1 and let T
c
i be the type of v
c. Let θci be the maximum relative angle
between vci−1 and any adjacent point of type T
c
i . Deﬁne v
c
i as the point of type
T ci with relative angle θ
c
i from v
c
i−1 in the clockwise direction. We call this the
ith clockwise root vertex.
• Analogue to the previous step but using the anticlockwise direction and the vertex
vai−1, deﬁne the ith anticlockwise root vertex v
a
i .
• There are three stopping conditions for the process:
(i) Nai and N
c
i are empty;
(ii) T ai > logR or T
c
i > logR;
(iii) i = log2 logR or the angle between vai and v0 or v
c
i and v0 exceeds pi.
We deﬁne stopping times τ1 and τ2 as the stopping times that correspond to the
ﬁrst and the second stopping conditions, respectively. Because of the third stopping
condition, we know that 0 ≤ τi ≤ log logR or τi =∞ for i = 1, 2.
The following two lemmas show that the process stops quickly for a suitable choice
of ν.
Lemma 3.3.1. For ν < pi
8
, starting at a vertex of type at most log logR, we have
P(τ1 <∞) = 1− o
((
log logR
logR
)c)
for some c > 0.
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Lemma 3.3.2. For ν < pi
8
, starting at a vertex of type at most log logR, we have
P(τ2 <∞) = o
(
log2 logR
Rc
)
for some 0 < c < 1.
Parametrising with respect to the initial vertex v, we denote the above stopping
times by τ1(v) and τ2(v). Let also τ(v) denote the stopping time of the process.
Using the two lemmas we can prove the ﬁrst part of Theorem 1.6.2.
Proof of the ﬁrst part of Theorem 1.6.2. In what follows, we assume that N is large
enough for all our estimates to hold. For simplicity, we shall denote the set of vertices
by VN - note that this is now a random set of vertices as described above. Let Vhigh =
{v ∈ VN : tv ≥ log logR} and Vlow = VN \ Vhigh. In other words, we partition the
set of vertices into two parts: that of vertices of low type and that of vertices of high
type. Now, we set
Vsmall = {v ∈ Vlow : τ1(v) <∞, τ2(v) =∞},
and Vlarge = Vlow \ Vsmall. The smooth breadth exploration process started at a vertex
v ∈ Vsmall terminates after at most log2 logR steps and has only had root vertices of
type at most logR. In this case, by Lemma 2.1.7 the angle gained at every single step
is at most 2.5 exp(logR−R/2) in either direction. Hence, the total angle gained during
the process in both directions is at most 5 exp(logR − R/2) log2 logR. (This justiﬁes
the name Vsmall: the total angle of the component of v is bounded by this expression
which is a decaying function of N .)
Now, Lemmas 3.3.1 and 3.3.2 imply that there exists a positive constant c such
that for a vertex v ∈ Vlow we have P(v ∈ Vlarge | v ∈ Vlow) = o
((
log logR
logR
)c)
. Thereby,
E(|Vlarge|) = o
(
N
(
log logR
logR
)c)
.
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Hence, by Markov's inequality, a.a.s.
|Vlarge| ≤ N
2 log logR
.
Also, using Lemma 2.1.5 and the concentration of the Poisson distribution, we can
deduce that a.a.s.
|Vhigh| ≤ N
2 log logR
.
Thus, a.a.s.
|Vlarge ∪ Vhigh| ≤ N
log logR
.
Now, by Lemma 3.1.7, a.a.s. every vertex in Vsmall is contained in a component with
at most 10N exp(logR − R/2) log2 logR < 10νR log2 logR vertices. Hence, any com-
ponent of large size must be induced by vertices in Vlarge ∪ Vhigh, whereby |L1| ≤
N
log logR
.
To prove the lemmas, we simplify the process in a way that allows for any real types,
dropping the 0 ≤ t ≤ R requirement. Let Ti = max{T ai , T ci }. We use the following cdf
and pdf for Ti given the maximum Ti−1 of the types of vai−1 and v
c
i−1:
FTi(t) = exp
(
−4ν 1.01
pi
e
1
2
(ti−1−t)
)
(3.37)
fTi(t) = 2ν
1.01
pi
e
1
2
(ti−1−t) exp
(
−4ν 1.01
pi
e
1
2
(ti−1−t)
)
. (3.38)
Claim 3.3.3. Lemmas 3.3.1 and 3.3.2 hold if they hold for the extended and simpliﬁed
distribution of types in Equation (3.37), where not ﬁnding a next neighbour in the
original distribution corresponds to a negative type in the extended one.
Proof. We prove the result by showing that the given cdf is a lower bound on the
actual cdf at any point. This means there is a coupling in which any vertex of the
actual distribution is coupled with a vertex of higher or equal type and same angle in
the simpliﬁed distribution. We later prove that the distance we change the type by
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does not depend on the type of the active vertex for the vertices that we consider, so
a higher type cannot have a negative inﬂuence on the result we want to prove.
Note that the number of vertices in Nai ∪ N ci is stochastically dominated by the
number of neighbours of a vertex of type Ti (when no part of the relevant area has
been exposed). This is simply because the vertices in Nai must necessarily all be in
the anticlockwise side of the outer tube around the vertex of type Ti that is of relative
angle 0 with vai and the vertices in N
c
i must all be in the clockwise side of the outer
tube around the vertex of type Ti that is of relative angle 0 with v
c
i . These two sides
together have precisely the same distribution of vertices in them as a tube around a
vertex of type Ti. From now on we thus consider just this distribution.
If the type of a vertex is less than logR, we can use Lemma 2.1.7 with ε = 0.009 to
get a bound on the relative angle for possibly adjacent vertices up to type R−2 logR <
R−logR−c0(0.009) for suﬃciently large N . Note that the expected number of vertices
of type larger than R− 2 logR is
N
cosh(2 logR)− 1
cosh(R)− 1 = o(1).
Thus the probability of having such a vertex is o(1) and we can condition on no such
vertex existing. We use outer tubes to estimate the expected value of N tt0 , the number
of neighbours of type at least t of a vertex of type t0 ≤ logR, using the outer tubes for
ε = 0.009 as an upper bound, taking N large enough and using Lemma 2.1.5:
EN tt0 .N
∫ R−2 logR
t
2
1.009
pi
e
1
2
(t0+t′−R)e−t
′
dt′
≤ νe 12R
∫ R−2 logR
t
2
1.01
pi
e
1
2
(t0+t′−R)e−t
′
dt′
= 2ν
1.01
pi
e
t0
2
∫ R−2 logR
t
e−
1
2
t′dt′
≤ 2ν 1.01
pi
e
t0
2
∫ ∞
t
e−
1
2
t′dt′
= 4ν
1.01
pi
e
1
2
(t0−t).
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With this, as we are using the Poisson distribution, we get the following cdf for the
distribution of the next type, given we are at step i with type t0:
FTi(t) = P(Ti ≤ t|Ti−1 = t0) = P(|N tt0| = 0)
= exp(−E(N tt0)) ≥ exp
(
−4ν 1.01
pi
e
1
2
(t0−t)
)
.
To prove the two lemmas we need to introduce new notation. Instead of looking
at the types of the vertices at some step, we analyse the jump Ji = Ti − Ti−1 in some
step, the diﬀerence in types from one step to the next. This makes sense as FTi(t) only
depends on the diﬀerence of Ti and t, each jump is distributed as
FJ(j) = exp
(
−4ν 1.01
pi
e−
j
2
)
fJ(j) = 2ν
1.01
pi
e−
j
2 exp
(
−4ν 1.01
pi
e−
j
2
)
.
Starting at a vertex of type T0(= log logR), we write
Ti = T0 +
i∑
k=1
Jk,
where we couple with a sequence of independent random variables having as their cdf
the function FJ . The type Ti is thus coupled with the sum of independent copies of
the jump.
We are now ready to prove Lemma 3.3.2.
Proof of Lemma 3.3.2. We ﬁrst calculate the following expectation: for s > 0 we have
EesJk =
∫ ∞
−∞
esx2ν
1.01
pi
e−
x
2 exp
(
−4ν 1.01
pi
e−
x
2
)
dx
= 2ν
1.01
pi
∫ ∞
−∞
e(s−
1
2
)x exp
(
−4ν 1.01
pi
e−
x
2
)
dx.
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Changing variables y = 4ν 1.01
pi
e−
x
2 , dy = −2ν 1.01
pi
e−
x
2 dx we get esx =
(
4ν 1.01
piy
)2s
and
EesJk = −
∫ 0
∞
(
4ν
1.01
piy
)2s
e−ydy =
(
4ν
1.01
pi
)2s ∫ ∞
0
y−2se−ydy
=
(
4ν
1.01
pi
)2s ∫ ∞
0
y(1−2s)−1e−ydy =
(
4ν
1.01
pi
)2s
Γ(1− 2s).
Given a starting vertex of type log logR, we calculate, for large N , the probability
of reaching type at least logR in any step i < log logR. For s > 0 arbitrary we have
P(Ti ≥ logR) = P(T0 +
i∑
k=1
Jk ≥ logR) ≤ P(
i∑
k=1
Jk ≥ 1
2
logR)
= P(es
∑i
k=1 Jk ≥ e s2 logR)
≤ Ees
∑i
k=1 Jke−
s
2
logR
= e−
s
2
logR
i∏
k=1
EesJk ,
using Markov's inequality. Choosing 0 < s < 1
2
arbitrarily, we get some constant C > 1
such that EesJk = C. Thus
P(Ti ≥ logR) ≤ e− s2 logRCi ≤ e− s2 logRC log2 logR = o(R−c),
for some 0 < c = c(s) < 1. With this, we can use the union bound to bound the
probability that the smooth breadth exploration process has type at least logR at one
of the ﬁrst log2 logR steps:
P(∃0 < i ≤ log2 logR : Ti ≥ logR) ≤
log2 logR∑
i=1
P(Ti ≥ logR) = o
(
log2 logR
Rc
)
.
We use the same technique to prove Lemma 3.3.1.
Proof of Lemma 3.3.1. We would like to determine the probability that the process
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(Ti)i≥0 crosses 0 by step M := log
2 logR. We have
P(TM ≥ 0) = P(T0 +
M∑
k=1
Jk ≥ 0) ≤ P(
M∑
k=1
Jk ≥ − log logR)
s>0
= P(es
∑M
k=1 Jk ≥ e−s log logR)
≤ (logR)s
M∏
k=1
EesJk ,
again using Markov's inequality. As ν < pi
8
and using the calculations from the proof
of Lemma 3.3.2, we can ﬁnd 0 < s < 1
2
and 0 < cˆ < 1 such that for 1 ≤ k ≤M
EesJk ≤
(
4ν
1.01
pi
)2s
Γ(1− 2s) = cˆ < 1.
With this we have
P(TM ≥ 0) ≤ (logR)scˆlog2 logR = o
((
log logR
logR
)c)
,
for some c > 0. Thus P(TM < 0) = 1− o
((
log logR
logR
)c)
.
3.3.2 The supercritical case
For the second part of Theorem 1.6.2, we split the disk DR into cells so that the
expected number of vertices in each cell is constant. Furthermore, the cells are deﬁned
so that if two neighbouring cells contain at least one vertex each, then these vertices
are adjacent. With some rules for adjacencies of the cells we can then explore possible
components and estimate the number of vertices in them by the number of cells that
correspond to them.
For the discretisation, we deﬁne the sequence ti = i log 2 for 0 ≤ i ≤
⌈
R
4 log 2
⌉
=: T .
Using this, we deﬁne the bands Bi = {p ∈ DR : ti−1 ≤ tp < ti}, for 1 ≤ i ≤ T . Let
M = 2T
⌈
2pi
2T 0.95e−R/2
⌉
. For each i, we split band Bi into M/2
i−1 cells C(i)j , starting at
angle 0 with j = 1. Note that the deﬁnition ofM implies that the projection of a cell in
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B1
B2
B3
B4
B5
Figure 3.2: The discretisation of DR.
Bi is exactly split into two in Bi−1. See Figure 3.2 for an example of the discretisation.
As 2T = o(e
R
2 ), it follows that M = 2T 2pi
2T 0.95e−R/2 (1 + o(1)), whereby the number of
cells in band i is (1 + o(1)) 2pie
R/2
2i−10.95 . We claim the following property:
Lemma 3.3.4. Any vertex in cell C
(i)
j is adjacent to any vertex in any of the cells C
(i)
j−1,
C
(i)
j+1, C
(i−1)
2·j−1, C
(i−1)
2·j and C
(i+1)
dj/2e , where we let C
(i)
0 = C
(i)
M/2i−1 and C
(i)
M/2i−1+1 = C
(i)
1 .
Proof. This conﬁguration of cells is illustrated on the left part of Figure 3.3. As we
consider vertices of type at most R/4 + log 2, Lemma 2.1.7 implies that any two of
these vertices are connected if their relative angle is at most 1.92e1/2(tu+tv−R), provided
that N is large enough.
The vertices in C
(i)
j have type at least ti−1 = (i− 1) log 2 and the relative angle of
a vertex v in C
(i)
j−1 and u in C
(i)
j is at most 2
i−1 2 · 0.96 e−R/2 = 1.92e−R/2+(i−1) log 2 ≤
1.92e1/2(tu+tv−R), so v and u are adjacent. The same bounds on the maximum relative
angle and minimum type hold for vertices u′ in C(i)j and v
′ in C(i+1)dj/2e , so u
′ and v′ are
adjacent. By simple change of variables we get all the desired adjacencies.
We deﬁne two auxiliary graphs, a blue graph Gb and a red graph Gr. The vertices of
the blue graph will be those cells that contain at least one vertex, whereas the vertices
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Figure 3.3: Blue(left) and red(right) neighbourhood.
Figure 3.4: Gc resulting from the Graph in Figure 3.2.
of the red graph are those that contain no vertex. Two vertices of Gb are connected if
the corresponding cells share an edge. This means that vertices of P(N ;α, ν) in the
cells corresponding to adjacent vertices in Gb are themselves adjacent by Lemma 3.3.4.
Two vertices of Gr are connected if their corresponding cells share at least a point. This
corresponds to the same adjacency as in Gb but with added diagonal edges. These
adjacencies are illustrated in Figure 3.3. We denote by Gc the union of the two graphs.
For the graph resulting from the example in Figure 3.2, see Figure 3.4. Whenever
necessary we will refer to the vertices of the graphs as cells. A blue component is a
component of Gc that consists of blue vertices. A red path is a path in Gc that consists
of red vertices. These are the main structures we use, but we also use the red/blue
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notation for other structures. Because of the adjacency rules, a blue component is
always surrounded by a red path or a collection of red paths, the periphery and the
inside of the disk. We are now interested in the probability of a vertex being blue or
red. Note that
M = 2T
⌈
2pi
2T0.95e−R/2
⌉
≤ 2pi
0.95e−R/2
+ 2T ≤ 2pi + 2
T e−R/2
0.95e−R/2
. (3.39)
Claim 3.3.5. The probability of a vertex in Gc being red is at most e
− ν
5pi , the probability
of being blue is at least 1− e− ν5pi .
Proof. Let vi,j be a vertex of Gc that corresponds to C
(j)
i . Let P
(j)
i be the number of
vertices in C
(j)
i . Using Lemma 2.1.5 and the above upper bound on M (3.39), we have
for large N
E(P (j)i ) = N
∫ ti
ti−1
2i−1
M
(1 + o(1))e−tdt
≥ 0.94νeR/2 2
i−1e−R/2
2pi + 2T e−R/2
∫ ti
ti−1
e−tdt
≥ 0.94ν 2
i−1
2pi + 2
R
4 log 2
+1e−R/2
(e−ti−1 − e−ti)
= 0.94ν
2i−1
2pi + 2e−R/4
(e−(i−1) log 2 − e−i log 2)
= 0.94ν
2i−1
2pi + 2e−R/4
2−i(2− 1)
≥ ν
5pi
,
for N large enough. Since the number of vertices in C
(j)
i follows a Poisson distribution
with parameter E(P (j)i ), we have
P(vi,j red) = P(P (j)i = 0) = e−E(P
(j)
i ) ≤ e− ν5pi
P(vi,j blue) = P(P (j)i > 0) = 1− e−E(P
(j)
i ) ≥ 1− e− ν5pi
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Our aim is now to show that there is a blue component of εN cells for some ε > 0.
Note that this implies that a giant component in P(N ;α, ν) exists as each of the εN
cells contain at least one vertex and the adjacency rules of the vertices of Gc imply that
these vertices induce a connected component in P(N ;α, ν). Or main tool for proving
this is the following lemma that bounds the maximum length of a red path, using an
argument similar to Peierls' argument from percolation theory (see [Gri99] or [Pen03]).
Lemma 3.3.6. Let ν > 20pi. A.a.s. all red paths have length at most L := T − 1 =⌈
R
4 log 2
⌉
− 1.
Proof. Note that any cell in the red graph has at most 8 neighbours. The number of cells
is at mostM(1+1/2+1/4+· · · ) = 2M (3.39)< 4pi
0.94
eR/2 < 5pieR/2. As ν > 20pi, this implies
that the number of cells is at mostN . Let p = P(vi,j blue) ≥ 1−e− ν5pi ≥ 1−e− 20pi5pi > 0.98
by Claim 3.3.5. Thus 8(1− p) < 0.2. Let Pc(`) be the number of red paths starting at
cell c and having length `. We have
E(Pc(`)) ≤ 8`(1− p)` = (8(1− p))` < 0.2`.
Since the number of cells is at most N we thus can bound the expected number of red
paths of length ` by 0.2`N . Let c be such that 1 + c = log 5
2 log 2
' 1.16. The expected
number of paths of length at least L is
N
∑
`≥L
0.2` = O
(
N 0.2L
)
= O
(
eR/20.2
R
4 log 2
)
= O
(
eR/2e− log 5(
R
4 log 2)
)
= O
(
eR/2e−(1+c)
R
2
)
= O
(
νe−c
R
2
)
= o(1).
This means the probability of having a red path of length at least L is o(1).
With this we are able to make statements on the structure of Gc. We prove that
a.a.s. there is a blue lollipop Lb: a blue cycle surrounding the origin of DR that contains
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Figure 3.5: Blue lollipop.
a cell in B1 or is connected to such a cell by a blue path (see Figure 3.5). We call the
relevant cell of B1 the base of the lollipop.
Claim 3.3.7. Let ν > 20pi. A.a.s. Gc contains a blue lollipop.
Proof. By Lemma 3.3.6, a.a.s. there is no red path of length L. The number of bands
is T > L, so a.a.s. there is no red path connecting B1 and BT . This implies that there
must be a blue cycle C surrounding the origin of DR. Now, the number of cells in any
band is at least
M/2T ≥ 2pi
2T e−R/2
≥ 2pi
2
R
4 log 2
+1e−R/2
= pieR/4 ≥ L
for N suﬃciently large, as L = O(R). Thus any red cycle surrounding C would have
length at least L. But by Lemma 3.3.6 a.a.s. there is no such cycle. This implies that
C must either contain a cell of B1 or there must be a blue path P connecting C and
some cell in B1. In either case we have a blue lollipop.
Starting at the base c1 of the lollipop we will consider the following process travers-
ing the band B1 in clockwise direction:
• Starting with i = 1, do the following steps until c1 is reached again.
• Let c′i be the ﬁrst red cell in B1 in clockwise direction from ci. Let Si be the
number of blue cells from ci to c
′
i, including ci.
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• Let ri be the red cell on B1 that is farthest away from c′i in clockwise direction
and that is connected to c′i via a red path - if such a cell does not exist, then
ri = c
′
i. Denote by Ri the number of cells of B1 between c
′
i and ri in clockwise
direction, including these two. Let ci+1 be the cell succeeding ri.
The process will end at some index i = K. Assume that SK is the number of blue
cells between cK and c1 in clockwise direction, including cK if cK 6= c1 but excluding
c1. Note that the number of cells in B1 is M = 2
T
⌈
2pi
2T 0.95e−R/2
⌉ ≥ 2pi
ν
N . This means
we have SK +
∑K−1
i=1 (Si +Ri) = M ≥ 2piν N . We will prove that a.a.s. K is linear in N .
We begin with the following properties:
Claim 3.3.8.
1. Any two cells ci and cj are connected by a blue path for 1 ≤ i, j ≤ K.
2. If the red path connecting c′i and ri has length `, then Ri < 2
`/2+2.
Proof.
1. Let cˆ be the blue cell preceding c′1. If there was no blue path connecting cˆ to c2
then there would be a red path originating at a red cell between c′1 and c2 and
ending in a red cell rˆ1 that is farther in the anticlockwise direction from c
′
1 than
c2, thus also farther than r1. But this means this red path must meet the path
from c′1 to r1, creating a path from c
′
1 to rˆ1  a contradiction. This means that
cˆ is connected to c2 via a blue path. But all the cells between c1 and cˆ are blue,
so there is a blue path from c1 to c2. Similarly, we can show that ci is connected
to ci+1.
2. We ﬁx ` and want to ﬁnd the path of length ` between c′i and ri that encloses"
most cells in B1. Note that the cells in a band become half as many when we
increase the index of the band by one. We claim that the optimal path for this
choice increases the band by one with each of its ﬁrst b`/2c edges, stays in the
same band for one edge if ` is odd, and then decreases the band by one for the
68 The Emergence of a Giant Component
remaining b`/2c edges, such as the one in Figure 3.6. Assume this is not the case,
then at least one of the following must be true:
• There is an edge between two cells at the same band that is not of the
highest index among all cells in the path. Then, taking away this edge and
instead inserting one at the highest index, thus shifting the remaining path,
means that at least one more cell is covered with a path of the same length,
a contradiction.
• There is an index i such that there are two cells c1 and c2, both in the band
Bi, that are connected on the path via a subpath of length at least 2 using
only cells in the bands B1−Bi. In this case we can create a new subpath of
the same length that just uses cells in the band Bi+1 as inner vertices and
leading to a new cell c′2. Because the number of cells doubles in each band
this new subpath must cover more cells than the old one and thus we can
create a path of length ` that covers more cells, a contradiction.
So the optimal path has the desired form, as shown in Figure 3.6. Note that
each cell in band i covers 2i−1 cells in band B1. If ` is odd, this yields `−12
upward/downward edges each and one edge (2 cells) staying at the same level,
yielding
∑(`−1)/2
i=1 2
i−1 + 2 · 2(`−1)/2 = 3 · 2(`−1)/2 − 1 < 2`/2+2 covered cells. If `
is even, the path uses `
2
upward/downward edges each and no edge (one cells)
staying at the same level, yielding
∑`/2
i=1 2
i−1 + 2`/2 = 2`/2+1 − 1 < 2`/2+2 covered
cells.
Let `i be the length of the red path connecting c
′
i and ri. We deﬁne independent
random variables Ki distributed as Geom(1 − 8e−ν/5pi). Note that this independence
can only make the bound larger as no two of the corresponding paths can meet, so
a path cannot use anything that has been exposed already by a diﬀerent path. Also,
the number of available next cells in any step can only go down if we consider the
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Figure 3.6: Red path of length 9 covering the maximum number of cells.
dependent case. Because every red cell has at most 8 neighbours and every cell is red
with probability at most e−ν/5pi, we have
P(`i ≥ Ki) <
(
8e−ν/5pi
)Ki
.
In other words, `i is stochastically bounded from above by Ki. Also, by Claim 3.3.8(ii)
Ri is stochastically bounded by 2
`i/2+2, which in turn is stochastically bounded from
above by 2Ki/2+2. We denote the latter by Yi.
We deﬁne independent random variables Xi and Yi, where Xi = Geom(e
−ν/5pi) and
Yi = 2
Ki/2+2. With this Si is stochastically bounded by Xi and Ri is stochastically
bounded by Yi. Deﬁne
Lt =
t∑
i=1
(Xi + Yi)
and let T := max{t : Lt < 2piν N}. As the number of cells in B1 is at least 2piν N and with
Claim 3.3.8, T is a stochastic lower bound on the number of steps we need to take to
cover B1 with Si and Ri, which we denote by K. But the latter is also a bound on the
vertices of P(N ;α, ν) which belong to the component that contains the vertices induced
by the lollipop. With µ1 = E(X1) = eν/5pi and µ2 = E(Y1) we have E(Lt) = t(µ1 + µ2).
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Let tˆ = 1.9pi
ν(µ1+µ2)
N . Note that µ1 + µ2 > 1 as µ2 ≥ 0 and µ1 = eν/5pi > 1. Hence,
E(Ltˆ) ≤ 1.9piν N . If P(Ltˆ > 2piν N) = o(1), it follows that a.a.s. T > tˆ. Hence, by the
stochastic domination we deduce that a.a.s. K > tˆ.
Claim 3.3.9. Let ν > 20pi. We have
P
(
Ltˆ >
2pi
ν
N
)
= o(1).
Proof. We have
Var(Lt) = t(Var(X1) + Var(Y1)),
Var(X1) = Var(Geom(e
−ν/5pi)) =
1− e−ν/5pi
e−2ν/5pi
< e
ν
2pi and
Var(Y1) = E(Y 21 )− E2(Y1).
But
E(Y 21 ) =
∞∑
k=1
2k+4(8e−ν/5pi)k ≤ 16
∞∑
k=1
(16e−ν/5pi)k
ν>24pi
< 16
∞∑
k=1
(2/e)k <
32
e− 2 = 64.
Thus Var(Y1) < 64 and Var(Ltˆ) < (64 + e
ν
2pi )tˆ = O (N). By Chebyshev's inequality,
P
(
Ltˆ >
2pi
ν
N
)
= O(1/N).
Note that E(X1) = e
ν
5pi and
E(Y1) ≤ 1 +
∞∑
k=1
(
8e−ν/5pi
)k
2k/2+2
ν>20pi
< 1 + 4
∞∑
k=1
(
8e−4
)k
2k/2 < 1 + 4
∞∑
k=1
(
1
4
)k
< 3.
So tˆ > 1.9pi
ν(eν/5pi+3)
N . We can now prove the second part of the main theorem.
Proof of the second part of Theorem 1.6.2. Let ν > 20pi and letGc be deﬁned as above.
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By Claim 3.3.7 there is a blue lollipop a.a.s. By Claims 3.3.8.1 and 3.3.9 a.a.s. the
blue lollipop extends into a blue component of order at least tˆ > 1.9pi
ν(eν/5pi+3)
N . Setting
ν = 20pi, this quantity is at least 1.9pi
20pi(e4+3)
N > N/610. Note that increasing ν can only
stochastically increase the order of the largest connected component. Thus, for any
such ν > 20pi, the order of the largest component is a.a.s. at least N/610.

Chapter 4
Connectivity
In the next section, we spell out the short proofs of parts 1 and 2 of Theorem 1.6.3. As
mentioned earlier, part 1 follows directly from one of the main results in [GPP12]. It
turns out that when α ≤ 1/2 the probability that the graph is connected can be well
approximated by the probability that there exists a set of vertices with small radii such
that all of the disk DR is covered by the disks of radius R around each of the points.
We will call such a set of points a cover. In the case when α < 1/2 it is relatively
easy to show that a cover exists with probability 1 − o(1). In the case when α = 1/2
determining the probability of the existence of a cover is much more involved. It turns
out that this probability can be described in terms of a time-inhomogeneous branching
process with inﬁnitely many types.
In the next section we give the quick derivations of parts 1 and 2 of Theorem 1.6.3.
In Section 4.2, we review and extend some classical results on multitype branching
processes that will be needed in the sequel. In Section 4.3, we describe an auxiliary
random process that will help us to derive expressions for the probability of the graph
being connected in the case when α = 1/2. Finally, in Section 4.4, we derive part 3 of
Theorem 1.6.3 from the results in Section 4.3.
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4.1 Proof of Theorem 1.6.3: parts 1 and 2
Part 1 is a direct corollary of Theorem 2.2 in [GPP12], since this theorem implies that
when α > 1
2
there are isolated vertices a.a.s.
For Part 2 of Theorem 1.6.3 we argue as follows. Let us ﬁx an arbitrary ν > 0 and
0 < α < 1
2
. We partition the disk or radius one around the origin into eight equal slices
Si := {(r, θ) : 0 ≤ r ≤ 1, (i − 1)pi/4 ≤ θ ≤ ipi/4}, i = 1, . . . , 8. Now we let E denote
the event that each Si contains at least one point. See Figure 4.1 for a depiction of the
event E. Note that we have
P(E) ≥ 1− 8 ·
(
1− cosh(α)−1
8(cosh(αR)−1)
)N
≥ 1− 8 exp
[
−N · cosh(α)−1
8(cosh(αR)−1)
]
≥ 1− exp[−Ω(e(1/2−α)R)]
= 1− o(1),
where the asymptotics are as N → ∞ (and hence also R → ∞). In the third line we
have used that N = νeR/2 and cosh(αR) ∼ 1
2
eαR as N →∞.
Figure 4.1: The event E, depicted in the native model of the hyperbolic plane. The
shaded area shows the disk of radius R around the point on the right.
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It remains to show that the event E implies that the graph is connected. To see
this, suppose that E holds and let u = (r, θ) ∈ DR be arbitrary. Then there is a point
v = (r′, θ′) ∈ VN with |θ′ − θ| ≤ pi/4. Let us write u′ := (R, θ) and v′ := (1, θ′). Now
observe that
cosh(1) cosh(R)− cos(|θ′ − θ|) sinh(1) sinh(R)
≤ cosh(1) cosh(R)− cos(pi/4) sinh(1) sinh(R)
∼ ((1
2
− 1
4
√
2)e+ (1
2
+ 1
4
√
2)e−1
)
cosh(R),
where we used that coshR ∼ sinhR as R → ∞ in the last line. Since (1
2
− 1
4
√
2)e +
(1
2
+ 1
4
√
2)e−1 < 1, it follows from the hyperbolic law of cosines that distH(u′, v′) ≤ R
provided that N is suﬃciently large.
In our case, this last lemma gives that also distH(u, v) ≤ R, provided N is suﬃciently
large. As u ∈ DR was arbitrary, it follows that  when N is suﬃciently large  the
event E implies that every point of DR is within distance R of a point of V ∩B(0, 1).
Hence, if E holds then the graph is certainly connected  in fact it will have diameter
at most three.
This shows that when 0 < α < 1
2
and ν > 0 the graph is a.a.s. connected as claimed
in part 2 of Theorem 1.6.3. We now proceed with the proof of part 3.
4.2 Multitype Galton-Watson processes
In preparation for the proof of part 3 of Theorem 1.6.3, we will review and adapt
a classical result on Galton-Watson branching processes with ﬁnitely many types. If
there are t < ∞ types, then such a process is described by a sequence Z0, Z1, . . .
of random vectors, where Zn := (Z
1
n, . . . , Z
t
n) denotes the vector of the number of
particles (individuals) of each type in the n-th generation. In each generation, each
of the particles replaces itself with a random set of children", independently of all
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other particles and the previous history of the process and according to a probability
distribution that does not depend on the generation (but it typically does depend on
the type of the particle). We denote
p(i; z1, . . . , zt) := P(Z1 = (z1, . . . , zt)|Z0 = ei).
Here and in the rest of the paper ei denotes the i-th standard basis vector, i.e. the vector
with a one in the i-th coordinate and zeroes everywhere else. That is, p(i; z1, . . . , zt) is
the probability that a particle of type i fathers z1 children of type 1, z2 children of type
of type 2, and so on until type t. We will say that extinction" occurs if Zn = (0, . . . , 0)
for some n. Otherwise we say survival" occurs.
We also set
mij := E(Zj1 |Z0 = ei).
That is, mij is equal to the expected number of children of type j of a particle of type
i; and we writeM := (mij)1≤i,j≤t for the matrix of ﬁrst moments". Let us also remark
that, for every k ∈ N and 1 ≤ i, j ≤ t we have (Mk)ij = E(Zjk|Z0 = ei) (the expected
number of type-j particles in the k-th generation if we start with a single particle of
type i). We say that the process is positive regular if there exists a k ∈ N such that
every entry of Mk is positive. By the Perron-Frobenius theorem a positive regular
matrix has a real, positive eigenvalue ρ that is larger in absolute value than all other
eigenvalues (see for instance [Har63], Chapter II, Section 5, page 37). A multitype
Galton-Watson process is called singular if each particle has exactly one child (with
probability one). Otherwise it is non-singular.
A proof of the following standard result can for instance be found in the book
by Harris [Har63] (Theorem 7.1, Chapter II, page 41), who attributes it to Sev-
ast'yanov [Sev48] and independently Everett and Ulam [EU].
Theorem 4.2.1. Consider a positive regular, non-singular multitype Galton-Watson
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process with ﬁnitely many types, and let ρ denote the largest eigenvalue of its ﬁrst
moment matrix M . Then the following hold:
1. If ρ ≤ 1 then P(extinction|Z0 = ei) = 1 for all types 1 ≤ i ≤ t;
2. If ρ > 1 then P(extinction|Z0 = ei) < 1 for all types 1 ≤ i ≤ t.
If Z0, Z1, . . . is as in Theorem 4.2.1 and ρ is the largest eigenvalue of M then we
say the process is subcritical if ρ < 1, we say it is critical if ρ = 1 and we say it is
supercritical if ρ > 1.
The following straightforward observation will be used in the sequel. For complete-
ness we spell out a short proof.
Lemma 4.2.2. Suppose that Z0, Z1, . . . is a positive regular, non-singular, supercritical
Galton Watson process with t < ∞ types. Then there exists another t-type Galton-
Watson process Y0, Y1, . . . such that
1. pY (i; z1, . . . , zt) = 0 if pZ(i; z1, . . . , zt) = 0;
2. pY (i; z1, . . . , zt) < pZ(i; z1, . . . , zt) if pZ(i; z1, . . . , zt) > 0 and (z1, . . . , zt) 6= (0, . . . , 0);
and Y is positive regular, non-singular and supercritical.
Proof. Let us ﬁx a 0 < δ < 1, to be made speciﬁc later, and let us deﬁne the oﬀspring
distributions of Y by:
pY (i; z1, . . . , zt) =
 (1− δ) · pZ(i; z1, . . . , zt) if (z1, . . . , zt) 6= (0, . . . , 0),pZ(i; 0, . . . , 0) + δ · (1− pZ(i; 0, . . . , 0)) if (z1, . . . , zt) = (0, . . . , 0). .
It is easy to see that this way Y is non-singular and that mYij = (1 − δ)mZij. So in
particular Y is also positive regular, and the largest eigenvalue of its ﬁrst moment
matrix satisﬁes ρY = (1− δ)ρZ . Hence we can choose δ so that ρY > 1, in which case
Y is as required.
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Let us say that a Galton-Watson process Z0, Z1, . . . stochastically dominates a pro-
cess Y0, Y1, . . . if there is a coupling such that Z
i
n ≥ Y in for all n ∈ N and all types
i. (Note that if the two processes do not have the same number of types then we can
formally add types to the one with fewer types and redeﬁne the oﬀspring distributions
in such a way that no particle ever gives birth to a child of the new types.) It is
for instance easily seen that the process Y from the previous lemma is stochastically
dominated by the original process Z.
We say that explosion occurs, if the total number of particles grows without bounds.
In other words,
{explosion} =
{
lim
n→∞
(
Z1n + · · ·+ Ztn
)
=∞
}
.
If Z0, Z1, . . . is as in Theorem 4.2.1 above, then Theorem 6.1 on page 39 of [Har63]
states that for every vector z = (z1, . . . , zt) other than the all-zero vector there are
only ﬁnitely many generations n for which Zn = z (with probability one). This has the
following immediate corollary.
Theorem 4.2.3. If Z0, Z1, . . . is a positve regular, non-singular multitype Galton-
Watson process with ﬁnitely many types, then
P(extinction|Z0 = z) + P(explosion|Z0 = z) = 1,
for every initial state z.
It is natural to also consider multitype Galton-Watson processes with countably
many types. In this case the state of the i-th generation is of course a random vector
Zi = (Z
1
i , Z
2
i , . . . ) of countably many nonnegative numbers. We deﬁne p(i; z1, z2, . . . )
and mij analogously to the case of ﬁnitely many types. For t ∈ N, the t-restriction of
a Galton-Watson process Z0, Z1, . . . with countably many types is the t-type Galton-
Watson process Y0, Y1, . . . with oﬀspring distributions given by:
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pY (i; z1, . . . , zt) :=
 pZ(i; z1, . . . , zt, 0, 0, . . . ) if (z1, . . . , zt) 6= (0, . . . , 0),1−∑(z1,...,zt)6=(0,...,0) pY (i; z1, . . . , zt) if (z1, . . . , zt) = (0, . . . , 0).
That is, the probability that a particle of type i in the Y process has z1 children of
type 1, z2 children of type 2 and so on up to type t, is the probability the a particle of
type i under the Z process has exactly these children and none of type bigger than t.
We can think of the t-restricted process as a version of the old process where a particle
and its potential children die during labour if at least one of the potential children has
a type > t.
Observe that the original process stochastically dominates the t-restricted process.
Lemma 4.2.4. Suppose Z0, Z1, . . . is a multitype Galton-Watson process with countably
many types, that satisﬁes the following conditions:
1. There exists a c > 1 such that, for every i ∈ N, we have ∑∞j=1 j ·mij ≥ c · i;
2. For every i ∈ N and j ≤ 2i we have mij > 0;
3. Whenever p(i; z1, z2, . . . ) > 0 we have
∑∞
j=1 j·zj ≤ 2i. (for every i ∈ N, z1, z2, · · · ≥
0);
4. We have
lim
i→∞
∑
z1,z2,···≥0,
zi+1+zi+2+···>0
p(i; z1, z2, . . . ) = 0.
(That is, the probability that a particle of type i has at least one child of a strictly
larger type is small for large i.)
Then there exists a t ∈ N such that the t-restricted process is positive regular, non-
singular and supercritical.
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Proof. Observe that, by part 2, the t-restricted process is positive regular and non-
singular for every t ≥ 1. Let ε > 0 be arbitrary, to be determined later. By part 4,
there exists a t0 such that the probability that a particle of type i ≥ t0 has a child of
type greater than i amongst its children is at most ε. That is:
∑
z1,z2,···≥0,
zi+1+zi+2+···>0
p(i; z1, z2, . . . ) < ε (for all i ≥ t0).
We now set t := 2t0. Then we have that
∑
z1,z2,···≥0,
zt+1+zt+2+···>0
p(i; z1, z2, . . . ) = 0 if i < t0,
by condition 3 of the lemma. And, if t0 ≤ i ≤ t then we have:
∑
z1,z2,···≥0,
zt+1+zt+2+···>0
p(i; z1, z2, . . . ) ≤
∑
z1,z2,···≥0,
zi+1+zi+2+···>0
p(i; z1, z2, . . . ) < ε. (4.1)
Let M = (mij)i,j≥1 denote the matrix of ﬁrst moments of the original process, and
let M ′ = (m′ij)1≤i,j≤t denote that of the t-restricted process. We have that, for every
1 ≤ i ≤ t:
t∑
j=1
j ·m′ij ≥
∞∑
j=1
j ·mij − ε · 2i ≥ (c− 2ε)i,
using conditions 1, 3 of the lemma and (4.1). Thus, if we chose ε small enough so
that c′ := c − 2ε > 1, then we see that if v := (1, 2, . . . , t) then (M ′)kv ≥ (c′)kv
coordinatewise. Since (c′)k grows without bounds, it follows that M ′ must have an
eigenvalue that is strictly larger than one in absolute value. So in particular (invoking
Perron-Frobenius) the eigenvalue of largest absolute value is a real number strictly
larger than one. This concludes the proof of the lemma.
In a time-inhomogeneous multitype Galton-Watson process, the oﬀspring distibu-
tions depend on n, the generation. We now denote by pn(i; z1, z2, . . . ) := P(Zn+1 =
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(z1, z2, . . . )|Zn = ei) the probability that a particle of type i, in generation n, fathers
exactly zj children of type j (for j = 1, 2, . . . ).
Lemma 4.2.5. Suppose that Z0, Z1, . . . is a time-inhomogeneous multi-type Galton-
Watson process with countably many types such that the limits
lim
n→∞
pn(i; z1, z2, . . . ) =: p(i; z1, z2, . . . ),
exist for all i ∈ N and z1, z2, · · · ≥ 0. Suppose further that the limits p belong to
a (time-homogeneous) multitype Galton-Watson process satisfying the conditions of
Lemma 4.2.4. Then
lim inf
n→∞
P(explosion|Zn = e1) > 0.
Proof. Let Z ′0, Z
′
1, . . . denote the Galton-Watson process belonging to the limiting prob-
abilities p(i; z1, z2, . . . ) and let us pick t according to Lemma 4.2.4 with respect to Z
′.
Let Y0, Y1, . . . denote the t-restricted process.
Let X0, X1, . . . denote a process that Lemma 4.2.2 provides if we apply it to
Y0, Y1, . . . . Let I := {(z1, . . . , zt) 6= (0, . . . , 0) : pX(i; z1, . . . , zt) > 0}. Observe that I
is ﬁnite, so that there is an n such that pn+m(i; z1, . . . , zt, 0, 0, . . . ) ≥ pX(i; z1, . . . , zt),
for all m ≥ 0 and all (z1, . . . , zt) ∈ I. This means that Zn, Zn+1, . . . stochastically
dominates X0, X1, . . . , if we condition on Zn = X0 = e1. So in particular:
lim inf
n→∞
P(Z explodes|Zn = e1) ≥ P(X explodes|X0 = e1) > 0.
This concludes the proof of the lemma.
4.3 An auxiliary coverage process
In this section, we consider an auxiliary random process that is closely related to the
KPKVB random graph with α = 1/2. In the rest of the paper, P = Pν will be a
Poisson process on the entire hyperbolic plane with intensity function:
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g
(
r, θ
)
= gν
(
r, θ
)
:= (ν/4pi) · sinh(r/2), (4.2)
where (r, θ) represents a point ofH in polar coordinate notation. We let Pν(.) denote the
associated probability measure. Eν(.) denotes the expected values of random variables
over the probability space. We say that an event E(N) is realized with high probability
(w.h.p.), if Pν(E(N))→ 1 as n→∞.
We set
γ(r) = γλ(r) := λ · arccos
(cosh(r)− 1
sinh(r)
)
, (4.3)
where λ > 0 is a parameter. We will see in the proof of Lemma 4.4.2 that if two points
x1 = (r1, θ1), x2 = (r2, θ2) ∈ DR have |θ1 − θ2|2pi ≤ γ(r1) with λ < 1, then x1 and x2
are within distance R (provided N is large). Here and in the rest of the paper we use
the notation xr := min(x, r − x) for r > 0 and x ∈ [0, r]. Let us remark that γ(r) is
strictly decreasing in r. (This can be easily seen from the facts that arccos(.) is strictly
decreasing and that (cosh(r)− 1)/ sinh(r) = 1− 2
er+1
is strictly increasing.) Let us say
that an angle ϑ ∈ [0, 2pi) is covered by a point (r, θ) ∈ H if
|ϑ− θ|2pi ≤ γλ(r).
We say that a set A ⊆ H is a cover if every angle is covered by some point of A. For
s > 0, we denote by Cs(λ) the event that P ∩BH(O, s) is a cover. The event C(λ) will
denote that Cs(λ) is realized for some (ﬁnite) s < ∞. Note that C(λ) =
⋃
s>0 Cs(λ).
We now deﬁne:
Ψ(ν, λ) := Pν(C(λ)). (4.4)
As we will see, f(ν) := Ψ(ν, 1) has the properties claimed in Theorem 1.6.3 and the
probability that G(N ; 1/2, ν) is connected tends to f(ν) as N → ∞. The following
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theorem is crucial for the proof of part 3 of Theorem 1.6.3.
Theorem 4.3.1. The function Ψ deﬁned in (4.4) has the following properties:
1. Ψ(ν, λ) is continuous in both parameters;
2. Ψ(ν, λ) = 1 if ν · λ ≥ pi;
3. Ψ(ν, λ) is strictly increasing in ν for 0 < ν < pi/λ;
4. For every ﬁxed λ > 0 we have limν↓0 Ψ(ν, λ) = 0.
The remainder of this section is devoted to the rather involved proof of this theorem.
We will split the proof up into a sequence of lemmas.
Lemma 4.3.2. Ψ(ν, λ) > 0 for all ν, λ > 0.
Proof. Let us set m := min{4, d4/λe}, and let E be the event that each of the 2m
sets [0, pi/m) × [0, 1], . . . , [(2m − 1)pi/m, 2pi) × [0, 1] contains at least one point of P .
The expected number of points of P in each of these sets is 1
2m
· ∫ 2pi
0
∫ 1
0
g(r, θ)drdθ =
(ν/2m) · (cosh(1/2)− 1).
It is easily checked that arccos((cosh(1)− 1)/ sinh(1)) > pi/4, so that γ(r) > λpi/4
for all r ≤ 1. We claim the event E implies C(λ). To see this, suppose E is realized
and pick an arbitrary angle θ ∈ [0, 2pi). By symmetry, we can assume without loss of
generality θ ∈ [0, pi/m). Since E holds, there is a point (r, ϑ) ∈ P ∩ [0, pi/m) × [0, 1].
We ﬁnd that |θ − ϑ|2pi < pi/m ≤ λpi/4 < γ(r). Thus, the event E indeed inplies C(λ).
We therefore have
Ψ(ν, λ) ≥ Pν(E) =
(
1− e−(ν/m)·(cosh(1/2)−1))m > 0,
as required.
Lemma 4.3.3. For all a, b, λ > 0 we have Ψ(a+b, λ) ≥ Ψ(a, λ)+(1−Ψ(a, λ)) ·Ψ(b, λ).
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Proof. Since Pa+b can be seen as a superposition of Pa and Pb for every a, b > 0 (see for
instance [Kin93]), the probability that C(λ) occurs in Pa+b is at least the probability
that it occurs in Pa plus the probability that is does not occur in Pa and it occurs in
Pb.
Note that the previous two lemmas show that Ψ(ν, λ) is strictly increasing in ν
whenever Ψ(ν, λ) < 1.
Corollary 4.3.4. If ν, λ > 0 are such that Ψ(ν, λ) < 1 then Ψ is strictly increasing in
ν at (ν, λ).
It will be helpful to consider a process where we reveal P in discrete steps". For
n ∈ N let us denote
rn := n · 2 ln 2. (4.5)
Let us denote Bn := P ∩ BH(0, rn) and An := Bn \ Bn−1. (Bn is the set of points of P
with radii at most rn and An is the set of points with radii between rn−1 and rn.)
Before we continue, it will be helpful to derive some asymptotics. Observe that
cosh(r)− 1
sinh(r)
= 1− 2e−r
(
1− e−r
1− e−2r
)
. (4.6)
Recall that cos(y) = 1 − y2/2 + O(y4). This implies that if y = arccos(1 − x) then
y =
√
2x · (1 +O(x2)). Combining this with (4.6) gives:
γ(r) = λ · arccos
(
cosh(r)− 1
sinh(r)
)
= 2λe−r/2(1 +O(e−r)) as r →∞. (4.7)
Let us also recall that γ(r) is strictly decreasing in r. (As (cosh(r)− 1)/ sinh(r) = 1−
2/(er+1) is strictly increasing and arccos(.) is strictly decreasing.) Using equation (4.7)
we can now derive the following.
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Lemma 4.3.5. For every ﬁxed ν, λ > 0 we have that
Eν |{p ∈ An : p covers the angle 0}| = (1 +O((1/4)n)) · (νλ/pi) · ln 2,
and
Pν(An does not cover 0) = (1 +O((1/4)n)) · (1/2)νλ/pi,
where the O(.)-notation refers to n→∞.
Proof. If µn denotes the expected number of points in An that cover the angle 0, then
µn =
∫ 2pi
0
∫ rn
rn−1
1{|θ|2pi<γ(r)} · g(r, θ)drdθ
=
∫ rn
rn−1
2γ(r) · g(r, θ)dr
=
∫ rn
rn−1
4λ(1 +O(e−r))e−r/2 · (ν/4pi) · sinh(r/2)dr
=
∫ rn
rn−1
4λ(1 +O(e−r))e−r/2 · (ν/4pi) · (1 +O(e−r))1
2
er/2dr
= (1 +O(e−rn)) · (νλ/2pi)
∫ rn
rn−1
1 dr
= (1 +O(4−n)) · (νλ/pi) · ln 2.
(4.8)
Here we used that sinh(x) = (1 + O(e−x)) · 1
2
ex for large x. This proves the ﬁrst
statement of the lemma. The second statement follows immediately from the fact that
Pν(An covers 0) = e−µn (Fact 2.2.3).
Lemma 4.3.6. We have γ(rn) > λ · 2−n, for all n ∈ N.
Proof. It suﬃces to prove that
ϕ(r) := er/2 · γ(r)/λ = er/2 · arccos
(
cosh(r)− 1
sinh(r)
)
,
is strictly larger than one for all r ≥ r1 = 2 ln 2. Observe that cos(y) ≥ 1− y2/2 for all
y ∈ R. This implies that if y = arccos(1−x) then y ≥ √2x. Combining this with (4.6)
shows that
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ϕ(r) ≥ er/2 · 2e−r/2
(
1− e−r
1− e−2r
)1/2
= 2
(
1− e−r
1− e−2r
)1/2
≥ 2√1− e−r ≥
√
3 > 1,
using that r ≥ 2 ln 2 for the penultimate inequality.
Lemma 4.3.7. For every ν, λ > 0 there exists a c = c(ν, λ) > 0 such that
Pν
[An covers [0, λ2−n)] ≥ c,
(i.e., the probability that [0, λ2−n) is covered in its entirety by the points of P with radii
between rn−1 and rn is at least c) for all n ∈ N.
Proof. It follows from Lemma 4.3.6 and the monotonicity of γ(r) that if (r, θ) covers
0 and furthermore θ ∈ [0, pi) and r ≤ rn then (r, θ) in fact covers all of [0, λ2−n). It
follows that
Pν
[An covers [0, λ2−n)] ≥ 1
2
· Pν
[An covers 0]
=
1
2
· (1− (1 +O((1/4)n)) · (1/2)νλ/pi) = Ω(1),
using Lemma 4.3.5.
Let us write Un ⊆ [0, 2pi) for the union of intervals of angles not covered by the
points of Bn. Then Un clearly consists of a ﬁnite number of intervals. Let U longn ⊆ Un
denote the union of all intervals of length at least λ2−n, and let U shortn := Un \ U longn
denote the union of all intervals strictly shorter than λ2−n.
We now also deﬁne
Ln = Ln(λ) := length(Un) · λ−1 · 2n, Llongn = Llongn (λ) := length(U longn ) · λ−1 · 2n,
Lshortn = L
short
n (λ) := length(U shortn ) · λ−1 · 2n.(4.9)
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The λ is omitted when it is clear from the context.
That is, Ln denotes total length of Un, multiplied by λ−12n and Llong, Lshort are deﬁned
analogously. We let N shortn denote the number of components of U shortn (i.e. the number
of intervals of length strictly less than λ2−n), and we set
Yn := N shortn + Llongn . (4.10)
Recall that if (En)n is a sequence of events then we say the event En almost always"
holds if En holds for all but ﬁnitely many n. In other words {En almost always} =
lim inf Em =
⋃
n
⋂
m>nEm. We can for instance write
{C(λ)} = {Ln = 0 almost always} = {Yn = 0 almost always}.
Also recall that we say that the event En inﬁnitely often" holds if En holds for inﬁnitely
many n. In other words {En inﬁnitely often} =
⋂
n
⋃
m>nEm.
Lemma 4.3.8. For every ν, λ,K > 0 we have Pν(Yn > K almost always) = 1−Ψ(ν, λ).
Proof. Observe that Pν(Yn = 0 almost always) = Ψ(ν, λ). Let us also observe that, for
every K > 0:
Pν(Yn = 0 almost always) + Pν(Yn ∈ (0, K] inﬁnitely often)
+ Pν(Yn > K almost always) = 1.
Hence, it suﬃces to show that Pν(Yn ∈ (0, K] inﬁnitely often ) = 0 for every K > 0.
Observe that if Yn = y, then Un can be covered by at most 2dy/λe intervals of length
λ2−n. By Lemma 4.3.7, and positive correlation, there exists a c > 0 such that for all
y > 0:
Pν(Yn+1 = 0|Yn = y, Yn−1 = yn−1, . . . , Y1 = y1) ≥ c2dy/λe, (4.11)
for all n ∈ N and all y, y1, . . . , yn−1 > 0. Now let N1 be the (random) n ∈ N for which
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Yn ∈ (0, K] for the ﬁrst time. Similarly, let Ni be the i-th index n for which Yn ∈ (0, K].
(Here we set Ni = ∞ if Yn ∈ (0, K] for less than i indices n.) It follows from (4.11)
that Pν(Ni+1 <∞|Ni <∞) ≤ 1− c2dK/λe =: x. But then we also have that, for every
M ∈ N:
Pν(Yn ∈ (0, K] inﬁnitely often ) ≤ Pν(Ni <∞ for all 1 ≤ i ≤M)
= Pν(N1 <∞) ·
∏M−1
i=1 Pν(Ni+1 <∞|Ni <∞)
≤ 1 · xM−1.
Sending M →∞ shows that Pν(Yn ∈ (0, K] inﬁnitely often) = 0, as required.
Lemma 4.3.9. If I ⊆ Un is an interval then I ∩Un+1 consists of at most
⌊
length(I)
λ2−n
⌋
+1
intervals.
Proof. Notice that, if the interval I is cut into k + 1 disjoint, non-empty intervals by
An+1 then there must be k points (ρ1, θ1), . . . , (ρk, θk) ∈ An+1 such that the intervals
(θi− γ(ρi), θi + γ(ρi)) are disjoint and completely contained in I. Hence we must have
that
length(I) >
k∑
i=1
2γ(ri) ≥ 2kγ(rn) > kλ2−n,
using Lemma 4.3.6. The lemma follows.
Corollary 4.3.10. If I ⊆ Un is an interval of length at most λ2−n then I ∩ Un+1 is
either empty or a single interval.
Another relatively obvious, but key, observation is the following.
Lemma 4.3.11. If I, J ⊆ [0, 2pi) are two sets such that |x − y|2pi ≥ 2γ(rn) for all
x ∈ I, y ∈ J , then I ∩ Am and J ∩ Am are independent for all m > n.
Proof. This follows immediately from the fact that a point of radius bigger than rn
cannot simultaneously cover two angles that are more than 2γ(rn) apart, and the fact
that Pν ∩ A and Pν ∩B are independent if A,B ⊆ H are disjoint.
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Lemma 4.3.12. For every ν, λ,K > 0 we have Pν(Llongn > K inﬁnitely often) = 1 −
Ψ(ν, λ).
Proof. Recall that Ψ(ν, λ) = Pν(Ln = 0 almost always). This immediately gives us
that Pν(Ln > 0 almost always) = 1 − Ψ(ν, λ). It thus suﬃces to show that, for every
K > 0, Pν(Ln > 0 and Llongn < K almost always) = 0. Suppose that, on the contrary,
for some K > 0 it holds that
Pν(Ln > 0 and Llongn < K almost always) > 0.
It must then also be the case that Pν(Yn > K ′ and Llongn < K almost always) > 0, for
every constant K ′ by Lemma 4.3.8. And, since Yn = N shortn + Llongn , we must then also
have that
Pν(N shortn > K ′ and Llongn < K almost always) > 0, for every constant K ′. Let us re-
mark that, if En almost always holds, then there is a (random) N such that En holds
for all n ≥ N . Hence, to prove the lemma it suﬃces to show that for every K > 0 there
exists a K ′ = K ′(K) > 0 such that Pν(N shortn > K ′ and Llongn < K for all n ≥ n0) = 0,
for all n0 ∈ N.
Let K > 0 thus be arbitrary. Let c = c(ν, λ) be as provided by Lemma 4.3.7, and
let us choose K ′ such that K ′ > 8K/c and
P(Bi(a, c) > ac/2) ≥ 2/3,
for all a ≥ K ′. (The existence of such a K ′ follows for instance from the Chebyschev
bound.)
Observe that, by Lemma 4.3.9, if Llongn ≤ K then the long components (intervals)
of generation n will split into no more than 2K components in generation n + 1. On
the other hand, the short intervals of generation n each disappear with probability
≥ c and if they don't disappear then they cannot split into two or more intervals by
Lemma 4.3.9.
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This shows that for all a ≥ K ′, b ≤ K we have
Pν(N shortn+1 < (1− c/4)N shortn |N shortn = a, Llongn = b) ≥ 2/3.
(To see this note that, with probability 2/3, no more than (1 − c/2)a short intervals
survive to the next generation, while the long intervals generate at most 2b ≤ 2K <
K ′ · c/4 ≤ ac/4 short ones.)
On the other hand, if N shortn = a and Llongn ≤ K then a (deteministic) upper bound
is N shortn+1 ≤ a+ 2cK/8 ≤ (1 + c/4)N shortn .
Let us now ﬁx arbitrary n0 ∈ N, a0 > K ′, b0 ≤ K. If N shortn0 = a0, Llongn0 = b0 and
N shortn > K ′, Llongn ≤ K for all n ≥ n0 then, for every m ≥ 2 log(K ′/a0)/ log(1− c2/16),
there are more than m/2 indices n ≤ i ≤ n+m− 1 such that N shorti+1 > (1− c/4)N shorti .
(Otherwise we would have that N shortm < ((1− c/4)(1 + c/4))m/2 · a0 = (1− c2/16)m/2 ·
a0 < K
′.) Thus, we have
Pν(N shortn > K ′, Llongn ≤ K for all n ≥ n0|N shortn0 = a0, Llongn0 = b0)
≤ lim
m→∞
P(Bi(m, 1/3) ≥ m/2) = 0.
(The last inequality follows for instance from the weak law of large numbers.) Since
n0, a0, b0 were arbitrary, it follows that
Pν(N shortn > K ′ and Llongn < K for all n ≥ n0) = 0 for all n0 ∈ N,
as required.
Lemma 4.3.13. If ν · λ = pi then there exists a constant C = C(ν, λ) such that
EνLn ≤ C for all n.
Proof. For every ν, λ > 0, we have that
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EνLn = 2n ·
∫ 2pi
0
Pν(the angle θ is covered by Bn)dθ
= 2n · 2pi · Pν( the angle 0 is covered by Bn).
Hence, when ν · λ = pi, we have
EνLn = 2n ·2pi · exp
[
−
n∑
i=1
(1 +O((1/4)i)) · ln 2
]
= 2n ·2pi · exp[−n ln 2+O(1)] = O(1),
using Lemma 4.3.5.
Lemma 4.3.14. Let ν · λ ≤ pi and suppose that Ψ(ν, λ) < 1 then EνLn → ∞ as
n→∞.
Proof. It follows from Lemma 4.3.12 that Pν(Ln > K inﬁnitely often ) = 1 − Ψ(ν, λ),
for every constant K > 0. Let us thus pick a K (to be made explicit later), and
let N be the (random) ﬁrst index n such that Ln > K. (Here N = ∞ if no such
n exists. Note N < ∞ with probability 1 − Ψ(ν, λ) > 0.) Let n0 be such that
Pν(N < n0) > (1 − Ψ(ν, λ))/2. By conditioning on the value of N , we ﬁnd that for
n ≥ n0:
ELn ≥
∑n0
m=0 E(Ln|N = m)Pν(N = m)
=
∑n0
m=0 K · 2n−m · exp[−
∑n
i=m+1(1 +O((1/4)
i)) · (νλ/pi) · ln 2] · Pν(N = m)
=
∑n0
m=0 K · 2n−m · exp[−(n−m) · (νλ/pi) · ln 2 +O(1)] · Pν(N = m)
= Ω
(
K ·∑n0m=0 2(n−m)(1−νλ/pi)Pν(N = m))
= Ω (K ·∑n0m=0 Pν(N = m))
= Ω(K · (1−Ψ(ν, λ))/2).
Sending K →∞ proves the lemma.
It follows immediately from Lemmas 4.3.13 and 4.3.14 that:
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Corollary 4.3.15. If νλ = pi then Ψ(ν, λ) = 1.
This last corollary of course also implies that Ψ(ν, λ) = 1 for all ν · λ ≥ pi.
Lemma 4.3.16. For every ν, λ > 0 with ν · λ < pi there exists an η0 = η(ν, λ) such
that for every 0 < η < η0 we have
lim inf
n→∞
Pν
(
[0, η · 2−n) ⊆ Un+1|[0, η · 2−n) ⊆ Un
)
> 1/2.
Proof. Let µn denote the expected number of points (r, θ) ∈ An that cover 0, and let
µ˜n denote expected number of points (r, θ) ∈ An that cover some point of [0, η · 2−n).
Then we have, similar to the proof of Lemma 4.3.5:
µ˜n =
∫ rn
rn−1
(
η · 2−n + 2 arccos
(
cosh(r)−1
sinh(r)
))
· g(r, θ)dr
= η
∫ rn
rn−1
2−n · (1 +O(e−r)) · er/2dr + µn
= (1 + o(1)) · (η/2 + (νλ/pi) · ln 2),
(4.12)
reusing the computations (4.8) in the second line. Since νλ < pi we can choose η > 0
such that η/2 + (νλ/pi) · ln 2 < ln 2. In that case we have
lim inf
n→∞
Pν
(
[0, η · 2−n) ⊆ Un+1|[0, η · 2−n) ⊆ Un
)
= lim inf
n→∞
e−µ˜n > 1/2,
as required.
For the remainder of the section, we ﬁx η > 0 such that the conclusion of the
last lemma holds. Let us now consider the following random process. We start by
dissecting [0, 2pi) into intevals [0, η) , [η, 2η) , . . . , [2pi − η, 2pi) of length η. (We assume
without loss of generality that η = 2pi
k
, for some k.) Each of these intervals survives"
if none of its points is covered by points of P of radius at most r1. In each subsequent
generation", we split the surviving intervals in two, and these survive if none of their
points are covered by a point of P of radius between rn−1 and rn. This does produce
a kind of branching process, but with the unfortunate property that the oﬀspring of
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Figure 4.2: Depiction of the particles of the process.
diﬀerent intervals in generation n are not always independent (e.g., if two intervals
share an endpoint then their oﬀspring are dependent, or more generally if they are
close enough for a point of radius bigger than rn to cover a point in each of the two
intervals.)
To deal with this problem, we group the surviving intervals into particles" consist-
ing of (maximal) sequences of intervals each sharing an endpoint with the next. The
type of a particle will be the number of intervals it consists of. See Figure 4.2 for a
depiction.
Note that, in generation n, the gap between diﬀerent particles is at least 2 · γ(rn). So
no point of radius > rn can cover points in two diﬀerent particles of generation n. This
implies that the oﬀspring distributions are independent.
Thus, we have deﬁned a time-inhomogeneous multitype Galton-Watson process
Zλ0 , Z
λ
1 , . . . with countably many types. Again, we drop the superscript if it is clear
from the context. Let pn(i; z1, z2, . . . ) denote the probability that a particle of type i in
generation n produces z1 children of type 1, z2 children of type 2 and so on. (Note that
strictly speaking we would also need to introduce types for the case when Un = [0, 2pi)
in which case there is one particle that wraps around". This situation however does
not occur as soon as there is at least one point with radius ≤ rn. So this is not a real
issue. We leave it to the reader to check that the proofs below can be adapted to work
also with this more proper but also more cumbersome deﬁnition of the process.)
Lemma 4.3.17. For every i, z1, z2, . . . the limits
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p(i; z1, z2, . . . ) := lim
n→∞
pn(i; z1, z2, . . . ),
exist.
Proof. Let us ﬁx i, z1, z2, . . . , and let En denote the event that [0, i · η · 2−n) is split
into a groups of intervals of length 2−(n+1) in the required way by An, i.e. among
[0, η · 2−(n+1)), . . . , [(2i − 1) · η · 2−(n+1)) there are z1 intervals such that none of their
points are covered by An but some point in each of the neighbouring intervals were
covered, and so on.
Let An ⊆ H denote the set of all points (r, θ) with rn−1 < r ≤ rn and θ ∈ (−10 ·
2−n, (i · η + 10) · 2−n); and let Wn := |P ∩ An| denote the number of points of P that
fall inside An. By (4.7), for large enough n, whether or not En holds will only depend
on the points of P that fall inside An. We have
pn(i; z1, z2, . . . ) = Pν(En) =
∞∑
t=0
Pν(En|Wn = t)Pν(Wn = t). (4.13)
Let us observe that
EWn =
∫
An
g(r, θ)drdθ = 2−n · (i · η + 20) · (νλ/2pi) · 2(cosh(rn/2)− cosh(rn−1/2))
= 2−n · (i · η + 20) · (νλ/2pi) · (ern/2 + e−rn/2 − ern−1/2 + e−rn−1/2)
= (1 + o(1)) · (i · η + 20) · (νλ/pi).
It follows also that Wn converges in distribution to a random variable distributed
as Po ((i · η + 20)−1 · (νλ/pi)). Therefore, in the light of (4.13), in order to prove
that pn(i; z1, z2, . . . ) converges, it suﬃces to prove that the conditional probability
Pν(En|Wn = t) converges for every ﬁxed t ∈ N. Let us thus ﬁx a t ∈ N.
Observe that if we condition on W = t then P ∩ A behaves like t i.i.d. random
vectors X1 = (ρ1, θ1), . . . , Xt = (ρt, θt) with common probability density:
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g˜(ρ, θ) =
g(ρ, θ)∫
A
g(r′, θ′)dr′dθ′
= (1 + on(1)) · (i · η + 20)−1 · eρ/2,
where we used that g(ρ, θ) = (ν/4pi) sinh(ρ/2) = (1 +O(e−ρ)) · (ν/4) · eρ/2.
For notational convenience we write Ij := [j · η · 2−(n+1), (j + 1) · η · 2−(n+1)). For
0 ≤ j < 2i and 1 ≤ s ≤ t we set F j,sn := {(ρs, θs) covers a point of Ij} and for
J ⊆ {0, . . . , 2i− 1} × {1, . . . , t} we deﬁne
F Jn :=
 ⋂
(j,s)∈J
F j,sn
 ∩
 ⋂
(j,s)6∈J
(F j,sn )
c
 .
I.e., the event F Jn prescribes precisely which of the t points covers which of the 2i
intervals. Clearly there is some family of sets J ⊆ 2{0,...,2i−1}×{1,...,t} such that
Pν(En|Wn = t) = Pν
(⋃
J∈J
F Jn
)
=
∑
J∈J
Pν(F Jn ).
It thus suﬃces to prove that the probabilities Pν(F Jn ) converge. Let us thus ﬁx some
J ⊆ {0, . . . , 2i− 1} × {1, . . . , t}. Setting
ϕjn(ρ, θ) :=
 1 if θ ∈
(
j · η · 2−(n+1) − γ(ρ), (j + 1) · η · 2−(n+1) + γ(ρ));
0 otherwise.
,
and ` := −10 · 2−n, u := (i · η + 10) · 2−n, we can write
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Pν(F Jn )
=
∫ u
`
∫ rn
rn−1
. . .
∫ u
`
∫ rn
rn−1
∏
(j,s)∈J
ϕjn(ρs, θs) ·
∏
(j,s)6∈J
(1− ϕjn(ρs, θs)) ·
t∏
s=1
g˜(ρs, θs) dρ1dθ1 . . . dρtdθt
=
∫ iη+10
−10
∫ 2 ln 2
0
. . .
∫ iη+10
−10
∫ 2 ln 2
0
∏
(j,s)∈J
ϕjn(rn−1 + xs, 2
−n · ϑs)·
∏
(j,s)6∈J
(1− ϕjn(rn−1 + xs, 2−nϑs)) ·
t∏
s=1
g˜(rn−1 + xs, 2−nϑs) · 2−t·n dx1dϑ1 . . . dxtdϑt
=
∫ iη+10
−10
∫ 2 ln 2
0
. . .
∫ iη+10
−10
∫ 2 ln 2
0
∏
(j,s)∈J
ϕjn(rn−1 + xs, 2
−n · ϑs) ·
∏
(j,s)6∈J
(1− ϕjn(rn−1 + xs, 2−nϑs))·
(1 + on(1)) · (i · η + 20)−t · e
∑t
s=1(rn−1+xi)/2 · 2−t·n dx1dϑ1 . . . dxtdϑt
=
∫ iη+10
−10
∫ 2 ln 2
0
. . .
∫ iη+10
−10
∫ 2 ln 2
0
∏
(j,s)∈J
ϕjn(rn−1 + xs, 2
−n · ϑs) ·
∏
(j,s)6∈J
(1− ϕjn(rn−1 + xs, 2−nϑs))·
(1 + on(1)) · (i · η + 20)−t · 2−t · e(x1+···+xt)/2 dx1dϑ1 . . . dxtdϑt,
applying the substitutions rs = rn−1 + xs, θs = 2−nϑs in the second line. Let us now
deﬁne, for 0 ≤ x ≤ 2 ln 2 and −10 ≤ ϑ ≤ i · η + 10:
ψj(x, ϑ) :=
 1 if ϑ ∈ (j · η/2− e
−x/2, (j + 1) · η/2 + e−x/2),
0 otherwise.
It follows from (4.7) that
lim
n→∞
ϕjn(rn−1 + x, 2
−nϑ) = ψj(x, ϑ) almost everywhere.
(Recall that almost everywheremeans for all (x, ϑ) except for a set of Lebesgue measure
zero".) Using the dominated convergence theorem we can now conclude that
limn→∞ Pν(F Jn ) = (2i · η + 40)−t
∫ iη+10
−10
∫ 2 ln 2
0
. . .
∫ iη+10
−10
∫ 2 ln 2
0
∏
(j,s)∈J ψ
j(xs, ϑs)·∏
(j,s)6∈J
(1− ψj(xs, ϑs)) · e(x1+···+xt)/2 dx1dϑ1 . . . dxtdϑt.
The lemma follows.
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Lemma 4.3.18. The limits p(i; z1, z2, . . . ) from Lemma 4.3.17 satisfy the conditions
of Lemma 4.2.4.
Proof. Let us ﬁrst note that the expression
∑
jmij simply counts the expected (total)
number of intervals of length η·2−(n+1) in the oﬀspring of a type i particle. An uncovered
interval I of length η · 2−n in generation n will get split into two uncovered intervals
of length η · 2−(n+1) in generation n + 1 if no point of An covers a point of I. It thus
follows immediately from the choice of η (cf. Lemma 4.3.16) that
∑
j
mij ≥ lim inf
n→∞
2i · Pν([0, η · 2−n) ∈ Un+1|[0, η · 2−n) ∈ Un) = c · i,
where c := 2 · lim infn→∞ Pν([0, η · 2−n) ∈ Un+1|[0, η · 2−n) ∈ Un) > 1. This veriﬁes the
ﬁrst condition of Lemma 4.2.4.
The third condition follows immediately from the fact that the total length of the
oﬀspring of a particle is never more than the length of the particle.
To see that the second condition holds, it suﬃces to show that the probability
that a particle of type i gives birth to at least one particle of type j is bounded away
from zero whenever j ≤ i. To this end, let µ(i)n denote the expected number of points
(r, θ) ∈ An that cover some angle of [0, j · η · 2−(n+1)). By an almost verbatim repeat
of the computations (4.12) we have
µ
(i)
n =
∫ rn
rn−1
(
j · η · 2−(n+1) + 2γ(r)) · g(r, θ)dr
= (1 + o(1)) · (j · η/4 + (νλ/pi) · ln 2),
Let E denote the event that that An covers no angle of [0, j ·η ·2−(n+1)) but some angle
of [0, (j + 1) · η · 2−(n+1)). Since the probability that a particle of type j is born among
the oﬀspring of a type i particle is at least the probability that E holds, we have that
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mij ≥ Pν(E)
= lim
n→∞
P(Po(µ(j)n ) = 0) · P(Po(µ(j+1)n − µ(j)n ) > 0)
= lim
n→∞
(µ(j+1)n − µ(j)n ) · e−µ
(j+1)
n
= (η/4) · e−(j+1)·η/4+(νλ/pi)·ln 2
> 0.
It remains to check that the fourth condition holds. To this end, observe that if we cut
an interval of length i ·η ·2−n into four equal parts, then if An covers at least one point
in each part, then the oﬀspring of the original type-I particle will consist of particles
of types ≤ i. Hence, we have:
∑
z1,z2,···≥0,
zi+1+zi+2+···>0
p(i; z1, z2, . . . ) ≤ 1−lim inf
n→∞
(1−e−µ(bi/4c)n )4 = 1−(1− e−(bi/4c·η/4+(νλ/pi)·ln 2))4 .
It is clear that if we send i→∞ then this last expression approaches zero. This proves
that the fourth condition holds, and ﬁnishes the proof of the lemma.
Invoking Lemma 4.2.5, we have the following immediate corollary.
Corollary 4.3.19. If ν · λ < pi then lim inf
n→∞
Pν(Z explodes |Zn = e1) > 0.
We are now also able to deduce:
Lemma 4.3.20. If νλ < pi then Ψ(ν, λ) < 1.
Proof. Observe that the event that Z explodes is contained in the event that C(λ) does
not occur. By Corollary 4.3.19 we can pick n ∈ N such that Pν(Z explodes |Zn = e1) >
0. Let E denote the event that Bn = ∅, i.e. no point of Pν has radius ≤ rn. Then we
have that
Pν(E) = exp[−(ν/2) · (cosh(rn/2)− 1)] > 0.
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We have
1−Ψ(ν, λ) = Pν(not C(λ))
≥ Pν(E) · Pν(Z explodes|E)
≥ Pν(E) · Pν(Z explodes|Zn = e1)
> 0,
where the penultimate inequality holds by obvious monotonicity.
Lemma 4.3.21. For every λ > 0 it holds that lim
ν↓0
Ψ(ν, λ) = 0
Proof. The proof is very similar to the previous lemma. Let us ﬁrst observe that for
every ﬁxed n the conditional probability Pν(Z explodes |Zn = e1) is nonincreasing in ν.
(This can for instance be seen by noting that a Poisson process with intensity function
gν+δ(r, θ) is the superposition of one with density function gν and one with density
function gδ.) Hence we can ﬁnd an n0 ∈ N and c > 0 such that Pν(Z explodes|Zn =
e1) ≥ c for all n ≥ n0 and all 0 < ν < 1. Now note that for every K > 0, there exists
an n such that among [0, η · 2−n), . . . , [2pi − η · 2−n, 2pi) there are at least K intervals
that are separated by pairwise distance of at least 2γ(rn). Fix such an n, and let E
denote the event that no point fell inside Bn.
Then we have
1−Ψ(ν, λ) ≥ Pν(E)·
(
1− Pν(Z dies out |Zn = e1)K
) ≥ e−(ν/2)·(cosh(rn/2)−1)·(1−(1−c)K).
Let ε > 0 be arbitrary. By choosingK suﬃciently large, we can ensure that (1−c)K < ε.
It follows that
lim
ν↓0
Ψ(ν, λ) ≤ 1− lim
ν↓0
e−(ν/2)·(cosh(rn/2)−1) · (1− ε) = ε.
Sending ε to zero ﬁnishes the proof.
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Let Lηn = L
η
n(λ) denote the total length of all components of Ln(λ) that have length
at least η · 2−n. As usual, when λ is clear from the context we omit it. A similar proof
to that of the previous lemma also gives the following.
Lemma 4.3.22. If νλ < pi and K > 0 arbitrary then Pν(Lηn > K almost always ) =
1−Ψ(ν, λ).
Proof. Observe that if Lηn > K almost always, then C(λ) certainly does not occur. This
shows that
Pν(Lηn > K almost always ) ≤ 1−Ψ(ν, λ).
Also observe that if Z explodes, then we also have that Lηn > K almost always.
Now let ε > 0 be arbitrary and let us ﬁx a K ′ = K ′(ε,K), to be made precise later.
By Lemma 4.3.12, we have that Pν(Llongn > K ′ inﬁnitely often ) = 1 − Ψ(ν, λ). As in
the proof of the previous lemma, we can pick n0, c > 0 such that Pν(Z explodes |Zn =
e1) ≥ c for all n ≥ n0.
Observe that if Llong > K ′ then we can ﬁnd a family of at least
M :=
⌈
K ′ · 2−n
η · 2−n + 2γ(rn)
⌉
,
intervals of length η ·2−n in Un that are separated by pairwise distance 2γ(rn). By (4.7),
we have that M > K ′/10 for suﬃciently large n.
Now consider the following setup. We let N denote the (random) ﬁrst integer after
n0 for which L
long
n > K
′, where N = ∞ if there is no such N . Note that the event
N = n is independent of P \BH(O; rn). This shows that
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Pν(Z explodes) ≥
∑∞
n=n0
Pν(N = n) ·
(
1− Pν(Z dies out|Zn = e1)M
)
≥ ∑∞n=n0 Pν(N = n) · (1− (1− c)M)
≥ ∑∞n=n0 Pν(N = n) · (1− ε)
= Pν(N <∞) · (1− ε)
≥ Pν(Llongn > K ′ inﬁnitely often ) · (1− ε)
= (1− f(ν)) · (1− ε).
Sending ε to zero gives the lemma.
Let us deﬁne
Ψn(ν, λ) := Pν(Crn(λ)).
In other words, Ψn is the probability that Bn is a cover.
Lemma 4.3.23. Let s > 0 be ﬁxed, but arbitrary. Let F be any event that depends
only on Pν ∩BH(0, s) (i.e. F of radius less than s), and set ϕ(ν) := Pν(F ). Then ϕ is
a continuous function of ν.
Proof. Let Y denote the number of points of P with radius at most s. Then Y is
Poisson-distributed with mean EY = ν · (cosh(s/2)− 1). Let us remark that
at := Pν(F |Y = t),
is independent of ν. (To see this, note that if we condition on Y = t then the points
of P with radius ≤ s behave like an i.i.d. sample X1, . . . , Xt with common density
function
h(r, θ) =
g(r, θ)∫ 2pi
0
∫ s
0
g(t, β)dtdβ
=
sinh(r/2)
2pi · (cosh(s/2)− 1) .
The function h is clearly independent of ν.) We clearly have
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ϕ(ν) =
∞∑
t=0
at · Pν(Y = t).
Let us now ﬁx an arbitrary ε > 0. Set K := 1000 · EνY/ε. By Markov's inequality
we have Pµ(Y ≥ K) ≤ EµY/K ≤ ε/2, for all µ < 500ν. Hence, for all µ < 500ν we
have
∣∣∣∣∣ϕ(µ)−
K∑
t=0
at · pt(µ)
∣∣∣∣∣ < ε/2,
where pt(µ) := Pµ(Y = t) = (µ · (cosh(s/2)− 1))t ·e−µ·(cosh(s/2)−1)/t!. Now observe that
pt is a continuous function of µ for every (ﬁxed) t. It follows that there is a δ > 0 such
that if |µ− ν| < δ then |pt(µ)− pt(ν)| < ε/2(K + 1) for all 0 ≤ t < K. Hence we also
have that |ϕ(µ) − ϕ(ν)| < ε whenever |µ − ν| < min(δ, 499ν). This proves that ϕ is
continuous as claimed.
Corollary 4.3.24. For every n ∈ N, the function Ψn is continuous in its ﬁrst param-
eter, ν.
Lemma 4.3.25. For every n ∈ N, the function Ψn is continuous in its second param-
eter, λ.
Proof. Let us ﬁx ν. Let us take λ1 < λ2 and let us write γi(r) = λi arccos
(
cosh(r)−1
sinh(r)
)
for i = 1, 2. Note that Ψn(ν, λ2)−Ψn(ν, λ1) is precisely the probability of the event E
that
⋃
(r,θ)∈Bn(θ − γ2(r), θ + γ2(r)) covers all angles, but some angle is not covered by⋃
(r,θ)∈Bn(θ − γ1(r), θ + γ1(r)).
Next, let us observe that if E holds then there must exist two points (r, θ), (s, ϑ) ∈
Bn such that
γ1(r) + γ1(s) < |θ − ϑ|2pi < γ2(r) + γ2(s). (4.14)
(Consider some component I of Un under λ1. The leftmost endpoint of this interval is
the rightmost endpoint of (θ− γ1(r), θ+ γ2(r)) for some (r, θ) ∈ Bn. Since C(λ) occurs
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at λ2, it must be the case that θ + γ2(r) is inside some interval (ϑ− γ2(s), ϑ+ γ2(s)).)
From this it follows that
Pν(E) ≤ (Eν |Bn|)2 · Pν (|θ − ϑ|2pi ∈ (γ1(r) + γ1(s), γ2(r) + γ2(s)) ,
where the points (r, θ) and (s, ϑ) are chosen i.i.d. according to the distribution with
density g/
∫
BH(O,R)
∫ 2pi
0
g. (We used Palm Theory for counting the number of pairs with
this property.)
Now note that the length of the interval (λ1(r) + λ1(s), λ2(r) + λ2(s)) is at most
2(λ2 − λ1) limx↓0 arccos
(
cosh(x)−1
sinh(x)
)
= (λ2 − λ1) · pi. It follows that
Pν(E) ≤ (Eν |Bn|)2 · λ2 − λ1
2
.
Thus, by choosing λ1, λ2 such that λ2 − λ1 < 2ε/ (Eν |Bn|)2, we can ensure that
|Ψn(ν, λ2) − Ψn(ν, λ1)| ≤ Pν(E) < ε. This proves that Ψn is indeed continuous in
λ.
Next, we deﬁne, for every η,K > 0 and n ∈ N:
Φn,η,K(ν, λ) := Pν(Lηn > 0).
By an application of Lemma 4.3.23, we ﬁnd that:
Corollary 4.3.26. Φn,η,K is continuous in its ﬁrst parameter, ν. (For every η,K > 0
and n ∈ N.)
Lemma 4.3.27. Φn,η,K is continuous in its second parameter, λ. (For every η,K > 0
and n ∈ N.)
Proof. To begin, we ﬁx ν, λ, η,K > 0 and n ∈ N. Observe that there exists some δ > 0
such that
Pν(Lηn ≥ K + δ) ≥ Φn,η,K(ν, λ1)− ε/3. (4.15)
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Similarly, we may assume that δ is small enough so that
Pν(Un has a component of length ∈ [η2−n − δ, η2−n + δ]) < ε/3. (4.16)
(Arguing as in the proof of Lemma 4.3.25, but now considering pair of points whose
distance is close to γ(r) + γ(s) + η2−n.)
Finally let us pick some λ′ 6= λ, and let the sum∑(r,θ)∈Bn 2|λ′−λ| arccos( cosh(r)−1sinh(r) )
be denoted by X. (I.e., X is the sum over all points in Bn of the diﬀerence in the
covered length under the two choices of the parameter λ.) Using Markov's inequality,
we have that
Pν(X > δ) ≤ EνX
δ
≤ Eν |Bn| · pi · |λ′ − λ| < ε/3, (4.17)
we the last inequality holds for |λ′ − λ| suﬃciently small.
Observe that if Lηn ≥ K + δ with respect to λ, there are no components in Un of
length ∈ [η2−n − δ, η2−n + δ], and X ≤ δ, then Lηn > K with respect to λ. Thus,
combining (4.15), (4.16) and (4.17), we have proved the lemma.
Lemma 4.3.28. Ψ is continuous.
Proof. Let ν, λ > 0 be abtritrary. We ﬁrst assume that νλ ≥ pi. In this case Ψ(ν, λ) = 1
by Corollary 4.3.15. Note that, since C(λ) = ⋃n Crn(λ), there exists an n such that
Ψn(ν, λ) ≥ 1− ε/2. Since Ψn is continuous, there is a δ > 0 such that
Ψ(ν ′, λ′) ≥ Ψn(ν ′, λ′) ≥ Ψn(ν, λ)− ε/2 ≥ 1− ε,
for all ν ′ ∈ (ν − δ, ν + δ) and λ′ ∈ (λ− δ, λ+ δ). This shows Ψ is continuous at ν, λ.
Let us then assume that νλ < pi. Let us pick ν ′ > ν, λ′ > λ such that still ν ′λ′ < pi;
and let n0 ∈ N, c > 0 be such that
Pν′(Zλ
′
explodes |Zλ′n = e1) ≥ c,
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for all n ≥ n0. Note that, by obvious monotonicity, this inequality also holds for all
ν ′′ < ν ′, λ′′ < λ′ (here we keep η, used in the deﬁnition of the process Z, ﬁxed).
Let ε > 0 be arbitrary and let K = K(ε) be ﬁxed to be made precise later. Since
Ψ(ν, λ) = limn→∞Ψn(ν, λ), we can ﬁnd an n1 such that |Ψn(ν, λ)−Ψ(ν, λ)| < ε/2 for
all n ≥ n1. Similarly, since
1−Ψ(ν, λ) = Pν(Lηn(λ) > K almost always ) = lim
n→∞
Pν(Lηm(λ) > K for all m ≥ n ),
we can ﬁx an n2 such that Φn,η,K(ν, λ) = Pν(Lηn > K) ≥ 1 − Ψ(ν, λ) − ε/2 for all
n ≥ n2.
Let us now ﬁx n := max{n0, n1, n2} and put ϕ(ν) := Pν(Ln = 0), ψ(ν) = Pν(Zn >
K).
Since both Ψn and Φn,η,K are continuous, we can pick a δ > 0 such that |Ψn(ν ′′, λ′′)−
Ψn(ν, λ)| < ε/2 and |Φn,η,K(ν ′′, λ′′)− Φn,η,K(ν, λ)| < ε/2 for all ν ′′ ∈ (ν − δ, ν + δ) and
λ′′ ∈ (λ− δ, λ+ δ). We assume without loss of generality that δ < min(λ′ − λ, ν ′ − ν).
Now note that if Lηn(λ) > K then there are at least
M :=
⌈
K · η · 2−n
η · 2−n + 2γ(rn)
⌉
= Ω(K),
intervals of length at least η · 2−n that are contained in Un and that are separated by
pairwise distance 2γ(rn). It follows that, for all ν
′′ ∈ (ν−δ, ν+δ) and λ′′ ∈ (λ−δ, λ+δ),
we have
Pν′′(Lηm(λ′′) > K almost always|Lηn(λ′′) > K)
≥ 1− Pν′′(Z(λ′′) dies out |Zn(λ′′) = e1)M
≥ 1− (1− c)M
≥ 1− ε/2,
where the last inequality holds provided we chose K suﬃciently large (which we can
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assume without loss of generality). We thus get that
1−Ψ(ν ′′, λ′′) = Pν′′,λ′′(not C(λ))
≥ Pν′′,λ′′(Z explodes |Lηn > K)Φn,η,K(ν ′′, λ′′)
≥ (1− ε/2) · (1−Ψ(ν, λ)− ε/2)
≥ 1−Ψ(ν, λ)− ε,
for all ν ′′ ∈ (ν−δ, ν+δ) and λ′′ ∈ (λ−δ, λ+δ). In other words, Ψ(ν ′′, λ′′) ≤ Ψ(ν, λ)+ε
for all ν ′′ ∈ (ν − δ, ν + δ) and λ′′ ∈ (λ− δ, λ+ δ). On the other hand we have
Ψ(ν ′′, λ′′) ≥ Ψn(ν ′′, λ′′) ≥ Ψ(ν, λ)− ε,
for all ν ′′ ∈ (ν − δ, ν + δ) and λ′′ ∈ (λ− δ, λ + δ), by choice of n and δ. We have seen
that Ψ is continuous at (ν, λ) as required.
We have already proved Theorem 4.3.1, but for completeness we collect our ﬁndings
from this Section in an explicit proof.
Proof of Theorem 4.3.1: That Ψ is continuous was just established in the previous
lemma. That Ψ(ν, λ) = 1 when νλ ≥ pi was established in Corollary 4.3.15. That
Ψ is strictly increasing at every point (ν, λ with νλ < pi follows from Corollary 4.3.4
together with Lemma 4.3.20. That limν↓0 Ψ(ν, λ) = 0 was established in Lemma 4.3.21.

4.4 The proof of part 3 of Theorem 1.6.3
Here, we ﬁnally prove the remaining part of Theorem 1.6.3, making use of Theo-
rem 4.3.1.
Lemma 4.4.1. Let P = Pν be as deﬁned earlier. For every ε > 0 there is a coupling
such that Pν−ε ∩BH(O;R) ⊆ VN ⊆ Pν+ε ∩BH(O;R) w.h.p. as N →∞.
Proof. Let X1, X2, . . . be an inﬁnite supply of i.i.d. points distributed according
to (1.1). Then we can set V = {X1, . . . , XN}. Now let Z1 =d Po((1−δ)N), Z2 =d Po((1+
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δ)N) and set Vi := {X1, . . . , XZi} for i = 1, 2. It follows from the Chebyschev inequality
that
Pν(Z1 ≤ N ≤ Z2) = 1− o(1).
Put diﬀerently, this proves that a.a.s. V1 ⊆ VN ⊆ V2.
Now observe that V1 is a Poisson process with intensity function:
h1(r, θ) = (1− δ)N · (1/2pi) · (1/2)·sinh(r/2)cosh(R/2)−1 · 1{r≤R}
= (1− δ)νeR/2 · (1/2pi) · (1/2)·sinh(r/2)
cosh(R/2)−1 · 1{r≤R}
= (1− δ + o(1)) · (ν/4pi) · sinh(r/2) · 1{r≤R}.
So, provided we chose δ = δ(ε) suﬃciently small, we have h1(r, θ) ≥ gν−ε(r, θ)1{r≤R} for
all r, θ if N is suﬃciently large (where g is the density of P deﬁned in (4.2)). Similarly
the density h2 of V2 satisﬁes h2 ≤ gν+ε1{r≤R} for N suﬃciently large. The statement
follows.
Lemma 4.4.2. For every ν > 0 we have lim inf
N→∞
P(G(N ; 1/2, ν) is connected ) ≥ Ψ(ν, 1).
Proof. Let us pick a δ > 0 such that Ψ(ν−δ, 1−δ) > Ψ(ν, 1)−ε/3. For convenience we
write µ := ν−δ, λ := 1−δ. Next, let us pick s > 0 such that Pµ(Cs(λ)) ≥ Ψ(µ, λ)−ε/3.
This is possible as Cs ⊆ Cs′ for s < s′, so Pµ(Cs(λ)) is nondecreasing in s with limit
Pµ(C(λ)) = Ψ(µ, λ). Let us consider the coupling from the previous lemma. Taking N
suﬃciently large, we can assume that the probability that it fails is at most ε/3 and
that s < R/2. (Recall that R = R(N) depends on and is growing with N .)
We claim that, if Cs(λ) occurs with respect to µ, and the coupling succeeds (i.e. Pµ∩
BH(O,R) ⊆ VN), then the graph G(N ; 1/2, ν) will be connected. To see this suppose
that Cs(λ) occurs with respect to µ, and pick an arbitrary point Xi = (ρi, θi) ∈ VN .
There is some point Xj = (ρj, θj) ∈ VN with ρj ≤ s such that |ρi − ρj|2pi < γ(ρj) =
λ · arccos
(
cosh(ρj)−1
sinh(ρj)
)
.
We claim that Xi and Xj must have distance less than R. To see this, note ﬁrst that
108 Connectivity
we are done when ρi ≤ R/2 (using as ρj ≤ s < R/2 and the triangle inequality). By
the hyperbolic law of cosines (Fact 2.1.3) we have that the distance between Xi and
Xj is less than R if and only if
|θi − θj|2pi < arccos
(
cosh(ρi) cosh(ρj)− cosh(R)
sinh(ρi) sinh(ρj)
)
.
Now notice that
arccos
(
cosh(ρi) cosh(ρj)−cosh(R)
sinh(ρi) sinh(ρj)
)
≤ arccos
(
cosh(ρi) cosh(ρj)−cosh(ρi)
sinh(ρi) sinh(ρj)
)
= arccos
(
cosh(ρi)
sinh(ρi)
· cosh(ρj)−1
sinh(ρj)
)
.
Recall that (cosh(r)−1)/ sinh(r) = 1−2e−r+o(e−r) and note that cosh(ρi)/ sinh(ρi) =
1 + O(e−2ρi) = 1 + O(e−R). Using Taylor's expansion arccos(x + y) = arccos(x) −
y/
√
1− x2 +O(xy2/(1− x2)3/2), we see that
arccos
(
cosh(ρi)
sinh(ρi)
· cosh(ρj)−1
sinh(ρj)
)
= arccos
(
cosh(ρj)−1
sinh(ρj)
+O(e−R)
)
= arccos
(
cosh(ρj)−1
sinh(ρj)
)
+O(eρj−R).
Using equations (4.6) and (4.7), we ﬁnd that
arccos
(
cosh(ρi)
sinh(ρi)
· cosh(ρj)− 1
sinh(ρj)
)
= (1 + o(1)) · arccos
(
cosh(ρj)− 1
sinh(ρj)
)
.
Since |θi − θj|2pi ≤ γ(ρj) = (1 − δ) · arccos
(
cosh(ρj)−1
sinh(ρj)
)
, we do ﬁnd that Xi, Xj have
distance at most R (for N suﬃciently large).
This shows that, provided Cs(λ) occurs with respect to µ and the coupling succeeds
(i.e. Pµ ∩ BH(O,R) ⊆ VN), then every vertex of G(N ; 1/2, ν) will be at distance less
that R from some vertex of radius < R/2. So the graph will have diameter at most
three, and in particular it will be connected. That is, we have shown
lim inf
N→∞
P(G(N ; 1/2, ν) is connected ) ≥ Pµ(Cs(λ))−P(the coupling fails) ≥ Ψ(ν, 1)− ε.
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Sending ε to zero proves the lemma.
Lemma 4.4.3. For every ν > 0 we have lim sup
N→∞
P(G(N ; 1/2, ν) is connected ) ≤
Ψ(ν, 1).
Proof. If ν > pi then there is nothing to prove as Ψ(ν, 1) = 1. Let us thus suppose that
ν < pi so that Ψ(ν, 1) < 1. Reformulating, it suﬃces to show that
lim inf
N→∞
P(G(N ; 1/2, ν) is NOT connected ) ≥ 1−Ψ(ν, 1).
Pick a δ > 0 such that Ψ(ν + δ, 1 + δ) ≤ Ψ(ν, 1) + ε/2 and write µ := ν + δ, λ := 1 + δ.
Let K be large but ﬁxed, to be made more precise later; and let η = η(µ, λ) be as in
Lemma 4.3.16. By Lemma 4.3.22, there exist an n0 ∈ N such that, for all n ≥ n0:
Φn,η,K(µ, λ) = Pν(Lηn > K) ≥ 1−Ψ(µ, λ)− ε/2.
Now let n := bR/2 ln 2c − 1, and let F denote the event that Lηn > K (with respect
to µ, λ). Given that F holds, we can pick M = Ω(K) intervals I1, . . . , IM ⊆ Un of
length η2−n such that the angle between a point in Ii and a point in Ij is at least
1000 · 2−n (for all 1 ≤ i 6= j ≤ M). Now let Fi denote the event that there is exacltly
one point X` = (ρ`, θ`) ∈ VPoi such that 1) R− ε < ρ` ≤ R and θ` ∈ Ii and 2) there is
no point of Xm = (ρm, θm) ∈ Pµ with ρm > rn and θm within angle 10 · 2−n of one of
the endpoints of Ii. Observe that
Pν(Fi|F ) = P(Po(µ1) = 1)P(Po(µ2) = 0) = Θ(1),
where µ1 := η · 2−n · (ν/4pi) · (cosh(R/2)− cosh((R− ε)/2)) and µ2 := 20 · 2−n · (ν/4pi) ·
(cosh(R/2)− cosh(rn/2))− µ1. (That both µ1, µ2 are Θ(1) follows from the fact that
cosh(R/2), cosh((R − ε)/2), cosh(rn/2) = Θ(2n).) Note also that the event Fi-s are
independent (given F ). Hence we have
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P
(⋃
Fi|F
)
≥ 1− (1−Θ(1))M > 1− ε/2,
provided we chose K suﬃciently large.
We now claim that, if F and some Fi hold, then there is a point Xj ∈ W :=
Pµ ∩ BH(O;R) that is at distance > R from all other points in W (namely the sole
vertex Xj = (ρj, θj) with angle in θj ∈ Ii and radius ρj > R− δ). To see this, let Xk =
(ρk, θk) ∈ W be an arbitrary other point. If ρk > rn we have |θj−θk|2pi > 10·2−n. On the
other hand, we have distH(Xj, Xk) ≤ distH(X ′j, X ′k) where X ′j = (rn, θj), X ′k = (rn, θk)
by Lemma 2.1.2. Hence, by the hyperbolic law of cosines distH(Xj, Xk) ≤ R only if
the diﬀerence in angle |θj − θk|2pi is at most
arccos
(
cosh2(rn)− cosh(R)
sinh2(rn)
)
= arccos
(
1−O(e−rn)) = (1 + o(1))2e−rn/2
= (1 + o(1)) · 2−(n−1).
It follows distH(Xj, Xk) > R.
Now suppose that ρk < rn. Since θj ∈ Un it follows that
|θj − θk|2pi > (1 + δ) arccos
(
cosh(rk)− 1
sinh(rk)
)
.
Now observe that, for distH(Xj, Xk) < R to hold, the angle between them can be
at most arccos
(
cosh(rj) cosh(rk)−cosh(R)
sinh(rj) sinh(rk)
)
, by the hyperbolic law of cosines. Since rj ∈
(R−ε, R) we have that cosh(rj) = (1+O(ε)) cosh(R) and sinh(rj) = (1+O(ε)) cosh(R).
This also gives that
cosh(rj) cosh(rk)− cosh(R)
sinh(rj) sinh(rk)
= (1 +O(ε) · cosh(rk)− 1
sinh(rk)
.
Using Taylor's expansion arccos(x+ y) = arccos(x) +O(y/(1− x2)1/2), we now ﬁnd
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arccos
(
cosh(rj) cosh(rk)−cosh(R)
sinh(rj) sinh(rk)
)
= arccos
(
cosh(rk)−1
sinh(rk)
)
+O(εe−rk/2)
= (1 +O(ε)) · arccos
(
cosh(rk)−1
sinh(rk)
)
.
(Using that (cosh(rk) − 1)/ sinh(rk) = 1 − O(e−r). It follows that distH(Xj, Xk) > R,
as claimed. Hence if (
⋃
Fj) ∩ F has been realized, then at least one point of W will
have distance larger than R to all other points of W .
We wish now to deduce that in such a case, G(N ; 1/2, ν) will have an isolated
vertex, but as it happens VN is a strict subset of W . To get around this problem, we
use the coupling from Lemma 4.4.1, and symmetry. Suppose that (
⋃
Fj)∩F holds, and
choose a point Xj of distance > R to all other points (uniformly at random from all
such points, say). By symmetry considerations, under the coupling from Lemma 4.4.1
the probability that Xj is also a point of Pν−δ is ν−δν+δ = 1 − O(δ). Putting everything
together, we ﬁnd that
P(G(N ; 1/2, ν) has an isolated vertex)
≥ P (⋃Fi|F )Pν(F )−O(δ)− P(coupling fails)
≥ (1− ε/2) · (1−Ψ(µ, λ)− ε/2)−O(δ)− o(1)
≥ (1− ε/2) · (1−Ψ(ν, 1)− ε)−O(δ)− o(1).
Sending ε, δ to zero gives the lemma.
To conclude, let us point out that Theorem 4.3.1 implies that f(ν) := Ψ(ν, 1) has
the properties described in Theorem 1.6.3 part 3.

Chapter 5
Distances
In this chapter we prove Theorems 1.6.4 and 1.6.5. Sections 5.1 and 5.2 give upper and
lower bounds for the typical distance of any pair of connected vertices when a giant
component is present, whereas we derive a bound for almost all pairs when no giant is
present in Section 5.3.
5.1 Proof of Theorem 1.6.4: upper bound
We assume 1/2 < α < 1 for this section.
Deﬁnition 5.1.1. For G ∈ P(N ;α, ν) or G ∈ G(N ;α, ν), let Core(G) = {v ∈ V (G) :
tv ≥ R/2} be the core of G.
Note that for every pair of vertices u, v ∈ Core(G), by the triangle inequality the
distance between u and v is at most R, so uv ∈ E(G). In other words, the subgraph
that is induced by the vertices in Core(G) is complete.
Lemma 5.1.2. Let ω(N) be such that ω(N) → ∞ as N → ∞ but ω(N) = o(R). Let
x be a vertex such that tx < log logR and U ⊂ DR an open subset of DR which does
not contain any points of type at least log logR and has Areaα(U) = o(Areaα(DR)).
Let G ∈ Px,U(N ;α, ν). A.a.s. there is a vertex u ∈ Core(G) such that uv ∈ E(G) for
every vertex v with tv ≥ 2α−12α R + ω(N).
Proof. By the triangle inequality, any such vertex v is adjacent to any vertex of radius
at most R(2α − 1)/(2α) + ω(N), so it is suﬃcient to show that a.a.s. the disc Dr of
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radius r := 2α−1
2α
R + ω(N) is non-empty. Note that r < R/2, for any N large enough,
as ω(N) = o(R) and α < 1, so any vertex in Dr belongs to the core. Let Nr be the
number of vertices in Dr.
Note ﬁrst that 2α−1
2α
− 1 = − 1
2α
. Thus r − R = − R
2α
+ ω(N), whereby α(r − R) =
−R/2 + αω(N). As Dr ∩ U = ∅, these identities imply that
E [Nr ] = (N − 2) cosh(αr)− 1
Areaα(DR)− Areaα(U) = (N − 2)
cosh(αr)− 1
cosh(αR)(1− o(1))
∼ Neα(r−R) = Ne−R/2+ω(N) N=νeR/2= νeαω(N).
Using this and Fact 2.2.3 we get
P(Nr 6= 0) = 1− e−(1+o(1))νeαω(N) = 1− o(1).
In fact, the only component we consider is the one containing the vertices in the
core. We show that most pairs of vertices that are connected have a short path into the
core. These naturally give short paths connecting all the vertices in the component.
We are interested in the following paths in which the type of the vertices increases
exponentially along the path.
Deﬁnition 5.1.3. For δ > 0, we call a path P = v1, v2, . . . , vm in G a δ-exploding
path if vm ∈ Core(G) and tvi+1 ≥ (1 + δ)tvi for 1 ≤ i ≤ m− 2.
Not every vertex in the giant component has an exploding path into the core.
However, the vertices that do not have such a path are more likely to have a very
low type. In particular, we prove that any vertex of type at least log logR has an
exploding path into the core with probability 1 − o(1). We actually show this lemma
for the Poisson model. The result does transfer to G(N ;α, ν), due to its monotonicity,
but we are going to use it later in this form.
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Lemma 5.1.4. Let δ = 2 1−α
2α−1 and ζ < δ be a positive real number. Assume that v and
x are vertices such that tv ≥ log logR ≥ tx and U ⊂ DR an open subset which does
not contain any points of type at least tv so that U is contained in a sector of DR that
spans a o(1) angle. With probability (in the space P{v,x},U(N ;α, ν)) 1− e−Θ(log(α−
1
2 )ζ R),
there is a (δ − ζ)-exploding path starting at v.
Proof. Take any ε < 1
4
and assume that N > N0, where N0 is as in Lemma 2.1.7.
By Lemma 5.1.2, if v satisﬁes tv ≥ 2α−12α R + ω(N), then a.a.s. there is a vertex
u ∈ G with tu ≥ R/2 and vu ∈ E(G). In other words, if tv ≥ 2α−12α R + ω(N), then we
are done.
Assume now that tv <
2α−1
2α
R + ω(N). As 1 + δ = 1
2α−1 , it follows that (1 + δ)tv <
1
2α
R+ ω(N)
2α−1 . Note that by Corollary 2.1.6, it suﬃces to consider only points of type no
larger than 1
2α
R + ω(N)
2α−1 .
Let v1 = v. We will construct inductively a series of (random) sets Ti ⊂ DR, for
i ≥ 2, in each of which we ﬁnd a vertex vi, which will be the ith vertex in the exploding
path.
For two points p, p′, let ϑp,p′ = θp,p′ if p′ is in the anti-clockwise direction from p,
but ϑp,p′ = −θp,p′ , otherwise.
Assume that we have exposed vi. For any point p ∈ DR we let
Tˆ−ε (p) :=
{
p′ ∈ DR : |tp′ − (1 + δ)tp| < ζtp, εν
N
e
tp+tp′
2 ≤ ϑp′,p ≤ 2(1− ε)ν
N
e
tp′+tp
2
}
.
We take Ti := Tˆ
−
ε (vi). Let A be the set of vertices that are located in Tˆ
−
ε (vi). Note
that, as the angle covered by U is o(1), we have that Areaα(U) = o(Areaα(DR)). Hence,
the area of a set in DR \U is within a 1− o(1) factor from the area in DR (both on the
hyperbolic plane of curvature −α2).
So, for any ε ∈ (0, 1/4) and for N large enough we have
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E [ |A| ] ≥ 2(1− 3
2
ε)
N − 2
2pi
∫ (1+δ+ζ)tvi
(1+δ−ζ)tvi
e
1
2
(tvi+t−R)(1− o(1))e−αtdt
≥ 2(1− 3
2
ε)(1− o(1))N
2pi
ν
N
e
tvi
2
∫ (1+δ+ζ)tvi
(1+δ−ζ)tvi
e(
1
2
−α)tdt
ε<1/4
≥ ν
2pi
e
1
2
tvi
1
2α− 1
(
e(
1
2
−α)(1+δ−ζ)tvi − e( 12−α)(1+δ+ζ)tvi
)
.
But (1 + δ + ζ)tvi − (1 + δ)tvi + ζtvi > 2ζtvi →∞, whereby the above becomes:
E [ |A| ] ≥ ν
2pi
1
2α− 1e
1
2
tvi−(α− 12 )(1+δ−ζ)tvi (1− o(1)).
Furthermore, (α− 1
2
)(1 + δ) = 2α−1
2
1
2α−1 =
1
2
and ﬁnally, we have
E [ |A| ] ≥ ν
2pi
1
2α− 1e
(α− 1
2
)ζtvi (1− o(1)) 2α−1<1≥ ν
2pi
e(α−
1
2
)ζtvi ,
for N large enough. Hence, by Fact 2.2.3 we have
P(|A| > 0) = 1− P(|A| = 0)
≥ 1− exp
(
− ν
2pi
e(α−
1
2
)ζtvi
)
.
As tvi ≥ log logR, we have P(|A| = 0) ≤ exp
(
− ν
pi
(logR)(α−
1
2
)ζ
)
. If |A| > 0, then there
are vertices that are located inside Ti and we let vi+1 be one of them  the choice is
arbitrary. The following claim guarantees that Ti+1 = Tˆ
−
ε (vi+1) is disjoint from Ti and
when we repeat the argument there is no danger to expose again area which we have
already exposed.
Claim 5.1.5. For all N large enough and for all i ≥ 1 the following holds. For all
p ∈ Tˆ−ε (vi) we have T+ε (vi) ∩ Tˆ−ε (p) = ∅.
Proof of Claim 5.1.5. Consider a point p ∈ Tˆ−ε (vi) and let p′ ∈ Tˆ−ε (p). We will show
5.1 Proof of Theorem 1.6.4: upper bound 117
that
ϑp′,vi  2(1 + ε)
ν
N
e
tv+tp′
2 .
We write ϑp′,vi = ϑp′,p + ϑp,vi . Since p
′ ∈ Tˆ−ε (p) and p ∈ Tˆ−ε (vi) we have
ϑp′,p ≥ ε ν
N
e
tp′+tp
2 and ϑp,vi ≥ ε
ν
N
e
tp+tvi
2 .
Hence
ϑp′,p + ϑp,vi ≥ ε
ν
N
(
e
tp′+tp
2 + e
tp+tvi
2
)
= ε
ν
N
e
tp′+tvi
2
(
e
tp−tvi
2 + e
tp−tp′
2
)
> ε
ν
N
e
tp′+tvi
2 e
tp−tvi
2
≥ ε ν
N
e
tp′+tvi
2 e(δ−ζ)tvi
(δ−ζ)tvi→∞ 2(1 + ε) ν
N
e
tp′+tvi
2 .
In fact, (δ − ζ)tvi ≥ (δ − ζ) log logR, and therefore the inequality holds uniformly for
all N that are large enough.
We now use Claim 5.1.5 to ﬁnish the proof of Lemma 5.1.4. If we start at type
at least log logR, it takes O(logR) steps to reach type 2α−1
2α
R + ω(N); at that point
we can complete the exploding path using the vertex whose existence is guaranteed by
Lemma 5.1.2. Thus for any given vertex v with tv > log logR we have
P(∃ sequence of vertices v2, v3, . . .) =
(
1− exp
(
−ν
pi
(logR)(α−
1
2
)ζ
))O(logR)
= 1−O(logR) exp
(
−ν
pi
(logR)(α−
1
2
)ζ
)
= 1− exp
(
−Θ
(
log(α−
1
2
)ζ R
))
,
as xe−ax
b
= o(1) for 0 < a, b and x→∞.
Remark 5.1.6. In fact, if the type of v is O(1), which holds for all but o(N) of the
vertices, then the probability that there is a (δ − ζ)-exploding path starting at v is
bounded away from 0. With slightly more work, one can show that two vertices u and v
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have both an exploding path with probability that is asymptotically bounded away from
0. Thus, dG(u, v) < ∞ with probability that is asymptotically bounded away from 0.
Alternatively, this follows from Theorem 1.6.1.
We are now ready to proceed with the upper bound in Theorem 1.6.4
Proof of Theorem 1.6.4: upper bound. Let u, v be two vertices. We will show that the
event dG(u, v) <∞ but dG(u, v) ≥ (2τ + ζ1/2) logR occurs with probability o(1). Note
that this is in the G(N ;α, ν) space. Also, for convenience, we have taken the ζ that
appears in the statement of Theorem 1.6.4 as ζ1/2. We denote this event by EN(τ, ζ).
Also, let AN denote the event that the relative angle between u and v is greater than
ν 2ζε logR
N
, where ζε := ζ(1− ε), for some ε ∈ (0, 1). Of course, the probability of AN is
o(1) and therefore it suﬃces to prove that P [ EN(τ, ζ) ∩ AN ] = o(1).
If EN(τ, ζ) is realised, then there must be a minimal path between vertices u and v.
In this context, a minimal path is meant to be an induced path. Let Pmin denote such a
path. Assume, in addition, that AN is simultaneously realised, that is, θu,v > ν 2ζε logRN .
With this assumption, let Pmin(u) denote the sub-path of Pmin starting at u and ending
at the ﬁrst vertex whose relative angle with u exceeds ν ζε logR
N
. Similarly, let Pmin(v)
denote the sub-path of Pmin starting at v and ending at the ﬁrst vertex whose relative
angle with v exceeds ν ζε logR
N
. Clearly, as AN is realized, the two paths may overlap,
but they have at most one edge in common.
Assume without loss of generality that v is at angle θu,v ≤ pi in the anti-clockwise
direction from u. Consider the sectors consisting of points of relative angle at most
ν ζε logR
N
from a point x:
S+h (x) :=
{
p ∈ DR : tp > log logR, 0 < ϑx,p < ν ζε logR
N
}
and
S−h (x) :=
{
p ∈ DR : tp > log logR, −ν ζε logR
N
< ϑx,p < 0
}
.
There are two cases:
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u
u−
u+
u′
u′′
S+h (u)S
−
h (u)
Pmin(u)
Figure 5.1: Creating a short path into the core under S.
1. either each one of S+h (u), S
−
h (u), S
+
h (v), S
−
h (v) contains a vertex that is the starting
vertex of a (δ − ζ)-exploding path,
2. or at least one of them is either empty or all of its vertices are not the endpoints
of a (δ − ζ)-exploding path.
Let S denote the former and let S denote the latter. We will show that Pr(S) = o(1).
First consider, without loss of generality, the set S+h (u). The probability that this set is
empty is o(1). Indeed, let NS+h (u)
be the number of vertices that appear in this sector.
Then
E
[
NS+h (u)
]
= N
cosh(α(R− log logR))− 1
cosh(αR)− 1
1
2pi
ν
ζε logR
N
≈ log1−αR→∞.
The distribution of NS+h (u)
is binomial and the application of a standard Chernoﬀ bound
implies that P
[
NS+h (u)
= 0
]
= o(1).
If S+h (u) is not empty and all of its vertices are not the beginnings of a (δ − ζ)-
exploding path, then the vertex with lowest type in S+h (u) does not have a (δ − ζ)-
exploding path starting at it as well. We call this vertex the ﬁrst vertex in S+h (u).
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Claim 5.1.7. The probability that the ﬁrst vertex in S+h (u) does not have a (δ − ζ)-
exploding path starting at it is o(1).
Proof of Claim 5.1.7. Conditional on having at least one vertex in S+h (u), let u
′ be the
ﬁrst vertex (with probability 1 there will be exactly one such vertex) which we expose
and assume that the area in S+h (u) that consists of points with type greater than tu′
has not been exposed. Let us switch temporarily to PX,U(N ;α, ν), where X = u, u′
and U the subset of S+h (u) below u
′. Then by Lemma 5.1.4, there is a (δ−ζ)-exploding
path starting at u′ with probability 1−o(1) uniformly over tu′ ≥ log logR. This lemma
can be applied as the area above u′ has not been exposed in the corresponding Poisson
process and the proof of Lemma 5.1.4 deals only only with that area. The result
transfers to G(N ;α, ν) (conditional on U being empty and on the realisations of u and
u′), through Lemma 2.2.2, due to the fact that this property is non-decreasing.
Then, since the probability that S+h (u) is empty is o(1), the union bound implies
that P
[S ] = o(1).
We will show that P [ EN(τ, ζ) ∩ AN ∩ S ] = 0. Observe that any vertex which
belongs to S+h (u) ∪ S−h (u) (or to S+h (v) ∪ S−h (v), respectively) will be adjacent to a
vertex in Pmin(u) (Pmin(v), resp.). Indeed, if Pmin(u) contains a vertex in S
+
h (u)∪S−h (u),
then this must be adjacent to any other vertex in S+h (u) ∪ S−h (u). This is the case as
S+h (u)∪ S−h (u) ⊆ T−ε (u′) for any u′ ∈ S+h (u)∪ S−h (u), provided that ζ < 1. To see this,
note that any two points in S+h (u)∪S−h (u) have relative angle at most 2ζε νN . However,
for any point in S+h (u)∪ S−h (u), its inner tube consists of all points of relative angle at
most 2(1−ε)νelog logR
N
from it. Thus, if ζε < 1−ε (that is, ζ < 1), then the containment
follows. In this case, some vertex of Pmin(u) will be connected to the ﬁrst vertex in
S+h (u) ∪ S−h (u).
Suppose now that all vertices of Pmin(u) do not belong to S
+
h (u) ∪ S−h (u). Let
u+, u− be vertices in S+h (u) and S
−
h (u) respectively, which are the starting vertices of
(δ − ζ)-exploding paths Pu+ and Pu− . There are two consecutive vertices in Pmin(u)
say u′, u′′ such that either ϑu′′,u+ > 0 > ϑu′,u+ or ϑu′′,u− > 0 > ϑu′,u− . Thus, either u+
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or u− is above" the edge u′u′′ and therefore by Fact 2.1.1 either u+ or u− is adjacent
to both u′u′′. The length of any exploding path is at most logR/ log(1 + δ− ζ). Thus,
|Pu+ |, |Pu−| ≤ logR/ log(1+δ−ζ). The following bounds the length of Pmin(u), Pmin(v):
Claim 5.1.8. Both Pmin(u) and Pmin(v) have length at most ζ logR.
Proof of Claim 5.1.8. Consider Pmin(u) (the proof for Pmin(v) is identical). Since Pmin(u)
is part of a minimal path, it follows that if we take the set of vertices of Pmin that are
at even distance from u, then there cannot be an edge between any two of them, for
this would contradict the minimality of Pmin. Let P
e
min(u) be this set of vertices. For
any vertex u′ ∈ P emin(u) consider the sector T (u′) := {p ∈ DR : θu′,p < (1 − ε) νN }.
There cannot be distinct u′, u′′ ∈ P emin(u) such that T (u′) ∩ T (u′′) 6= ∅. If this were
the case, then their relative angle would be at most 2(1 − ε) ν
N
and by Lemma 2.1.7
they would be adjacent. But there are at most ν ζε logR
N
/
(
2(1− ε) ν
N
)
= ζ
2
logR such
sectors inside the sector of angle ν ζε logR
N
in the anti-clockwise direction from u. Thus
|P emin(u)| ≤ ζ2 logR, whereby the length of Pmin is at most ζ logR.
Thus
dG(u, v) ≤ |Pmin(u)|+ |Pu+ |+ 1 + |Pu−|+ |Pmin(v)|
≤ 2
(
1
log(1 + δ − ζ) + ζ + o(1)
)
logR
Hence, there exists a ζ such that for all N large enough 1
log(1+δ−ζ) + ζ+ o(1) < τ + ζ
1/2.
This implies that EN(τ, ζ) is not realised.
Remark 5.1.9. If we replace the angles that determine the domains S+h and S
−
h by a
quantity that is proportional to R
1
1−α/N and the lower bound on the type by 1
2(1−α) logR,
then the probabilities that appear above become o(N−2). Thus, the analogous of the
above bound on dG(u, v) holds for all pairs of vertices, and implies that the diameter is
proportional to R
1
1−α a.a.s. This upper bound is worse than the one obtained in [FK15].
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5.2 Proof of Theorem 1.6.4: lower bound
For given vertices u, v ∈ VN , let Lζ,N(u, v) be the event that dG(u, v) < (2τ−ζ) logR =:
L, for some ζ > 0. Assume that tu, tv < log logR - by Lemma 2.1.5 this event occurs
with probability 1 − o(1). Let Tu,v denote this event. By Lemma 2.1.7, for any T ≤
R/2− 2 log logR, if u and v are connected through a path of length at most `u where
the intermediate vertices have type at most T , then
θu,v ≤ 4ν e
T
N
L ≤ 4ν e
R/2
N
L
log2R
= 4
L
log2R
.
Conditional on Tu,v, the probability of this event is O(L/ log2R) = o(1). Now, if there
is a path of length at most L that joins u to v that contains an intermediate vertex
of type at least R/2 − 2 log logR, then there must be a path of length at most L/2
either from u or from v to this vertex. Denote by dG(u, core) the graph distance of the
vertex u to a vertex of type at least R/2−2 log logR. The following lemma proves that
almost all vertices are, in some sense, far away from vertices this type, immediately
proving the lower bound.
Lemma 5.2.1. Assume that tu ≤ log logR. For ζ > 0, we have
Pr(dG(u, core) ≤ (τ − ζ1/2) logR) = o(1).
We appeal to Lemma 2.2.2 on the event {dG(u, core) ≤ (τ − ζ1/2) logR}. Clearly,
this is a non-decreasing event in the sense that is used in that lemma. So, it suﬃces
to prove Lemma 5.2.1 in the P{u},∅(N ;α, ν) space.
To prove this statement, we keep track of the highest type in the neighbourhood
of the vertex u, using a breadth exploration process as introduced in Chapter 2.3. Let
N (0)(u) = {u}, θ(0)r = θ(0)` = 0. For i ≥ 0, deﬁne N (i)(u) as the neighbours of vertices
in N (i−1)(u) that are in clockwise direction of u and have relative angle greater than
θ
(i−1)
` with u or that are in anticlockwise direction of u and have relative angle with
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u greater than θ
(i−1)
r . Deﬁne θ
(i)
r as the maximum relative angle between u and any
vertex in N (i)(u) that is in anticlockwise direction of u, setting it to θ
(i−1)
r if there is no
such vertex. Similarly, deﬁne θ
(i)
` as the maximum relative angle between u and any
vertex in N (i)(u) that is in clockwise direction of u, setting it to θ
(i−1)
` if there is no
such vertex. This is the simultaneous breadth exploration process that will be deﬁned
in more detail in the next section.
Note that any vertex in N (i)(u) has graph distance i to u, but not every vertex of
distance i is in N (i)(u). However, we claim that the process cannot leave a vertex that
has type larger than the maximum type of any vertex in Ni(u) :=
⋃i
j=0N
(j)(u) and
is within the sectors exposed undiscovered. For the sake of contradiction, assume that
v is a vertex whose type is larger than the types of all vertices discovered in Ni(u),
but its angle with u satisﬁes θ
(k−1)
r < ϑu,v ≤ θ(k)r , for some 1 ≤ k ≤ i. Then there
are two vertices vk−1 ∈ N (k−1)(u) and vk ∈ N (k) such that v is between them; that is,
ϑv,vk−1 < 0 ≤ ϑv,vk . But the following holds (the second part will be used in the next
section).
Claim 5.2.2. Consider three vertices z, y and w, on DR (in the hyperbolic plane with
curvature −1), such that dH(z, w) < R and w is at the anticlockwise direction of z
whereas y is between z and w. If ty > tw, then dH(y, z) < R. Also, if ty > tz, then
dH(y, w) < R.
Proof of Claim 5.2.2. This is the case as the point y′ of type equal to that of y with
θy′w = 0 is still at distance less than R from z. If we move this clockwise towards z,
the distance will remain smaller than R, as w will be at the anticlockwise side of y′.
An analogous argument shows the second statement.
The ﬁrst part of the above claim with vk−1, v, vk playing the role of z, y, w implies
that v is adjacent to vk−1 and therefore should have been discovered and become a
member of N (k)(u).
The above claim has also the following consequence. Denote by t(i−1) the maximum
124 Distances
type of a vertex in Ni−1(u). As every vertex in N (i−1)(u) is further in the anticlockwise
or in the clockwise direction, in terms of relative angle from u, than all the vertices
in Ni−2(u), all vertices in N (i)(u) are either within (hyperbolic) distance R and in the
clockwise direction of the point p
(i−1)
` of type t
(i−1) and of clockwise relative angle θ(i−1)`
to u, or within (hyperbolic) distance R and in the anticlockwise direction of the point
p
(i−1)
r of type t(i−1) and of clockwise relative angle θ
(i−1)
r to u. Thus the highest type of
a vertex in N (i)(u) is stochastically dominated from above by the highest type among
all vertices that have hyperbolic distance at most R from a certain point of type t(i−1)
(namely p
(i−1)
r or p
(i−1)
` ). Due to this we can bound the distribution function of t
(i)
from below using Fact 2.2.3. Let tˆ(i) := (1 + δ + ζ)itu, for any integer i ≥ 0.
Claim 5.2.3. For i ≥ 1, assuming that tˆ(i−1) < R/2−2 log logR
1+δ+ζ
, we have
Pr(t(i) < (1 + δ + ζ)tˆ(i−1) | t(i−1) < tˆ(i−1)) ≥ exp
(
− 2ν
(α− 1/2)pie
−(α−1/2)ζtˆ(i−1)
)
.
Proof. By the assumption of the claim, if t(i−1) < tˆ(i−1), then t(i−1) < (1/(1 + δ +
ζ))(R/2 − 2 log logR) < (2α − 1)R/2. Lemma 2.1.7 works for types t such that t +
t(i−1) < R− c0 for a given constant c0, so t < R− (1/(1 + δ))R/2 will do. Recall that
1/(1 + δ) = 2α− 1, so t < R(3/2−α) is suﬃcient. But 3/2−α > 1/(2α), and so if we
take tˆ = R/(2α) + ω(N), for some suﬃciently slowly growing function ω(N), we are
able to use Lemma 2.1.7 for points of type at most tˆ. The ﬁrst part of Corollary 2.1.6
implies that the expected number of vertices of type at least tˆ in G{u},∅(N ;α, ν) is o(1).
As discussed above, the event where t(i) ≤ (1+δ+ζ)tˆ(i−1) has no smaller probability
than the event that a vertex of type tˆ(i−1) has no neighbour of type at least tˆ(i). Thus
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by Fact 2.2.3 and Lemma 2.1.7, for ε > 0 small enough so that (1 + 2ε)α < 1 we have
Pr
(
t(i) < (1 + δ + ζ)tˆ(i−1) | t(i−1) < tˆ(i−1))
≥ exp
(
−N
∫ tˆ
(1+δ+ζ)tˆ(i−1)
4(1 + ε)
2pi
e1/2(t+tˆ
(i−1)−R)αe−αtdt+ o(1)
)
≥ exp
(
−2(1 + 2ε)αν
pi
e
tˆ(i−1)
2
∫ ∞
(1+δ+ζ)tˆ(i−1)
e(1/2−α)tdt
)
≥ exp
(
−2(1 + 2ε)αν
pi
e
tˆ(i−1)
2
1
α− 1/2e
(1/2−α)(1+δ+ζ)tˆ(i−1)
)
≥ exp
(
−2(1 + 2ε)αν
pi
e
tˆ(i−1)
2
1
α− 1/2e
(−1/2+(1/2−α)ζ)tˆ(i−1)
)
≥ exp
(
− 2ν
(α− 1/2)pie
−(α−1/2)ζtˆ(i−1)
)
,
as (α− 1/2)(1 + δ) = 1/2.
We repeatedly apply this bound to bound the distance from the core. Assume that
tu = log logR. Denote by U the event that if we explore as above the neighbours u for
every i < (τ − ζ1/2) logR we have t(i) < tˆ(i).
Claim 5.2.4. Assume that tu = log logR. For ζ > 0 small enough (depending on α),
the event U has probability 1 − o(1) and after the steps are completed the maximum
type reached is less than R/2− 2 log logR, if N is suﬃciently large.
Proof. Conditional on the event U , after executing the (τ − ζ1/2) logR steps we have
reached type less than
(1 + δ + ζ)(τ−ζ
1/2) logR log logR = elog(1+δ+ζ)(τ−ζ) logR log logR
≤ R(log(1+δ)+ζ)(τ−ζ1/2) log logR
= R(τ
−1+ζ)(τ−ζ1/2) log logR
= R1−τ
−1ζ1/2+τζ−ζ3/2 log logR = o(R/2− 2 log logR).
Moreover, we are able to apply Claim 5.2.3 repeatedly for this number of steps and
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deduce that U has probability
Pr(U) ≥
(τ−ζ1/2) logR∏
i=0
exp
(
− 2ν
(α− 1/2)pie
−(α−1/2)ζ(1+δ+ζ)i log logR
)
≥
(τ−ζ1/2) logR∏
i=0
(
1− 2ν
(α− 1/2)pie
−(α−1/2)ζ(1+δ+ζ)i log logR
)
≥ 1−
(τ−ζ1/2) logR∑
i=0
2ν
(α− 1/2)pie
−(α−1/2)ζ(1+δ+ζ)i log logR
≥ 1− 4ν
(α− 1/2)pie
−(α−1/2)ζ log logR = 1− o(1).
Proof of Lemma 5.2.1. Fact 2.1.1 implies that increasing the type of a vertex will keep
all edges intact, so any path will stay a path if we increase the type of one of its
vertices. Thus by a simple coupling argument we have that Pr(d(u, core) ≤ d|tu) ≤
Pr(d(u, core) ≤ d|t′u) for tu ≤ t′u. We can thus assume that tu = log logR. By
Claim 5.2.4, a.a.s. executing (τ − ζ1/2) logR steps yields maximum type that is less
than R/2− 2 log logR, so
Pr(d(u, core) ≤ (τ − ζ1/2) logR) = o(1).
5.3 Proof of Theorem 1.6.5
Here, we consider the case where α > 1. In this case, by Theorem 1.6.1, all components
contain at most a sublinear number of vertices. More precisely, we show that a.a.s.
all components contain at most N1/α vertices (up to a poly-logarithmic factor). In
fact, there are many components of polynomial size (as there are many vertices of
polynomial degree which do not belong to the same component).
To prove Theorem 1.6.5, for any given vertex we explore a path that in some sense
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v v`
v1
Figure 5.2: Example of an umbrella.
traverses its component. We show that almost all vertices are close to such a spanning
path, which itself is short. This results in short distances for most pairs of vertices
which belong to the same component.
Note that since α > 1, a.a.s. there is no component whose convex hull contains
the origin. In fact, components are included in a section of the disc spanning o(1) of
all angles. Due to this, it creates no ambiguity to talk of clockwise and anticlockwise
directions in a component.
Deﬁnition 5.3.1. We call a path P = v1, . . . , v` in a component C a spanning path
of C if v1 is the vertex of C that is farthest in clockwise and v` is the vertex of C that
is farthest in anticlockwise direction.
An umbrella U with root vertex v is a spanning path P of the component of v
together with a path connecting v to P . The size of the umbrella U is the maximum
among the distances of v from the two endpoints of the associated spanning path.
Note that any vertex in C that is above a spanning path P of C is directly connected
to one of the vertices of P by Fact 2.1.1. Since there is no restriction on the length of
the paths, if v is on some spanning path P , then P is an umbrella with root v.
The next result follows immediately as the vertices of a component that are to the
farthest in clockwise and anticlockwise direction are always in a spanning path:
Corollary 5.3.2. If P and P ′ are spanning paths of the same component, then P∩P ′ 6=
∅.
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This fact allows us to do the following: Given any pair of vertices u and v in the
same component, construct a u-v-path by traversing the umbrella Uu of u until the ﬁrst
vertex z that is on the umbrella Uv of v is reached. Then uUuzUvv is a path connecting
u and v. Thus the following lemma is key to the proof of Theorem 1.6.5.
Lemma 5.3.3. Let ε > 0. For a vertex v of G(N ;α, ν), a.a.s. there is an umbrella for
v of size at most log1+ε logN .
For the proof of this lemma we deﬁne the simultaneous breadth exploration process
starting at a vertex v similar to the one introduced in Chapter 2. Here, we keep track
of two sets of vertices V` and Vr, which both start out as {v}. Roughly speaking, we
update the two sets adding the neighbours of the current sets that are located in the
clockwise and anticlockwise direction from the current" vertices, respectively. If there
are no neighbours that are farther in the clockwise direction of Vr and no neighbours
that are farther in the anticlockwise direction of V`, then the process stops. We deﬁne
the process starting at vertex v as the following steps:
(i) Let V
(0)
` = V
(0)
r = {v} and let i := 1.
(ii) Let V
(i)
` be the set of vertices not in V
(i−1)
` ∪ V (i−1)r that are neighbours of some
vertex in V
(i−1)
` ∪ V (i−1)r and are in the clockwise direction of every vertex in⋃i−1
j=0{V (j)` ∪ V (j)r }. We deﬁne similarly the set V (i)r as the set of vertices not in
V
(i−1)
` ∪ V (i−1)r that are neighbours of some vertex in V (i−1)` ∪ V (i−1)r and are in
the anticlockwise direction of every vertex in
⋃i−1
j=0{V (j)` ∪ V (j)r }.
(iii) If V
(i)
` = ∅ = V (i)r , then stop. Otherwise, let i := i+ 1 and go to step (ii).
We call a repetition of steps (ii) and (iii) a round. To prove Lemma 5.3.3, we show that
this process yields an umbrella and bound the number of steps needed until completion.
Lemma 5.3.4. If the simultaneous breadth exploration process starting at a vertex v
stops after k rounds, then there is an umbrella for v that has size at most k.
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Proof. Let C(v) denote the connected component that v belongs to. Let V ′i be the set
of vertices discovered up to round i, that is V ′i =
⋃i
j=0{V (j)` ∪ V (j)r }. We denote by v′`
the vertex in V ′i with the largest relative angle with v in the clockwise direction. We let
θ
(i)
` be this angle and let t
(i)
` be the type of this vertex. Similarly, let v
′
r be the vertex
of V ′i that is the farthest in the anticlockwise direction, and let θ
(i)
r and t
(i)
r denote its
angle and type. Note that there is an edge between some vertex v` in V
′
i−1 to the vertex
v′` in V
(i)
` and also an edge between some vertex vr ∈ V ′i−1 and the vertex v′r.
We now claim that if the process stops at round k, then the vertices vˆr and vˆ` that
are the farthest to the anticlockwise and clockwise direction of C(v) belong to V ′k−1.
Note that V
(k)
` = V
(k)
r = ∅, so V ′k−1 = V ′k . Assume this is not the case, so without loss
of generality vˆr /∈ V ′k−1. As v and vˆr are in the same component, there is a path P from
v to vˆr. Let w be the ﬁrst vertex on P that is outside the range of angles from θ
(k−1)
` to
θ
(k−1)
r . Since vˆr is the vertex that is farthest in the anticlockwise direction and vˆr /∈ V ′k
this vertex must exist. Let u be the predecessor of w on P . We cannot have u ∈ V ′k as
otherwise w, being farther in the clockwise or anticlockwise direction than any other
vertex in V ′k , must also be in V
′
k by the choice made in step (ii). There exists an i < k
and two adjacent vertices x and y such that x has been discovered at round i− 1 and
y has been discovered at round i and u is between x and y. Now, if tu ≥ ty, then by
Claim 5.2.2 (x, u, y playing the role of w, y, z) it follows that u is adjacent to x as well.
If tu < ty, then again Claim 5.2.2 implies that y is adjacent to w. Hence, in either
case w would have been discovered by round i+ 1, whereby w ∈ V (i+1)r ∪ V i+1` ⊆ V ′k ; a
contradiction.
So both vˆ` and vˆr are in V
′
k . Note that every vertex in V
(i)
` ∪ V (i)r has a neighbour
in V
(i−1)
` ∪ V (i−1)r , so we can ﬁnd a paths P` and Pr of length at most k from vˆ` to
v and from vˆr to v, respectively. Together, possibly deleting redundant subpaths in
v`P`vPrvr, we have an umbrella for v of size at most k.
We are now ready to prove Lemma 5.3.3
Proof of Lemma 5.3.3. We aim to bound the number of rounds it takes for the simulta-
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neous breadth exploration process started at some vertex v to stop. By Corollary 2.1.6,
it would be suﬃcient to consider a variation of the simultaneous breadth exploration
process where we expose only those vertices that have type at most R/(2α) + ω(N),
for some slowly growing function ω(N) → ∞. We will use the same notation for the
parameters of the process as in the unmodiﬁed process.
Let T denote the stopping time of this process. Without loss of generality, assume
that V
(i)
` , V
(i)
r 6= ∅ for i = 1, . . . , T − 1. Deﬁne V ′i , θ(i)` and θ(i)r as in the previous proof
(but for the modiﬁed process). Unlike the last proof, let t
(i)
` and t
(i)
r be the maximum
types of vertices in V
(i)
` and V
(i)
r , respectively, and they are set to 0, if the corresponding
set contains no vertices. Let ti = max{t(i)` , t(i)r }. Let p(i)` be the point of type ti and
angle θ
(i)
` in the clockwise direction from v. Similarly, let p
(i)
r be the point of type ti
and angle θ
(i)
r in the anticlockwise direction from v.
Claim 5.3.5. We have V
(i+1)
` ⊂ T+ε (p(i)` ) and V (i+1)r ⊂ T+ε (p(i)r ).
Proof of Claim 5.3.5. Let p be a point that is within hyperbolic distance R from u ∈
V
(i)
` ∪ V (i)r and satisﬁes ϑp,v > θ(i)` . Let u′ be the point of type t(i)` , which has θu,u′ = 0.
Note that ϑ
p,p
(i)
`
≤ ϑp,u. Since p ∈ T+ε (u), we have ϑp,u ≤ 2(1 + ε) νN e
tp+tu
2 . As
tu ≤ tu′ = t(i)` , it follows that ϑp,u ≤ 2(1 + ε) νN e
tp+t
(i)
`
2 . In other words, p ∈ T+ε (p(i)` ).
Thereby, V
(i+1)
` ⊂ T+ε (p(i)` ).
The proof that V
(i+1)
r ⊂ T+ε (p(i)r ) is analogous.
The above claim implies that the highest type of a vertex in V
(i+1)
` , which we
denoted by t
(i)
` , is stochastically dominated by the highest type among the vertices
in
{
p ∈ T+ε (p(i)` ) : ϑp,p(i)` > 0, tp < R/(2α) + ω(N)
}
. Similarly, the highest type of a
vertex in V
(i+1)
r , which we denoted by t
(i)
r is stochastically dominated by the highest
type among the vertices in
{
p ∈ T+ε (p(i)r ) : ϑp,p(i)r < 0, tp < R/(2α) + ω(N)
}
. Let
T`(p
(i)
` ) and Tr(p
(i)
r ) denote these two sets.
Thus, ti+1 is stochastically bounded from above by the largest type in T`(p
(i)
` ) ∪
Tr(p
(i)
r ). In turn, this is stochastically bounded from above by the maximum type of a
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vertex in T`(p
(i))∪ Tr(p(i)) for a point p(i) of type ti = max{t(i)` , t(i)r }. We shall proceed
with the estimation of the cdf of the latter random variable.
Observe ﬁrst that Claim 5.3.5 implies that for all 0 < i ≤ T we have V ′i ⊂⋃i−1
j=0{T+ε (p(j)` ) ∪ T+ε (p(j)r )}, assuming that p(0)` , p(0)r are both set to the point of DR
where v is located. Let Ni be the set of vertices that belong to V ′i . For a vertex
u ∈ VN \V ′i , the distribution on DR is uniform (within the plane of curvature −α2) on
the subset of DR that excludes the union of the balls of radius R around each vertex
in V ′i . Recall that Areaα(·) denotes the area of a measurable subset of DR on the
hyperbolic plane of curvature −α2. By Lemma 2.1.7 and the above observation, the
area of the latter is at most
∑i−1
j=0 Areaα(T
+
ε (p
(j)
` )∪T+ε (p(j)r )). But for each j, the angle
that is spanned by T+ε (p
(j)
` ) ∪ T+ε (p(j)r ) is proportional to eR/(2α)−R+ω(N) = o(1). Thus,
if i < R, then we have
∑i−1
j=0 Areaα(T
+
ε (p
(j)
` ) ∪ T+ε (p(j)r )) = o(Areaα(DR)).
Using this, we conclude that the conditional probability that a vertex u ∈ VN \ Ni
belongs to T+ε (p
(i)) and has type tu that satisﬁes t ≤ tu < R/(2α) + ω(N) is at most
∫ R
2α
+ω(N)
t
4(1 + ε)
2pi
e
ti+t
′−R
2
α sinh(α(R− t′))
cosh(αR)(1− o(1))dt
′
≤ 2α(1 + 2ε)
pi
e
ti−R
2
∫ R
2α
+ω(N)
t
et
′/2 e
α(R−t′)
2 cosh(αR)(1− o(1))dt
′
≤ 2α(1 + 3ε)
pi
e
ti−R
2
∫ R
2α
+ω(N)
t
e(
1
2
−α)t′dt′
=
2αν(1 + 3ε)
pi
eti/2
N
∫ R
2α
+ω(N)
t
e(
1
2
−α)t′dt′ <
4αν(1 + 3ε)
pi(2α− 1)
eti/2
N
e(
1
2
−α)t,
forN suﬃciently large. Therefrom, the conditional probability that none of the vertices
in VN \ Ni satisﬁes this is at least
(
1− 4αν(1 + 3ε)
pi(2α− 1)
eti/2
N
e(
1
2
−α)t
)|VN\Ni|
>
(
1− 4αν(1 + 3ε)
pi(2α− 1)
eti/2
N
e(
1
2
−α)t
)N
> exp
(
−Dα,ν,εe
ti
2
−(α−1/2)t
)
,
(5.1)
for some Dα,ν,ε > 0 and any N suﬃciently large. Therefore, for i < R the random
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variable max{t(i+1)` , t(i+1)r } conditional on the history of the process up to step i is
stochastically dominated by a random variable that follows the Gumbel distribution
(introduced by and named after Gumbel [Gum35]). The expectation of the latter is
ti + 2 ln(2Dα,ν,ε)
2α− 1 +
2γ
2α− 1 ,
where γ is Euler's constant. Therefore, the following inequality holds:
E [ ti+1|Fi ] ≤ ti + 2 ln(2Dα,ν,ε)
2α− 1 +
2γ
2α− 1 ,
where Fi denotes the sub-σ-algebra generated by the process up to step i. There exists
a constant Uα,ν,ε > 0 such that when ti > Uα,ν,ε, we have
E [ ti+1|Fi ] ≤ ti + 2 ln(2Dα,ν,ε)
2α− 1 +
2γ
2α− 1 <
α
2α− 1ti =: λαti < ti. (5.2)
On the other hand, (5.1) implies that if ti ≤ Uα,ν,ε, then
P(ti+1 = 0) ≥ p > 0, (5.3)
for some positive constant p.
With these tools, we can bound the stopping time T of the process. Let [T
(s)
1 , T
(s)
2 ∧
R] denote the sth interval of indices in which the process stays above Uα,ν,ε. By (5.2),
for T
(s)
1 < i ≤ T (s)2 ∧ R the process (ti) is a supermartingale with decay rate at most
λα.
Claim 5.3.6. For any ε′ > 0
Pr((T
(s)
2 ∧R)− T (s)1 ≥ log1+ε
′
1/λα
R) = o(1).
Proof of Claim 5.3.6. Let S := log1+ε
′
1/λα
R and let T (s) := T
(s)
2 ∧ R. Note that we
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have E
[
ti∧T (s) | FT (s)1
]
≤ λi∧T (s)−T
(s)
1
α tT (s)1
≤ λi∧T (s)−T
(s)
1
α R. Let A be the event {T (s) >
S+T
(s)
1 }. If ω ∈ A, then λ(S+T
(s)
1 (ω))∧T (s)(ω)−T (s)1
α tT (s)1
(ω) < λSαR = o(1). By the deﬁnition
of the conditional expectation, we deduce that E
[
t
(S+T
(s)
1 )∧T (s)
1A
]
= o(1) and since
E
[
t
(S+T
(s)
1 )∧T (s)
1A
]
> Uα,ν,ε Pr(A), we ﬁnally deduce that Pr(A) = o(1).
Now, the length of the (discrete) interval (T
(s)
2 , T
(s+1)
1 ∧ T ∧ R) is stochastically
bounded from above by a geometric random variable that has parameter at least p.
We call the union of these intervals an epoch, that is, we call an epoch the interval
[T
(s)
1 , T
(s+1)
1 ∧ T ∧ R), for some s > 0. By the above claim, for any ε′ > 0, with
probability 1− o(1), we have (T (s)2 ∧R)−T (s)1 ≤ log1+ε
′
1/λα
R. Additionally, the stochastic
upper bound on the interval (T
(s)
2 , T
(s+1)
1 ) implies that this is at most log
ε′
1/λα R with
probability 1 − o(1). Hence, with probability 1 − o(1) an epoch lasts for at most
log1+2ε
′
1/λα
R steps. Finally, since every epoch has probability at least p to be the ﬁnal
one, it follows that the process hits 0 within log1+3ε
′
1/λα
R steps with probability 1− o(1).
In other words, a.a.s. we have T ≤ log1+3ε′1/λα R.
Using the previous lemmas we prove Theorem 1.6.5.
Proof of Theorem 1.6.5. Let 0 < ε′ < ε. Let V ′ be the set of vertices in G(N ;α, ν) that
have an umbrella of size at most log1+ε
′
logN . By Lemma 5.3.3 we have |V ′| = (1 −
o(1))N a.a.s. For any u, v ∈ V ′, if they are in the same component, by Corollary 5.3.2
the umbrellas are not disjoint. Thus there is a u-v-path of length at most |Uu|+ |Uv| ≤
2 log1+ε
′
logN < log1+ε logN for N large enough.
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Appendix
A.1 Proof of Lemma 1.4.1
Proof of Lemma 1.4.1. Note that R = (2/ζ) log(N/ν) and R′ := (2/ζ ′) log(N/ν) are
chosen such that N = νeζR/2 = νeζ
′R′/2.
The desired coupling is constructed as follows. We pick θ1, . . . , θN i.i.d. uniform on
[0, 2pi) and we pick U1, . . . , UN i.i.d. uniform on [0, 1].
We now let ρ1, . . . , ρN and ρ
′
1, . . . , ρ
′
N be deﬁned by the equations:
Fα,R(ρi) = Fα′,R′(ρ
′
i) = Ui (for i = 1, . . . , N ,) (A.1)
where Fα;R is the cdf that goes with the pdf (1.1). That is:
Fα;R(r) =

0 if r < 0,
cosh(αr)−1
cosh(αR)−1 if 0 ≤ r ≤ R;
1 otherwise.
(A.2)
(Note that in this way the ρis have exactly the distribution with pdf (1.1) and
the ρ′is have the same pdf but with α
′, R′ in place of α,R.) The points used in the
construction of G(N ; ζ, α, ν) will be (θ1, ρ1), . . . , (θN , ρN) while the points used in the
construction of G(N ; ζ ′, α′, ν) will be (θ1, ρ′1), . . . , (θN , ρ
′
N).
It remains to be seen that this way we get two isomorphic graphs.
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Claim A.1.1. We have ρ′i = (α/α
′)ρi for all i.
Proof. Observe that
α′R′ = α′ · (ζ/ζ ′)R = α′ · (α/α′)R = αR.
Thus, the equation (A.1) deﬁning ρi and ρ
′
i yields:
cosh(αρi) = cosh(α
′ρ′i).
Since cosh(x) is strictly increasing for x ≥ 0, it follows that we must have αρi =
α′ρ′i.
Let us write dij for the distance between (θi, ρi) and (θj, ρj) in the curvature-ζ-
surface, and let d′ij be deﬁned analogously.
Claim A.1.2. For all i, j we have d′ij = (α/α
′)dij.
Proof. By the hyperbolic cosine rule we have that
cosh(ζdij) = cosh(ζρi) cosh(ζρj)− sinh(ζρi) sinh(ζρj) cos(|θi − θj|),
and
cosh(ζ ′d′ij) = cosh(ζ
′ρ′i) cosh(ζ
′ρ′j)− sinh(ζ ′ρ′i) sinh(ζ ′ρ′j) cos(|θi − θj|).
Now observe that
ζρi = α · (ζ/α) · ρi = α · (ζ ′/α′)ρi = ζ ′ρ′i,
using Claim A.1.1, and similarly ζρj = ζ
′ρ′j. It follows that
cosh(ζ ′d′ij) = cosh(ζdij).
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Again using that cosh(x) is strictly increasing for x ≥ 0 (and the distances dij, d′ij are
nonnegative), we see that d′ij = (ζ/ζ
′)dij = (α/α′)dij.
Since R′ = (ζ/ζ ′)R = (α/α′)R, we see that
dij ≤ R if and only if d′ij ≤ R′,
which proves the lemma.
A.2 The proof of Lemma 1.4.2
Very similarly to the proof of Lemma 1.4.1, the coupling is constructed as follows. We
pick θ1, . . . , θN i.i.d. uniform on [0, 2pi) and we pick U1, . . . , UN i.i.d. uniform on [0, 1].
We now let ρ1, . . . , ρN and ρ
′
1, . . . , ρ
′
N be deﬁned by the equations:
Fα,R(ρi) = Fα′,R′(ρ
′
i) = Ui (for i = 1, . . . , N .) (A.3)
(Here Fα,R is as deﬁned in the proof of Lemma 1.4.1, and R := 2 log(N/ν), R
′ :=
2 log(N/ν ′).) Again, we note that in this way the ρis have exactly the distribution
with cdf Fα,R and the ρ
′
is have cdf Fα′,R′ . The points used in the construction of
G(N ;α, ν) will be (ρ1, θ1), . . . , (ρN , θN) while the points used in the construction of
G(N ;α′, ν ′) will be (ρ′1, θ1), . . . , (ρ
′
N , θN).
We need the following geometric fact.
Lemma A.2.1. Suppose that p = (r, θ), q = (s, ϑ) are two points in the hyperbolic
plane satisfying distH(p,O), distH(q, O), distH(p, q) ≤ R and let p′ = (r′, θ), q′ = (s′, ϑ)
with r′ ≤ r, s′ ≤ s. Then distH(p′, q′) ≤ R.
Before giving the proof of this lemma, let us remind the reader that disks are convex,
also in the hyperbolic plane. This means that if D is a disk in the hyperbolic plane and
x, y ∈ D then the geodesic between x, y is contained in D. One way to see this is by
noting that every disk can be isometrically mapped to a disk with origin O, and that
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in the projective disk model of the hyperbolic plane (a.k.a. the Beltrami-Klein model)
a hyperbolic disk with origin O looks like a Euclidean disk, while geodesics are just
line segments in the projective disk model. (See for instance Section 4.8 of [Sti92] for
a description of the projective disk model.)
Proof of Lemma A.2.1: It is enough to consider the case when r′ < r and s′ = s.
(Another application of this case will then give the full result.) Observe that the
geodesic between O and p is just the line segment between them. So in particular,
p′ lies on the geodesic between O and p. Since O, p ∈ B(q;R) it follows that also
p′ ∈ B(q;R), as required. 
We also need the following observation, which can be rephrased as stating that the
radius under the (α,R)-quasi uniform distribution stochastically dominates the radius
under the (α′, R)-quasi uniform distribution if α > α′.
Lemma A.2.2. If α ≥ α′ and ν = ν ′ then Fα,R(r) ≤ Fα′,R′(r) for every r ∈ R.
Proof. Note that ν = ν ′ implies that also R = R′. Let us thus ﬁx R > 0 and 0 < r < R,
and deﬁne ϕ(α) := Fα,R(r) for every α > 0. Our aim will be to show that
dϕ
dα
is non-
positive for every α > 0, which will clearly yield the result.
We obtain:
dϕ
dα
=
r sinh(αr)(cosh(αR)− 1)−R sinh(αR)(cosh(αr)− 1)
(cosh(αR)− 1)2 .
Observe that this is non-positive if and only if
αR sinh(αR)
cosh(αR)− 1 ≥
αr sinh(αr)
cosh(αr)− 1 .
We claim this is the case for all 0 ≤ r ≤ R. To see this, it suﬃces to show that
(x sinhx)/(coshx− 1) is nondecreasing for x ≥ 0. Let us thus compute
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[
x sinhx
coshx− 1
]′
=
(sinhx+ x coshx)(coshx− 1)− x sinh2 x
(coshx− 1)2
=
sinhx coshx+ x cosh2 x− sinhx− x coshx− x sinh2 x
(coshx− 1)2
=
sinhx coshx+ x(cosh2 x− sinh2 x)− sinhx− x coshx
(coshx− 1)2
=
sinhx coshx+ x− sinhx− x coshx
(coshx− 1)2
=
(sinhx− x)(coshx− 1)
(coshx− 1)2
≥ 0.
So our claim holds, and we see that indeed dϕ
dα
≤ 0 for all α > 0. This proves the
lemma.
Lemma A.2.3. If α = α′ and ν ≤ ν ′, then Fα,R(r) ≤ Fα′,R′(r) for every r ∈ R.
Proof. Observe that ν ≤ ν ′ implies that R ≥ R′. This also gives cosh(αR) − 1 ≥
cosh(αR′)− 1, and hence the lemma.
Combining the last two lemmas gives:
Corollary A.2.4. If α ≥ α′ and ν ≤ ν ′, then Fα,R(r) ≤ Fα′,R′(r) for every r ∈ R.
Together with the deﬁnition of ρi, ρ
′
i this immediately gives:
Corollary A.2.5. If α ≥ α′ and ν ≤ ν ′, then, in the coupling described above, we have
that ρi ≥ ρ′i for all 1 ≤ i ≤ N .
Corollary A.2.5 together with Lemma A.2.1 yield Lemma 1.4.2.
A.3 Source Code
In this section, we give the Matlab code for the simulation of KPKVB graphs. The
following script samples a graph with the given parameters and draws it, as well as the
distribution of radii and degrees.
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clear a l l ;
close a l l ;
N=1000;
alpha =1.2;
nu=1;
R=2∗log (N/nu ) ;
cosh_R = cosh (R) ;
V = rand (N, 2 ) ;
RAM=550000000;
r=acosh (V( : , 1 ) ∗ ( cosh ( alpha∗R)−1)+1)/ alpha ;
theta=V( : , 2 )∗2∗ pi ;
cosh_r = cosh ( r ) ;
cos_theta = cos ( theta ) ;
s in_theta = sin ( theta ) ;
r_S=sqrt ( ( cosh_r −1)./( cosh_r+1)) ;
x_S=r_S .∗ cos_theta ;
y_S=r_S .∗ s in_theta ;
norm=x_S.^2+y_S.^2 ;
x=r .∗ cos_theta ;
y=r .∗ s in_theta ;
coords = [ x , y ] ;
S_help1 = [2∗x_S.^2 , 2∗x_S , 2∗ ones (N, 1 ) , 2∗y_S.^2 ,
2∗y_S , 2∗ ones (N, 1 ) ] ;
S_help1 = bsxfun ( @rdivide , S_help1 , 1−norm ) ;
S_help1 = [ ones (N, 1 ) , S_help1 ] ;
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S_help2 = [ ones (N, 1 ) , −2∗x_S , x_S.^2 , ones (N, 1 ) ,
−2∗y_S , y_S.^2 ] ;
S_help2 = bsxfun ( @rdivide , S_help2 , 1−norm ) ;
S_help2 = [ ones (N, 1 ) , S_help2 ] ;
connMatrix = sparse ( 1 :N, 1 :N, f a l s e ) ;
i nc=ce i l (RAM/N) ;
i =0;
fpr intf ( '< ' ) ;
while i+inc<N
temp=sparse ( S_help1 ( i +1: i+inc , : ) ∗ S_help2 ( i +1:end , : ) '
<cosh_R ) ;
connMatrix ( i +1: i+inc , i +1:end) = temp ;
connMatrix ( i+inc +1:end , i +1: i+inc ) = temp ( : , i nc +1:end ) ' ;
i=i+inc ;
inc=ce i l (RAM/(N−i ) ) ;
end
connMatrix ( i +1:end , i +1:end)=
S_help1 ( i +1:end , : ) ∗ S_help2 ( i +1:end , : ) ' < cosh_R ;
save ( [ ' r e s u l t s . mat ' ] , '−v7 . 3 ' ) ;
h = f igure ( 1 ) ;
hold on ;
t=linspace (0 ,2∗ pi ) ;
plot (R∗cos ( t ) ,R∗ sin ( t ) , ' Color ' , [ 0 . 6 0 .6 0 . 6 ] )
gplot ( connMatrix , coords , ' .−b ' )
s c a t t e r ( coords ( : , 1 ) , coords ( : , 2 ) , 9 , [ 0 , 0 , 0 ] , ' f i l l e d ' )
t i t l e ( ' graph ' ) ;
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axis equal ;
axis o f f ;
hold o f f ;
saveas (h , [ ' r e s u l t s . pdf ' ] ) ;
saveas (h , [ ' r e s u l t s . f i g ' ] ) ;
h1 = f igure ( 2 ) ;
degree s = sum( connMatrix )−1;
hist ( degrees ,min( degree s ) :max( degree s ) ) ;
t i t l e ( ' degree  histogram ' )
saveas (h1 , [ ' r e s u l t s d e g r e e s . pdf ' ] ) ;
The next four programs are used to approximate the function f(ν) as it appears in
Theorem 1.6.3. The function isconnected.m determines whether a graph, given as
an adjacency matrix, is connected, using a depth ﬁrst search to uncover the connected
component of the ﬁrst vertex.
function S = i s connec t ed ( adj )
d=d f s ( adj , 1 ) ;
S=true ;
i f (min(d)==−1)
S=f a l s e ;
end
end
The function connected.m creates a sample of G(N ;α, ν) for given N , α and ν and
calls isconnected.mat to determin the connectivity.
function [ conn ] = connected (N, alpha , nu)
R=2∗log (N/nu ) ;
cosh_R = cosh (R) ;
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V = rand (N, 2 ) ;
RAM=550000000;
r=acosh (V( : , 1 ) ∗ ( cosh ( alpha∗R)−1)+1)/ alpha ;
theta=V( : , 2 )∗2∗ pi ;
cosh_r = cosh ( r ) ;
cos_theta = cos ( theta ) ;
s in_theta = sin ( theta ) ;
r_S=sqrt ( ( cosh_r −1)./( cosh_r+1)) ;
x_S=r_S .∗ cos_theta ;
y_S=r_S .∗ s in_theta ;
norm=x_S.^2+y_S.^2 ;
S_help1 = [2∗x_S.^2 , 2∗x_S , 2∗ ones (N, 1 ) ,
2∗y_S.^2 , 2∗y_S , 2∗ ones (N, 1 ) ] ;
S_help1 = bsxfun ( @rdivide , S_help1 , 1−norm ) ;
S_help1 = [ ones (N, 1 ) , S_help1 ] ;
S_help2 = [ ones (N,1) ,−2∗x_S , x_S.^2 , ones (N,1) ,−2∗y_S , y_S . ^ 2 ] ;
S_help2 = bsxfun ( @rdivide , S_help2 , 1−norm ) ;
S_help2 = [ ones (N, 1 ) , S_help2 ] ;
connMatrix = sparse ( 1 :N, 1 :N, f a l s e ) ;
i nc=ce i l (RAM/N) ;
i =0;
count=1;
fpr intf ( '< ' ) ;
while i+inc<N
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temp=sparse ( S_help1 ( i +1: i+inc , : ) ∗ S_help2 ( i +1:end , : ) '
<cosh_R ) ;
connMatrix ( i +1: i+inc , i +1:end) = temp ;
connMatrix ( i+inc +1:end , i +1: i+inc ) = temp ( : , i nc +1:end ) ' ;
i=i+inc ;
inc=ce i l (RAM/(N−i ) ) ;
end
i f ( count∗N<i ∗11)
fpr intf ( ' . ' ) ;
count=count+1;
end
fprintf ( '> ' ) ;
connMatrix ( i +1:end , i +1:end)=
S_help1 ( i +1:end , : ) ∗ S_help2 ( i +1:end , : ) ' < cosh_R ;
conn=i s connec t ed ( connMatrix ) ;
end
The function findF.m iterates connected.m a given number of times for a given N , α
and ν.
function [ count ] =f indF (N, alpha , nu ,M)
count=0;
for i =1:M
count=count+connected (N, alpha , nu ) ;
end
count=count/M;
end
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The function approxF.m iterates findF.m for a given range of α and assembles the
results into a plot. The results are then saved.
function approxF (N, alpha , M, min , max, s t ep s )
inc=(max−min)/ ( steps −1);
r e s u l t s=zeros ( s teps , 2 ) ;
i f s t ep s == 1
inc =0;
min=(min+max) / 2 ;
end
for i =1: s t ep s
temp=min+inc ∗( i −1);
r e s u l t s ( i ,1)=temp ;
r e s u l t s ( i ,2)= findF (N, alpha , temp ,M) ;
end
h = f igure ( 1 ) ;
plot ( r e s u l t s ( : , 1 ) , r e s u l t s ( : , 2 ) ) ;
save ( [ ' r e s u l t s . mat ' ] , '−v7 . 3 ' ) ;
end
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