Transpiration cooling using ceramic matrix composite (CMC) materials is an innovative concept for cooling rocket thrust chambers. The coolant (air) is driven through the porous material by a pressure difference between the coolant reservoir and the turbulent hot gas flow. The effectiveness of such cooling strategies relies on a proper choice of the involved process parameters such as injection pressure, blowing ratios, material structure parameters, to name only a few. In view of the limited experimental access to the subtle processes occurring at the interface between hot gas flow and porous medium, reliable and accurate simulations become an increasingly important design tool. In order to facilitate such numerical simulations for a carbon/carbon material mounted in the side wall of a hot gas channel that are able to capture a spatially varying interplay between the hot gas flow and the coolant at the interface, we formulate a two dimensional model for the porous medium flow of Darcy-Forchheimer type. A finite element solver for the corresponding porous media flow is presented and coupled with a finite volume solver for the compressible Reynolds averaged Navier-Stokes equations. The results at Mach number M a = 0.5 and hot gas temperature T hg = 540 K for different blowing ratios are compared with experiments.
INTRODUCTION
Significantly increasing the efficiency of future space transportation systems relies crucially on allowing higher payloads since more powerful rocket engines inevitably entail higher thermal loads on the structure. An improved performance of the rocket engines should not be accomplished though at the expense of an increased weight of the rocket itself. This calls for new cooling technologies, for example, in the combustion chamber of the rocket engine where high thermal loads up to 100 M W/m 2 occur [1] are encountered. Innovative cooling methods that are able to deal with such loads are currently under investigation. Needless to stress, that the reliability of such a cooling concept is essential since a failure of any of its components may lead to the total loss of the mission. Therefore, a detailed understanding of all involved physical effects is indispensable in the design of a new cooling technology.
Existing cooling technologies for space transportation systems can be divided into two main categories, namely passive and active cooling techniques. The most prominent example for a passive cooling techniques is a heat shield, where the structure is protected against high thermal loads by coating it with special materials. In contrast, active systems, which typically employ some sort of cooling fluid, are adjustable during the flight and may therefore offer more favorable efficiency/weight balances.
Active cooling techniques like film cooling have become a common technology, for example, in gas turbines. Accordingly, they have been widely investigated in subsonic, turbulent flow regimes. These techniques are currently being considered also for combustion chambers, where the flow remains subsonic but much higher pressures occur. New basic research is necessary for understanding the physical effects which come along with these new challenges. Experimental studies provide important contributions but are subject to inherent limitations. Often, e.g., due to limited measurement techniques, only a few simultaneous measurements of some quantities are possible which then fail to give any causal insight in the flow field. Furthermore, experiments can become very expensive. Therefore, experiments have to be complemented by numerical simulations which can provide a much more substantial insight into the whole flow field.
State of the art
A very promising cooling strategy for combustion chambers is transpiration cooling, where the coolant is injected through a porous material used as a liner in the combustion chamber. The availability of lightweight materials with both high thermal resistance and suitable porosity has greatly stimulated the investigation of transpiration cooling through experiments. System studies verifying that transpiration cooling can yield better performance than regenerative cooling techniques for rocket thrust chambers can be found in Herbertz [12] and Greuel et al. [13] . In addition, the latter present an experimental-numerical approach and conclude that for a blowing ratio interval F ∈ [0.45%, 0.7%] transpiration cooling outperforms regenerative systems. Experiments in the subsonic regime have been carried out by Langener et al. [14] . The results show that the influence of the geometry and porosity of the probe of the porous material are small compared to the properties of the coolant, especially the specific heat. The composite carbon/carbon (C/C) materials used in these studies have been described by Selzer et al. [17] . A comprehensive summary of early and recent experimental investigations and system analysis on transpiration cooling can be found in the work of Langener [7] .
Numerical investigations of transpiration cooling, based on fully simulating porous media and hot gas flow as well as temperature distribution, are still rare. Glass et al. [19] have presented a numerical investigation of transpiration cooling with C/C materials at scramjet combustor conditions using hydrogen as a coolant. In a first step, they estimate the reduction of the heat flux at the wall due to the blocking provided by the injection using a boundary layer code. The flow through the porous material is then simulated with the aid of a one-dimensional finite difference code for the temperatures of solid and coolant and the pressure of the coolant. To our knowledge coupled computations have not been performed yet.
In [20] Tully investigates transpiration cooling of an injector plate of liquid propellant rocket engines using a monolithic approach. Numerical simulations of both porous media and open channel flow are based on a semi heuristic model for the porous media flow which reduces to the Navier-Stokes equations for incompressible flow in the case of an open channel flow. Not quite in agreement with the targeted application, only air has been used as injected coolant and propellant.
Numerical simulations of transpiration cooling of a porous cylinder in a subsonic turbulent flow can be found in Mathelin et al. [21] . There a two-dimensional RANS simulation using a Reynolds Stress Model of the hot gas flow is coupled with a one-dimensional porous media solver where the flow rate is prescribed and only two temperature equations are solved in the porous medium. The injection of the coolant is modeled by source terms for mass, momentum and energy at the wall. Their results are compared with experimental results. As a conclusion thermal non-equilibrium between the coolant and the porous material is far from being negligible at least for lower blowing ratios.
A quite similar approach has been proposed by Langener, Cheuret et al. [22] [23] within the framework of the project Aerodynamic and Thermal Load Interactions with Lightweight Advanced Materials for High Speed Flight (ATLLAS) [24] . In this project, transpiration cooling has been investigated for Ramjet and Scramjet engines using a supersonic hot gas channel with a porous material integrated in the channel wall. In the same study a second numerical approach, similar to Tully [20] , is described, using transport equations for a turbulent flow adapted to a porous media flow by introducing the porosity to the equations. Again this approach is monolithic with different coefficients in the two respective regimes. In contrast to the first numerical code, the second one does not account for thermal non-equilibrium in the porous material. The results of these two approaches are compared with experimental results and found to be in a reasonable agreement concerning the cooling efficiency.
Gascoin et al. [25] [26] employ an approach similar to the latter one to investigate the use of hydrocarbon fuel as a coolant for transpiration cooling, including the effects of chemical reactions due to fuel pyrolysis. Their numerical results are validated by experiments.
Hannemann [27] presents a numerical approach for simulating the injection of different coolants into a laminar, hypersonic boundary layer. A simplified one-dimensional model is used which assumes a given mass flux distribution and the temperature of the coolant being equal to the temperature of the surface of the porous wall. Results for different coolants are shown and the influence of the injection on the flow field is described.
However, in summary, it is fair to say that one still faces a severe lack of understanding concerning the fundamentals of the flow field and the thermal interaction in both the porous medium and near to the injection in the hot gas flow.
Objective
As mentioned before, further detailed basic research is necessary to guarantee the functionality and reliability of such a new cooling technique. To be able to go beyond the approaches mentioned above the present work puts forward coupled numerical simulations of porous media and pure fluid flow. In particular, in order to be able to adequately capture downstream effects near the interface between hot gas flow and porous medium flow, we propose in contrast to most previous studies a two dimensional model for the porous medium flow whose physical justification is given below in the next section. Specifically, a suitable mathematical model for pressure-driven porous medium flow is designed that consists of the continuity equation, the Darcy-Forchheimer equation and temperature equations for both solid and fluid. For convenience we have chosen a finite element solver using the deal.ii library [8] to approximate the porous medium flow. Physically reasonable coupling conditions are designed for the interface between the pure fluid flow and the porous material. The coupling is realized in a weak sense by successive alternating solves in the hot gas and porous medium regime using the results of the respective preceding calculation in one regime as a boundary condition for the other regime. Such a coupling can be tightened by iterating the computations for the same time level which in the limit corresponds to solving the coupled problem.
Layout
This paper is structured as follows: In Section 2 we develop a d-dimensional model for pressuredriven porous medium flow. Here the spatial dimension d is either two or three. The numerical discretization of this model is described in Section 3. Subsequently, the coupling with a finite volume flow solver is outlined in Section 5. In Section 6 numerical simulations of transpiration cooling through a porous material are compared with experimental results. Finally, a conclusion is given in Section 7.
THE MODEL
In this section, the governing equations used for modeling the porous medium flow along with suitable initial and boundary conditions are derived.
Governing equations
In order to simulate the cooling gas injection into a hot gas flow through a porous material a pressuredriven flow in a porous medium is modeled by taking the compressibility of the fluid, the velocity of the fluid and the heat conduction in the fluid as well as the solid into account. The continuum model thus consists of the continuity equation, the Darcy-Forchheimer equation and two heat equations. We are particularly interested in properly capturing transport as well as non-equilibrium temperature effects. In the following the model is briefly summarized. A more detailed discussion can be found in [29] and references cited therein.
In contrast to pure fluids the porosity ϕ of the porous medium has to be accounted for in the continuum model. The porosity of a porous material is defined as the ratio of void space and the total volume of the medium. Here we assume that all the void space is connected. Averaging the fluid velocity over a volume V f consisting only of fluid, the intrinsic average velocity v is obtained. This is related to the Darcy velocity (seepage velocity, filtration velocity, superficial velocity) V, i.e., the average velocity with respect to a volume element V m comprizing both solid and fluid material, by the porosity as V = ϕv. The continuity equation for the fluid density ρ then reads
For the momentum balance quadratic drag is included, resulting in the Darcy-Forchheimer equation
Here µ denotes the dynamic viscosity of the fluid, K D the permeability tensor of the medium and K F the Forchheimer coefficient, which is also a tensor. In the simulations presented in this paper, the contributions of the nonlinear Forchheimer term are small. The pressure p is determined by the ideal gas law p = ρT f R
with the specific gas constant R and the fluid temperature T f . The temperature T s of the solid and T f of the fluid are assumed to be in non-equilibrium. Therefore two heat equations for both the solid and the fluid, respectively, are necessary. Since no convection takes place in the solid we obtain
where κ s is the heat conduction tensor, ρ s the constant density and c s the specific heat capacity of the solid. Since the fluid is in contact with the solid the exchange of heat is accounted for by the heat transfer coefficient h to be determined by experiments.
Since the fluid moves convection occurs in the heat equation for the fluid
Here κ f is the heat conduction coefficient, which is equal in all directions and therefore a scalar and not a tensor, and c p,f is the specific heat capacity of the fluid at constant pressure.
Initial and boundary conditions
To obtain a well-posed problem, the differential equations have to be complemented by suitable boundary and initial conditions. For the boundary Γ of the domain occupied by the porous material we have to distinguish the inflow boundary Γ R , where the cooling gas enters from the reservoir, and the outflow boundary Γ HG of the porous medium where the coolant leaves into the hot gas flow. In addition we have to consider the solid walls Γ W separating the porous medium from non-porous structure, see Figure 1 .
Pressure and temperatures at the inflow boundary are determined by the respective reservoir conditions that are assumed to be constant and homogeneous. More precisely, denoting by T b the temperature of the solid on the backside of the porous material and the reservoir temperature, respectively, while p c , T c stand for reservoir pressure and temperature of the coolant, the boundary conditions at Γ R read Recall that the fluid density ρ can be computed by the ideal gas law (3) from these values which, in view of the ideal gas law (3), yields the boundary condition
Concerning the outflow boundary Γ HG , the influence of the hot gas flow is modeled by the following boundary conditions
with the hot gas pressure p HG (t, x) and temperature T HG (t, x), which may vary in time and space. The heat transfer coefficient h HG describes the heat exchange between the solid part of the porous material and the hot gas flow. It should not be mistaken with the heat transfer coefficient h between the solid and the fluid of the porous material. It strongly depends on the injected coolant mass flux. Therefore, h HG is modeled following the approach by Kays et al. [15] . The velocity component normal to the outflow boundary can then be computed from the mass flux of the coolantṁ measured in the experiments
where A P M denotes the cross-section of the porous material and e d is the Cartesian unit vector in the outward normal direction to Γ HG . The bordering side-walls corresponding to Γ W are assumed to be adiabatic, i.e.,
It remains to discuss V and ρ on Γ W and on Γ R . Of course, from a physical perspective, the component of V which is orthogonal to Γ W must vanish on Γ W , i.e.,
while nontrivial tangential components have to be permitted, i.e., Γ W should be a characteristic boundary for transport system (1), (2). Since we have deliberately chosen an inviscid model to avoid boundary layers in the pores and at adiabatic walls we can prescribe boundary values only on inflow boundaries, namely on those parts of Γ where the angle between the outward normal and the direction of V is larger than 90 • . Thus, the type of Γ W depends on the velocity field itself and the nonlinearity allows V to adapt to a physically correct tangential field at Γ W . Rather than enforcing tangentiality through a boundary condition, which would be "illegal" for the equation at hand, it will be a consequence of our linearization of the nonlinear system discussed later. Vanishing normal components of V at Γ W imply that Γ W is also a charcateristic boundary for the continutity equation so that no conditions for the density ρ are needed. Finally, suitable values for the initial conditions
need to be chosen as detailed in Section 3.3.
NUMERICAL METHOD
Due to the form of the inflow boundary conditions and the dissipative nature of the heat equations as well as low velocities, the porous medium flow is not expected to develop discontinuities. Since we are at this point not primarily interested in the most efficient way of solving the equations (1) -(4) we derive next a weak formulation that allows us to employ the deal.II library. Details on this library can be found in Bangerth et al. [8] . A potential domination of convective terms in (5) and the asymmetry of (2) may require in addition to stabilize the numerical discretization. For that purpose a standard choice would be an SUPG-stabilization (see e.g. [35] ) adding viscosity only in streamwise direction. We shall refer to this finite element solver as the porous medium solver.
Weak formulation
The weak formulation of the equations (1) -(5) requires selecting appropriate function spaces. In view of the asymmetry of the first order components in these equations, it is natural to choose the trial spaces different from the test spaces as argued next. Multiplying the continuity equation (1) by the test functionρ and integrating over the domain Ω, yields
which should hold for allρ ∈ Y ρ := L 2 (Ω) where L 2 (Ω) denotes the space of all square integrable functions. For the left-hand side to be well-defined we need ρV ∈ H 1 (Ω) d where H 1 (Ω) denotes the standard Sobolev space comprised of all square integrable functions whose first order weak derivatives are also square integrable. We postpone specifying suitable trial spaces for ρ, V after discussing next the momentum equations.
Multiplying the Darcy-Forchheimer equation (2) from the left by test functionsṼ and substituting the pressure with the aid of the ideal gas law (3), yields
which is again to hold for allṼ from a suitable test class Y v . As we shall see any space Y v which is dense in L 2 (Ω) d suffices. In fact, taking in view of (7) and (9),
all volume integrals in (13) , (14) are indeed well-defined wheñ
This is clear for the left-hand side of (13) .
which takes care of the left-hand side of (14) . The right-hand side of (14) can be treated in a similar fashion, noting that T f as a solution to an elliptic problem belongs to H 1 (Ω). Finally, both elliptic temperature equations (4), (5) , are treated along standard lines. After multiplying by suitable test functionsT s the conduction terms are integrated by parts and Gauss' theorem is applied. As for (4), this provides
Now notice that Dirichlet boundary conditions for T s are only imposed on Γ R , see (6) . Therefore, the affine space
Hence, the test functionsT s have to belong to Y Ts := H 1 0,Γ R (Ω) which is the subspace of those elements in H 1 (Ω) whose trace vanishes on Γ R . Inserting now the Neumann boundary conditions (10) on Γ W and the Robin-type boundary conditions (8), yields
Proceeding similarly with (5) , taking the Dirichlet boundary condition (6) for T f on Γ R into account, a suitable trial space is again the affine space
so that the corresponding test space is again
Note that the quantity ∂T f ∂n is not yet determined and will be taken from information provided by the hot gas flow.
In summary, the weak formulation of the equations (1) 
where
and
To be later able to formulate proper coupling conditions between the hot gas and porous medium flow we shall write
to express the dependence of the right-hand side functional F in (22) on data that will eventually come from the hot gas flow in the channel.
Discretization
To approximate the solution of (22) we choose a suitable finite element trial space X h ⊂ X and a corresponding test space Y h ⊂ Y , both being Cartesian products of finite element spaces for the individual components of X, Y , respectively, incorporating the respective boundary constraints given in (15) , (16) , (18), (20) . The Dirichlet conditions (6) on Γ R appearing in the elliptic part (19) , (21) are incorporated as essential boundary conditions in the corresponding trial spaces which are therefore affine and not linear. All boundary conditions in the hyperbolic part are natural ones enforced weakly through the right-hand side functional.
Since all component spaces are subspaces of H 1 , we start of using multilinear finite elements for all spaces. One then has to solve
More specifically, denoting by {U i
which is a nonlinear system of equations of size N h .
Solving the Discrete Problem
Since the first two components of (30) corresponding to (13) and (14) form a nonlinear hyperbolic system while the last two components corresponding to (19) , and (21) is a linear parabolic system, we employ operator splitting to solve (31) . More specifically, splitting the unknown U h pm into the convective and diffusive
we alternate solving the parabolic system
and the hyperbolic system
where the forms a ρ , a v , a Ts , a T f are given by (25) - (28) . More precisely, in order to account for the hyperbolic character of (33), one should employ streamline-upwind Petrov-Galerkin (SUPG) concepts which roughly means that the test functions Θ h pm are replaced in (33) and (32) by the quantities Θ h pm + δV · Θ h pm , see [30] [31] . More precisely, the terms δV · Θ h pm are added elementwise, due to the lack of regularity in the second order terms. The parameter δ should be chosen judiciously, see the discussion of numerical results later. Since |V| does not strongly dominate the diffusion coefficients, this stabilization can actually be omitted in (32) .
The iteration is initiated by solving (32) first which we refer to as the outer iteration in the porous medium solver. Since the two temperature equations are linear, the linear system of equations evolving from the finite element discretization can be solved using any solver for non symmetric linear systems of equations. Depending on the size of the discretization, mainly depending on the number of space dimensions, either a sparse direct solver (UMFPack [32] [33] ), which employs a direct LU factorization, or the BiCGstab method is used. The hyperbolic part (33) is nonlinear and has to be solved iteratively as well, which we call the inner iteration. Each corresponding linear problem is again solved with either the direct solver or the BiCGstab method. Here we simply use a Picard iteration, freezing alternatingly V h , ρ h from the preceding step. In particular, this allows us to conveniently ensure the slip boundary conditions at Γ W , see (11) , which do therefore not have to be incorporated into the trial space X v , see (15) .
The initiating solve of (32) as well the iterative solution of (33) require an initial guess for ρ and V. The initial density ρ 0 is determined by linearly interpolating the reservoir density ρ f,R and the hot gas density ρ HG in the dth coordinate direction which is orthogonal to Γ HG and Γ R . The densites ρ f,R and ρ HG are computed from the respective temperatures T f,R and T HG and pressures p c and p HG using the ideal gas law (3). The initial velocity field in Ω is then computed from the mass flux measured in the experiment and the initial density distribution
where e d is the Cartesian unit vector in the inward normal direction to Γ R .
FLOW SOLVER
In this section we briefly describe the flow solver for the pure fluid and corresponding discretizations that will be used in the actual computations.
Flow Model
We shall consider non-stationary flows since this conveniently accommodates classical turbulence models. Specifically, turbulent flows can be described by the Reynolds-averaged Navier-Stokes equations (RANS), which are obtained by applying the Reynolds-averaging to the compressible Navier-Stokes equations. In contrast to incompressible flows, the resulting equations have a rather complex form due to fluctuations in the density. To simplify the representation, we employ in addition mass-averaging also referred to as the Favre-averaging
The resulting Favre-averaged Navier-Stokes equations in non-dimensional form using the Einstein summation convention read
where ρ denotes the density, p the static pressure, v i the components of the fluid velocity v and E = e + 1/2v 2 the total energy. The effective stress tensor τ ef f ij and the effective heat flux vector q ef f j are given by
Here R ij is called the Reynolds stress tensor and q t j is the turbulent heat flux. S = (S ij ) with S ij = 1 2 ∂vi ∂xj + ∂vj ∂xi denotes the strain rate tensor, c v the heat capacity at constant volume and T is the temperature. τ ij and q j are the components of the stress tensor and the heat flux vector, modeled as an isentropic Newtonian fluid and by Fourier's law, respectively. Air is modeled as a perfect gas. The dynamic viscosity µ is described by Sutherland's law and k is the heat flux coefficient.
In order to close the system determined by the Favre-averaged Navier-Stokes equations (37), (38), (39) and the effective quantities (40), (41), the terms ρv i v j , ρT , v i τ ij , ρv i v i v j have to be modeled. The most important step for closing this set of equations is the modeling of the Reynolds stress tensor. For this purpose, the Menter shear stress transport (SST) model [6] is applied. This model combines the advantages of a k-ω model near the wall, in the inner boundary layer, with the less sensitive behavior of a kmodel in free stream turbulence. For two-equation eddy-viscosity models, the Boussinesq hypothesis is used to relate the Reynolds stresses to the mean velocities of the flow, i.e.,
The turbulence eddy viscosity µ t is therefore computed from two turbulent variables, which are for the Menter SST model the turbulent kinetic energy k and the specific dissipation rate ω. For these two variables the additional transport equations
have to be added to the system. Here the turbulence eddy viscosity µ t is related to k, ω by µ t = α1k max {α1ω,ΩF2} . In general, the production term P = τ ij ∂ vi ∂xj is limited. For more details on the model and the involved parameters, such as
, Ω, we refer to Menter [6] .
The turbulent heat flux is modeled using a Fourier type
is the eddy heat conductivity determined by the specific heat capacity c p at constant pressure and the turbulent Prandtl number P r t that is set to 0.9.
Finally, the diffusion of the turbulent kinetic energy associated with ∂
is neglected for eddy viscosity models. In summary, setting U N S = (ρ, ρ v, ρ E, ρk, ρω) T and
the Favre-averaged Navier-Stokes equations (37)-(39) and the transport equations (42), (43) from the Menter SST model then read
These equations need to be complemented by suitable initial and boundary conditions detailed next.
A sketch of the computational domain can be seen in Fig. 2 . At the inflow boundary Γ I a turbulent profile for temperature and velocity is prescribed using the law of the wall. At the outflow boundary Γ O only the pressure is prescribed. The channel walls are adiabatic and no-slip boundary conditions are imposed. The boundary portion Γ HG deserves special attention. Instead of no-slip conditions we require
where V * , T * are given and determine the total energy on Γ HG . Later these data will come from the porous medium flow and we briefly express these relations in what follows by
Discretization
The flow solver Quadflow [2] solves (45) using a cell-centered fully adaptive finite volume method on locally refined grids. Mesh adaptation is based on multiscale analysis [3] instead of classical gradient-or residual-based error estimators. The computational grids are represented by blockstructured parametric B-Spline patches [4] to deal with complex geometries. In order to reduce the computational load to an acceptable amount, these tools are equipped with parallelization techniques based on space-filling curves [5] to run the simulations on distributed memory architectures. The convective fluxes are determined by solving quasi-one-dimensional Riemann problems at the cell interfaces. Several approximate Riemann solvers (Roe, HLLC, AUSMDV) and upwind schemes (van Leer) have been incorporated. A linear, multidimensional reconstruction of the conservative variables is applied to increase the spatial accuracy. In order to avoid oscillations in the vicinity of local extrema and discontinuities, limiters with TVD property are used. Concerning the computation of the viscous fluxes, the gradients of the variables at cell interfaces are determined using the divergence theorem. Finally, the time-integration is performed by an explicit multistage Runge-Kutta scheme and a fully implicit Newton-Krylov type method, respectively.
In our subsequent computations we are interested in stationary solutions. Therefore, the time variable t will be used as a relaxation parameter. Since time accuracy plays no role we shall employ a simple backward Euler discretization with a specific strategy for increasing time increments in the course of the solution process. This will be described later in the applications in more detail. At this point it suffices to note that the discrete counterpart of (45) reads
COUPLING BOTH FLOW REGIMES
We are ultimately interested in finding solutions U N S , U P M in both flow regimes arising from the mutual interactions between both media. This interaction takes place at the boundary portion Γ HG and results in the following fully coupled system
In the first system the structure temperature T s from the porous medium and the velocity field V P M enter as data for the hot gas channel flow where, in analogy to (9) , the velocity field V P M is given byṁ/(ρ P M A P M )e d with ρ P M = ρ | Γ HG , the trace of the coolant density on Γ HG . In the second system the temperature T HG determines the right-hand side functional in the porous medium system. Furthermore, V HG , given by (9) , also provided by the hot gas flow U N S , enters as boundary conditions, see (15) . Note that the cooling gas injection through the porous material is treated here as a fully laminar flow in all computations since the turbulent kinetic energy is set to zero. For ω the far field value
is chosen, where the initial value for the turbulent viscosity is computed by the user defined ratio between the turbulent and the laminar viscosity µ t,e µ l,e = 0.001.
This is reasonable because ω does not produce any turbulence.
The stationary equilibrium solution of the coupled system is then determined by the underlying modeling assumption of the continuity of the pressure at the interface, i.e.,
We solve (49) again by operator splitting. Starting with the porous medium (properly initializing the hot gas flow data at Γ HG as detailed later), we alternatingly solve the systems
approximately, employing the discretizations described before, until
for a given tolerance ε > 0. In our numerical experiments discussed later we use ε = 5 × 10 −4 . There are several options to deal with the discrete problems. The problem (53) has been discussed before. A favorable alternative to solving the stationary nonlinear problem (54) is to treat the (formally) non-stationary problem (45) (respectively the discrete counterpart (48)), using t n+1 = t n + ∆t n as an iteration parameter. Stationary solutions of the flow solver are computed in this way by initializing the flow field and marching forward in time. As soon as a specified accuracy criterion is met a grid adaptation is performed and time integration is resumed.
As accuracy criteria we use residuals or defects. More precisely, in connection with the flow solver, by residual we mean the following measure to quantify steadiness of the flow field. For this purpose we sum for each cell of the mesh the absolute value of the numerical fluxes at the cell interfaces, i.e., the numerical flux balance, corresponding to the continuity equation and weight it by the ratio of the cell size and the computational domain. Finally this quantity is scaled by the residual of the first time step on the actual grid. Hence, the residual is a relative accuracy measure and is referred to as normalized averaged (density) residual.
The accuracy of the approximate porous medium solution is also quantified in terms of a residual. It is in this case the 2 -norm of the defect vector obtained when plugging the solution into the discrete system of equations divided by the square root of the number of equations. In which sense "residual" is used will be always clear from the context.
Since we are only interested in steady state solutions, stationary solutions at the current iteration step are computed alternating between both solvers. Therefore, the iteration process can be summarized as follows:
Step 1: Initialize flow solver.
Step 2: Transfer data (T HG , V HG ) provided by flow solver to the porous medium solver.
Step 3: Converge porous medium solver until the residual is smaller than a given tolerance.
Step 4: Transfer data (ρ f | Γ HG , T s | Γ HG ) from porous medium solver to flow solver.
Step 5: Converge flow solver until the residual is smaller than a given tolerance.
Step 6: Perform grid adaptation in the flow solver.
Step 7: Return to step 2 until (55) is fulfilled.
The relevant parameters and tolerances in the algorithm will be specified later below.
RESULTS
Simulations of coolant injection through porous material are carried out based on the above coupling strategies. The results are compared with results from hot gas channel experiments. We begin with briefly describing the setup of the experiments conducted by Langener et al. [16] . Afterwards, the numerical setup is discussed. Since the experiments have been performed for a symmetric configuration and the turbulent flow is modeled using the RANS equations, we present corresponding two-dimensional simulations. Thus, influences from the sidewalls of the channel are neglected. To take these effects into account, three-dimensional simulations are subsequently presented as well.
Experimental setup
In Langener et al. [16] experiments are carried out using carbon/carbon (C/C) ceramics as porous material. C/C material is a ceramic matrix composite (CMC) where both fibers and matrix are made from carbon. Temperatures are measured at locations in the material at different depths. For the experiments, the porous material is mounted into the sidewall of a subsonic wind tunnel. On the backside of the C/C material a coolant reservoir is attached. The experimental setup is shown in Fig. 3 . The test section is 1.32 m long with the C/C material beginning 0.58 m downstream from the entrance, the height is 90 mm and the width 60 mm. The C/C probe measures 61 mm × 61 mm and is 15 mm thick.
In the hot gas channel, the pressure is measured on one of the channel sidewalls, as can be seen in Fig. 3(a) . The temperature distribution on the surface of the porous material is monitored by infrared thermography. In addition the temperature in the porous material at different depths is measured by thermocouples. So far it is not clear whether these measurements are influenced by the coolant. Hence, it is assumed that they represent the temperature of the solid. The condition of the coolant in the reservoir is monitored as well. The experiments are described in detail in Langener et al. [16] . The turbulent flow conditions in the hot gas channel are summarized in Tab. I. The boundary layer in the channel has been estimated using pitot elements. The boundary layer thickness is about δ = 20 mm. Since in spanwise direction there are only 14.5 mm left from the porous material to the sidewalls of the channel they are expected to influence the coolant injection.
The parameters concerning the C/C material and the coolant (air) are listed in Tab. II and III, respectively. The C/C material is produced by the DLR Stuttgart [17] . The probe used in the experiments corresponding to the simulations presented here is mounted into the wall in such a way that the flow through the material is orthogonal to the direction of the ceramic fibers. Possible differences to be expected when mounting the porous material for parallel throughflow will be discussed in the conclusion.
With these data it is not possible to obtain quantitative comparisons between C/C materials with orthogonal and parallel flow directions. Experiments with probes coming from the same production batch are planned and corresponding numerical simulations will be performed afterwards. Still, such probes for orthogonal and parallel throughflow will not have the same material parameters since additional production processes are necessary to produce the latter.
Numerical setup (2D)
Exploiting symmetry we begin two-dimensional simulations of the transpiration cooling problem. To that end, we apply the weak coupling of the finite volume solver Quadflow with the finite element Mach number M a 0.5 density ρ HG 0.65 kg/m 3 total temperature T t,HG 525 K pressure p HG 95600 P a porous media solver on the boundary Γ HG described in Section 5. On the hot gas side, the twodimensional turbulent flow through a channel is modeled using the Menter SST turbulence model. The coarse grid for the flow solver comprises 190 grid cells and 5 refinement levels are used. The grid lines are concentrated towards the wall using a stretching function. The final adaptive grid consists of about 40.000 grid cells, see Fig. 4 .
As mentioned earlier, at the inflow boundary Γ I , using the law of the wall, a turbulent profile for temperature and velocity is prescribed . At the outflow boundary Γ O only the pressure is prescribed. The channel walls are adiabatic and no-slip boundary conditions are imposed.
The channel walls on both sides of the porous material are adiabatic walls. The values for the porous media boundary conditions are summarized in Tab. IV. Concerning these test cases, the Darcy velocities in the porous material are rather small. Therefore, it is not necessary to stabilize the elliptic part (28) (see (32) ) of the finite element porous medium solver. For computing a stationary blowing ratio solution with the flow solver, an implicit backward Euler time integration scheme is used with local time steps determined by a global CFL number. The following CFL evolution strategy
is used with the parameters CF L min = 1 and CF L max = 100. Here the index n enumerates the number of time steps since the last grid adaptation, i.e., after each adaptation the CFL number is again set to CF L min . This is essential because each grid adaptation causes a perturbation of the steady-state solution corresponding to the old grid thereby triggering some instationary waves on the new grid. When approaching the steady state on a current grid larger CFL numbers are admissible. The porous material is discretized by an equidistant coarse grid with 8 × 2 degrees of freedom which is uniformly refined up to a given maximal resolution level l. That is, because of the uniform porosity, no local grid adaptation is performed in the porous medium domain. Both the linear system for the temperature equations and the linearized system for the momentum and continuity equations are solved by employing the direct solver UMFPack. During the Picard iteration the residual of the transport system is reduced in about four iterations by seven orders of magnitude. Four such outer iterations in the porous medium flow solver are performed for dropping the residual of the complete system below 10 −10 .
In the course of the computation grid adaptation is applied in the hot gas flow whenever the normalized averaged density residual has dropped by three orders of magnitude. After each grid adaptation in the hot gas flow we transfer data from the output of the flow solver to the porous medium solver and then apply the porous medium solver, i.e., we execute a coupling iteration to update the temperature of the fluid and the mass flow of the coolant at the interface Γ HG . This is done for a prescribed number m of coupling iteration steps to be specified below.
After the last coupling iteration the computation in the hot gas flow continues until a residual drop of 10 −5 is reached. The highest level L of grids used for the hot gas flow simulation is kept fixed. Since in each grid-adaptation step an additional refinement level can be introduced and the computation is started on level L = 1, the final grid level L could be already reached after L − 1 grid adaptations. Note that the preceding adaptation steps are only used to generate an initial guess for the iteration on the final grid level L. Therefore these runs do not have to be fully converged in time.
A complete theoretical justification of the various process parameters is hardly feasible. Therefore, preparatory computational studies are performed for various parameter choices and modes of operations. Subsequent simulations are then to employ a parameter choice which on the one hand is to keep computational complexity moderate while, on the other hand, in a test scenario presumably more accurate but also more expensive choices do not show any significant deviations. In order to justify the choices of L the highest grid level generated in the course of adaptation steps in the hot gas flow, l the number of uniform grid refinements in the porous medium flow, m the number of coupling iteration steps in the simulation of the hot gas flow, we conduct first a parameter study for the exemplarily blowing ratio F = 0.01. In Fig. 5(a) , grid convergence for the hot gas domain is verified by showing the wall temperature for different grid refinement levels. For L = 5, there is a small difference in comparison with higher levels. Since the results are essentially indistinguishable for the higher levels, L = 6 is taken for all subsequent computations.
Different grids are investigated for the porous material as well, see Fig. 5(c) . Since the mass flux of coolant transported through the porous material is a key variable in this investigation we present the velocity component v y of V in porous media flow orthogonal to Γ HG . For l = 3 and l = 4, the resolution appears to be too coarse and the results differ significantly from those for higher refinement levels. For levels equal or higher than l = 5, there is no visible difference anymore.
To investigate the influence of the coupling process the wall temperature T N S in the hot gas channel is displayed for different numbers of coupling iteration steps m in Fig. 5(b) . The highest grid level L = 6 is reached during coupling step m = 5. There are only small differences for iteration step m = 6 but no detectable further deviations for additional coupling steps. Concerning the porous medium flow, we discuss only the temperature T f of the coolant because there are much smaller variations in the velocity component v y , see Fig. 5(c) . In contrast to the hot gas flow, the difference in T f between iteration steps m = 6 and m = 7 is larger, see Fig. 5(d) . After the fifth grid adaptation in the hot gas flow the porous medium computation is performed before the solution in the hot gas flow field could adapt to the new grid involving the final level L = 6. In the subsequent iteration steps m = 7, . . . , 10, while the hot gas flow solution is computed without further increasing the grid level, the solutions in the porous material show no further deviations.
Aside from the temperature distributions the relevant quantity for the coupling process is the pressure difference at Γ HG which we discuss now. In Fig. 6 we show the relative pressure, i.e., the pressure scaled by the free stream pressure of the hot gas, for both the porous medium and the hot gas at the interface for different coupling iteration steps. In Table V we list the corresponding l 1 -norm of the pressure difference at the interface Γ HG relative to the free stream pressure p ∞ of the hot gas flow, see (55). We note that the pressure in the hot gas does not change significantly. However, there is a significant change in the pressure of the porous medium flow that gradually approaches the pressure of the hot gas with each further coupling iteration step. Obviously, m = 8 coupling iteration steps are sufficient to provide a sufficient agreement between the pressures at the interface. Therefore we fix m = 8 for our simulations.
On account of these findings, the subsequent computations use L = 6 and l = 5 refinement levels for the flow solver and the porous medium solver, respectively. Eight coupling iteration steps, i.e., m = 8, are carried out where the next coupling iteration is triggered whenever the normalized, averaged density residual of the flow solver has dropeed below 10 −3 . As indicated before, the coupling step consists in a call of the porous medium solver using data provided by the hot gas flow solver. After the last iteration, the flow solver is converged until a normalized, averaged density residual of at least 10 −5 is reached, using the updated boundary conditions provided by the porous medium solver. . 
Numerical results (2D)
In this section, we present first the distribution of several quantities in the hot gas flow and in the porous material provided by the two-dimensional simulations for different blowing ratios. This is followed by comparing the results obtained by the two-dimensional finite element porous medium solver with results from a one-dimensional finite difference solver, cf. Gerber [10] , and experimental data, cf. Langener et al. [16] . The limitations of both, numerics and measurement technologies are discussed.
The temperature in the hot gas flow in the region of the porous material injection is shown in Fig. 7 . Upstream the injection, a normal temperature profile for an adiabatic channel flow can be seen, with a maximum temperature on the centerline of the channel, a minimum temperature in the boundary layer and a slightly increased wall temperature. A coolant film is now created by the injection through the porous material with increasing thickness over the length of the probe. With increasing blowing ratio F , the thickness of the coolant film increases as well. Furthermore, its temperature decreases, due to less heat consumption per unit mass flow inside the porous material which again results from a higher coolant mass flux. Further downstream the injection the temperature in the coolant layer increases, mainly due to turbulent mixing. Fig. 8 shows the wall-normal momentum of the injection. For lower blowing ratios only a small disturbance of the channel flow can be seen. For higher blowing ratios a mushroom like shape forms. For F = 0.01 a strong effect from the injection on more than half the channel height can be observed. Especially above the leading edge of the porous material at x = 0.58 m, a high momentum appears. This results from the injection being an obstacle for the hot gas flow. The latter has to detach from the wall and rise above the injection, leading to a high wall-normal momentum.
The disturbance introduced by the injection into the hot gas flow leads to a production of turbulence. The turbulent kinetic energy is shown in Fig. 9 . For the highest blowing ratio F = 0.01 the streak of turbulent kinetic energy beginning at the leading edge of the porous material is clearly visible. For lower blowing ratios and therefore less wall-normal momentum and less disturbance of the hot gas flow, the production of turbulent kinetic energy is much smaller.
In the following we present the condition of both fluid and solid in the porous medium beginning with the temperature of the solid in Fig. 10 . At the bottom close to the coolant reservoir the solid is rather cold. With increasing blowing ratio the temperature decreases because of the higher cooling potential of the larger coolant mass flux and the coolant, being replaced more frequently, stays cooler inside the reservoir. On the hot gas side the solid is hotter at the leading edge of the porous material and cooler further downstream, because of the developing coolant film in the hot gas flow. This effect again increases with increasing blowing ratio since, due to the higher coolant mass flux, the coolant film develops more rapidly. The difference between the temperature of the solid close to the coolant reservoir and close to the leading edge of the porous material increases with increasing blowing ratio because the temperature of the hot gas flow differs less at this point compared with the temperature close to the reservoir. The temperature of the coolant inside the porous material, see Fig. 11 , is strongly coupled with the temperature of the solid and therefore shows essentially the same behavior. In contrast to the temperature of the solid, due to higher Darcy velocities, the temperature difference decreases with increasing blowing ratio. Therefore, the through-flow time of the coolant is smaller and less heat is consumed by each portion of the coolant. Fig. 12 displays the density of the fluid inside the porous material. Due to higher pressure in the coolant reservoir and smaller pressure in the hot gas flow, the density evolves from higher values in the coolant reservoir to lower values on the hot gas side. Since a higher pressure is necessary for higher blowing ratios, the density is increasing with F as well. There are no significant changes according to the run length x of the hot gas flow, the results are quasi one-dimensional.
The Darcy velocities resulting from the given pressure difference are shown in Fig. 13 . The quantitative behavior is quite similar for the different test cases. According to the steeper pressure gradient close to the hot gas flow, the velocity increases. As expected, the velocity increases with increasing blowing ratio. Again, there is no noticeable dependence in direction of the hot gas flow even though, due to the injection, there is a pressure drop in the hot gas flow. But the overall pressure difference in the hot gas channel is small compared to the one in the porous medium that necessary to drive the coolant through the C/C material. Fig. 14 shows the cooling efficiency η ad for the different blowing ratios. Upstream the injection zone the cooling efficiency is zero or even slightly negative. The latter results from the deceleration of the hot gas flow due to the injection being an obstacle. The highest values are reached directly downstream the porous material, reaching up to 80 percent for the highest blowing ratio. Further downstream, due to the turbulent mixing process, the cooling efficiency decreases quickly. At least for F = 0.01, a substantial cooling efficiency lasts three lengths of the porous material downstream.
In Fig. 15 , the temperature of the solid taken at different y positions in the porous material is compared with results from a one-dimensional porous medium solver and experimental data. Langener et al. [16] placed thermocouples in different depths of the C/C material. The onedimensional solver [10] uses averaged values at the coupling interface.
As already seen in Fig. 10 the temperature at the hot gas side decreases in streamwise direction of the hot gas flow. For all blowing ratios the results from the one-dimensional solver lie between the results from the left and the right position in the two-dimensional porous material. For F = 0.002 and F = 0.003, taking the measurement errors into account, the computational results are in reasonable agreement with the experimental data. For the smallest and largest blowing ratio the temperature is, however, significantly under-and overestimated, respectively. This probably results from the choice of the heat transfer coefficients h and especially h HG . Although the latter is modeled as a function of the blowing ratio the influence of the coolant mass flow on the heat transfer seems to be underestimated. Better approximations of the heat transfer coefficients are necessary.
Four thermocouples are placed at the surface of the porous material. All four are shown in the figures and therefore illustrate the variations in the measurements across the surface. The thermocouples at different depths in the C/C material cannot be placed above each other but are also distributed over the whole cross section. As can be seen in Fig. 10 , at least close to the hot gas flow, there is a strong variation of the temperature of the solid in the direction of the hot gas flow. Furthermore, on the coolant reservoir side the closest measurement to the interface is taken 6 mm inside the porous material. This value is used as a boundary condition for the numerical simulations. Therefore, the temperature at this point is too high in Fig. 15 (b) -15(d).
Numerical setup (3D)
To investigate the influences of the sidewalls of the hot gas channel on the results, three-dimensional simulations of the porous media injection into the channel are performed. The three-dimensional grid is build starting from the two-dimensional configuration used before. Since the configuration is still axis-symmetric in spanwise direction, the grid is reduced to one half of the channel with symmetric boundary conditions on the centerline of the channel. The coarse grid is composed of 5824 grid cells. The number of grid cells in streamwise and wall-normal direction is doubled because of the small extent of the (half) channel in spanwise direction. A minimum number of 5 grid cells per block in each space dimension must be used for the coarse grid to guarantee the full functionality of the multiscale-based grid adaptation process. To compensate for this higher resolution of the coarse grid only three refinement levels are used. Note that due to these changes, the grid used here is not exactly a three-dimensional extension of the two-dimensional grid used before, but the grid spacing in streamwise and wall-normal direction is comparable. The final adaptive grid consists of about 8 million grid cells. The porous medium is resolved by an equidistant grid with 32 × 16 × 32 degrees of freedom. One can then proceed in a similar fashion as in the two-dimensional simulations. Specifically, we consider the blowing ratio F = 0.01. Boundary conditions and material parameters, as summarized above for the two-dimensional setup, are taken here as well. 
Numerical results (3D)
Since the hot gas channel in the experiment is quite narrow and the space between the porous material and the side walls of the channel is small the presence of walls are expected to influence the results.
First we show the temperature distribution in the hot gas channel at different spanwise positions in Fig. 16 . For z = 0.0 m, on the centerline of the channel, the coolant film develops as expected. Close to the edge in spanwise direction of the porous material the film becomes thinner, especially further downstream from the coolant injection, see Fig. 16(b) . Alongside the porous material (z = 0.04 m) no coolant film can be seen.
Considering the wall-normal momentum in Fig. 17 , the solution on the centerline is again very similar to the two-dimensional result shown in Fig. 8(d) . The injection leads to a mushroom-shaped form with a maximum wall-normal momentum close to the leading edge of the porous medium. Quantitatively, it is higher compared with the two-dimensional computation. At z = 0.03 m, the momentum is much smaller. Besides the porous material (z = 0.04 m), the momentum induced by the injection is still visible.
Comparing again the three-dimensional ( Fig. 18 ) with the two-dimensional results (Fig. 9 ), the production of turbulent kinetic energy starts little further downstream, but still above the porous material. Furthermore, the absolute values are higher. Again, the effect reduces close to the edge of the porous material. There is no production of turbulence in between the edge of the porous material and the channel sidewalls. Fig. 19 shows the temperature distribution at different streamwise positions, starting at the streamwise position of the injection. Furthermore, streamlines tangential to the slices which are normal to the main flow direction, are drawn. Therefore, these streamlines lack the streamwise velocity component. They must not be confused with common streamlines. In Fig. 19(a) the coolant injection can be seen at the bottom. Most of the injected coolant moves upwards, some is pushed sidewards into the gap between the injection regime and the sidewalls. Further downstream no more coolant is injected. Hot gas which has been displaced by the injection before cannot vanish, due to the channel sidewalls, but enters the cooling film from the side. The film becomes thicker and warmer, see Fig. 19 (b)-19(d).
In the following the conditions inside the porous material are shown at different streamwise and spanwise positions. Starting with the temperature of the solid. In Fig. 20(a) , the temperature on the centerline of the channel is shown which can be compared with the two-dimensional simulation, Fig. 10(d) . The results match very well. Closer to the edge of the porous material, see Fig. 20(c) , the temperature on the hot gas side of the interface is slightly increased, due to the hot gas coming from the non-cooled region on both sides of the porous material. Therefore, the temperature in the upper part of the porous material is increased as well.
Both streamwise slices close to the leading edge, see Fig. 20(b) , and the trailing edge of the porous material, Fig. 20(d) , confirm these observations. Near the centerline of the channel the temperature distribution is two-dimensional. Closer to the edge in spanwise direction the temperature at the top increases.
The temperature of the coolant, see Fig. 21 , behaves similarly, due to the coupling of the two temperature equations (4), (5) by the heat transfer term. The temperature reached close to the interface with the hot gas flow is lower compared to the two-dimensional simulation, Fig. 11(d) . This is most likely due to a lower hot gas temperature. However, the difference is small in absolute values.
The coolant density does not show any variation in both spanwise and streamwise direction, see Fig. 22 . Its distribution strongly depends on the given pressure difference between the coolant reservoir and the hot gas channel.
The cooling efficiency is shown in Fig. 23 . There is no cooling effect upstream the leading edge of the porous material. There is no separation area in front of the injection as observed in supersonic film cooling simulations, see Dahmen et al. [9] . Therefore, here no coolant is moved upstream by a rotating vortex. Downstream the injection, there is also no cooling effect in the gap between the cooled region and the channel sidewall. Only directly on both sides of the porous material, a little coolant enters also the gap between the porous material and the channel sidewall. The highest cooling efficiency appears directly above the porous material. Further downstream it decreases. Furthermore, since the hot gas flow is sucked in from the side, as has already be seen in Fig. 19t , he cooled area is narrowed. Due to the absence of vortices or strongly rotating flow, there are no regions heated by hot gas transported directly to the wall, an effect observed by Dahmen et al. [9] when injecting coolant through a slot into a supersonic boundary layer.
The cooling efficiency is significantly higher on the centerline of the channel and decreases when approaching the edge of the porous material. This can be seen in Fig. 24 where the cooling efficiency in different spanwise positions is compared to the two-dimensional results. For z = 0.02 m, the difference to the solution on the centerline is quite small. But close to the edge of the porous material, for z = 0.03 m, the cooling efficiency is strongly reduced. Interestingly, the cooling efficiency on the centerline is higher compared to the two-dimensional results. The most probable reason is the influence of the channel walls narrows the cooled area. Therefore, the coolant is restricted to a smaller area which increases the cooling effect. Finally, a quantitative comparison of infrared measurements [7] of the temperature on the surface of the porous material in the experiments by Langener [7] with the computational results is shown in Fig. 25 . For both measurement and simulation, only the upper half of the porous medium is shown. Due to the developing coolant film, the surface is hotter at the leading edge than at the trailing edge. Furthermore, the temperature near all edges is increased, especially in the corners. There are two effects this could be attributed to. The side surfaces of the porous wall have been sealed with an epoxy slurry to avoid leaking coolant. This sealing might have entered some of the pores and led to a lower permeability close to the edges. This would result in lower local coolant mass fluxes and therefore higher temperatures. In addition, since the cooled porous material can become less hot than the surrounding channel walls heat conduction into the porous material can occur [7] . Of course, if one had estimates of the corresponding heat fluxes these could be easily incorporated in the simulations. The checkered structure results from the production process of the C/C material. The reflection of the layers with different fiber orientation differs which results in these disturbances of the infrared picture. Fig. 25(b) shows the surface temperature for the three-dimensional simulation. Again, the temperature at the leading edge is higher than at the trailing edge. Furthermore, it is slightly increased towards the sidewalls of the channel. This effect cannot be explained by the two causes given for the experiment before since the permeabilities are constant for the whole computational domain and no heat transfer from the surrounding channel walls are included in the boundary conditions. Therefore, this effect most likely results from the influences of the sidewalls of the channel on the hot gas flow.
The comparison of experimental and computational results shows an overall acceptable agreement. But there are certain significant deviations. These differences can be explained by undesirable but also unavoidable effects in the experiments which are not modeled in the simulations. Incorporating these effects would require additional information gained from experiments. Corresponding numerical computations would yield results that match experiments for a wider range of flow scenarios offering more detailed insight into the flow features and thermal behavior of both hot gas and porous medium. Conversely, simulations can quantify the influence of these undesirable effects, for example the impact of the channel sidewalls on the measurements. This leads to a better interpretation of the experimental results. that incorporate enhanced techniques such as the usage of different coolants or micro-scale effects due to the roughness of the porous surface.
Mathematical concept
The numerical investigations confirm that the finite element solver presented in this paper is suitable for simulating porous media flow. Detailed insight into the distribution of temperature and flow in the porous material can be derived from the numerical results, where experimental results are again limited due to the small extent of the porous material. The placement of measurement devices into such a small regime is very difficult and their distance from each other is limited. Since the throughflow velocity in the porous medium is rather small, no stabilization of the numerical discretization is necessary. The comparison with experiments confirms that the porous media solver adequately reproduces the temperature distribution and the mass flow through the porous material. Nevertheless, there is a strong dependence on parameters like the heat exchange coefficients, which have yet to be determined by experiments. We emphasize that common restrictive assumptions which are often used for modeling transpiration cooling are not assumed here. Therefore, the legitimacy of some of these assumptions could be reviewed. First of all, the coolant mass flux distribution is often prescribed. The results presented here show that both the coolant density and its Darcy velocity are almost constant in crosssections normal to the porous medium flow direction. Therefore, if high-quality measurements of the mass flux are available, this assumption can be justified. In contrast to this, one-dimensional modeling of the temperatures in the porous medium is a very restrictive assumption. The results presented here show a strong variation especially in streamwise direction. Finally, often the temperatures of fluid and solid part of the porous medium are assumed to be in equilibrium. Even considering that the results presented here are vague in respect to the heat transfer between solid and fluid due to the lack of exact measurements of the heat transfer coefficients, it is fair to say that they show a significant difference between both temperatures.
Coupling of porous medium flow to pure fluid flow is a field of research which lacks in both theoretical investigations and practical application of numerical tools. As stated in Section 1, to the authors knowledge, there has been no approach of performing a fully coupled simulation of transpiration cooling so far. The weak coupling using boundary conditions performed in this study leads to convergence and reasonable results.
Technological concept
The numerical simulation of transpiration cooling by coupled porous media and pure compressible fluid flow have proven that this cooling technique can benefit from computational results as well. The results give detailed insight into the thermodynamic condition in the porous material. Furthermore, the influence of the injection on the turbulent channel flow can be observed. By investigating the influence of the channel walls on the computational results, the value and the assignability of the experimental results to the real application can be re-evaluated.
Compared with film cooling approaches using for example slots or holes the injection of a coolant through a porous material tends to promote more the cooling of the structure itself rather than the development of a film on the surface of the wall downstream from the injection. Furthermore, the area where the coolant is injected through the porous material can be large compared to slots or multiple boreholes. Therefore, blowing ratios are smaller and the interaction with the hot gas flow is weaker. Therefore, the coolant film inserted by the transpiration cooling approach is more uniform compared to the one produced by blowing through boreholes, for example.
Future investigations
In the present work only air is considered as cooling gas. With regard to an optimal cooling efficiency, different coolants should be investigated. This can have a major impact on the thickness of the cooling layer. The injection of different coolants through porous material into both subsonic and supersonic hot gas flows has been investigated experimentally by Langener [7] . In order to perform numerical simulations the air flow and the injected coolants have to be modeled as a mixture of perfect gases. For this purpose, the QUADFLOW solver is currently being extended, see Windisch [11] .
In the experiments corresponding to the simulations in this work the porous material has been mounted into the wall in such a way that the carbon fibers are orthogonal to the porous media flow. This has the advantage that the heat conduction in wall-normal direction is reduced. In contrast to this, the pressure difference between hot gas flow and coolant reservoir which is necessary to reach a certain Darcy velocity in the porous material is higher. Experiments with a second probe, where the throughflow is parallel to the fibers, have been considered by Gotzen [34] . Due to differences in the production process for probes for orthogonal and parallel throughflow, mainly due to the necessary size of the probe in different directions, the material parameters differ and do not allow for a decision which direction should be preferred.
Future interest will be concerned also with the use of higher order turbulence models. Therefore, turbulence models as the Reynolds stress model or the Variational Multiscale Method are to be applied. The latter can be considered an advanced LES, see Koobus and Farhat [36] . Another suitable ansatz could be the coherent vortex structure (CVS) approach proposed by Farge and Schneider [37] . The quality of the results will benefit much more from the higher order turbulence modeling for more complicated and more realistic applications.
The physical modeling currently used for the porous media flow does not take into account friction in the velocity equation of the porous medium. This is sufficient in the interior of the domain, but may be not correct at the interface between porous medium and hot gas flow. Currently, looking from the hot gas flow, the interface to the porous material is modeled as a no-slip boundary, in tangential direction. But on a microscopic scale, this is only true concerning the solid part of the porous material. The hot gas flow will introduce a tangential shear stress to the fluid part of the porous material, which will lead to a thin layer at the interface with fluid inside the porous material moving in streamwise direction of the hot gas flow. But, as mentioned before, the physical modeling of such a boundary layer is not possible without introducing friction to the model for the porous medium flow. Therefore, only injection in wall-normal direction has been considered so far.
In accordance with other authors the assumption was made that the pressure is continuous across the interface between the flow domain and the porous material. Nield and Bejan [29] pointed out that this is in fact the case on the microscopic scale, but might not hold on the macroscopic scale. There can be a relevant pressure difference in a thin layer around the interface that cannot easily be resolved in numerical computations.
Without friction, the flow of the coolant through the porous material is quasi-one-dimensional. Therefore, the nonlinear equations for density and Darcy velocity could be solved in a onedimensional domain, leaving only the linear system for the two temperatures to be solved in two or three space dimensions. This would reduce computational costs.
Furthermore, the weakly coupled simulations in this work have been done without performing a fixed point iteration at the interface between the porous material and the hot gas flow. Stationary solutions are reached in both the hot gas flow and the porous medium and these solutions do not change after applying more coupling iterations. A more thorough investigation of the coupling process solving a fixed point problem will be necessary for instationary applications.
In order to further improve the model homogenization techniques might be deployed in the future to determine effective boundary conditions for porous medium injection. This will give the possibility to take small scale effects into account that are caused by the roughness of the porous medium surface which in turn cannot be directly resolved. For incompressible, laminar flow results are reported in [38] .
