Abstract: In this work we present new results on model predictive control (MPC) for nonlinear time-delay systems. In the first part we derive a novel scheme for determining a suitable terminal cost and terminal region based on the Jacobi linearization of the nonlinear system. The main advantage of the proposed scheme compared to previous results is that the terminal region is defined as a sublevel of the terminal cost functional without any restrictive requirements on the sampling time of the MPC. Based on this result, we present an MPC scheme without terminal constraint in the second part. The result extends existing results for delay-free systems and guarantees asymptotic stability of the closed-loop. The main difficulty in the derivation is to show that the integral over the stage cost has a lower bound if the state is outside of a certain region. This is directly satisfied for delay-free finite-dimensional systems, but requires additional arguments for time-delay systems.
INTRODUCTION
Model predictive control (MPC), also known as receding horizon control, is one of the most successful advanced control strategies and has received significant attention in academic research as well as industrial applications.
Due to the use of a finite prediction horizon, stability is not guaranteed in general, see Raff et al. [2006] for a practical example. Several MPC schemes have been proposed which guarantee closed-loop stability for delay-free systems by using an approriately chosen terminal cost and a terminal state constraint, see e.g. Chen and Allgöwer [1998] , Mayne et al. [2000] .
For computational reasons, it is often desired to remove the terminal constraint from the optimal control problem. The results in Hu and Linnemann [2002] , Limon et al. [2003 Limon et al. [ , 2006 present MPC schemes in which the openloop optimal control problem does not involve explicit terminal constraints. In the following, we will refer to these MPC schemes and optimal control problems as unconstrained independent of a possible consideration of input and/or state constraints. In both schemes Hu and Linnemann [2002] , Limon et al. [2003 Limon et al. [ , 2006 , certain terminal constraints are implicitly fulfilled for the optimal solution of the unconstrained optimal control problem. However, this is only possible to guarantee if the terminal ⋆ M. Reble's work is financially supported by the Priority Programme 1305 "Control Theory of Digitally Networked Dynamical Systems" of the German Research Foundation (DFG). The authors would like to thank the DFG for support of the project within the Cluster of Excellence in Simulation Technology (EXC 310/1) at the University of Stuttgart.
region is defined as a sublevel set of the terminal cost functional.
The results of MPC with terminal constraints have been recently extended to nonlinear time-delay systems in Reble et al. [2010] , Mahboobi . Several schemes to calculate stabilizing design parameters have been developed, see e.g. Reble et al. [2010] , Mahboobi Esfanjani et al. [2009] , Reble and Allgöwer [2010a,b] , Raff et al. [2007] . MPC schemes for time-delay systems without terminal constraints based on suitably defined terminal cost functionals are presented in Kwon et al. [2001a,b] , Mahboobi . However, a global control Lyapunov-Krasovskii functional is necessary in order to guarantee stability for those schemes whereas schemes with terminal constraint only require local control Lyapunov-Krasovskii functionals.
The goal of this work is to extend the results in Hu and Linnemann [2002] , Limon et al. [2003 Limon et al. [ , 2006 to nonlinear time-delay systems and, thus, to derive MPC schemes without terminal constraint which use only local control Lyapunov-Krasovskii functionals. Unfortunately, the terminal region is not defined as a sublevel set of the terminal cost functional in the existing results of Reble et al. [2010] , Mahboobi , Reble and Allgöwer [2010a] . In Reble and Allgöwer [2010b] , it is shown that it is indeed possible to define a terminal region as a sublevel set of the terminal cost functional by using certain Lyapunov-Razumikhin arguments. However, this approach has several drawbacks. First, it is assumed that the linearization of the system about the origin is stabilizable and that an associated Lyapunov-Razumikhin function exists. This condition is similar to the result in Reble et al. [2010] , Mahboobi . Even more severe is the second condition which requires that the sampling of the MPC controller is larger than the time-delay of the system. This is clearly problematic for unstable systems and/or systems with large time-delays.
In this work, we present a novel definition of the terminal region and terminal cost functional for MPC for nonlinear time-delay systems. Similar to Reble and Allgöwer [2010b] , the terminal region is defined as a sublevel set of the terminal cost functional, which allows us to derive an unconstrained MPC scheme along the lines of Limon et al. [2003 Limon et al. [ , 2006 . In contrast to the result in Reble and Allgöwer [2010b] , no assumption on the sampling time is required besides being strictly positive.
The remainder of this paper is organized as follows. In Section 2 the problem setup considered in this work is presented. In Section 3 the MPC setup is given and conditions for asymptotic stability are recalled. The main result, a novel definiton of stablizing design parameters for MPC of nonlinear time-delay systems, is presented in Section 4. Based on this result, an unconstrained MPC scheme is derived in Section 5. Concluding remarks are given in Section 6.
Notation: Let R
+ denote the non-negative real numbers and R n denote the n-dimensional Euclidean space with the standard norm | · |. P is the induced 2-norm of matrix P . Given τ > 0, let
n with the topology of uniform convergence. A segment x t ∈ C τ is defined by x t (s) = x(t+ s), s ∈ [−τ, 0]. The norm on C τ is defined as x t τ = sup θ∈ [−τ,0] |x(t + θ)|. λ max (P ) and λ min (P ) refer to the maximal and minimal eigenvalue of symmetric matrix P , respectively. A function f : R + → R + is said to belong to class K ∞ if it is continuous, strictly increasing, f (0) = 0 and f (s) → ∞ as s → ∞. floor(s) denotes the largest integer less or equal to s.
PROBLEM SETUP
Consider the nonlinear time-delay systeṁ
in which x(t) ∈ R n is the instantaneous state at time t subject to state constraints x(t) ∈ X , u(t) ∈ R m is the control input subject to input constraints u(t) ∈ U and ϕ ∈ C τ is the initial function. The time-delay τ > 0 is constant and assumed to be known. The function f : R n × R n → R n is continuously differentiable and globally Lipschitz. Matrix B ∈ R n×m is constant. The constraint sets X ⊂ R n and U ⊂ R m are compact, convex, and contain the origin in their interior. Without loss of generality, x t = 0 is assumed to be an equilibrium of system (1) for u = 0, i.e. f (0, 0) = 0. The problem of interest is to stabilize the steady state x t = 0 via model predictive control.
In order to design a locally stabilizing control law the Jacobi linearization of system (1)
is used. The matrices are given by
Define Φ as the difference between the nonlinear system (1) and its Jacobi linearization (2) Φ(
Since f is continuously differentiable and Φ only consists of higher order terms, i.e. it contains no linear terms, for any γ > 0 there exists a δ = δ(γ) > 0 such that
(4) for all x t τ ≤ δ.
MODEL PREDICTIVE CONTROL FOR NONLINEAR TIME-DELAY SYSTEMS
Model predictive control (MPC) is formulated as solving online a finite horizon optimal control problem. Based on measurements obtained at time t, the controller predicts the future behavior of the system over a finite prediction horizon T and determines the control input such that a cost functional J is minimized. In order to incorporate a feedback mechanism, the obtained open-loop solution to this optimal control problem will be implemented only until the next measurement becomes available. Based on the new measurement, the solution of the optimal control problem is repeated for a now shifted horizon and again implemented until the next sampling instant.
It is well known that an inappropriate definition of the finite horizon optimal control problem may cause instability especially if the horizon is too short, see, e.g., the practical example in Raff et al. [2006] . In general, appropriately chosen terminal cost and terminal constraint are used to guarantee closed-loop stability [Mayne et al., 2000] . In the following, the general model predictive control setup for nonlinear time-delay systems of Mahboobi is presented and the conditions for asymptotic stability are recalled.
The open-loop finite horizon optimal control problem P(x t ; T, Ω) at time t with prediction horizon T is formulated as
x t+T ∈ Ω ⊆ C τ , in which x(t ′ ) is the predicted trajectory starting from initial condition x t = x(t + θ), −τ ≤ θ ≤ 0, and driven by u(t ′ ) for t ′ ∈ [t, t + T ]. The terminal region Ω is a closed set, contains the steady state 0 ∈ C τ in its interior, and is defined such that x t ∈ Ω implies x(t + θ) ∈ X for all θ ∈ [−τ, 0]. The terminal cost E : C τ → R + is a suitably defined positive definite terminal cost functional for which a class K ∞ function E :
The optimal solution of P(x t ; T, Ω) is denoted by u * (·; x t , t) with associated optimal predicted state trajectory x * t+· and optimal cost J * (x t ; T, Ω). The control input to the system is defined by the optimal solution u * (·; x t , t) of problem P(x t ; T, Ω) in (5) at sampling instants t i = i ∆, i ∈ N, in the usual receding horizon fashion
Here the sampling time ∆ > 0 has to be chosen smaller than the prediction horizon T . The implicit feedback controller resulting from application of (6) 
The main result regarding asymptotic stability of the closed-loop system can be summarized as follows, see also 
A NOVEL DEFINITION OF THE TERMINAL COST AND THE TERMINAL REGION
In this work, we use Lyapunov-Razumikhin arguments in order to derive a novel terminal cost and a terminal region defined as sublevel set of the terminal cost. In contrast to the previous result in Reble and Allgöwer [2010b] , no assumption on the sampling time is necessary due to an additional weighting term.
Similar to Reble and Allgöwer [2010b] , we consider a quadratic stage cost
with positive definite matrices Q and R. Moreover, we assume that the Jacobi linearization about the origin can be stabilized by a linear local control law such that the closed-loop consisting of linearized system and local control law exhibits a Lyapunov-Razumikhin function V :
with a symmetric positive definite matrix P . Hence, the following assumption has to be satisfied. Assumption 4. There exists a linear local control law
such that the derivative of the Lyapunov-Razumikhin function V in (9) along trajectories of the linearized system (2) satisfiesV
for some constant ε > 0 and ρ > 1.
Using this assumption and the assumption that the sampling time ∆ is larger than the time-delay τ , it was shown in Reble and Allgöwer [2010b] that it is possible to choose a terminal cost functional
and a terminal region
for some α , β 0 > 0 such that the closed-loop with the MPC control law (6) is asymptotically stable. The assumption ∆ > τ is necessary because the terminal cost function E in (12) cannot satisfyĖ ≤ −F , but will be constant on certain time intervals. A decrease of E is only guaranteed after a time larger than the time-delay τ . However, it is evident that such a requirement on the sampling time is not desirable, in particular for unstable systems and/or systems with large time-delay.
In the following, we show that the assumption ∆ > τ can be dropped if we introduce an additional weighting term in the terminal cost functional. The result can be summarized as follows.
Theorem 5. Consider a nonlinear time-delay system of form (1) and stage cost (8). If Assumption 4 is satisfied, then there exists a terminal cost functional
with
, β 0 > 0 and there exists a terminal region
in which α > 0, such that Assumption 2 is satisfied and the closed-loop with the MPC control law (6) is asymptotically stable.
Proof. For γ > 0 chosen such that
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we choose α > 0 such that α < β 0 λ min (P ) δ(γ) e −µ and such that x t ∈ Ω implies k(x t ) ∈ U and x(t + θ) ∈ X for all θ ∈ [−τ, 0], which is always possible for small enough α. For this α, it was shown in [Reble and Allgöwer, 2010b, Theorem 4 ] that the derivative of V along trajectories of the nonlinear system (1) satisfies the conditionV (x(t)) ≤ −ε/2 |x(t)| 2 for all x t ∈ Ω satisfying (11).
Define the auxiliary functionV t (θ) = 1 β(θ) E(x t ), see Figure 1 . Then it directly follows from the definition of
Hence, by investigating ∆ → 0, we obtaiṅ
In the next step, we show that F (x(t), k(x t )) ≤ ψ β0 E(x t ) for some constant ψ > 0. Using similar steps as in the proof of [Reble and Allgöwer, 2010b, Theorem 4] with
with ψ = e µ λmin(P )ψ and
) and therefore asymptotic stability of the closed-loop with the MPC controller is guaranteed by Theorem 3. 2
Using the design parameters E and Ω in Theorem 5, it is possible to extend existing results on unconstrained MPC schemes to nonlinear time-delay systems as shown in the next section.
UNCONSTRAINED MPC FOR NONLINEAR TIME-DELAY SYSTEMS
In this section, we consider unconstrained MPC schemes, i.e. we remove the terminal constraint x t+T ∈ Ω in the finite horizon optimal control problem P(x t ; T, Ω) and denote the resulting unconstrained problem by P u (x t ; T ) = P(x t ; T, C τ ).
The goal of this section is to show that a sublevel set of the optimal cost belongs to the region of attraction of the origin of the closed loop even if no terminal constraint is included in the optimization problem. This is an extension of the results in Limon et al. [2006] to nonlinear timedelay systems. With this result, it is possible to guarantee asymptotic stability for unconstrained MPC schemes.
The first lemma in this section is based on [Limon et al., 2006, Lemma 1] and states that if the predicted terminal state is not contained in Ω, then every state of the predicted trajectory is outside of Ω. Lemma 6. Consider the optimal control problem P u (x t ; T ) and the region Ω = {x t : E(x t ) ≤ α}. Moreover, let Assumption 2 be satisfied. If
Proof. Assume that x * t+T / ∈ Ω and there exists a η ∈ [0, T ] such that x * t+η ∈ Ω. Let u * and x * be the optimal solution to P u (x t , T ). By the principle of optimality, the optimal solution to P u (x t+η , T − η), denoted byû andx, satisfieŝ u(t+ζ) = u * (t+ζ) andx(t+ζ) = x * (t+ζ) for all ζ ∈ [η, T ]. Since for all x t ∈ Ω, it holds that J * (x t ; T − η) ≤ E(x t ), see Mayne et al. [2000] , Reble et al. [2010] , we know that
Therefore it follows that x * t+η / ∈ Ω, which contradicts the assumption. Hence the lemma is proved.
2
Note that the proof of Lemma 6 requires that Ω is defined as sublevel set of the terminal cost E. This allows the use of the terminal cost and terminal region as defined in Section 4, however it is not possible to use the results from Mahboobi , Reble and Allgöwer [2010a] In [Limon et al., 2006, Assumption 2] , it was required that there exists d > 0 such that F (x, u) > d holds for all x / ∈ Ω and all u ∈ U. Clearly, this does not hold true for the problem setup considered in this work and all other results on MPC for time-delay systems because the stage cost F only penalizes the instantaneous state x(t), and not the full state x t of the system. However, it is possible to show a weaker property which will be sufficient for the following results and considers the whole horizon instead of each single time instant.
For all x t ′ / ∈ Ω it holds that E(x t ′ ) > α. From this, a lower bound on the integral
x 2 (t)dt can be de- rived, which implies the existence ofd > 0 such that
follows. These results are summarized in Lemma 7. Lemma 7. If T > 2τ and
Proof. Since f is assumed to be globally Lipschitz and u to be bounded, there exist constants
From E(x t ′ ) > α, it follows that
Define two functions y and z by y(θ) = |x(t
θ)dθ will be used to derive a lower bound on
This integral will be minimal if z(θ) reaches its maximum defined as µ > α 1 atθ ∈ [0, τ ] and descends from there in both directions with the maximally possible gradient to zero. No assumption is made on the shape of y. Without loss of generality, it can be assumed thatθ = 0. In the following, a rectangle of maximum width τ /2 will be used to lower bound the integral Figure 2 . Therefore, it is irrelevant where the maximum of z lies.
Because of the Lipschitz assumption on f (x(t), x(t − τ )) and the assumption on the shape of z, it is possible to lower bound z(θ) by a functionz(θ) defined bȳ
Two cases can be distinguished: (i)
For case (i), we can use the lower bound
For case (ii), note thatz(θ) is strictly monotonically decreasing for non-zero values ofz(θ). In the following, a lower bound on θ * > 0, withz(θ * ) = α 1 /2 will be computed. Fromz(θ * ) = α 1 /2, it follows
The inequality in the second line follows from the assumption that
1 τ /8 and the well known relation
The solution of the inequality yields 
This completes the proof. 2
Using the lower bound derived in the previous lemma, we can formulate our main result as follows.
Theorem 8. Consider the terminal cost functional E(x t )
and Ω = {x t : E(x t ) ≤ α} such that Assumption 2 is satisfied. Letd be given by Lemma 7. Then the unconstrained MPC controller with T > 2τ based on P u (x t ; T ) asymptotically stabilizes the system (1) for any initial state in Γ T = x t ∈ C τ : J First, it is proven by contradiction that for any x t ∈ Γ T , the optimal solution satisfies the terminal constraint. From Lemma 6, it can be inferred that if the optimal trajectory is such that the terminal region is not reached, then all states on the trajectory are not in Ω and hence, by Lemma 7,
Using the results of Section 4 and Lemma 7, the other properties of the unconstrained MPC scheme proven in Limon et al. [2006] can also be extended to the time-delay case. The derivations are standard and omitted here for lack of space. For details, we refer to Limon et al. [2006] and Brunner [2010] .
CONCLUSIONS
The contribution of this work is twofold: first, we present a novel definition of an appropriate terminal region and terminal cost functional for MPC for nonlinear time-delay systems. Its main feature is that the terminal region is defined as a sublevel set of the terminal cost functional and, in contrast to the only other result with that property, no restrictive assumption on the sampling time has to be made. Second, we show that the novel terminal cost functional allows to extend existing results on unconstrained MPC schemes to nonlinear time-delay systems, which was not possible with previous results. Future research work will be dedicated to the computational advantages of the unconstrained MPC schemes compared to schemes with terminal constraints and the restrictiveness of the Razumikhin conditions considered in this work.
