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Abstract A new method for predicting the upper tail
of the precipitation distribution, based on empirical–
statistical downscaling, is explored. The proposed
downscaling method involves a re-calibration of the
results from an analog model to ensure that the results
have a realistic statistical distribution. A comparison
between new results and those from a traditional analog
model suggests that the new method predicts higher
probabilities for heavy precipitation events in the fu-
ture, except for the most extreme percentiles for which
sampling fluctuations give rise to high uncertainties.
The proposed method is applied to the 24-h precipita-
tion from Oslo, Norway, and validated through a com-
parison between modelled and observed percentiles. It
is shown that the method yields a good approximate
description of both the statistical distribution of the
wet-day precipitation amount and the chronology of
precipitation events. An additional analysis is carried
out comparing the use of extended empirical orthog-
onal functions (EOFs) as input, instead of ordinary
EOFs. The results were, in general, similar; however,
extended EOFs give greater persistence for 1-day lags.
Predictions of the probability distribution function for
the Oslo precipitation indicate that future precipitation
amounts associated with the upper percentiles increase
faster than for the lower percentiles. Substantial ran-
dom statistical fluctuations in the few observations that
make up the extreme upper tail implies that modelling
of these is extremely difficult, however. An extrapo-
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lation scheme is proposed for describing the trends
associated with the most extreme percentiles, assuming
an upper physical bound where the trend is defined as
zero, a gradual variation in the trend magnitude and a
function with a simple shape.
1 Introduction
Downscaling It is often necessary to have a descrip-
tion of the local climate and how it may change in the
future in order to work out the best adaption strate-
gies, given a changing climate. State-of-the-art global
climate models (GCMs) still have a spatial resolution
that is too coarse to provide a good description of local
processes that are important in terms of natural haz-
ards, agriculture, built environment or local ecological
systems. Thus, in order to get useful information on a
local scale, it is necessary to downscale the GCM results
(Benestad et al. 2008). One particular challenge is then
to derive reliable statistics for future local precipitation
and estimate the impacts of a global climate change.
There are two main approaches for downsca-
ling GCM results, (1) dynamical (also referred to as
‘numerical’ downscaling) and (2) empirical–statistical
downscaling (also referred to as just ‘statistical’ or ‘em-
pirical’ downscaling), and there is a large volume of
downscaling-related publications in the scientific liter-
ature (Christensen et al. 1997, 2007; Timbal et al. 2008;
Frei et al. 2003; Chen et al. 2005; Linderson et al. 2004;
Fowler et al. 2007; von Storch et al. 2000; Hanssen-
Bauer et al. 2005; Salathé 2005; Kettle and Thompson
2004; Penlap et al. 2004; Benestad et al. 2008).
Dynamical downscaling involves running an area-
limited high-resolution regional climate model (RCM)
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with (large-scale) variables from a GCM as boundary
conditions. The RCMs tend to be expensive to run and
may not provide realistic local conditions on a very
small spatial scale (Benestad and Haugen 2007).
In empirical–statistical downscaling (ESD), a wide
range of models and approaches have been used,
and this approach may be divided into several sub-
categories: (a) linear models (e.g. regression or canon-
ical correlation analysis) (Huth 2004; Busuioc et al.
1999, 2006; Bergant and Kajfež-Bogataj 2005; Bergant
et al. 2002), (b) non-linear models (Dehn 1999; van den
Dool 1995; Schoof and Pryor 2001) or (c) weather
generators (Semenov and Barrow 1997). The choice of
ESD model type should depend on which climatic vari-
able is downscaled, as different variables have different
characteristics that make them more or less suitable in
terms of a given model.
RCMs and ESD complement each other, as these
represent two independent approaches for deriving
information on a local scale, given a large-scale sit-
uation. Thus, the different approaches tend to have
different strengths and weaknesses (Benestad 2007a).
Comparisons between the two approaches also suggest
that ESD models can have as high skill as RCMs for
the simulation of precipitation (Haylock et al. 2006;
Hanssen-Bauer et al. 2005).
RCMs have been used to downscale the precipita-
tion, but these models tend to exhibit systematic biases
and only provide rainfall averages over a grid box size
area (typically greater than ∼ 10 × 10 km2). In moun-
tainous areas and regions with complex topography, the
RCMs do not provide a representative description of
climate variables with sharp spatial gradients, and it
is necessary to re-scale the output in order to obtain
a realistic statistical distribution (Engen-Skaugen 2004;
Skaugen et al. 2002). A re-scaling, giving the right mean
level or standard deviation, assumes that the RCM re-
produces the true shape for the statistical distribution,
as well as the correct wet-day frequency in order for
other percentiles to also be correct, as all the percentiles
are scaled by the same factor. However, RCMs may not
give a correct representation of the whole statistical dis-
tribution (Benestad and Haugen 2007), and such post-
processing adjustments may, hence, yield a reasonable
mean level and spread, but this does not guarantee a
realistic description of the upper tails of the distribution
and, hence, extremes.
There are also a number of possible caveats as-
sociated with running RCMs: (1) ill-posed solution
associated with boundary conditions (lateral bound-
aries, as well as lack of two-way coupling with the
ocean and land surfaces), (2) inconsistencies associ-
ated with different ways of representing sub-grid scale
processes (parameterisation schemes), (3) up-scaling
effects where improved simulations and better resolu-
tion of small-scale processes (e.g. clouds and cyclones)
have implications for the large-scale environment or (4)
general systematic model errors.
ESD models also have a number of limitations, and
these models are based on a number of assumptions: (a)
that the statistical relationship between the predictor
and predictand is constant, (b) that the predictor carries
the climate change ‘signal’, (c) that there is a strong
relationship between the predictor and predictand and
(d) that the GCMs provide a good description of the
predictor. Furthermore, linear models tend to provide
predictions with reduced variance (von Storch 1999).
Distributions for daily precipitation Extreme amounts
of daily precipitation are tricky to model, due to the fact
that the downpour may have a very local character, in
addition to the precipitation amount being zero on dry
days and having a non-Gaussian statistical distribution
on wet days. It is common to assume that the 24-h
precipitation follows a gamma distribution1 which is
described by the shape (α) and scale (β) parameters
(Wilks 1995).
Extremes and the upper tails of the distribution Ex-
treme modelling such as generalised extreme value
(GEV) modelling and general Pareto distribution
(GPD) are commonly used for modelling extremes
because they provide a sophisticated basis for analysing
upper tails of the distribution. The gamma distribution,
on the other hand, provides a good fit to the entire
data sample, but not necessarily to the upper tail. These
models2 for the statistical distributions, however, in-
volve two or more parameters (scale and shape) to be
fitted, requiring large data samples in order to get good
estimates.
Furthermore, models of the statistical distribution
tend to assume a constant probability density function
(PDF), but these are inadequate for when the PDF
changes over time (Benestad 2004b). It is, nevertheless
possible to use a simple single-parameter model that
provides an approximate description of the statistical
distribution, which is both easier to fit to the data and
for which the parameter exhibits a dependency on the
mean local climate conditions. In other words, it is
possible to predict changes in the PDF, given a change
in the mean conditions.







, x, α, β > 0.
2Here, the term ‘model’ is used loosely: referring to either
GCMs, RCMs, ESD or a theoretical statistical distribution such
as gamma, exponential, GEV or GPD.
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The two red dotted vertical
lines in the insert mark the 95
and the 97.5 percentiles,
respectively. The dashed blue
lines and blue text describe
the PDF for a future climate
3◦C warmer than present and
with 2 mm/day higher mean
precipitation. The PDF
assumes an exponential
distribution with m derived
from Eq. 2
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Approximate statistical distributions The PDF for the
wet-day, 24-h precipitation amount (Pw) can be ap-
proximated with an exponential distribution (Benestad
2007b)3 according to:
f (x) = me−mx, (1)
where m > 0 and x represents the wet-day precipitation
Pw. The best-fit between a PDF based on Eq. 1 and
the empirical data is shown in Fig. 1, indicating an
approximate agreement between the data points and
the line for all but the most extreme values. The dashed
red vertical lines in the insert mark the 95 and the
97.5 percentiles (q0.95 and q0.975), and it is evident that
these are associated with levels where the exponential
distribution provides a reasonable description of the
frequency. Moreover, Eq. 1 provides a good approxi-
mation of the frequency as long as the values are not
far out in the upper tail of the distribution.
3The parameter m in this context corresponds to −m in Benestad
(2007b).
Benestad (2007b) argued that the geographical vari-
ations in the rainfall statistics suggest that the character
of the distribution (in this case m) can be predicted,
given the mean local temperature, T; all-days (wet
and dry) precipitation amounts, Pa; and geographical
parameters.
Analog models Linear ESD models may provide a
good description of climate variables that have a
Gaussian distribution (Benestad et al. 2008) but per-
form poorly for 24-h precipitation. Analog models, in-
volving re-sampling of historical values depending on
the state of large-scale conditions, have been used to
provide realistic scenarios for the 24-h precipitation
(Dehn 1999; Fernandez and Saenz 2003; van den Dool
1995; Timbal et al. 2003, 2008; Timbal and Jones 2008;
Wilby et al. 2004).
Zorita and von Storch (1999) argued that more
sophisticated non-linear ESD models do not perform
better than the simple analog model. However, such
models imply fundamental shortcomings due to the fact
that they cannot predict values outside the range of
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observed values (Imbert and Benestad 2005). The ana-
log model may distort the upper tail if all the val-
ues greater than the historical maximum value are
attributed the bin associated with the maximum value
of the statistical distribution (PDF) of the past obser-
vations. Alternatively, the values exceeding the range
of the past may be distributed over several bins or
not counted at all. In any case, the analog model will
not give a reliable description of the upper tail of the
distribution.
Imbert and Benestad (2005) suggested a method
for dealing with new values outside the range of the
historical sample by shifting the whole PDF according
to a trend predicted by linear ESD models. Such a
shift in the location of the statistical distribution does
not resolve the problem with the distorted upper tail,
however.
Another caveat with the analog model may be that
they may not preserve the time structure. Here, the
time structure refers to the characteristic way precip-
itation changes over time, reflected in aspects such
as persistence, duration of wet and dry spells, and
the probability of a rainy day following a dry day. The
time structure will henceforth be referred to as the
precipitation ‘chronology’.
On the one hand, the chronology of the predicted
response is given by the evolution in the large-scale
situation (e.g. sea level pressure, henceforth referred
to as ‘SLP’), but on the other, there is often not a
straightforward, one-to-one relationship between the
weather type and the local precipitation, and similar
large-scale circulation may be associated with different
rainfall amounts. It is possible to use weather types
and statistics for each category to carry out Monte-
Carlo type simulations, also referred to as ‘weather
generators’ (Soltani and Hoogenboom 2003; Semenov
and Brooks 1999; Semenov and Barrow 1997), but
uncertainties associated with the transition between the
types may also affect the timing of precipitation events.
The philosophy of the proposed method Here, a new
strategy for downscaling 24-h precipitation is pre-
sented, which aims at both providing a representa-
tive description of the PDF and yielding a plausible
chronology of both wet and dry days with precipitation
amounts. Moreover, the general idea of the proposed
method is to determine the PDF for wet-day 24-h pre-
cipitation, and then generate time series with the same
wet-day PDF and a realistic chronology. This is possible
by combining different techniques with different advan-
tages. Most of the techniques employed here build on
previous work, as the prediction of precipitation PDFs
was done by Benestad (2007b), while the analog model
used for producing a realistic chronology is based on
Imbert and Benestad (2005). However, here, the time
structure is improved by introducing information about
1-day evolution of the large-scale situation.
The outline of this paper is as follows: A methods
and data section, followed by the results, a discussion
and the conclusions. Here, the focus will be on the 24-h
precipitation amounts in Oslo, Norway.
2 Methods and data
2.1 Methods
Implementation All the analyses and data process-
ing described herein are carried out within the R-
environment (version 2.8.0) (Ihaka and Gentleman
1996; Gentleman and Ihaka 2000; Ellner 2001), and is
based on the contributed packages called clim.pact4
(version 2.2-26)(Benestad et al. 2008; Benestad 2004a)
and anm5 (version 1.0-5). The R-environment and R-
packages are open source and freely available from
http://cran.r-project.org.
Definitions Here, the term ‘trend’ is used to mean the
mean rate of change over the interval for which there is
data. An ordinary linear regression (OLR) yˆ = αt + β
is used to estimate the rate of change α, with y being the
variable analysed and t the time (here the year). The
notation yˆ is used to refer to the estimate of y (which,
for instance, can be the 95-percentile). More complex
trends, such as polynomial trends (Benestad 2003b), are
also shown for illustration, but all the trend analyses
discussed below will refer to linear trend models and
the trend gradient α.
The notation x will be used when referring to a
temporal mean, be it over the entire interval, 5-year
running means, or individual months. For instance, T
is used here to represent either the mean temperature
with respect to the whole data record or monthly mean
temperature. Wet-days were taken to be days with
rainfall greater than 1 mm, and will be referred to as
‘Pw’, as opposed to ‘all-days’ precipitation ‘Pa’.
The terms ‘quantile’ and ‘percentile’ are used here,
both referring to the value of ranked data that is greater
than a p proportion of the data sample, and will, in
general, be represented by the symbol qp. Thus, the 95-
percentile (q0.95) is the ranked value that is greater than
95% of all of the values in the data sample.
4http://cran.r-project.org/web/packages/clim.pact/index.html
5http://cran.r-project.org/src/contrib/Descriptions/anm.html
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Fig. 2 Plume plot for
Oslo–Blindern (station nr.
18700), showing the time
evolution of the observed
values (black), the twentieth
century simulations (grey)
and the future scenarios
(blue). The light shading
shows the
minimum–maximum range
for the ensemble, and the
darker shading marks the
inter-quantile range
(25%–75%). The yellow
symbols mark the ensemble
mean values and the thick
red-dashed line is the
polynomial trend fit to these.
The solid red line shows a
polynomial fit to the
observations. The thin dashed
pink lines show best-fit
polynomial to the 5 and 95
percentiles, and the dashed
blue lines show 10-year
low-pass filtered (Gaussian
filter) of the individual runs












































































SRES A1b: N= 46
2.1.1 Analysis stages
The ESD approach The downscaling approach in-
volved a four-stage process:
(a) Determining monthly mean temperature, T, and
precipitation totals for all6 days, Pa.
(b) Using T and Pa to predict the PDF for the 24-h
wet-day precipitation, Pw.
(c) Generating time series with realistic chronology.
(d) Re-calibrate the tme series from stage c to ensure
they have a ‘correct’ PDF.
Stages a–c build on older published work, while stage
d introduces new concepts to downscaling. The first
three stages are described here to provide a complete
picture of the analysis, but the analyses in stages a–
c were also carried out from scratch in order to use
the most up-to-date data and to tailor the analysis to
6Wet and dry.
Oslo–Blindern. There were two kinds of ESD analyses
in stages a–c: (1) performed on monthly mean predic-
tors to derive monthly mean temperature and monthly
precipitation totals (T and Pa) and (2) performed on
daily predictors to derive 24-h precipitation for wet
and dry days (Pa). For the former, the ESD involved
linear multiple regression, whereas the latter involves
a non-linear analog model (Benestad et al. 2008). Both
were based on common empirical orthogonal functions
(EOFs) for relating observed to simulated predictors
(Benestad et al. 2008; Benestad 2001).
Stage 1 The ESD for monthly mean temperature and
precipitation totals (shown in Figs. 2 and 3) followed
the strategy described in Benestad (2005a), but in-
volved a larger multi-model ensemble, as more runs
had become available from the CMIP3 data set (Meehl
et al. 2007a). This stage provided T and Pa for stage 2.
Stage 2 The PDF for the wet-day precipitation f (x) =
me−mx was determined by predicting the parameter m
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Fig. 3 Same as Fig. 2, but for
seasonal precipitation. Daily
precipitation amounts were
obtained by dividing the
seasonal precipitation totals
by 90


















































































SRES A1b: N= 33
according to the multiple regression analysis proposed
by Benestad (2007b), using quadratic expressions for
both temperature and precipitation:
mˆ = −(0.247 ± 0.012) + (2.7 ± 1.5) × 10−3[◦C]−1T
+(0.024 ± 0.004)[mm/day]−1 Pa
+(3.1 ± 0.1) × 10−4[◦C]−2T2
+(1.7 ± 0.9) × 10−3[km]−0.5√d
−(2.3 ± 1.1) × 10−5[km]−1x. (2)
In Eq. 2, the values of T and Pa were taken to be the
5-year moving average of the station measurements or
the ensemble mean of the downscaled monthly T and
Pa from stage 1. The remaining terms were geograph-
ical parameters (constant terms for a given location),
where d was the distance from the coast (units: km),
and x represented eastings (units: km from the 10◦E
meridian).
Any percentile of an exponential distribution (Eq. 1)
can be estimated according to:
qˆp = −ln|1 − p|/m, (3)
m being the best-fit linear slope of the exponential
distribution (Benestad 2007b). Figure 1 shows the expo-
nential PDF together with the observations, and the in-
sert shows a histogram for the logarithm of the counts.
A good fit between the PDF and the data is charac-
terised by similar linear character in the logarithmic
histogram (insert). The PDF f (x) predicted in stage 2
was used in stage 4.
Stage 3 The third stage involved generating time series
that give a chronology with dry days, wet days and
duration of wet spells that is consistent with the large-
scale situation. In this case, the large-scale situation
could be represented by the SLP since the objective
of stage 3 was to get a good chronology, rather than
the exact precipitation amounts. To get a representative
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prediction of the precipitation amounts, it is important
to include information about the atmospheric water
content too. This was already accounted for through
the downscaling of future mean climatic conditions and
the prediction of the wet-day PDF in stages 3–2, and
a combination of these results with the chronology
would take place in stage 4 to ensure both a reasonable
chronology and a realistic wet-day PDF.
The generation of precipitation chronologies that
were consistent with the large-scale situation involved
the use of analog models. However, this type of model
may suffer from a time inconsistency when there is no
one-to-one relationship between the SLP pattern and
the local precipitation. It may nevertheless be possible
to reduce this problem by including a description of the
day-to-day evolution of the large-scale situation. Here,
an analog model that incorporated information about
the evolution of the large-scale circulation pattern was
compared with a more traditional set-up.
The more traditional analog model set-up used ordi-
nary EOFs (Lorenz 1956) as input, and will be referred
to as the ‘EOF-model’. The analog model is described
in Imbert and Benestad (2005) and implemented using
the R-package anm.
The new analog model set-up that incorporated in-
formation about the 1-day evolution of the large-scale
weather situation used extended EOFs (von Storch and
Zwiers 1999) as predictors.7 Extended EOFs (EEOFs),
which put more weight on more persistent features,
were estimated from the same daily SLP data, but with
a 1-day lag (each EEOF consisted of the SLP of two
consecutive days). The analog model based on these
will henceforth be referred to as the ‘EEOF-model’.
The generation of daily local Pa with the EEOF- and
EOF-models was based on eight leading (extended)
common EOFs of the observed gridded daily SLP (at
noon) to identify the weather pattern to which the local
precipitation could be attributed. The model training
was done for the interval 1957–2001, and the predictor
domain for the analog model was 25◦W–20◦E/47◦N–
67◦N. The analog model used SLP (extended) com-
mon EOFs weighted by their eigenvalue (Imbert and
Benestad 2005).8 The results from the EEOF- and
EOF-models were used in stage 4.
Stage 4 The last stage of the method involved a combi-
nation of the PDF from stage 2 and the chronology from
stage 3. Since statistical distributions for the analog
7In both of these cases, common EOFs were used as a basis for
the analysis, i.e. ‘ordinary’ common EOFS and extended common
EOFs.
8But no ‘adjustment’.
model results are expected to be biased in terms of their
upper tails, a transformation was applied to the data to
give the predicted statistical distribution f (x) based on
Eqs. 1 and 2. This transform will henceforth be referred
to as re-calibration, involving a local quantile–quantile
mapping for the wet-day precipitation (Pw) only.
The basis for the re-calibration is as follows: If the
biased statistical distribution returned by the analog
model is g(x) (here, x represents wet-day precipitation
Pw), then the probabilities for days with precipita-
tion amounts less than x are given by the cumulative
distributions, Pr(X < x) = G(x) for the analog model
results and Pr(X ′ < x′) = F(x′) for the predicted PDF.
The cumulative probability functions are defined as fol-




(Wilks 1995). Then, x can be transformed to x′, as-
suming that the quantile of one distribution corre-
sponds to the quantile of the other: F(x′) = G(x) →
x′ = F−1[G(x)].
Figure 4 illustrates the local quantile–quantile trans-
form. Here, the results for the quantile–quantile plots
between the results from the analog model in stage
3 and the exponential PDFs predicted in stage 2 are
shown as symbols, with the x-axis representing the
quantiles associated with f (x) and the y-axis the quan-
tiles for the analog model results g(x). The transform
then involved reading off the x-value of the points
corresponding to the given y coordinate.
2.1.2 Trend analysis for percentiles
Extrapolation of high-percentile trends Benestad
(2007b) argued that the estimates for the percentiles
from Eq. 3 are only valid for ‘moderate extremes’, i.e.
invalid for the far part of the upper tail (e.g. qp, where
p > 0.975). This can also be seen in Fig. 1, where the fit
between the data and the PDF is good for most of the
data, except for the very highest and most infrequent
values. The high-tail clutter seen in Fig. 1 furthermore
suggests that trends for the upper extreme percentiles
(qP where p > 0.99) may be meaningless, due to small
samples with a strong presence of random statistical
fluctuations.
Given an upper bound of physically possible precip-
itation P∗ beyond which Pw cannot exceed, the trend
α beyond this level can be assumed to be zero because
the associated probabilities will always be zero above
this limit, thus constraining the trend α to zero for very
high Pw. On the other hand, one may also argue that
the trends are undefined for values beyond P∗, and the
implications may be that the trend α does not converge
to zero near the upper limit.
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Fig. 4 An illustration of the
quantile–quantile mapping of
stage 2). The y-axis marks the
original values, and the
transformed data are derived
by taking the x-coordinate of
the curve with a
corresponding y-value (here,
a few example values are
marked in blue)










Assuming that the trend α does converge to zero,
a plausible scenario (educated guess) can be made
for α in the most extreme amounts based on a num-
ber of objective assumptions: (a) there is no trend in
precipitation amounts exceeding the present-time po-
tential maximum precipitation (PMP), which, for Oslo–
Blindern, is estimated by to be 214 mm/day (Alfnes and
Førland 2006);9 (b) the trend varies smoothly with the
precipitation level qp; and (c) the function describing
the trend has the simplest possible shape. The assump-
tion of α being a smoothly varying function of qp is
reasonable as long as the climate change in question
involves a gradually changing PDF. The last assumption
is inspired by the principle of Occam’s razor.10
It is likely that the PMP will change in the future as
a consequence of a global warming, since higher tem-
perature will favour an increase in the water holding
capacity of the air. Hence, the sensitivity to the upper
9Referred to in the report as the ‘British M5 method’. The
Hershfield method gives 193 mm, but here, the largest value is
used.
10http://en.wikipedia.org/wiki/Occam’s_razor
limit was explored by varying P∗ between the max-
imum observed precipitation (59.8 mm/day) and 2×
PMP, thus spanning a range of values that exceeds any
realistic confidence interval. This kind of extrapolation
is similar to Benestad (2005b), but here, a cubic spline
(Press et al. 1989) was used to interpolate between the
zero point at the upper bound, and the trend estimates
αˆ were derived for the percentiles q0.70–q0.97.
Additional Monte-Carlo simulations A set of addi-
tional Monte-Carlo simulations were conducted to ex-
plore possible causes for the clutter in the extreme
part of the upper tail of the distribution. In this case,
the Monte-Carlo simulations involved using a random
number generator to produce stochastic numbers fol-
lowing a gamma distribution with similar characteristics
to the actual observations, and hence involved fitting
the gamma distribution to the data. There are different
ways of obtaining best-fit parameters for the gamma
distribution, involving ‘moment estimators’ or ‘maxi-
mum likelihood estimators’. Wilks (1995) recommends
using the so-called ‘maximum likelihood estimators’,
but in this case, it was found that the two estimators
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provided a similar description of the histogram for Pw,









where the variable xR represents the mean value for
wet days only, and s is the standard deviation for the
wet-day precipitation Pw. The moment estimators in
Eqs. 4–5 were henceforth used for fitting the gamma
distributions representative for Pw at Oslo–Blindern.
2.2 Data
Historical data The station data were, in this case,
taken from the Norwegian Meteorological Institute’s
climate data archive (‘KlimaDataVareHuset’11).
The large-scale predictors used to calibrate the ESD
models, however, were taken from the European
Centre for Medium-range Weather Forecasts
(ECMWF) ERA40 re-analysis data (Bengtsson
et al. 2004; Simmons et al. 2004; Simmons and Gibson
2000). Both monthly mean 2-m temperature and
monthly totals of precipitation were used as predictors,
as discussed in Benestad (2005a). The 24-h SLP data
were also taken from the ERA40.
Model data The predictors used for making local cli-
mate scenarios involved the CMIP3 data set (Meehl
et al. 2007a, b) from the Program for Climate Model
Diagnosis and Intercomparison (PCMDI) archives.12
The ESD analysis for monthly mean temperature and
precipitation therefore involved a large set of differ-
ent GCMs (22 GCMs/50 runs for temperature and 21
GCMs/43 runs for precipitation; further details pro-
vided in Benestad 2008a), but excluded some of the
GCMs performing poorly. The weeding of poorly per-
forming GCMs resulted in an ensemble of 46 members
for temperature and 33 for precipitation. Further de-
tails of this ESD analysis are given in Benestad (2008a).
Here, the GCM simulations followed the SRES A1b
emission scenario (Solomon et al. 2007) in addition to
the simulations for the twentieth century (‘20C3M’).
The predictors included the monthly mean 2-m temper-
ature and monthly mean precipitation, as in Benestad
(2005a). The GCM precipitation was scaled to match
the physical units used in the ERA40.
11http://eKlima.met.no
12http://esg.llnl.gov:8443/index.jsp
The ESD for the 24-h (daily) precipitation only
involved the ECHAM5 GCM (Keenlyside and Latif
2002; Giorgetta et al. 2002; Meehl et al. 2007b) sea-
level pressure (SLP). The choice of ECHAM5 was, to
some extent, arbitrary; however, it has been shown to
describe realistic features in the SLP field such as cy-
clones (Benestad 2005b). Daily precipitation amounts
were also retrieved from ECHAM5 and were inter-
polated to 10.7207◦E/59.9427◦N (the coordinates for
Oslo–Blindern) using a bi-linear interpolation scheme
from the R-package akima (version 0.4-4).
3 Results
3.1 Stage 1: downscaled monthly data
Figures 2 and 3 show a comparison between seasonal
ESD results from stage 1 (based on the monthly values)
and corresponding observations. The observed temper-
ature (black symbols; Fig. 2) is within the envelope
of ESD-results, suggesting that the ESD analysis for
monthly mean temperature is consistent with the true
values in terms of the mean level, variability and the
time evolution.
A comparison between the ESD-results for the sea-
sonal precipitation totals, Pa, and observations suggest
that the downscaled results mainly fall within the cor-
responding ESD-envelope. However, the variability is
not as well captured for the precipitation as for the
temperature. Nevertheless, Figs. 2 and 3 show that the
ESD is able to give a realistic reproduction of these
local climate variables.
It is important to note that the ESD results for
the past are independent of the actual observations,
as these were derived with GCM simulations for the
past rather than using the calibration data (ERA40).
Thus, the comparison between the observations and the
ESD results over the twentieth century constitutes an
independent test of skill.
3.2 Stage 2: downscaled PDFs
The dashed blue line in Fig. 1 illustrates how the
PDF f (x) may change in the future. In this case,
the PDF was predicted from stage 2 by taking the
ensemble mean temperature and precipitation differ-
ence between 1961–1990 and 2081–2100 (T = 3K and
Pa = 0.1 mm/day) of the downscaled CMIP3 data. It
is important to assess the method’s ability to predict the
changes in the PDF, which can be done by looking at
changes in the past.
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Percentiles of the past Figure 5 shows the 24-h pre-
cipitation measured at Oslo–Blindern (dark grey), and
corresponding interpolated daily precipitation from
ECHAM5 (light grey). The evolution of the wet-day
q0.95, estimated directly from the data, is shown as dark
blue symbols. Estimates for qˆ0.95, derived using Eqs. 2
and 3 and taking T and Pa directly from the station
measurements as input, are shown as a light blue line.
The historical values of q0.95 and qˆ0.95 were estimated
by taking the 95-percentile of wet days only (Pw) over
a 5-year sliding window.
A good correspondence between the dark blue
symbols and the light blue line in Fig. 5 suggests
that Eqs. 2 and 3 provided skillful predictions of
wet-day q0.95. Thus, the comparison between q0.95 and
qˆ0.95 constitutes an independent test of the simple
single-parameter distribution model described in Eq. 1.
The correlation between q0.95 and qˆ0.95 was 0.79, with
a p value of 8 × 10−16, but the level of statistical sig-
nificance was, in reality, lower due to the presence of
auto-correlation. Furthermore, the derived values qˆ0.95
had a low bias of ∼ 2.3 mm/day.
The dashed light blue line shows the q0.95 for all
wet days Pw from the station measurements. The 95-
percentile for the interpolated data from the ECHAM
GCM is also shown (dark grey open circles), and the
level of GCM-based q0.95 was lower than both the
estimates based on the observations (q0.95) and qˆ0.95
derived with Eqs. 2 and 3.
Historical trends in percentiles The value for q0.95
estimated directly from the past precipitation mea-
surements (dark blue) exhibits some variations over
time, with a recent upturn since the 1980s, but the
best-fit linear trend for the entire period is also posi-
tive. The positive trend for Oslo is representative for
the rest of the country: Out of a total of 62 sites
in Norway with more than 50 years of daily data,
20 cases had an estimated linear trend in q0.95 that
was negative (not tested for statistical significance at
the station level) and 42 positive. The significance
of the nationwide results can be tested by taking a
null-hypothesis of 50% chance for either sign and using
Fig. 5 Daily precipitation at
Oslo–Blindern (dark grey)
plotted with q0.95 (blue) and
percentiles estimated
according Eq. 3 (light blue)
based on 5-year sliding
windows. Also shown is the
q0.95 estimated for the entire
set of observations Pw
(dashed blue horizontal line)
and trends of qˆp based on
ESD-results (red solid and
pink dashed lines). The grey
symbols mark interpolated
Pw from ECHAM5, and the
percentiles for ECHAM5
q0.95 are highlighted with
different symbols/shading
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binomial distribution for the null-hypothesis.13 Thus,
the probability of getting 20 cases or less with one sign
is 0.04% (i.e. statistically significant at the 1% level).
The data may not be homogeneous, however, and some
series contained jumps. If such errors were to affect the
analysis either way on equal terms, then the binomial
distribution should be unaffected, as p should still be
0.5. There is one caveat, though, that all sites have
undergone changes in the instrumentation that, over
time, has improved the capture of extreme precipitation
amounts.
Future trends in percentiles If part of the trend in q0.95
is due to an ongoing global warming caused by an
enhanced greenhouse effect (Hegerl et al. 2007), then
the future trends in q0.95 should bear some relation with
those of the past, albeit with different magnitudes.
To make a projection for the future, the downscaled
monthly temperature and precipitation from stage 1
were used as input in Eq. 2 from stage 2 in order to
estimate m and, hence, used in Eq. 3 to predict the
wet-day percentiles for the 24-h wet-day precipitation
amount. Moreover, the empirical estimates of T and
Pa were replaced by ensemble mean values of the
downscaled CMIP3 GCM results (shown in Figs. 2 and
3) to make projections for the local future climate.
Linear trend fits of the projected change in the per-
centiles qˆ0.70–qˆ0.97 are shown as pink linear curves in
Fig. 5, and the red curve marks the projected q0.95.
The projected values for q0.95 (red) indicate levels be-
low that estimated directly from the observations q0.95
(dark blue symbols) in the beginning of the twenty first
century, but slightly higher than the all-period level
(blue dashed) towards the end of the century. Note
that the observations are completely independent of
the predictions based on the ensemble mean of the
downscaled CMIP3 results. Thus, the comparable levels
seen in the predictions and the observations suggest
that the predictions of stage 2 are also reasonable when
downscaled results are used as input for the analysis.
The scenarios for the future suggest a further in-
crease due to warmer and wetter conditions (Fig. 5), but
the higher percentiles are projected to increase faster
than the lower percentiles. The exercise was repeated
by replacing T or Pa in Eq. 2 with the present mean
values, respectively (not shown). The results based
on variable Pa and constant T indicated that most
(∼90%) of the increase in qˆ0.95 could be associated
with higher temperatures, while the projected precip-
13 Pr(K = k) = N!N!(N−k)! pk(1 − p)N−k, where p = 0.5, and
N = 62
itation increase by itself only accounts for ∼10% of the
increase.
3.3 Stage 3: deriving precipitation chronology
Analog modelling While the changes in 5-year-
running T and Pa can provide a basis for predicting
the PDF for wet-day precipitation Pw, the monthly
mean ESD does not provide any description of how the
24-h precipitation amounts may vary from day to day.
Furthermore, the PDF only describes the probabilities
for wet-day precipitation Pw, and many applications
require realistic time series with wet and dry days. The
analog model is, in principle, capable of reproducing
wet and dry sequences and amounts, albeit biased.
Figures 6 and 7 show the 24-h precipitation for Oslo–
Blindern derived from the EOF- and EEOF analog
models, respectively. The observations are shown in
grey, and the raw results from the analog models of
stage 3 in red. It is difficult to distinguish the results
from the EOF and EEOF models merely from these
time series plots, which suggests that the two model-
strategies in general produce similar results.
Time structure Figure 8 compares the auto-correlation
function of the observations (black columns) with
EOF- and EEOF-model results (filled circles). The
analysis was done for the common interval: 1961–1980.
Since the data did not have a Gaussian distribution, the
confidence limits shown in the figure are not unbiased.
The lagged correlation for the results derived with the
EEOF model was, nevertheless, slightly higher than
for the EOF model for a 1-day lag, but both showed
weaker 1-day persistence than the observations. For
lags of 2–10 days, the two models produced similar
auto-correlations to the observations, and stronger per-
sistence for lags greater than 10 days. The PDFs from
stage 2 were used in conjunction with these analog
model results to derive a daily time series of the pre-
cipitation in stage 4.
3.4 Stage 4: re-calibration
The re-calibrated results from stage 4 are shown in
blue in Fig. 8, and it is difficult to tell from this figure
whether the re-calibrated results had more days with
heavy precipitation. However, a quantile–quantile plot
(Fig. 9) can reveal systematic differences not easily
seen in the time series plots. Figure 9 compares the
results from the analog model and re-calibration with
the observations for the common interval 1961–1980.
The figure also shows a comparison between the raw
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The quantile–quantile plot suggests that only the
upper percentiles (x-axis: PW > 20 mm/day) of re-
calibrated results are shifted for the 1961–1980 period,
and that both raw analog results and the re-calibration
show a close match with the observed distribution at
lower percentiles (x-axis: PW < 20 mm/day).
The analog model overestimated the higher quan-
tiles of the precipitation amounts for the past, but the
re-calibration produced values in the extreme upper
tail that were both higher and lower than the observed
values, depending on the type of analog model. The
re-calibration of EOF-model results produced values
mainly greater than those observed for the most ex-
treme part of the tail (red diamonds for predicted PW >
40 mm/day), whereas, the re-calibration of the EEOF-
model results adjusted the extreme upper tail to lower
values (blue triangles for predicted PW > 30 mm/day).
Although the raw analog model results and the
re-calibrated results for the common 1961–1980 pe-
riod were off the diagonal for PW > 20mm/day, it is
important to keep in mind that the values of the highest
percentiles were uncertain due to sampling fluctuations
and discontinuities in g(x) (Fig. 4). The results pre-
sented in Fig. 9 were consistent with the argument that
the upper tail is distorted.
The situation was less ambiguous for the future
(2081–2100), where the raw analog model results for
both the EOF and EEOF models suggested greater
values in the upper tail of the distribution (insert), as
the most extreme upper quantiles of the re-calibrated
distribution f (x′) tended to have lower values than
corresponding quantiles in the raw analog model re-
sults g(x). For more moderate values of Pw, the re-
calibration suggested a slight increase with respect to
the analog model results.
Figure 10 compares the empirical distribution func-
tions (EDFs) (Folland and Anderson 2002; Jenkinson
1977) for the analog model results (red and blue),
the re-calibrated data (pink and steel blue), the ob-
servations (yellow), precipitation interpolated from
ECHAM5 (dark green dashed), and the predicted cu-
mulative distribution function (CDF; F(x) = 1 − e−mx
grey shaded area). All the data represent the 2081–2100
interval, except for the observations. The precipitation
Downscaling precipitation extremes 13
Fig. 7 Same as Fig. 6, but
using the EEOF model
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interpolated directly from ECHAM5 had statistical dis-
tributions that were closer to the present-day climate
than the predicted exponential distribution, whereas
the raw analog results from stage 3 produced probabili-
ties lying between the present-day distribution and F(x)
predicted for the future. The re-calibrated ESD results,
on the other hand, were both closer to the predicted
F(x).
The raw analog model results for 2081–2100 (red and
blue solid) suggested that the probability for exceed-
ing the present wet-day 95-percentile (q0.95 over 1961–
1980 = 18.6 mm/day) was similar to the present
(Pr∼0.05). The predicted CDF, on the other hand,
suggests that the probability for Pw ≥ 18.6 mm/day was
0.06 and that the projected wet-day 95-percentile for
the period 2081–2100 was q0.95 = 19.8 mm/day. The re-
calibrated results had not taken into account the low
bias seen in the beginning of the twenty first century
(Fig. 5), which was likely to affect the results for the
2081–2100 period. The analysis suggested that the sta-
tistical distributions were, in general, similar for the
EOF and EEOF models.
Figure 11a provides a comparison between the sta-
tistical distributions of observations, interpolated daily
precipitation from ECHAM5, the results from the ana-
log models and the calibrated results. The linear line
marks best-fit f (x) = me−mx and shows that the simple
exponential PDF yielded a good approximation for
percentiles lower than q0.97, but that the precipitation
had a fatter upper tail for PW > q0.97 than predicted by
the exponential distribution.
3.4.1 Temporal consistency for the re-calibrated results
In order to assess whether the re-calibration affected
the chronology, the auto-correlation analysis was re-
peated and the results were compared with the observa-
tions and the raw analog model results in Fig. 8 (open
circles with faint shadings). The auto-correlations for
the EEOF-model results were relatively insensitive
to the re-calibration, while the re-calibration of the
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Fig. 8 Autocorrelation functions for the observations (black
lines), the raw analog model results (filled circles) and for the
re-calibrated results (open circles). The results derived from the
EOF model are shown in red shades while the EEOF-model
results are in blue
3.5 The extreme upper tail
Upper tail clutter Figures 1 and 11a both exhibit a clut-
ter of points at the very high end of the statistical distri-
bution, for which no single formulae can provide a good
description. This clutter may be due to simple sampling
fluctuations or be caused by the presence of different
physical processes, such as random position/catch, dif-
ferent large-scale conditions (cyclone-related, frontal
or convective precipitation) or different micro-physical
processes (cold or warm cloud environment, warm or
cold initiation or the effect of different entrainment
processes (Rogers and Yau 1989; Blyth et al. 1997)).
In order to see if the high-tail clutter could simply
be due to plain sampling fluctuations, a set of Monte-
Carlo simulations was carried out involving the gener-
ation of synthetic time series with a prescribed gamma
distribution using best-fit scale and shape parameters
(according to Eqs. 4–5). The results from the Monte-
Carlo simulations are shown in Fig. 11b, and these
results exhibited a similar high-tail scatter to the real
precipitation. Thus, one explanation of the high-end
clutter is pure randomness, although this does not rule
out the possibility of various physical processes having
different effects on the precipitation statistics.
The stochastic explanation for the extreme upper
tail clutter implies that trends cannot be determined
for the most extreme events for which there are only
a few observations. The data sample of such high
amounts becomes too small for proper trend analysis,
and increasing statistical fluctuations make the trend
estimates difficult to define. Furthermore, since Monte-
Carlo simulations with a constant PDF also produced
similar clutter, it is interesting to explore the effect a
changing PDF will have for the theoretical percentiles.
A scheme for extrapolating the trends α from lower and
‘well-behaved’ theoretical percentiles may be possible,
if the data behave according to the three assumptions
stated in Section 2.1.2: that there is an upper limit P∗
where α converges to zero, that α is a function that
varies smoothly with the percentiles qp and that the
shape of the function is simple.
The most extreme percentiles Figure 12 shows how
the trend estimates αˆ vary with the percentile (black
symbols) and how these relate to the trend in the
mean precipitation. Also shown is the range of the
values measured to date (grey shaded region) and an
extrapolation of the trends, based on the assumptions
explained in Section 2.1.2.
The extrapolated trends αˆ were sensitive to the level
chosen to be the upper bound, but a crude confidence
analysis was carried out by repeating the exercise with
P∗ set to the maximum observed value and 2× the
PMP, respectively (hatched region in Fig. 12). The
extrapolation gave trends in the high percentiles that,
with the unlikely exception of upper bound set to near
the present maximum value, exceeded the trend in Pa
(0.01 mm/day per decade) and the trend in ECHAM5
q0.95 (0.23 mm/day per decade).
3.6 Discussion
The four-stage ESD Here, a four-stage non-linear
method is suggested for downscaling the precipitation,
providing a realistic description of the statistical distri-
bution, as well as the chronology of the precipitation
events. The advantage of this approach over neural nets
(Schoof and Pryor 2001; Haylock et al. 2006) is that
the latter is more of a ‘black box’, while the present
approach provides transparency for the actions in every
step. Such re-calibrated time series can then be used
as inputs in, e.g. hydrological or other climate-impact
models where both the statistical distribution and the
chronology matter. It is also possible to apply such a re-
calibration directly to GCM or RCM output, although
both RCM and GCMs may over-estimate the number
of wet days (Benestad et al. 2008, p. 37).
In general, the re-calibration gave greater heavy pre-
cipitation amounts for the future than the raw results
Downscaling precipitation extremes 15
Fig. 9 Quantile–quantile
plots of the raw analog model
results (filled circles) and the
corresponding re-calibrated
results (open symbols). The
re-calibration of the past data
was based on the PDF shown
in Fig. 1 (black curve),
whereas the re-calibration for
the future (insert) was based
on the PDF for 2081–2100
(blue curve in Fig. 1). The
x-axis represents the
predicted qˆp from stage 4
based on Eqs. 1 and 2,
whereas the y-axis represents
the quantiles directly inferred
from the empirical data qp.
The large plot shows a
comparison between
analog/re-calibrated results
for the past (1961–1980) and
corresponding observations,
whereas the insert shows
results for the future,
comparing raw analog results
with re-calibrated results
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from the analog models and the precipitation inter-
polated directly from the GCM. However, the quan-
tiles qˆp derived through ESD exhibit a low bias in
the beginning of the twenty first century, and lead to
an underestimation of the extreme upper percentiles
(Fig. 9), and the re-calibration produced lower values
than the analog models for most extreme percentiles.
The fact that the analog model underestimated the
24-h precipitation amounts suggests that the increase in
the precipitation was not primarily due to an increase
in the frequency of weather types associated with more
precipitation. It is important to also account for changes
in the atmospheric moisture and temperature, which
was done indirectly in the proposed approach through
the prediction of the PDF based on both T and Pa.
Most of the increase in the upper percentiles could be
ascribed to the increase in the local temperature.
Exponential distribution can be used as an approx-
imate description of the statistical distribution for the
wet-day precipitation Pw. It was shown here in an in-
dependent test that there is a good correlation between
qˆ0.95 estimated directly from the data and predicted by
Eqs. 2 and 3, but Benestad (2007b) has also provided
an independent validation of the model in terms of
geographical distribution of qˆ0.95. It was shown that
the mean qˆ0.95 level was in better agreement with cor-
responding empirical percentile than the percentiles
estimated from ECHAM5 simulated precipitation, in-
terpolated to the same location.
Another observation is that the gamma distribution
and f (x) = me−mx diverged at low quantiles, but pro-
vided similar frequencies at the high tail (Fig. 11b).
Thus, the probability estimates and return values
should not be too sensitive to the choice of distribution
if the analysis is limited to the range where the gamma
and the exponential distributions converge.
EEOFs and temporal consistency The comparison be-
tween ordinary and EEOFs done here was not ex-
haustive, and it is possible that either or both can
be improved further by choosing a different predictor
domain, a different number of EOFs, using different
predictors or using mixed predictor types (Benestad
et al. 2007, 2002).
High percentiles The four-stage ESD approach merely
provided approximate results and gave valid results
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Fig. 10 CDF and empirical
distribution functions
(EDFs)(Jenkinson 1977). The
PDF-adjusted values lie on
top on the CDF
F(x) = 1 − e−mx (m > 0)

























analog (EOF)          
analog (EEOF)      
re−calibr.(EOF)    
re−calibr.(EEOF)    
ECHAM5
Obs (years: 1961−1980)















Projection: 2081 − 2100
only for the moderately high percentiles. An extrapo-
lation scheme was proposed for making scenarios for
the trends for the higher percentiles. It was shown
that simple random behaviour combined with a gamma
distribution was sufficient to provide a high-tail clutter.
The statistical fluctuations in the extreme upper tail
clutter imply that it is not meaningful to apply trend
analysis to the extreme upper percentiles associated
with this clutter.
A better way to analyse the trends in the most ex-
treme values, however, is to examine the occurrence of
record-breaking events and apply an IID test (Benestad
2008b, 2004b, 2003a). Another solution, adopted here,
is to derive trend estimates for the most extreme per-
centiles qp (p > 0.975) of the fitted PDFs by making
a number of assumptions: (1) that the trend magnitude,
α, varies smoothly with the qp; (2) that α is zero for pre-
cipitation amounts greater than a given upper boundary
P∗ and (3) that the function describing α in terms
of percentile is of a simple form. This extrapolation
scheme can also be applied directly to RCM and GCM
results. However, the trends derived for these extreme
percentiles were highly uncertain and sensitive to the
level for which the zero-trend was imposed. It is also
possible that trends for such high percentiles cannot
be defined. Thus, the extreme percentile trends should
merely be regarded as ‘plausible’ scenarios, and should
be associated with a high degree of uncertainty.
The trend α was slightly lower than the trend in q0.95
estimated directly from ECHAM5 over two shorter
time slices. However, the ESD results are also not
directly comparable with ECHAM5, as the former rep-
resent the ensemble mean of a large number of state-of-
the-art GCMs, of which ECHAM5 is only one member.
Sources of uncertainty The projection of future per-
centiles involved uncertainties from a number of
sources: (a) the future may not follow the assumed
emission scenario (here SRES A1b), (b) the GCM
simulations may involve systematic errors and biases,
(c) shortcomings associated with the ESD, and (d) ap-
proximations implied using the simple single-parameter
model f (x) = me−mx (Eqs. 1, 3 and 2) and limitations
in qˆ0.95. In addition, the extrapolated trends involved
Downscaling precipitation extremes 17
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Fig. 11 Log count histograms for the observed precipitation
(black) and the simulated precipitation. a Daily interpolated
precipitation from ECHAM5 (red), as well as the results from
the analog modelling and the re-calibration. The time interval is
not the same for all the different data sets. b Similar diagnostics,
but now, the simulations have been replaced by random data with
a fixed best-fit gamma distribution
further uncertainties associated with the assumptions
about the function describing the trend and the ques-
tion of how the PMP may change under a global
warming.
The first type of uncertainties associated with future
emissions was difficult to evaluate, but the others were
possible to assess. The evaluation of the ESD results
for the past, based on GCM simulation of the twentieth
century (Figs. 2–3), suggested that shortcomings asso-
ciated with b–c have not caused discrepancies for the
past and that the combination GCMs and ESD gave
realistic solutions. As long as these do not break down
in a warmer climate, the ESD results for T and Pa
should be valid for the future too. Since the regression
models reproduced less than 100% of the variability,
especially for precipitation (Benestad et al. 2007), it
is expected that the ESD results, to some degree, will
underestimate the future local mean climate variables.
The slope m estimated according to Eqs. 2 and 3 has
been developed for 49 different locations in Europe
and validated over 37 independent sites by Benestad
(2007b). It is important to keep in mind that Eq. 2 is
only valid for the European region. The time evolu-
tion and mean level for the predicted value for q0.95
showed a good agreement with the empirical values
for Oslo–Blindern (Fig. 5), albeit with a low bias of
2.3 mm/day. The coefficients in Eq. 2 were associated
with uncertainties, expressed as standard errors, that
may account for some of the bias: the uncertainty in
the constant, temperature and precipitation terms may
explain about 1% each, but additional uncertainty was
also introduced through the geographical parameters.
It is also possible that the statistical relationship ex-
pressed in Eq. 2 becomes invalid under a future climate.
The extrapolation was probably associated with the
greatest uncertainties, as it was based on three assump-
tions. It is also possible that the trends α are undefined
trends for qp > P∗, which would mean that the upper
values do not necessarily converge towards zero.
Physical interpretations An interesting observation is
that the exponential distribution seen in Fig. 1 exhibits
a character that resembles scaling laws seen elsewhere
in nature (Malamud 2004). The initiation of rain is
thought to often involve a stage of collision and coa-
lescence (Rogers and Yau 1989), which may give rise
to a stochastic avalanche-type process where an initial
cloud drop population grows exponentially. Such a sto-
chastic view is consistent with a pronounced growth
in the upper percentiles with the mean precipitation
level, as more drops will imply higher probabilities
for such avalanche events, as well as favour larger-
scale events. In addition, an increase in the percentile
with higher temperature can be explained in terms of
higher moisture-holding capacity in warmer air, and
that convective processes are more likely to occur dur-
ing warmer conditions. However, a warmer climate
may also result in a change in the likelihood for warm
(collision and coalescence) and cold initiation of rain
(involving freezing processes).
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Fig. 12 The linear trend
slopes derived for the
different percentiles
q0.70–q0.97 (closed circle),
assumed upper bound (open
circle) and a cubic spline
interpolation between these
points (red curve). The grey
shaded area marks the range
of the observed precipitation
amounts and the pink hatched
region marks a crude
confidence region estimated
by replacing the upper
boundary by the maximum
observed value and 2× PMP,
respectively































Implications The re-calibrated ESD results indicate a
stronger increase in the heavy precipitation over Oslo
than a corresponding analysis based on traditional ana-
log models, but the analog model suggested higher val-
ues for the most extreme percentiles. Since the extreme
upper tail is associated with a small statistical sample
and substantial sampling fluctuations, it also involves a
higher degree of uncertainty.
The trends in the upper percentiles have implica-
tions for the probabilities and design values, suggest-
ing a higher probability for severe 24-h precipitation
events. Heavy 24-h precipitation can be a challenge for
drainage systems and presents a problem in terms of
damage to property, infrastructure, or agriculture. The
results presented here represent projections that are
independent of dynamical downscaling.
Further applications This technique may be used to
downscale wind (Pryor et al. 2005a, b) or other climate
parameters such as cloudiness. It is also possible to
generate maps for extreme precipitation and proba-
bilities associated with these (Prudhomme and Reed
1999; Benestad 2007b), but it may be more tricky to
ensure spatial consistency over larger distances. Over
smaller regions, however, the analog model can provide
a description for a set of sites in close proximity of each
other. There is a limit to the size of the area represented
by the predictands and the ability of the analog model
for making spatially consistent scenarios, since there
is a trade-off between predictor area and performance
that remains to be explored.
Future work In order to further elucidate the limita-
tions associated with downscaling 24-h precipitation,
wet-day distributions derived from RCMs, driven with
present-day boundary conditions, should be used to
identify similar statistical relationship as the empirical
data represented by Eq. 2. Then, if the RCM repro-
duces the observed relationships, the same exercise
should be done for a future climate, and a compari-
son between the statistical regression analyses for the
different time slices can give an indication of whether
Eq. 2 breaks down under a different climate.
A next step could also be to see if similar extrapola-
tion of percentiles can be used to make plausible sce-
narios for hourly precipitation. The 24-h precipitation
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can be compared with similar analyses for 48 h (2 days),
96 h (4 days) and so on, and a similar extrapolation for
time scales as shown in Fig. 12 can be applied to trend
estimates associated with the different time scales, al-
beit using a linear fit rather than a cubic interpolation
in order to make a prediction of the trends for 12-h, 6-
h and 3-h precipitation. However, precipitation has a
diurnal cycle that may invalidate such an extrapolation,
so thorough tests are required to see if it is possible
to extrapolate to shorter time scales. The extrapolated
values can then be compared with hourly plumatic
data. Further tests can be carried out with Monte-Carlo
techniques, using a gamma distribution fitted to data on
an hourly scale, by estimating averages over different
time scales to test the extrapolation.
An interesting question is whether the trends can
be taken as a function of both percentile and time
scales, e.g. a bi-variate function. Alternatively, different
relationships between trend and percentile for different
time scales should have an explanation in terms of
physical processes and statistics.
3.7 Conclusions
ESD of monthly mean temperature and monthly pre-
cipitation totals have been used to derive the slope
parameter m for the exponential distribution f (x) =
me−mx for the wet-day 24-h precipitation amount. The
way m is projected to change in the future has a direct
effect on percentiles. Higher percentiles are projected
to increase more rapidly than the lower ones.
A set of analog models has been used to provide
chronology scenarios for daily precipitation events.
However, analog models in isolation do not yield
a reliable statistical distribution of the precipitation
amounts, particularly near the upper tail.
A re-calibration, involving a quantile–quantile map-
ping, was performed using the PDF f (x) predicted from
the downscaling of the monthly data. The raw results
from the analog models overestimated the higher quan-
tiles of the precipitation amounts for the past, but re-
calibration produced values in the extreme upper tail
that were both higher and lower than the observed
values, depending on the type of analog model. How-
ever, the re-calibration of the analog model results
suggested a systematic increase in the probability for
heavy precipitation events in the future, except for
the most extreme upper percentiles. It is important to
keep in mind, however, the high degree of statistical
fluctuations associated with the most extreme values.
The predictors for the analog model in this study
have involved both ‘ordinary’ and extended common
EOFs. Both provided credible statistical distributions,
but the latter resulted in stronger 1-day persistence for
the re-calibrated results than more traditional common
EOFs.
The conclusions that can be drawn from experiments
with Monte-Carlo simulations for gamma-distributed
random variables is that it is meaningless to try to
estimate trends in the most extreme upper percentiles,
as statistical fluctuations are too pronounced. However,
moderately high percentiles (qp; p < 0.975) tend to
follow the exponential PDF, and by making a number
of assumptions, it is possible to make scenarios for
the highest percentiles, albeit with a high degree of
uncertainty. The established statistical relationship and
the ESD results suggest a stronger increase in the fre-
quency of the most extreme precipitation events than
for more moderate precipitation.
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