We introduce a scenario of discrimination between bipartite boxes and apply it to boxes with two binary inputs and two binary outputs (2 × 2). We develop the analogy between the theory of Bell non-locality and the theory of entanglement by considering the class of completely locality preserving (CLP) operations. A CLP operation satisfies two conditions: 1) transforms boxes with local hidden variable model (LHVM) into boxes with LHVM (i.e., is locality preserving) and 2) when tensored with an identity operation, forms a new operation, which is also locality preserving. We derive linear program, which gives an upper bound on the probability of success of discrimination between different isotropic boxes using this class of operations. In particular, we provide an upper bound on the probability of success of discrimination between isotropic boxes with the same mixing parameter. As a counterpart of entanglement monotone, we use the non-locality cost. Discrimination is restricted by the fact that non-locality cost does not increase under considered class of operations and geometry of 2 × 2 boxes. We provide an example of CLP operations, which are called comparing operations (COP). The latter operations consist of direct measurement of the shared box by both the parties, followed by a predefined strategy in order to establish the guess, which may depend on the obtained outcomes. We then show that with the help of the COP operations, one can distinguish perfectly any two extremal boxes in 2 × 2 case and any local extremal box from any other extremal box in case of two inputs and two outputs of arbitrary cardinalities. in 2009. He is currently adjunct with the Institute of Informatics, University of Gdansk. His research interests are in quantum information theory, especially concerning phenomena of quantum entanglement and non-locality.
I. INTRODUCTION
A SKING two distant parties that do not communicate for certain set of answers is the well known scenario for a non-local game [1] , [2] . Depending on the resource the parties share, they can obtain higher or lower probability of success in winning the game. Sharing a quantum state can allow for the probability higher with respect to classical resources, and sharing arbitrary non-local but not-signaling system can make it sometimes even higher [3] .
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Digital Object Identifier 10.1109/TIT. 2017.2684130 has been treated as a resource in recent years [4] . The world of non-signaling, non-local boxes bares analogy with the world of entangled states [5] - [14] . Therefore it is clear, that investigation of non-locality and entanglement can help each other. We develop this analogy, in the scenario of distinguishing between systems (see in this context [15] ). Namely we consider scenario in which two distant parties know that they share a box drawn from some ensemble. Their task is to tell which box they share with as high probability as it is possible, using allowed class of operations. In our case, these operations will be such that transform local boxes into local ones and has this property even when tensored with identity operation. An analogous scenario in entanglement theory was considered in recent years (see e.g. [16] and references therein), where the task is to discriminate orthogonal quantum states by means of Local Operations and Classical Communication (LOCC). Our method is based on one of the first results on this topic [17] , where it is shown that one can not distinguish between the 4 Bell states {|ψ i } 3 i=0 by LOCC. The common method in entanglement theory is that something is not possible or else some monotone would increase under LOCC operation, which is a contradiction. Here this approach was not directly applicable, since the states (and their entanglement) can be completely destroyed in process of distinguishing. The Ghosh et al. (GKRSS) method of [17] gets around this problem, by considering entanglement of the Bell states classically correlated with another copy of the Bell states:
If Alice and Bob could distinguish the Bell states on system AB, they could transform the states on A B into the singlet state by local control operations, that transform each of |ψ i into |ψ 0 . This however would mean that distillable entanglement of ρ AB A B is at least 1, hence perfect distinguishing is not possible if the initial state ρ AB A B has lower distillable entanglement than 1. In fact, as it is argued in [18] , distillable entanglement of this state is zero: the state ρ AB A B is separable as it can be written as ρ AB A B = In what follows, we consider an analogue of the above state (1) , based on the so called isotropic boxes B α i (B β i ), i.e. boxes that are mixtures of Popescu-Rohrlich (PR) boxes and 'anti' PR box with probability α i (β i ).
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We first provide an abstract scenario of discrimination, demanding only that the operations which discriminate ensemble result in a distribution which indicates guess about the ensemble. Such operations naturally fall into the class of operations called locality preserving (LP) [19] . It would be then tempting to provide general result related to discrimination by LP operations, however our (based on analogy to GKRSS method) proof technique demands to consider only a subclass of LP operations: those called completely locality preserving (CLP) which are locality preserving even when tensored with identity operation on some part of a box. We need also to demand that the latter output a distribution. The idea of the proof of the main result goes thanks to the two ingredients: (i) the monotonicity relation C(B in ) ≥ C(B out ) with B out being B in after discrimination on system AB, and (ii) the geometry of 2 × 2 boxes which allows to compute C(B out ).
We also provide important example of the class of operations which are completely locality preserving operations which discriminate an ensemble. These are the comparing operations (COP) according to which the parties measure the shared box, exchange the result, and according to preestablished strategy, depending on the pair of outputs, they give appropriate answer (guess). We then show that with help of the COP operations one can distinguish between any 2 extremal bipartite boxes (i.e. boxes which are vertices of the nonsignaling polytope) with 2 binary inputs and 2 binary outputs, as well as distinguish any local extremal bipartite box with 2 inputs and 2 outputs from any other extremal box of this form, for arbitrary cardinalities of inputs and outputs. This partially resembles result of [20] from entanglement theory where it is proven that any two orthogonal (multipartite) states can be perfectly distinguished.
The rest of the paper is organized as follows: section II introduces notation of the (sub)sets of bipartite non-signaling boxes of high dimensions. Section III provides the scenario of box discrimination. In section IV we introduce two types of operations: the locality preserving and completely locality preserving ones. We provide particular examples of the CLP operations in section IV-A that are farther used. The comparing operations are introduced in section IV-B. In section V we demonstrate the power of comparing operations and prove perfect distinguishability of two extremal boxes in bipartite case 2 × 2 as well as in bipartite case of 2 inputs of arbitrary cardinality and 2 outputs of arbitrary cardinality. Section VI provides useful definitions and some properties of non-locality cost. In section VII we show our main result, which is the bound on probability of success in discrimination of the isotropic boxes, in terms of a simple linear program involving the nonlocality cost of the box (2) . In this section we present also numerical results which follow from the latter bound, proving that some ensembles of maximally non-local boxes can not be perfectly discriminated by CLP operations. We finish with conclusions in section VIII.
II. NON-SIGNALING BOXES -DEFINITIONS
In this section, we introduce the objects of consideration -non-signaling boxes. We then invoke locality preserving operations given in [19] basing on the definition of the nonsignaling boxes [21] . We then introduce a subset of these operations, which are locality preserving even when tensored with identity operation of some larger system. We begin with introducing our object of study, which are bipartite boxes.
a family of probability distributions denoted as P(a, b|x, y) satisfying:
is called a bipartite box. The box is said to have m X systems A 1 , . . . , A m X of the first party and m Y systems B 1 , . . . , B m Y of the second party. For each 1 ≤ i ≤ m X , the set X i is called the set of inputs of the i -th system of the first party and for each 1 ≤ i ≤ m A , A i is the set of outputs on this system. The same holds by analogy for inputs from Y i , systems B i and outputs from B i in appropriate ranges of i for the second party. The numbers d X i , d A i are called cardinalities of inputs and outputs of the i -th system for the first party, and d Y i , d B i by analogy, cardinalities of input and output of the i -th system of second party. Two bipartite boxes P 1 , P 2 are compatible if they have the same number of systems for the corresponding parties, each of them with the same cardinality of respective input and output. The set of all bipartite boxes is denoted as S(A, B|X , Y).
In case of m Y = 0 and m X ≥ 1 (analogously for m X = 0 with m Y ≥ 1), the family of probability distributions P(a|x) such that P(a|x) ≥ 0 for all (a, x) ∈ (A × X ) and a P(a|x) = 1 for all x ∈ X is called a single-partite box.
In what follows, we will consider only boxes that satisfy some non-signaling conditions, which will be introduced in next section. On non-signaling boxes, we will allow to perform certain operations. In next sections, we introduce some of them, however before stating formal definitions, we would like to provide a birds eye view on our approach.
We base on the definition of the fully non-signaling boxes from [19] . These are the boxes with 2m systems, such, that no subset of its systems can signal to the rest of systems by changing input. However, we adopt a simpler, but equivalent definition, that can be found in [21] . According to the latter, in our case, the main object is a bipartite box with 2m systems (m for each party), such that no single system signals to the rest of systems. It is proven in [21] , that this condition implies, that no subset of systems can signal to the rest of systems.
Definition 2: Let P(a, b|x, y) be a bipartite box on m X systems A 1 , . . . , A m X of the first party, and m Y systems B 1 , . . . , B m Y of the second party, with m X , m Y ≥ 1. The box is called fully non-signaling, if the following conditions are simultaneously satisfied:
where x i , x i and y i , y i are values of the input on system A i and B i respectively, and we used notation x =i as an abbreviation for x 1 , . . . ,
. × X m X (all apart from the i -th one), and analogously for a =i , b =i , y =i . A single-partite box P(a|x) is called fully non-signaling if the following conditions are simultaneously satisfied:
1) Notation of Sets of the Fully Non-Signaling Boxes:
In what follows we will consider only boxes that are fully non-signaling, according to the above definition. We introduce now important notation. The set of all boxes compatible with each other, which are fully non-signaling, are denoted as N S(A, B|X , Y) or equivalently N S if the cardinalities of each input and output for each system of both the parties are fixed arbitrarily. In special cases however, we will restrict the number of systems and/or the inputs and outputs. In most of the cases, that we consider, both the parties will have always the same number of systems m X = m Y = m, the number of inputs and outputs equal to each other, equal to m, and the same cardinality of input and output for each system d A i = d B i = d out as well as d X i = d Y i = d in respectively. For this reason we will write that such boxes belong to
. To exemplify this notation, a box with 2 systems (1 for each party) and 2 binary inputs and outputs belongs to the set
Since we use the latter set of boxes numerously, we call them shortly set 2 × 2 boxes.
We will need also to model a probability distributions as boxes. They belong to the set N S(
to the set of boxes with 2 systems each with unary input, and K -ary output for some K ≥ 1 see Fig 1 II) .
Another example is the box give in eq. (2), which will be central to our investigation. It belongs to the set
. Sometimes we need to consider boxes with more than 2 systems, and some of them having different cardinality of input or output. We then write all the cardinalities for each of the systems as a string of numbers in subindex of the letter of a system. To exemplify this, consider a fully nonsignaling bipartite box of 4 systems, which on 2 systems (one for each party) is equivalent to a probability distribution i.e. belongs to N S(A 1 K , B 1 K |X 1 1 , Y 1 1 ) while on the other 2 systems it is a 2 × 2 box. Such box belongs to the set denoted as N S(A 2 K ,2 , B 2 K ,2 |X 2 1,2 , Y 2 1,2 ). In general, instead of single cardinalities, we denote the vectors of cardinalities using bold notation. For example equivalent notation for the set Depiction of different non-signaling bipartite boxes depending on number of systems, and cardinality of inputs. Small squares denote systems, arrows the inputs and/or outputs, dashed lines separate the nonsignaling systems from each other as it is shown in [21, Fig. 6] . Vertical dashed lines separate the system of the first party from the systems of the second I) Depiction of a bipartite box with 2 systems, P(a, b|x, y)
, II) A box which models a distribution, i.e. having only outputs e and f e.g. belonging to the set N S(
In order to check that given operation is completely locality preserving operation, we need to specify on which systems acts and on which acts the operation of identity I. Thus we need also a notation which involves two sets of systems. To give example, a fully non-signaling box whose first m X systems has inputs of cardinalities from a vector d A , and other m X from a vector d A (and analogously for m Y , m A and m B ) belongs to the set denoted as N S(A
where m X = m X · m X , and analogously for m Y , m A and m B while d A is concatenation of strings d A and d A in this order, and similarly for d B , d X and d Y (see Fig 2) . Analogous notation to that described in the above paragraph for bipartite boxes, is used for single-partite ones.
Another important convention, which we set here, is that if an input (or output) of some box takes values in single system will be denoted without bold notation. To give example, a 2 × 2 box has both inputs and outputs from a single system, hence is denoted as P(a, b|x, y). We will use also mixed notation, e.g. we write P(a, c, b, d|x, u,
meaning, that x ∈ X 1 2 ≡ {0, 1} and a ∈ A 1 2 ≡ {0, 1}, and analogously for b and y respectively, while u = (u 1 , . . . ,
in full analogy to that of u and c respectively. 
. . , 1) of length m . Systems are grouped in two disjoint sets. The set of systems in green (top) frame forms a box belonging to N S(A
) and the systems from blue (bottom) frame, forms a box belonging to N S(A
2) Extremal and Local Non-Signaling Boxes: The set of fully non-signaling boxes forms a polytope in a space of vectors over field of reals. Some of the boxes are special, being vertices of this polytope. Such boxes are called extremal. They are counterparts of pure states in the set of quantum states in quantum mechanics. We will prove, that in some cases extremal boxes are perfectly discriminated by the class of completely locality preserving operations. We therefore provide here their formal definition.
Definition 3: E ∈ N S(A, B|X , Y) ≡ N S is said to be extremal in N S iff for any pair of different boxes E 1 , E 2 ∈ N S, E 1 = E 2 , and p ∈ (0, 1), we have E = pE 1 +(1− p)E 2 , i.e. iff E can not be expressed as a non-trivial mixture of two different fully non-signaling boxes.
We need now an important notion of the set of boxes which are treated as a free resource in Bell non-locality scenarios. These are boxes which admit the so called local hidden variable model, as it is described by definition below:
Definition 4 [19] :
for some probability distribution { p(λ)}, where we assume that boxes P (λ) (a|x) ∈ N S(A|X ) and P (λ) (b|y) ∈ N S(B|Y) i.e. are single-paritite fully non-signaling, is called locally realistic (or shortly local). The set of all such boxes we denote as L R(A, B|X , Y) (or shortly L R). The boxes from
III. SCENARIO OF DISCRIMINATION
In this section we introduce the scenario of discrimination. An important notion here, is that of ensemble, which is defined formally below:
i=0 forms a probability distribution, is called ensemble. The boxes X i are called members of the ensemble.
We are ready to introduce the scenario of discrimination, which is central to the rest of considerations. It involves three parties: the Referee, who sends boxes drawn from some ensemble χ = {p i , X i } n−1 i=0 , and the two parties Alice and Bob, who receive a box from ensemble. The goal of Alice and Bob is to tell which box they actually got with as high probability of success as it is possible. We assume, that they know the ensemble χ beforehand. We will allow them to perform operations from some abstract class O P, which are linear, transform non-signaling boxes into nonsignaling ones, and in general output boxes. Hence the guess of the parties, i.e. number of the box that they claim to have been given by the Referee, should be modeled as a box as well. For this, rather technical reason, we will need special boxes, namely with unary input and n-ary output e with the distribution of the output being Kronecker delta δ j,e for some j ∈ {0, . . . , n − 1} [22] . We will refer to these boxes as to flag-boxes, 1 and denote as ( j, e). Interpretation and use of flag-boxes is explained as follows. An operation returning two flag-boxes (one for each party) each representing distribution δ j,e for some j , with some probability p j , means that Alice and Bob claim with probability p j , that they were given the box number j from the ensemble. To shorten the notation, we will sometimes neglect the output e writing ( j ). We say, that an ( j ) is a flag-box with flag j .
An operation, which acting on a non-signaling bipartite box results in correlated flag-boxes described above, we call discriminating operation (DOP). Our proofs shown in next sections apply to DOP operations, where the class O P is that of the so called completely locality preserving operations introduced in next section. We define discriminating operations formally below:
where {q X } K −1 j =0 is a probability distribution that may depend on X and the box A ( j ) is a flag-box with flag j on system of Alice and B ( j ) is that on Bob's. Moreover, for a particular ensemble χ = {p i , X i } n−1 i=0 , is said to be discriminating this ensemble if K ≤ n.
Let us note here, that discriminating operations are quite general, with the only restriction, that has as a result the local "flag" boxes. As we will see in next sections, our proof technique will show the results for a subclass of DOP operations.
We can now describe formally the scenario of discrimination of an ensemble. The Referee creates a box on systems R, A and B of the form: (9) and then sends system A to Alice and B to Bob, distributing thereby between them the box X i with probability p i . The Referee holds flag-box (i ) and waits for their answer. Alice and Bob are allowed to apply some operation which is (i) from class O P and (ii) discriminates the ensemble { p i , X i } n−1 i=0 , denoted as . Due to Definition 6, by linearity of CLP operations, results in the following box shared between the Referee, Alice and Bob (see Fig. 3 ):
We define now the probability of success p s with which discriminates an ensemble. It is computed from the joint probability distribution of the Referee's flag-boxes and the Alice's and Bob's flag-boxes (guesses) according to joint distribution of the latter as follows:
Definition 7: Given an operation ∈ O P and an ensemble χ = {p i , X i }, such that discriminates this ensemble, the probability of success with which discriminates χ, is given by:
where p (i, j ) = p i q X j for X = n−1 i=0 p i X i , and {q X j } n−1 j =0 is a probability distribution given in Eq. (8) .
We can finally define the problem of distinguishing between boxes as follows:
Given an ensemble of bipartite non-signaling boxes
find the maximal value of probability of success p s (χ) in discriminating between the given boxes:
where maximum is taken over all operations which are from the set O P of operations, that discriminates the ensemble χ.
In what follows, we will write just p s instead of p s (χ) if the ensemble χ is known from the context. As announced above, instead of general set of operations O P we will consider the completely locality preserving ones (CLP), which we now introduce in the next section.
IV. LOCALITY PRESERVING, AND COMPLETELY LOCALITY PRESERVING OPERATIONS
Our goal is to show, that the parties can not discriminate perfectly which box they share, if allowed certain operations. The question which we address now, is: which operations should be allowed ? We want these operations to give as an output local boxes that indicate the guess of the parties. It is then obvious, that they are the subclass of operations called locality preserving satisfying certain natural axioms: linearity and transforming non-signaling boxes into non-signaling ones, as well as local boxes into local ones [19] .
It would be tempting to provide the bounds for the locality preserving operations, however our technique of the proof applies only to a subclass of locality preserving operations called completely locality preserving operations. These are such locality preserving operations, which remain locality preserving if tensored with identity operation on some larger system, and are interesting on its own. In addition, we demand that the output of these operations is of special form, indicating what is the guess of the parties, i.e. that operations are discriminating.
We explain now, how these operations naturally appear in our approach. Our way to place an upper bound on box discrimination can be explained easily as a proof by contradiction. Namely, if the parties could distinguish the boxes B α i i (provided with probabilities p i ) with too high probability of success by some locality preserving operation , they could apply the same operation on systems AB tensored with identity operation on systems A B to the box (2) and using the result of discrimination on systems AB, would obtain a box on systems A B with too high non-locality cost (higher than the initial non-locality cost of the box (2)). This argument works if only ⊗ I is a valid operation, and does not increase nonlocality cost itself. The latter fact however is certainly assured, as we show below, if only ⊗ I is also locality preserving, which means that itself is completely locality preserving operation (CLP). Let us note here, that the CLP operations appear in the above context only via the proof-technique. It is possible, that a different proof technique may do without notion of the CLP operation, which is of independent interest.
Formally, we consider a family L of operations on a box shared between Alice and Bob, which preserve locality, as defined below (see [19] ).
Definition 8 [19] : An operation : S(A, B|X , Y) → S(Ã,B|X ,Ỹ) is called locality preserving (LP) if it satisfies the following conditions:
, that is transforms fully non-signaling boxes into fully non-signaling ones.
As we have explained in the introductory part of section II, in what follows we will focus on special locality preserving operations, namely those which are completely locality preserving. To define these operations, we have to recall the identity operation denoted as I. It does not change any box, and for a box of m X system of the first party and m Y system of the second party, can be represented in form of a matrix which is direct sum of m X × m Y identity matrices each of proper dimension, depending on the cardinalities of outputs [23] .
Definition 9: An LP operation is called completely locality preserving (CLP), if ⊗ I is also an LP, for arbitrary non-zero dimension of I operation. Formally, an LP operation acting on boxes from S(
, for arbitrary m A ≥ 0, m B ≥ 0, and arbitrary m X , m Y for which at least one of the following inequalities is true m X > 0, m Y > 0, is also locality preserving.
Remark 1: Note, that C L P L P, since the swap operation V is in LP, but is not in CLP: V AB ⊗ I A B acting on product of two non-local boxes on A A and B B respectively, creates non-local bipartite box with 2 systems A A of one party and two systems B B of the second one. Similarly like the swap operation on quantum states transforms separable states into separable ones, yet is not completely separable to separable state operation, as V AB ⊗ I A B creates entanglement between systems A A and B B , when applied to tensor product of two singlet states: |ψ 0 AA ⊗ |ψ 0 B B . Another way to see, that the CLP operations are not the all available is the following: instead of direct measurement as in CLP on both parts of the box, one can do it adaptively: measure first, send the result, and then choose the next measurement according to the result. In fact the latter approach is called wiring -the most general set of operations would allow such wiring between the parties.
A. Examples of Completely Locality Preserving Operations
In this section we provide two important examples of operations, namely the partial trace and twirling, and prove that they are CLP.
We begin with recalling a basic notion of measurement. By measurement of a box P(a, b|x, y) ∈ N S(A, B|X , Y), we mean setting of (some) of the iputs to one of its possible values. To give example, setting all inputs to certain value is represented by a pair of input's values (x,ŷ) which results in a pair of outputs (â,b) with probability P(â,b|x,ŷ).
By operation of partial trace for a box P(a, b|x, y) ∈ N S(A, B|X , Y), we mean the operation of performing some measurement on some (not all) of the systems of the box and summing over corresponding outputs. For example, consider a box P(a, b|x, y)
. We want to perform partial trace over all systems of the second party. To this end, we measure all the systems belonging to the second party, by setting value of the string of inputs of systems number i ∈ {1, . . . , m} to its arbitrary possible but fixed valueŷ, and perform summation over outputs b. In turn we obtain a box with systems of the firs party only, having form:
Note, that since box is fully non-signaling, it does not matter which is the value of measurementŷ: the result of the operation of partial trace does not depend on it. In next sections, for technical reasons we will need also an operation called twirling, which is defined for 2 × 2 boxes:
Definition 10 [5] , [24] : A twirling operation τ is an operation transforming a 2 × 2 box P(a, b|x, y) into 2 × 2 box P (a, b|x, y), which is obtained from the input box by flipping randomly 3 bits δ, γ , θ and applying the following transformation to a 2 × 2 box:
that is we have
We will use operation of twirling, as it maps all the boxes from 2 × 2 into a set of boxes of simple form, called isotropic, which we introduce in Sec. VI. The operations introduced above, are CLP, as it is stated in observation below.
Observation 1: The operations of partial trace and twirling are CLP.
Proof: For the proof see Appendix B.
B. Comparing Operations as an Example of Completely Locality Preserving Operations Which Discriminates the Ensemble
One can be interested if the set of C L P operations that distinguishes an ensemble is not empty. It is easy to observe, that any composition of local operations on both sides is a valid CLP operation providing the local operations satisfy nonsignaling condition. It is however not easy to see, if such operations could produce the same flag-boxes for Alice and for Bob, which are correlated with given ensemble. 2 However, as we show below, the following operation is a CLP operation which discriminates the ensemble: it is a composition of (i) local measurements, (ii) exchanging the results, (iii) grouping them into disjoined sets and (iv) creating the same flagboxes for each group followed by tracing out of the results of measurements (see example below). We will call this type of operation the comparing operations (COP) as the parties decide on the guess after comparing outputs of their measurements.
Since definition of COP operation is technical, we first explain its meaning, showing how it can be performed by the parties. Recall, that according to considered scenario, we assume that the distant parties are given one of K boxes forming an ensemble χ ≡ {p i , P i (a, b|x, y)} n−1 i=0 , and their aim is to tell which box they share. The COP is a particular operation that discriminates this given ensemble, in that upon an input box from the ensemble, COP outputs with some probability a pair of flag-boxes, indicating what is the guess of the parties. If they guess, that they were given box number k ∈ {0, . . . , n − 1}, the output will be pair of the flagboxes E (k, e) and F (k, f ) (i.e. boxes with unary inputs and with distributions of corresponding outputs δ k,e and δ k, f respectively).
The COP operation can be realized operationally by performing some measurement (x,ŷ) on the input box
, then exchanging the results, so that both parties know the output (â,b). Further the parties according to some partition {I k } of A × B decide to create flag-boxes indicating k on both sides if the output (â,b) belongs to I k . This partition is a strategy of discrimination: if output is of certain form (belongs to I k ), they decide to claim that the input box had number k ∈ {0, . . . , n − 1}. Hence, the COP is specified by the pair of inputs (x,ŷ) and a partition {I k }.
Although we have explained the action of the COP operation on the box which is shared by the parties according to the scenario of distinguishing, this operation is defined on any bipartite box, as it is explained in definition below. It is important to note, that although to implement COP, the parties need to communicate, as a map from boxes to boxes, the operation clearly does not create boxes which are not fully non-signaling, as it maps a box to a probabilistic mixture of flag-boxes i.e. the local box. Below we prove more, showing that COP is in fact a CLP operation, i.e. can not create non-locality when acting on a local box even when tensored with identity operation. We are ready to provide formal definition of the COP operation.
Definition 11: Comparing operation (COP) :
The action of on a box 2 To obtain flag-boxes uncorrelated with the ensemble is easy if we allow shared randomness, but, even with this resource, it is not clear if demanding the output to have form of the same flag-boxes is not too rigorous. P(a, b|x, y) ∈ N S(A, B|X , Y) is the following:
where E (k, e) and F (k, f ) are the boxes, which on unary inputs, output probability distributions δ k,e and δ k, f , respectively.
Note, that equivalently, we could define COP to output a distribution. Only to fit a definition of CLP operations which output boxes, its output is modeled as a box with unary inputs. The COP is clearly an LP operation, since, what is easy to see, it is linear function of its input, and it outputs a distribution (which we modeled as a local box -from
) acting on any box, hence on local box in particular.
We present now the main theorem of this section. Theorem 1: If an operation is COP, it is a CLP operation. For the proof of this Theorem, see Appendix sec. C. We show now a particular COP operation which distinguishes perfectly between the so called Popescu-Rohrlich box (P R-box) and the so called anti-P R box, which are two well known non-local boxes with 2 binary inputs and 2 binary outputs i.e. belonging to the set N S(
where ⊕ denotes addition modulo 2. The anti-PR box is defined as
Now, by the above definition, under measurement x = y = 1, the P R-box has always opposite outputs (a = b⊕1 with probability 1), while the anti-P R box has always the same outputs (a = b with probability 1). Hence, after this measurement, by comparing the outputs, the parties can discriminate which box they actually have shared. More formally, they perform the following sequence of operations, as explained above: (i) choose input x = 1 (Alice) and y = 1 (Bob), compare the results (ii) decide to output flag-boxes A (1) ⊗ B (1) if the results are not equal (and hence a ⊕ b = 1), while
providing the results are equal (and hence a ⊕ b = 0) (iii) trace out the results of measurements. This is an implementation of the COP operation, which allows them to distinguish perfectly the PR box from anti-PR box, which is also a CLP operation.
V. DISCRIMINATING BETWEEN PAIRS OF EXTREMAL BOXES BY MEANS OF COP OPERATIONS
In this section, we apply the comparing operations to distinguish some boxes perfectly, i.e. with p s = 1. More precisely, we show that in 2 × 2 case any extremal boxes are distinguishable by comparing operations. We also prove, that in case of 2 inputs and 2 outputs, whatever the cardinality of inputs and outputs, any local extremal box is distinguishable from any extremal box, by these operations.
We begin with providing an easy and intuitive lower bound on discrimination of a pair of any boxes by COP operations.
Observation 2: For any two different bipartite boxes P 1 , P 2 ∈ N S (A, B, X , Y) , and the ensemble χ = {p i , P i } 2 i=1 with p i = 1 2 for i = 1, 2, one has:
Proof: The corresponding COP operation, which achieves the above lower bound is described by (i) the measurement of inputs (x,ŷ) for which the above lower bound is the largest, and (ii) the partition of the set of pairs A × B ≡ {(a, b)} into two disjoint subset: I 0 = {(a, b) : P 1 (a, b|x,ŷ) > P 2 (a, b|x,ŷ)} and I 1 = A × B − I 0 . The fact that this strategy reaches the lower bound presented above, is due to the well known result of Helstrom of optimal discrimination between the quantum states, which can be applied to distributions as well as it is in our case [25] .
We now turn to special case, where we discriminate only between extremal boxes, that is, the ones which can not be expressed as a nontrivial mixture of two different nonsignaling boxes. The intuition is that the extremal boxes should be to some extent distinguishable, since they are vertices of the polytope of the fully non-signaling boxes and thereby far from each other in real vector space. We prove that this is the case. We first focus on 2 × 2 case.
It is proven that the only non-local and extremal 2×2 boxes are locally equivalent to PR box [4] . More precisely, they are of the form:
(where a, b, x, y, r, s, t ∈ {0, 1}). We will call them maximally nonlocal boxes. It is also proven, that all extremal local boxes in 2 × 2 case have form:
where α, β, γ , δ ∈ {0, 1}. Observation 3: Any two extremal boxes with two binary inputs and two binary outputs, are perfectly distinguishable from each other, by some CLP operation.
Proof: It is easy to see that each two different, local extremal boxes are distinguishable between each other, since by locality they need to have disjoint support of some probability distributions, and measurement which yields this probability distribution determines which local box the parties share. For other cases the proof boils down to checking that there always exists a pair of entries (x,ŷ), such that upon measurement defined by this pair, the resulting probability distributions for the two extremal boxes have disjoint support. There are 8 2 pairs of maximally nonlocal 2 × 2 boxes to consider. They are distinguishable perfectly between each other in a similar way, as it is in the case of discrimination between B 000 , which is in our notation Popescu-Rohrlich box and B 001 which is called anti-PR box, that we have shown in Sec. IV-B. There are also 16 × 8 of pairs of one local and one non-local extremal 2 × 2 box. All they are distinguishable in similar way to discrimination between PR box B 000 and the box defined according to eq. 22 as:
i.e. a local extremal box with α = β = γ = δ = 0. We discriminate these two boxes by measuringx = 1,ŷ = 1. In this way: if the results a and b are equal (equal to 0) we are certain, that the shared box was L(a, b|x, y) as defined above. If however a = b, we are certain that the shared box was the P R box, as upon this measurement, results satisfy a ⊕ b =xŷ = 1. Checking all the remaining cases we obtain a conclusion, that upon the comparing operation which starts from measuring the pair of entries for which support of the two boxes are disjoint (and then produces appropriate flagboxes) all extremal boxes in 2 × 2 are pairwise perfectly distinguishable.
In order to partially generalize this result to the case of larger dimensions, we now observe general property of extremal boxes. To this end, we define the support of a bipartite box as follows:
Definition 12: For a box P ≡ P(a, b|x, y) ∈ N S (A, B|X , Y) , by its support we will mean the following set:
supp P = {(a, b, x, y) : P(a, b|x, y) > 0}.
We have then, that the support of an extremal box can not be contained in the support of the other extremal one, as it is stated in the lemma below.
Lemma 1: For any two different extremal bipartite boxes
For the proof of the above lemma, see Appendix A. To state a result with operational meaning, which follows from the above abstract lemma, we need a definition of conclusive distinguishing:
Definition 13: Let P 1 , P 2 ∈ N S (A, B, X , Y) be two bipartite boxes. The box P 1 can be conclusively distinguished from the box P 2 , with nonzero probability if there exists measure-
with natural K ≥ 1, for which P 1 (a (i) , b (i) |x,ŷ) > 0 and P 2 (a (i) , b (i) |x,ŷ) = 0 for all i ∈ {1, .., K }. We then say that P 1 is conclusively distinguishable from P 2 with at least probability p = K i=1 P 1 (a (i) , b (i) |x,ŷ). From lemma 1 it direcly follows that Corollary 1: For any two different extremal bipartite boxes N S(A, B, X , Y) , the box E 1 can be conclusively distinguished from box E 2 with nonzero probability by some measurement. The same holds for the roles of E 2 and E 1 exchanged, but possibly for different measurement.
Remark 2: The results presented above, are shown to hold for bipartite boxes. It is however easy to see, that extending definition of bipartite boxes to multipartite case [26] , as well as the definition of support and conclusive discrimination, by analogous proof, one obtains that the lemma 1 and corollary 1 hold in multipartite case as well.
In special case when at least one of the extremal boxes is local in case of 2 inputs and 2 outputs, again using lemma 1 we obtain the following fact:
. Proof: Fix arbitrarily a pair: an extremal box P and a an extremal local box L. Note, that any extremal local box is deterministic i.e. L can be described as a family of d X × d Y distributions each heaving single entry equal to 1, and all others zero [26] . By lemma 1, for some measurement described by the input pair (x,ŷ) , the support of distribution L (a, b|x,ŷ) is not contained within the support of P(a, b|x,ŷ) which means in this case, that these supports are disjoined. More precisely, there exists pair of outputs (â,b) such that L(â,b|x,ŷ) = 1 and that P(â,b|x,ŷ) = 0. Thus upon measurement (x,ŷ) performed by the parties, if the result is (â,b), then the box shared by them was L with certainty, and if the result is a pair different than (â,b), then the box was P with certainty. Hence, by described measurement and comparing the results the parties can recognize correctly the pre-shared box. Performing further appropriate flag-boxes that represent their guess, they discriminate conclusively, with probability 1. Described operation is a COP operation by definition, hence it is also CLP due to theorem 1. This ends the proof of this theorem.
VI. ISOTROPIC BOXES, AND NON-LOCALITY COST
In what follows, we will focus on distinguishing between the so called isotropic boxes [24] 
where B i = B rst for a bit-string (r, s, t) ∈ {0, 1} ×3 , with α i ∈ [ 1 2 , 1], andB i denotes B rst witht being negation of bit t.
More precisely we will consider ensembles of several different isotropic boxes χ = {p i , B α i i } n−1 i=0 . As we have seen above, each isotropic box is built from a pair of maximally non-local boxes B rst , B r,s,t . This pair is indicated uniquely by the string (r, s, t). Two isotropic boxes which are defined as B α i rst and B α i rst (i.e. built from the same pair of maximally non-local boxes), we call similar isotropic boxes. In our considerations, processing of similar isotropic boxes will follow similar rules, thus we need a function, call it f , which maps the number of a member of ensemble i into the string (r, s, t), that is which maps numbers of similar isotropic boxes into a bitstring (r, s, t) which represents them, as we describe in example below. Finally, by B α i rst we will denote B same string 000 as both B α 1 1 and B α 2 2 are mixtures of the PR box B 000 and anti-PR box. B 001 . We depict the member of ensemble on Fig. 4 .
It is important to note, that the boxes B 000 and B 001 are invariant under the transformation of twirling introduced as an example of CLP operation in section IV-A.
In what follows, as a measure of non-locality we take the non-locality cost C(P) [3] , [14] defined like this:
Definition 14: For a bipartite box P(a, b|x, y) ∈ N S(A, B|X , Y) ≡ N S, its non-locality cost reads:
We make the following easy observation, that non-locality cost is monotonous under LP and CLP operations. It is an analogue of the observation 1 from [19] , where anti-robustness was proven to be non-decreasing under LP operations.
Observation 4: Non-locality cost does not increase under LP and CLP operations
Proof: Let us fix to be locality preserving (for completely locality preserving the reasoning is analogous). By definition of C, for any δ > 0 there exists a decomposition B|X , Y) . Also, by validity, (X) is a fully nonsignaling box. Thus by definition C( (P)) ≤ p δ < C(P) + δ. Hence C( (P)) < C(P) + δ for any δ > 0, which implies C( (P)) ≤ C(P).
We will need also an observation (see in this context [14] , [19] , and the proof of observation 4 in [19] ) which allows to evaluate the non-locality cost for isotropic boxes. 
Proof: Let us first note, that in range α ∈ [ 1 2 , 3 4 ] the box B α 000 is local, as it does not violate any of the inequalities equivalent to the CHSH ineqality [19] , [27] . Thus in this range C(B α 000 ) = 0 by definition. We consider now the case 3 4 < α ≤ 1. Since the box B α 000 is invariant under twirling, its optimal decomposition in definition of C(P) has both local part L and nonlocal X which are also invariant under twirling i.e. lays on a line between B 000 and B 001 . Let us consider some decomposion B α 000 = pX + (1 − p)L, where L is an isotropic box from L R(2 × 2). Note, that p in this decomposition can be written in terms of CHSH value [27] :
with i j = P(a = b|x = i, y = j ) − P(a = b|x = i, y = j ). Namely:
Note, that the above formula is well defined, since in the considered range of α, the box B α 000 is not local as it violates the CHSH inequality [27] . This implies that X is also nonlocal, and hence denominator in (29) is non-zero for any local L. It is now easy to see, that for fixed L, minimal p is reached for X = B 000 , as we can always lower p by setting γ (X) = 4. Hence we end up with optimization of a function
where −2 ≤ γ (L) ≤ 2. Using Mathematica 7.0, we find this function attains minimum at 4α −3, which we aimed to prove.
VII. UPPER BOUND ON DISTINGUISHING OF ISOTROPIC BOXES We focus now on distinguishing of the following ensemble:
with α i ∈ [ 1 2 , 1]. Following GKRSS method [17] , we will consider a box obtained by classically correlating boxes B α i i with other isotropic boxes, parametrised by some β i ∈ [ 1 2 , 1] .
and compare its non-locality with the box after application of some optimal CLP discriminating operation (see Fig. 5 ).
We state now our main result, which connects optimal probability of success p s (χ) in discrimination of the ensemble χ given in eq. (31), by means of CLP operations with the nonlocality cost of the box B in created from this ensemble given in eq. (32). More precisely, it provides a linear program to compute upper bound on p s (χ), provided that C(B in ) is known. Since finding C(B in ) needs also a linear programing [14] , we provide a way to upper bound p s (χ) in a computable manner. We further exemplify this throughout the corollaries and numerical investigation.
, any CLP operation which discriminates this ensemble satisfies
where
and β i ∈ [ 1 2 , 1], and probabilities p (i, i ) depend on as it is explained in definition (7) .
Before showing application of the above theorem, let us comment on its formula. The above inequality implies, (which is confirmed by numerics later in this section) that the more B in is non-local, the bound on RHS is less tight. This may happen if the boxes forming B in are more non-local, since obviously if all they are local, the B in is too, as so is their convex mixture. We view this as that the very proof technique may not capture the problem to all extent. What is also important, is the question about the role of the class of operations for which the above theorem holds. Is it important that they are completely locality preserving ? For the proof technique it is indeed crucial, as we will see. However at least that important is the geometry of boxes with two binary inputs and two binary outputs.
Following the above theorem we have immediate corollary, considering distinguishing of isotropic states with the same parameter α i = α, and considering β i = α.
Corollary 2: For the ensemble of isotropic boxes with the same parameter
the optimal probability of distinguishing by CLP operations that discriminate the ensemble satisfies:
where B in = n−1 i=0 p i B α i ⊗ B α i . Let us note here, that the bound in the above corollary, is meaningful only for range of α ∈ [ 3 4 , 1], or else the RHS is not less than 1, which yields a trivial bound.
The main corrolary concerns discriminating between the boxes while setting β i = 1 for all i i.e. setting B β i i to be maximally non-local:
Corollary 3: For the ensemble of isotropic boxes with the same parameter
, the optimal probability of distinguishing by CLP operations that discriminate the ensemble satisfies:
To exemplify the consequences of the above corollary we first set also α = 1, that is consider distinguishing between maximally non-local boxes, that is, the boxes B rst for r, s, t ∈ {0, 1}. We consider then the ensembles with a fixed number of maximally non-local boxes k provided with equal weights p i = 1 k , and for each of them find C(B in ). We then take minimal of these values, obtaining universal bound p s (k) -on the probability of success of distinguishing k maximally non-local boxes from each other.
To this end, we have used Mathematica 7.0 and approach of [14] , but with much smaller class of deterministic boxes, since we demand stronger non-signaling condition. For k = 2 the bound is trivial, as the non-locality cost is 1 for any pair. For k = 3 there are only 6 ensembles for which non-locality cost is less than one (equal to 1 3 for all 6 ensembles) which implies the bound 11 12 for all of them. For example
has p s (A 3 ) ≤ 11 12 . For k = 4 an exemplary ensemble with the smallest non-locality cost 5 8 is
and hence p s (A 4 ) ≤ 29 32 . For k ≥ 5 the non-locality cost is non-zero for every box that we consider and hence we have obtained the following general bounds: One can be also interested if some bound can be obtained for a box which can be obtained physically, i.e. via measurement on a quantum state. We choose the boxes with α i = 2+ √ 2 4 = α q , which corresponds to CHSH quantity equal to 2 √ 2 [27] , [28] . We obtain via corollary 3, denoting p α q s (k) the upper bound on probability of success of discriminating between any k boxes from the set B
where we rounded numerical results at 6th order. Interestingly, although corollaries 2 and 3 are not directly comparable as they have different B in , in this case corollary 2 leads to worse result than above, in particular p α q s (3) in that case is trivially bounded by more than 1.
A. Proof of Theorem 3
Before we prove theorem 3, we need to make some necessary observations. We will compare the initial value of non-locality cost of a box with its value after applying distinguishing operation and special post-processing. The box B in after distinguishing equals
To this box we apply a post-processing transformation which is composition of (i) local reversible control-O j operation that is operation of certain rotation O j of B β i i controlled by index j of A ( j ) followed by (ii) application of the twirling τ of the target system (iii) tracing out of the control system. The role of the (i) operation is to use the fact that if Alice and Bob would discriminate well the boxes B α i i , then they would obtain on other system by control operation a box that has high non-locality cost (the O j rotations are such that resulting state has large fraction of PR box, like in GKRSS method, a singlet was obtained). The operations (ii) and (iii) have only technical meaning: they map the resulting box B out into 2 × 2 isotropic box B out , so that we are able to calculate the nonlocality cost for this box via observation 5, and hence lower bound non-locality cost of B out .
After applying operations (i)-(iii), the output box is of the form
and it is a local operation: some combination of flipping (or not) inputs x,y and output b. 3 We make now some necessary observations. Observation 6: For a valid, linear operation which maps a non-signaling box B ∈ N S(A, B|X , Y) into non-signaling box (B) ∈ N S(Ã,B|X ,Ỹ), and transforms L R(A, B|X , Y) boxes into L R(Ã,B|X ,Ỹ) we have:
Proof: The proof of this fact goes in full analogy to proof of observation 4. The only difference is that the operation may not possess all properties of CLP operation for other boxes than B and (B) .
Corollary 4: The composition of operations of control-O j , twirling on target system and tracing out control system applied to box (38) does not increase the non-locality cost.
Proof: It is easy to check (see Appendix D for full argument) that a box of the form (38) and control-O j operation satisfy assumptions of the observation 6, while due to observation 1, twirling and tracing out of a subsystem are CLP operations, hence the composition of those three can not increase non-locality cost.
In result of application of the control-O j operation in presented context, the operation O j will act on different maximally non-local boxes, thus we would like to know what is the result of its action. From definition of O j operation, there follows directly an observation:
Observation 7: The operations O j satisfy the following relations:
Moreover for all 0 ≤ i, j ≤ n − 1 we have O j (B
for some rst ∈ {000, . . . , 111}. In our analyzis, to place a lower bound on the non-locality cost that the parties can obtain via discrimination of the ensemble, after control-O j operation and partial trace we apply twirling state to obtain an isotropic state, as for the latter, we can compute the non-locality cost via observation 5.
Since the state on which we will act with twirling τ , will be a mixture of maximally non-local boxes, we need the result of τ when acting on them. For this reason, we will need now the following observation:
and
where τ is the twirling operation given in def 10.
Proof: Follows directly from definition of the twirling operation and the boxes B rst . 3 We can pass now to prove theorem 3.
Proof: By monotonicity under locality preserving operations (observation 4), the fact that B out is a result of CLP map, and corollary 4 we have
hence, to prove the thesis, it is sufficient to show that the non-locality cost of B out is bounded as follows:
Since B out is isotropic by definition, by observation 5 it is sufficient to show that if we decompose B out as q B 000 + (1 − q) B 001 , the mixing parameter q will satisfy
Recall that
This by linearity of twirling and observation 7 equals
with j |i ∈ {000, . . . , 111}. Now by observation 8 one obtains:
where u i j = 1/2 for i, j such that j |i = 000 and j |i = 001 while u i j = β i for all i and j such that j |i = 000 and u i j = (1 − β i ) for all i and j such that j |i = 001. Hence the multiplying coefficient of B 000 reads
and further
which is nothing but
which is equivalent to (46), and the assertion follows.
VIII. CONCLUSIONS
We have extended a paradigm of distinguishing of entangled states to the world of boxes. We have formulated it using operations which result in classical distribution. Borrowing via analogy a proof technique from entanglement theory we have used the so called completely locality preserving operations which are of independent interest. We have considered distinguishing of isotropic boxes, and provided easy linear program that gives the bound on the probability of success of discrimination among them by means of completely locality preserving operations which discriminate the ensemble. As a corollary we obtained bounds for the probability of success of discrimination of maximally nonlocal boxes as well as isotropic boxes with the same parameter. The bound is obtained in terms of non-locality cost of special input box: the mixture of classically correlated copies of boxes that are to be discriminated. The main arguments in this result were (i) monotonicity of non-locality cost under CLP operations (ii) geometry of boxes with two binary inputs and two binary outputs. We have shown also an example of useful CLP operation which is the comparing operation: local measurement followed by communication of the results, grouping them according to some partition and tracing out the results. We proved that it can help in discriminating between pairs of extremal boxes in bipartite case for any pairs in 2 × 2 case, or between any local extremal box and any other extremal local boxes in bipartite case of boxes with 2 inputs and 2 outputs of arbitrary cardinalities. It would be interesting if application of a monotone other than non-locality cost would give better upper bounds. Note, that comparing operation is not the only one possible for boxes, as e.g. one could apply wiring between the parties [12] .
Finally, we have to stress, that presented upper bounds on probability of success should be considered rather as a demonstration of analogy between entanglement and nonlocality -two resource theories. This is because the bounds seems to be very rough, as most probably discriminating between two boxes perfectly by means of CLP e.g. between PR box and anti PR box, is the best strategy when one is given mixture of more than two maximally non-local boxes. This strategy yields probability of success equal to 2 n when 8 ≥ n ≥ 2, which is far from obtained bounds. It would be then interesting if one could find more tight ones, perhaps using more direct approach by considering general form of LP operations [23] than via monotones presented here.
APPENDIX A PROOF OF THE LEMMA 1
Here we prove the lemma 1, which states, that For any two extremal bipartite boxes E 1 , E 2 ∈ N S (A, B, X , Y) such that E 1 = E 2 , we have suppE 1 suppE 2 .
Proof: Suppose by contradiction, that suppE 1 ⊆ suppE 2 . Then if all probabilities of E 1 are less than or equal to corresponding probabilities of E 2 (for every measurement), then E 1 = E 2 . Indeed, if there was some (â,b,x,ŷ) such that
then a,b
which is a contradiction since {P E 1 (a, b|x,ŷ)} is a probability distribution. Thus we may safely assume that there exists (â,b,x,ŷ) such that
Let us denote T = {P E 2 (a, b|x, y) : P E 2 (a, b|x, y) ≤ P E 1 (a, b|x, y) }, and S = {P E 1 (a, b|x, y) : P E 2 (a, b|x, y) ≤ P E 1 (a, b|x, y)}. By the above consideration we have that
is well defined, and by definition satisfies r 1 > 0. Moreover, for
we have r 2 > r 1 as it follows from: r 2 ≥ P E 1 (â,b|x,ŷ) > P E 2 (â,b|x,ŷ) ≥ r 1 . By positivity of r 1 and from the above inequality we have p ≡ r 1 r 2 satisfies 0 < p < 1 i.e. it can be interpreted as non-trivial probability. This however gives, that
is a valid box. Indeed, for all (a, b, x, y) the following inequality is satisfied:
since either P E 1 (a, b|x, y) ≤ P E 2 (a, b|x, y), and then r 1 r 2 < 1 gives the above inequality, or P E 1 (a, b|x, y) > P E 2 (a, b|x, y) and then P E 1 (a, b|x, y) ∈ S and P E 2 (a, b|x, y) ∈ T . In the latter case, by definition of S we have: P E 1 (a, b|x, y) 1 r 2 ≤ 1, while P E 2 (a, b|x, y) ≥ r 1 by definition of T , which proves (60).
The boxẼ is also non-signaling, as a difference of two (unnormalized) non-signaling boxes. In turn, one obtains:
hence E 2 is a non-trivial mixture of two non-signaling boxes. This is desired contradiction, since E 2 is by assumption an extremal box, hence the assertion follows.
APPENDIX B PROOF OF OBSERVATION 1
In this section we prove observation 1, which states: The operations of partial trace and twirling are CLP.
Proof: We first argue, that operation of the partial trace is CLP. By definition this operation is linear and valid. We show now, that it transforms local boxes into local ones. Consider a local box L ∈ L R(A, B|X , Y) on systems A 1 , . . . , A m X of the first party, and B 1 , . . . , B m Y of the second party, having form:
with { p i } being a distribution. We consider now the partial trace of the system A 1 . It is sufficient, as the rest of the proof goes by induction with respect to number of partially traced systems. After tracing out A 1 , the resulting box has form:
It is easy to see, that this box is a mixture of a tensor product of two boxes. What remains is to argue that the box
is fully non-signaling for each i . Let us fix i . We prove that system A 2 does not signal to the rest of systems (the proof for the other systems goes by analogy). It follows just from the fact, that original box L is fully nonsignaling, i.e. for this i and any value of a 1 and any value of x =2 we have:
wherex 2 ,x 2 are values of inputs on system A 2 . Now, fixing the input on system A 1 tox 1 and summing the above equalities over values of a 1 , we obtain desired result. 4 We argue now that partial trace transforms fully nonsignalig boxes into fully non-signaling ones. We will consider only partial trace of the first system of the first party, as the proof for other systems is analogous. Consider a box P(a, b|x, y) ∈ N S(A, B|X , Y) be a bipartite box of A 1 , . . . , A m X systems of the first party and B 1 , . . . , B m Y systems of the second party. We show now, that after partial trace of system A 1 , system B 1 of resulting box, do not signal to the rest of systems.
Indeed, for any choice of a value of the inputs to systems A 1 , . . . , A m X , and e.g. inputsŷ 1 ,ŷ 1 on the first of system B 1 , we have that
Hence in particular, we can sum the above formulas over all values of output on system a 1 under inputx 1 on this system and obtain:
for all x =1 ,x 1 , a =1 , b =1 , y =1 , y 1 , y 1 , which proves the nonsingling condition in considered case, while the others follow similar line. This proves finally, that the partial trace is a CLP operation.
We move now to prove, that the twirling operation τ is a CLP operation.
A. Operation τ of Twirling Is LP
We first prove, that twirling is an LP operation. We fix now a bipartite box P(a, b|x, y) and will show certain properties of τ (P). It is easy to see, that the τ (P) is a box, in fact, it is a mixture of boxes P(a ⊕ a (x), b ⊕ b (y)|x ⊕ δ, y ⊕ γ ), which are well defined for each triple (δ, γ, θ) ∈ {1, 0} 3 : fixing arbitrarily inputs to a pair (x,ŷ), we obtain
which follows from the fact that for each (x, y) (in particular equal to (x ⊕ δ,ŷ ⊕ γ )) the probabilities P(a ⊕ a (x), b ⊕ b (ŷ)|x ⊕ δ,ŷ ⊕ γ ) form distribution, since adding a (x) to a and b (ŷ) to b, may result only in permutation of the elements in summation in eq. (67) above, and P(a, b|x ⊕ δ,ŷ ⊕ γ ) is a distribution since original box P(a, b|x, y) is valid. It is clear, that twirling transforms local boxes into local ones. Indeed, on a local box L, it outputs a mixture of 8 boxes that are equivalent to initial L, by local operations (of changing input or/and output by adding a (x), b (y), δ, γ respectively), i.e. that are also local. Then, mixture of local boxes is again local, as the set of local boxes is by definition convex.
We check now, that τ (P) is fully non-signaling. We show that the non-signaling condition from the first party to the second is satisfied, as the opposite case is analogous. We would like to show, that
It is enough then to show, that for each (δ, γ, θ) ∈ {0, 1} 3 , we have
This however holds, as fixing input of the first party to value x, we have that a (x) ∈ {0, 1} is some fixed bit which may only permute order of summation on L H S and L H S equals then:
Similarly, fixing the input of the first party to value x , we have that a (x ) ∈ {0, 1} is also a fixed bit, which may only permute order of summation on R H S, hence R H S equals then
Equality of (70) and (71) follows then from non-signaling of P(a, b|x, y), which holds for any value of y, (in particular equal to y ⊕ γ ) and any value of b, (in particular equal to b ⊕ b (y)).
What remains now to be proven, is that τ is completely locality preserving, i.e. that τ ⊗ I satisfies the above properties when acting on P (a, c, b, d|x, u, y, 
The proof goes along similar lines to the above. It is easy to see, that τ ⊗ I is valid, and linear. We now show, that τ ⊗ I transforms P(a, c, b, d|x, u, y, 
To this end, let us first show that the first system of the first party does not signal to the rest of systems, i.e that ∀ b, y, x, x , c, d, u , v a τ (P(a, c, b, d|x, u, y, v) (P(a, c, b, d|x , u, y, v) 
i.e. that
where (a, c, b, d|x, u, y, v) is full non-signaling by assumption, hence after multiplication by 1 8 and summation over values of (δ, γ, θ) of the equality:
we obtain that (73) is true. Similar argument proves that no system of the remaining number r ∈ {1, . . . , m X } of the first party, can signal to the rest of systems of the parties, that is:
where L H S(u r ) is the LHS of the above equality with u r in place of u r .
B. Operation τ ⊗ I Is LP
In this section we finalize proof that twirling is a CLP operation by showing that τ ⊗ I is an LP operation, for operation of identity I on arbitrarily large but finite system.
We prove now that τ ⊗ I transformers local boxes into local ones. Consider then a box L ∈
Then τ (L) has form:
are fully non-signaling. We show this for P i (a ⊕ a (x), c|x ⊕ δ, u), as for the other boxes the proof is similar. The latter however holds true, because P i (a, c|x, u) were fully non-signaling by locality of L, for similar reasons as we have shown in Eqs. (73)-(76). This ends the proof that the twirling τ is a CLP operation.
APPENDIX C COMPARING OPERATIONS ARE CLP
In this section we prove theorem 1, which states, that: If an operation is COP, it is a CLP operation.
Proof: As we have already argued, any COP is LP operation. What remains to be proven, is that is completely locality preserving. Recall, that to this end we need now to fix two systems A , B (w.l.g, of the same cardinality) and prove that ⊗ I A ,B is also locality preserving, i.e. (i) transforms boxes into boxes (ii) is linear (iii) transforms local boxes into local ones, and (iv) transforms fully non-signaling boxes into fully non-signaling ones.
To begin with, let us consider a box P(a, c, b, d|
arbitrarily fixed values of d A , d B , m A , m B , and m X , m Y such that w.l.g. m X > 0 and m Y > 0 (the case of some of the m X = 0 or m Y = 0 follows similar lines). This box is on systems A A ≡ A 1 , . . . , A m X , A 1 , . . . , A m X of the first party and B B ≡ B 1 , . . . , B m Y , B 1 , . . . , B m Y of the second party. Let us note here, that in order not to overload notation with sub and superscripts, in the above box, we mean that inputs x and u are in hands of the first party with x ∈ X m X d X and u ∈ X for the second party. After applying AB ⊗ I A B on this box, we obtain a box from
Here we mean that output e is in hand of the first party while f in hands of the second one, with e ∈ A 1 K and f ∈ B 1 K . P(a, c, b, d|x, u,ŷ, v) (79) Where x takes valuex and y takes valueŷ according to definition of (see definition 11). 1) Validity and Linearity of COP: To prove validity of ⊗I it is enough to notice that fixing u =û, v =v and summing over outputs we get a, c, b, d|x,û,ŷ,v P(a, c, b, d|x, u, y, v) , yields distribution on input x =x, y =ŷ, u =û, v =v.
To prove linearity, we observe that if we consider a mixture of boxes P = r α r P r (a, c, b, d|x, u, y, v) , then the result ⊗ I(P) would be (a, c, b, d|x, u, 
ŷ, v)]
(82) which is the same as
since we can change the order of summation.
2) COP Satisfies the Full Non-Signaling Condition:
We want to check if COP transforms fully non-signaling boxes, into fully non-signaling ones. Since inputs to flag-boxes E (k, e) and F (k, f ) are unary, we need only to check that for a box (79), neither input on r -th system of the first party for r ∈ {1, . . . , m X }, nor the r -th input of the second party for r ∈ {1, . . . , m Y } signals to the rest of systems. We will show it only for the first party, as the proof for the second goes in full analogy.
We already know, that itself transforms a fully nonsignaling box into a fully non-signaling one, as it produces box from L R as an output. We need to show now, that AB ⊗I A ,B acting on a box P (a, c, b, d|x, y, u, 
with arbitrarily fixed values of d A , d B , m A , m B , and m X , m Y such that w.l.g. m X > 0 and m Y > 0, which is fully non-signaling, transforms it into a fully non-signaling box from N S(A
. We then fix r ∈ {1, . . . , m X } arbitrarily, and show this condition for the r -th system of the first party, as that for the second, can be obtained analogously. We need to prove that P(a, c, b, d|x, u 
where L H S(u r ) means the left-hand-side of the above equality with u r replaced by u r . Recall also, that u r and u r are values of input to the box on r -th system of the first party, while u =r is an abbreviation for u 1 , . . . , u r−1 , u r+1 , . . . , u m X ∈ X 1 × . . . × X 
due to non-signaling of r -th input on system A r to the rest of systems which holds for box P(a, c, b, d|x, y, u, v), as it is fully non-signaling by assumption. Thus, summing over (a, b) ∈ I k both LHS and RHS of (87) and changing order of summation, we obtain that (86) is also true. This proves that any COP operation transforms fully non-signaling boxes into fully non-signaling ones.
3) Any COP Operation Preserves Locality: Finally we need to prove that ⊗ I transforms boxes from ( E (k, e) ⊗ 1 N (λ,a) P λ (a, c|x, u)) ⊗ (b, d|ŷ, v) ).
To see that this is a valid box from ] are fully non-signaling, as the original box was local. Indeed, let us consider system E A , as considerations for F B are analogous. We have that system E, can not signal, as the box B (λ,k,a,b) E A has there unary input. Thus we only need to prove for all r ∈ {1, . . . , m X }, that: Note that fixing e fixes k = e, and hence a such that there exists b so that (a, b) ∈ I k , thus a is not arbitrary in the above equations. However, the box P λ (a, c|x, u) is fully nonsignaling, so that ∀ a, u =r , u r , u r c P λ (a, c|x, u =r , u r ) = c P λ (a, c|x, u =r , u r ) (98) which multiplying by 1 N (λ,a) on both sides (note, that by definition E (k, k) = 1), proves (97).
This ends the proof, that the output of AB ⊗ I A B acting on a local box yields a local box, and together with other properties of this map, proves that COP is an example of CLP operation.
APPENDIX D PROOF OF COROLLARY 4 In this section we prove the corollary 4, which states that: The composition of operations of control-O j , twirling on target system and tracing out control system applied to box (38) does not increase the non-locality cost.
Proof:
We first check, that control-O j operation transforms L R(A 2 K ,2 , B 2 K ,2 |X 2 1,2 , Y 2 1,2 ) the ones from L R(A 2 K ,2 , B 2 K ,2 |X 2 1,2 , Y 2 1,2 ). Namely, consider a local box from L R(A 2 K ,2 , B 2 K ,2 |X 2 1,2 , Y 2 1,2 ), on systems A A of the first party and B B of the second, i.e. that of the form where functions h,h, g,g are either identity or a bitflip. Hence, the output box is a mixture of boxes, which are in tensor product form, we only need to check that P i (a, h a (c)|x,h a (u)) and P i (b, g b (d)|y,g b (v)) are fully nonsignaling. It holds, indeed, as unary input can not signal, while c P i (a, h a (c)|x,h a (u)) = c P i (a, h a (c)|x,h a (u )) (101)
for any a and values u and u , as for fixed ah a just permutes the inputs, while h a changes order of summation, keeping the range of c, hence the thesis follows from non-signaling of the box P i (a, c|x, u).
Next step is to show that control-O j operation transforms the box (38) into a fully non-signaling one. We will prove more, by considering generalization of a box of form (38), to the one: i j p(i, j ) E ( j, e) ⊗ F ( j, f ) ⊗ P i (c, d|u, v) (102) which is in N S(A 2 K ,2 , B 2 K ,2 |X 2 1,2 , Y 2 1,2 ), (that is we have e, f ∈ {1, . . . , K } and c, d, u , v ∈ {0, 1}), and moreover P i (c, d|u, v) ∈ N S(A 1 2 , B 1 2 |X 1 2 , Y 1 2 ) i.e. are fully non-signaling 2 × 2 boxes for all i .
After applying controlled-O j operation, we have: i j p(i, j ) E ( j, e) ⊗ F ( j, f ) ⊗ P i (h j (c), g j (d)| ×h j (u),g j (v)).
Since the above box can not signal from systems E and F, as there the box has unary inputs, it is enough to show that the box can not signal from system A to the rest of systems (the analysis of non-signaling from system F is analogous). 
where L H S(u ) denotes the LHS of the above equality with value of the input on system A equal to u in place of u. This happens iff
since e = f makes both sides of the above equal to zero. Now, we observe, that for all i and j the following condition is satisfied:
which follows from non-signaling of the boxes P i (c, d|u, v) for each i , and that the functions h,h, g,g are only identities, or bit-flips. Hence, multiplying the above for j = f by p(i, f ) and summing over i , proves (105). Finally, we observe that control-O j operations is linear. Moreover, by observation 1, we know, that partial trace of a subsystem, and twirling operation are CLP operations. This ends the proof of corollary 4.
