ABSTRACT A better exploring biological processes, means, and functions demands trusted information about Protein-protein interactions (PPIs). High-throughput technologies have produced a large number of PPIs data for various species, however, they are resource-expensive and often suffer from high error rates. To supplement the limitations of the traditional methods, in this paper, a sequence-based computational method is proposed to insight whether two proteins interact or not. The proposed method divides the novel PPIs prediction process into three stages: first, the position-specific scoring matrices (PSSMs) are produced by incorporating the evolutionary information; second, the 352-dimensional feature vector is constructed for each protein pair; third, effective parameters for the ensemble learning algorithm rotation forest (RF) are selected. In the proposed model, the evolutionary features are extracted from PSSM for each protein without considering any protein annotations. In addition, by using more accurate and diverse classifiers constructed by RF algorithm to avoid yielding coincident errors, one sample incorrectly divided by one classifier will be corrected by another classifier. The proposed method is evaluated in terms of accuracy, precision, sensitivity, and so on using Yeast, Human, and Pylori datasets and finds that its performance is superior to that of the competing methods. Specifically, the average accuracies achieved by the proposed method are 97.06% (Yeast), 98.95% (Human), and 89.69% (H.pylori), which improves the accuracy of PPIs prediction by 0.54%∼3.89% (Yeast), 1.29%∼3.85% (Human), and 0.22%∼4.85% (H.pylori). The experimental results prove that the proposed method is an effective alternative approach for predicting novel PPIs.
I. INTRODUCTION
Proteins form the basic machinery of cells, and the constant interactions between them, known as Protein-Protein Interactions (PPIs), are cornerstone for applicable execution of all cellular mechanisms [1] . The prediction of PPIs is the fundamental for better understanding the biological functions of living cells and elucidating biochemical pathway [2] .
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PPIs have become attractive targets for drug discovery, chemical biology and therapeutic strategies because their high specificity potentially enables researchers to target specific disease-related pathways [1] - [5] . Thus, the prediction of PPIs has been and continues to be one of the core issues in systems biology and bioinformatics [6] , [7] .
The current methods for building PPI networks primarily depend on known interactions and sequence analysis [8] , [9] . In recent years, a variety of innovative experimental techniques have been presented to discover and analyze PPIs [10] .
Owing to the development of large-scale experimental technologies such as yeast two hybrid (Y2H) screens [11] , tandem affinity purification (TAP) [12] , mass spectrometricbased protein complex identification approaches (MS-PCI), as well as other high-throughput biotechnologies for PPI prediction [13] . The intuitive benefit of these technologies is that a huge amount of PPI data for various species has been accumulated over the past ten years [10] , [14] . Nevertheless, Experiments vary in regard to both reliability and ability to discriminate between different categories of interactions [8] , and experimental validation techniques are resource-expensive [15] , [16] and often suffer from high error rates [17] . Therefore, it is necessary to speculate supplementary PPI that has not been sustained by straight-forward experimental evidence.
Computational methods [18] , provide the opportunity to supplement the limitations of the current experimental approached, and to maximize the coverage of protein-protein interaction networks [8] . This kind of methods mainly relies on feature extraction technologies and machine learning algorithms [19] . Various supervised machine learning methods, such as Random Forest (RF) [6] , [8] - [10] , [20] and Support Vector Machines (SVM) [21] , have been employed to identify novel PPIs. Feature extraction mainly focuses on sequence-based and structure-based [17] . Structure-methods base their prediction on structural similarities and use template PPIs [9] . Such as, Dootlittle and Gomez performed a map of interactions between HIV-1 and human proteins based on protein structural similarity [22] , and Franzosa et al. [24] employed 3D structural to predict PPIs. However, they doesn't work on proteins of unknown structure, and determining the 3D structure of proteins is complex and costly [17] . Correspondingly, sequence-based methods [2] , [23] , [25] , [26] are more suitable, because they usually only demand the primary sequence information.
In this paper, a sequence-based computational method is proposed to predict the novel PPIs, which relies on machine learning algorithm-Rotation Forest (RF) and the evolutionary information extracted from amino acid sequences. It has been confirmed by researches [20] , [51] that predicting novel protein-protein interactions directly from amino acid sequences is completely feasible and reliable. PositionSpecific Scoring Matric (PSSM) created by PSI-BLAST is an effective presentation tool for sequence-based approaches, especially in bioinformatics. For each protein sequence, the PSSM gives the likelihood of a specific residue substitution at a specific location depended on evolutionary information [51] . It is generally known that the key computational challenge for sequence-based methods to predict novel PPIs is to select an effective feature extraction method as well as an appropriate training model [7] . In order to fully characterize the significant information of protein pairs, in this paper, a new texture feature mechanism is proposed to extract the features from the PSSMs using Gray Level Co-occurrence Matrix (GLCM). Although GLCM plays an important role in pattern recognition and image analysis [27] , [28] , as we know, it is the first time to be used to extract features from PSSMs for the purpose of novel PPIs prediction. Besides, the Rotation Forest (RF), one of ensemble learning, is also introduced as training model in this study.
More specifically, the main contributions of this paper include following items: firstly, because it directly extract features from the PSSM of amino acid sequence, this method does not bias toward specific subspaces in the examined proteomic space and does not depend on known PPI samples. Secondly, these features are based on the history of protein evolution, thus they have stronger ability to predict novel PPIs than many other sequence-based methods [6] . Thirdly, a novel statistical selection feature mechanism is proposed to extract the basic characteristics from PSSM for each protein and represent them in a 176-dimensional feature vector. Accordingly, for a protein pair, the feature vectors of these two proteins are combined into a 352-dimensional feature vector. Finally, based on this feature extraction mechanism, this paper proposed a RF prediction model to identify novel PPIs, which can improve the accuracy of a base classifier (e.g. classical SVM). Three datasets (Yeast, H. pylori and Human) are adopted to verify the performance of the proposed model. The experimental results prove that the proposed model is more robust than the competing methods.
II. MATERIALS AND MEETHODS
Although PPI prediction has made progress, there still has room to further improve its performance, which motivates us to propose a sequence-based computational method. In section A, the architecture of the proposed method is described. To carry out evaluations on the proposed method for PPI prediction, three publicly available datasets, which shown as section B, was utilized. The feature extraction method and classifier employed in the proposed computational method are presented in section C and section D.
A. ARCHITECTURE OF THE PROPOSED METHOD
Here, a sequence-based computational method is proposed to improve the performance of PPIs prediction. The proposed model mainly contains three stages: feature extraction, model learning and identification, as illustrated in Figure 1 . The proposed method takes both interaction and non-interaction protein pairs as training samples during training process, and an ensemble classifier-RF and a base classifier-SVM are learned by using the feature vectors extracted by GLCM. In the identification stage, the proposed method takes the feature vector extracted by unknown protein pair as input and determines whether this protein pair is interaction or noninteraction. To demonstrate effectiveness, datasets (Yeast, Human and H. pylori) are employed to verify the proposed model. Experimental results have proved that the proposed method yields better prediction accuracy than previous methods [20] , [23] , [29] - [34] . 
B. DATA SOURCES
Although there are already many experiments and databases to detect and store protein-protein interactions of living organism, false positive interactions is common in these data [6] , [31] . These false positive results are produced due to deviations and errors of tools, which are not biologically true. For the computational methods, these false positive data will have a negative effect on the training process, moreover, these faulty results will be propagated in PPIs datasets [6] . Therefore, it is necessary to construct gold standard dataset, which consists of both positive and negative samples.
To fairly and impartially evaluate the proposed model, the publicly available dataset Yeast, which is gathered from the DIP [35] , is employed. If there is a protein with less than 50 amino acids included in a protein pair, this protein pair will be removed, because the protein might just be a fragment. In order to further eliminate the redundancy of pairwise sequences, the CD-Hit algorithm [36] was used to identify the homologous sequence pairs and the threshold is 40%. After above processing, the remaining of 5594 pairs of proteins constituted the final positive dataset. Negative datasets are also needed to prove the reliability of the proposed method. Another 5594 protein pairs whose subcellular localizations are dissimilar, are developed to construct the negative dataset. Finally, the gold standard dataset employed in this work contains 11188 protein pairs.
In order to demonstrate the universality of the proposed model, another two completely different types of PPI datasets, are also adopted. The first one is gathered from the Human Protein References Database. Its positive dataset is constructed by 3899 pairs of proteins whose sequence identity is less than 25%, and its negative dataset includes 4262 pairs of proteins from 661 dissimilar human proteins by following the previous work [37] . Consequently, a new dataset Human is developed we with 8161 pairs of protein. Another PPI dataset used in this work consists of 2916 Helicobacter pylori (H.pylori) pairs of proteins.
C. FEATURE EXTRACTION
In the proposed model, for each protein pair, its feature are extracted from protein sequences. The detailed extraction process is as follows.
Step 1, the protein sequence is represented as PSSM matrix by incorporating the evolutionary information. The PSSM matrix is proposed by Gribskov et al. [38] , and it has been proved to be effective in many areas, such as protein secondary structure prediction [39] and DNA-binding proteins identification [40] . The PSSM matrix is a L × 20 structure, shown as the step 1 in Figure 2 . Where L represents the aggregate amount of amino acids in one protein and
is the log odds score of the appearance of j th naive amino acid at the i th location of a protein sequence [6] . Accordingly, PSI-BLAST tool [41] is used to generate PSSM matrix for each protein.
Step 2, GLCMs are calculated for the purpose of extracting evolutionary information from PSSM and constructing the fixed length feature vector for each protein. Although PSSM is an effective way to express protein sequences, the problem is that different proteins have different lengths, which poses a challenge to the construction of feature vectors. GLCM is a statistical method of inspecting the textures that takes into account the spatial relationship of pixels, which is proposed by Haralick et al. [42] . GLCM is a N × N matrix, where N is the total grey levels number. The matrix element at the position (i, j) is represented as P (i, j|d, θ), which means the co-occurrence probability for co-occurring pixels with gray levels i and j with a displacement distance d and orientation θ . In this work, the parameters of GLCM are selected by the 49458 VOLUME 7, 2019 FIGURE 2. Feature extraction process in the proposed method.
experimental works. The results show that the GLCM at θ =0 0 , 45 0 , 90 0 , 135 0 and d = 1, 2 with a block size 8 × 8(N = 8) give significant texture information to identify between protein-pair interaction and non-interaction. A single direction and distance might not give enough and reliable texture information [43] . For this reason, four directions and two distances are used to extract the texture information for each PSSM. The output of this step is a N × N × M matrix (N = 8 and M = 8 in this paper), where M is the number of GLCMs calculated from these different displacements and orientations, which shown as the step 2 in Figure 2 .
Step 3, for each co-occurrence matrix, it is normalized to generated the normalized matrix Nor-GLCMs, which shown as the step 3 in Figure 2 . In Nor-GLCMs, its element at the position (i, j) is represented as pn (i, j|d, θ).
Step 4, a total of 22 features are extracted, known as g (k) (k = 1, 2, . . . , 8) , from the Nor-GLCMs. Such as Angular Second Moment (Energy), Inverse Difference Moment (Homogeneity), Entropy, Correlation, and so on [27] , which is defined as following formulas (step 4 in Figure 2 ).
Step 5, a 176-dimensional feature vector v is constructed for each protein (step 5 in Figure 2 ), which means that the dimension of feature vector for each protein pair is 352.
where EPS is equal to 2 (−52) and it is the spacing of floating point numbers,
.
D. ROTATION FOREST CLASSIFIER
In this research, an ensemble classifier, Rotation Forest (RF) [44] , [44] , is utilized to identify PPIs based on feature extraction method described as Figure 2 . Assuming
T is used to denote the labels. F i,j ← the features in j th subset 5.
X i,j ← select the corresponding columns of F i,j in X to compose a training set 6.
X i,j ← select a bootstrap sample from X i,j of size 75% of the number of objects in X i,j 7.
D i,j ← run Principal Component Analysis (PCA) on X i,j to get the coefficients γ
8. End for 9. In the predicting stage, given one test sample x, let d i,j xR a i be the probability calculated by the classifier T i to the hypothesis that x belongs to class y j . Consequently, the confidence level of a class can be computed through formula (5) , and x will be classified into a class with the largest µ j (x).
III. EMPIRICAL VALIDATION
In this part, the evaluation metrics employed in the experiments are presented. With the datasets Yeast, Human and H.pylori, comprehensive experiments are conducted in the proposed PPI prediction model, and the process of parameters selection is described in detail. The comparison with the stateof-the-art approaches is also illustrated in this section. Details of experiments are shown as following.
A. EVALUATION METRICS
The PPI problem belongs to two class prediction, and its purpose is to divide the sample into one of the classes, i.e. interaction or non-interaction. With regard to such a binary classification problem, the prediction results are marked as positive or negative. The possible predictions of the classification system are usually defined as true positive (TP), true negative (TN), false negative (FN) and false positive (FP) in statistical learning. Any classification model should be verified by some metrics to evaluate its result and quality. In this paper, following widely used metrics are employed, i.e. Area under the receiver operating characteristic curve (AUC), classification sensitivity (SEN), classification accuracy (ACC), classification precision (PRE) and Matthews Correlation Coefficient (MCC). Their definitions are as following:
B. PARAMETER SELECTION
The five-fold Cross-Validation (CV) is employed to verify the performance of the proposed model. CV is a method widely used to evaluate and compare machine learning algorithms, because it can generate more accurate evaluations by using intersecting data, and it is an effective technique to avoid over-fitting results [45] - [47] . In this way, the entire sample set is randomly divided into five equal parts. At the beginning, the first part is used to the test set and the remaining four parts are treated as the training set. Next, the second part is employed as the test set and other four parts are used to the training data. Likewise, a total of five CV steps are executed to evaluate the classifier. In order to study the sensitivity of RF to the amount of decision trees (L) and the amount of features (M ) of each subset, twelve different numbers for L are used in the range of 50 to 600 (50, 100, 150, . . . , 550 and 600) with step 50. Meanwhile, M is tuned from 0 to 28 with step 1. The best outputs was achieved by applying the RF with L = 500 and M = 14. For the SVM, the grid search method is used to optimize the parameters and set c = 8192 and g = 0.0039. Based on these parameters setting, the experimental results with using three different datasets are respectively shown in Table 1,  Table 2 and Table 3 . To further verify the effectiveness of 49460 VOLUME 7, 2019 the proposed method, it is compared with other state-of-theart PPI identification methods. The experimental comparison results are shown in Table 4, Table 5 and Table 6 . In order to verify the validity of the representations obtained by GLCM, the classification results achieved by GLCM are compared with other different representations on the premise of using the same classifier. Above experimental results with five metrics (SEN, PRE, ACC, MCC and AUC) demonstrate that the performance of the proposed model outperforms than that of the competing methods.
C. PREDICTION PERFORMANCE OF PROPOSED MODEL
According to Table 1 , with using the dataset Yeast, the proposed method achieved 97.06% prediction average (Ave.) accuracy, and improved the prediction accuracy by 5.43% compared to SVM. According to Table 2 and Table 3 , the proposed model also obtained 98.95% and 89.69% average prediction accuracies with using dataset Humanand H.pylori, which are 3.53% and 4.60% higher than the results obtained by SVM. In addition, with respect to the Yeast dataset, the proposed method achieved the average sensitivity with 95.23%, the average precision with 98.85% and the average MCC with 0.9418. Correspondingly, under the same experimental conditions, SVM achieved 90.83% average sensitivity, 92.32% average precision and 0.8328 average MCC. By employing Human(H.pylori)datasets, the performance of the propose model is also superior to that of SVM, and it improved the average sensitivity by 5.77% (1.53%), the average precision by 1.77% (6.85%) and the average MCC by 7.00% (9.21%) compared to SVM. The results shown in Table 1, Table 2 and Table 3 , prove that the proposed In order to further verify the effectiveness of the proposed method, its Area-Under-Curve (AUC) is also computed. AUC is employed to show the total area under the Receiver Operating Characteristic Curve (ROC) curve (shown as Figure 3 , Figure 4 and Figure 5 ), which is a plot between TPR (TP/(TP + TN )) and FRP (FP/(FP + TN )) for every possible detection cut-off. When the AUC value is 1.0, the accuracy of the tested model is perfect. When AUC approaches 0.5, it means that the measured classification model has poor prediction ability. The value of AUC obtained by the proposed model is 0.9711 and it improved 5.22% compared to that of SVM with using Yeast dataset in Figure 3 . When employed two additional datasets (Human and H.pylori) , the values of AUC achieved by the proposed model are 0.9887 and 0.9007, and they are 3.5% and 4.68% higher than that of SVM in Figure 4 and Figure 5 .
The application of machine learning algorithms, especially classification systems, usually involves two steps: first is to select a proper feature extraction algorithm to obtain the most powerful features, and the second is to employ an efficient classifier algorithm to achieve the highest classification performance. In this paper, a simple but robust texture feature extraction method GLCM is used to extract 176-dimensional features from PSSM with two distances (d = 1 and d = 2) The reason for using two distances and four directions to construct matrices is that a single distance or direction does not provide sufficient and reliable information to effectively characterize each protein.
SVM as one of state-of-the-art machine learning methods has been widely used to biological applications [48] , and many previous studies have proved that SVM has great performance on binary classification [49] . However, as a base classifier, SVM cannot always achieve excellent classification accuracy. RF, as a popular ensemble classifier, is composed of a group of decision trees to improve the accuracy of classification. The purpose of RF is to construct more accurate and more diverse classifiers to avoid yielding coincident errors, such as one sample incorrectly divided by one classifier will be corrected by another classifier. Each tree in RF is trained in the rotating feature space through the entire dataset. Thus, due the diversity of base classifiers ensured by the rotation scheme, the proposed method is more accurate and robust than an excellent base classifier-SVM. Finally, the high predictive performance of the proposed model in the case of multi-datasets, which indicates that this method has potential for further research and application in the field of novel PPI prediction.
D. COMPARISON WITH OTHER METHODS
In order to highlight the advantage of the proposed model, it is compared with previous PPI prediction works based 49462 VOLUME 7, 2019 Table 4 -6. It can be seen from Table 4 that the average prediction accuracy of the six different methods is from 93.17% to 96.52% for Yeast dataset. Wong et al. [32] adopted Rotation Forest (RF) and Local Phase Quantization (LPQ) representation method to predict novel PPIs, and You et al. [50] employed Rotation Forest (RF) and Low-rank Approximation (LRA) representation method to predict PPIs. The prediction accuracies of these methods are all lower than that of the proposed model. As well as can be seen from Table 5 -6, the performance of the proposed method is superior to that of other methods. Checked the classification results, which obtained by a different representation methods, such as autocorrelation (AC) [25] and Local Phase Quantization et al., but the same ensemble classifier, it can be observed that the proposed method has obvious advantages. This experimental results show that the proposed method combined RF classifier with GLCM feature extraction not only achieved accurate performance, but also considerably improved precision in the identification of PPIs.
IV. CONCLUSION
In this research, an efficient and robust model is proposed for predicting novel PPIs, which combines machine learning method-Rotation Forest and texture feature extraction method-GLCM. The performance and advantages of the proposed model are verified by comprehensive empirical study.
The competitive experimental results, proved that the features extracted by GLCM can be served as a powerful determinant for predicting novel PPIs with low cost, and rotation forest, as an ensemble of machine learning algorithm, is an efficient way to enhance the average accuracy of classifiers. To further assess the effectiveness of the proposed approach, it is also compared with SVM classifier and other competing methods, based on three gold standard datasets, i.e. Yeast,Human and H.pylori. The average accuracies was improved to 97.06%, 98.95% and 89.69% with using the proposed method. The increase of average sensitivity, AUC, precision and MCC further proved the competitive advantage of the proposed method. In general, this paper proposed an efficient and accurate alternative method which only utilized a set of evolutionary features extracted from PSSM without considering any protein annotations to identify novel protein-protein interaction.
