In this paper, we establish a new default risk framework with possible dynamical contagion among obligors.
Introduction
Since the outrage of the financial crisis in 2008, many works had been done to investigate what happened, how it happened and why it happened. The report of the national commission on the causes of the financial and economic crisis by the United State government concludes that the financial crisis was avoidable and mainly caused by the failure of financial regulation and super-assume that all obligors have the same nominal values, denoted by A. The accumulated loss L t is given by
Instead of modelling default obligors separately, we use a set-valued process (X t ) to characterize the evolution of default events in the group. Hence, the loss process L is fully characterized by the set-valued process X. The complicity lies in the interaction between the macroeconomy factor Y and X. To surpass this, we will describe the linkage between Y and X through a conditional Markov chain by a default intensity process Λ, that will be specified later. The process Λ has the same flavor of intensity based approach as [6] , [32] , [39] , [40] , [52] , to name a few.
In the intensity based credit modeling literature, the top-down approach, building models for the cumulative default intensity of the whole portfolio without specifying the underlying single obligor and the bottom-up approach, building models with specified individual default intensity, are both well established and have the capabilities to fit in the market data. The default time, either for the whole portfolio or individual obligor, is usually modeled as the first jump time of a process, such as Cox process or doubly-stochastic Poisson process. Top-down models are introduced and investigated in Cont and Minca [7] , Errais, Giesecke, and Goldberg [16] , Errais, Giesecke, Goldberg and Barra [17] , Giesecke, Goldberg and Ding [26] , and Bielecki, Crépey and Jeanblanc [3] , among others. Under the framework of bottom-up approach, single name default intensity based models are introduced by Jarrow and Trunbull [32] , Lando [40] , Duffie and Singleton [11] . Mortensen
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Article submitted to ; manuscript no. (Please, provide the manuscript number!) [43] postulates that λ i (t) = a i λ(t) + λ i (t), where λ(t) captures the systematic default component and λ i (t) captures the idiosyncratic default risk component which is assumed to be independent of λ(t) and λ j (t), given the realization of λ(t), for all obligors j. The default propagation and correlations are channeled by the common systematic component λ(t). However, both approaches can not account for the contagion effect on idiosyncratic default risk induced by systematic default risk λ(t). Das, Duffie, Kapadia and Saita [10] and Duffie, Eckner, Horel and Saita [14] demonstrate the presence of frailty correlated default and the incapability of doubly stochastic assumption to capture default contagion or frailty (unobservable explanatory variables that are correlated across firms).
This paper has several contributions to the intensity based credit risk modeling literature. First, we explicitly construct the set-valued default process X through its density (Λ t ) which integrates macroeconomy impact and intergroup default contagion dynamically that both top-down and bottom-up models can not capture. Markov (set-valued and real-valued) default models have been studied both theoretically and empirically by Jarrow, Lando and Turnbull [33] , Bielecki, Crépey, and Herbertsson [4] , Kijima and Komoribayashi [36] , Herbertsson and Rootzén [30] and Herbertsson [31] ; however our model leads to a more tractable problem. Second, we provide a closed-form pricing formulae for CDOs without using matrix exponential as in [4] , [30] and [31] . This gives significant computational advantages beyond its tractability, especially when the obligors N is large.
We illustrate this in a particular homogeneous contagion model where N could be larger than 125.
Finally, our set-valued Markov model can be easily extended and applied to study other credit derivatives such as first-to-default, k−th default etcetera. We will investigate this issue in future research.
The paper is organized as follows. Section 2 presents the preliminaries of the default model. Section 3 describes the conditional dynamics of the default process. In Section 4, we present the application of the main theorem to price credit derivatives. Section 5 gives numerical studies.
Section 6 presents the construction of the default Markov chain process X. Section 7 concludes the paper. Delegated proofs are given in Appendix.
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Preliminaries
We consider a stochastic basis (Ω, A, C = (C t ) t≥0 , P), where C is a filtration satisfying the usual hypotheses of right continuity and completeness, and C ∞ ⊆ A. The filtration C represents macroeconomy information through time, that would be generated by an exogenous process Y = (Y t ) t≥0 in this paper. The probability P is the risk neutral probability with constant risk-free rate r. Besides,
nominal percentage of financial loss at the occurrence of default obligor i is a constant 1 − R i that is assumed to be 60% as standard market practice.
A portfolio credit derivative is a contingent claim with payoff depending on the loss process
A standard call option on the loss process is max(L T − K, 0) with strike price K and maturity T , which is the building block of tranche spreads. In the literature, the bottom-up approach specifies the intensities (λ i ) for all obligors i such that
while the top-down approach specifies the aggregate of the constituent intensities of the total loss process L such that L t − t 0 λ s ds is a C-martingale; see Gordy [22] , Errais, Giesecke, Goldberg and Barra [17] , Giesecke, Goldberg and Ding [26] , Bielecki, Crépey and Jeanblanc [3] and the reference therein. In the top-down approach, the constituent intensities can be recovered by random thinning to decompose the aggregate portfolio intensity into a sum of constituent intensities; see Giesecke, Goldberg and Ding [26] . Peng and Kou [49] establish the connection between the top-down and the bottom-up models and apply Monte carlo simulation to price CDOs under a conditional survival model.
Departure from the bottom-down approach, instead of modelling (τ i ), we describe the default process X t directly with ordered default times (τ i ). Let τ n be the occurrence time of n th default event and X t be the set of all the defaulted obligors at time t, taking value in N := {1, 2, · · · , N }. We assume that any obligor will not recovery after default, i.e. X τ n ⊂ X τ n+1 for all n = 1, 2, · · · , N − 1.
Therefore, all the possible defaults are now characterized by the pair (τ n , X τ n ) n=0,1,2,··· ,N , with the convention that τ 0 = 0 and X 0 = ∅. It is obvious X t = N −1 n=0 X τ n 1 {τ n ≤t<τ n+1 } and the loss process
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Our new default framework lies in characterizing directly the dynamics of the default process by a C-conditional Markov chain X, with the intensity (λ EF (t)) and E, F ∈ N. To account for the dependence among defaults in the group, the family (λ EF (t)) could have components from macroeconomy factor Y and intergroup contagions. We give their definitions below and denote N as the sigma-algebra consisting of all the subsets of N , N 2 := N ⊗ N as its usual set meaning, |F | the cardinality of a set F ∈ N and F X = (F X t ) as the filtration generated by a process X.
Definition 1.
A continuous time N-valued stochastic process X = {X t : t ≥ 0} is called a C− conditional Markov chain if, for all s ≤ t, and F ∈ N, the following holds.
is a (C t ∨ F X t ) martingale.
Similar to top-down and bottom-up approaches, the family of processes (λ EF (t)) t≥0 plays the role of compensator of the default process X t and represents conditional default rate at time t when obligors in E already defaulted. Throughout the paper, we will only consider the intensity satisfying λ EF (t) = 0, whenever F = E ∪ {i}, i ∈ E c . This means there exists at most one default event at any time point, which is usually assumed in the literature.
To make this framework more applicable in empirical studies, we assume the existence of (λ EF (t)) t≥0 and the macroeconomy process Y first, instead of the default process X directly. The motivation and economic consideration is that one could apply the market credit derivative prices or spreads to recover the default intensity or contagion correlation rate. We refer the reader to
Nickerson and Griffin [47] , Cont, Deguest and Kan [8] , Cont and Andreea [7] and the references therein.
However, it is not obvious for the existence of the conditional Markov chain X if we assume the intensity (λ EF (t)) t≥0 aforehand. We resolve this issue in the next section. Under some more specific settings, we refer to Herbertsson and Rootzén [30] through a matrix representation approach. 7 
Dynamics of the Default Process
To price and hedge credit derivatives, the dynamics of the default process X is essential, which is characterized below.
The Existence of Conditional Markov Chain
Here, we show the existence of the conditional Markov process X by constructing from the default intensity (Λ EF (t)) t≥0 . We are given a complete probability space (Ω, F, P), and the macroeconomy represented by a R d −valued stochastic process (Y t ) t≥0 and a family of Poisson processes
, and E ⊂ F } with intensity one. We assume Y and M EF are mutually independent and impose the following condition on default intensity (Λ EF (t)).
is increasing in t and Λ EF (0) = 0, A4: Λ EF (t) → +∞, when t → +∞, for all F = E ∪ {i} and i ∈ E c .
The essential part of Condition A is A1 which implies that there is at most one default occurring at any time, and A2-A4 are standard for Markov processes. No specific structure of (Λ EF (t)) is assumed, which gives the framework more flexible and versatile to capture default contagion.
) t≥0 and (Λ EF (t)) t≥0 satisfying Condition A, there exists an
The construction of the F Y -conditional Markov chain X follows by carefully counting the jump times of the time changed Poisson processes (M EF Λ EF (t) ) and will be given in Section 6 by verifying the process X satisfying Definition 1 and Definition 2 respectively. The existence of X is under very general assumption and it embraces a broad class of credit risk models.
Dynamics of the Default Process X
In this subsection, we assume the existence of the F Y -conditional Markov chain X in Theorem 1.
We begin with some notations. For any pair (E, F ) ∈ N 2 , satisfying E ⊂ F and | F/E |= n, denote by Π(E, F ) the set of all the permutations of F/E. For any π = (π 1 , · · · , π |F/E| ) ∈ Π(E, F ), define the sequence
and λ E (t) := −λ EE (t) and Λ E (t) := −Λ EE (t).
Theorem 1. For any F ∈ N, s, t ∈ [0, +∞), and any bounded (positive) F Y t+s -measurable r.v. ξ, the following hold:
where
The proof of Theorem 1 requires some intermediary results and will be postponed in Appendix.
Theorem 1 explicitly describes the conditional dynamics of (X t ) and facilitates us to price and hedging credit derivatives when their payoffs only reside on (X t ). The conditional expectation of X under F Y ∨ F X is fully determined by the default intensity (λ EF (t)) t≥0 . One interesting and important feature of Theorem 1 is the functional G only involves intensity (λ EF (t)) t≥0 . This gives us computational advantage when pricing and hedging credit derivatives, which is illustrated by some examples in Section 4.
We remark that when (λ EF (t)) t≥0 is arbitrary, the calculation complexity of Equation (4) is also tremendous since permutation is involved. However, if we assign a more tractable structure to (λ EF (t)) t≥0 , the formula will be reduced to a much simpler form.
A special case of Theorem 1 is:
The Probability Xt+s hits ∅, {1} and {1, 2} starting at Xt = ∅ with λ = 2. The maximum probability that the default process Xt+s hits state {1} or {2} is achieved at time s = ln(2)/λ and is increasing on 
If there are only two obligors and λ EF = λ > 0 for all E ⊂ {1, 2} and F = E ∪ {i}, i ∈ E c , we have
One interesting observation is that starting from X t = {∅}, the maximum probability that the default process X t+s hits state {1} or {2} is achieved at time s = ln(2)/λ. The probability is increasing on [0, ln(2)/λ] and decreasing on [ln(2)/λ, +∞[ as Figure 1 shows.
Intensity with Macroeconomy Factor and Intergroup Contagion
To capture default dependence, we give a specific structure to the intensity (λ EF (t)) t≥0 and simplify Theorem 1 to a more computational applicable form. We assume that
where λ(t, y) is a positive real-valued function on [0, +∞) × R d and
Here, (β i ), (ρ ji ) are all nonnegative constants, and h is a positive real-valued function with h(0) = 1.
The function λ(t, Y t ) describes the default rate inherited from macroeconomy, such as economic 
t , where Y and X i are the systematic and idiosyncratic components respectively. In our framework, the default intensity λ EF (t) only constitutes of systematic default risk and default contagion. We illustrate the efficiency in Section 4 by fitting to market prices.
The settings in (7) embraces a very broad class of default contagion models, such as homogeneous and near neighbor contagion models that will be specified in Subsection 4.3.
Assuming the default intensity in formula (7), Theorem 1 can be simplified as:
any nonnegative F Y t −measurable r.v. ξ and 0 ≤ s ≤ t, on the set {X s = E}, we have
The proof is given in Appendix. Corollary 1 shows that the conditional dynamics of X only involves the macroeconomy Y , through λ(·, ·), and default contagion (ρ ij ) 1≤i,j≤N . Although permutations are involved in the conditional expectation, the parameters L π (n) and (α (n)
i (π)) are time independent. We only need to calculate once the integration
When there is only one obligor, Corollay 1 coincides with the classical intensity model. (a) The conditional survival probability before time t is
The conditional default probability before time t is
The proof of Corollary 2 follows immediately by calculating that
Hence, we could interpret that β 1 λ(t, Y t ) as the instantaneous default risk premium. The price of a defaultable zero coupon bond at maturity T can be priced as a risk-free bond with a risk-adjusted discount rate β 1 λ + r.
Credit Derivatives Pricing with Affine Jump Diffusion Intensity
We assume the intensity (λ EF (t)) t≥0 is the form of (7) and apply Corollay 1 to price synthetic CDOs and CDX index under different contagion settings.
Affine Jump Diffusion Intensity
We assume that λ(t, Y t ) = Y t and the macroeconomy Y is governed by the affine jump-diffusion process as Ding, Giesecke and Tomecek [15] and Duffie, Pan and Singleton [12] 
where (W t ) t≥0 is a standard Brownian Motion, (J t ) t≥0 is a compound Poisson process with jump times from a Poisson distribution with intensity l and jump sizes exponentially distributed with mean µ. A special case is the no-jump (l = 0) model of Feller [20] , which was used by Cox, Ingersoll and Ross [5] to model interest rates.
The parameter κ is the mean-reversion rate of Y to the long time mean level θ. From Appendix A. of Duffie and Gârleanu [13] (or Mortensen [43] ), for any real number g > 0,
where A(a, 0, t) and B(a, 0, t) are given by
and
Index and Tranche Spreads
A synthetic collateralized debt obligation (CDO) is a portfolio consisting of N single-name CDS's on obligors with default times τ 1 , τ 2 , · · · , τ N and recovery rates R 1 , R 2 , · · · , R N . It is standard to assume that all obligors have the same nominal values, denoted by A. The accumulated loss L t is given by
Usually, the loss L t is represented by the percentage of the nominal values at time 0. In the following, by abuse of notation, we will use
A CDO is specified by the attachment points 0 = p 0 < p 1 < p 2 < · · · < p p = 1 with corresponding
A agreement on the tranche i is a bilateral contract where the protection seller agrees to pay the protection buyer, all credit loss occurred in the interval
The seller makes the payment at the corresponding default times occurred before T . As a compensation for the seller, the buyer pays a periodic fee proportional to the current outstanding value on tranche i up to T , probably reduced by the occurred default loss.
The accumulated loss function of tranche i is given by
14
Suppose the settlements are only made on discrete times 0 = t 0 < t 1 < t 2 · · · < t m = T with time increment ∆ k := t k −t k−1 , for all k = 1, 2, · · · , m, and the risk-free interest rate is constant r. Usually, the payments are arranged quarterly, i.e., ∆ k = 1/4 that is also the parameter we take in the numerical studies. At the inception of the agreement, depending on different product structures, such as CDX and iTraxx to name a few, a upfront fee is usually applied by the protection buyer.
In a typical CDO tranche i with upfront rate u (i) and swap spread s (i) , the cash flows are as follows:
• (Default Leg): The protection seller covers tranche losses as they occur, i.e. the increments of the tranche loss
• (Premium Leg): The protection buyer pays u (i) ∆p i at inception and
at each payment period t k .
Therefore, the value of default leg must agree with that of premium leg, which gives the i tranche spread s (i) by
, where E denotes the expectation under the risk-neutral probability measure P and we assume default events occur only on the start point of each time period [t i−1 , t i ]. In the literature, the end point and middle point of each time period [t i−1 , t i ] are both used. However, this will only slightly affect our calibration results and will not alter our conclusions. As a direct consequence of Corollary 1 and formula (9), the tranche spread s (i) is given by Lemma 1. For the above CDO structure, the following hold.
(a) The i tranche spread s (i) is given by
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(b) If all the obligors have the same recovery rate R i = R, the accumulated loss
Here, V stands for the integer part of V .
Example Calculations
Example 2. Homogeneous Contagion Model. We assume the default contagion is homogenous among obligors. Specifically, ρ ji = ρ, i = j, λ(t, y) = y and h(n) = e −δn , where δ is a constant and can be interpreted as contagion recovery rate. Denote a k = ρk(N − k)e −δk , k = 1, · · · , N, and (11) is given by
and the functionals A, B are defined via (10) and for all i = 0, 1, · · · , N − 1
The proof of Proposition 2 is given in Appendix. As a by-product of above proposition are the two equalities, not obvious at first glance,
N (a 0 , a 1 , · · · , a N ) ≡ 1, and
The second equality can be obtained by letting t k = 0 in (15) (11) is given by
where for all k = 1, 2, · · · , m and n = 1, 2,
and the functions A, B are defined via (10).
Numerical Studies
We calculate the values of CDX, iTraxx index and tranche spreads according to formulaes (14) and (16) and demonstrate how different factors affect the spreads.
Sensitivities
The 5 years CDO tranche spreads are reported in Table 1 . The programming is written in Python and performed on a Thinkpad PC with Intel(R) 2.50 GHz processor and 8.0GB RAM. The CPU time is less than one second in each tranche for both models and the number of obligors is set to
125, as the constitutes of iTraxx. We take the same attachment points as iTraxx Europe and the upfront rates are set from 500bp to 0bp, from equity tranche to super senior tranche. Table 1 shows tranche spreads, reported in bp (1bp = 10 −4 ), and CPU running time for homogeneous contagion and near neighbor contagion models. The upfront rates are artificial, only for illustrative purpose. Table 2 of Duffie and Gârleanu [13] . Figure 2 illustrates the sensitives of homogeneous contagion model with respect to default contagion rates ρ, contagion recovery rate δ, default recovery rate R, payment period m, macroeconomy recovery rate κ and volatility σ. Some important observations are in order:
• Tranche spreads are sensitive to all factors except for macroeconomy volatility σ.
• Tranche spreads are extremely elastic to default contagion rates ρ and contagion recovery rate δ. One can interpret the rate δ as the government intervene or self recovery rate of the group. The equity tranche is less sensitive to δ comparing with the remaining tranches. Figure 3 shows the number of defaulted obligors through time. The increasing of default rate ρ increases the happening of default while macroeconomy reversion rate κ, volatility σ and δ are on the contrary.
Market Calibration
To demonstrate our explicit pricing formulaes, we use the market data of CDX index and tranche spreads to calibrate the parameters of the default intensity Λ. Here, we only present the homogeneous contagion model since the near neighbor contagion model does not fit well to the market data. The data we used is borrowed from Giesecke [25] of the CDX North American High Yield Table 2 of Duffie and Gârleanu [13] . For illustrative purpose, we choose upfront rate u = 0 for all the tranches. The programming is written in Python and performed on a Thinkpad PC with Intel(R) 2.50
GHz processor and 8.0GB RAM. The sequential least squares programming (SLSQP) method built in Python Scipy package is applied for the minimization problem.
Step size used for numerical approximation of the jacobian is set to 1.49e-10 and precision goal for the minimization value of the stopping criterion is 1e-15. The average absolute percentage errors (AAPE) of the 5Y and 7Y
CDX.NA.HY are 4.36% and 4.73% respectively, which are both on reasonable levels since liquidity risk and market maker premium could involve in the market price. We share the same view as
Mortensen [43] that it is difficulty to rule out supply and demand effects caused by market segments or market inefficiency and a prefect to fit to the market prices should perhaps not be expected and choice of an appropriate model involves more than just searching for the best price fit.
Under top-down and bottom-up approaches, the contribution of systematic and idiosyncratic default risk are independent. Precisely, the individual default intensity assumed takes the form
t , where Y and X i are independent processes representing the systematic and idiosyncratic components respectively. Our empirical study gives the evidence that systematic default risk coupling with group default contagion could have the leading component of the total default risk as Jorion and Zhang [35] demonstrate the good and bad credit contagion from CDS market. Das, Duffie, Kapadia and Saita [10] and Duffie, Eckner, Horel and Saita [14] show the presence of frailty correlated default and the doubly stochastic assumption can not capture default contagion or frailty (unobservable explanatory variables that are correlated across firms). Table 5 shows the 5Y and 7Y CDX.NA.HY indices and tranches implied default contagion rate ρ using the calibrated parameters in Table 3 . That is we solve the equation [15, 25] are quoted in terms of a percentage upfront fee and the others are in terms of a running spread fee. Minimal value of the optimal problem (MinObj) and the average absolute percentage error (AAPE) are reported. for each tranche and index for ρ, similar to the implied volatility of a call/put option. We observe the contagion rate ρ implied "smile" similar to the phenomena of implied volatility in options and implied correlation "smile" in CDX tranches as O'kane and Livesey [48] , Moobrucker [45] , Mashal, Naldi and Tejwani [46] . One possible explanation is that the tranches are segmented and each tranche contains a mixture of effects, including systemic and idiosyncratic credit risk, liquidity effects, and supply and demand for certain tranches. [15, 25] are quoted in terms of a percentage upfront fee and the others are in terms of a running spread fee. Minimal value of the optimal problem (MinObj) and the average absolute percentage error (AAPE) are reported. 
Construction of the Conditional Markov Chain X
We are dedicated to construct the F Y -conditional Markov process X from the default intensity (Λ EF (t)) t≥0 satisfying Condition A. Denote
We are given a complete probability space (Ω, F, P), and a R d −valued stochastic process {Y t : t ≥
0}, and a family of Poisson processes
++ } with intensity one. We assume that Y and M EF are mutually independent. For 0 ≤ s ≤ t, (E, F ) ∈ N 2 , denote Λ E,F (s, t) := Λ E,F (t) − Λ E,F (s) and
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Proposition 4. (i).
For any E ∈ N, i ∈ E c , any nonnegative integer k and real numbers s, t ≥ 0,
(ii). For any integers k, j and 0 ≤ s < t < u,
Chen
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Figure 4
The 5Y and 7Y CDX.NA.HY Tranches Implied ρ. The contagion rate ρ implied "smile" similar to the phenomena of implied volatility in options and implied correlation "smile" in CDX tranches. One possible explanation is that the tranches are segmented and each tranche contains a mixture of effects, including systemic and idiosyncratic credit risk, liquidity effects, and supply and demand for certain tranches.
6.1. Construction of the Default Point Process (τ n , X τ n ) from the Default Intensity
In this subsection, we will construct the conditional Markov chain X by induction. First, we construct the default point process {(τ n , X τ n ) : n = 0, 1, · · · }. Then, by setting
it will give the F Y -conditional Markov chain X.
Step 1: Define τ 0 = 0, and X 0 = ∅.
Step 2: Assume that a pair (τ n , X τ n ) has been defined for n < N and it is of the following properties Article submitted to ; manuscript no. (Please, provide the manuscript number!)
• (i). Both τ n and X τ n are F
(n)
∞ -measurable, and P[τ n < +∞] = 1.
• (ii). P[| X τ n |= n] = 1.
Step 3: Now, we are defining the random vector (τ n+1 , X τ n+1 ).
With the convention inf ∅ = +∞, for each E ∈ N with | E |= n < N , and i ∈ E c , denote
and X τ N = N . It is worthy to point out that in (19) , the set {i ∈ E c : τ n+1 = τ n+1 (E, i)} is not empty since N is finite and one needs to show it only has one point. The following lemma completes the definition of (τ n , X τ n ).
Lemma 2. For every integer n < N, we have
(ii) P[τ n+1 < +∞] = 1 and P[| X τ n+1 |= n + 1] = 1.
(ii). It is enough to prove P[τ n+1 (E, i) = +∞] = 0 for all E and i ∈ E c . Since P[τ n < +∞] = 1,
where in the last equality, we used the assumption that Λ EE + (i) (s, t) → +∞ as t → +∞.
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For any E with | E |= n and i, j ∈ E c with i = j, since N
By applying the same argument for | X τ n+1 |≥ n + 3, we conclude that P[| X τ n+1 |= n + 1] = 1. This ends the proof of the lemma. Q.E.D.
At this stage, the construction of X is complete. The conditional Markov property of X with intensity (λ EF ) is more involved. In the sequel, we will use the following notations.
The following theorem is essential to prove the Markov property of X.
Proposition 5. The sequence (τ n , X τ n ) n≥0 is of the following properties.
(i). For all n, X τ n ⊆ X τ n+1 .
(ii). For n = 0, 1, · · · , N − 1, t ≥ 0,
(iii).
(iv). For any s ≥ 0, F ∈ N with | F |= n + 1, we have
that is, for any measurable function f (F, s) on N × R,
Proof: (i) is obvious.
(ii). For every integer n and set E ⊆ N with | E |= n, since {N
(iii) Similarly,
(iv). For 0 ≤ s < t, E ∈ N with | E |= n, and i ∈ E c ,
It is easy to see P 1 = 1 {τ n ≤s,X τ n =E} p 1 (s, t; F ), and P 2 = 1 {τ n ≤s,X τ n =E} p 2 (s, t; F ). Hence, on the set
By the existence of regular conditional probability, there exists a random measure p (n) (ω, A) :
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The proof of (iv) is completed and this ends the proof of the proposition. Q.E.D.
Conditional Markov Property of X and Its Transition Probability
This section discusses some basic properties of the related process X given by
The set-valued process X t is of the following properties:
(ii). For 0 = t 0 ≤ t 1 < · · · < t n , and arbitrary sets
where G is defined via (6) .
(iii)(Markov property). For any F ∈ N, and s, t ∈ [0, +∞), we have
Proof: Assertion (i) is obvious.
(ii). We first show that, for any (E, F ) ∈ N 2 + , A ∈ G |E| , and s < t
where G is defined via (6) . Suppose | F/E |= n. We prove (25) by induction.
Step 1: If n = 0, i.e., E = F . By (iii) of Theorem 5,
Step 2: Suppose that (25) holds for all set pair (E, F ) with | F/E |= k. Now consider a pair (E, F ) with | F/E |= k + 1. By (iii) and (iv) of Theorem 5, we deduce
By the induction hypothesis, Formula (26) equals to
which implies equality (25) holds for | F/E |= k + 1 and this completes the proof of (25) .
Now by taking
This completes the proof of assertion (ii).
(iii). Notice that
Hence, it is enough to prove that for all (E, F ) ∈ N 2 + ,
which is obvious by (ii). This completes the proof of the proposition. Q.E.D.
Martingale Property of X with the Default Intensity (Λ EF (t)) t≥0
In this subsection, we show that {Λ EF (t) : E, F ∈ N; t ≥ 0} is the default intensity of the constructed process X.
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Proof: It is enough to prove for all 0
By monotone class theorem, for any s 1 < s 2 < · · · < s n < s, E 1 ⊆ · · · ⊆ E n ⊆ E, without loss of generality, we take arbitrary A ∈ F Y s , B = {X s i = E i , i = 1, · · · , n} and prove
In the following, we will prove (28) for the cases E = F 0 and E ⊂ F 0 .
Case: E ⊂ F 0 . Without loss of generality, we assume | F 0 |=| E | +m and m ≥ 1. Then, we have
Since
Then, we get
We proved the case E ⊂ F 0 .
λ EE (u)G(s, u; E, E)du = E 1 A G(0, s 1 ; ∅, E 1 ) · · · G(s n , s; E n , E) exp − t s λ E (l)dl − 1 = E 1 AB{Xs=E,X t =F 0 } − E 1 AB{Xs=E} = E 1 AB (1 {Xs=E,X t =F 0 } − 1 {Xs=E} ) .
This proves the case E = F 0 and completes the proof of the proposition. Q.E.D.
Proof of Proposition 1:
It is straightforward from Propositions 6 and 7. Q.E.D. 
Λ(s, t) .
Theorem 1 completes the proof of the corollary. Q.E.D.
Proof of Proposition 2 in Example 2
Let F be a fixed set in N and |F | = n ≥ 0. It is easy to check that for any π = (π 1 , · · · , π n ) ∈ Π(∅, F ), we have L π (n) = (n − 1)!ρ n−1 e −δn(n−1)/2 β π 1 and L This gives (15) by (9) and ends the proof of proposition. Q.E.D.
Proof of Proposition 3 in Example 3
Chen, Deng and Feng: An Explicit Default Contagion Model Article submitted to ; manuscript no. (Please, provide the manuscript number!) 37 First, we calculate In the following, we calculate E(g(X t k )). Recall that L π (n) is non-zero only if F is a consecutive sequence of the circle {1 → 2 → 3, · · · , → N → 1}. Hence, we get
ρ ji = h(k)(p + q) := r k , for all k = 1, 2, · · · , N − 1.
Then, we derive This ends the proof of the proposition. Q.E.D.
