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Abstract. It is shown that the standard methods of computing excited states in truncated spaces must yield wave 
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THE NEED AND BEBEFITS OF A MINIMIZATION PRINCIPLE FOR EXCITED 
STATES 
In this presentation two subjects, constituting the essence of the “truncation problem”, and their remedy are 
addressed. The central idea can be exposed by an example: Consider, for example, He 1s2 1S: Due to the electron 
repulsion the orbital 1s, doubly occupied, is more diffuse than singly occupied. When excited to 1s2s 1S, the outer 2s 
electron pushes the inner in, making 1s more compact than before. If the previous more diffuse 1s is used to describe 
the excited state 1s2s, then, in an ab-initio calculation, many configurations will be needed to “fix” it more compact, 
and current methods resort to just huge wave functions to “fix” relatively simple orbitals. But then, large systems 
cannot be treated. Contrarily, our method finds directly the correct compact 1s orbital, independently of the ground 
state 1s, and many configurations are not needed: A small space suffices.  
If, on the other hand, one optimizes the excited state, 1s2s, toward the correct energy, then its (compact) 1s, used 
in the same truncated space for the description of the orthogonal ground state 1s2, deteriorates the ground state, so, 
an excited function is obtained orthogonal to a deteriorated ground state, therefore the “optimized” 1s2s function, 
cannot be correct (despite its correct energy, as explained below), veered away from the exact excited function.  
Besides, an alternative attempt: i.e. to minimize the energy “orthogonally to a ground state approximant” must, 
as shown below, yield energy not collapsed, nevertheless below the exact excited, of course also veered away from 
the exact excited function. Therefore, in both methods of approach we have a “truncation problem”. 
Thus, the two issues addressed, and their remedy, are: (i) According to the standard methods for computing 
excited states, based on the Hylleraas, Undheim, and McDonald (HUM) theorem [1], the eigenvectors in a truncated 
space of the higher secular equation roots inevitably must be veered away from the corresponding exact excited 
Hamiltonian eigenfunctions while their eigenvalues are upper bounds of the exact energy. (ii) Any energy 
minimization orthogonally to lower lying (truncated) approximants is not collapsed to lower lying states, but must 
yield a function that is veered away from the exact Hamiltonian excited eigenfunction [2-5], with energy that is a 
lower bound of the exact energy (after passing the closest to the exact, which necessarily lies below the exact [3 and 
cf. below]). However, as Shull and Löwdin have shown [6], the excited states can be computed independently. 
 Our method, a minimization principle for excited states, Fn[φn,{φi<n}], 
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preliminarily successfully tested for atoms within variational configuration interaction [2-5], overcomes both of the 
above problems, approaching variationally the exact excited state wave functions ψn: φn → ψn, (i.e., in the above 
example, finding the correct compact 1s of 1s2s), as local minima of Fn, which do not depend crucially on the 
ground and lower excited state approximants φi, (i.e., in the above example, in Eq.1 the diffuse 1s2 is used as φi=0, 
which may be not so accurate, only reasonable, [3]) and the minima are located at the excited states ψn of a non 
degenerate Hamiltonian in a truncated space (i.e. without resorting to huge functions - to “fix”, in the example, 1s), 
contrary [see below] to the standard methods, which, in truncated spaces approach points that must be veered away 
form the exact ψn. This issue is very important, and lacking from standard literature, unless huge functions are 
successfully used (: infinite complete space ↔ exact eigenfunctions), impractical for large systems.  
Furthermore, in avoided crossings of energy surfaces, the functional Fn recognizes [5] the flipped root, 
necessarily appearing within one of the most accurate standard methods, multi-configuration self-consistent field 
(MCSCF) [7,8], as the root with the smallest Fn[root,{φi<n}], rendering unnecessary to resort to state averaging [9], 
which, as shown in [5] and demonstrated below, for truncated functions is inaccurate (in principle: incorrect, 
regardless of whether huge wave functions may “fix” it, because the exact state is not at the parameter crossing [5]). 
Therefore, as a demonstration, Fn will be used, within Hylleraas coordinates, to compute correct excited state wave 
functions for He 1s2s 1S, without needing large expansions of functions, i.e. in convenient small truncated spaces, 
that would be suitable for large systems. 
For completeness of this presentation, proofs for both above issues [3] are indicated in Fig.1. Also the method of 
identifying a flipped root by Fn within (MCSCF) is demonstrated.  
Fig. 1 displays: (i) Three lowest exact (unknown) states mutually orthogonal, ψ0,ψ1,ψ2, with energies E0<E1<E2.  
(ii) One (known) approximant, “φ0”, of the ground state ψ0, and all (trial) functions “Φ” orthogonal to φ0 (on the 
ΑΦΒ cycle orthogonal to φ0). (iii) The (unknown) function φ1+: the closest to the exact ψ1 among all Φ’s on the 
ΑΦΒ cycle orthogonal to φ0, i.e. φ1+ is the Gramm-Schmidt orthogonal to φ0 in the subspace of {φ0, ψ1}[3]. (All 
functions are normalized). Evidently [3], φ1+ lies below ψ1: 
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FIGURE 1.  Schematic representation of normalized states: ΦHUM (E[ΦHUM] = E1) and ΦMin (E[ΦMin]<E1) are orthogonal to 
the approximant φ0 and are veered away from the exact ψ1. ΦVPES → ψ1, independently of the orthogonality to φ0 (generally to 
lower lying approximants φi), and regardless of the accuracy of the latter, i.e. of their closeness to the exact, provided that, if used 
in VPES Fn[φn,{φi<n}], they are reasonable approximants, as explained in the text [3]. 
 
and is not a Hamiltonian eigenfunction on the subspace of the ΑΦΒ cycle orthogonal to φ0, while many other Φ’s on 
the ΑΦΒ cycle orthogonal to φ0 lie above ψ1, Ε[Φ]>Ε1. Therefore, in going on ΑΦΒ cycle, i.e orthogonally to φ0, 
from lower Ε[Φ]<Ε1 to higher Ε[Φ]>Ε1, at least one Φ has Ε[Φ]=Ε1 (labeled by “ΦHUM” in Fig. 1 - the best, 
according to HUM theorem, converged 2nd HUM root) having Ε[Φ]=Ε[ΦHUM]=Ε1.  Actually for truncated expansion 
approximants, for every φ0, the algebraic system of equations { 0 0ϕ Φ = (orthogonal), 0 1H Eϕ Φ = } has many 
solutions -expansion coefficients of Φ- and none equals ψ1 [3]. ΦHUM, for this φ0, is on the ΑΦΒ cycle orthogonal to 
φ0, if we consider as φ0 the lowest HUM root (which, even worse, in optimizing Φ as 2nd HUM root, deteriorates, 
compared to any previously independently optimized lowest root) [8], therefore the best ΦHUM is not ψ1.  
Besides, we can always diagonalize the Hamiltonian in the ΑΦΒ cycle, i.e. in the subspace of {ΦHUM, φ1+} and 
this will open their “gap” yielding a lower eigenfunction (labeled ΦΜΙΝ in Fig. 1) lying even lower than φ1+ (E[ΦΜΙΝ] 
≤ E[φ1+]), on the ΑΦΒ cycle orthogonal to φ0 [3]. ΦΜΙΝ should be found by a straightforward energy minimization 
“orthogonally to φ0”. Therefore, such an energy minimization in a subspace orthogonal to φ0 is expected to yield a 
function lying lower than the exact ψ1 and veered away from ψ1. [3] Thus, both “standard” kinds of methods, “based 
on HUM theorem” and “orthogonal minimization” yield “final” functions which are veered away form ψ1 (even 
from φ1+). [3] 
The presented “variational principle” for truncated excited wave functions, Fn, are proven [3] to have minimum 
at the exact eigenfunctions (labeled ΦVPES in Fig. 1) for any reasonable lower lying truncated approximants. To the 
author’s knowledge, there is no other method, in the literature, to unambiguously approach the exact excited state 
wave functions in truncated spaces, without resorting to huge wave functions impractical for large systems.  
DEMONSTRATION OF CONVERGING TO THE EXACT Ψ1 
The above are demonstrated for He 1S (1s2 and 1s2s ), using Hylleraas variables  {s=r1+r2, t=r1-r2, 1 2u r r= −G G } 
1 2u r r= −G G  [1]: , , 2,, 0 ,,s t s tu s ts t u uu
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n i is t uc=∑ ,  by establishing, a reliable basis  {ψ0, ψ1} → the exact  {Ψ0, Ψ1} out of  
variationally optimized state-specific Laguerre-type orbitals [2]:  ( ) 3/ 2 /1 ,0 2 / nnn k rzn kk nn za rz en− −= −∑ (via  s ± t ) whose  
polynomial coefficients and exponents are optimized, in a Slater determinant, thus achieving accurate (27 term - 
compared to Pekeris’ 95 terms [10]) series expansions {ψ0, ψ1}, in terms of sit2juk, (E0 = -2.90371, E1 = -2.14584 
a.u.), in order to compare (project on it) the demonstrated truncated approximants of up to 8 terms (s1t2u1).  
 
Beyond the above established {ψ0, ψ1}, Τable 1 shows the optimized 8-term approximants and their overlaps 
with {ψ0, ψ1} of: (i) The ground state Φ01r HUM along with its orthogonal deteriorated 2nd root. (ii) The 2nd HUM root 
Φ12r HUM. Its main two orbitals resemble 1s1s' (rather than 1s2s); its orthogonal deteriorated 1st root is also shown. 
(iii) The functions Φ1F obtained by minimizing F1, by using, in F1, two different, rather inaccurate, 1-term lower 
approximants φ0 (also shown). Contrary to the aforesaid 2nd HUM root Φ12r HUM, now the main orbitals resemble 
1s2s, as expected, and, as seen by the overlaps, Φ1F is much closer to ψ1 than Φ12r HUM. Thus, the truncated 
approximant Φ1F, obtained by minimizing F1, reliably approaches ψ1. 
DEMONSTRATION OF IDENTIFYING A “FLIPPED ROOT” 
Parametrize the ground and 1st excited wave functions of a hydrogen-like ion as  
( ) ( ) 00 00 0 e; Z r zrz a zψ −= , ( ) ( ) ( )1 21 11 /1 e, 1 / 2; , z Z rz g zr a g rg Zψ −= −    (2) 
where Z is the nuclear charge, (z0, z1, g) are variational parameters and a0(z0), a1(z1, g) are normalization constants. 
These functions are not orthonormal, unless z0 = 1, z1 = 1, g = 1, when they form eigenfunctions of  the  Hamiltonian ( ) ( ) ( ) ( )' ' '/ 2 / /j j j jH r r r r Z r rψ ψ ψ ψ= − − − . In their 2 x 2 subspace create an orthonormal basis whose overlap 
matrix  is  δi,j:   { ( ) ( )0 0r rψΨ = , ( ) ( ) ( )( ) 21 1 0 0 1 0 1/ 1r r rψ ψ ψ ψ ψ ψΨ = − − }.   Let   {Φ1r, Φ2r}  be  the  two 
normalized  eigenfunctions  of  the  Hamiltonian  matrix    ( ) ( )2
0
4 di j i jH r r H r rπ
∞Ψ Ψ = Ψ Ψ∫ ,   with   their 
eigenvalues (“roots”) depending on (z0, z1, g). 
Now, around z0 ≈ 2, a root crossing occurs for a wide range around z1 ≈ 1, and g ≈ 1. Near and “before” the 
crossing the continuation of ψ0(z0,r) is Φ1r(r), and the continuation of ψ1(z1,g;r) is Φ2r(r), whereas “beyond” the 
crossing the lowest Φ1r(r) is the continuation of ψ1(z1,g;r) and the continuation of ψ0(z0,r) is Φ2r(r). The question is 
to decide, via F1, whether a given value of (z0, z1, g), near the crossing, is “before” or “beyond” the crossing, in order 
to use the continuation, ε, of (always) E[ψ1(z1,g;r)] in an optimization algorithm. (In the present demonstration by 
Newton-Raphson (NR), 
0 1( , , )
0z z g ε= ∇ =ε' is solved by proceeding iteratively to a new point 1δ −+ = −p p p J ε'i  -or 
less if the method diverges-having started at some point p=(z0, z1, g), where J is the Jacobian matrix - Hessian of ε.) 
Thus, consider F1 (i.e. Fn, n=1, in Eq.1) for both “roots”, Φ1r, Φ2r, and use a fixed predetermined  (deliberately 
not very accurate) ground state approximant φ0 with z0 = 1-0.05. (F1[φ0;Φ2r(r)] is directly minimized at z1= 1, and g 
= 1, (z1 =0.95 ≈ 1), to F1 → E[Φ2r(r)] = E[ψ1(1,1; r)] = -0.125.) Among the two “roots”, the continuation of the 
TABLE 1. Optimized 8-term truncated approximants, Φ, (up to: s1t2u1) 
Φ E0 (a.u.) Ε1(a.u.) <ψ0|Φ> <ψ1|Φ> 
ψ (*) -2.90371 -2.14584   
Φ01r HUM -2.90312 (Ε[2r] -2.02) (1) 0.99996 0.00001 
Φ12r HUM (E[1r] -2.897) (1) -2.14449 0.0033 0.9986 
Φ1F[φο] Ε[φο] -2.848 (2) -2.14515 0.0049 0.9998 
Φ1'F[φ'ο] Ε[φ'ο] -2.842 (2) -2.1452   
(*) Optimized 27-term  (up to: s2t4u2) 
(1) Other eigenvalues of the secular matrix concomitant to the optimized (deteriorated) 
(2) 1-term φοs (up to: s0t0u0) used in F1 (i.e. Fn, n=1, in Eq.1) 
excited state, near the crossing, is the one with the lowest F1. Indeed, for Z=1, using (first trial traditionally:) always 
the “2nd root”, i.e. keeping ε to E2r=E[Φ2r(r)], [regardless of which n (nth root) the lowest F1 suggests] “root-
flipping” shows up: Even by using half NR-step: p=(2.7, 0.95, 0.8), n=1, E2r= 1.09915 is obtained, the sequence of 
p-values does not converge, whereas, by consulting F1 the continuation of the excited state is recognized near the 
crossing and used (until finally, at convergence, only n=2, the 2nd root, is suggested by the lowest F1) cf. case (i) of 
Table 2. Observe that at the beginning, “beyond” the crossing, the lowest F1 dictates to use, for the next step, the 
(lower than E1) value of ε = E[Φ1r(r)]=-0.1423 (n=1, the lowest wave function at that point).  
 
TABLE 2.  The lowest F1 recognizes which nth root approximates the excited state near a crossing 
(i)  E2r fails, F1 succeeds (ii) E2r succeeds accidentally-F1 ignored     (iii)  F1 succeeds (same starting p) 
p n ε p n E2r p n ε 
(2.70, 0.95, 0.80) 1 -0.1423 (2.70, 1.20, 1.10) 1 0.9948 (2.70, 1.20, 1.10) 1 -0.1197 
(2.63, 0.96, 0.91) 1 -0.1272 ...  ... (1.94, 1.03, 0.98) 1 -0.1262 
...  ... (1.59, 0.52, 0.72) 2 -0.0866 (1.77, 0.89, 1.08) 2(+) -0.1213 
(1.93, 0.99, 1.01) 1 -0.1251 (-3.06, -10.9, -12.3) 1 69.042 ...  ... 
(1.32, 1.03, 0.95) 2(+) -0.1249 ...  ... (1.04, 0.96, 1.19) 2 -0.1249 
...  ... (-0.01, -0.03, 0.02) 2 0.0214 ...  ... 
(0.91, 1.00, 0.98) 2 -0.1250 ...  ... (0.74, 0.99, 1.08) 2 -0.1250 
(0.84, 1.00, 0.98) 2 -0.125 (0.52, 1.00, -0.43) 2 -0.125 (0.70, 1.00, 1.07) 2 -0.125 
(+) Root recognized, lowest F1 suggests: For the next step “take” n=2, the 2nd root 
 
Similarly, using only the 2nd root (not dictated by the lowest F1) and starting, again “beyond” the crossing (n=1) 
[cf. case (ii) in Table 2], despite the original irregularities due to root-flipping, the 2nd root finally happened to 
remain “before” the crossing (n=2), and converged; 0.3 of NR-step was used. Now, by consulting F1 no 
irregularities occurred [cf. case (iii) in Table 2]. Note that finally, near the minimum of the 2nd root, where 
E[Ψ1(p1)]>E[Ψ1(p1)] “before” the crossing, the convergence should use the 2nd root.  
Note that the graphs (Eq.2) of all converged functions, above, are practically identical to the exact. 
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