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ON THE ASYMPTOTICS OF HECKE OPERATORS FOR REDUCTIVE
GROUPS
TOBIAS FINIS AND JASMIN MATZ
Abstract. In this paper, we study the asymptotic behavior of the traces of Hecke op-
erators for spherical discrete automorphic representations of fixed level on general split
reductive groups over Q. Under a condition on the analytic behavior of intertwining op-
erators, which is known for the classical groups and the exceptional group G2, we obtain
the expected asymptotics in terms of the spherical Plancherel measure and an explicit
estimate for the remainder.
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1. Introduction
In this paper, we study the asymptotic behavior of the traces of Hecke operators for
spherical discrete automorphic representations of fixed level on general split reductive
groups. Under a condition on the analytic behavior of intertwining operators, which is
known in a large number of cases, we obtain the expected asymptotics in terms of the
spherical Plancherel measure and an explicit estimate for the remainder.
We first state our main result in its simplest, most intuitive form, which is modeled after
the main theorem of [DKV79]. A more technical but more informative variant will appear
in Section 3 below.
Let G be a split reductive algebraic group defined over Q of semisimple rank r. Let
Πdisc(G(A)) be the set of all irreducible unitary representations π of G(A) which appear
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discretely in the regular representation L2(AGG(Q)\G(A)), and let
mdisc(π) = dimHom(π, L
2(AGG(Q)\G(A)))
be the corresponding multiplicities (see §2.1 for any unexplained notation). Let Ω ⊂ i(aG0 )
∗
be a bounded domain with rectifiable boundary. Fix a maximal compact subgroup K∞ of
G(R) and define
ΛΩ(t) =
vol(G(Q)\G(A)1)
|W |
∫
tΩ
β(λ) dλ,
where β denotes the spherical Plancherel measure of the group G(R)1 (cf. §2.2). Asymp-
totically the function ΛΩ(t) behaves like CΩt
d + O(td−1) as t → ∞, where d = r + |Φ+|
is the dimension of the real symmetric space G(R)1/K∞ and CΩ is a suitable positive
constant (cf. [DKV79, Lemma 3.11]). Fix an open compact subgroup K of G(Afin). For a
compactly supported, bi-K-invariant function τ : G(Afin) −→ C and λ ∈ (a
G
0 )
∗
C define
m(λ, τ) =
1
|Wλ|
∑
π∈Πdisc(G(A)), π
K∞
∞ 6=0,
WλGpi∞=Wλ
mdisc(π) trπfin(τ).
Here λGπ∞ denotes the infinitesimal character of π∞|G(R)1 , viewed as an element of (a
G
0 )
∗
C/W .
The functions m(·, τ) are W -invariant and supported on the discrete subset of (aG0 )
∗
C which
consists of the infinitesimal characters of all discrete automorphic representations of G(A)
containing a K∞K-fixed vector. For any bounded subset B of (a
G
0 )
∗
C set
m(B, τ) =
∑
λ∈B
m(λ, τ).
Similarly, we define mcusp(λ, τ) and mcusp(B, τ) by replacing mdisc(π) by mcusp(π), the mul-
tiplicity of π in the cuspidal part of L2(AGG(Q)\G(A)) (which is well-known to decompose
discretely).
In [FL17, Definition 3.3], property (TWN+) for a reductive group G was introduced, a
conditional bound on the derivatives of the global intertwining operators between paraboli-
cally induced automorphic representations of G (or, more precisely, of the associated scalar
normalizing factors). Property (TWN+) was verified (among other cases) for groups with
derived group isogenous to SL(n), as well as for split classical groups and the split excep-
tional group of type G2. In (5.4) below we recall the precise property we need. Assuming
this property for G, one of our main results is the following asymptotics for the traces of
Hecke operators with an explicit bound for the remainder term.
Theorem 1.1. Suppose that the derived group of G is simple and that G satisfies property
(TWN+). For all bi-K-invariant compactly supported functions τ : G(Af) −→ C and all
t ≥ 1 we have
(1.1) m(tΩ, τ) − ΛΩ(t)
∑
γ∈Z(Q)
τ(γ)≪Ω ‖τ‖1t
d−1,
if the root system of G is not of type A1 or A2. In the latter cases, the remainder term is
‖τ‖1t
d−1/2 log(1 + t) and ‖τ‖1t
d−1(log(1 + t))2, respectively.
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See Remark 5.8 and Remark 5.9 below for possible improvements and variants, and
Section 3 for local asymptotics and related results. For possible applications of Theorem 1.1
to the distribution of low-lying zeroes of L-functions in families we refer to [ST16,SST16].
While the above asymptotics concerns the spherical automorphic representations that
are tempered at the archimedean place, we can also bound the part of the spectrum that
is non-tempered at infinity.
Theorem 1.2. Suppose that G satisfies property (TWN+). For all bi-K-invariant com-
pactly supported functions τ on G(Afin) and all t ≥ 1 we have
|m({λ ∈ (aG0 )
∗
C r i(a
G
0 )
∗ : ‖λ‖ ≤ t}, τ)| ≤
∑
λ∈(aG0 )
∗
C
ri(aG0 )
∗:
‖λ‖≤t
|m(λ, τ)| ≪ ‖τ‖1t
d−2.
It will become clear from the proofs that Theorem 1.2 lies less deep than Theorem 1.1,
since Theorem 1.2 uses only basic upper bounds for the entire geometric side of the trace
formula, while for Theorem 1.1 one needs to control the non-central contribution much
more precisely.
Remark 1.3. By a result of Wallach [Wal84], any non-cuspidal discrete automorphic
representation π of G is necessarily non-tempered at ∞, i.e. it satisfies λGπ∞ /∈ i(a
G
0 )
∗.
This immediately implies that Theorem 1.1 and Theorem 1.2 remain valid if we replace
m(B, τ) by mcusp(B, τ).
If we take τ to be the characteristic function of K, then Theorem 1.1 and Theorem
1.2 together give the Weyl law for the discrete (or cuspidal) spectrum of G together with
an upper bound for the remainder term. For the groups G = GL(n) the Weyl law was
first proven in [Mu¨l07], and the Weyl law with a remainder term of O(td−1(log t)max{3,n})
was obtained in [LM09] (the latter for sufficiently small open compact subgroups K).
Without error bound, the Weyl law for the cuspidal spectrum of an arbitrary adjoint group
was established in [LV07]. In the GL(n) case, a variant of Theorem 1.1 was established
previously by Nicolas Templier and the second-named author [MT], following the work of
the second-named author on GL(n) over imaginary quadratic fields [Mat17] (however in
both cases the remainder term is estimated in terms of an unspecified Lp-norm of τ instead
of the L1-norm).
As in previous works, the present paper is based on Arthur’s trace formula. The new
feature here is the treatment of its geometric side. Following [FL11,FL16], we do not split
the geometric side according to geometric conjugacy or a finer equivalence relation. Instead
we use reduction theory, the Bruhat decomposition and the theory of intertwining operators
for the principal series. The core case is to understand the contributions of the Bruhat
cells not contained in a proper standard parabolic subgroup. In [FL11], these contributions
had been estimated by the L1-norms of sufficiently many derivatives of the test function.
By a more refined analysis, we can (up to logarithmic correction factors) reduce to the L1-
norm of derivatives on the maximal unipotent subgroup of order up to its dimension. The
contribution of the non-central elements of the Borel subgroup is treated by a more direct
approach, which reduces it to lattice point sums over certain ”small” unipotent radicals
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of maximal parabolic subgroups. The resulting bound for a non-negative test function is
already close to being optimal in some cases (namely for groups with root system of type
An or Cn). In addition, we prove estimates for spherical functions that are more refined
than the basic estimates of [BP16,MT]. While they are not essential to our approach, they
allow us to sharpen the final result.
The spectral side is treated by a straightforward generalization of the argument of
[LM09]. We are able to appeal to [FL17] (which is based on the power of Arthur’s func-
toriality results, as far as the classical groups are concerned, and of Shahidi’s symmetric
cube functoriality for the group G2) to deal with a large number of cases. In a forthcoming
paper, Erez Lapid and the first-named author will use the results of the present paper
on the geometric side to derive quantitative bounds on the non-cuspidal contribution and
to establish a weaker version of Theorem 1.1 for the cuspidal spectrum (with a remain-
der term of O(‖τ‖1t
d−c) for some c > 0 depending on G) without restriction on G and
without using any information on automorphic L-functions. This result can be regarded
as a quantitative version of [LV07]. The Weyl law for the full discrete spectrum remains
unresolved at this point if we do not assume property (TWN+). Unconditionally, we know
only Mu¨ller’s polynomial upper bound [Mu¨l89].
Let us give a quick overview of the structure of the paper. In Section 2, we set up the
necessary notation, review the spherical Plancherel measure and the Paley-Wiener theorem
for spherical functions (at the real place), and define the test functions that will be put into
the trace formula. We also prove some simple auxiliary results. In Section 3, we introduce
Arthur’s trace formula, summarize our geometric and spectral results in some detail, and
reduce the geometric statements to the fundamental estimate of Theorem 4.1 and Corollary
4.2. The proof of these results is the object of Section 4, which forms the heart of the paper.
Section 5 deals with the spectral side and contains the proofs of Theorem 1.1 and Theorem
1.2. Finally, Appendix A establishes the improved estimates for spherical functions (for
group elements contained in a compact set and arbitrary spectral parameters) that are
used in the estimation of the geometric side in Section 3, and Appendix B contains the
proof of an elementary inequality that simplifies the statement of these results in the case
of classical groups.
2. Test functions and auxiliary results
2.1. Notation. Let G be a split reductive algebraic group over Q of semisimple rank r. We
fix a maximal split torus T0 and a minimal parabolic subgroup P0 = T0U0, where U0 denotes
the unipotent radical of P0. We call a parabolic subgroup P ⊂ G standard if P0 ⊂ P , and
semistandard if T0 ⊂ P . Let L denote the set of all Levi components containing T0 of
semistandard parabolic subgroups. If M ∈ L, let L(M) = {L ∈ L | M ⊂ L}, and let
P(M) be the set of all parabolic subgroups with Levi component M . We write rM for the
semisimple rank of M ∈ L.
Let ZG be the center of G, and AG the identity component of ZG(R). Let G(R)
1 (resp.
G(A)1) denote the intersection of the kernels of all Q-characters of G in G(R) (resp. G(A)).
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Then G(R) ≃ G(R)1 × AG and G(A) ≃ G(A)
1 × AG. If G is clear from the context, we
might also write Z = ZG.
Let a0 denote the Lie algebra of T0(R). If M ∈ L, let a
M
0 denote the Lie algebra of
T0(R) ∩M(R)
1, and aM the Lie algebra of AM . Then a0 ≃ a
M
0 ⊕ aM for any M ∈ L, and
dim aG0 is equal to the semisimple rank r of G. More generally we define a
L
M for everyM ∈ L
and L ∈ L(M). We denote by (aLM)
∗ the dual of aLM , and by (a
L
M)
∗
C the complexification of
the dual.
Let Φ ⊂ (aG0 )
∗ be the set of roots of T0 on the Lie algebra g of G. For a root α ∈ Φ
denote by uα the corresponding (one-dimensional) root space in g. Let Φ
+ ⊂ Φ be the
subset of positive roots corresponding to our choice of minimal parabolic subgroup P0, and
let ∆ ⊂ Φ+ be the set of simple roots. If M ∈ L, we write ΦM ⊂ Φ and ΦM,+ ⊂ Φ+ for
the respective subsets consisting of the roots on the Lie algebra of M . If P = MU is a
standard parabolic subgroup, set ∆M = ∆ ∩ ΦM,+ and write Φ+U = Φ
+ r ΦM,+, which is
the set of roots of T0 on the Lie algebra of U . We denote by ρ ∈ (a
G
0 )
∗ the half-sum of all
positive roots, and by W = NG(Q)(T0)/T0 the Weyl group of (G, T0). Similarly, ρ
M denotes
the half-sum of all roots in ΦM,+ and WM the Weyl group of T0 in M . Furthermore, ΦM
denotes the set of roots of TM = T0 ∩ ZM on g, and Φ
+
P the roots of TM on U .
If P = MU is a standard parabolic subgroup, we write δP for the modulus function of
M(A) on U(A), and we set δ0 = δP0 . If L ∈ L(M), we write δP∩L = δ
L
P∩L for the modulus
function of M(A) on U(A) ∩ L(A).
We fix an integral model for G and regard it as a group scheme over Z. For convenience,
we make the following additional assumptions (cf. [Dem65]). We assume that T0 with
its integral structure is isomorphic to Gr
′
m over Z, and that the integral structure of G is
induced by the integral structure of T0 and by a Chevalley system (Xα)α∈Φ for g [Bou75, Ch.
VIII, §2, Definition 3]. Setting uα,Z = ZXα defines a lattice in uα for every root α ∈ Φ. Let
gZ be the Lie algebra of the fixed integral model of G. It is a lattice in g that is a Chevalley
order with respect to the Chevalley system (Xα) [ibid., Ch. VIII, §12]. In particular, the
intersection of gZ with uα is uα,Z. For any subspace x ⊂ g we write xZ = x∩ gZ, a lattice in
x. For each prime p, Kp = G(Zp) is a hyperspecial maximal compact subgroup of G(Qp)
corresponding to a hyperspecial point in the apartment defined by T0. The group Kp
satisfies G(Qp) = P0(Qp)Kp and stabilizes the Zp-lattice gZp = gZ ⊗ Zp under the adjoint
representation.
Fix a maximal compact subgroup K∞ with G(R) = P0(R)K∞. Let d = r + |Φ
+| be
the dimension of the symmetric space G(R)1/K∞. Let K denote the maximal compact
subgroup
∏
v≤∞Kv of G(A). K will denote an arbitrary but fixed open compact subgroup
of G(Afin).
We will use the notation f ≪ g throughout the paper to indicate that there exists a
constant A > 0 such that |f | ≤ Ag. This constant A is allowed to depend on G and all
choices of objects made in §2.1. If A depends on further variables, say x, y, . . ., we write
f ≪x,y,... g.
2.2. Plancherel measure. We will need estimates for the spherical Plancherel density β
of G(R). We follow the convention of [DKV79, (3.29)] for the Haar measure on G(R), and
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in particular fix a Haar measure on the maximal unipotent subgroup U0(R) as in [ibid.,
p. 37]. The function β is supported on the tempered subspace i(aG0 )
∗ of (aG0 )
∗
C. It can be
computed in terms of Harish–Chandra’s c-function, namely β(µ) = |c(µ)|−2 for µ ∈ i(aG0 )
∗.
By [DKV79, §3], we have
c(µ) =
∏
α∈Φ+
I0(〈µ, α
∨〉)
I0(〈ρ, α∨〉)
for I0(s) =
Γ( s
2
)
Γ( s+1
2
)
.
By standard properties of the Gamma function we obtain
β0(it) := |I0(it)|
−2 =
t
2
tanh(
πt
2
) ≤
|t|
2
.
Therefore we have the explicit formula
β(µ) =
∏
α∈Φ+
[
Γ( 〈ρ,α
∨〉
2
)
Γ( 〈ρ,α
∨〉+1
2
)
]2 ∏
α∈Φ+
β0(〈µ, α
∨〉), µ ∈ i(aG0 )
∗.
Similarly as in [LM09] we define
β˜(t, µ) =
∏
α∈Φ+
(t+ |〈µ, α∨〉|)
and set β˜(µ) = β˜(1, µ). With this notation we have
(2.1) β(µ+ tν)≪ β˜(t, µ)β˜(ν)
for all µ, ν ∈ i(aG0 )
∗ and t ≥ 1. For M ∈ L, we define βM , β˜M(µ), and β˜M(t, µ) similarly
with respect to M instead of G.
2.3. Estimates for spherical functions. We will need estimates for the elementary
spherical functions φλ, λ ∈ (a
G
0 )
∗
C. These are defined by
φλ(g) =
∫
K∞
e〈λ+ρ,H0(kg)〉 dk, g ∈ G(R),
where H0 : G(R) −→ a
G
0 denotes the Iwasawa projection. The elementary spherical func-
tion satisfy the following basic properties:
• φλ is bi-K∞-invariant and invariant under AG,
• φλ(k) = 1 for every λ ∈ (a
G
0 )
∗
C, k ∈ K∞,
• |φλ| ≤ φReλ for all λ ∈ (a
G
0 )
∗
C,
• in particular, |φλ| ≤ φ0 ≤ 1 for λ ∈ i(a
G
0 )
∗,
• φµ = φλ if and only if the Weyl group orbits Wµ and Wλ coincide.
Proposition 2.1 ([MT,BP16]). Assume that the derived group Gder of G is simple. Let
C ⊂ G(R)1 be a compact set and A > 0. Then we have the estimate
φλ(g)≪C,A
1
(1 + ‖ Imλ‖‖X(g)‖)1/2
for all g ∈ C and λ ∈ (aG0 )
∗
C with ‖Reλ‖ ≤ A.
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While this estimate is in fact best possible in some situations, it can be improved if
we take the position of the vectors λ and X(g) into account. We will consider only the
dependence on λ and let g enter only through its distance to the identity. Set
(2.2) D˜(λ) = min
M∈L,M 6=G
∏
α∈Φ+rΦM,+
(1 + |〈λ, α∨〉|)
1
2 .
Proposition 2.2 (cf. Corollary A.2 below). Let C ⊂ G(R)1 be a compact set. Then
φλ(g)≪C D˜(‖X(g)‖λ)
−1
for all g ∈ C and λ ∈ i(aG0 )
∗.
2.4. Spherical functions and the Paley-Wiener theorem. We first recall the Paley-
Wiener theorem for spherical functions on the group G(R). The spherical Fourier transform
H : C∞c (G(R)//AGK∞)→ PW((a
G
0 )
∗
C)
W
defined by
(Hf)(λ) =
∫
G(R)/AG
f(g)φλ(g)dg
can be expressed as the composition of the Abel transform
A : C∞c (G(R)//AGK∞)→ C
∞
c (a
G
0 )
W ,
which is an isomorphism of topological vector spaces, with the usual Fourier transform
C∞c (a
G
0 )→ PW((a
G
0 )
∗
C). The inverse B of the Abel transform is given by
(2.3) (Bh)(g) =
1
|W |
∫
i(aG0 )
∗
hˆ(λ)φ−λ(g)β(λ)dλ,
where β(λ) = |c(λ)|−2 denotes the spherical Plancherel density as in §2.2. It is convenient
to extend this definition to general (not necessarily W -invariant) functions h ∈ C∞c (a
G
0 ).
Defined this way, the map B : C∞c (a
G
0 ) → C
∞
c (G(R)//AGK∞) obviously factors through
the projection to the W -invariants.
For a compactly supported function h, a real number t ≥ 1 and a vector µ ∈ (aG0 )
∗
C, let
ht,µ(X) = t
rh(tX)e−〈µ,X〉.
The Fourier transform of this function is given by
hˆt,µ(λ) = hˆ(t
−1(λ− µ)).
In the following we will be concerned with the test functions
f t,µh = B(ht,µ) ∈ C
∞
c (G(R)//AGK∞)
at infinity. For t = 1 and µ = 0 we simply write fh = B(h).
From the definition of the map B we get the trivial bound
(Bh)(g) ≤
1
|W |
∫
i(aG0 )
∗
|hˆ(λ)|β(λ)dλ, g ∈ G(R),
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which implies that
(2.4) f t,µh (g) = (Bht,µ)(g)≪h t
rβ˜(t, µ), g ∈ G(R).
2.5. Simple test functions and their derivatives. By [PR92, §3.2], there exists an
embedding ι : G(R) →֒ GLn(R) with the following properties.
• ι(G(R)) is self–adjoint, that is, if x ∈ ι(G(R)), then its transpose xtr is also con-
tained in ι(G(R)).
• ι−1(O(n)) = K∞, the fixed maximal compact subgroup of G(R).
• Let D denote the torus of all diagonal matrices in GLn(R). Then the connected
component of ι−1(D) equals A0.
• Let V0 denote the group of all unipotent upper triangular matrices in GLn(R). Then
ι−1(V0) = U0(R)
We fix such an embedding ι once and for all.
Let g1 ∈ G(R)1 denote the image of g ∈ AG\G(R) under the natural isomorphism
AG\G(R) ≃ G(R)
1. Let
Q : AGK∞\G(R) −→ S, g 7→ ι(g
1)trι(g1)
where S denotes the set of positive definite symmetric n× n-matrices, and
q(g) = trQ(g)− n.
The entries Qij of the matrix Q, as well as the function q, are regular functions of the
variable g1 defined over R. In particular, they are smooth functions on G(R). The functions
Qij are left-invariant under translation by AGK∞, and the function q factors through the
projection to G(R)//AGK∞. Since we have detQ(g) = 1, the function q is everywhere
non-negative and vanishes precisely on K∞.
For a function φ : [0,∞[→ C and ǫ > 0 let
(2.5) F φ(g) = φ(q(g))
and
(2.6) F φ,ǫ(g) = φ(ǫ−1q(g)).
Let U(u0) denote the universal enveloping algebra of u0 ⊗ C.
Lemma 2.3. For any X ∈ U(u0), homogeneous of degree k, there exist smooth functions
∆kj, j = 1, . . . , k, on G(R), depending on X, such that
(2.7) X ∗ F φ(g) =
k∑
j=1
∆kj(g)F
φ(j)(g)
for all functions φ ∈ Ck([0,∞[). Moreover, ∆kj is a homogeneous polynomial of degree j
in the entries of Q(g), and its degree with respect to the diagonal entries is at most k − j.
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Proof. For Y ∈ u0 ⊗ R we have
Y ∗Q(g) =
d
dt
∣∣∣∣
t=0
Q(g exp(tY )) =
d
dt
∣∣∣∣
t=0
ι(exp(tY ))trQ(g)ι(exp(tY )).
By the properties of the embedding ι, we know that the function ι(exp(tY )) takes values
in the upper triangular unipotent matrices. Its derivative at t = 0 is the upper triangular
nilpotent matrix dι(Y ). It follows that
Y ∗Q(g) = (dι)(Y )trQ(g) +Q(g)(dι)(Y ),
and the derivative Y ∗ Qij , 1 ≤ i, j ≤ n, is therefore a linear combination (depending on
Y ) of the functions Qkj, k < i, and Qki, k < j. In particular, Y ∗ q(g) = 2 tr(Q(g)(dι)(Y ))
is a linear combination of the non-diagonal entries of Q, which implies the case k = 1 of
the proposition.
The general case follows easily by induction on k. 
Lemma 2.4. Let R > 0 be fixed, and let CkR([0,∞[) be the space of all functions in
Ck([0,∞[) with support contained in [0, R]. For any X ∈ U(u0), homogeneous of degree k,
and any φ ∈ CkR([0,∞[), we have
X ∗ F φ(g)≪R
k∑
j=1
q(g)
1
2
max(2j−k,0)F φ
(j)
(g).
In particular, for any φ ∈ CkR([0,∞[) there exists ψ ∈ C
k
R([0,∞[) with
|X ∗ F φ,ǫ(g)| ≤ ǫ−k/2F ψ,ǫ(g).
Proof. We use Lemma 2.3. By assumption, F φ is supported on the set of all g with
q(g) ≤ R. Since for any such g the positive definite matrix Q(g) has trace at most R + n,
all its entries are also bounded by R + n.
Let λ1, . . . , λn > 0 be the eigenvalues of Q(g). Then
∑
i λi = q(g) + n and
∏
i λi = 1.
Using the arithmetic-geometric mean inequality, we obtain
λi + (n− 1)λ
− 1
n−1
i ≤ q(g) + n, i = 1, . . . , n.
By an application of Taylor’s formula for the function (1 + x)−
1
n−1 , we easily derive from
this the bounds
|λi − 1| ≤
(
2(n− 1)
n
)1/2
(R + n)1+
1
2(n−1) q(g)1/2, i = 1, . . . , n.
Therefore, any non-diagonal entry of Q(g) is bounded by nmaxi|λi − 1| ≪ q(g)
1/2 (while
the diagonal entries are just bounded in terms of R).
These bounds on the entries of Q(g) imply that ∆kj(g) ≪ q(g)
1
2
max(2j−k,0) for all g in
the support of F φ. Inserting this estimate into (2.7) gives the assertion. 
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2.6. p-adic spherical functions. As in [Mac71] and [Tad83, (1.6)], we define for any
prime p the zonal spherical function φp,λ on G(Qp) by
φp,λ(g) =
∫
Kp
e〈λ+ρ,H0,p(kg)〉 dk, λ ∈ (aG0 )
∗
C,
whereH0,p : G(Qp) −→ a0 denotes the p-adic Iwasawa projection characterized by e
〈λ,H0,p(t)〉 =
|λ(t)|p for any t ∈ T0(Qp) and any character λ of T0 defined over Q (which we identify with
an element of a∗0). By definition, the function φp,λ is bi-invariant under Kp. The following
properties of φp,λ follow from its definition:
• φp,λ = φp,µ if and only if λ and µ are in the same Weyl group orbit.
• If λ ∈ (aG0 )
∗, then φp,λ is a positive real-valued function.
• If λ ∈ (aG0 )
∗
C, then |φp,λ| ≤ φp,Reλ.
For an integrable function f on G(Qp) set
If λ ∈ (aG0 )
∗, then Conv(Wλ) denotes the closed convex hull of the Weyl group orbit
Wλ of λ in (aG0 )
∗.
Lemma 2.5. If λ ∈ (aG0 )
∗
C with Reλ ∈ Conv(Wρ), then
A(f, λ) =
∫
G(Qp)
f(g)φp,λ(g) dg
satisfies |A(f, λ)| ≤ ‖f‖1 = A(|f |, ρ) for any f ∈ L
1(G(Qp)//Kp), and |φp,λ| ≤ 1.
Proof. Because of |φp,λ| ≤ φReλ it suffices to consider the case λ = Reλ ∈ Conv(Wρ). Let
f ∈ L1(G(Qp)//Kp) be non-negative. By the definition of φp,λ we obtain
A(f, λ) =
1
|W |
∑
w∈W
∫
G(Qp)
f(g)φp,wλ(g) dg =
1
|W |
∫
G(Qp)
f(g)e〈ρ,H0,p(g)〉
∑
w∈W
e〈wλ,H0,p(g)〉 dg.
The function (aG0 )
∗ ∋ µ 7→
∑
w∈W e
〈wµ,X〉 is convex for any X ∈ aG0 , so that∑
w∈W
e〈wλ,H0,p(g)〉 ≤
∑
w∈W
e〈wρ,H0,p(g)〉,
since by assumption λ ∈ Conv(Wρ). Hence
A(f, λ) ≤
1
|W |
∫
G(Qp)
f(g)e〈ρ,H0,p(g)〉
∑
w∈W
e〈wρ,H0,p(g)〉 dg = A(f, ρ).
If λ = ρ, then −ρ ∈ Wρ so that φp,ρ = φp,−ρ ≡ 1, which implies the first assertion. The
second assertion follows directly from the first. 
2.7. Adelic test functions. With above notation, we now define our adelic test functions
(2.8) f t,µh ⊗ τ = f
t,µ
h τ |G(A)1 ∈ C
∞
c (G(A)
1//K∞K),
where τ is a compactly supported function on the discrete set G(Afin)//K. Here, the
archimedean factor f t,µh is supported on the set of all g ∈ G(R)//AG with ‖X(g)‖ ≤ ct
−1,
where c is a constant depending only on h, and in particular on a compact subset of
G(R)//AG independent of µ and t ≥ 1.
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3. Summary of the main results
3.1. Local asymptotics. We can now formulate more precise versions of our main results.
We consider the trace of the test functions fh ⊗ τ on the discrete spectrum, where h ∈
C∞c (a
G
0 ) is supported in a fixed compact set, and τ is a compactly supported, right-K-
invariant function on G(Afin). Note first that by the definition of m(λ, τ) we have
Jdisc(fh ⊗ τ) = trRdisc(fh ⊗ τ) =
∑
λ
m(λ, τ)hˆ(λ)
for all h ∈ C∞c (a
G
0 ). Note that h is not necessarily W -invariant.
Recall that we introduced D˜(λ) in (2.2). Assume that Gder is simple, set D(λ) = D˜(λ)
for classical G, and
(3.1) D(λ) =
1
log(2 + ‖λ‖)
min
M∈L,
M 6=G
max
S⊂Φ+rΦM,+,
|S|=2r
∏
α∈S
(1 + |〈λ, α∨〉|)
1
2
for exceptional G. We remark that in all casesD(λ)≫ (1+‖λ‖)
1
2 , and evenD(λ)≫ 1+‖λ‖
if the root system of G is not of type An.
For the test functions f t,µh ⊗ τ with fixed h our main result (local asymptotics) is:
Theorem 3.1. Assume that Gder is simple and that G satisfies property (TWN+). Then
for all t ≥ 1 and all µ ∈ i(aG0 )
∗ we have
Jdisc(f
t,µ
h ⊗ τ)−
vol(G(Q)\G(A)1)
|W |
∑
γ∈Z(Q)
τ(γ)
∫
i(aG0 )
∗
hˆt,µ(λ)β(λ) dλ
≪h ‖τ‖1 log(1 + t+ ‖µ‖)
rβ˜(t, µ)D(t−1µ)−1.
Note that the integral
∫
i(aG0 )
∗ hˆt,µ(λ)β(λ) dλ is bounded from above and below by a con-
stant multiple of trβ˜(t, µ) if h(0) 6= 0 (cf. [DKV79, Proposition 6.10]).
The deduction of Theorem 1.1 from this result is standard and will be given in §5.6
below. The proof of Theorem 1.2 will be given in §5.5. We can also show estimates for the
general spherical test functions fh ⊗ τ uniformly in h (Theorem 3.7 and Proposition 5.5).
Remark 3.2. Using only the simpler estimate for spherical functions of Proposition 2.1,
one obtains a remainder term of
‖τ‖1 log(1 + t+ ‖µ‖)
rβ˜(t, µ)(1 + t−1‖µ‖)−
1
2 .
The proof rests on Arthur’s trace formula. Arthur’s trace formula provides two alterna-
tive expressions for a certain distribution J on G(A)1 which depends on T0 and K, both
fixed as specified in §2.1. One expression, the geometric side, is given in terms of integrals
of sums over the lattice G(Q), and can be split into the contributions of the geometric
conjugacy classes (and according to finer equivalence relations). On the other hand, the
spectral side involves the discrete automorphic spectra of all Levi subgroups M of G, in
particular of G itself.
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For a test function f ∈ C∞c (G(A)
1), Arthur defines J(f) to be the value at the point
T = T0 specified in [Art81, Lemma 1.1] of a certain polynomial J
T (f) on T ∈ aG0 of degree
at most r. The polynomial JT (f) depends on the additional choice of a parabolic subgroup
P0 of G with Levi part T0. It is uniquely defined by the property that the difference between
JT (f) and the truncated integral
jT (f) =
∫
G(Q)\G(A)1
F (g, T )
∑
γ∈G(Q)
f(g−1γg) dg, T ∈ aG0 ,
becomes exponentially small as d(T ) = minα∈∆ α(T ) → ∞ (cf. [Art85], [FL16, Theo-
rem 5.1]). Here F (·, T ) is the characteristic function of the truncation of the quotient
G(Q)\G(A)1 at height T as in [Art85, p. 1242]. We assume that d(T ) > cG, where cG
is a reduction-theoretic constant determined by G only (cf. [FL16, §2.1]). We call such
parameters T sufficiently regular.
We will now summarize our results on the geometric and spectral sides of the trace
formula. Taken together, they imply our asymptotic results on the discrete spectrum.
3.2. Estimates for the geometric side of the trace formula. We denote by
Jnc(f) = J(f)− vol(G(Q)\G(A)
1)
∑
γ∈Z(Q)
f(γ)
the non-central part of the geometric side of the trace formula. By
(3.2) jTnc(f) =
∫
G(Q)\G(A)1
F (g, T )
∑
γ∈G(Q)rZ(Q)
f(g−1γg) dg, T ∈ aG0 ,
we denote the integral of the non-central part of the kernel over the truncated fundamental
domain with sufficiently regular truncation parameter T . As above, Jnc(f) is the value
at T = T0 of the polynomial J
T
nc(f) = J
T (f) − vol(G(Q)\G(A)1)
∑
γ∈Z(Q) f(γ), and the
difference between JTnc(f) and j
T
nc(f) becomes exponentially small as d(T ) → ∞. By
[FL16, Theorem 5.1, Theorem 7.1], we can make this statement more precise. We have the
explicit estimate
(3.3) JTnc(f)− j
T
nc(f)≪K (1 + ‖T‖)
re−d(T )
∑
i
‖Xi ∗ f‖1,
where (Xi) denotes a basis of the space of differential operators in U(LieG(R)
1) of degree
up to dimG(R)1, and K is an open compact subgroup of G(Afin) such that f is right-K-
invariant. In particular, for the test functions fh ⊗ τ , where h ∈ C
∞
c (a
G
0 ) is supported in a
compact set C and τ is right-K-invariant for an open compact subgroup K, we have
(3.4) JTnc(fh ⊗ τ)− j
T
nc(fh ⊗ τ)≪C,K ‖τ‖1(1 + ‖T‖)
re−d(T )
∫
i(aG0 )
∗
|hˆ(λ)|β(λ)(1 + ‖λ‖)N dλ
for some fixed integer N (depending only on G).
The following estimate is an easy consequence of Arthur’s fine geometric expansion. We
record it here since it will be used later to bound the terms on the spectral side.
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Lemma 3.3. For all functions h ∈ C∞c (a
G
0 ) with support contained in a compact set C we
have
(3.5) J(fh ⊗ τ)≪C,τ
∫
i(aG0 )
∗
|hˆ(λ)|β(λ)dλ.
In particular, for all t ≥ 1 and µ ∈ i(aG0 )
∗ we have
(3.6) J(f t,µh ⊗ τ)≪h,τ t
rβ˜(t, µ).
Proof. For fixed τ , the functions fh ⊗ τ for h as above are supported in a fixed compact
subset Ω of G(A)1. By the basic compactness property of Arthur’s fine geometric expansion
[Art86, Lemma 9.1], J(fh ⊗ τ) can be expressed as a finite linear combination (depending
only on Ω and K) of weighted orbital integrals [ibid., Corollary 9.2], which are given
by absolutely continuous complex-valued measures on the corresponding orbits. We can
therefore estimate J(fh ⊗ τ) for given C and τ by a constant multiple of the maximum of
|fh(g)| on G(R), which is clearly bounded from above by |W |
−1
∫
i(aG0 )
∗ |hˆ(λ)|β(λ)dλ. 
Remark 3.4. We could make the paper more self-contained (i.e., avoid any appeal to
[Art86]) by generalizing Theorem 3.7 to the case where the derived group of G is not
necessarily simple. Estimating the central contribution trivially, by this method one even
gets the upper bound
J(fh ⊗ τ)≪C ‖τ‖1
∫
i(aG0 )
∗
|hˆ(λ)|β(λ)dλ
instead of (3.5). Note that even if we are only interested in the case where Gder is simple,
we still need the upper bound of Lemma 3.3 for all Levi subgroups M of G to bound the
spectral side.
For the non-central contribution we will improve the bound (3.5) (it is evidently best
possible for the central part if hˆ is non-negative), and make the dependence on τ explicit.
The basis of our estimates for the geometric side is the following estimate for non-negative
test functions which will be proven in Section 4:
Theorem 3.5 (cf. Corollary 4.2 below). Fix c > 0. For any non-negative monotonically
decreasing function φ on [0, c], extended by zero to R≥0, and any compactly supported,
right-K-invariant function τ on G(Afin), we have the estimate
jTnc(F
φ ⊗ τ)≪c ‖τ‖1
∫ c
0
φ(x)x
r
2
−1
(
|log x|r−1 + (1 + ‖T‖)r
)
dx.
As a consequence we obtain the following estimates for the test functions fh ⊗ τ . For
simplicity, we assume that Gder is simple.
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Proposition 3.6. Assume that Gder is simple. For all functions h ∈ C∞c (a
G
0 ) with support
in a ball of radius ct−1, t ≥ 1, and sufficiently regular T ∈ aG0 we have the estimate
jTnc(fh ⊗ τ)≪ ‖τ‖1t
−r
∫
i(aG0 )
∗
|hˆ(λ)|β(λ)D(t−1λ)−1[
(log t)r−1 + (1 + ‖T‖)r + νG(log(2 + t
−1‖λ‖))r−1
]
dλ,
where νG = 0 for classical and νG = 1 for exceptional groups G.
Theorem 3.7. Assume that Gder is simple. For all functions h ∈ C∞c (a
G
0 ) with support in
a ball of radius ct−1, t ≥ 1, we have the estimate
Jnc(fh ⊗ τ)≪ ‖τ‖1t
−r
∫
i(aG0 )
∗
|hˆ(λ)|β(λ)D(t−1λ)−1(log(1 + t + ‖λ‖))r dλ.
Considering the test functions f t,µh ⊗τ for fixed h, the following local bound follows easily
from Theorem 3.7, using (2.1) and the rapid decrease of hˆ.
Corollary 3.8. If Gder is simple, we have for t ≥ 1 and all µ ∈ i(aG0 )
∗:
Jnc(f
t,µ
h ⊗ τ)≪h ‖τ‖1 log(1 + t+ ‖µ‖)
rβ˜(t, µ)D(t−1µ)−1.
The proofs of Proposition 3.6 and Theorem 3.7 will be given in §3.4.
3.3. Estimates for the spectral side of the trace formula. We now turn to the
spectral side of the trace formula. The spectral expansion has the form
J(f) =
∑
[M ]
Jspec,M(f) =
∑
[M ]
∑
s∈W (M)
Jspec,M,s(f),
where [M ] ranges over conjugacy classes of Levi subgroups, represented by members of L,
and s over the elements ofW (M) = N(M)/M , represented by members ofW . Here N(M)
is the normalizer ofM in G. The term with M = G is simply the trace of f on the discrete
spectrum of G. For the other terms we have the following bounds, conditional under a
bound on the logarithmic derivatives of normalizing factors, called property (TWN+) in
[FL17].
Recall that for f ∈ C∞c (G(A)) and any parabolic subgroup P = MU of G containing
T0, the Harish-Chandra descent f
(P ) ∈ C∞c (M(A)) of f is defined by
(3.7) f (P )(m) = δP (m)
1/2
∫
U(A)
fK(mu) du, m ∈ M(A),
where fK(g) =
∫
K
f(k−1gk) dk. For a compactly supported continuous function τ on
G(Afin) we define τKfin and τ
(P ) analogously. We also define the following seminorm of
such a function τ :
(3.8) ‖τ‖
(P )
1 =
∫
Kfin
∫
M(Afin)
δP (m)
1/2
∣∣∣∣∫
U(Afin)
τKfin(muk) du
∣∣∣∣ dmdk.
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For bi-Kfin-invariant functions τ , the seminorm ‖τ‖
(P )
1 evidently coincides with the L
1-norm
of τ (P ).
For M,L ∈ L, M ⊂ L, let (aLM)
⊥ = (aM0 )
∗ ⊕ (aGL)
∗. If ν ∈ i(aLM )
⊥, we write νM for the
projection of ν onto i(aM0 )
∗ along i(aGL)
∗.
Proposition 3.9 (cf. Corollary 5.6 below). Assume G satisfies property (TWN+). Let
M ∈ L, s ∈ W (M) and P ∈ P(M). For any compactly supported function τ : G(Afin)/K →
C, any t ≥ 1 and all µ ∈ i(aG0 )
∗ we have
Jspec,M,s(f
t,µ
h ⊗ τ)≪h ‖τ‖
(P )
1 t
rG+rM−rLs
∑
w∈W
(log(1 + t+ ‖µ‖))rG−rLs
(1 + t−1‖µwLswM ‖)
N
β˜wM(t, µwM).
Amore general estimate for the spectral terms can be formulated as follows. If λ ∈ (aG0 )
∗
C,
let MM(hˆ)(λ) denote the maximum of |ĥ| on the ball of radius 2 + ‖ρ
M‖ in (aG0 )
∗
C around
λ.
Proposition 3.10 (cf. Proposition 5.5 below). Assume G satisfies property (TWN+). Let
M ∈ L, s ∈ W (M) and P ∈ P(M). For any h ∈ C∞c (a
G
0 )
W , any compactly supported
function τ : G(Afin)/K → C we have
(3.9) Jspec,M,s(fh ⊗ τ)≪ ‖τ‖
(P )
1
∫
i(aLM )
⊥
MM(hˆ)(ν) β˜
M(λM) (log (2 + ‖λ‖))rG−rLs dλ.
The proofs of these spectral bounds will be given in Section 5. Theorem 3.1 follows now
from the combination of our estimates for the geometric side (Corollary 3.8) and for the
spectral side (Proposition 3.9).
3.4. Proof of the geometric estimates. We now deduce Proposition 3.6 and Theorem
3.7 from Theorem 3.5.
Proof of Proposition 3.6. By the estimate for the spherical functions φ−λ(g) of Proposition
2.2 we have
fh(g) = (Bh)(g)≪
∫
i(aG0 )
∗
|hˆ(λ)|β(λ)D˜(‖X(g)‖λ)−1 dλ.
Note that the right-hand side is a non-negative monotonically decreasing function of
‖X(g)‖. By assumption, h is supported in a ball of radius ct−1 around the origin. We
can therefore invoke Theorem 3.5 to estimate
jTnc(fh ⊗ τ)≪ ‖τ‖1∫
i(aG0 )
∗
|hˆ(λ)|β(λ)
[∫ ct−1
0
D˜(xλ)−1xr−1
(
|log x|r−1 + (1 + ‖T‖)r
)
dx
]
dλ.
After an obvious substitution, the inner integral becomes
t−r
∫ c
0
D˜(xt−1λ)−1xr−1
(
(|log x|+ log t)r−1 + (1 + ‖T‖)r
)
dx.
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The function D˜ is defined as a minimum over M ∈ L, M 6= G. We can restrict here to
maximal M . We can trivially estimate
D˜(xt−1λ)−1 ≪ x−
|S′|
2
∏
α∈S′
|
〈
t−1λ, α∨
〉
|−
1
2 ,
where S ′ is the set of all α ∈ Φ+ r ΦM,+ with t−1|〈λ, α∨〉| ≥ 1.
In the case of classical groups, by Proposition B.1 (applied to the dual root system Φ∨)
we can restrict further to thoseM with the maximum number |ΦM,+| of positive roots. For
these M there are R = minP 6=G dimUP many factors in the product. We have therefore
|S ′| ≤ R < 2r (using that G is classical, cf. Appendix B and Table 1), and the inner
integral can be estimated by a constant multiple of
t−rD˜(t−1λ)−1
(
(log t)r−1 + (1 + ‖T‖)r
)
,
which finishes the proof for classical G.
For exceptional groups (where R > 2r), we can estimate the inner integral in the same
way as long as |S ′| < 2r. If |S ′| ≥ 2r, then we consider subsets S ⊂ S ′ with 2r elements.
In this case the inner integral can be estimated by
t−r∆−
1
2 (log(1 + ∆))
(
(log t)r−1 + (1 + ‖T‖)r + (log(1 + ∆))r−1
)
,
where ∆ =
∏
α∈S |〈t
−1λ, α∨〉|. This proves the proposition in the exceptional case. 
Proof of Theorem 3.7. We use a variant of the classical Littlewood-Paley decomposition.
Let g be a fixed radial Paley-Wiener function on (aG0 )
∗
C such that g(0) = 1 and g(λ) is
monotonically decreasing in ‖λ‖ for λ ∈ i(aG0 )
∗. (Using [GT13, Theorem 1.1], the existence
of such a function follows easily from the existence of radial Paley-Wiener functions in
dimension r + 2 that are non-negative for imaginary parameters.) Set
ψˆ0(λ) = g(t
−1λ),
and
ψˆj(λ) = g(t
−12−jλ)− g(t−121−jλ), j ≥ 1.
These Paley-Wiener functions are the Fourier transforms of functions on aG0 supported in
a ball of radius ≤ ct−1, they are non-negative on i(aG0 )
∗ and satisfy
∞∑
j=0
ψˆj(λ) = 1.
We note the following fact, which follows easily from the rapid decrease of g and the
vanishing of ψˆj , j ≥ 1, at the origin:
∞∑
j=0
(1 + j + log t)re−C(1+j+log t)ψˆj(λ)≪C (t+ ‖λ‖)
−C(log(1 + t+ ‖λ‖))r
for any C ≥ 0.
Fix in addition to C > 0, which we will specify later, a constant η > 0. We apply
Proposition 3.6 to the test functions hj = h ∗ ψj , j ≥ 0, which satisfy
∑∞
j=0 hj = h, and
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approximate the polynomial JTnc(fhj ⊗ τ) by the truncated integral j
T
nc(fhj ⊗ τ) for T = Tj
with d(Tj) ≥ η‖Tj‖ and C(1 + j + log t) ≤ d(Tj) ≤ 2C(1 + j + log t).
We obtain from Proposition 3.6 that
(3.10) jTjnc (fhj ⊗ τ)≪ ‖τ‖1t
−r
∫
i(aG0 )
∗
|hˆ(λ)|ψˆj(λ)β(λ)D(t
−1λ)−1[
(log t)r−1 + νG(log(2 + t
−1‖λ‖))r−1 + (1 + j + log t)r
]
dλ,
and from (3.4) that
(3.11) JTjnc (fhj ⊗ τ)− j
Tj
nc (fhj ⊗ τ)≪ ‖τ‖1(1 + j + log t)
re−C(1+j+log t)∫
i(aG0 )
∗
|hˆ(λ)|ψˆj(λ)β(λ)(1 + ‖λ‖)
N dλ
for some fixed integer N . The constant C is at our disposal. By a variant of Arthur’s
interpolation argument [Art82a, Lemma 5.2], Jnc(fhj⊗τ) is bounded by a constant multiple
of the sum of the right-hand sides of (3.10) and (3.11). Summing over all j, we obtain as
upper bound for Jnc(fh ⊗ τ) =
∑∞
j=0 Jnc(fhj ⊗ τ) the sum of
‖τ‖1t
−r
∫
i(aG0 )
∗
|hˆ(λ)|β(λ)D(t−1λ)−1
[
(log t)r−1 + νG(log(2 + t
−1‖λ‖))r−1
]
dλ,
of
‖τ‖1t
−r
∫
i(aG0 )
∗
|hˆ(λ)|β(λ)D(t−1λ)−1
[
∞∑
j=0
(1 + j + log t)rψˆj(λ)
]
dλ,
and of
‖τ‖1
∫
i(aG0 )
∗
|hˆ(λ)|β(λ)
[
∞∑
j=0
(1 + j + log t)re−C(1+j+log t)ψˆj(λ)
]
(1 + ‖λ‖)N dλ.
The first two terms clearly satisfy the bound asserted by the theorem. Noting that
t−rD(t−1λ)−1 ≫ (t+‖λ‖)−r, we see that the third term satisfies the same bound if we take
C = N + r. 
4. The main geometric estimate
4.1. Reduction to integrals over Bruhat cells. As in (3.2), consider the truncated
integral jTnc(f) of the non-central part of the kernel for a sufficiently regular truncation
parameter T . Let φ be a fixed non-negative smooth function of compact support on
R≥0, and τ a compactly supported function on G(Afin), right-invariant under a fixed open
subgroup K of Kfin. We want to estimate the truncated integral for the non-negative test
functions f = F φ,ǫ ⊗ τ , where 0 < ǫ < 1/2. Let τ˜ (gfin) =
∫
Kfin
∫
Kfin
|τ |(k1gk2) dk1dk2 be the
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projection of |τ | to the bi-Kfin-invariant functions. For a measurable function φ on T0(Afin)
set
(4.1) ‖φ‖1,div =
∫
T0(Afin)
C |{p : tp /∈ZG(Qp)T0(Zp)}||φ(t)| dt,
where C > 1 is a fixed constant. Note that ‖τ˜ (P0)‖1,div ≪ ‖τ‖2−η for any 0 < η ≤ 1. Our
result is
Theorem 4.1. For all 0 < ǫ < 1/2 we have:
jTnc(F
φ,ǫ ⊗ τ)≪φ ǫ
r
2
∑
Q=LV,Q 6=P0
(1 + ‖TL‖)
r−rL|log ǫ|rL−1‖τ˜ (Q)‖1
+ ǫ
r
2 (1 + ‖T‖)r‖τ˜ (P0)‖1,div
≪ ǫ
r
2
(
|log ǫ|r−1 + (1 + ‖T‖)r
)
‖τ‖1.
A more flexible variant is the following.
Corollary 4.2. Fix c > 0. For any non-negative monotonically decreasing function φ on
[0, c], extended by zero to R≥0, we have the estimate
(4.2) jTnc(F
φ ⊗ τ)≪c ‖τ‖1
∫ c
0
φ(x)x
r
2
−1
(
|log x|r−1 + (1 + ‖T‖)r
)
dx.
Proof. For fixed τ and fixed T , we can write jTnc(F
φ⊗|τ |) =
∫ c
0
φ(x)dν for a Radon measure
ν on [0, c]. Let N(x) =
∫ x
0
dν. By Theorem 4.1, applied for a suitable φ, we have
N(x) ≤ N0(x) = Cx
r
2
(
|log x|r−1 + (1 + ‖T‖)r
)
‖τ‖1
for a constant C > 0, where the right-hand side is monotonically increasing in x. This
implies that
∫ c
0
φ(x)dν =
∫ c
0
φ(x)dN(x) ≤
∫ c
0
φ(x)dN0(x) =
∫ c
0
φ(x)N ′0(x)dx for all mono-
tonically decreasing step functions φ on [0, c]. Since monotonically decreasing functions
are Riemann integrable, we obtain the assertion for arbitrary monotonically decreasing φ
by approximating φ from above by step functions. 
Remark 4.3. For groups G with a root system of type An or Cn, there exists a geometric
unipotent orbit of dimension 2r. A consideration of the corresponding orbital integrals
shows that for these groups the exponents r
2
of ǫ in Theorem 4.1 and r
2
−1 of x in Corollary
4.2 are already optimal. For other groups the minimal dimension of a non-trivial geometric
unipotent orbit, which we denote by 2dmin, is strictly greater than 2r (cf. Table 1 below),
and we expect a bound of the order Oτ (ǫ
dmin/2) in Theorem 4.1.
The proof of Theorem 4.1 will occupy the remainder of this section. Note first that by
replacing τ by τ˜ , we can assume that τ is non-negative and bi-Kfin-invariant. Set
(4.3) χT (a) = τ0(H0(a)− T1)τ̂0(T −H0(a)).
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By reduction theory, we can bound the truncated integral of a non-negative measurable
function f by
jTnc(f) ≤
∫
K
∫
U0(Q)\U0(A)
∫
AG0
∫
T0(Q)\T0(A)1
∑
γ∈G(Q)rZ(Q)
f((uatk)−1γuatk)·
χT (a)δ0(a)
−1 dt da du dk.
Since we integrate on the right hand side over a domain consisting of P0(Q)-cosets, we can
split the kernel sum according to the Bruhat decomposition and obtain
jTnc(f) ≤
∑
w∈W,w 6=1
J G,Tw (f) + J
G,T
1,nc (f),
where for each Weyl group element w ∈ W we denote by
(4.4) J G,Tw (f) =
∫
K
∫
U0(Q)\U0(A)
∫
AG0
∫
T0(Q)\T0(A)1
∑
γ∈P0(Q)wU0(Q)
f((uatk)−1γuatk)·
χT (a)δ0(a)
−1 dt da du dk
the contribution of the corresponding Bruhat cell, and by
(4.5) J G,T1,nc (f) =
∫
K
∫
U0(Q)\U0(A)
∫
AG0
∫
T0(Q)\T0(A)1
∑
γ∈P0(Q)rZ(Q)
f((uatk)−1γuatk)·
χT (a)δ0(a)
−1 dt da du dk
the contribution of the non-central elements of the Borel subgroup (w = 1).
We will estimate J G,Tw (f) for w 6= 1 by the method of [FL11,FL16]. Our precise result on
these integrals is the following. Let Q(w) = L(w)V (w) be the smallest standard parabolic
containing w. In the following, we call Weyl group elements w with Q(w) = G regular.
For regular w, the sum over γ in (4.4) is compactly supported as a ranges over {a ∈ AG0 :
τ0(H0(a) − T1) = 1}, and the integral J
G,T
w (f) therefore assumes a constant value for
d(T )→∞. We denote this limit value by J Gw (f).
Proposition 4.4. For regular w ∈ W and all 0 < ǫ < 1/2 we have
J Gw (F
φ,ǫ ⊗ τ)≪φ ǫ
r
2 |log ǫ|dim(a
G
0 )
w
‖τ‖1,
where (aG0 )
w denotes the subspace of w-invariant elements of aG0 . For general w ∈ W ,
w 6= 1, with Q(w) = Q = LV we have
J G,Tw (F
φ,ǫ ⊗ τ)≪φ (1 + ‖TL‖)
r−rLǫ
r
2 |log ǫ|dim(a
L
0 )
w
‖τ (Q)‖1.
This is complemented by an estimate for the contribution of the Borel subgroup.
Proposition 4.5. For all 0 < ǫ < 1/2 we have
J G,T1,nc (F
φ,ǫ ⊗ τ)≪φ (1 + ‖T‖)
rǫr/2‖τ (P0)‖1,div.
Taken together, these estimates imply Theorem 4.1.
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Proof of Theorem 4.1. Sum the estimates of Proposition 4.4 over all w 6= 1, noting that
dim(aL0 )
w ≤ rL − 1 for L = L(w), and add the estimate of Proposition 4.5 to account for
w = 1. 
In the following, we first prove Proposition 4.4. The proof will be finished in §4.5 below.
Proposition 4.5 will be proved later in §§4.6–4.7, which will finish the proof of Theorem
4.1 and its corollary.
In a first step, we will use the method of [FL11,FL16] to estimate J G,Tw (f) for a non-
negative test function f of bounded level by an adelic integral. Set
(4.6) IG,Tw (f) =
∫
U0(A)/Uw(A)
∫
AG0
∫
U0(A)
∫
T0(A)1
f(a−1uwau1t)χT (a) dt du1 da du,
where Uw = U0∩wU0w
−1. This converges for any compactly supported continuous function
f . The analogous non-compact adelic integral is
(4.7) IGw (f) =
∫
U0(A)/Uw(A)
∫
AG0
∫
U0(A)
∫
T0(A)1
f(a−1uwau1t)τ0(H0(a)− T1) dt du1 da du,
whenever it is convergent, in which case it is obviously the limit of IG,Tw (f) for d(T )→∞.
In [FL11, Proposition 5.1], convergence of (4.7) is established for regular Weyl group
elements w (cf. Proposition 4.10 below).
Lemma 4.6. For any non-negative test function f , invariant under conjugation by K and
right-K-invariant, we can estimate
(4.8) J G,Tw (f) ≤ I
G,T
w (f˜),
where f˜(g) = maxk∈K
∑
X∈B≤|Φ+|
|f ∗X|(gk) for a suitable basis B≤|Φ+| of U(u0)≤|Φ+|, the
subspace of U(u0) spanned by elements of degree ≤ |Φ
+|. In particular, for non-negative τ
we have
(4.9) J G,Tw (F
φ,ǫ ⊗ τ) ≤ ǫ−
|Φ+|
2 IG,Tw (F
φ˜,ǫ ⊗ τ)
for a suitable function φ˜ ∈ C∞c (R
≥0) depending on φ.
Proof. The lemma follows immediately from [FL16, pp. 432–433]. For the convenience of
the reader, we give a sketch of the argument. Using that T0(A)
1 = T0(Q)(T0(A) ∩K), we
can estimate J G,Tw (f) from the definition (4.4) by
J G,Tw (f) ≤
∫
U0(Q)\U0(A)
∫
AG0
∑
u2∈Uw(Q)\U0(Q)
∑
m∈T0(Q)
∑
u1∈U0(Q)
f(a−1u−1u−12 mwu1ua)·
χT (a)δ0(a)
−1 da du
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We apply [FL16, Lemma 3.3] to the sum over u1, estimating it by the integral of suitable
derivatives on U0 up to order |Φ
+|. We obtain the estimate of
J G,Tw (f) ≤
∫
U0(Q)\U0(A)
∫
AG0
∫
U0(A)
∑
u2∈Uw(Q)\U0(Q)
∑
m∈T0(Q)
f˜(a−1u−1u−12 mwau1)·
χT (a) du1 da du.
It is easy to see that the right-hand side reduces to∫
Uw(A)\U0(A)
∫
AG0
∫
U0(A)
∑
m∈T0(Q)
f˜(a−1u−1wau1m)χT (a) du1 da du,
where we can finally estimate the sum overm by an integral over T0(A)
1 = T0(Q)(T0(A)∩K)
using the invariance of f˜ under right translation by K. This shows (4.8). An application
of Lemma 2.4 to estimate f˜ yields (4.9). 
For regular w ∈ W this yields the estimate
J Gw (F
φ,ǫ ⊗ τ) ≤ ǫ−
|Φ+|
2 IGw (F
φ˜,ǫ ⊗ τ).
For non-regular w 6= 1 we can easily estimate IG,Tw (f) in terms of I
L(w)
w (cf. Remark 4.8).
However, it is possible to do the descent to L(w) more carefully and to gain an additional
factor of ǫ
r−rL(w)
2 in the final estimate.
For TL ∈ a
G
L let vL(TL) denote the volume of the bounded convex domain in the space
aGL defined by τL(X − T1,L)τˆL(TL −X) = 1. It is clear from the definition that
vL(TL)≪ (1 + ‖TL‖)
dim aGL .
The descent from G to L(w) can now be formulated as follows.
Lemma 4.7. Let w ∈ W , w 6= 1, and Q(w) = L(w)V (w). Then we have
J G,Tw (F
φ,ǫ;G ⊗ τ) ≤ vL(TL)ǫ
r−rL(w)
2 J L(w)w (F
ψ,ǫ;L(w) ⊗ τ (Q(w)))
≤ vL(TL)ǫ
r−rL(w)−|Φ
+
L
|
2 IL(w)w (F
ψ˜,ǫ;L(w) ⊗ τ (Q(w))),
where ψ, ψ˜ ∈ C∞c (R
≥0) depend on φ.
Remark 4.8. It is easy to see that
IG,Tw (f) =
∫
UL0 (A)/U
L
w (A)
∫
AL0
∫
UL0 (A)
∫
T0(A)1
f (Q(w))(a−1uwau1t)ν
L
T (a) dt du1 da du
with
νLT (a) =
∫
AGL
χT (ab) db,
and we can estimate
νLT (a) ≤ vL(TL)τ
L
0 (H0(a)− T1).
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Therefore, we obtain
IG,Tw (f) ≤ vL(w)(TL(w))I
L(w)
w (f
(Q(w)))≪ (1 + ‖TL(w)‖)
dim aG
L(w)IL(w)w (f
(Q(w))).
Noting that
(F φ,ǫ;G ⊗ τ)(Q) ≤ ǫdimV/2F ψ,ǫ;L ⊗ τ (Q)
for all non-negative τ , we obtain a weaker variant of Lemma 4.7 without the factor ǫ
r−rL(w)
2 .
For the proof of Lemma 4.7, we first isolate the most important technical step as a
separate lemma.
Lemma 4.9. Let Q = LV be a standard maximal parabolic subgroup of G and vab be the
Lie algebra of the abelianization V ab = V/[V, V ] of the unipotent radical V of Q.
Let f0 be a fixed bounded compactly supported function on R
≥0 and τ0 be a compactly
supported continuous function on vab⊗Afin that is invariant under translation by v
ab
Z ⊗ Zˆ.
Let k be the rank of the endomorphism 1 − Ad(γL)
−1 of the Q-vector space vab. Let
fǫ = f0(‖·‖
2ǫ−1). Then we have
(4.10)
∫
vab\vab⊗A
∑
ν∈vab
(fǫ ⊗ τ0)
(
Ad(a)−1((1− Ad(γL)
−1)v + ν)
)
dv ≪f0 ǫ
k/2δV ab(a)‖τ0‖1
for all 0 < ǫ < 1 and a ∈ A0 with α(a)≫ 1 for all α ∈ Φ
+
V . Here δV ab denotes the modulus
function of A0 on V
ab.
Proof. Let Y ⊂ vab be the image of the endomorphism 1−Ad(γL)
−1, a subspace of dimen-
sion k. Rewrite the left-hand side of (4.10) as∫
Y⊗A
∑
ν∈vab/Y
(fǫ ⊗ τ0)
(
Ad(a)−1(y + ν)
)
dy.
Choose S ⊂ Φ+
V ab
with complement S¯ = Φ+
V ab
rS such that vab is the direct sum of Y and
the root spaces uα, α ∈ S¯. The projection map Y −→
⊕
α∈S uα is then an isomorphism.
The space of all ν ∈ vab with να = 0 for all α ∈ S is a system of representatives for the
quotient vab/Y .
Consider first the case where τ0 is the characteristic function of a coset ξ + v
ab
Z ⊗ Zˆ for
some ξ ∈ vab⊗Afin. In this case we can estimate the sum over ν trivially by≪f0
∏
α∈S¯ α(a).
Moreover, the integrand can only be non-zero when the set Ad(a)−1y+
⊕
α∈S¯ uα⊗A meets
the support of fǫ ⊗ τ0, which translates into the conditions that |yα,∞| ≪f0 α(a)ǫ
1/2 and
yα,fin ∈ ξα + Zˆ for α ∈ S. The integration over Y ⊗ A can be replaced by integration over
the coordinates yα, α ∈ S, and we obtain a final bound of ≪f0 ǫ
k/2δV ab(a), since the set
S has k elements. Writing a general τ0 as a linear combination of characteristic functions
finishes the proof. 
Proof of Lemma 4.7. The proof proceeds by induction over standard Levi subgroups L of
G containing L(w). For a compactly supported bounded measurable function χ on AG0 let
J Gw (f ;χ) be the variant of J
G,T
w (f) obtained by replacing χT by χ.
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The induction step is that
(4.11) J Gw (F
φ,ǫ;G ⊗ τ ;χ) ≤ ǫ1/2J Lw (F
ψ,ǫ;L ⊗ τ (Q);
∫
AGL
χ(·b) db),
where Q = LV is a standard maximal parabolic subgroup of G containing Q(w). Assuming
this, induction easily gives
J Gw (F
φ,ǫ;G ⊗ τ ;χ) ≤ ǫ(r−rL)/2J Lw (F
ψ,ǫ;L ⊗ τ (Q);
∫
AGL
χ(·b) db)
for any Q containing Q(w), in particular for Q = Q(w) itself, and setting χ = χT proves
the lemma.
To show (4.11), consider the definition of J Gw (f ;χ) and write γ = γLν with γL ∈
PL0 (Q)wU
L
0 (Q), ν ∈ V (Q), as well as u = vuL, v ∈ V (Q)\V (A), uL ∈ U
L
0 (Q)\U
L
0 (A).
We get
J G,Tw (f ;χ) =
∫
UL0 (Q)\U
L
0 (A)
∫
AG0
∫
T0(Q)\T0(A)1
∑
γL∈PL0 (Q)wU
L
0 (Q)[
δQ(a)
−1
∫
V (Q)\V (A)
∑
ν∈V (Q)
f(l−1γLl · l
−1(γ−1L v
−1γLνv)l) dv
]
χ(a)δL0 (a)
−1 dt da duL,
where we write l = uLat ∈ L(A).
We want to estimate the expression in brackets and improve on the obvious upper bound
of (F ψ,ǫ;L ⊗ τ (Q))(l−1γLl). For this, we first estimate summation over the commutator
subgroup [V, V ](Q) of V (Q) trivially (cf. [FL11, §4]), which gives
δQ(a)
−1
∫
V (Q)\V (A)
∑
ν∈V (Q)
f(l−1γLl · l
−1(γ−1L v
−1γLνv)l) dv ≤ δV ab(a)
−1F ψ,ǫ;L(l−1γLl)∫
vab\vab⊗A
∑
ν∈vab
(fǫ ⊗ τ˜l−1γLl)
(
Ad(l)−1((1−Ad(γL)
−1)v + ν)
)
dv
for τ˜l(v) =
∫
[V,V ](Afin)
τ(l exp(v)v˜) dv˜. An application of Lemma 4.9 to the sum-integral on
the right-hand side gives an upper bound of
≪ ǫk/2(F ψ,ǫ;L ⊗ τ (Q))(l−1γLl).
Since w 6= 1, the element γL cannot lie in the center of G. However, the kernel of the
representation Ad of the group L on vab is precisely the center of G. Therefore we have
k ≥ 1, which gives (4.11). 
24 TOBIAS FINIS AND JASMIN MATZ
4.2. Estimation for regular Bruhat cells. We are reduced to the regular case for
standard Levi subgroups L of G.
We therefore turn to the estimation of IGw (f) for regular Weyl group elements w. We
first replace (4.7) by a variant with a smooth cutoff of the fundamental domain. (This is
a technical refinement that allows us to optimize the final estimate, cf. the remark after
Proposition 4.11 below.) Let κ(X) be a smooth function on aG0 that majorizes τ0(X −T1).
Its Fourier transform κˆ(λ) is holomorphic if Reλ lies in the open cone spanned by the
positive roots, and it is rapidly decreasing in Imλ for fixed Reλ in this cone. Clearly,
IGw (f) is bounded from above by
(4.12) IG, smw (f) =
∫
U0(A)/Uw(A)
∫
AG0
∫
U0(A)
∫
T0(A)1
f(a−1uwau1t)κ(H0(a)) dt du1 da du.
For each w ∈ W let Φ+w be the set of α ∈ Φ
+ with wα < 0, and let
m(w, λ) =
∏
α∈Φ+w
m0(〈λ, α
∨〉)
be the scalar-valued spherical intertwining operator (as in [FL11, §3.3]). Denoting by ξ(s) =
π−s/2Γ(s/2)ζ(s) the completed Riemann zeta function, we have m0(s) = ξ(s)/ξ(s+ 1).
We write
Φ(f, λ) =
∫
AG0
∫
P0(A)1
f(pa)a−λ−ρ dp da
for the adelic Harish-Chandra transform of f .
Proposition 4.10. Let λ0 ∈ (a
G
0 )
∗ be such that λ0 − ρ lies in the positive Weyl chamber.
For any right-K-invariant function f ∈ C∞c (G(A)
1) and any regular w ∈ W we have
(4.13) IG, smw (f) =
∫
λ0+i(aG0 )
∗
κˆ((1− w−1)λ)m(w−1, λ)Φ(f, λ) dλ.
Proof. In [FL11, Proposition 5.1] (which we apply in the special case Q(w) = G and ξ = 0),
it was shown using Mellin inversion that
(4.14) IGw (f) = vol(a
G
0 /Z∆ˆ
∨)
∫
λ0+i(aG0 )
∗
e−〈(1−w
−1)λ,T1〉∏
̟∨∈∆ˆ∨ 〈(1− w
−1)λ,̟∨〉
m(w−1, λ)Φ(f, λ) dλ.
If we replace τ0(X −T1) by κ(X), a simple modification of the argument yields (4.13). 
Note that the integrals in (4.13) and (4.14) converge absolutely because Φ(f, λ) is rapidly
decreasing, (s− 1)m0(s) is of moderate growth in the right half-plane Re s ≥ 0, and
(4.15)
〈
(1− w−1)λ0, ̟
∨
〉
> 0 for all ̟∨ ∈ ∆ˆ∨
for regular w.
We will show that at least for the test functions f = F φ,ǫ ⊗ τ we can estimate the
integrals IG, smw (f) essentially by the L
1-norm of f if we allow ourselves to lose a power of
|log ǫ|.
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Proposition 4.11. For regular w ∈ W and all 0 < ǫ < 1/2 we have
IG, smw (F
φ,ǫ ⊗ τ)≪φ ǫ
r+|Φ+|
2 |log ǫ|dim(a
G
0 )
w
‖τ‖1.
We remark that by a direct use of the integral expression (4.14) for IGw (F
φ,ǫ⊗τ) (instead
of the expression (4.13) for IG, smw (F
φ,ǫ ⊗ τ)) one obtains an analogous estimate, but with
a larger power of |log ǫ|.
4.3. Auxiliary estimates. As a preparation for the proof of Proposition 4.11 we first
record a simple estimate for Φ(F φ,ǫ ⊗ τ, λ).
Lemma 4.12. For all λ ∈ (aG0 )
∗
C with Reλ lying in the convex hull of the W -orbit of ρ we
can bound
Φ(F φ,ǫ ⊗ τ, λ)≪φ ǫ
r+|Φ+|
2 min(1, ‖Imλ‖−1/2ǫ−1/4)‖τ‖1.
Proof. We can factor Φ(F φ,ǫ ⊗ τ, λ) as
Φ(F φ,ǫ ⊗ τ, λ) = (HF φ,ǫ)(−λ)Φfin(τ, λ)
with
Φfin(τ, λ) =
∫
G(Afin)
τ(g)
∏
p
φp,−λ(gp) dg
satisfying the bound |Φfin(τ, λ)| ≤ ‖τ‖1 by Lemma 2.5. To estimate the factor
(HF φ,ǫ)(−λ) =
∫
G(R)/AG
F φ,ǫ(g)φ−λ(g) dg,
we use the simple estimate of Proposition 2.1 for the archimedean spherical functions. By
the integration formula for G(R)/AG in the Cartan decomposition, one obtains
(HF φ,ǫ)(−λ)≪φ
∫ ǫ1/2
0
xr+|Φ
+|−1
(1 + ‖Imλ‖x)1/2
dx≪ ǫ
r+|Φ+|
2 min(1, ‖Imλ‖−1/2ǫ−1/4),
if Gder is simple. The case of general G can easily be reduced to the simple case. 
It is crucial for our argument that we can bound m0(s), and that it decays in fact at a
precise rate for |Im s| → ∞.
Lemma 4.13. Let 0 < c < 1 be fixed. The function m0(s) is bounded in the domain
Re s ≥ 0, |s− 1| ≥ c. We have
m0(s)≪c
|ζ(s)|
(1 + |t|)1/2
for s = σ + it 6= 1, σ ≥ c, and
m0(s)≪c (1 + |t|)
−1/2
for σ ≥ 1 + c.
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Proof. The first assertion is a standard consequence of the Maass–Selberg relations (cf.
[THB86, p. 42]), together with the fact that the only pole of ζ(s) is at s = 1. Write
m0(s) =
π
s
2Γ( s
2
)
π−
s+1
2 Γ( s+1
2
)
ζ(s)
ζ(s+ 1)
.
By Stirling’s formula,
π
s
2Γ( s
2
)
π−
s+1
2 Γ( s+1
2
)
=
(
2π
s
)1/2 (
1 +O(|s|−1)
)
for σ ≥ c.
The function ζ(s + 1)−1 is bounded in every half-plane σ ≥ c. This shows the second
assertion. For σ ≥ 1+c, the zeta function is also bounded, which yields the third assertion.

The following estimate allows us to control the influence of the factor ζ(s) in Lemma
4.13.
Lemma 4.14. For all 0 < δ < 1/2, all real numbers y1 and y2 and all X ≥ 0 we have∫ X
−X
dx
(1 + |x+ y1|)1/2(1 + |x+ y2|)1/2
≤ 2 log(1 +X),∫ X
−X
|ζ(1− δ + i(x+ y1))|
(1 + |x+ y1|)1/2(1 + |x+ y2|)1/2
dx≪δ log(1 +X),
and ∫ X
−X
|ζ(1− δ + i(x+ y1))ζ(1− δ + i(x+ y2))|
(1 + |x+ y1|)1/2(1 + |x+ y2|)1/2
dx≪δ log(1 +X).
Proof. We first note that an explicit calculation yields∫ X
−X
dx
1 + |x+ y1|
≤ 2 log(1 +X).
Using this together with the Cauchy-Schwarz inequality, we only need to show that∫ X
−X
|ζ(1− δ + i(x+ y1))|
2
1 + |x+ y1|
dx≪δ log(1 +X).
By partial integration, this inequality is a direct consequence of the standard second mo-
ment estimate ∫ X
0
|ζ(1− δ + ix)|2 dx≪δ X,
which is valid for 0 < δ < 1/2 (cf. [THB86, Theorem 7.2 (A)]). 
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4.4. Bases for root spaces. For any L ∈ L let (aGL)
w and (aGL)
∗,w denote the spaces
of w-invariant vectors in aGL and (a
G
L)
∗, respectively. Let (aGL)
∗,w⊥ denote the orthogonal
complement of (aGL)
∗,w in (aGL)
∗, so that
(4.16) (aGL)
∗ = (aGL)
∗,w ⊕ (aGL)
∗,w⊥.
Proposition 4.15. If w is regular, then the roots in Φ+w−1 span the space (a
G
0 )
∗. Moreover,
for any L ∈ L there exists a subset ΨL ⊂ Φ
+
w−1 such that the restrictions of the co-roots
α∨, α ∈ ΨL, to the space (a
G
L)
w are of the form b1,−b1, b2, . . . , bd,−bd for a basis b1, . . . , bd
of (aGL)
∗,w.
We first record two simple properties of the roots in Φ+w−1 . For a positive root α ∈ Φ
+
and a simple root β ∈ ∆, we write β ≺ α if the coefficient nβ of β in the expression
α =
∑
δ∈∆ nδδ is positive.
Lemma 4.16. Let w ∈ W be regular.
(i) For every β ∈ ∆ there exists α ∈ Φ+w−1 with β ≺ α.
(ii) Suppose α ∈ Φ+w−1 can be written as α = α0+α1 with α0, α1 ∈ Φ
+. Then α0 ∈ Φ
+
w−1
or α1 ∈ Φ
+
w−1.
Proof. (i) For any w ∈ W the set of simple roots ∆Q(w) defining the standard parabolic
subgroup Q(w) = Q(w−1) is precisely the set of all simple roots β ∈ ∆ for which
there exists α ∈ Φ+w−1 with β ≺ α (cf. [FL11, p. 787]). If w is regular, we have
Q(w) = G, which means that all simple roots β have this property.
(ii) Suppose α0 /∈ Φ
+
w−1 , so that w
−1(α0) > 0. Since 0 > w
−1(α) = w(α0) + w(α1), it
follows that w−1(α1) < 0, that is, α1 ∈ Φ
+
w−1.

Lemma 4.17. For a positive root α let Vα be the subspace of (a
G
0 )
∗ spanned by α and by
the summands β and γ in all possible decompositions α = β + γ of α as a sum of two
positive roots. Then Vα has as a basis the simple roots δ ∈ ∆ with δ ≺ α.
Proof. We use induction over the height of α. The case where α is a simple root is trivial.
Let α be a positive root that is not simple and assume the assertion established for all
roots of height less than the height of α. Since α∨ is a non-negative linear combination
of the simple co-roots δ∨, there exists a simple root δ ∈ ∆ with 〈α, δ∨〉 > 0. This implies
that α − δ is a positive root (since α is not simple). In particular, δ is contained in the
space Vα. Let q be the largest positive integer such that α
′ = α− qδ is a root, necessarily
positive. Clearly, α′ ∈ Vα. Also, 〈α
′, δ∨〉 = −p− q for a non-negative integer p [Bou68, Ch.
VI, §1, Corollary to Proposition 9]. Let α′ = β ′ + γ′ be a decomposition of α′ as a sum of
two positive roots. Since 〈β ′, δ∨〉 + 〈γ′, δ∨〉 = 〈α′, δ∨〉 = −p − q ≤ −q, and β ′ − 〈β ′, δ∨〉 δ
and γ′ − 〈γ′, δ∨〉 δ are roots, there exist non-negative integers i and j with i+ j = q such
that β = β ′ + iδ and γ = γ′ + jδ are positive roots. Since α = β + γ, we have β, γ ∈ Vα,
and therefore β ′, γ′ ∈ Vα.
We can conclude that Vα′ is a subspace of Vα. By the induction hypothesis, the simple
roots δ′ ∈ ∆ with δ′ ≺ α′ are therefore contained in Vα, as well as the simple root δ. This
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means that Vα contains all simple roots ≺ α, and therefore their span. Since the opposite
inclusion is clear, we obtain the assertion for α. 
Proof of Proposition 4.15. To show the first assertion, observe that by the second assertion
of Lemma 4.16 the span of Φ+w−1 is also the sum of the spaces Vα of Lemma 4.17 as α ∈ Φ
+
w−1 .
By Lemma 4.17 and the first assertion of Lemma 4.16, this space contains all simple roots,
and is therefore the full space (aG0 )
∗.
For the second assertion we only need to consider L = T0. The first assertion implies
that the restrictions of the co-roots α∨, α ∈ Φ+w−1, to (a
G
0 )
w span (aG0 )
∗,w. Given α ∈ Φ+w−1 ,
such that α∨ does not vanish on (aG0 )
w, we now show that there exists at least one other
root β ∈ Φ+w−1 , β 6= α, such that −α
∨ and β∨ have the same restriction to (aG0 )
w.
Let m > 0 be the smallest positive integer with w−m(α) > 0. Since α ∈ Φ+w−1, we have
m ≥ 2. Then −w−(m−1)(α) ∈ Φ+w−1 . If −w
−(m−1)(α) 6= α, we can take β = −w−(m−1)(α).
If −w−(m−1)(α) = α, then for every X ∈ (aG0 )
w we have
〈α,X〉 =
〈
−w−(m−1)(α), X
〉
=
〈
−α,wm−1(X)
〉
= −〈α,X〉 ,
and hence the restriction of α∨ to (aG0 )
w vanishes. 
4.5. End of the proof in the non-Borel case. We can now finish the proofs of Propo-
sition 4.11 and Proposition 4.4.
Proof of Proposition 4.11. The proof of Proposition 4.11 begins with an application of the
residue theorem to (4.13). We move Reλ one root coordinate at a time across the singular
hyperplanes 〈λ, α∨〉 = 1 defined by the simple roots α ∈ ∆ ∩ Φ+w−1 , and write (4.13) as a
linear combination with fixed positive coefficients of
(4.17)
∫
λ1,L+i(a
G
L )
∗
κˆ((1− w−1)λ)
∏
α∈Φ+
w−1
r∆L
m0(〈λ, α
∨〉)Φ(f, λ) dλ,
where L ranges over all standard Levi subgroups of G with ∆L ⊂ Φ+w−1 , and λ1,L =
ρ−δ
∑
α/∈∆L ̟α with 0 < δ < 1/2 arbitrary but fixed. Note that the condition 0 < δ < 1/2
ensures that we do not cross a singular hyperplane associated to a root that is not simple.
We prove this assertion by induction. Consider the more general integral
vT0
vL
crL
∫
λ0,L,M+i(a
G
L )
∗
κˆ((1− w−1)λ)
∏
α∈Φ+
w−1
r∆L
m0(〈λ, α
∨〉)Φ(f, λ) dλ,
where M is another standard Levi subgroup of G with M ∩ L = T0, λ0,L,M = λ1,L +
2δ
∑
α∈∆M ̟α, c is the residue of m0(s) at s = 1, and vL = vol((a
G
L)
∗/Z∆ˆL), where ∆ˆL is
the set of all ̟ ∈ ∆ˆr ∆ˆL restricted to aGL . (4.13) is of this form for L = T0 and M = G,
which starts the induction. For the induction step, assume that M 6= T0 and let α ∈ ∆
M .
Moving the real part of the coordinate 〈λ, α∨〉 from 1+ δ to 1− δ we get an integral of the
same form but with M replaced by the group M ′ defined by ∆M
′
= ∆M r {α}. If α lies
in Φ+w−1 , then we get in addition a residual term, which is obtained by replacing M by M
′
and L by the group L′ defined by ∆L
′
= ∆L ∪ {α}. Continuing this way, we can reduce
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the semisimple rank of M successively, until we are left with terms with M = T0, i.e., of
the form (4.17), up to fixed positive constants.
We remark that if w is the longest Weyl element, then the term with L = G is a constant
multiple of
Φ(F φ,ǫ ⊗ τ, ρ) =
∫
G(A)1
F φ,ǫ(g∞)τ(gfin) dg ≪φ ǫ
r+|Φ+|
2 ‖τ‖1.
Our bound for IG,smw (f) agrees with this up to a power of |log ǫ|.
Consider now (4.17) for a fixed L. Note that 〈ρ− λ1,L, ̟
∨〉 ≥ 0 for all ̟∨ ∈ ∆ˆ∨ and
that λ1,L lies in the positive Weyl chamber, which together implies that λ1,L lies in the
convex hull of the W -orbit of ρ (even for 0 ≤ δ ≤ 1). Therefore, Φ(F φ,ǫ ⊗ τ, λ) can for
Reλ = λ1,L be estimated by Lemma 4.12. Let ΨL ⊂ Φ
+
w−1 be a subset as in Proposition
4.15. We bound (4.17) by
(4.18) ǫ
r+|Φ+|
2 ‖τ‖1
∫
λ1,L+i(aGL )
∗
|κˆ((1− w−1)λ)|
∏
α∈ΨL
(1 + |〈λ, α∨〉|)−1/2
∏
α∈ΨL∩∆
|ζ(〈λ, α∨〉)|min(1, ‖Imλ‖−1/2ǫ−1/4) dλ.
Here, we apply the estimates of Lemma 4.13 to the factors m0(〈λ, α
∨〉), α ∈ ΨL, and note
that we can drop the factors m0(〈λ, α
∨〉) for α /∈ ΨL, since they are in any case bounded.
Writing Imλ = λ1 + λ2 according to the decomposition (4.16) of i(a
G
L)
∗, we can rewrite
(4.18) as the product of ǫ
r+|Φ+|
2 ‖τ‖1 with∫
(aGL )
∗,w⊥
|κˆ((1− w−1)λ1,L + i(1− w
−1)λ2)|
∫
(aGL )
∗,w
∏
α∈ΨL
(1 + |〈λ1, α
∨〉+ 〈λ2, α
∨〉|)−1/2
·
∏
α∈ΨL∩∆
|ζ(1− δ + i 〈λ1, α
∨〉+ i 〈λ2, α
∨〉)|min(1, ‖λ1 + λ2‖
−1/2ǫ−1/4) dλ1dλ2.
Let d1 = dim(a
G
L)
∗,w and d2 = dim(a
G
L)
∗,w⊥. We split the integration domain into the
parts ‖Imλ‖ ≤ ǫ−1/2 and ‖Imλ‖ > ǫ−1/2. In the integral over ‖Imλ‖ ≤ ǫ−1/2, we use
Lemma 4.14 in each coordinate to bound the λ1-integral by a constant multiple of |log ǫ|
d1
uniformly in λ2. Since the integral of |κˆ((1− w
−1)λ1,L + i(1− w
−1)λ2)| over the entire
space (aGL)
∗,w⊥ is finite, we obtain the estimate of a constant multiple of |log ǫ|d1 for the
first integral.
The integral over a shell 2kǫ−1/2 ≤ ‖Imλ‖ ≤ 2k+1ǫ−1/2, k ≥ 0, is by the same argument
bounded by a constant multiple of
2−k/2(|log ǫ|+ k)d1 ,
and summing over k gives the bound |log ǫ|d1 . 
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Proof of Proposition 4.4. By the second estimate of Lemma 4.7, we bound
J G,Tw (F
φ,ǫ;G ⊗ τ) ≤ vL(TL)ǫ
r−rL(w)−|Φ
L,+|
2 IL(w)w (F
ψ˜,ǫ;L(w) ⊗ τ (Q(w)))
≤ vL(TL)ǫ
r−rL(w)−|Φ
L,+|
2 IL(w),smw (F
ψ˜,ǫ;L(w) ⊗ τ (Q(w))).
To estimate the integral I
L(w),sm
w (F ψ˜,ǫ;L(w) ⊗ τ (Q(w))), we can apply Proposition 4.11, since
w is regular in L(w). 
4.6. Estimation for the Borel subgroup. We now consider the estimation of J G,T1,nc (f),
i.e., we prove Proposition 4.5. We proceed by induction over standard Levi subgroups, as
in the proof of Lemma 4.7 above. Let χ be a compactly supported bounded measurable
function on AG0 . We need the variant
J G1,nc(f ;χ) =
∫
K
∫
U0(Q)\U0(A)
∫
AG0
∫
T0(Q)\T0(A)1
∑
γ∈P0(Q)rZ(Q)
f((uatk)−1γuatk)
χ(a)δ0(a)
−1 dt da du dk
of J G,T1,nc (f). For any standard parabolic subgroup P =MU ofG we define J
G
P0rZU
(f ;χ) and
J GZUrZ(f ;χ) by restricting the sum over γ to the sets P0(Q)rZ(Q)U(Q) and Z(Q)U(Q)r
Z(Q), respectively. Obviously,
(4.19) J G1,nc(f ;χ) = J
G
P0rZU
(f ;χ) + J GZUrZ(f ;χ).
The induction step in the proof of Proposition 4.5 is given by the following lemma:
Lemma 4.18. Let P = MU be an arbitrary standard maximal parabolic subgroup of G.
For all 0 < ǫ < 1/2 we have
(4.20) J GP0rZU(F
φ,ǫ ⊗ τ ;χ) ≤ ǫ1/2JM1,nc(F
ψ,ǫ;M ⊗ τ (P );
∫
AGM
χ(·b) db)
+ ǫr/2‖τ (P )‖1
∫
AG0
χ(a)δM0 (a)
−1 da
for a suitable function ψ ∈ C∞c (R
≥0) depending on φ.
Proof. The proof is very similar to the induction step in the proof of Lemma 4.7. In
fact, writing γ = γMν with γM ∈ P
M
0 (Q) r ZG(Q) and ν ∈ U(Q) in the definition of
J GP0rZU(f ;χ), we can split into the cases γM ∈ P
M
0 (Q)rZM (Q) and γM ∈ ZM(Q)rZG(Q).
The first case can be treated in exactly the same way as before, and the corresponding
contribution is estimated by the first term in (4.20). It remains to consider the second
case γM ∈ ZM(Q) r ZG(Q). In this case, the endomorphism 1 − Ad(γM)
−1 of the vector
space uab has full rank, and the dimension of this space is at least r. Applying Lemma
4.9, and estimating the result trivially, we obtain that the contribution of the sum over
ZM(Q)r ZG(Q) is bounded by the second term in (4.20). 
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Root system dmin R = min dimU Simple root defining P UP abelian
An n n α1 or αn yes
Bn 2n− 2 2n− 1 α1 yes
Cn, n ≥ 3 n 2n− 1 α1 no
Dn, n ≥ 4 2n− 3 2n− 2 α1 (or α3 or α4 for n = 4) yes
E6 11 16 α1 or α6 yes
E7 17 27 α7 yes
E8 29 57 α8 no
F4 8 15 α1 no
G2 3 5 α2 no
Table 1. Standard parabolic subgroups used in Lemma 4.19 and Lemma
4.20 and dimensions of minimal unipotent orbits (cf. Lemma 4.22 and the
discussion before). The numbering of the simple roots follows Bourbaki.
The base of the induction is an estimate for J GZUrZ(F
φ,ǫ⊗ τ ;χ) for at least one standard
maximal parabolic subgroup P =MU of G in the case where Gder is simple. We consider
the standard parabolic subgroups P such that dimU is minimal. Depending on G, there
are two cases. The first case is that there exists such a P for which U is abelian. This will
be the case for the root systems of type An, Bn, Dn, E6 and E7 (cf. [RRS92]).
The second case is that the unipotent radicals of minimal dimension are all non-abelian.
In this case we take P such that U is a Heisenberg group, i.e., such that its commutator
subgroup [U, U ] is one-dimensional. This will be the case for the root systems of type Cn
(n ≥ 3), G2, F4 and E8.
We remark that if Gder is simple with root system not of type An, then a unique standard
maximal parabolic subgroup P has a unipotent radical U which is a Heisenberg group. P
is the standard parabolic subgroup with weight α˜∨, where α˜ is the highest root. The
commutator subgroup [U, U ] of the unipotent radical is the root subgroup of the highest
root (cf. [Ro¨h93], where this standard parabolic subgroup is called extraspecial).
We summarize the choice of P for each irreducible root system in Table 1 (also included
are the values of dmin, which is half the minimal dimension of a non-trivial geometric
unipotent orbit, cf. Lemma 4.22 and the discussion before).
Lemma 4.19. Let Gder be simple and P = MU be a standard maximal parabolic subgroup
with U of minimal dimension. Assume that U is abelian. Then for all 0 < ǫ < 1/2 we
have
J GZUrZ(F
φ,ǫ ⊗ τ ;χ)≪h ǫ
r/2‖τ (P0)‖1,div
∫
AG0
χ(a) da.
Lemma 4.20. Let Gder be simple and P = MU be a standard maximal parabolic subgroup
with U of minimal dimension. Assume that U is a Heisenberg group. Then for all 0 < ǫ <
1/2 we have
J GZUrZ(F
φ,ǫ ⊗ τ ;χ)≪h ǫ
r/2‖τ (P0)‖1,div
∫
AG0
χ(a) da.
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Before we prove Lemma 4.19 and Lemma 4.20, we finish the proof of Proposition 4.5.
Proof of Proposition 4.5. We prove the statement
(4.21) JM1,nc(F
φ,ǫ ⊗ τ ;χ)≪φ ǫ
rM/2‖τ (P
M
0 )‖1,div
∫
AM0
χ(a) da
for all Levi subgroupsM ∈ L by induction over the semisimple rank ofM . The proposition
follows then by taking χ = χT .
The case of the torus (rank zero) is trivial. Let now G denote a fixed group in L,
and assume that (4.21) has been already established for all of its Levi subgroups M . If
Gder is not simple, then the intersection of the unipotent radicals of the standard maximal
parabolic subgroups of G is trivial. In this case we can by Lemma 4.18 estimate J G1,nc(F
φ,ǫ⊗
τ ;χ) by the sum of
ǫ1/2JM1,nc(F
ψ,ǫ;M ⊗ τ (P );
∫
AGM
χ(·b) db) + ǫr/2‖τ (P )‖1
∫
AG0
χ(a)δM0 (a)
−1 da
over the standard maximal parabolic subgroups P = MU of G, which gives the assertion
by applying the induction hypothesis.
If Gder is simple, then we combine (4.19), Lemma 4.18, Lemma 4.19 and Lemma 4.20 to
show (4.21) for G. 
4.7. Sums over special unipotent radicals. We use a combination of two strategies
to estimate J GZUrZ(F
φ,ǫ ⊗ τ ;χ) in the cases of Lemma 4.19 and Lemma 4.20. First, we
deal with sums over unipotent elements that are supported on sets of root spaces spanning
(aG0 )
∗ (or at least a subspace of sufficiently large dimension). Second, we consider subsums
supported on small collections of root spaces using the strategy of [FLM15, §3.4]. The
following lemma implements the first part of this strategy.
Lemma 4.21. Let Ψ be a subset of the set Φ+ of all positive roots and v =
⊕
α∈Ψ uα be
the associated subspace of the Lie algebra of U0. For any v ∈ v let supp(v) be the set of all
α ∈ Ψ with vα 6= 0.
Let f0 be a fixed bounded compactly supported function on R
≥0 and τ0 be a compactly
supported function on v ⊗ Afin that is invariant under translation by vZ ⊗ Zˆ and under
conjugation by elements of T0(Zˆ). Let N be a positive integer such that the support of τ0
is contained in N−1vZ ⊗ Zˆ. Then we have
(4.22) ∑
v∈v, dim〈supp(v)〉≥k
(
f0(‖·‖
2ǫ−1)⊗ τ0
)
(Ad(a)−1v)≪f0 ǫ
k/2
[∏
α∈Ψ
α(a)
]
Cω(N)
∫
v⊗Afin
|τ0(v)| dv
for all 0 < ǫ < 1 and a ∈ A0 with α(a) ≫ 1 for α ∈ Ψ. Here ω(N) is the number of
distinct prime factors of N and C is a positive constant depending only on G.
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Proof. It is evidently enough to fix a linearly independent subset S ⊂ Ψ with k elements
and to estimate
(4.23)
∑
v∈v, supp(v)⊃S
(
f0(‖·‖
2ǫ−1)⊗ τ0
)
(Ad(a)−1v)
by the right-hand side of (4.22). Write v = vS ⊕ v
S with vS =
⊕
α∈S uα and v
S =⊕
α∈ΨrS uα, and split the summation in (4.23) accordingly. Since τ0 is invariant under
translation by vZ⊗Zˆ, it follows by a simple lattice point counting argument (cf. [FL11, §4])
that for any xS ∈ vS ⊗ A we have
(4.24)
∑
vS∈vS
(
f0(‖·‖
2ǫ−1)⊗ τ0
)
(Ad(a)−1(xS + v
S))≪f0
[ ∏
α∈ΨrS
α(a)
]
τS(xS,fin),
where the function τS on vS ⊗ Afin is defined by
τS(ξS) =
∫
vS⊗Afin
|τ0(ξS + y
S)| dyS.
Furthermore, the left-hand side of (4.24) can only be non-zero if ‖Ad(a)−1(xS,∞)‖ ≤ cǫ
1/2,
where c > 0 is a constant depending on the support of f0. We can therefore estimate (4.23)
by
(4.25)
[ ∏
α∈ΨrS
α(a)
] ∑
vS∈vS , vα 6=0 ∀α∈S,
‖Ad(a)−1(vS)‖≤cǫ
1/2
τS(vS).
Let us for the remainder of the proof call a function on vS ⊗ Afin simple, if it is a linear
combination of the characteristic functions of the sets
Lt =
⊕
α∈S
t−1α uα,Z ⊗ Zˆ, t = (tα)α∈S ∈ N
S,
with non-negative coefficients. We claim that there exists a simple function τ˜S with τ˜S ≥ τS
and ∫
τ˜S(xS) dxS ≤ C
ω(N)
∫
τS(xS) dxS = C
ω(N)
∫
v⊗Afin
|τ0(v)| dv,
where C > 0 depends only on G. Granted this claim, we only need to show that
(4.26)
∑
vS∈vS , vα 6=0 ∀α∈S,
‖Ad(a)−1(vS)‖≤cǫ
1/2
σ(vS)≪ ǫ
k/2
[∏
α∈S
α(a)
]∫
σ(xS) dxS
for simple functions σ. We may reduce to the case where σ is the characteristic function
of a set Lt. In this case, we can bound the left-hand side of (4.26) by∏
α∈S
∑
vα∈t
−1
α Zr{0},
|vα|≪α(a)ǫ1/2
1≪ ǫk/2
∏
α∈S
α(a)
∏
α∈S
tα = ǫ
k/2 vol(Lt)
∏
α∈S
α(a),
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which finishes the proof.
To establish the claim, write vS ⊗ Afin as the disjoint union of the sets
∆t = Lt r
⋃
t′ |t, t′ 6=t
Lt′
for t ∈ NS. Note that
vol(∆t) = vol(Lt)
∏
α∈S
∏
p | tα
(1− p−1).
Set ct = maxx∈∆t τS(x) for any t = (tα)α∈S ∈ N
S. Note that ct > 0 implies tα |N for all
α ∈ S, by our assumption on the support of τ0. Define the simple function τ˜S by
τ˜S =
∑
t
ct1Lt .
The estimate τ˜S ≥ τS is then clear, since ∆t ⊂ Lt. Let E = (Zˆ
×)S, acting on vS ⊗ Afin
coordinatewise. The orbits of E on the quotient vS ⊗ Afin/vS,Z ⊗ Zˆ are then precisely the
projections of the sets ∆t. Since τ0 is invariant under conjugation by T0(Zˆ), and the roots
in the set S are linearly independent, the integral τS is invariant under the subgroup E
ν of
ν-th powers in E for a positive integer ν depending only on G. Each set ∆t, where all tα
divide N , splits into at most νk(1+ω(N)) many orbits under multiplication by Eν . Therefore,∫
τS(x) dx ≥ ν
−k(1+ω(N))
∑
t
ct vol(∆t)
≥ ν−k(1+ω(N))
∏
p |N
(1− p−1)k
∑
t
ct vol(Lt)
≥ C−ω(N)
∫
τ˜S(x) dx,
for a suitable C, as claimed. 
Let dmin be half the minimal dimension of a non-trivial geometric unipotent orbit of
G. We have dmin = 〈ρ, α˜
∨〉, where α˜ is the highest root of G. The values of dmin for the
irreducible root systems are included in Table 1. Note that dmin ≥ r. We need the following
property of dmin [FLM15, Lemma 3.11].
Lemma 4.22. For all β ∈ Φ+ and all subsets S ⊂ Φ+ we have∑
α∈Φ+rS
α ∈ (dmin − |S|)β +
∑
α∈Φ+
R≥0α.
Lemma 4.23. (1) Let P =MU be such that U is abelian of minimal dimension. Then
any subset S of Φ+U that does not span (a
G
0 )
∗ has less than dmin many elements.
(2) Let G be of type G2, F4 or E8 and P = MU be the parabolic subgroup of Heisenberg
type. Then any subset S of Φ+U spanning a subspace of (a
G
0 )
∗ of codimension at least
two has less than dmin many elements.
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Proof. One checks by a case-by-case analysis that the maximum cardinality of the set
Φ+U ∩Φ
L,+ = ΦL,+rΦL∩M,+, where L ranges over all semistandard maximal Levi subgroups
of G, is always dmin − 1 in the abelian cases.
The roots in Φ+U span the space (a
G
0 )
∗, and a non-spanning subset is therefore necessarily
proper. This observation already suffices for the An case, where dmin = dimU = n, and
the bound n − 1 for the cardinality of a non-spanning subset is easily seen to be best
possible. In the orthogonal cases (Bn and Dn), it is easy to see that Φ
+
U r {α} still spans
the entire space for any α ∈ Φ+U , and that the maximum cardinality of a non-spanning
subset is therefore at most dimU − 2 = dmin − 1 (which is again best possible). In the E6
and E7 cases one needs to examine the possibilities for L. In the E6 case, the extremal
configuration occurs when L is of type D5 and intersects M , which is also of type D5, in
a group of type A4, yielding a non-spanning subset with 10 elements. In the E7 case, two
groups of type E6 intersect in a group of type D5, yielding a non-spanning subset with 16
elements.
Consider the remaining three exceptional cases, where the parabolic subgroups in ques-
tion are of Heisenberg type. The G2 case is trivial. In the F4 case, a subspace of dimension
two contains at most 4 positive roots, while dmin = 8. In the E8 case, we have dmin = 29,
while the cardinality of Φ+U ∩Φ
L,+ = ΦL,+ rΦL∩M,+, where L is a semistandard Levi sub-
group of semisimple rank 6, is at most 21. The maximum is achieved for a group L of type
E6 that intersects M , which is of type E7, in a group of type A5. 
Lemma 4.24. (1) Let P = MU be a standard parabolic subgroup of G such that U
is abelian. Let ξ ∈ p−nuZ ⊗ Zp for an integer n ≥ 0, and let exp(ξ) = k1tk2
with k1, k2 ∈ Kp, t ∈ T0(Qp), be the Cartan decomposition of exp(ξ), where λ =
(log p)−1H0,p(t) ∈ a
G
0 is dominant. Then 2n ≤ 〈α˜, λ〉.
(2) Let P = MU be a standard parabolic subgroup such that U is a Heisenberg group.
Let ξ1 ∈ p
−n1uabZ ⊗ Zp, n1 ≥ 0, ξ2 ∈ [u, u] ⊗ Qp, and let exp(ξ1 + ξ2) = k1tk2
with k1, k2 ∈ Kp, t ∈ T0(Qp), be the Cartan decomposition of exp(ξ1 + ξ2), where
λ = (log p)−1H0,p(t) ∈ a
G
0 is dominant. Then 2n1 ≤ 〈α˜, λ〉.
(3) In the F4 case, let n2 = 〈̟4, λ〉, where ̟4 = β˜ is the highest short root (equivalently,
the fourth fundamental weight in the Bourbaki numbering, associated to the standard
Levi subgroup of type B3). Then for a fixed ξ1 ∈ u
ab ⊗ Qp, the set of all possible
ξ2 ∈ [u, u]⊗Qp with exp(ξ1+ξ2) ∈ KptKp is contained in a coset η+p
−n2 [uZ, uZ]⊗Zp.
(4) In the E8 case, let n2 = ⌊
1
2
〈̟1, λ〉⌋ and n
′
2 = ⌊
1
2
(〈̟1, λ〉 − 1)⌋, where ̟1 is the
first fundamental weight in the Bourbaki numbering (associated to the standard
Levi subgroup of type D7). Then for a fixed ξ1 ∈ u
ab ⊗ Qp, the set of all possible
ξ2 ∈ [u, u] ⊗ Qp with exp(ξ1 + ξ2) ∈ KptKp is either contained in a coset η +
p−n2[uZ, uZ] ⊗ Zp, or in a union of two cosets ηi + p
−n′2[uZ, uZ] ⊗ Zp, i = 1, 2 (of
course, the second case is only possible for λ 6= 0).
(5) In the Cn case, we have the inequality 2n1 ≤ 〈̟2, λ〉, where ̟2 = β˜ is the highest
short root, and moreover ξ2 ∈ p
−n2 [uZ, uZ]⊗ Zp for n2 =
1
2
〈α˜, λ〉 = 〈̟1, λ〉.
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We note that the first part of the lemma, which concerns the abelian case, was essen-
tially already obtained in [FLM12, Corollary 29] (using a variant of the normal form of
Richardson–Ro¨hrle–Steinberg [RRS92] for the M-orbits on U).
Proof. We will treat the first two assertions together. Note that the lattice gZ in g con-
sidered in §2.1 induces a norm on g⊗Qp that is invariant under Ad(Kp). We denote the
corresponding operator norm on End(g⊗Qp) by ‖·‖. Let P be a standard parabolic sub-
group with unipotent radical U either abelian or of Heisenberg type. Let ξ ∈ u ⊗ Qp and
write ξ = ξ1 + ξ2 with ξ1 ∈ u
ab ⊗ Qp and ξ2 ∈ [u, u]⊗ Qp. Introduce the root coordinates
ξα, α ∈ Φ
+
Uab
, of ξ1 with respect to the Chevalley system (Xα) of §2.1, and consider the
coefficient c−α,α of Xα in Ad(exp ξ)X−α for a root α ∈ Φ
+
Uab
. The coefficient c−α,α is the
sum of ξ2α and of integer multiples of the products ξβξγ, where β, γ ∈ Φ
+
Uab
with β+γ = 2α.
In the simply laced case, this equation has no solutions β and γ, and we obtain
(4.27) p〈α˜,λ〉 = ‖Ad(exp ξ)‖ ≥ |ξα|
2
for all α ∈ Φ+
Uab
, as claimed. In the non-simply laced case, the equation β+γ = 2α implies
that α is short and that at least one of β and γ is long (in fact, both have to be long if we are
not in the G2 case). Therefore, we obtain the inequality (4.27) for all long roots α ∈ Φ
+
Uab
.
If the maximum of |ξα| is assumed for a long root, we are done. Assume otherwise, and let
α0 be the short root for which |ξα| is maximal. By assumption, |ξα0| > |ξβ| for any long
root β. This implies that |ξβξγ| < |ξα0 |
2, if β + γ = 2α0, since at least one of β and γ is
long. We conclude that also in this case |ξα|
2 ≤ |ξα0|
2 ≤ p〈α˜,λ〉 for all α ∈ Φ+
Uab
, as asserted.
In the F4 case, consider the fourth fundamental representation ρ4 of G, together with
a lattice defining a Kp-invariant norm for every p. The weights of ρ4 are the short roots
(with multiplicity one) and zero (with multiplicity two). It is easy to see that the operator
ρ4(exp(ξ1 + ξ2)) is an affine linear function of the root coordinate ξα˜ of ξ2 with leading
coefficient independent of ξ1. Moreover, for ξ1 = 0 the norm of ρ4(exp ξ2) is equal to
pn2〈̟4,α˜
∨〉 = pn2 . This easily yields the assertion.
In the E8 case, we consider similarly the first fundamental representation ρ1 of G. The
operator ρ1(exp(ξ1 + ξ2)) is a quadratic polynomial in ξα˜ with leading coefficient indepen-
dent of ξ1. For ξ1 = 0 the norm of ρ1(exp ξ2) is equal to p
n2〈̟1,α˜∨〉 = p2n2 . For fixed ξ1, we
obtain the condition |ξ2α˜ + xξα˜ + y| ≤ p
〈̟1,λ〉 for some x, y ∈ Qp, which is easily seen to
imply the assertion.
The assertions in the Cn case can easily be verified by explicit calculation. Note that
without loss of generality we may assume Gder to be simply connected, i.e., isomorphic to
the symplectic group Sp(2n). 
Before we turn to the proof of Lemma 4.19 and Lemma 4.20, we record an easy fact on
the L1-norms ‖τ (P0)‖1 that will be used repeatedly: let τm be the characteristic function
of the double coset KfinmKfin, where m ∈ T0(Afin), and let λp = (log p)
−1H0,p(mp) ∈ a0 for
every prime p. Then
(4.28) e〈ρ,H0(m)〉 =
∏
p
p〈ρ,λp〉 ≤ ‖τ (P0)m ‖1.
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Proof of Lemma 4.19. Let P =MU with U of minimal dimension and abelian. We have
J GZUrZ(F
φ,ǫ ⊗ τ ;χ) =
∫
U0(Q)\U0(A)
∫
AG0
∫
T0(Q)\T0(A)1
∑
ζ∈ZG(Q)∑
ν∈U(Q), ν 6=1
(F φ,ǫ ⊗ τ)(ζ(uat)−1νuat)χ(a)δ0(a)
−1 dt da du.
Without loss of generality let τ be the characteristic function of a double coset KfinmKfin,
where m ∈ T0(Afin). Fix ζ ∈ ZG(Q) and assume that Kfinζ
−1mKfin intersects U(Afin).
The number of ζ with this property is bounded in terms of G only. By passing to the Lie
algebra, we can write the sum over ν as
(4.29)∑
v∈u, v 6=0
(F φ,ǫ ⊗ τ)(ζ exp(Ad(aκ)−1v)) =
∑
v∈u, dim〈supp(v)〉≥r
(F φ,ǫ ⊗ τ)(ζ exp(Ad(aκ)−1v))
+
∑
v∈u, 1≤dim〈supp(v)〉≤r−1
(F φ,ǫ ⊗ τ)(ζ exp(Ad(aκ)−1v)),
where κ = a−1uat lies in a compact subset of P0(A).
The first subsum here is treated by applying Lemma 4.21, which yields the bound
≪φ δP (a)ǫ
r/2Cω(N)‖τ (P0)‖1,
where N =
∏
p p
np is the smallest integer such that the intersection of Kfinζ
−1mKfin with
U(Afin) is contained in exp(N
−1uZ ⊗ Zˆ). For the second subsum, one splits it further
according to the possible subsets S = supp(v) ⊂ Φ+U , which by Lemma 4.23 have at most
dmin − 1 many elements. Since each root coordinate of v ∈ u with τ(ζ exp(Ad(κ)
−1v)) 6= 0
lies in N−1Z, we get∑
v∈u, supp(v)=S
(F φ,ǫ ⊗ τ)(ζ exp(Ad(aκ)−1v))≪φ δ0(a)
∏
α/∈S
α(a)−1ǫ|S|/2N |S|.
Furthermore, the sum can be only non-zero if β(a)−1 ≪ ǫ1/2N for all β ∈ S. Using Lemma
4.22 with arbitrary β ∈ S, we can therefore estimate∏
α/∈S
α(a)−1 ≪ β(a)|S|−dmin ≪ (ǫ1/2N)dmin−|S|
and obtain for the second subsum a bound of
≪φ δ0(a)ǫ
dmin/2Ndmin .
For a prime p write λp = (log p)
−1H0,p(ζ
−1mp) ∈ a
G
0 . By Weyl group conjugation, we can
assume that each λp is dominant. By Lemma 4.24, the exponent np of p in N is bounded
from above by 1
2
〈α˜, λp〉. Since by Lemma 4.22 the difference 2ρ− dminα˜ is a non-negative
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linear combination of positive roots, using (4.28) we see that
Ndmin ≪
∏
p
p
dmin
2
〈α˜,λp〉 ≤
∏
p
p〈ρ,λp〉 ≤ ‖τ (P0)‖1.
The second subsum in (4.29) is therefore bounded by
≪φ δ0(a)ǫ
dmin/2‖τ (P0)‖1.
Putting the two results together, we obtain
δ0(a)
−1
∑
ζ∈ZG(Q)
∑
ν∈U(Q), ν 6=1
(F φ,ǫ⊗τ)(ζ(uat)−1νuat)≪φ
(
δM(a)−1ǫr/2Cω(N) + ǫdmin/2
)
‖τ (P0)‖1,
which finishes the estimation of J GZUrZ(F
φ,ǫ ⊗ τ ;χ) in the abelian case. 
Proof of Lemma 4.20. Let P = MU with U of minimal dimension. Assume that the root
system Φ is of type G2, F4, E8 or Cn (n ≥ 3) and that U is a Heisenberg group. We have
J GZUrZ(F
φ,ǫ ⊗ τ ;χ) =
∫
UM0 (Q)\U
M
0 (A)
∫
AG0
∫
T0(Q)\T0(A)1
∑
ζ∈ZG(Q)∫
U(Q)\U(A)
∑
ν∈U(Q), ν 6=1
(F φ,ǫ ⊗ τ)(ζ(uMat)−1u−1νu(uMat)) du

χ(a)δ0(a)
−1 dt da duM .
We consider
(4.30)
∫
U(Q)\U(A)
∑
ν∈U(Q), ν 6=1
(F φ,ǫ ⊗ τ)(ζ(aκ)−1u−1νu(aκ)) du,
where κ = a−1uMat lies in a compact subset of PM0 (A). We can split (4.30) into the two
parts
(4.31)
∑
ν∈Uα˜(Q), ν 6=1
(F φ,ǫ ⊗ τ)(ζ(aκ)−1ν(aκ))
and
(4.32)
∑
ν∈U(Q)/Uα˜(Q), ν 6=1
∫
Uα˜(A)
(F φ,ǫ ⊗ τ)(ζ(aκ)−1νu˜(aκ)) du˜.
Assume again that τ is the characteristic function of a double coset KfinmKfin and that
Kfinζ
−1mKfin intersects U(Afin) for some ζ ∈ ZG(Q). For each prime p assume that
λp = (log p)
−1H0,p(ζ
−1mp) ∈ a
G
0 is dominant.
Clearly, (4.31) can only be non-zero if Kfinζ
−1mKfin intersects Uα˜(Afin), and in this case
we have λp = n˜pα˜
∨ for each prime p, where N˜ =
∏
p p
n˜p the smallest integer with
Kfinζ
−1mKfin ∩ Uα˜(Afin) ⊂ exp(N˜
−1uα˜,Z ⊗ Zˆ).
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Therefore, (4.31) is bounded by
≪φ δ0(a)
[∏
α6=α˜
α(a)
]−1
ǫ1/2N˜ ≪ δ0(a)ǫ
dmin/2N˜dmin .
Since by (4.28) we have
N˜dmin =
∏
p
pn˜pdmin =
∏
p
p〈ρ,λp〉 ≤ ‖τ (P0)‖1,
we obtain a bound of
≪φ δ0(a)ǫ
dmin/2‖τ (P0)‖1
for (4.31).
We now turn to (4.32). Of course, we can no longer assume that λp is a multiple of α˜
∨.
Write v = uab and let N1 =
∏
p p
np be the smallest integer such that
Kfinζ
−1mKfin ∩ U(Afin) ⊂ exp(N
−1
1 vZ ⊗ Zˆ+ uα˜ ⊗ Afin).
Let
f˜ǫ(v) =
∫
Uα˜(R)
F φ,ǫ(ζ(exp v)u˜) du˜, v ∈ v⊗ R,
τ˜ (v) =
∫
Uα˜(Afin)
τ(ζ(exp v)u˜) du˜, v ∈ v⊗ Afin.
Note that f˜ǫ(v) ≤ ǫ
1/2f0(‖v‖
2ǫ−1) for a fixed bounded compactly supported function f0 on
v⊗ R. We can write (4.32) as
(4.33) α˜(a)
∑
v∈v, v 6=0
(f˜ǫ ⊗ τ˜)(Ad(aκ)
−1v),
which is the sum of
α˜(a)
∑
v∈v,dim〈supp(v)〉≥r−1
(f˜ǫ ⊗ τ˜ )(Ad(aκ)
−1v)
and
α˜(a)
∑
v∈v, 1≤dim〈supp(v)〉≤r−2
(f˜ǫ ⊗ τ˜)(Ad(aκ)
−1v).
The first subsum here can again by treated by applying Lemma 4.21, which yields the
bound
≪φ δP (a)ǫ
r/2Cω(N1)‖τ (P0)‖1.
The second subsum is clearly only relevant for r ≥ 3, which excludes the G2 case. One
splits it further according to the possible subsets S = supp(v) ⊂ Φ+U . Note that by the
third to fifth parts of Lemma 4.24, we can estimate
τ˜ (v)≪ N21N−11 vZ⊗Zˆ
(v),
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where N2 =
∏
p p
νp with νp = 〈̟4, λp〉 in the F4 case, νp =
1
2
〈̟1, λp〉 in the E8 case and
νp = 〈̟1, λp〉 in the Cn case. We get
α˜(a)
∑
v∈v, supp(v)=S
(f˜ǫ ⊗ τ˜)(Ad(aκ)
−1v)≪φ δ0(a)
 ∏
α/∈S∪{α˜}
α(a)
−1 ǫ |S|+12 N |S|1 N2.
By Lemma 4.23, in the F4 and E8 cases the set S has at most dmin− 1 many elements. In
the Cn case, we at first only consider such sets S and postpone the full treatment of this
case to the end. Using Lemma 4.22 with β ∈ S, we obtain for the second subsum a bound
of
≪ δ0(a)ǫ
dmin/2Ndmin−11 N2
in the F4 and E8 cases. In the Cn case, the same bound applies to the subsum over all v
with 1 ≤ |supp(v)| ≤ dmin − 1 = n− 1.
We use the second part of Lemma 4.24 to bound the exponents np. In the E8 case, one
can easily verify that ρ− 14α˜− 1
2
̟1 is a non-negative linear combination of positive roots.
In the F4 case, the same is true for ρ−
7
2
α˜−̟4, and in the Cn case for ρ−
n−1
2
̟2 −̟1.
Therefore in all cases
dmin − 1
2
np + νp ≤ 〈ρ, λp〉 ,
which implies by (4.28) that
Ndmin−11 N2 ≤
∏
p
p〈ρ,λp〉 ≤ ‖τ (P0)‖1.
The second subsum in (4.33) is therefore bounded by
≪φ δ0(a)ǫ
dmin/2‖τ (P0)‖1
in the F4 and E8 cases. In the Cn case, the subsum over v with 1 ≤ |supp(v)| ≤ n − 1
satisfies this bound. This finishes the estimation of J GZUrZ(F
φ,ǫ ⊗ τ ;χ) in the Heisenberg
case for G2, F4 and E8.
We still need to finish the proof in the Cn case. Here, we simply group the entire sum
over v in (4.33) according to S = supp(v). The case where |S| ≤ dmin − 1 = n − 1 has
already been treated. In the case where n− 1 ≤ |S| we have |S| ≤ dim v = 2n− 2, and we
obtain the estimate of
≪φ δ0(a)ǫ
n/2N2n−21 N2.
Since ρ − (n − 1)̟2 − ̟1 is still a non-negative linear combination of positive roots, we
have the bound N2n−21 N2 ≤ ‖τ
(P0)‖1, which finishes the proof also in the Cn case. 
5. Spectral estimates
In this section we bound the contribution of the discrete spectrum of a proper Levi sub-
groupM to the trace formula for G, assuming a good bound for the logarithmic derivatives
of the normalizing factors (property (TWN+) for G, cf. (5.4) below). The main result is
Proposition 5.5. The proof of this result necessitates an inductive proof of an upper bound
for the part of the spectrum of M in a complex ball (Proposition 5.7), which also implies
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our bound for the non-tempered spectrum (Theorem 1.2). While this bound is of the right
order of magnitude, it is superseded by our main result Theorem 1.1, which we prove at the
end of this section by combining the previous geometric and spectral estimates. The ar-
guments of this section follow [LM09]. The spectral bounds are independent of our results
on the geometric side.
5.1. Review of the spectral side of the trace formula. We recall the basic structure of
the spectral expansion of the trace formula following [FLM11,FLM15]. For f ∈ C∞c (G(A)
1)
we have
(5.1) J(f) =
∑
[M ]
Jspec,M(f) =
∑
[M ]
∑
s∈W (M)
Jspec,M,s(f),
where [M ] runs over conjugacy classes of Levi subgroups with representatives M ∈ L,
and W (M) = N(M)/M , represented by elements of W . The distribution Jspec,M =∑
s∈W (M) Jspec,M,s is the contribution of the discrete spectrum of M to the trace formula.
In particular, the distribution Jdisc = Jspec,G equals the trace of f on the discrete spectrum
of G.
To give a description of Jspec,M,s in general, we need to introduce some notation. For
any parabolic subgroup P = MU ∈ P(M) let A2(P ) be the space of automorphic forms
φ on U(A)M(Q)\G(A) such that δ
− 1
2
P φ(·k) is a square-integrable automorphic form on
AMM(Q)\M(A) for all k ∈ K, and A¯
2(P ) its completion with respect to the natu-
ral inner product. Let ρ(P, λ, g), λ ∈ (aGM)
∗
C, be the natural representation of G(A) on
A¯2(P ). It is isomorphic to the representation of G(A) induced from the representation
L2disc(AMM(Q)\M(A))⊗ e
〈λ,HM (·)〉 of P (A).
For two parabolic subgroups P,Q ∈ P(M) letMP |Q(λ) : A
2(Q) −→ A2(P ) be the global
intertwining operator introduced in [Art82b]. If P and Q are adjacent along α ∈ ΦM , then
MP |Q(λ) depends only on the scalar 〈λ, α
∨〉. In this situation we define the operator
δP |Q(λ) =MQ|P (λ)D̟MP |Q(λ) : A
2(Q) −→ A2(Q),
where ̟ ∈ (aGM)
∗ is such that 〈̟,α〉 = 1, and D̟MP |Q(λ) denotes the derivative in the
direction of ̟ (we use the convention of [FLM15] for δP |Q(λ)).
For P ∈ P(M) and L ∈ L with L ⊃ M let BP,L be the set of all m-tuples β =
(α∨1 , . . . , α
∨
m) of coroots in Φ
∨
P , m = dim a
G
L , whose projections to a
G
L form a basis of a
G
L .
For β ∈ BP,L, let ΞL(β) be the set of all m-tuples (Q1, . . . , Qm) of parabolic subgroups of
G containing M such that aQiM is the line spanned by α
∨
i . This means that Qi is generated
by a unique pair of parabolic subgroups Pi, P
′
i ∈ P(M) with Pi|
αiP ′i . To any element X of
ΞL(β) we associate an operator ∆X (P, λ) : A
2(P ) −→ A2(P ), which is a product of rank
one intertwining operators and their derivatives:
∆X (P, λ) =
vol(β)
m!
MP ′1|P (λ)
−1δP1|P ′1(λ)MP ′1|P ′2(λ) · · ·MP ′m−1|P ′m(λ)δPm|P ′m(λ)MP ′m|P (λ).
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In [FLM11, pp. 179-180], a map XL : BP,L −→
⋃
β ΞL(β) with the property that XL(β) ∈
ΞL(β) for any β ∈ BP,L was constructed in a purely combinatorial way. In fact, XL depends
on certain choices, which we may however regard as being fixed once and for all.
Given M ∈ L and s ∈ W (M), let Ls ∈ L be the smallest Levi subgroup containing M
and s and
ιs = | det(1− s)|aLsM
|−1.
For P ∈ P(M) let s : A2(P )→ A2(sP ) be left translation by s−1 andM(P, s) = MP |sP (0)◦
s : A2(P ) → A2(P ) as in [Art82b, p. 1309]. The main result of [FLM11] is that the
distribution Jspec,M,s is given by
(5.2) Jspec,M,s(f) =
ιs
|W (M)|
∑
β∈BP,Ls
∫
i(aGLs )
∗
tr
(
∆XLs (β)(P, λ)M(P, s)ρ(P, λ, f)
)
dλ,
where P ∈ P(M) is arbitrary. The operators are of trace class and the integrals are
absolutely convergent (even when the trace is replaced by the trace norm).
For our purposes the behavior of the intertwining operators MP |Q(λ) is controlled by
the global normalizing factors nα(π, s) introduced by Langlands and Arthur. They are
meromorphic functions of a complex variable s associated to discrete automorphic repre-
sentations π ∈ Πdisc(M(A)) and roots α ∈ ΦM . Let π ∈ Πdisc(M(A)) and let A
2
π(P ) be the
space of all φ ∈ A2(P ) for which the functions δ
− 1
2
P φ(·g), g ∈ G(A), belong to the π-isotypic
subspace of L2(AMM(Q)\M(A)). For any P ∈ P(M) we have a canonical isomorphism of
G(Afin)× (gC,K∞)-modules
jP : Hom(π, L
2(AMM(Q)\M(A))) ⊗ Ind
G(A)
P (A)(π)→ A
2
π(P ).
Suppose that P |αQ. The restriction of the operator MQ|P (λ) to the space A
2
π(P ) satisfies
(5.3) MQ|P (λ) ◦ jP = nα(π, 〈λ, α
∨〉) · jQ ◦
(
Id⊗RQ|P (π, 〈λ, α
∨〉)
)
,
where RQ|P (π, s) = ⊗vRQ|P (πv, s) is the product of the locally defined normalized inter-
twining operators and π = ⊗vπv [Art82b, §6]. Note that |nα(π, it)| = 1 and that the
operators RQ|P (πv, it) are unitary for all t ∈ R.
In [FL17, Definition 3.3], a conditional bound on the derivatives of the normalizing
factors nα(π, it) was formulated and verified in several cases. The groupG satisfies property
(TWN+), if for any proper Levi subgroup M of G defined over Q and every α ∈ ΦM we
have ∫ T+1
T
|n′α(π, it)| dt≪ log (|T |+ Λ(π∞; p
sc) + level(π; psc))
for all π ∈ Πdisc(M) and all T ∈ R. The definitions of Λ(π∞; p
sc) and level(π; psc) are
explained in [ibid., §2.5]. Here, we only note that Λ(π∞; p
sc) ≤ 1 + ‖λπ∞‖
2 and that the
nonnegative integer level(π; psc) is bounded for representations π of bounded level, i.e.,
for all π containing a vector fixed by a given open compact subgroup KM of M(Afin).
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Therefore, if G satisfies property (TWN+), then for any open normal subgroup K of Kfin,
any proper Levi subgroup M of G defined over Q and every α ∈ ΦM the estimate
(5.4)
∫ T+1
T
|n′α(π, it)| dt≪K log (|T |+ ‖λπ∞‖+ 2)
holds for all π ∈ Πdisc(M) which contain a vector fixed by KM = M(Afin) ∩ K, and all
T ∈ R. In this paper, we only use (5.4) instead of the full property (TWN+).
In any case, in this section we will assume that G satisfies property (TWN+), which
includes a large number of groups.
Theorem 5.1 ([FL17]). Any split classical group, as well as the split group of type G2,
satisfies property (TWN+).
5.2. Bounds on the spherical unitary dual. As in [LM09, §3.3] we define (aGun)
∗ ⊂
(aG0 )
∗
C as the set of all λ ∈ (a
G
0 )
∗
C such that the irreducible spherical subquotient of the
induced representation IndGP0(e
〈λ,HG(·)〉) of G(R) is unitarizable. Then for any M ∈ L we
have (aMun)
∗ + i(aGM)
∗ ⊂ (aGun)
∗. For w ∈ W let a∗w = {λ ∈ (a
G
0 )
∗
C | wλ = −λ}. Recall that
Lw ∈ L denotes the smallest L ∈ L such that w ∈ WL. Then a
∗
w = a
∗
w,−1 + i(a
G
Lw
)∗ where
a∗w,−1 = {λ ∈ (a
G
0 )
∗ | wλ = −λ}.
Lemma 5.2 ([DKV79, Lemma 8.1], [LM09, §3.3]). Let λ ∈ (aGun)
∗. Then ‖Reλ‖ ≤ ‖ρ‖
and there exists w ∈ W with λ ∈ a∗w, that is,
(aGun)
∗ ⊂
⋃
w∈W
a∗w.
5.3. Upper bounds for the spectrum. Without loss of generality we can always replace
K by an open subgroup. Fix therefore in the following a factorizable open normal subgroup
K =
∏
pKp of Kfin, and set KM =M(Afin) ∩K for all M ∈ L. We set
mM,KM (λ) = mM(λ, vol(KM)
−11KM ), λ ∈ (a
M
0 )
∗
C,
which is the multiplicity of the the spectral parameter λ in the automorphic spectrum of
M , weighted with the factor |WMλ|
−1, and mM,KM (B) =
∑
λ∈B m
M,KM (λ).
For the proof of our spectral bounds, we need to consider the following two properties
of a Levi subgroup M , which we first formulate and then prove by induction. Recall the
definition of β˜M from §2.2. The first property is an upper bound of the correct order of
magnitude on the trace of the discrete spectrum for our family of test functions:
(5.5) JMdisc(f
t,µ
h ⊗ 1KM )≪h t
rM β˜M(t, µ), µ ∈ i(aM0 )
∗, t ≥ 1.
The second property is a simple upper bound, again of the correct order of magnitude, for
the part of the spectrum in a complex ball. For t ≥ 1 and µ ∈ (aG0 )
∗
C let Bt(µ) ⊂ (a
G
0 )
∗
C
denote the ball of radius t around µ.
(5.6) mM,KM (Bt(µ))≪K t
rM β˜M(t, µ), µ ∈ i(aM0 )
∗, t ≥ 1.
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Remark 5.3. Since the real part of λ is bounded, property (5.6) for M immediately implies
the following strengthening:
(5.7) mM,KM
(
{λ ∈ (aM0 )
∗
C | Imλ ∈ Bt(Imµ)}
)
≪K t
rM β˜M(t, µ), µ ∈ (aM0 )
∗
C, t ≥ 1.
The inductive procedure is based on two auxiliary results. The first of these (which
is due to [DKV79] and [LM09]) is that the trace bound (5.5) for a group M implies the
multiplicity bound (5.6) for M .
Lemma 5.4. Assume (5.5) holds for a Levi subgroup M . Then M also satisfies (5.6).
The second result is a bound for the spectral contribution Jspec,M,s(f) to the trace formula
for G assuming that (5.6) holds forM . ForM,L ∈ L, M ⊂ L, let (aLM)
⊥ be the orthogonal
complement of aLM in (a
G
0 )
∗. We have
i(aLM)
⊥ = i(aM0 )
∗ ⊕ i(aGL)
∗.
If ν ∈ i(aLM)
⊥, we write νM for the projection of ν onto i(aM0 )
∗ along i(aGL)
∗. For h ∈
C∞c (a
G
0 )
W and ν ∈ i(aG0 )
∗ let
MM(hˆ)(ν) = max
λ∈B
2+‖ρM ‖
(ν)
|hˆ(λ)|
denote the maximal value of |hˆ| on the ball of radius 2 + ‖ρM‖ around ν in (aG0 )
∗
C.
Proposition 5.5. Suppose that G satisfies property (TWN+) and that property (5.6) holds
for a Levi subgroup M ∈ L. Then for h ∈ C∞c (a
G
0 )
W , every compactly supported τ :
G(Afin)/K −→ C, and s ∈ W (M) we have
(5.8) Jspec,M,s(fh ⊗ τ)≪ ‖τ‖
(P )
1
∫
i(aLM )
⊥
MM(hˆ)(ν) β˜
M(νM) (log (2 + ‖ν‖))rG−rLs dν,
where P is a parabolic subgroup of G with Levi subgroup M .
For the special test functions f t,µh ⊗ τ we obtain the following estimate:
Corollary 5.6. Suppose that G satsfies property (TWN+) and that property (5.6) holds
for a Levi subgroup M ∈ L. Then for every compactly supported τ : G(Afin)/K −→ C and
s ∈ W (M) we have for any N ≥ 1:
(5.9) Jspec,M,s(f
t,µ
h ⊗ τ)≪h ‖τ‖
(P )
1 t
rG+rM−rLs
∑
w∈W
(log(1 + t+ ‖µ‖))rG−rLs
(1 + t−1‖µwLswM ‖)
N
β˜wM(t, µwM).
We defer the proof of Proposition 5.5 and of its corollary to the next subsection.
Proof of Lemma 5.4. To simplify the notation, let during the proof G denote a Levi sub-
group in L with rG > 0 satisfying (5.5). Let µ ∈ i(a
G
0 )
∗ and let M ∈ L be maximal with
the property that µ ∈ i(aGM)
∗. We use induction on k = dim(aGM)
∗. If k = 0, that is
M = G, then µ = 0. By [DKV79, Lemma 6.3] we can choose a function h ∈ C∞c (a
G
0 )
W
such that hˆ(λ) ≥ 0 for any λ ∈ (aGun)
∗, and |hˆ(λ)| ≥ 1 for every λ ∈ B1(0). Then
vol(K)−1Jdisc(f
t,0
h ⊗ 1K) =
∑
λ
hˆ(t−1λ)m(λ) ≥ m(Bt(0)).
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Since Jdisc(f
t,0
h ⊗ 1K)≪h t
d by the assumption (5.5), the assertion follows for µ = 0.
Now suppose 0 ≤ k < r and that the assertion is true for every µ with µ ∈ i(aGM)
∗ and
dim(aGM) ≤ k. Let h be as before. Recall the upper bound for the spherical unitary dual
(aGun)
∗ described in §5.2 above. Writing
a∗6⊆M = (a
G
un)
∗ −
⋃
w∈WM
a∗w,
we get as in the proof of [LM09, Proposition 4.5] that
m(Bt(µ)) ≤ vol(K)
−1|Jdisc(f
t,µ
h ⊗ 1K)|+
∑
λ∈a∗6⊆M
m(λ)hˆt(λ− µ) +m(Bt(µ) ∩ a
∗
6⊆M).
To bound the first term on the right hand side, we use again the assumption Jdisc(f
t,µ
h ⊗
1K) ≪h,K t
rβ˜(t, µ). The remaining two terms can be bounded exactly as in the proof
of [LM09, Proposition 4.5], using only the induction hypothesis. 
We can now carry out the induction, assuming the validity of Proposition 5.5.
Proposition 5.7. Assume property (TWN+) for G. Then (5.5) and (5.6) hold for all
Levi subgroups M ∈ L of G.
Proof. Use induction on dim aM0 . The caseM = T0 is trivial. For the induction step, let for
the remaining part of the proof G denote a Levi subgroup in L with rG > 0, and assume
(5.6) for all proper Levi subgroups M of G, as well as property (TWN+) for G. Note that
property (TWN+) is hereditary for Levi subgroups.
According to (5.1) we can then write
Jdisc(f
t,µ
h ⊗ 1K) = J(f
t,µ
h ⊗ 1K)−
∑
M 6=G
∑
s∈W (M)
Jspec,M,s(f
t,µ
h ⊗ 1K)
for µ ∈ i(aG0 )
∗, t ≥ 1, We apply Lemma 3.3 to bound
J(f t,µh ⊗ 1K)≪h t
rG β˜(t, µ),
and Corollary 5.6, (5.9) for the contributions of M 6= G. Note here that β˜M(t, µ) ≪
β˜(t, µ)(t + ‖µ‖)−1 for M 6= G, which implies that the right hand side of (5.9) is indeed
≪ trG β˜(t, µ).
Therefore, (5.5) holds for the group G, and because of Lemma 5.4 we obtain (5.6) for G
as well, which finishes the proof. 
5.4. Bounding the contribution of the continuous spectrum. It remains to prove
Proposition 5.5 and its corollary.
Proof of Proposition 5.5. The proof follows along the lines of [LM09, §6]. We write L =
Ls. Decompose A¯
2(P ) as the completed direct sum of the Hilbert spaces A¯2π(P ), the
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completions of the spaces A2π(P ), for π ∈ Πdisc(M(A)). Denote by JM,s,β(f) the integral
on the right hand side of (5.2) corresponding to β ∈ BP,L. Then
(5.10)∣∣∣JM,s,β(fh ⊗ τ)∣∣∣ ≤ ∑
π∈Πdisc(M(A))
∫
i(aGL )
∗
∣∣∣∣tr(∆XL(β)(P, λ)M(P, s)ρ(P, λ, fh ⊗ τ)∣∣∣
A¯2pi(P )
)∣∣∣∣ dλ.
We have
ρ(P, λ, fh ⊗ τ)|A¯2pi(P ) = ρ(P, λ, fh)|A¯2pi(P ) ρfin(P, λ, τ)|A¯2pi(P )
= hˆ(λπ∞ + λ)ΠK∞ ρfin(P, λ, τ)|A¯2pi(P ) ,
where ΠK∞ denotes the projection of A¯
2
π(P ) onto the K∞-invariants, and λπ∞ is the in-
finitesimal character of π∞. The range of the operator ρ(P, λ, fh ⊗ τ) is contained in the
finite-dimensional space of K∞K-invariants. The operator M(P, s) is unitary and com-
mutes with ρ(P, λ) for λ ∈ i(aGL )
∗. Moreover, the operators MP |Q(λ) are also unitary for
λ ∈ i(aGL)
∗. We can therefore estimate the integrand∣∣∣∣tr(∆XL(β)(P, λ)M(P, s)ρ(P, λ, fh ⊗ τ)∣∣∣
A¯2pi(P )
)∣∣∣∣
by
dimA2π(P )
K|hˆ(λπ∞ + λ)| ‖ρfin(P, λ, τ)|A¯2pi(P )‖
m∏
j=1
‖δPj |P ′j(λ)|A2pi(P ′j)K∞K‖,
where ‖ · ‖ denotes the operator norm. Using the unitarity of π, it is easy to see that
‖ρfin(P, λ, τ)|A¯2pi(P )‖ ≤ vol(K)
−1/2‖τ‖
(P )
1 .
Recall that Pj and P
′
j are adjacent along the root αj. From the factorization (5.3) we get
‖δPj |P ′j(λ)|A2pi(P ′j)K∞K‖ ≤ |n
′
αj
(π,
〈
λ, α∨j
〉
)|+
∑
p
‖R′Pj |P ′j(πp,
〈
λ, α∨j
〉
)Kp‖.
Since we are considering only representations with aK∞-fixed vector, the infinite place does
not contribute to the sum. The finite set of primes that possibly contributes is determined
by K. By [FLM11, Lemma 2], the matrix coefficients of the operators RPj |P ′j(πp, s)
Kp are
rational functions of p−s whose numerators and denominators have their degrees bounded
in terms of Kp. The integral of
∑
p ‖R
′
Pj |P ′j
(πp, it)
Kp‖ over any interval of length one in t is
by [ibid., Lemma 1] therefore bounded in terms of K only.
Fix a lattice ΞLM ⊂ i(a
L
M)
⊥ such that
i(aLM)
⊥ = i(aLM)
⊥ ∩
⋃
ν∈ΞLM
B1(ν)
and cover the sum-integral (5.8) by the corresponding sum-integrals restricted to π and
λ with Imλπ∞ + λ ∈ B1(ν). Using (5.4), we can bound the left hand side of (5.8) by a
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constant multiple of
‖τ‖
(P )
1
∑
ν∈ΞLM
max
µ∈B
1+‖ρM ‖
(ν)
|hˆ(µ)|
∑
π∈Πdisc(M(A)):
λpi∞∈B
M
1 (ν
M )
dimA2π(P )
K∞K (log(2 + ‖ν‖))rG−rL .
For the sum over π we use our assumption that (5.6) is valid for M , which yields∑
π∈Πdisc(M(A)):
λpi∞∈B
M
1 (ν
M )
dimA2π(P )
K∞K ≪
∑
π∈Πdisc(M(A)):
λpi∞∈B
M
1 (ν
M )
mdisc(π) dimπ
K∞KM ≪ β˜M(νM ).
We obtain an upper bound of (a constant multiple of)
(5.11) ‖τ‖
(P )
1
∑
ν∈ΞLM
max
µ∈B
1+‖ρM ‖
(ν)
|hˆ(µ)| β˜M(νM ) (log(2 + ‖ν‖))rG−rL .
There exists a number 0 < c ≤ 1 such that the balls of radius c around the points of ΞLM are
disjoint. We can easily estimate the sum over ν ∈ ΞLM in (5.11) by a constant multiple of
the integral over the set
⋃
ν∈ΞLM
Bc(ν)∩ i(a
L
M)
⊥ ofMM(hˆ)(ν) β˜
M(νM) (log(2 + ‖ν‖))rG−rL.
This establishes the upper bound of (5.8), concluding the proof. 
Proof of Corollary 5.6. Apply Proposition 5.5 to the function hWt,µ = |W |
−1
∑
w∈W (h ◦
w−1)t,wµ. Estimating the average over W by the triangle inequality, and replacing h ◦w
−1
by h, we are reduced to treating ht,µ. Note that
MM(hˆt,µ)(ν) ≤MM(hˆ)(t
−1(ν − µ))≪N,h (1 + t
−1‖µLM‖)
−N(1 + t−1‖ν − µM − µL‖)
−N
for any nonnegative integer N . Substituting ν = µM + µL + tξ in the integral, and using
that
β˜M(µM + tξM)≪ (1 + ‖ξ‖)dM−rM β˜M(t, µM),
we obtain an upper bound of
‖τ‖
(P )
1
(log(1 + t+ ‖µ‖))rG−rL
(1 + t−1‖µLM‖)
N
β˜M(t, µM)
∫
i(aLM )
⊥
(1 + ‖ξ‖)dM−rM−N (log(2 + ‖ξ‖))rG−rL dξ,
which yields the assertion after averaging over W , if N is taken to be sufficiently large. 
5.5. The non–tempered spectrum. We can now prove that the non-tempered spectrum
is of lower order than the Plancherel measure.
Proof of Theorem 1.2. Noting that |m(λ, τ)| ≤ ‖τ‖1m(λ), we are reduced to showing that
m(Bt(0)r i(a
G
0 )
∗)≪ td−2
for all t ≥ 1. This is a consequence of Proposition 5.7, and we can argue as in the
proof of [LM09, Corollary 4.6]. If λ ∈ Bt(0) with λ 6∈ i(a
G
0 )
∗, then there exists w ∈ W ,
w 6= id, with λ ∈ a∗w ∩ a
∗
un. Note that w 6= id implies dim(a
G
Mw
)∗ ≤ r − 1. By Lemma 5.2
we have ‖Reλ‖ ≤ ‖ρ‖, and Imλ ∈ i(aGMw)
∗ because of a∗w = aw,−1 + i(a
G
Mw)
∗. Hence
λ ∈ (C + i(aGMw)
∗) ∩ Bt(0) with C = B‖ρ‖(0) ∩ (a
G
0 )
∗. Hence we can find a constant c > 0
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which is independent of t, and ⌊tr−1⌋ many points µ1, . . . , µ⌊tr−1⌋ ∈ i(a
G
Mw)
∗ ∩ Bt(0) such
that (
C + i(aGMw)
∗
)
∩Bt(0) ⊂
⌊tr−1⌋⋃
j=1
Bc(µj).
Since µj ∈ i(a
G
Mw)
∗, we have 〈µj, α
∨〉 = 0 for all α ∈ ΦMw,+. Hence
β˜(µj)≪ (1 + ‖µj‖)
|Φ+|−1 ≪ t|Φ
+|−1.
The asserted bound follows now from Proposition 5.7 by taking the sum over the points
µ1, . . . , µ⌊tr−1⌋. 
5.6. Asymptotics for the spectrum in a bounded domain.
Proof of Theorem 1.1. Let at first Ω be an arbitrary bounded measurable set. By integrat-
ing Corollary 5.6 over tΩ, we have for t ≥ 1 the estimate∫
tΩ
∣∣Jspec,M,s(f 1,µh ⊗ τ)∣∣ dµ≪h,Ω ‖τ‖(P )1 tdM+rG−rLs (log(1 + t))rG−rLs .
Summing these estimates over M 6= G and s ∈ W (M) we obtain:
(5.12)
∫
tΩ
∣∣∣∣∣∣J(f 1,µh ⊗ τ)−
∑
λ∈(aG0 )
∗
C
hˆ1,µ(λ)m(λ, τ)
∣∣∣∣∣∣ dµ≪h,Ω ‖τ‖1tdG−R log(1 + t),
where R = minP dimUP ≥ r. On the other hand, integrating the main geometric estimate
of Corollary 3.8 yields
(5.13)
∫
tΩ
∣∣Jnc(f 1,µh ⊗ τ)∣∣ dµ≪h,Ω ‖τ‖1tdG−min(R/2,r) log(1 + t)r+ν ,
where ν = 0 for classical and ν = 1 for exceptional groups. Assume now that Ω is a bounded
domain with rectifiable boundary (it is enough to assume that the (r−1)-dimensional upper
Minkowski content of the boundary is finite, cf. [DKV83, Lemma 8.7]). If h(0) = 1, then
by [LM09, (4.6)] we have∫
tΩ
∫
i(aG0 )
∗
hˆ1,µ(λ)β(λ) dλdµ−
∫
tΩ
β(λ) dλ≪h,Ω t
d−1,
and therefore
(5.14)
∫
tΩ
[
J(f 1,µh ⊗ τ)− Jnc(f
1,µ
h ⊗ τ)
]
dµ− ΛΩ(t)
∑
γ∈Z(Q)
τ(γ)≪h,Ω ‖τ‖1t
d−1.
Furthermore, since |m(λ, τ)| ≤ ‖τ‖1m(λ), Proposition 5.7 implies the upper bound∑
λ∈Bt(µ)
|m(λ, τ)| ≪ ‖τ‖1t
rβ˜(t, µ).
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Using this bound and the analogous bound∑
λ∈Bt(0)ri(aG0 )
∗
|m(λ, τ)| ≪ ‖τ‖1t
d−2
of Theorem 1.2 for the non-tempered spectrum, the argument of [LM09, p. 138] gives
formally
(5.15)
∫
tΩ
∑
λ
m(λ, τ)hˆ1,µ(λ) dµ−m(tΩ, τ)≪h,Ω ‖τ‖1t
d−1,
the analog of [ibid., (4.7)]. The theorem follows by combining (5.12), (5.13), (5.14) and
(5.15). 
Remark 5.8. For r = 1 we obtained an error term of O(‖τ‖1t
3/2 log(1 + t)). A more
refined treatment of the geometric side yields an error term of O(‖τ‖1t log(1 + t)) in this
case, which is in fact optimal regarding its dependence on t. We omit the details. One
can also hope to improve the error term in the A2 case from O(‖τ‖1t
d−1(log(1 + t))2) to
O(‖τ‖1t
d−1).
Remark 5.9. The combination of (5.12) and (5.13) yields a ”smoothed” variant of The-
orem 1.1 with a better remainder term. Let Ω be an arbitrary bounded measurable set and
χtΩ(λ) =
∫
tΩ
hˆ(λ − µ) dµ be the convolution of hˆ with the characteristic function of tΩ,
t ≥ 1. Then
(5.16)
∑
λ
χtΩ(λ)m(λ, τ)−
vol(G(Q)\G(A)1)
|W |
∑
γ∈Z(Q)
τ(γ)
∫
χtΩ(λ)β(λ) dλ
≪h,Ω ‖τ‖1t
dG−min(R/2,r) log(1 + t)r+ν .
Note that, apart from using a ”smooth cutoff,” we do not separate the tempered and non-
tempered parts of the spectrum here.
Appendix A. Estimates for spherical functions
Let for this appendix G be a connected semisimple real Lie group with Iwasawa decom-
position G = ANK. Let g be the Lie algebra of G, and g = k⊕s the Cartan decomposition
of g with k the Lie algebra of K. Let a be the Lie algebra of A. Then a is a maximal
abelian subalgebra of s, and s = Ad(K)a. Let Φ denote the set of roots of A on g, and let
Φ+ ⊂ Φ be the subset of positive roots determined by N . If M is a Levi subgroup of G
with A ⊂M and Lie algebra m, we let ΦM,+ be the set of roots α ∈ Φ+ on m. For α ∈ Φ,
we let mα denote the dimension of the α-eigenspace in g.
For λ ∈ a∗C define
D˜(λ) = min
M(G
∏
α∈Φ+rΦM,+
(1 + |〈λ, α∨〉|)mα/2,
where the minimum is taken over all Levi subgroups M 6= G with A ⊂ M .
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Let H0 : G −→ a be the Iwasawa projection. For λ ∈ a
∗
C and g ∈ G we define the
elementary spherical function as usual by
φλ(g) =
∫
K
e〈λ,H0(kg)〉 dk,
where we normalize the Haar measure on K to have volume 1.
For any compact set ω ⊂ a and any w ∈ W we define
∆w(ω) = {α ∈ Φ
+ | ∀X ∈ ω : 〈wα,X〉 6= 0}
Our refined estimate for the spherical functions is the following:
Proposition A.1. Let ω ⊂ a be a compact set. Then
(A.1)
∣∣φλ(etX)∣∣≪ω ∑
w∈W
∏
α∈∆w(ω)
(1 + t|〈λ, α∨〉|)−mα/2
uniformly in 0 ≤ t ≤ 1, X ∈ ω, and λ ∈ ia∗.
Note that the case where t ≥ t0 > 0 is already contained in [DKV83, Theorem 11.1].
The new feature of this estimate, which is crucial for the application to the trace formula,
is that we may let t approach 0.
Corollary A.2. Let C ⊂ a be a compact set. Then
φλ(e
X)≪C D˜(‖X‖λ)
−1
for all X ∈ C and all λ ∈ ia∗.
We first recall the main result from [Dui84]. Let π : s −→ a be the Cartan projection.
Proposition A.3 ([Dui84, (1.11)]). There exists an analytic function b : s −→ R such
that
(A.2) φλ(e
X) =
∫
K
e〈λ,π(Ad(k)X)〉b(Ad(k)X) dk
for all X ∈ a and all λ ∈ a∗C.
Lemma A.4. Let m = dimN/2 and let ω ⊂ a be a compact set. There exists a seminorm
ν on Cm(K) such that for every ψ ∈ Cm(K) we have
(A.3)
∣∣∣∣∫
K
e〈λ,π(Ad(k)X)〉ψ(k) dk
∣∣∣∣ ≤ ν(ψ) ∑
w∈W
∏
α∈∆w(ω)
(1 + |〈λ, α∨〉|)−mα/2
for all X ∈ ω and λ ∈ ia∗.
Similar estimates for uniformly regular parameters can be derived from the asymptotic
expansions of the spherical function of Cartan motion groups in [BC86] and [Rad88, Lemma
30].
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Proof. The lemma is the analogue of [DKV83, Theorem 11.1] but with the phase function
fX,λ(k) = 〈λ, π(Ad(k)X)〉 instead of FeX ,λ(k) = 〈λ,H0(e
Xk)〉. To prove the lemma we can
follow the proof of that theorem very closely. This is possible since the function fX,λ shares
all the relevant properties with FeX ,λ. In fact, it is often easier to establish those properties
for fX,λ.
More precisely, by [DKV83, Proposition 5.4] the sets of critical points of FeX ,λ and fX,λ
coincide, and the Hessians of both phase functions are non–singular at the critical points
by [DKV83, §1, §5–6]. Furthermore, fX,λ is right invariant under the centralizer of X in
K and left invariant under the centralizer of λ in K as is FeX ,λ [DKV83, §5].
It remains to check that the analogue of [DKV83, Lemma 11.8], in particular part (b)
holds for fX,λ, that is, we need to show the following: Suppose X0 is given, and k0 ∈ K
and E is the (unique) subset of ∆ such that k0 is a critical point for fX0,α for every α ∈ E,
but it is not a critical point for fX0,α for any α ∈ ∆ r E. Then there exists Z ∈ k such
that (a) Z ∈ kE :=
⋂
α∈E kα∨ and (b) fX0,α(k0;Z) > 0 for all α ∈ ∆rE. Here kα∨ denotes
the centralizer of α∨ in k.
We choose the element Z ∈ k exactly as in the proof of [DKV83, Lemma 11.8]. Assertion
(a) then follows exactly as in [DKV83], as it depends only on the fact that fX0,α is left
invariant under the centralizer of α in K, and right invariant under the centralizer of X0
in K. For (b), we use [DKV83, (1.2)], which gives a formula for the derivatives of fX0,α.
Together with an explicit computation this yields (b).
These properties of the phase function fX,λ suffice to prove the lemma along the lines of
[DKV83, §11]. 
Proof of Proposition A.1. We apply the estimate of Lemma A.4 to (A.2). For X ∈ ω,
t ∈ [0, 1] put at,X(k) = b(tAd(k)X), k ∈ K. Then at,X ∈ C
∞(K) and if ν is a seminorm
on Cm(K), there exists cν > 0 such that ν(at,X) ≤ cν for all X ∈ ω and t ∈ [0, 1] because
of compactness. Hence by (A.3) we can find a constant c = cω such that for every X ∈ ω,
t ∈ [0, 1], and λ ∈ ia∗ we have∣∣φλ(etX)∣∣ ≤ cω ∑
w∈W
∏
α∈∆w(ω)
(1 + |〈tλ, α∨〉|)−mα/2,
which proves the proposition. 
Proof of Corollary A.2. Let R > 0 be such that C is contained in the ball of radius R
around 0. For a parabolic subgroup P = MU ⊂ G with A ⊂ M and a small constant
c > 0 define
ΩM = {X ∈ a | ‖X‖ = R, ∀α ∈ Φ
+ r ΦM,+ : |〈α,X〉| ≥ c}.
If c is sufficiently small, the compact sets ΩM cover the sphere {X | ‖X‖ = R} as M varies
over all Levi subgroups M 6= G with A ⊂M . Moreover, by definition, for each w ∈ W the
set ∆w(ΩM) is equal to Φ
+rΦw
−1(M),+. Applying Proposition A.1 to ω = ΩM for each M ,
we can replace the product over α ∈ ∆w(ω) in (A.1) by a product over α ∈ Φ
+ r ΦM,+,
and the sum over w ∈ W by a maximum over all semi-standard Levi subgroups M . 
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Appendix B. An elementary inequality for classical root systems
Let for this appendix Φ be a (reduced) irreducible root system in a real vector space V ,
r = dimV its rank, and Φ+ the set of positive roots with respect to a fixed basis. Let
L be the intersection lattice of the associated hyperplane arrangement in the dual space
V ∗. The elements of M correspond to semi-standard Levi subgroups of a reductive group
G with root system Φ. Let L′ be the truncation of L by its unique maximal element
(corresponding to G) and Lmax be the set of elements of L of rank r − 1 (corresponding
to maximal semi-standard Levi subgroups). For M ∈ L, let ΦM be the set of roots and
ΦM,+ = ΦM ∩ Φ+ be the set of positive roots vanishing on M . For convenience, we set
Φ+¬M = Φ
+rΦM,+. The cardinality of this set is the dimension of the unipotent radical of
a parabolic subgroup with Levi subgroup corresponding to M . (However, Φ+¬M is the set
of roots on the unipotent radical only if M is standard.) For M ∈ L, we consider
(B.1) ∆M(λ) =
∏
α∈ΦrΦM
(1 + |〈α, λ〉|)
1
2 =
∏
α∈Φ+¬M
(1 + |〈α, λ〉|)
for arbitrary λ ∈ V ∗. We give a partial answer to the question: given a vector λ, for
which M ∈ L′ is the minimum value of ∆M (λ) achieved? It is clear that we can restrict to
M ∈ Lmax. For the classical root systems An, Bn, Cn and Dn the answer is the following.
Proposition B.1. Let Φ be a classical root system. Then for every λ ∈ V ∗ and M ∈ L′,
there exists M ′ ∈ Lmax with |Φ
+
¬M ′ | minimal (or equivalently, |Φ
M ′,+| maximal) among the
elements of Lmax and ∆M(λ) ≥ ∆M ′(λ).
We give a slightly more precise statement in Proposition B.2 below and describe the M ′
for which |Φ+¬M ′ | is minimal explicitly for each classical root system. Unfortunately, we
can only offer a proof that works through a number of cases individually. As a preliminary
reduction step, we may obviously assume that λ lies in the closure of the positive Weyl
chamber, which implies that
∆M(λ) =
∏
α∈Φ+¬M
(1 + 〈α, λ〉).
For subsets of Φ+ we define S1 ≤ S2 if there exists an injection ι : S1 → S2 with α ≤ ι(α)
for all α ∈ S1, where as usual α ≤ β means that β − α is a linear combination of positive
roots with non-negative coefficients. The following fact is clear:
Φ+¬M ′ ≤ Φ
+
¬M implies that ∆M ′(λ) ≤ ∆M(λ).
We now summarize the description of the sets Φ+¬M for the classical root systems.
(1) In the An−1 case, the elements M of the set Lmax are parametrized by non-empty
subsets I ⊂ {1, . . . , n} with non-empty complement I¯ = {1, . . . , n}r I, keeping in
mind that I and I¯ define the same M . The set of roots Φ+¬M is given by
Φ+¬M = {ei − ej | 1 ≤ i < j ≤ n, i ∈ I, j ∈ I¯ or i ∈ I¯ , j ∈ I}.
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The cardinality of Φ+¬M is minimal precisely if I or I¯ is a singleton {i}. We denote
the corresponding element of Lmax by Mi and the set Φ
+
¬Mi
by Φ+i . We have
Φ+i = {ek − ei | 1 ≤ k < i} ∪ {ei − ej | i < j ≤ n},
a set with n− 1 elements.
(2) For types Bn, Cn and Dn we parametrize Lmax by non-empty subsets I ⊂ {1, . . . , n}
and equivalence classes of maps ǫ : I → {±1}, where ǫ and −ǫ are regarded as
equivalent, and moreover |I| 6= n − 1 in the Dn case. The associated set of roots
Φ+¬M is
Φ+¬M = {ei ± ej | 1 ≤ i < j ≤ n, i ∈ I, j ∈ I¯ or i ∈ I¯ , j ∈ I}
∪{ei + ǫiǫjej | 1 ≤ i < j ≤ n, i ∈ I, j ∈ I}
in the Dn case. In the Bn case, in addition the roots ei, i ∈ I, and in the Cn case
the roots 2ei, i ∈ I, are also included in Φ
+
¬M . We say that M is of Siegel type
if I = {1, . . . , n}. The minimum cardinality of Φ+¬M is again achieved in the case
where I is a singleton {i}. For |I| > 1 the cardinality of Φ+¬M is strictly greater
than the minimum value except in the following cases: for B2 ≃ C2 the cardinality
is the same for all M , and for D4 the minimum is also achieved in the Siegel case
I = {1, . . . , 4}. We denote the element of Lmax corresponding to I = {i}. by Mi
and the set Φ+¬Mi by Φ
+
i . We have
Φ+i = {ek ± ei | 1 ≤ k < i} ∪ {ei ± ej | i < j ≤ n}
in the Dn case. The cardinality of this set is 2n− 2. In the Bn case, we include in
addition the root ei, in the Cn case the root 2ei. The minimum cardinality of Φ
+
¬M
is 2n− 1 in these cases.
Proposition B.2. Let M ∈ Lmax for a classical root system Φ.
(1) Assume that M is not of Siegel type in the Bn and Dn cases. Then there exists an
index i such that Φ+i ≤ Φ
+
¬M .
(2) For all M ∈ Lmax, except when Φ is of type B2 or when Φ is of type D4 and |Φ
+
M |
is maximal, there exists an index i with ∆M (λ) ≥ ∆Mi(λ).
Proposition B.2 obviously implies Proposition B.1. Proposition B.2 will follow from a
series of lemmas treating special cases.
Lemma B.3. Assume that there exist integers with j1 < i < j2 with j1, j2 ∈ I¯ and i ∈ I,
or j1, j2 ∈ I and i ∈ I¯. Then Φ
+
i ≤ Φ
+
¬M .
Proof. Consider the An−1 case. We have ek−ei ∈ Φ
+
¬M for k < i and k ∈ I¯ and ei−ej ∈ Φ
+
¬M
for i < j, j ∈ I¯. On the other hand, for k < i and k ∈ I we have ek − ei ≤ ek − ej2 ∈ Φ
+
¬M
and for j > i with j ∈ I we have ei − ej ≤ ej1 − ej ∈ Φ
+
¬M . This shows the assertion for
An−1.
In the Bn, Cn and Dn cases note first that ek ± ei ∈ Φ
+
¬M for k < i and k ∈ I¯ and
ei ± ej ∈ Φ
+
¬M for i < j, j ∈ I¯. On the other hand, for k < i and k ∈ I we have
ek − ei ≤ ek − ej2 ∈ Φ
+
¬M and for j > i with j ∈ I we have ei − ej ≤ ej1 − ej ∈ Φ
+
¬M . For
54 TOBIAS FINIS AND JASMIN MATZ
all k 6= i, k ∈ I, we have ek + ei ≤ ek + ej1 ∈ Φ
+
¬M . In the Bn or Cn case, we also have
ei ∈ Φ
+
¬M or 2ei ∈ Φ
+
¬M , respectively.
In the An−1 and Dn cases, it is possible to reverse the roles of I and I¯ in this argument.
In the Bn and Cn cases, we have to observe that ej1 = ei + (ej1 − ei) ≥ ei and 2ej1 =
2ei + 2(ej1 − ei) ≥ 2ei, respectively. 
Lemma B.4. For I = {1, . . . , i− 1} or I = {i, . . . , n}, 2 ≤ i ≤ n, we have Φ+i ≤ Φ
+
¬M .
Proof. In the An−1 case, the roots ek− ei for k < i are elements of Φ
+
¬M . For j > i we have
ei − ej ≤ ei−1 − ej ∈ Φ
+
¬M .
In the other cases, the roots ek ± ei for k < i are elements of Φ
+
¬M . For j > i we have
ei ± ej ≤ ei−1 ± ej ∈ Φ
+
¬M . In the Bn case, for i ∈ I, we have ei ∈ Φ
+
¬M , and otherwise one
may observe that Φ+¬M ∋ ei−1 = ei + (ei−1 − ei) ≥ ei. The Cn case is analogous. 
Lemma B.5. For I = {1, . . . , n} in the Cn case we have Φ
+
n ≤ Φ
+
¬M .
Proof. We have 2en ∈ Φ
+
¬M . Let k < n. Then ek + ǫkǫnen ∈ Φ
+
¬M and Φ
+
¬M ∋ 2ek =
(ek + en) + (ek − en) ≥ ek − ǫkǫnen. 
Lemma B.6. For I = {1, . . . , n} in the Bn case, n ≥ 3, we have ∆M(λ) ≥ ∆Mn(λ) for λ
in the closure of the positive Weyl chamber.
Proof. The roots in the set Φ+¬M are ei, 1 ≤ i ≤ n, and ei + ǫiǫjej for 1 ≤ i < j ≤ n. We
can assume that ǫn = +1. Set µi = λi − λn ≥ 0 for 1 ≤ i ≤ n− 1. We have to show that∏
1≤i≤n−1
(1+µi+λn)
∏
1≤i<j≤n
(1+λi+ǫiǫjλj) ≥
∏
1≤i≤n−1, ǫi=+1
(1+µi)
∏
1≤i≤n−1, ǫi=−1
(1+µi+2λn).
For this to hold it is enough that
(1 + 2λn)
N2
∏
1≤i≤n−1
(1 + µi + λn) ≥
∏
1≤i≤n−1, ǫi=+1
(1 + µi)
∏
1≤i≤n−1, ǫi=−1
(1 + µi + 2λn),
where N2 is the number of pairs (i, j) with 1 ≤ i < j ≤ n − 1 and ǫi = ǫj . For this
inequality to hold it is in turn sufficient that
(1 + λn)
N1(1 + 2λn)
N2−N1 ≥ 1,
where N1 is the number of 1 ≤ i ≤ n−1 with ǫi = −1. Since N2 ≥ N1(N1−1)/2, it is easy
to see that this inequality holds for N1 6= 1 or N2 > 0. The only remaining case is when
N1 = 1 and N2 = 0 which implies that n = 3 and ǫ = (−1, 1, 1) or ǫ = (1,−1, 1). Denote
the simple roots by α1 = e1 − e2, α2 = e2 − e3, α3 = e3. In the first case
∆M(λ)
∆M3(λ)
=
(1 + α1)(1 + α1 + α2 + α3)(1 + α2 + α3)
(1 + α1 + α2 + 2α3)(1 + α2)
≥ 1,
and in the second case
∆M(λ)
∆M3(λ)
=
(1 + α1)(1 + α1 + α2 + α3)(1 + α2 + α3)
(1 + α1 + α2)(1 + α2 + 2α3)
≥ 1,
which finishes the proof. 
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Lemma B.7. For I = {1, . . . , n} in the Dn case, n ≥ 5, we have ∆M(λ) ≥ ∆Mn−1(λ) for
λ in the closure of the positive Weyl chamber.
Proof. The roots in Φ+¬M are ei + ǫiǫjej for 1 ≤ i < j ≤ n. We can assume that ǫn = +1.
Set xη = λn−1 + ηλn for η ∈ {±1} and zi = 1 + λi − λn−1 for 1 ≤ i ≤ n− 2. Then
∆Mn−1(λ) = (1 + x1)(1 + x−1)
∏
1≤i≤n−2
zi(zi + x1 + x−1).
On the other hand,
∆M(λ) ≥ (1 + xǫn−1)
∏
1≤i≤n−2
(zi + xǫi)
∏
1≤i≤n−2, ǫi=ǫn−1
(zi + x1 + x−1)∏
1≤i≤n−2, ǫi 6=ǫn−1
zi
∏
1≤i<j≤n−2,ǫi=ǫj
(zi + x1 + x−1).
A crude lower bound for the quotient is
∆M(λ)∆Mn−1(λ)
−1 ≥ (1 + x−ǫn−1)
N1−1(1 + x1 + x−1)
N2−N1,
where N1 is the number of 1 ≤ i ≤ n − 2 with ǫi 6= ǫn−1 and N2 is the number of pairs
(i, j) with 1 ≤ i < j ≤ n− 2 and ǫi = ǫj .
A sufficient condition for the assertion ∆M (λ) ≥ ∆Mn−1(λ) is therefore that N2 ≥
max(N1, 1). Since N2 ≥ N1(N1− 1)/2, it is easy to see that this settles all cases except for
N1 = 2 and N2 = 1, which implies that n = 5.
This case can be dealt with by explicit calculation. Denote the simple roots by αi,
1 ≤ i ≤ 5. There are six sign vectors ǫ to be considered, but we can reduce to three cases
by exchanging α4 and α5, if necessary. For ǫ = (−1,−1, 1, 1, 1) we have
∆M (λ)∆M4(λ)
−1 = (1 + α2)(1 + α1 + α2)(1 + α1 + 2α2 + 2α3 + α4 + α5)
(1 + α1 + α2 + α3 + α4)(1 + α2 + α3 + α4)(1 + α3 + α5)
(1 + α1 + α2 + α3 + α4 + α5)
−1
(1 + α2 + α3 + α4 + α5)
−1(1 + α3)
−1(1 + α4)
−1
≥ 1,
for ǫ = (−1, 1,−1, 1, 1) we have
∆M (λ)∆M4(λ)
−1 = (1 + α1)(1 + α2)(1 + α1 + α2 + 2α3 + α4 + α5)
(1 + α1 + α2 + α3 + α4)(1 + α2 + α3 + α5)(1 + α3 + α4)
(1 + α1 + α2 + α3 + α4 + α5)
−1
(1 + α3 + α4 + α5)
−1(1 + α2 + α3)
−1(1 + α4)
−1
≥ 1,
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and for ǫ = (1,−1,−1, 1, 1) we have
∆M (λ)∆M4(λ)
−1 = (1 + α1)(1 + α1 + α2)(1 + α2 + 2α3 + α4 + α5)
(1 + α1 + α2 + α3 + α5)(1 + α2 + α3 + α4)(1 + α3 + α4)
(1 + α2 + α3 + α4 + α5)
−1
(1 + α3 + α4 + α5)
−1(1 + α1 + α2 + α3)
−1(1 + α4)
−1
≥ 1.
This finishes the proof of the lemma in all cases. 
It is now clear that Proposition B.2 and Proposition B.1 follow from Lemma B.3 to B.7.
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