Abstract. Let (W, S) be a Coxeter system, let S = I ∪ J be a partition of S such that no element of I is conjugate to an element of J, let J be the set of W I -conjugates of elements of J and let W be the subgroup of W generated by J. We show that W = W ⋊ W I and that J is the canonical set of Coxeter generators of the reflection subgroup W of W . We also provide algebraic and geometric conditions for an external semidirect product of Coxeter groups to arise in this way, and explicitly describe all such decompositions of (irreducible) finite Coxeter groups and affine Weyl groups.
Introduction
Let (W, S) be a Coxeter system and assume that S is the union of two subsets I and J such that no element of I is conjugate to an element of J. Let W I be the subgroup of W generated by I. Let J be the set of elements of the form wsw −1 where w is in W I and s is in J. Let W be the subgroup of W generated by J. In [7] , the following is shown:
Theorem (Gal) . With the above notation, we have:
(a) W = W ⋊ W I (semidirect product with W normal).
(b) ( W , J) is a Coxeter system
Notation, remark, definition -Let T = ∪ w∈W wSw −1 be the set of reflections of W . If w ∈ W , we set N(w) = {t ∈ T | ℓ(wt) < ℓ(w)} where ℓ is the length function of (W, S). If W ′ is a subgroup of W generated by reflections, we set
Then [6, (3. 3)] (W ′ , χ(W ′ )) is a Coxeter system: χ(W ′ ) is called the set of canonical Coxeter generators of W ′ .
The following theorem clarifies the relation between the two natural sets J, χ( W ) of Coxeter generators of the normal reflection subgroup W of W .
Theorem. In the above setting, (a) J = χ( W ) is the set of canonical Coxeter generators of W . (b) Each element w of W I is the unique element of minimal length in its coset W w = w W .
We remark that our result that J = χ( W ) is significantly stronger than the result of [7] that ( W , J) is a Coxeter system, as it enables one to apply the favorable combinatorial and algebraic properties of the canonical Coxeter generators of reflection subgroups (see for example Lemma 1.2 and the remark after Corollary 1.3).
In this paper, we provide a simple algebraic proof of both theorems above, independent of the results of [7] , and also describe algebraic conditions (Theorem 2.1) under which an external semidirect product of Coxeter groups is naturally a Coxeter group. We also provide an alternative proof (using root systems, see the proof of Theorem 3.6) of the fact that J = χ( W ) and of a formula for the Coxeter matrix of ( W , J) obtained in [7] . Another main result is Theorem 3.11, which is a variant of Theorem 2.1, providing geometric conditions for the external semidirect product of two Coxeter systems to be a Coxeter system, when each is attached to a root system in the same ambient real vector space and the Coxeter group attached to the first root system acts as a group of automorphisms of the second based root system. We include some general results which are specific to the case in which W is finite or affine, including a construction of a homomorphism between Solomon descent algebras of W and W when W is finite. Finally, we describe explicitly by tables the internal semidirect product decompositions (as above) of (irreducible) finite Coxeter groups and affine Weyl groups.
Internal semidirect products
For convenience, we restate the two Theorems of the introduction here in combined form. Proof. If s and t are elements of T , we denote by m s,t the order of st. It is well known that two simple reflections are W -conjugate iff, regarded as vertices of the Coxeter graph of (W, S), there is a path from one to the other such that each edge of the path has either an odd label or no label (i.e. a label of 3, which is omitted by the standard convention). In particular:
(1.1) If s ∈ I and t ∈ J, then m s,t is even.
We first prove (a). Let
It follows easily from (1.1) that (ϕ(s)ϕ(t)) mst = 1 for all s, t ∈ S. Therefore, there exists a unique morphism of groups W → W I extending ϕ: we still denote it by ϕ. Since ϕ(w) = w for all w ∈ W I , it is sufficient to prove that (1.2) Ker ϕ = W .
Let us prove (1.2) . First of all, note that W ⊆ Ker ϕ. So it is enough to show that W = W W I . For this, it is sufficient to show that if w ∈ W \ W I , there is some t ∈ J with l(tw) < l(w). Write w = s 1 · · · s n (reduced) with all s i ∈ S. Since w ∈ W I , there is some j with s j ∈ J. Without loss of generality, assume that j is minimal with this property. Then t := s 1 · · · s j−1 s j s j−1 · · · s 1 ∈ J and l(tw) < l(w) as required. This completes the proof of (a). We claim next that W ∩ T consists of all W -conjugates of elements of J. In fact, since W is generated by J ⊆ T , [6, 3.11(ii) ] implies that W ∩ T consists of the W -conjugates of elements of J; since J consists of the W I -conjugates of elements of J, (a) implies that the W -conjugates of elements of J are exactly the W -conjugates of elements of J, completing the proof of the claim.
We can now prove (c) (which immediately implies (b)). Regard the power set P(T ) of T as an abelian group under symmetric difference A+B := (A∪B)\(A∩B) and with natural W -action (w, A) → wAw
for x, y ∈ W , and its special values N(s) = {s} for s ∈ S (see [6] ). Consider an element t ∈ J, say t = wrw −1 where w ∈ W I and r ∈ J. We have
Note that for x ∈ W I , N(x) ⊆ W I ∩ T consists of reflections which are W -conjugate to elements of I, and hence all elements of N(w) ∪ wrN(w −1 )rw −1 are W -conjugate to elements of I. From the claim and the assumption that no element of I is Wconjugate to an element of J, it therefore follows that N(t) ∩ W = wN(r)w −1 ∩ W = {t} i.e. t ∈ χ( W ). This proves that J ⊆ χ( W ). Now χ( W ) is a set of Coxeter generators of W , and hence it is a minimal (under inclusion) set of generators of W by [4, Ch IV, §1, Cor 3]. Since J generates W by definition, we get (b)-(c)
We now state a Lemma needed in the proof of (d) (and elsewhere in this paper).
Lemma 1.2. Let W ′ be a subgroup of W generated by reflections, let S ′ = χ(W ′ ) and let X ′ be the set of elements x ∈ W such that x has minimal length in xW ′ . Then:
where ℓ ′ is the length function of (W ′ , S ′ ).
Proof. See [6, (3.4) ].
If t ∈ J and w ∈ W I , then l(wt) > l(w) since t ∈ W I . Since J is the set of canonical generators of W , this implies that w ∈ W I is the (unique) element of minimal length in its coset w W by Lemma 1.2 (a)-(b). Theorem 1.1 (d) follows from the fact that W = W I W .
In the remainder of this section, we give some simple complements to and consequences of Theorem 1.1, with applications in [2] or to explicit computation in examples, and then describe the Coxeter matrix of ( W , J).
Letl : W → N denote the length function of ( W , J). If w ∈ W , we denote by ℓ I (w) (respectively ℓ J (w)) the number of occurrences of elements of I (respectively J) in a reduced expression of w (note that these two numbers do not depend on the choice of the reduced expression and that ℓ(w) = ℓ I (w) + ℓ J (w)).
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Proof. Since W I acts on W by preserving J, the length functionl is invariant by W I -conjugation, sol(awa −1 ) =l(w). Also, if s ∈ I and x ∈ W , we have ℓ J (sx) = ℓ J (x) = ℓ J (xs), so this shows that ℓ J (aw) = ℓ J (wa) = ℓ J (w).
It remains to show that ℓ J (w) =l(w). We argue by induction onl(w). The result is clear ifl(w) = 0. So assume thatl(w) > 0. Then there existst ∈ J such thatl(tw) <l(w). Let x ∈ W I and t ∈ J be such thatt = xtx −1 . Let w ′ = x −1 wx. Sincel is invariant by W I -conjugation, we get thatl(w) =l(w ′ ) and ℓ(tw) =l(tw ′ ). Thereforel(tw ′ ) =l(w ′ ) − 1 and so, by Lemma 1.2 (c), we get that ℓ(tw
Remark -We observe that the Corollary is not an obvious consequence of the results proved in [7] ; for example, the proof above requires Theorem 1.1(c), and not just Theorem 1.1(a)-(b).
The next results require some additional notation. Ift ∈ J and if t and t ′ ∈ J and x, x ′ ∈ W I are such thatt = xtx
Indeed, in this case, then t ′ ∈ W I∪{t} ∩ W J =< t >. Therefore, ift ∈ J, we can define ν(t) as the unique element of J which is conjugate tot under W I . Corollary 1.4. Ift,t ′ ∈ J are W -conjugate, then ν(t) and ν(t ′ ) are W -conjugate.
Remark -Recall that an isomorphism of Coxeter systems (
In the semidirect product decomposition W = W ⋊ W I of Theorem 1, it is clear that the induced action by conjugation of W I on W is by automorphisms of the Coxeter system ( W , J). Moreover, the set of Coxeter generators S of W is the disjoint union of the set I of Coxeter generators of W I and the set J of W I -orbit representatives on J.
In order to parametrize J, we must first determine the centralizer of t ∈ J in W I . If s ∈ S, we set s ⊥ = {r ∈ S | sr = rs}.
Proof. First it is clear that W I∩t ⊥ ⊆ C W I (t). Conversely, let w ∈ W I be such that wt = tw. Let w = s 1 · · · s r be a reduced expression of w (so that s i ∈ I). Then, s 1 · · · s r t and ts 1 · · · s r are reduced expression of the same element wt = tw of W . By Matsumoto's lemma, this means that one can obtain one of these reduced expression by applying only braid relations. But t occurs only once in both reduced expressions:
this means that, in order to make t pass from the first position to the last position, t must commute with all the s i . So w ∈ W I∩t ⊥ .
We set J = {(x, t) | t ∈ J and x ∈ X I I∩t ⊥ }. Then it follows from (1.3) and Lemma 1.5 that the map
(a) For w ∈ W I , one has wj(x, t)w
The palindromic reduced expressions of xtx −1 in (W, S) are precisely the expressions t n · · · t 1 t 0 t 1 · · · t n such that t n · · · t 1 is a reduced expression for x in (W I , I) and t 0 = t.
Proof. Part (a) is immediate from the definitions. For (b), we first recall the following result: Lemma 1.7. If r 1 · · · r 2m+1 is a reduced expression for a reflection t ∈ T , then r 1 · · · r m r m+1 r m · · · r 1 is a palindromic reduced expression of t.
Proof. See [6, (2.7) ].
Write l(xtx −1 ) = 2m + 1. We have xtx −1 ∈ W I∪{t} , so any reduced expression
is also a reduced expression for xtx −1 by Lemma 1.7. Thus, t ∈ J is W -conjugate to s m+1 ∈ I ∪ {t} and so s m+1 = t. Let t n · · · t 1 be a reduced expression for x, and t 0 = t. Then xtx −1 = t n · · · t 1 t 0 t 1 · · · t n and the right hand side contains some reduced expression s 1 · · · s 2m+1 for xtx −1 as a subexpression. By the above, we have s m+1 = t = t 0 , which is the only occurrence of t in t n · · · t 0 · · · t n . Hence
) and m n, so m = n. This shows t n · · · t 0 · · · t n is a reduced expression for xtx −1 .
Since every reduced expression for xtx −1 has t as its middle element, it follows that this central t can never be involved in a braid move between reduced expressions for xtx −1 , and the conclusion of (b) is clear. Now we introduce notation to describe the Coxeter matrix of ( W , J). If A, B and C are three subsets of S such that B ⊆ A and C ⊆ A, we denote by X A BC the set of x ∈ W A which have minimal length in W B xW C . For simplicity, we set X A ∅C = X A C . We shall use Deodhar's Lemma [8, Lemma 2.1.2], which amounts to to the statement that if w ∈ W A C and s ∈ A with sw ∈ W A C then ℓ(sw) > ℓ(w) and sw = wr for some r ∈ C. Now, lets,t ∈ J and let s = ν(s) and t = ν(t). Then there exists x and y ∈ W I such thats = xsx −1 andt = yty −1 . We denote by f (s,t) the unique element of
depends only ons andt and not on the choice of x and y. Note thats =t if and only if s = t and f (s,t) = 1. Recall that if s and t are two elements of T , m s,t denotes the order of st. We then set:
We denote by M the matrix (ms ,t )s ,t∈ J . Since f (s,t) = f (t,s) −1 and since m su is even if s ∈ J and u ∈ I by (1.1), we have, for alls,t ∈ J and x ∈ W I , (1.5)
The last inequality follows from the fact that, if f (s,t) = u ∈ I, then us = su.
The following is proved by a simple algebraic argument, independent of the proof of Theorem 1.1, in [7] . For a different proof using root systems, see Theorem 3.6. Theorem 1.8 (Gal) . Fors,t ∈ J, the productst in W has orderms ,t i.e. the matrix M defined above is the Coxeter matrix of ( W , J). Corollary 1.9. Let L be a subset of J such that the Coxeter graph of ( W L , L) is an irreducible component of the one of ( W , J). Then J = {ν(t) |t ∈ L}.
Proof. Let K = {ν(t) |t ∈ L} ⊆ J. Then K is not empty. We shall prove by induction on n the following assertion (from which the Corollary follows easily):
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It is clear that (P 0 ) holds. Let us show (P 1 ). So let s ∈ K and t ∈ J be such that m s,t 3. Then there exists x ∈ W I such that xsx −1 ∈ L. Since m xsx −1 ,xtx −1 = m s,t 3 and xtx −1 ∈ J, we get that xtx −1 ∈ L and so t = ν(xtx −1 ) ∈ K, as expected. Now let n 2 and assume that (P 0 ), (P 1 ),. . . , (P n−1 ) hold. Let s ∈ K and let t ∈ J be such that there exists a path of length n from s to t in the Coxeter graph of (W, S). Set s 0 = s and s n = t and let s 1 ,. . . , s n−1 be elements of S such that m s i−1 ,s i 3 for all i ∈ {1, 2, . . . , n}. We may assume that s i = s j if i = j. If there exists i ∈ {1, 2, . . . , n − 1} such that s i ∈ J, then the induction hypothesis (applied twice) implies that s i ∈ K and that s n = t ∈ K. So we may assume that
this would imply that y has a reduced expression of the form
Since y has only one reduced expression, this means that s 1 ∈ I ∩ s ⊥ or s n−1 ∈ I ∩ t ⊥ . This is impossible, and so the proof of (P n ) is complete. Corollary 1.10. Assume that (W, S) is irreducible. Then W I permutes transitively the irreducible components of ( W , J).
Proof. Let L and L ′ be two subsets of J such that the Coxeter graphs of ( W L , L) and ( W L ′ , L ′ ) are irreducible components of ( W , J). Let s ∈ J. By Corollary 1.9, there exist x and y in W I such that xsx
Parabolic subgroups, cosets. We close this section by investigating the relationships between standard parabolic subgroups of W and W , as well as between the sets of distinguished cosets representatives. Roughly speaking, with respect to these questions, W behaves like a standard parabolic subgroup. If L is a subset of J, we note by W L the subgroup of W generated by L. If K is a subset of S, we set
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Proof. Let ϕ K : W K → W denote the restriction to W K of the morphism ϕ : W → W I defined in the proof of Theorem 1.1. Then W K + ⊆ Ker ϕ K and, if w ∈ W I∩K , we have ϕ K (w) = w. But, by Theorem 1.1 applied to W K and to the partition
This shows the second equality of the proposition. The first one then follows easily.
If L is a subset of J , we denote by X L (respectively X L ) the set of elements w of W (respectively W ) which have minimal length in w W L . Lemma 1.12. Let L be a subset of J. Then the map
Proof. First, it follows from Theorem 1.1 (a) that the map
is bijective. So it remains to show that, if w ∈ W I and x ∈ X L , then wx ∈ X L . But this follows from Lemma 1.2 (c).
We conclude by an easy result on double coset representatives: Proposition 1.13. Let K be a subset of S. Then the map
This shows the first assertion.
(see Proposition 1.11). But W I acts on the pair ( W , J), so
Now, by Proposition 1.11, we have
So the last assertion follows. It remains to show that d is the unique element of minimal length in
Again by Theorem 1.1 (d), we get ℓ(dw) = ℓ(d), so w = 1, as expected.
External semidirect products
In this section, we discuss the converse of Theorem 1.1(a)-(b), giving conditions which imply that an external semidirect product of Coxeter groups is a Coxeter group.
Let (W ′ , I) and ( W , J) be Coxeter systems and θ : W ′ → Aut( W , J) be a group homomorphism, where the right hand side is the group of automorphisms of ( W , J). One may regard θ as a homomorphism from W ′ to the automorphism group of W , and form the semidirect product of groups W := W ⋊ W ′ , with W normal. We regard W ′ and W as subgroups of W in the usual way. Thus, every element w of W has a unique expression w = ww ′ with w ′ ∈ W ′ and w ∈ W . The product in W is determined by the equation
Theorem 2.1. Fix a set J of W I -orbit representatives on J, and set S := I∪J. For any s ∈ S, let s ⊥ := { r ∈ S | rs = sr }. Then (W, S) is a Coxeter system iff the conditions (1) and (2) below hold:
(1) for all r, s ∈ J and u ∈ W ′ with r = usu −1 , one has r = s and u ∈ W ′ I∩r ⊥ . (2) for all r ∈ J and s ∈ J with r = s and rs of finite order, either (i) or (ii) below holds:
I∩r ⊥ and t ∈ J with t = r and rt of finite order (ii) s = uvrvu −1 for some u ∈ W ′ I∩r ⊥ and v ∈ I with rv of finite order greater than 2.
Proof. It is easy to see that S is a set of involutions generating W . No element of I is W -conjugate to an element of J (since any W -conjugate of an element of J is in W ); in particular, the union S = I∪J is disjoint (we shall use∪ to denote disjoint hal-00282284, version 3 -9 Jul 2008 union throughout this paper). Moreover, a simple computation shows that for s ∈ I and r ∈ J, the order of sr in W is even, equal to twice the order of r ′ r in W where r ′ = θ(s)(r) = srs.
For r, s ∈ S, let m r,s denote the order of rs. We have m r,r = 1 and m r,s = m s,r ∈ N ≥2 ∪ {∞} for all r = s. Let (U, S) be a Coxeter system with Coxeter matrix m r,s i.e. U is a Coxeter group with S as its set of Coxeter generators, and the order of rs in U is m r,s for all r, s ∈ S.
For any K ⊆ S, let U K denote the standard parabolic subgroup of U generated by K. Let J ′ denote the subset of U consisting of all products usu −1 in U with s ∈ J and u ∈ U I , and let U denote the subgroup of U generated by J ′ . No element of I is conjugate in U to an element of J, since m r,s is even for all r ∈ I and s ∈ J. Hence, by Theorem 1.1, there is a semidirect product decomposition U = U I ⋉ U with U normal in U.
Since rs has the same order m r,s in both U and W , for any r, s ∈ S, there is a group epimorphism π : U → W which is the identity on S. The homomorphism π restricts to an isomorphism of Coxeter systems (U I , I) → (W ′ , I) (which we henceforward regard as an identification) and π also restricts to an isomorphism of Coxeter systems Conversely, suppose that (1) and (2) hold. It will suffice to show thatπ is an isomorphism of Coxeter systems. First, we show that π ′ is injective. Consider two arbitrary elements uru −1 and vsv −1 of J ′ , with u, v ∈ W ′ and r, s ∈ J. Assume π(uru
By the defining relations for (U, S), it follows that r = xsx −1 in U, so uru
Hence π ′ is injective, and in fact bijective since we noted above that π ′ is a surjection.
Now it will suffice to show that for all distinct r ′ , s ′ ∈ J ′ , r ′ s ′ has the same order in U as π(r ′ )π(s ′ ) has in W . Using the W ′ -equivariance ofπ, we may assume that r ′ = r ∈ J and s ′ = s ∈ J ′ . Also, we may assume that π(r)π(s) has finite order n > 1 in W , without loss of generality. We have by (2) that either π(s) = uπ(t)u for some u ∈ W ′ I∩r ⊥ and v ∈ I with vπ(r) of finite order greater than 2. In the first (resp., second) case, π(r)π(s) = uπ(r)π(t)u −1 (resp., π(r)π(s) = uπ(r)vπ(r)vu
and n is the order of π(r)π(t) (resp., half the order of π(r)v) in W . In the first case, s = utu −1 . The relations of (U, S) imply that rs = urtu −1 , which has the same order as rt in U. In the second case, s = uvrvu −1 and the relations of (U, S) imply that rs = urvrvu −1 , which has order equal to half the order of rv in U. The definition of U implies that the order of rt (resp., rv) in U is the same as that of π(r)π(t) (resp., π(r)v) in W and so the order of rs in U is equal to the order n of π(r)π(s) in W in either case, completing the proof. 
Semi-direct products and root systems
In this section, we use the standard geometric realization of (W, S) as a reflection group associated to a based root system. In fact, it is convenient (and essential for the main result Theorem 3.11 of this section) to introduce a slightly more general class of geometric realizations with better "functoriality" properties with respect to inclusions of reflection subgroups.
Let E be a R-vector space equipped with a symmetric R-bilinear form , . We say a subset Π of E is positively independent if α∈Π c α α = 0 with all c α ≥ 0 implies that all c α = 0. For example, any R-linearly independent set is positively independent. If α ∈ E is such that α, α = 1, we set α ∨ = 2α and we define
Then s α is an orthogonal reflection (with respect to , ). Let
Assume that Π is a subset of E with the following properties (i)-(iii):
(i) Π is positively independent.
(ii) For all α ∈ Π, α, α = 1.
(iii) For all α, β ∈ Π with α = β, one has α, β ∈ −COS.
Let S := { s α | α ∈ Π }, let W be the subgroup of the orthogonal group O(E , , ) generated by S,
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Then (W, S) is a Coxeter system, in which the order m sα,s β of the product s α s β for α, β ∈ Π is given by
One has
When the above conditions hold, we say that (Φ, Π) is a based root system in (E , , ) with associated Coxeter system (W, S). Every Coxeter system is isomorphic to the Coxeter system of some based root system (and even to one with α, β = − cos π ms α,s β for all α, β ∈ Π, and with Π a basis of E ; a based root system of this type is called a standard based root system). All the usual results for standard based root systems which we use in this paper, and their proofs, extend mutatis mutandis to the based root systems as defined above, unless additional hypotheses are indicated in our statements here (as in Lemma 3.3 below, for example).
Let us collect some additional basic facts about such based root systems.
Lemma 3.1. For w ∈ W and α ∈ Φ + , one has w(α) ∈ Φ + iff ℓ(ws α ) > ℓ(w). Lemma 3.2. Let ∆ ⊆ Φ + , let T ′ = {s α | α ∈ ∆} and let W ′ denote the subgroup of W generated by T ′ . Then T ′ is the set of canonical Coxeter generators of W ′ if and only if − α, β ∈ COS for all α, β ∈ ∆ such that α = β.
Proof. See [6, (4.4)]
Lemma 3.3 (Brink) . Let γ ∈ Φ + . Then one may write γ = α∈Π c α α with c α /2 ∈ COS for all α ∈ Π. In particular, if c α ∈ {0, 1}, then c α √ 2. If Π is linearly independent, the c α are uniquely determined by the conditions γ = α∈Π c α α and c α ∈ R.
Proof. For the standard reflection representation, for which Π is linearly independent, see [5, Proposition 2.1]. A quick sketch in general is as follows. One checks the statement for dihedral Coxeter systems (for which Π is automatically linearly independent) by direct calculations (see [6, (4 
.1)]).
Then in general, a standard proof (loc cit) of Lemma 3.1 by reduction to rank two shows that there is some choice of root coefficients c α such that all c α are expressible as polynomials with non-negative integer coefficients in the (positive) root coefficients for rank two standard parabolic subgroups, and the result follows. Proof. Part (a) is well-known, and so is (b) in the special case of linearly independent simple roots. One may also verify (b) for dihedral Coxeter systems by direct calculation (using [6, (4.1)]) again, for instance). In general, (b) may be reduced to the dihedral case as follows. Let W ′ := s α , s β , T ′ = χ(W ′ ) and l ′ be the length function of (W ′ , T ′ ). In case α, β = 0, then by the dihedral case, s β s α = s α s β and so ℓ(s β s α s β ) = ℓ(s α ). In case α, β < 0, then by the dihedral case, one has ℓ ′ (s β ) < ℓ ′ (s β s α ) < ℓ ′ (s β s α s β ). Hence by Lemma 1.2 (c), one has ℓ(s β ) < ℓ(s β s α ) < ℓ(s β s α s β ) and thus ℓ(s β s α s β ) = ℓ(s α ) + 2 as required. The remaining case α, β > 0 follows from (a) and the second case applied to α ′ := s β (α) in place of α, since α ′ , β < 0.
The chief technical advantage of the class of based root systems is explained by Lemma 3.5 below. It follows from the definition and previously given facts about based root systems (especially Lemma 3.2 and (3.7)).
Lemma 3.5. Let (Φ, Π) be a based root system in (E , , ), with associated Coxeter system (W, S). Let W ′ be a reflection subgroup of (W, S) and set
is a based root system in (E , , ) with associated Coxeter system (W ′ , S ′ ).
Remark -Note that even if (Φ, Π) is a standard based root system and S ′ is finite, the elements of ∆ need not be linearly independent, and for elements α, β of ∆ such that s α s β has infinite order, one may have α, β < −1. Thus, the lemma fails for the class of standard based root systems in two important respects.
Although not logically required in this paper, we include the following alternative proof of Theorem 1.8 and part of Theorem 1.1 using based root systems, because of its intrinsic interest and since the general method of proof may be applicable in other situations. Precisely, we shall prove here the following: Proof. We assume without loss of generality that (W, S) is the Coxeter system associated to a based root system (Φ, Π) such that Π is linearly independent. We keep other notation as above.
Let Π K := { α ∈ Π | s α ∈ K } for any K ⊆ S. By (1.1) and (3.7), the assumption that no element of I is conjugate to any element of J is therefore equivalent to the
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assertion that if γ ∈ Π I and δ ∈ Π J , then γ, δ is either of the form γ, δ = − cos π 2m for some m ∈ N ≥1 or satisfies γ, δ −1. In particular,
Now, let Π = {w(α) | w ∈ W I and α ∈ Π J }.
Then Π ⊆ Φ + by Lemma 3.1, and J = {s α | α ∈ Π}.
By Lemma 3.2 and (3.7), it is sufficient to show that, ifα,β ∈ Π are such that α =β and ifs = sα andt = sβ, then
For this, let s = ν(s), t = ν(t) and let x, y ∈ W I be such thats = xsx −1 and
Indeed, if we write x −1 y = awb with a ∈ W I∩s ⊥ and b ∈ W I∩t ⊥ , then α,β = x(α), y(β) = α, awb(β) = a −1 (α), wb(β) = α, w(β) .
We shall now need the notion of the support of a positive root. If δ ∈ Φ + , write δ = γ∈Π c γ γ with c γ 0: the support supp(δ) of δ is the subset of Π defined by supp(δ) := { γ ∈ Π | c γ = 0 }. This is well-defined since we have assumed Π is linearly independent. We recall the following facts:
The full subgraph of the Coxeter graph of (W, S) with vertex set A is connected.
Proof. We prove (a)-(b) by induction on l(s δ ). If l(s δ ) = 1, then δ ∈ Π and (a)-(b) are clear. Otherwise, write δ = α∈Π c α α with all c α ≥ 0. Since 0 < 1 = α, δ = α c α α, δ there is some α ∈ supp(δ) with α, δ > 0. Note α = δ since δ ∈ Π, so γ := s α (δ) ∈ Φ + . By Lemma 3.4, l(s γ ) = l(s δ ) − 2. Let B := { s β | β ∈ supp(δ) }. By induction, s γ ∈ W B and the full subgraph of the Coxeter graph of (W, S) on vertex set B is connected. Since δ = s α (γ) = γ + δ, α α, we have supp(δ) = sup(γ) ∪ {α} and A = B ∪ {s α }. Since 0 > − α, δ = α, γ , an argument like that above shows that there is some β ∈ supp(γ) with α, β < 0. Therefore s α is joined by an edge in the Coxeter graph of (W, S) to s β ∈ B, completing the inductive proof of (b). Since s δ = s α s γ s α ∈ W A , the inductive proof of (a) is also finished Now, let Γ be the unique subset of Π I such that supp(w(β)) = Γ ∪ {β} and set I Γ = {s γ | γ ∈ Γ}. We write
with c γ > 0. In order to prove ( * ), we shall need the following lemmas:
If s γ appears in a reduced expression for w and β, γ ∨ = 0, then γ ∈ Γ and either c γ = − β, γ ∨ or c γ ≥ 2 √ 2.
Proof. We shall argue by induction on ℓ(w). If ℓ(w) = 0, this is vacuously true. Otherwise, write w = xs δ where δ ∈ Π I and ℓ(x) < ℓ(w). We have s δ (β) = β + cδ where c := − β, δ ∨ . If c = 0, then w(β) = x(β) and the desired result follows by induction. Otherwise, c ≥ √ 2 and w(β) = x(β) + cx(δ). Note x(δ) ∈ Φ + by Lemma 3.1 since ℓ(xs δ ) > ℓ(x). Using the inductive hypothesis (a)-(b) for x(β) and Lemma 3.3 for x(δ), one gets (a)-(b) for w(β) (for (b), one has to consider the cases γ = δ, γ = δ separately, and note that if s δ does not appear in a reduced expression for x, then the coefficient of δ in x(δ) is 1).
Proof. Indeed, if I Γ ⊆ s ⊥ , then Lemma 3.7(a) implies that we have wtw −1 ∈ W {t}∪(I∩s ⊥ ) . In other words, wt ∈ W {t}∪(I∩s ⊥ ) w. But w has minimal length in W {t}∪(I∩s ⊥ ) w by construction, so wt does not have minimal length in W {t}∪(I∩s ⊥ ) wt. By Deodhar's Lemma, there exists u ∈ {t} ∪ (I ∩ s ⊥ ), such that wt = uw. In other words, u = wtw −1 and, since no element of I is conjugate to t, we have u = t and wt = tw. So w ∈ W I∩t ⊥ (see Lemma 1.5), and thus w = 1 because w has minimal length in wW I∩t ⊥ .
We shall now prove ( * ) by a case-by-case analysis:
• If s = t and w ∈ I, let us write w = s γ with γ ∈ Π I . Then α = β,ms ,t = m s,w /2 and w(β) = α − α, γ ∨ γ, so
as required.
• If s = t and ℓ(w) 2, thenms ,t = ∞. First, note that But, if γ ∈ Γ is such that s γ ∈ s ⊥ , then c γ √ 2 by Lemma 3.8 (a) and α, γ = − cos(π/m s,sγ ) − √ 2/2 by (3.9) (since α ∈ Π J and γ ∈ Π I ). Therefore,
So, if |I Γ \ s ⊥ | 2, then α, w(β) −1, as required. So we may assume that I Γ \ s ⊥ = {s γ } with γ ∈ Γ. Note that α, w(β) = 1 − c γ α, γ and that s γ appears in a reduced expression of w. By Lemma 3.8 (b), two cases may occur:
-If c γ 2 √ 2 then, since α, γ − √ 2/2 (again by the inequality (3.9)), we get that α, w(β) −1, as required.
But no element of { s δ | δ ∈ Γ \ {γ} } is connected to s β in the Coxeter graph of (W, S), so by Lemma 3.7 (b) we get that Γ = {γ}, supp(s γ wβ) = {β} and so s γ wβ = β. Hence s γ w ∈ W I∩t ⊥ . By Deodhar's Lemma, this can only happen if w = s γ , which contradicts the fact that ℓ(w) 2.
• If s = t and w = 1, thenms ,t = m s,t and α,β = α, β = − cos π m s,t , as required.
• If s = t and w = 1, thenms ,t = ∞. First, note that Lemma 3.9) . So let γ ∈ Γ be such that α, γ = 0. Then c γ √ 2 by Lemma 3.8 and, by (3.9), we have α, γ − √ 2/2 (since α ∈ Π J and γ ∈ Π I ). So
because α, β 0 and α, γ ′ 0 for all γ ′ ∈ Π I . The proof of Theorem 3.6 is now complete.
The final main result of this section is a geometric variant (Theorem 3.11 below) of Theorem 2.1. To formulate it, we shall require the notions of automorphisms, fundamental chamber and Tits cone of a based root system. The latter two are principally of interest when the form , on E is non-degenerate, but our application won't require this (and non-degeneracy can always be achieved by enlarging the space E and extending the form , , anyway).
Let (Φ, Π) be a based root system in (E , , ), with associated Coxeter system (W, S). By an automorphism of (Φ, Π), we mean an element θ of O(E , , ) which restricts to permutations of both Π and Φ. For example, in the setting of the proof of Theorem 3.6, W I acts naturally as a group of based root system automorphisms of the based root system attached by Lemma 3.5 to W .
In general, we define the fundamental chamber of (W, S) on E to be the subset C = C (W,S) := { ρ ∈ E | α, ρ ≥ 0 for all α ∈ Π } of E , and we call X = X (W,S) = W C := ∪ w∈W w(C ) the Tits cone. The most basic properties of C and X (see [4] ) are recalled in the following Lemma.
Now we may state:
Theorem 3.11. Let (Ψ, ∆) and ( Φ, Π) be two based root systems in (E , , ) with associated Coxeter systems (W ′ , I) and ( W , J) respectively. Let C := C (W ′ ,I) and
Then W ′ acts as a group of based root system automorphisms of ( Φ, Π) and also as a group of automorphisms of the Coxeter system ( W , J). Let W denote the subgroup of O(E , , ) generated by the subset W ′ ∪ W . Then W = W ⋊ W ′ . Under these assumptions, the following conditions are equivalent:
(i) There is a based root system (Φ, Π) with ∆ ⊆ Π ⊆ ∆∪ Π and Π = W ′ (Π\∆). (ii) ∆ ∪ Π is positively independent and Π ⊆ −X .
Assume conditions (i)-(ii) hold. Then Π = ∆∪ ( Π ∩ −C ) (so (Φ, Π) is uniquely determined in (i)), Ψ ∪ Φ ⊆ Φ, and Φ + ⊆ −X . Set S := { s α | α ∈ Π } and J = S \ I. Then (W, S) is the Coxeter system associated to the based root system (Φ, Π), J = { wsw −1 | w ∈ W ′ , s ∈ J }, and no element of I is conjugate to any element of J. The semidirect product decomposition W = W ⋊ W ′ is that attached by Theorem 1.1 to the subsets I and J of S.
Proof. For any θ ∈ O(E , , ) and α ∈ E with α, α = 1, one has θ(α), θ(α) = 1 and s θ(α) = θs α θ −1 . Assume further that θ(Π ′ ) ⊆ Π ′ . Then this implies that J, and hence W , is stable under conjugation by θ, and so θ acts as an automorphism of ( W , J). If α ∈ Φ, we can write α = x(β) for some β ∈ Π and x ∈ W . Then θ(α) = θx(β) = (θxθ −1 )(θ(β)) ∈ Φ since θxθ −1 ∈ W and θ(β) ∈ Π. Hence θ( Φ) ⊆ Φ. For
γ ∈ Φ + , we may write γ = α∈ Π c α α with all c α ≥ 0. Then
The above all applies with θ ∈ W ′ , proving that W ′ acts as automorphisms of ( W , J) and ( Φ, Π). In particular, W ′ normalizes W . If w ∈ W ′ , then w permutes Φ + . If w ∈ W ′ ∩ W , this implies thatl(w) = 0 (since w makes no element of Φ + negative) so w = 1 W ′ . From the above, we see that W = W ′ W = W ⋊ W ′ as claimed. We also see that Ψ ∩ Φ = ∅, for if α ∈ Ψ ∩ Φ, then s α ∈ W ′ ∩ W = {1 W ′ } which is a contradiction. From this, one sees further that Φ is stable under the W -action on E and hence that no element of Ψ is W -conjugate to any element of Φ. Now suppose that the assumptions of (i) hold. Since Π + is positively independent, it follows that Φ + is positively independent, and hence so also is the subset ∆ ∪ Π of Φ + . Let α ∈ Π \ ∆ ⊆ Π. Since α ∈ ∆, we have α, β ∈ −COS for all β ∈ ∆. In particular, α, β 0 so α ∈ −C . Thus, Π \ ∆ ⊆ −C . Hence
Therefore Φ + ⊆ −X also since X is a convex cone. Since every W ′ -orbit on −X contains a unique point of −C , Π is W ′ -stable and Π ⊆ W ′ (Π \ ∆), it follows using Lemma 3.10 (b) that Π \ ∆ = Π ∩ −C . Observe also that we have Ψ ∪ Φ ⊆ Φ and so
which implies that if (i) holds, then the Coxeter system associated to (Φ, Π) is (W, S) where S := { s α | α ∈ Π }. Now suppose that the assumptions of (ii) hold. Set Π = ∆∪ ( Π ∩ −C ). Clearly, ∆ ⊆ Π ⊆ ∆ ∪ Π. We also have Π = W ′ (Π \ ∆) since Π ⊆ −X and Π is W ′ -stable. Let S := { s α | α ∈ Π } and W ′′ be the subgroup generated by S. It is clear W
′′
contains W ′ and s α for α ∈ Π \ ∆, so it also contains ws α w −1 for such α and all w ∈ W ′ . That is, W ′′ contains the group generated by s β for all
Since ∆ ∪ Π is positively independent, to show that (Φ, Π) is a based root system, it will suffice to show that if α, β ∈ Π with α = β, then c := − α, β ∈ COS. If both α, β are in ∆, or both are in Π, this follows since (Ψ, ∆) and ( Φ, Π) are based root systems. The remaining case is that, say, α ∈ ∆ and β ∈ Π. We show that in this case, c ∈ COS ∈ COS ′ . This shows that (ii) implies
The argument above also shows that no element of I is W -conjugate to any element of J.
Assuming that (i) and (ii) both hold, the remaining assertions of the Theorem follow directly from the consequences of (i)-(ii) proved above.
Affine reflection groups
Let E be a finite dimensional affine space over R and assume that the underlying vector space E is endowed with a positive definite scalar product , . If H is an hyperplane in E, we denote by s H the orthogonal reflection with respect to H.
Let A be an (affine) hyperplane arrangement in E and let W be the subgroup of O(E, , ) generated by (s H ) H∈A . As in [4, Chapter V, §3], we assume that the following hypothesis are satisfied:
The group W , endowed with the discrete topology, acts properly on E.
We can then define the notions of A-chambers, A-walls, A-facets, A-faces as defined in [4, Chapter V, §1]. We fix an A-chamber C and we denote by ∆ the set of A-walls of C. Let S = {s H | H ∈ ∆}. Then (W, S) is a Coxeter system and C (the closure of C) is a fundamental domain for the action of W on E (see [4, Chapter V, §3, Theorems 1 and 2]). We still assume that we have a partition S = I∪ J such that no element in I is W -conjugate to an element in J and we keep the notation of the previous sections. We set
Then A is an hyperplane arrangement satisfying (D1) and (D2). Let C be the unique A-chamber containing C. Then ∆ is the set of A-walls of C. We have:
Proof. LetĈ = w∈W I w(C). First, note that W I stabilizes A, so W I stabilizes C (and C). Therefore,Ĉ ⊆ C.
Conversely, let p ∈ C. Then there exists w ∈ W such that w(p) ∈ C. Write w =wx withw ∈ W and x ∈ W I . Then Proof. Since (W, S) is affine and irreducible and I S, the group W I is finite.
Therefore, C is compact and the result follows.
Remark -The two previous corollaries could have been shown using the classification and the Table given at the end of this paper.
Finite Coxeter groups
In this section, and only in this section, we assume that W is finite. We shall relate here the semidirect product decomposition with other constructions which are particular to the finite case: invariants, Solomon algebra. We first start by an easy result:
Proposition 5.1. If (W, S) is finite and irreducible and if J = ∅, then | J| = |S|.
Remark -Of course, the above proposition is easily checked using the classification (see the Table at the end of this paper). We shall provide here a general proof. As it is also shown by this table, the proposition is no longer true in general if we do not assume that W is finite.
Proof. We assume without loss of generality that (W, S) is the Coxeter system associated to a based root system (Φ, Π) such that Π is linearly independent. We keep the notation of the proof of Theorem 3.6 (Π J , Π...).
First, Π ⊆ Φ + . Let (λ α ) α∈ Π be a family of real numbers such that α∈ Π λ α α = 0.
Let x = α∈ Π |λ α | α. Since α, β 0 if α, β ∈ Π (see ( * ) in the proof of Theorem 3.6) and since , is positive definite, we get that x = 0 because
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But Π is positively independent, so we get that λ α = 0 for all α ∈ Π. Therefore, Π is linearly independent, so | Π| |S|.
Since | J| = | Π|, it remain to show that | Π| |S| or, in other words, that Π generates E . Let E ′ be the subspace generated by Π. It is W I -stable by definition of Π and it is W -stable since W is generated by the (orthogonal) reflections (s α ) α∈ Π . So E ′ is W -stable by Theorem 1.1 (a). Since E is an irreducible W -module and since Π = ∅, we get that E ′ = E , as expected. 
Solomon descent algebra.
If K ⊆ S and L ⊆ J, we set
The Solomon descent algebra Σ(W ) of W is defined by
(see [9] ). It turns out that it is a subalgebra of the group algebra QW . Similarly, we set
We then define a Q-linear map
for all K ⊆ S. Proof. Let z = w∈W I w. We shall first show that, for x ∈ Σ(W ), (5.10) z Res(x) = xz.
For this, we may assume that
we get
But W I∩K is the set of elements w ∈ W K of minimal length in w W K + . So it follows from Lemma 1.2 (c) that the map
is bijective. So x K z ′ = x K + = zx K + . Therefore,
But zd = z for all d ∈ X I I∩K , so
Since W I acts on the pair ( W , J), we have d X J∩W K d −1 = X J∩ d W K , so 5.10 follows.
Since the map Z W → ZW , u → zu is injective, we get immediately from 5.10 that Res is a morphism of rings.
Note that the group W I acts by conjugation on the descent algebra of W . 
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The Solomon descent algebra Σ(W ) is endowed with a morphism of Q-algebras θ : Σ(W ) −→ Q Irr W , where Q Irr W denotes the algebra of Q-linear combinations of irreducible characters of W (with usual product). The map θ is defined by θ(x K ) = Ind (a) Here, t 1 = t and t i+1 = s i t i s i (1 i n − 1). (b) Here, t 1 = t and t i+1 = s i t i s i (1 i n − 1), t ′ n = s n t n−1 s n and t Finally, it remains to describe the W I -action by automorphisms of ( W , J). This may be done by describing the automorphism of the Coxeter graph given by the simple reflections I of W I . Each s ∈ I acts by conjugation on the vertex set J of the Coxeter graph, and in most cases the action is clear by inspection of the graph. It may be specified by giving the induced permutation of the vertex set J of the Coxeter graph. For example, in type G 2 with I = {s 1 , s 2 }, the action is given by s 1 → (t, s 1 ts 1 ) and s 2 → (s 1 ts 1 , s 2 s 1 ts 1 s 2 ) where the image permutations are written in disjoint cycle notation. We will not explicitly list the action in the cases in which it is obvious by inspection.
The four graphs in the table (or amongst the degenerate graphs discussed above) for which the action is perhaps not obvious by inspection are again those designated (a), (b), (c) and (d). For these, the actions of W I are as follows:
(a) Here, s i → (t i , t i+1 ) for 1 i ≤ n − 1. (b) Here, s i → (t i , t i+1 )(t ′ i , t ′ i+1 ) for 1 i n − 1, and s n → (t n−1 , t ′ n )(t 
