Abstract -The objectives of this work were to evaluate the genotype x environment (GxE) interaction for popcorn and to compare two multivariate analyses methods. Nine popcorn cultivars were sown on four dates one month apart during each of the agricultural years 1998/1999 and 1999/2000. The experiments were carried out using randomized block designs, with four replicates. The cv. Zélia contributed the least to the GxE interaction. The cv. Viçosa performed similarly to cv. Rosa-claro. Optimization of GxE was obtained for cv. CMS 42 for a favorable mega-environment, and for cv. CMS 43 for an unfavorable environment. Multivariate analysis supported the results from the method of Eberhart & Russell. The graphic analysis of the Additive Main effects and Multiplicative Interaction (AMMI) model was simple, allowing conclusions to be made about stability, genotypic performance, genetic divergence between cultivars, and the environments that optimize cultivar performance. The graphic analysis of the Genotype main effects and Genotype x Environment interaction (GGE) method added to AMMI information on environmental stratification, defining mega-environments and the cultivars that optimized performance in those mega-environments. Both methods are adequate to explain the genotype x environment interactions.
Introduction
Additive Main effects and Multiplicative Interaction analysis (AMMI) allows for a large set of technical interpretations (Duarte & Vencovsky, 1999) and uses a principal component (autovector) to interpret cultivar performance. Yan et al. (2000) proposed Genotype main effects and Genotype x Environment interaction (GGE) Biplot analysis for graphic interpretation of the genotype x environment interactions. Although agronomic traits represent the combined effects of genotype (G), environment (E), and genotype x environment (GxE) interaction, the GGE Biplot analysis considers that only the G and GxE effects are relevant and that they need to be considered simultaneously when evaluating cultivars. The graphic axes of such analysis are the first two principal components of multivariate analysis and account for most of the data variance. The graphic axes take the environment as fixed effect. Thus, this analysis identifies which cultivars are superior and identifies mega-environments, i.e., environmental groupings having the same cultivar as superior in the trait under evaluation. Yan & Rajcan (2002) described the results of two multivariate analysis techniques (GGE Biplot and Genotype-Trait (GT) Biplot) by means of graphics, to describe the GxE interaction and genotypes for several soybean traits. They concluded that the analyses identified the GxE interaction and a single megaenvironment. GGE Biplot and GT Biplot were deemed simple and excellent methods for visual interpretation of the data. Kang et al. (2006) used GGE Biplot methods and concluded that the analysis helped identify cultivars that were adapted across locations, or whose stability was influenced by a linear effect of an environmental index. Dehghani et al. (2006) evaluated the effects of genotype and genotype x environment interaction on grain yield of 19 barley (Hordeum vulgare L.) genotypes via the GGE Biplot method. The authors identified three barley mega-environments, as well as the best cultivar for the mega-environments. Blanche & Myers (2006) used the GGE Biplot method to identify test locations that optimize genotype selection on the basis of their discriminating ability and representativeness. Yan et al. (2007) compared GGE Biplot and AMMI analyses. They concluded that both GGE Biplot and AMMI analyses combined rather than separated G and GxE in mega-environment analysis and genotype evaluation. The GGE Biplot was superior to the AMMI graph in mega-environment analysis and genotype evaluation, because it explained G + GxE more effectively and had the inner-product property of the biplot. The discriminating power x representativeness view of the GGE Biplot was effective in evaluating test environments, which was not possible with AMMI analysis. The model diagnosis for each dataset was useful, but the accuracy gained from model diagnosis should not be overstated.
Gauch Júnior et al. (2008) reviewed AMMI and GGE analyses, concluding that the AMMI megaenvironment graph incorporated more of the genotype main effect and captured more of the GxE interaction than did the GGE Biplot graph, and thereby displayed the "which-won-where" pattern more accurately for complex datasets. When the GxE interaction is captured well by one principal component, the AMMI graph of genotype nominal yields described winning genotypes and adaptive responses more simply and clearly than the GGE Biplot. For genotype evaluation within a single mega-environment, a simple scatterplot of mean and stability was more straightforward than the mean x stability view of a GGE Biplot.
The objectives of this work were to evaluate the genotype x environment (GxE) interaction for popcorn and to compare AMMI and GGE multivariate analyses.
Materials and Methods
The experiments were conducted at the Departamento The experiments were carried out in a randomized block design, with four replicates. Each experimental plot comprised four 4-m-long rows. The harvested area consisted of two central lines of the plot.
AMMI analysis combines additive components in a single model for the main effects of genotypes and environments, as well as multiplicative components for the interaction effect (Duarte & Vencovsky, 1999) . Thus, the mean response of a genotype i, in an environment p, is given by: l k g ik a pk + r ip in which: l k is the k th singular value of GE (linear); l k(gx1) and a ' k(1xa) are the respective singular values (vector column and vector line), associated with l k (Mandel, 1971; Piepho, 1995) ; g ik are the elements related to the i th genotype of vector l k(gx1) ; a pk are the elements related to the p th environment of vector a ' k(1xa) ; r ip is the additional residue and e ip is the ij th error associated with the model.
The GGE Biplot method is based on the model (Yan et al., 2000) :
Y ij is the grain yield mean of the i th cultivar, in the j th environment; _ y j is the overall mean of the cultivars in the j th environment; l 1 x il h jl is the first principal component (IPCA1); l 2 x i2 h j2 is the second principal component (IPCA2); l 1 and l 2 are the autovalues (characteristic roots) associated with IPCA1 and IPCA2, respectively; x i1 and x i2 are scores of the first and second principal components, respectively, for the i th cultivar; h jl and h j2 are the scores of the first and second principal components, respectively, for the j th environment; e ij is the error associated with the model.
The principal components were obtained from the transformation of the original set of variables, which were linear functions and independent among themselves.
All the analyses were carried out using SAS 6.1 (SAS Institute, 1999).
Results and Discussion
The cultivars showed different agronomic performance, according to sowing time and year (Table 1 ). The cvs. CMS 42, CMS 43, Rosa-claro, RS 20, Viçosa and Zélia showed wide adaptability. The cvs. Beija-flor and IAC 112 were adapted to unfavorable environments. The cv. Branco was adapted to favorable environments ( Table 2 ). The cvs. Beija-flor, Branco, CMS 42, CMS 43, IAC 112 and Viçosa showed wide stability ( Table 2) .
The AMMI Biplot analysis graphic of the nine cultivars in eight environments, over two agricultural years, is shown in Figure 1 A. The cultivars farthest away from the graphic's origin contributed most to increase the GxE interaction, such as cvs. CMS 43 (4), Rosaclaro (6), Beija-flor (1) and IAC 112 (5). The cvs. Zélia (9), Branco (2), Viçosa (8) and CMS 42 (3) contributed least to the GxE interaction, as they were closer to the center of origin of the axes. The cultivars with most adaptability and stability, according Eberhart & Russell method were different from those in the AMMI Biplot, because of the differences in the adaptability and stability criteria of the two methods.
In the AMMI Biplot method, the small angles between the cultivar vectors inside the same quadrant are similar, such as for cvs. Viçosa (8) and Rosaclaro (6), Zélia (9) and Beija-flor (1), Branco (2) and Viçosa (8), Branco (2) and Rosa-claro (6), and IAC 112 (5) and Zélia (9). These results are reasonable, since cvs. Viçosa, Branco and Rosa-claro are local cultivars from the same region and were selected in the same environment, while cvs. IAC 112 and Zélia are commercial cultivars that have similar agronomic performance in situations with low disease incidence. The hybrid IAC 112, originated from lines extracted from the population UFV Amarelo, from the same region as cvs. Viçosa, Branco and Rosa-claro. 
Means followed by the same letter in the same row, within a sowing time, do not differ by F test at 1% probability. The positions of the cultivars in opposing quadrants on the Cartesian plan show their dissimilar genetic performance, as can be observed for cvs. Viçosa (8) and RS 20 (7), Viçosa (8) and Beija-flor (1), Rosaclaro (6) and Beija-flor (1), Rosa-claro (6) and RS 20 (7), and IAC 112 (5) and CMS 42 (3). Andrade et al. (2002) identified heterosis by means of diallelic crosses between cvs. Beija-flor and Viçosa, consistent with the results found in this work, since heterosis only can occur between genetically divergent germplasm. Miranda et al. (2003) obtained Mahalanobis generalized distance estimates and identified the cultivar pairs RS 20/Beijaflor and Rosa-claro/RS 20 as most genetically distant based on the same field experiments reported here. They also identified the cultivar pairs IAC 112/Viçosa, and Branco/CMS 43 as most genetically similar. The cultivars RS 20, Zélia, IAC 112 and Beija-flor were identified as having the most potential for breeding.
Sowing times
The environments comprising September 1998 (E1), November 1999 (E7) and December 1999 (E8) were considered similar and, therefore, grouped into the same quadrant. These environments corresponded to the sowing times that provided three of the four most unfavorable environments (E1, E6, E7 and E8), according to the method of Eberhart & Russell.
The environments denoted by October 1998 (E2) and November 1998 (E3) were the most similar according to the method of Eberhart & Russell. The October 1998 (E2) environment was characterized as the ideal time for popcorn sowing, which is consistent with the findings of Nunes et al. (2003) based on the same set of field experiments.
The December 1998 (E4), September 1999 (E5), and October 1999 (E6) environments were the most dissimilar, but support the conclusion by Eberhart & Russell (1966) method that December 1998 was unfavorable, while September 1999 (E5) and October 1999 (E6) were favorable. This characterizes one of the disadvantages of the Eberhart & Russell method, as applied to subjective "favorable" and "unfavorable" environment classifications: the method is not always *Significant by F test at 5% probability. **Significant by t test at 1% probability.
ns Non-significant by t test or F test at 5% probability. (5), Rosa-claro (6), RS 20 (7), Viçosa (8) and Zélia (9) in eight environments: September/1998 (E1), October/1998 (E2), November/1998 (E3), December/1998 (E4), September/1999 (E5), October/1999 (E6), November/1999 (E7), and December/1999 (E8). adequate for the analyses of environments under stress conditions to which the cultivars were submitted. Thus, the environments were grouped as follows: group 1, unfavorable environments (E7 and E8); group 2, favorable environments (E2, E3, and E6); group 3, environment unfavorable (E4); group 4, favorable environments (E1 and E5).
In the AMMI analysis, when the vector representing the cultivar in the Cartesian plane was close to the position representing a given environment, it indicated that the cultivar performed best in this environment, compared to the other cultivars. Thus, the optimization of genetic cultivar potential, compared to the other optimizations, was obtained by cvs. CMS 42 (3), IAC 112 (5) and RS 20 (7) in a favorable environment, such as November 1998 (E3), September 1998 (E1) or September 1999 (E5); by cvs. Beija-flor (1) and CMS 43 (4), on delayed sowings such as those in November 1999 (E7), December 1998 (E4) and December 1999 (E8) (an unfavorable environments). These results are also in agreement with the interpretations of Nunes et al. (2003) , based on the method of Eberhart & Russell using the same set of field experiments used in the present analyses.
The position of a cultivar in the Cartesian plane, when inside the quadrant opposed to the environment's position, indicates lack of adaptation of this cultivar to the environment. Thus, lack of adaptation was observed for cv. Rosa-claro (6) in September 1999 (E5, a favorable environment), cv. IAC 112 (5) in November 1998 (E3, a favorable environment), cv. CMS 42 (3) in September 1998 (E1, an unfavorable environment), and cv. RS 20 (7) in October 1999 (E6, a favorable environment).
The GGE Biplot analysis graphic of the nine popcorn cultivars in eight environments, over two agricultural years, is displayed in Figure 1 B. The first two principal components explained 85% of the total variance, within the limit recommended by Cruz & Regazzi (1997) of at least 80%. Yan et al. (2000) stated that in the graphic analysis, the first principal component (IPCA1) represents cultivar productivity, and the second principal component (IPCA2), cultivar stability. However, Burgueño et al. (2000) stated that such properties tend to occur when the cultivars' IPCA1 is highly correlated with cultivar effects.
The GGE Biplot showed that the ideal genotype must have a high IPCA1 value (high mean productivity) and an IPCA2 value next to zero (more stable). Thus, based on the graphic interpretation, the cultivars with the highest IPCA1 values were CMS 43 (4), CMS 42 (3) and IAC 112 (5). The most stable cultivars were cvs. RS 20 (7) and Zélia (9). It was not possible to identify the ideal genotype by measuring just productivity and stability. When compared to the AMMI Biplot analysis results, only cv. Zélia (9) was identified as stable. Nunes et al. (2003) found the highest adaptabilities for cvs. CMS 43 (3,430 kg ha -1 ), CMS 42 (3,045 kg ha -1 ) and IAC 112 (3,045 kg ha -1 ) based on same field experiments.
An adequate environment for experimental evaluation is one with high IPCA1 value (higher cultivar discrimination power) and IPCA2 value close to zero (more representative of the overall environment mean). Thus, the environments October 1998 (E2) and October 1999 (E6) (favorable environments) had the highest IPCA1 values, and only the environment October 1998 had an IPAC2 value close to zero. The differences among genotypes in October 1998 are more consistent in terms of genotype value, considering that the environment and GxE interaction effects were isolated. These results are in agreement with the best sowing time for popcorn in the Zona da Mata, in Minas Gerais, Brazil, as reported by Nunes et al. (2003) . Compared to the AMMI Biplot analysis results, the two environments were also classified as favorable.
The GGE Biplot model graphic determines a polygon, established by the connection of the points representing the cultivars most distant from the origin in a Cartesian plane. This polygon is subdivided into sectors by straight lines from the origin, perpendicular to the polygon sides. The environment group within each sector and the cultivar at the polygon's extremity characterize the mega-environment (Yan & Rajcan, 2002) . Thus, two mega-environments were characterized, one with November 1998 (E3) and October 1999 (E6), representing favorable environments and another with the remaining environments. Some favorable environments identified by the AMMI Biplot method were not grouped as in the GGE Biplot method.
The genotypes located at the sector's vertex had optimal performance in their respective megaenvironment. Thus, the cv. CMS 43 (4) had the best performance in an unfavorable mega-environment, and cv. CMS 42 (3) exhibited the best performance in a favorable mega-environment.
