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Complex systems, far from equilibrium, are characterized by uncommon average behaviors with
scenario-specific constitutive laws. In the context of mechanical responses in solids, such as plasticity,
damage and crack initiation, constitutive modeling has strong microstructural and loading condi-
tions’ dependence: Mechanical testing is not only characterized by the universality of elasticity, but
also by a wealth of inelastic phenomena. In this paper, we propose that inelastic characteristics can
be predicted through the in-situ investigation of nominally elastic surfaces. We demonstrate a frame-
work that builds on a loading sequence of spatially resolved strain profiles, to develop equation-free
predictions of the mechanical response up to failure. The principal tools are elastic mode finger-
prints of the incipient instabilities and a library of pre-existing data sets. In analogy to common
fingerprints, we show that these elastic two-dimensional instability-precursor signatures can be used
to reconstruct the full mechanical response of unknown sample microstructures up to failure; this
feat is achieved by reconstructing appropriate statistical average behaviors with the assistance of a
deep convolutional neural network, fine-tuned for image recognition. We illustrate the scalability
and robustness of the approach in phase field simulations of single crystalline films with elastoplastic
inclusions under mode-I fracture loading.
A major characteristic of human societies’ history has
been the intrinsic coupling of material-science develop-
ments with technology leaps, an example of which is the
widespread use of steel in the Iron Age [1]. Analogously,
the Industrial Revolution coincided with the invention
of the Bessemer steel [2]. However, steelmaking still re-
mains an art [3], and finding new alloys with excellent
mechanical properties resembles a “Monty-Hall” prob-
lem [4]. A critical bottleneck in the systematic and tar-
geted material discovery for mechanical applications is
the lack of widely applicable modeling approaches across
material classes beyond elasticity. Such methods require
robust and multiscale physical understanding, a scalable
ability for predictions with high fidelity, and applicability
in technology-relevant extreme conditions, such as high
temperatures, pressures and strain-rates.
In the large multidimensional parameter space of pos-
sible compositions and loading conditions, a natural re-
quirement for the development of “systematic metal-
lurgy” has been the ability to consistently predict me-
chanical behaviors of new compounds by testing single-
dimensional parameter lines. In this context, a mul-
titude of data science and machine learning [5–9] ap-
proaches have been recently proposed, which focus on
consistent fitting and extrapolation. For example, image
recognition methods have been efficiently used for the
identification of “flaws” in materials and structures [10–
13], but work remarkably well only when the flaw’s me-
chanical effects are already well understood [14]. In
this paper, we develop a method that builds upon spa-
tially resolved strain information at the microstructural
scale of interest, and at consecutive in-situ mechanical
loads, in the nominally elastic, small-deformation and
non-invasive regime; such information may be efficiently
acquired through microscopy at the scale of interest [15].
The small-deformation superposition principle [16, 17] al-
lows for a complete reconstruction of strain profiles by
prior existing data, with assistance from a deep convolu-
tional neural network for image recognition. In this way,
a far-from-equilibrium statistical average [18] mechanical
response is formed for an unknown material microstruc-
ture. The method is scalable and physically consistent,
it remains efficient and minimal in terms of experimental
requirements, and can be applied to arbitrary collections
of microstructures.
In the study of non-linear dynamical systems, the be-
havior near a stable fixed point may seem ignorant of
nearby instabilities. eg. dx/dt = C −Dx2 with x(0) = 0
appears stable, but the existence of a perturbative sub-
leading term may lead to a bifurcation [19]. The sublead-
ing term(s) define the instability’s universality class that
contains unique spatiotemporal signatures, analogous to
fingerprints.
More specifically, for a dynamical system with evolu-
tion equation x˙i = fi(x), i = 1, 2, · · · , n, the instabil-
ities near a stable fixed point x0 = 0 (ie. fi(x0) = 0)
are controlled by the growth rates of generic perturba-
tions which are given by the spectrum of Lyapunov ex-
ponents(LE) [20–23] {λ1, λ2, . . . , λn} . LEs are the real
parts of the eigenvalues of the n × n Jacobian matrix
J ≡ Jij(t) = dfi(x)dxj
∣∣∣
x(t)
, which provides the fixed-point
dynamical evolution X˙ = JX with X = {xi}. The
LEs calculation is typically numerical in nature, even
though there have been difficulties with limited exper-
imental data [24–32]
In the context of elasticity, it is natural to view the
loading process of a mechanical system as a non-linear
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FIG. 1: Process diagram of main steps towards equation-free prediction for plasticity and damage. The field φ
typically is a strain invariant field that can be accurately measured through image correlation techniques. The applied strain
 corresponds to the user-defined loading steps.
dynamical system with “time” defined by loading. In
this definition, the dynamics in-between loading steps is
considered fully dissipative, and thus is neglected. Away
from the stable elasticity fixed point, a solid may un-
dergo numerous inelastic instabilities, such as necking,
buckling, plasticity, crack initiation, damage [17]. These
instabilities of elasticity represent spatially dependent bi-
furcations, or sometimes more complex fixed point be-
haviors such as dynamical relaxation oscillations and
limit cycles [33–35]
Assuming the loading of a sample location through
an imposed strain profile (t), there are various physi-
cal quantities that satisfy simple small-strain evolution:
dφ˜
d
= C + · · · , (1)
where C = const., φ˜ is reserved for the (tensor) field of
interest, and · · · refer to leading order terms ∼ φk with
k > 1. Assuming a generic leading-order perturbation,
and the identification φ = φ˜ − C, one has the normal
form:
dφ
d
= Jφ , (2)
where J is typically an unknown matrix. For example,
for the deformation tensor φ ≡ F one has,
dFij
di0,j0
= Cijklδkl,i0j0 + JijklFkl + · · · . (3)
By subtracting accordingly, this dynamical equation may
be written in its normal form dφ/dt = Jφ with J a multi-
index tensor that controls the most singular LEs. Anal-
ogous considerations may be made for other observables
such as damage and stress fields or stress/strain invari-
ants. Without loss of generality, we focus here on two
examples, the damage field d and the first strain invari-
ant, I
()
1 .
The pursuit in understanding instabilities of elastic-
ity requires the precise identification of J (see also
Fig. 1). The basic aspects of J are understood for ex-
actly solvable cases, such as a dislocation pile-up at a
precipitate under shear, an elliptical notch under lat-
eral load, or an Eshelby inclusion in an elastic ma-
trix [17]. In all these cases, it can be directly shown
that J captures the long-range stress changes during sub-
tle movements of inelastic defects (dislocations/micro-
cracks/damage/inclusions) in the parent elastic system.
The exact solutions of strain induced by individual lat-
tice defects have provided major insights for construct-
ing constitutive equations in models of mechanics [17, 36].
Here, we develop an automatic framework to capture and
develop such solutions towards equation-free predictions:
2
FIG. 2: Model description & demonstration: Elastoplastic microstructure with brittle fracture characteristics, through a
phase-field approach. (a) Texture, (b) Phase field of damage 〈d〉, (c) Uniaxial stress along the z axis, (d) Uniaxial strain along
the z axis, (e) Evolution of stress and damage field vs. axial imposed strain.
For a particular sample (of unknown microstructure and
material), one seeks to predict its mechanical response
and failure while only requiring non-invasive mechanical
and microscopy testing. One may collect consecutive spa-
tially resolved profiles of an observable which should sat-
isfy the normal form of Eq. 2. These profiles may be used
to identify the spatially resolved Jacobian matrix J and
the corresponding effective growth exponents and eigen-
modes Ψ. The set of modes Ψ0 of the unknown sample
may be considered as the fingerprints of incipient elastic
instabilities, that may have either a microstructural or
geometric origin. Due to the small-deformation superpo-
sition principle, these modes may be directly compared to
any superposition of other modes Ψi that have been simi-
larly calculated from other microstructures, but with the
same loading and geometry conditions as the unknown
sample. The modes Ψi are stored in the library libΨ.
The use of a superposition approach implies the exis-
tence of a particular, unknown, defect configuration that
can generate the mode Ψ0.
One could use a variety of approaches towards identi-
fying probability weights wi to satisfy: Ψ0 =
∑
wiΨi,
eg. eigenmode basis projection or direct fitting [37]. In
the framework discussed in this manuscript we utilize
deep convolutional neural networks to estimate wi’s.
Moreover, if pre-existing library samples have been tested
to failure, with recorded response functions φi = Hi(),
then at small deformations, it shall formally hold that
〈φ0〉 =
∑
wiHi(). If we then promote the statistical
averaging hypothesis, then wi’s may be extended to esti-
mate average responses at all strains. The identification
of ensemble averages in our framework is dependent on
the wealth of the modes’ library libΨ and their resolution
(see Fig. 1).
The analogy of eigenmodes Ψ to fingerprints is insight-
ful: The sought experimentally relevant strain deforma-
tion data sets are typically two-dimensional (2D) and
only capture small strains of a surface profile. However,
in the same way that 3D humans are being recognized
by 2D fingerprints, material microstructures may be rec-
ognizable by the load-dependent elastic defect signatures
in the small strain regime.
We label this framework as Stability of Elasticity Anal-
ysis (SEA). To explicitly illustrate it, we perform con-
tinuum simulations of the mechanical behavior in a
model material that resembles a brittle FCC material
with material properties of Aluminum that may plas-
tically deform at the microscale [38]. Results in these
model microstructures can be applicable to virtually all
brittle and quasi-brittle material classes [17, 39]. We
use an integrated spectral phase field approach (for
crack growth) coupled constitutively to elastoplasticity
through the Du¨sseldorf Advanced MAterial Simulation
Kit, DAMASK, open-source software [40]. Typical phe-
nomenological crystal plasticity constitutive laws are uti-
lized, that take into account grain orientation, crystalline
structure, and possible slip systems [17]. This is a mul-
tiscale, micromechanical analysis that connects the mi-
crostructure to the macroscopic mechanical response.
We consider an exemplary test case by laterally loading
a notched thin-film specimen in contact with air in the
horizontal direction, with sample dimensions: 0.25cm2
and a resolution at 40µm in the loading direction, 20µm
the horizontal, and 40µm in thickness).The notch facili-
tates crack growth and it has width 0.15mm and height
0.3mm, with an elliptical shape. The importance of this
example is that its dimensions can be efficiently achieved
by current experimentation procedures [15]. The sample
also contains a large variety of needle-like inclusions with
distinct material properties than the matrix and there is
also stochastically imposed microscale initial damage at
the inclusion tips. Naturally, these inclusions behave as
severe defects, where micro-cracks may nucleate during
mechanical loading.
DAMASK utilizes a phase field model [41] in the con-
tinuum to solve for material deformation due to damage
evolution within the sample. It uses a spectral method
to solve for the elastic and plastic deformation, which is
very stable in handling microstructural inclusion disor-
der and damage. For using FFTs, the sample requires a
3
FIG. 3: Demonstration of Single-Sample Mode (SSM) Identification & Prediction using φ ≡ 1 − d. (a) Selected
(3) EIMs emerging from considering the consecutive damage images until close to failure. (b) real and imaginary parts of lnλk
for each kept k-mode. (c) Singular value ςj for the j-th SVD-mode. (d) Predicted damage evolution snapshots using only the
identified modes.
rectangular-gridded mesh and periodic boundary condi-
tions in all three directions. A layer of air is in contact
with the notched surface (horizontal direction), in order
to satisfy the periodic boundary conditions. The sam-
ple is considered infinite in the loading direction, since
periodic [38]. Here, we focus on the post-processing as-
pects that are based on the discussed framework (see also
Fig. 1). In this way, damage/strain profiles generated in
our simulations (Fig. 2 (b-d)) can be easily resembled to
crack/void and strain profiles that may be generated by
Digital Image Correlation (DIC) techniques [15].
For the needs of the framework, and only for demon-
stration purposes, we consider a particular inclusion re-
alization (see Fig. 2a) as the “unknown” microstructure
that requires to be assessed. For the library of pre-
existing microstructures libΨ, we consider 50 other re-
alizations that include various realizations of the same
statistically microstructure, microstructures with larger
needle-like inclusions, as well as samples of various mate-
rials without any inclusions but different material prop-
erties (elastic moduli, strength, critical strain energy re-
lease rate). More complex library constructions will be
pursued in future works. Loading is monotonically in-
creasing in a displacement-controlled fashion along the
lateral direction until fracture. Damage increases across
the sample in a highly stochastic manner, both from the
notch as well as the damaged inclusions. The overall re-
sponse is shown in Fig. 2.
In the model, fracture takes place at a loading stress
∼ 100MPa, controlled by both Linear Elastic Fracture
Mechanics [42], as well as quasi-brittle fracture induced
by the inclusions. In this complex but realistic scenario,
the major question arises in the capacity for data-rich but
equation-free predictions of the fracture stress, as well as
the overall pathway to failure. Another relevant question
involves the prediction of ideal material microstructures
with optimal material properties. The latter aspect will
be the focus of future works.
The primary aspect of SEA involves the identification
of elastic instability modes (EIM) through a sequence of
spatially resolved strain profiles, which should solve the
corresponding eigenproblem of Eq. 2. Then, EIMs may
promote equation-free predictions of overall mechanical
behaviors in unknown samples. For this purpose, any
observable field may be used. In this work, we consider
the phase-field damage field d (which takes locally the
value 0 when material remains locally undamaged and
1 if fully damaged) and the first strain invariant I1 ≡
xx+yy+zz. The results for φ ≡ d are shown in Figs. 3
and 4, while the results for φ ≡ I1 are shown in Figs. 5
4
FIG. 4: Equation-Free Predictions with φ ≡ 1− d: The
SSM prediction extends only to the behavior of the damage
field. EM-CNN uses the library of prior samples and modes
libΨ to reconstruct a predicted behavior that is very accurate
for the currently modeled stochastic microstructures.
and 6.
Given the selection of the field φ, EIMs may be iden-
tified by using Singular Value Decomposition to attempt
an approximate but formal reconstruction of J [43–45]
The principal idea is to assume that the evolution op-
erator can be self-consistently diagonalized, after defin-
ing it in terms of consecutive time-step snapshot vectors
X = {φ0j } and Y = {φ0+δj }:
J = YX† (4)
where X† is the Moore-Penrose pseudo-inverse of X. The
matrix J is the attempted solution of JX = Y. J is
the best-fit linear system evolution operator that takes
X to Y. The eigenvectors and eigenvalues of J can be
estimated by taking the reduced SVD of X:
X = UΣV∗ (5)
where U ∈ Cn×r, Σ ∈ Cr×r and V ∈ Cm×r with r the
rank of X. In this work, we maintain r = 8 (cf. Figs. 3c,
5c). Clearly, the singular value amplitudes ςj of the SVD
modes capture the variability in the strain evolution for
both studied φ cases (see Figs. 3c, 5c). The eigendecom-
position of U∗YVΣ−1 can be directly calculated, giving
a set of eigenvectors w and eigenvalues µ. The operator
J has eigenvalues µ and eigenvectors Ψ = 1λYVΣ
−1w
(cf. Figs. 3a, 5a for some example modes). This low-rank
approximation of eigenvalues and eigenvectors of J allows
for the approximate reconstruction of the time evolution
as:
φ˜() =
r∑
k=1
bk(0)ψk()e
lnµk/∆ (6)
with the coefficients bk(0) characterize the initial condi-
tion φ0 and b = Ψ
†φ0. The quantity λk ≡ lnµk/∆ has
a real part, which if larger than 0 signifies a finite insta-
bility growth rate, dominated by mode k. An imaginary
part signifies additional oscillatory response (see Figs. 3b,
5b). The Single Sample Mode (SSM) prediction is pro-
moted by considering the formal mode expansion into
modes and then extrapolating the modes into the future
as in any non-linear dynamical system [19, 45]. The SSM
is able to capture the incipient instability, even though
equation-free predictions of average quantities typically
miss the true response (see Figs.4 and 6). This is natu-
rally expected for investigations of precursors in bifurca-
tion dynamics [35].
The resolution scale shall be at the characteristic scale
of the elastic fluctuations (eg. at the scale of a Represen-
tative Volume Element (RVE)) and thus, the dimensions
of J are necessarily finite. In a formal sense, J represents
the projection of the J operator onto a Krylov space given
by the collected snapshots.
The efficient but approximate Elastic Instability Eigen-
mode Analysis (EIEA) promotes well resolved eigen-
modes Ψ that should form orthogonal and linearly in-
dependent basis functions; however, their approximate
character makes them neither exactly linearly indepen-
dent neither necessarily orthogonal. The eigenvalues λ
control the instabilities, for which the real part deter-
mines the growth rate whilst its imaginary part identifies
the frequency. If the snapshots are being gathered in a
regime that ∆/test → 0, then future solutions shall be
linear superpositions of the resolved eigenmodes. More-
over, due to the existence of elastic superposition prin-
ciple [17], any linear EIM superposition corresponds to
an unknown but realistic microstructure with identical
loading and boundary conditions. The latter feature of
the discussed method is key to its ultimate usefulness.
The eigenmodes are ranked by their amplitudes (see
Fig. 4). Highly damped modes make negligibly small
contribution regardless their amplitude in a long term. A
way to estimate the error made by the method is to esti-
mate relative mode contributions in large enough strain
intervals (up to strain T ) .
1
T
∫ T
0
|bjµ/∆j |2 = bj
e2λjT − 1
2λjT
(7)
The aforementioned approach leads to the formation
of EIMs that can lead to a large-strain solution for a sin-
gle sample, which approximately predicts incipient elas-
tic instabilities. There is a natural way to develop a
dramatic scalability of this approach by utilizing a fun-
damental aspect of small mechanical deformations: the
superposition principle [17]. Namely, various different
microstructures, tested at total strain 0 ≤ 10% with
identical boundary conditions may exactly model the me-
chanical response of an unknown microstructure, using
5
FIG. 5: Demonstration of Single-Sample Mode (SSM) Identification & Prediction using φ ≡ I()1 . (a) Selected (3)
EIMs emerging from considering the consecutive damage images until close to failure. (b) real and imaginary parts of lnλk
for each kept k-mode. (c) Singular value ςj for the j-th SVD-mode. (d) Predicted damage evolution snapshots using only the
identified modes.
FIG. 6: Equation-Free Predictions with φ ≡ I()1 : The
SSM prediction extends only to the behavior of the damage
field. EM-CNN uses the library of prior samples and modes
libΨ to reconstruct a predicted behavior that is very accurate
for the currently modeled stochastic microstructures.
appropriately weighted sums. For making accurate but
equation-free predictions of damage and plasticity we uti-
lize a library of dynamical modes Ψi and complete re-
sponses up to failure. Major understanding of elastic
instabilities originates in the fundamental works by Es-
helby [46]. Here, we propose a systematic capture of a
scalable set of defects in a consistently tracked manner
that extend those studies and understanding. Thus, it is
assumed that r modes Ψi ≡ {ψj} for j ∈ [1, r] are pre-
cisely known for sample i that were previously tested up
to complete failure for desired loading conditions, each
providing a functional form φi = Hi() where φi denotes
the loading response of interest (σ, τ , etc.) while  pro-
vides the loading probe of interest (eg. loading strain in
a particular direction). Analogous data sets, for differ-
ent tested microstructures, including mode-sets Ψ and
responses H are stored in the library libΨ. The data sets
{Ψ,H} are produced for different microstructures but
same loading and boundary conditions for precise com-
parison purposes. Small-deformation superposition and
eigen-decomposition principles dictate that there must
be weights wis so that at small deformations,
Ψ
(unknown)
0 '
∑
i∈libΨ
wiΨi (8)
The identification of probability weights wi requires a
projection of the library EIMs on the new EIM Ψ0.
Given wis so that Ψ0 is effectively reconstructed by pre-
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existing library eigenmodes, then far-from-equilibrium
statistical mechanics dictates that it is critical to per-
form averages only of systems that share analogous defect
content [18]. For elasticity, the key step consists in iden-
tifying samples that contain similar dynamical features,
despite the possibility of location (or/and orientation)
differences in the sample. It is expected that in homo-
geneously distributed samples, such differences will not
influence significantly the material response. Thus, a nat-
ural statistical averaging hypothesis for the equation-free
prediction of the unknown sample’s mechanical response
should be,
〈φ0〉 =
Ns∑
i=1
wiHi() (9)
For estimating the probability weights wi, we utilize a
deep convolutional neural network (d-CNN). The imple-
mentation is straight-forward in that mode identification
is treated as a face-recognition problem. While there
are multiple approaches towards identifying appropriate
mode projections on the emerging basis [47], we find that
d-CNNs are efficient and robust. CNNs were originally
suggested for handling two dimensional inputs (e.g. im-
age), in which features learning were achieved by stack-
ing convolutional layers and pooling layers.[48] dCNNs
(dCNN) were introduced [49], for improving performance
in image recognition. CNNs and dCNNs are well fit for
automated defect identification in surface integration in-
spection, and their optimization is based on backprop-
agation and stochastic gradient descent algorithms. [10–
13] We apply a standard deep convolutional neural net for
image recognition of similar resolution to our images, by
using the TensorFlow software [50]. The predictions of
this Elastic Mode Convolutional Neural Network (EM-
CNN) approach for the average field φ (either damage
field 〈d〉 or first strain invariant I1) and loading stress
field average 〈σzz〉 are shown in Figs. 4 and 6, whereas
true mechanical response (cf. Fig. 2e) is overlayed. The
EM-CNN results are efficient and robust with impressive
agreement with the true mechanical response. The suc-
cess of the method is clearly connected to the fact that
the library of pre-existing data libΨ contained similar
microstructures to the ones tested.
The interpretation of the weights wi should be made
in terms of the identification of an appropriate combined
set of defects that provide similar modes to the sample of
interest. While the method is not expected to be numeri-
cally exact (even for model simulations), it is a fundamen-
tally robust approach. The scalability of the implemented
approach is guaranteed by the fact that given the wealth
of data in the library libΨ, equation-free predictions will
contain enough parameters to fully model unknown sam-
ple microstructures. In this way, it becomes transparent
that the testing of a large variety of microstructures in
advance, may allow, in principle, for the identification
of EIMs for a completely unknown microstructure that
may include completely different compounds through co-
operation of different types of microstructures. The com-
bination of the small deformation superposition and the
eigen-decomposition principles allows for a complete and
scalable –in principle exact– identification of the precise
spatiotemporal evolution of an elasticity-driven sample,
by using only local test strain information at small, non-
invasive deformation strains. The ability of this method
to produce accurate predictions depends primarily on the
library of available information and the required reso-
lution but not on any fundamentally uncontrolled con-
straint.
In conclusion, we presented and illustrated a data-
rich but equation-free, fundamentally sound approach to-
wards predictions of the complete mechanical responses
in generic solids. Stability of Elasticity Analysis is a
framework that combines two principal features: i) the
identification of instability fingerprints by utilizing spa-
tial strain profiles at consecutive mechanical loads, ii) the
fingerprint comparison and probability weight identifica-
tion for pre-existing library data, defining appropriate
far-from-equilibrium ensemble averages. For the former
step, standard SVD methods are used, while the latter
step required state-of-art image recognition software by
using a dCNN. While we illustrated how this method
explicitly works for FCC thin film modelmetals, it is ex-
pected that SEA should have generic material class and
loading condition applicability.
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