In the present work, we present numerical results for an iterative method for solving an optimal control problem with inequality contraints. The method is based on generalized Bregman distances. Under a combination of a source condition and a regularity condition on the active sets convergence results are presented. Furthermore we show by numerical examples that the provided a-priori estimate is sharp in the bang-bang case.
Introduction
In this article we consider optimization problems of the following form
such that u a ≤ u ≤ u b a.e. in Ω (P) which can be interpreted both as an optimal control problem or as an inverse problem.
Here Ω ⊆ R n , n ≥ 1 is a bounded, measurable set, Y a Hilbert space, z ∈ Y a given function. The operator S : L 2 (Ω) → Y is linear and continuous. Here, the interesting situation is, when z cannot be reached due to the presence of the control constraints (non-attainability). The set of admissible functions is abbreviated by
We are interested in an iterative method to solve (P) based on generalized Bregman distances. In [1] the algorithm was analysed under a suitable regularity assumption. Here we recall the most important results, followed by numerical results.
Bregman iteration
The Bregman distance associated with the regularization functional
where λ ∈ ∂J(v). In the following (α k ) k denotes a positive, bounded sequence of real numbers. The algorithm is given by:
3. Set k := k + 1, go back to 1.
The algorithm is well-defined due to the convexity of D λ (·, v) with respect to the first argument (see [1] and the references therein).
A-priori error estimates
Let u † be a solution of (P) and p † = S * (Su − z) be the adjoint state, then (p † , u − u † ) ≥ 0, ∀u ∈ U ad is satisfied. To derive our error estimates furthermore assume that there exists a set I ⊂ Ω, w ∈ Y and κ, c > 0 such that I ⊃ {x ∈ Ω : p † (x) = 0} holds. In addition assume that χ I u † = χ I P U ad (S * w) and S * w ∈ L ∞ (Ω) holds. On the set A := Ω \ I we assume that the following structural assumptions |{x ∈ A : 0 < |p † (x)| < ε}| ≤ cε κ ∀ε > 0 holds.
Under this regularity assumption strong convergence of the iterates (u k ) k can be established together with the a-priori error estimate
with the abbreviation
j . For details -both for the regularity assumption and the convergence -we refer to [1] . For the special choice of a constant sequence α k = α > 0 and κ < 1 the a-priori estimate reduces to
Numerical examples
In this section we present numerical results. The implementation is done in FEniCS [2] with a semi-smooth Newton solver (see [3] ). We use constant α k = α and compute the numerical approximation
for bang-bang test examples (A = Ω). Here our operator y = Su is chosen to be the solution of the equation −∆y = u in Ω and y = 0 on ∂Ω. First we compute 1D examples with κ = 1, κ = Numerical estimates indicate κ = 1, which is supported by our numerical results. Note that if the grid is too coarse the discretization error is dominating the regularization error, leading to unreliable results for κ k . In all cases we obtain κ k ≈ κ for k large and h small enough, indicating that our a-priori error estimate is sharp for the bang-bang case. Table 4 : 2D example (κ = 1).
