Motivated by Feinberg's work, Nagaraja and David (1994) Now suppose the joint distribution of (X, Y) IS such that as
X~ ~1 (1), F2 (y I x) ~ H(y).
Where ~l (p) the pth quantile of X.
Then (3.1.1) holds with H(ylx) = H(y) and An= 0, Bn = 1 then the lemma follows. The asymptotic distribution of Vk,n In the quantile case IS given In the following result. Using these basic results the present chapter deals with the distribution theory of Vk.n for the Morgenstern family of bivariate distributions and obtain certain characteristics that could be useful in selection problems. The importance of this family discussed in Chapter 2 arises from the fact that it enables construction of bivariate distributions with specified marginals. When prior information is available in the form of marginal distributions, we get a class of distributions indexed by the parameter, from which a suitable member that is appropriate to the data could be found.
Distribution of Vk,,,
The cumulative distribution function (cdt) of Vk,n follows from (3.1.1) and is
where
and
For the Morgenstem family we have co fFy,x(Y I x)fx(x)dx
and hence
Using binomial expansion and simplifying we get
It follows from (3.2.3) that the probability density function of Vk.n is
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The distribution function (3.2.2) can be written as (3.2.5)
After using the reduction formula for gamma functions,
at [1-Fy{y)t
As n ~OO, keeping k fixed, we find that the asymptotic distribution of Vk,n has distribution function
The density function corresponding to (3.2.6) becomes
(3.2.7) (3.2.7) may be represented as
(3.2.8)
Moments of(3.2.8) are calculated as
f-L kk+1
Particular Cases
In this section we specialise the results in the previous section for some well-known members of the family.
Bivariate Exponential Distribution
For the bivariate exponential distribution specified by (2.5.1) it follows from (3.2.3) that,
It may be noted that E[Vk.n] is an increasing function of a and depends only on rh.
The gain in effectiveness due to an additional observation is decreasing function of k. ek.n is independent of the parameters () I and rh. More over it is an increasing function of a and ek.n = 1 when k = n. Minimum and maximum values of ek.n occurs when a = -1 and a = 1 and these values for n = 1 O,k = 1 are .2017 and .4811
respectively.
The asymptotic distribution of Vk.n for fixed k has distribution function (3.3.1. 5) and with density function Also fJy)~ :, [1-eX+ :,}f ex+ :
The distribution function of the bivariate uniform distribution is specified by (2.6.1). The distribution function OfVk,n follows from (3.2.3) as,
Using Jlr:s = rh. --in (3.2.5), we get given by
(3.3.2.8)
Bivariate Logistic Distribution
For the Gumbel' s (1961) type II logistic distribution specified by (2. 7.1)
Vk.n has distribution function and probability density function
-00 <y < 00.
we get 67 (3.3.3.1)
As in the above cases E[Vk.n] is an increasing function of a and depends only on fh. Another point of interest is the gam in efficiency due to an additional observation. This is measured through the difference ek+\'n -ek,n for different values of k. As an illustration Figure 3 .3 provides a graphical representation of the gain for the uniform, exponential and logistic models. From the graph it could be seen that for values of k larger than lOin a sample of size 30, the gain is not substantial for a= 0.8. gives an efficiency ek,n = 0.95 for a = 1. But in the bivariate logistic case the selection procedure has no significant use. It needs almost 50% of the top concomitants to get the best individual in the selection procedure. Thus we conclude that the data is approximately closet to the bivariate independent case and the marginals are uniform the selection procedure discussed in this chapter is very effective and useful. 
