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1. INTRODUCTION 
In this paper we examine the solutions of the equation 
yM +F(Y, A, X)Y = 0 
in [a, b] under two types of boundary conditions: 
(1-l) 
&Y(U) + ,6r’(Q) = 0, W(b) + SY’(4 = 0; (1.2) 
and 
olrw + bY(b) = 07 yy’(a) + Sy’(b) = 0. (1.3) 
A solutiony =y(X, x) of (1.1) + (1.2) [or (1.1) + (1.3)] will be called an 
nth eigenfunction of the boundary-value problem if it has 11 - 1 simple 
zeros in (a, b). 
In Sections 2 and 3 we treat the boundary conditions 
y(u) = y(b) = 0. (1.4) 
Moroney [7] examined this case and proved the existence of an infinite 
sequence of characteristic functions under certain conditions. We will show 
that these conditions can considerably be weakened (Section 3). 
In Sections 4 and 5 we prove analogous theorems for the boundary condi- 
tions (1.2) and (1.3). 
Finally, in Section 6 we show how the method of Section 4 may be extended 
to nonhomogeneous equations. 
2. THE BOUNDARY-VALUE PROBLEM (1.4) FOR y” + F(y, x) y = 0 
Consider 
y” +F(Y, X)Y = 0. (2.1) 
* This work was submitted in partial fulfillment of the requirements for the degree 
of Doctor of Philosophy at the Carnegie Institute of Technology. 
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In the following, we assume that F(y, x) satisfies the following conditions: 
F(y, x) defined and continuous in 
R = {(Y, x)1 --co -=c Y -=c ~0, a < x < b}; (2.2a) 
F(y, 4 > 0 for all (Y, 4 # (0,x); (2.2b) 
$F(Y, 4 = 00, uniformly in a<x<b; (2.2c) 
F(Y, 3 4 G F(Y, 9 4 (2.2d) 
whenever 1 yr 1 < 1 ys 1 and x E [a, b]. 
THEOREM 2.1. If the initial-value problem 
y(u) = 0, y’(u) = 1 for Y” + YWY, x) = 0 (2.3) 
has a unique solution in [a, b] for every h >, 0, then the boundary value- 
problem (2.1) + (1.4) has a solution. Moreover, there exists a number N > 0 
such that for each positive integer n 2 N there exists a solution m(x) of 
(2.1) + (1.4) having (n + 1) simple zeros in [a, b]. In particular, if 
F(0, x) = 0 then N = 1. 
Proof. From the classical Priifer substitution, y(x) = p(x) sin e(x), 
y’(x) = p(x) cos B(x), we obtain the integral 
in which y(X, x) is the unique solution of the initial-value problem (2.3) for 
y” + F(hy, x)y = 0. (2.5) 
{Evidently, if y( x is a solution of (2.5), then by(x) is a solution of (2.1), ) 
having the same number of zeros in [a, b] as y(x).} 
A. From (2.5) and (2.3) it follows that [y’(x)12 + [y(x)]” > 0 for every 
x E [a, b]. Therefore, B(h, x) is defined for every finite h. 
B. The uniqueness of the initial-value problem (2.5) + (2.3) assures 
([2], p. 58) that y(h, x) and y’(h, x) are continuous functions of X, uniformly 
in a < x f b. Therefore, e(/\, x) is continuous in X as well as in x. 
C. From (2.4) and (2.5) we obtain 
e(x, a) = 0 (2.6) 
e(x, x) = arctan[y(h, x)/y/(X, x)]. (2.7) 
Hence, if for some h = X, 
B(h, , b) = nr, 
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Y& , b) = 0. 
Consequently, because of the continuous increase of 0(h, , X) from tY(h, , u) = 0 
to e(x, , b) = ml-, B(h, , X) attains all the values Izrr with K = 0, I,..., II. 
For such a A, , y(& , x) is a solution of the boundary-value problem 
(2.5) + (1.4) having n + 1 zeros in [a, b]. From the uniqueness of the 
initial-value problem it follows that these zeros are simple. 
D. From (2.2d) it follows that F(0, X) < F(Ay, X) for any y. Therefore, 
by the Sturm Comparison Theorem, the number of zeros of y(h, x) is 
smallest for h = 0. 
If ~(0, X) has N zeros in (a, 6) then NT < 0(0, b) < (N + 1)~. Since 
B(h, b) is continuous in A, we conclude that if 
$i2 e(h, b) = CO cw 
then for each integer II > N there exists A,, such that B(h, , b) = tin. 
Therefore, it is sufficient to prove the validity of (2.8). 
E. If the number of zeros grows indefinitely with h then (2.8) evidently 
follows. 
Suppose now that Conditions (2.2a)-(2.2d) hold, but the number of 
zeros of y(h, X) is bounded for all A. We will show that even in this case (2.8) 
holds true. [Since this is of course a contradiction, we will thus have shown 
that the number of zeros cannot be bounded for all A, so that (2.8) will 
be proved.] 
From the last hypothesis follows that there exists a sequence (A,) such that 
ha--+ a, (2.9) 
and such that each y(& , X) has exactly M(>O) zeros in (a, 6). 
We designate the zeros of y,, = y(& , LX) by a = a,, , urn ,..., anln < b, 
and let 
zEra!p,;;+l*J I Y@, 2 4 I = I Y&a 2 &n> I = rlin (i = 0, l,..., M - 1). (2.10) 
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E. We claim that 
for i = 0, l,..., M - 1. 
Proof. By the above notation 
Y’GL , tin) = 0 i = 0, l,..., M - 1. (2.13) 
Integrating (2.5) we obtain 
I Y’(h 3 4 (2.14) 
Equation (2.11) follows by multiplying through by A, . 
Because of (2.2b), each solution y(h, X) of (2.5) is concave toward the 
x axis. Therefore 
(2.15) 
from which (2.12) follows. 
Taking into consideration (2.9) and the second of the initial conditions, 
i.e., y’(& , aon) = 1, we obtain from (2.11) and (2.13) that 
G. We now have to investigate the behavior of y(& , X) in the interval 
(%‘ > b). We claim that 
lim X,71rnn = co unless b -um,-tO. (2.17) 
Proof. If y’& , 5,,) = 0 and tmmn < b, (2.17) follows from (2.11), since 
in this case (2.11) is also valid for i = M. 
Otherwise, 
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since y& , x) is concave. Suppose now that b - Q,, >, 6 > 0 and 
h nvmn G k < ~0 (2.18) 
for all n. Thus, from (2.14)-applied to the interval (Q,~ , .&J = (amn , b)- 
we infer that 
I &Jq~, 9 Qmn) - &zY’(&l 3 41 < f < co. 
From (2.15) and (2.16) we obtain for i = M - 1 that 
I ~,Y’(hz > Qnn)l -+ (a 
and therefore 
because of the concavity of y(& , x). Hence, hnymn -+ co, which contradicts 
(2.18). 
II. Each of the intervals (ai,, ui+& i = 0, I,..., M contains a sub- 
interval Ii, = (a:, , a:,,,,) such that 
and such that 
, 




Both inequalities are elementary consequences of the concavity of y(h, x). 
I. Writing yn for y(& , x) we have on each interval Ii,, (i = 0, l,..., M) 
Y? + Y~~WLY~ , t) > y,2F(hny,, , t) 
Y: + Yn2 ’ Y; +yn2 ’ 
and by (2.19) and (2.20) [m(x) # 0 on I,‘,], 
riz2 + Y,~FGLY~ ,t> > yn2F&y,z , t) > F(&vi,/2, t) 
Y: + ma ’ y,“(o~ + 1) ’ u&2 + 1 
> 33Vn~nl2, t) 
’ (b-Q)+1 ’ 
with ~ln = min, Q, . 
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According to (2.17) we extend the above summation up to i = M if 
b- amn + 0. In this case CE, uin = f(b - a). Otherwise we don’t include 
into the sum the interval (unm, b) and we have only 
By (2.16) and (2.2c), 
4, = $7 &4,,42, t) --t CO as n-t Go; 
i in 
therefore, 
By the Holder inequality, 




F. CQ,, = ) (b - a) [or tends to 2 (b - u) as n + CO] 
we obtain 
&I,, , b) + co. 
This completes the proof. 
3. EXTENSIONS 
As we mentioned earlier, if y(x) is a solution of 
y” + YWY, 4 = 0 (3.1) 
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then Z = Xy is a solution of 
2” + ZF(Z, x) = 0. (3.2) 
That is, the dependence of F( , ) on a parameter h is not essential for the 
existence of an infinite set of eigensolutions. 
However, if we drop the condition (2.2~) i.e., F(y, x) remains bounded 
for y -+ co, no such set of solutions will exist. This follows at once from 
Sturm’s Comparison Theorem. As in the linear case, a parameter X is to be 
introduced in order to produce the desired set of solutions. 
The following theorem is an easy consequence of the inequalities (2.19) 
and (2.20). 
THEOREM 3.1. If F(y, A, x) satisfies the following conditions: 
F(y, A, x) is dejked and continuous in 
R = {(y, A, x)1 -CO < y < co, 0 < A, a < x < b>; (3.3a) 
F(y, A, x) > 0 in R; (3.3b) 
F-2 F(y, A, x) = co (3.3c) 
uniformly in --CO < y < co and a < x < b; 
the initial value problem 
y(a) = 0, y’(a) = 1 
f OY 
y” + yF(y, A, 4 = 0 
has a unique solution; then the boundary-value problem 
r(a) = y(b) = 0 




Moreover, if for some h > A, the solution y(X, x) of the initial-value problem 
has N zeros, then for each n > N there exists a solution yn = y(X, , x) of 
(3.4) + (3.5) having n zeros in [a, b]. 
Proof. Because of (3.3d) we can follow the same line of reasoning as in 
the proof of Theorem 2.1, and it is sufficient to prove the validity of the 
relation (2.8). 
By (3.3b) all solutions of (3.2) are concave and the inequality (2.20) remains 
true for a sequence of solutions {y(h, , x)} h aving the same properties as the 
corresponding sequence of Section 2. 
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Therefore we obtain for 6’(h, , b) an estimate similar to the one in Section 21: 
and the last integral goes to infinity by (3.3~) since 
T uin = * (b - u). 
This completes the proof. 
Remark. It is important to notice that we need (3.3~) only to prove that 
the last integral goes to infinity with n. This indicates that the condition 
(3.3~) may be relaxed. For example, we may allow for F(y, A, X) to remain 
bounded on a finite set of points x = xi , i = l,..., PZ for all y and h in R. 
Moroney [7j proved Theorem 3.2 postulating (3.3a), (3.3b) and (3.3d). 
Condition (3.3~) is also required but in a weaker form, namely 
infF[y, A, x) -+ co as h + 00 
z 
except possibly for y = 0. (3.3c’) 
On the other hand two additional conditions are required: 
(4 F(y, ,A, x) 3 %5 , A 4 if IYZI z IYlli 
(b) F(y, A, x) has the “regenerative property”. 
This latter concept is defined as follows: 
@, 4 = s;pQ, A, 4; @, 4 = i$(y, A, x); 
G = (f(A) 1 f(X) defined and positive for some interval b, co]; li*if (A) = O}. 
On G the following transformations are defined: 
T+f = f (V%f(4,4 ; 
T-f = f(X)fiL -f (4, Al ; 
u+f = fi[f (4, Al ; 
U-f = P[ -f (A), A]; 
H = {f (A) ( f E G and !i~ U*f # CO}. 
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DEFINITION. F(y, A, x) is said to have the regenerative property if (I) it 
satisfies (3.3~‘); (2) for each f(h) in H, T*f is also in H. [By the name 
“regenerative property” (R.P.) we will refer to the second condition only.] 
For example, F(y, A, X) = eAlgl is R.P. for $’ = P = eAlul; U+f = U-f = 
e”lfl; T+f = T-f = feAlfl; Clearly, if, for some f(h), eAlfl is bounded as 
h -+ co, then it is so for Tf = feAlfl. 
On the other hand, F(y, A, X) = (1 + x + 1 y I)>, 0 < x 6 1 is not R.P.: 
p = (2 + I y I)“; p = (1 + I y I)“; 
for f(X) = l/h (0 < Y < A), Uf = (1 + l/X)A is bounded for X --+ co but 
Tf = l/h(2 + I/h)” is not. 
However, Theorem 3.1 does apply to y” + y(1 + x + 1 y 1)” = 0, if we 
replace (3.3~) by a weaker condition indicated in the above remark. 
In Theorem 2.1 [related to the parametrized form (3.1)], the condition 
of R.P. is redundant, since all our conditions are identical with those required 
by Moroney-except for R.P. which is not required by us. 
We are unable to prove Theorem 3.1 for the general equation (3.4) under 
the weaker condition (3.3~‘). However, there is an important case-besides 
Eq. (3.1)-to which our method applies even though F(y, A, x) is bounded 
for y = 0: 
THEOREM 3.2. If f(y, ) x is defined and continuous for ---co < y < 03, 
a < x < b, and 
O<A<f(y,x)<B<co (3.6) 
there, then the statements of Theorem 3.1 are true for the equation 
Y” fYY2”f(Y, 4 = 0 (y2y 2 0). (3.7) 
Proof. It is easy to see that 
F(Y, 4 = Y2”f(Y, x) 
satisfies all conditions of Theorem 2.1 except (2.2d). Instead of this latter 
we have a quasi-monotonicity: 
WI, 4 < G41W(y2, x) if IYll G IYzI- (3.8) 
If (2.2d) is replaced by (3.8) in the proof of Theorem 2.1, an extra factor 
A/B is introduced into the estimates of the integral (2.4). However, this 
will not change the final relation 0(h, 6) + co since B < 00. 
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4. STURMIAN BOUNDARY CONDITIONS 
In this section we consider the equation 
Y” + hYF(Y, 4 = 0 
under the boundary condition 
(4.1) 
ay(a) + PY’(4 = 0, 
YY(b) + MY’ = 0, 
016 - py # 0. (4.2) 
#‘(y, X) is supposed to satisfy the following conditions: F(y, x) defined 
and continuous in 
D = {(y, x)1 --co < y < co, a < x < b}; 
there exists a constant K such that 
(4.3a) 
F(Y, x) z K > 0 for all (Y, x) ED. (4.3b) 
Substituting a continuous function U(X) for y(x) into F(y, X) we obtain 
an “associated linear equation” 
y” + yF(u, x) = 0. (4.4) 
For this equation the following classical results hold: 
There exists an infinite sequence of eigenvalues (X,) and a corre- 
sponding sequence of eigenfunctions (y,(x)) such that yn(x) has 7t zeros 
in (a, b) and solves the equation 
Y” + W(u, x)y = 0 (4.5) 
under the boundary conditions (4.2). 
A particular feature of the eigenvalues is that they are simple i.e., the 
solution of (4.4) + (4.2) is unique up to a multiplicative constant. 
We proceed to prove the following analogous theorem for (4.1) + (4.2). 
THEOREM 4.1. The boundary-value problem (4.1) $ (4.2) has an injinite 
set of eigenvalues (hi) and a corresponding set of eigenfunctions (y,(x)), such 
that for any given positive integer n there exists a solution yn(x) having n zeros 
in (a, b). 
Proof. Consider the linear space E of continuous functions {v(x)} defined 
in [a, b]. We turn it into a Banach space by introducing the uniform norm: 
Let U be the unit ball 11 u // < 1 in E. U is closed and convex. 
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Let k be a positive integer and u an element of the unit ball U. Let 
furthermore X be the Kth eigenvalue, and y(x) the corresponding eigenfunction 
of the equation 
yN + AyF(u(x), x) = 0 
under the boundary conditions (4.2). y(x) is then also a solution of the 
equation 




g(x, t) = 
In order to determine y(x) uniquely we normalize jl y 11 = 1 and require that 
Y(&‘o) = +1 (4.8) 
where E,, is the first point in [a, b] at which 1 y(x)1 attains its maximum. 
Equations (4.7) + (4.8) thus define a mapping T : U -+ Y on the unit 
ball U such that T(U) = Y C U. 
T has the following properties: 
(a) The set {A} = {X(u)> is b ounded on U. This follows from the com- 
parison of (4.4) with the equation y” + XKy = 0 under the same boundary 
conditions. 
(b) The set Y = T(U) is relatively compact: 
(1) By (4.8) {y} = Y is uniformly bounded; 
(2) Y is equicontinuous, since F(u(x), x), y(x) and h are bounded for 
all u E U-independently of x-and g(x, t) is continuous in X. 
(c) T is continuous in U: 
(1) The kth eigenvalue h is a continuous function of u, i.e., if urn(x) -+ z+,(x) 
uniformly then A, + A,, (A, , A,, being the corresponding kth eigenvalues) [3], 
p. 364. 
(2) Let ya(x) be the kth eigenfunction of 
yw + AyF(u, , x) = 0 (4.9) 
with the boundary conditions (4.2). The set (m} = {Tu,} is relatively 
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compact. Let yr+ be a subsequence converging uniformly to ya*, say. Passing 
to i ---f m in 
y,zi = hr j-” g(x, 4 Wn, > t) yni dt, 
a 
we obtain 
Yo * = x, F” g(x, t>Fh, , t) yo* 4 
since uni --+ u. uniformly. Consequently, yo* is a solution of (4.9) + (4.2); 
but the solution of this latter equation is unique-if normalized according 
to (4.8)-since A, is a simple eigenvalue. Hence yo* = y. and Tu, + Tu, 
uniformly. 
Summing up, T : U -+ Y is a continuous transformation which maps the 
closed convex set U = {u 1 11 u 11 < l> into a compact subset Y C U. By 
Schauder’s theorem, T has a fixed point u, i.e., 
u= Al b I g(x, t>F(u, t) u 4 a 
or 
u” + &F(u, x)u = 0 
and 
au(a) + pu’(a) = 0; yu(b) + &l’(b) = 0. 
This completes the proof. 
In Theorem 4.1 we did not require that F(y, x) + CO as y ---f co. It is 
clear that y” + F(y, ~)y = 0 cannot possess an infinity of eigensolutions 
satisfying (4.2) if F(y, X) is bounded for all values of y. On the other hand, 
we may expect the existence of infinitely many eigenfunctions when 
F(y, x) -+ 00 as y + co, even without introducing a parameter into the 
equation. In Section 2 we proved this fact for the boundary condition 
y(a) = y(b) = 0. In the following theorem we prove it for the boundary 
condition (4.2). 
THEOREM 4.2. Let F(y, x) satisfy-besides (4.3a) and (4.3b)-the 
further conditions: 
and 
F(YI 9 4 < F(Y, > 4 whenever IYII -=c IYZI (4.3c) 
,$Q~Y, 4 = 00 independently of x E [a, Q (4.3d) 
then there exists a positive integer N such that for each n > N, the equation 
Y” +YF(Y, 4 = 0 (4.10) 
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possesses a solution y*(x) satisfj&g (4.2) and having n zeros in (a, b). The 
number N is the smallest positive integer such that the Nth eigenvalue An of 
y” + hKy = 0 (4.11) 
[where K is the constant appearing in (4.3b)] under the boundary conditions 
(4.2) is larger than unity. 
Proof. Denote by Ak = h,(p, u) the kth (k > N) eigenvalue of 
Y = A, s b g(x, t) Hpu, t) y dt; (4.12) a 
X,(p, u) is a continuous function of both variables. 
Let S be the set of functions in the ball /I u 11 < 1 for which the equation 
has a solution p = p(u). The only function not in S is us = 0; but for any 
sequence (u,J such that 1) u,, - u0 II-+ 0 we have pn = p(u,J -+ CO. 
For any R > 0 let 
PRb) = 
min LP@), RI for u E s, 
R u 4 s. 
Obviously pa(U) is also a continuous function of u. 
Denote by TR the mapping of the ball 11 u I/ < 1 into itself which assigns 
to each u the kth eigensolution of 
y=h, b 
s g(x> VIP&) u, 4~ dt a 
normalized according to (4.8). We observe that h = 1 for u E S and 
L > X > 1 otherwise, L being the kth eigenvalue of (4.11) + (4.2). Since 
pR(u)u is continuous in u and the eigenvalues A, are simple; TR is continuous. 
By arguments similar to those employed in the proof of Theorem 4.1, we 
conclude that TR has a fixed point y = y(R). 
We claim that there exists a finite R = R, such that h,(y(RJ, pR,) = 1. 
Suppose that this is not true. Then there exists a sequence R, such that 
R, ---f cc and A, = h,(y(R,J, pR,) > 1. Furthermore, the corresponding set 
of fixed points yn has each k zeros in [a, b] and max, y,(x) = 1. Let 
y,(&) = 1, yn(an) = 0 and y,(x) > 0 for & < x < a, (or a, < x < &,). 
By the concavity of m(x) we have 
I ~~‘(4n)l 2 (I &, - a, IF1 2 (b - a)-‘. 
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[Without limiting generality, we may assume that a, is the first (or last) 
zero of each of the yfl .] Thus, R, 1 m’(u,J] + co as 7t -+ CO. By exactly 
the same method as in Section 2 we may prove that 
But this means that the number of zeros of ym grows indefinitely, which 
is a contradiction. This proves the theorem. 
Finally we may dispense with Condition (4.3b). To that end we consider 
the equation 
Y” +Yn[qY7z 3 4 + %&I =0 (4.13) 
with F(y, ZC) satisfying Conditions (4.3a), (4.3c), and (4.3d), and l n > 0 for 
n = 1, 2,... . 
By Theorem 4.2, (4.15) has a solution for each n-each solution possessing 
k zeros in (a, b) and satisfying (4.2). 
Choosing E, + 0, we do not increase the value of N in Theorem 4.2, 
and so for each n we still have a solution yn with k zeros in (a, b). 
Since the solutions in Theorem 4.2 are not normalized according to (4.8) 
[actually max, y,(x) = p(m)], we will show first that the sequence is 
uniformly bounded: 
Suppose that 
Again, let a, be the zero of yn closest to e, , and we obtain, as in Theorem 4.2, 
that 
I m’(4l + 03 as n-+ co. 
Applying to this relationship the methods of Section 2 (with h, = l), we 
obtain again limn+m 0(y,, 1) = co, which is a contradiction. Thus, the 
sequence (y,) is bounded. 
It is also true that the respective maxima of the yn are bounded away 
from zero. This follows immediately from the Sturm Comparison Theorem. 
Let &,, be an extremum of y% , i.e., y’([,,,J = 0. For any x E [a, b], 
Since (y,,) is uniformly bounded in [a, b] so is (y,‘). Moreover, m’(x) is 
continuous in [0, l] and square-integrable; hence (y,J is equicontinuous. 
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Assuming that yn already converges uniformly to y-say-and passing to 
the limit in (4.15), we obtain 
y = s * g(x, qqy, t>r dt. a 
Since max,y,(x) is bounded away from zero, y(x) + 0. Moreover, y has 
k zeros in (a, b): Indeed, each yn is the kth eigenfunction of the equation 
44 = h s * g(x, t) [F(yTl , t) + en] 24 dt a 
with X = 1 being the kth eigenvalue. Since h varies continuously with 
[F(m , t) + F,J, the kth eigenvalue of 
U(X) = X I” g(x, t)F(y, t) u dt 
a 
is also equal to unity. Therefore, y is the kth eigensolution of 
24” + F(y, x)u = 0 
and possesses k zeros in (a, b). 
This completes the proof. 
EXAMPLE. 
The following example indicates how the method of this section may be 
applied to somewhat different types of equations. 
Schaeffer [9] proved that the boundary-value problem 
YW + ~YwJ(4U - i-Y’cwP” (1 - y’a > O), (4.14) 
Y(O) = Y(l) = 0 (4.15) 
has an infinite set of positive solutions with corresponding positive eigen- 
values. 
We want to show that it also has an infinite sequence of eigenfunctions 
(y,J such that for each integer n there exists a y, having n + 1 zeros in [0, 11. 
Proof. Let E be the normed space 
E ={u(x)lu~C’ on [O, 11, U(0) = U(1) = 0) 
with the norm )I u Ilo = max,,ra,il 1 u’(x)/. E is known to be a Banach space, 
and the ball 11 u llD < 1 is convex and closed. 
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We define on the ball /j u Ijn < r < 1 the transformation T : U -+ V 
that assigns to each u E U the Kth eigensolution of the equation 
Y(X) = h /;g(“. t> /Jw (1 - vw1”)““Y(~) dt (4.16) 
normalized by the condition 
,jz;,;, I Y’W I = YVob> = + y7 
with &, being the first point in [0, l] where y’(x) attains its maximum. Since 
y E C’ this normalization is possible. [g(x, t) is naturally the Green’s function 
of y” = 0 and (4.17).] 
Since h is a simple eigenvalue, T is continuous in the uniform norm, i.e., 
if II K - u. IID - 0, then II yn - y. II - 0. 
From this and the boundedness of ag(x, Q/&X it follows that T is also 
continuous in the II Ijo norm. 
The relative compactness of {y} in E follows from the boundedness of y”, 
since 
yp = -Xpy(l - q/2, p > 0, 1 - zia 3 1 - r > 0, 
and therefore {A} = {h(u)} is bounded. 
We conclude therefore that T has a fixed point u and we have to show 
that u + 0. 
Since for each y = Tu we have max, y’ = r > 0, we obtain from Landu’s 
inequality [4] 
that 
$ r < rnXz I pAy(1 - zJ2)lj2 I max 1 y 1 . 
Since A = max,,U X < co, it follows that 
t-1 4; 
l/2 
Q mx= I Y I , 
i.e., max, I y(x)1 is uniformly bounded away from zero on U. 
5. TWO-POINT BOUNDARY CONDITIONS 
The argument of the last section was based on the uniqueness of the 
boundary-value problem (4.2). S ince uniqueness may fail in the case of the 
boundary conditions 
ar(4 + 13y(4 = 0, MY’@> + PY’(b) = 0, (5.1) 
the corresponding results are weaker. 
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For the “associated linear system” 
Y” + W(u, x)y = 0 (5.2) 
and (5.1), the following results hold: (see, e.g., Kamke [J]): 
There exist two sequences of eigenvalues (hi) and (A,*) with corre- 
sponding eigenfunctions (yi) and (yi*) (i = 1, 2,...). yi and yi* have 
both 22’ zeros if a//? < 0 and 22’ - 1 zeros if LX//? > 0, except that for 
#E/a < 0 ho* and ye* also exist. 
Between the eigenvalues the following relation holds: 
hi < Ai* < hi+1 . (5.3) 
The set L = {A} (or {h*}) of simple eigenvalues is open. Hence, if h, = &(~a) 
is simple there exists a neighborhood U, U = {u ( )I u - u0 11 < S} (11 II the 
uniform norm) of uO, such that for all u E U, &(u) is simple. However, in 
(5.3) the equality sign may hold. In this case, hi is a double eigenvalue, 
and the system (5.2) + (5.1) has two independent solutions. Thus, a trans- 
formation analogous to the one of Theorem 4.1-even if defined uniquely 
by some choice of the eigenfunction-would not generally be continuous. 
We may save the analog of Theorem 4.1 by making-besides (4.3a) and 
(4.3b)-the following assumption: 
The kth eigenvalue h,, of y” + /\F(O, x)y = 0 (5.5) 
and (5.1) is simple. As we remarked above, there exists 8 = 8(e) such that 
I &c(u) - Ma < e for II u - 0 (I < 6. 
This follows from the continuous dependence of h on u. For E sufficiently 
small, all h,(u) are simple. By arguments similar to those of Theorem 4.1 
we arrive at the result: 
THEOREM 5.1. IfF(x, y) satisfies the conditions (4.3a), (4.3b), and (5.5) 
then the equation y” + AF(y, x)y = 0 h as a solution which satisfies (5.1) and 
has 2k (or 2k - 1) zeros in (a, b). 
Example. It is known that the eigenvalues of the Mathieu equation for 
the periodic boundary conditions 
Y(O) = Ybh Y’(O) = y’(n) 
are simple. Hence the equation 
Y~~+h(~a.y2’+~c0s2x)y=0 
2=0 
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with these boundary conditions satisfies the conditions of the last Theorem 
if ai > 0 (; = 0, l,..., n) and a, > 1 a 1 > 0. 
6. THE NONHOMOGENEOUS EQUATION 
In this section we consider the equation 
Y” +YF(Y, 4 =fW (6.1) 
with the boundary conditions 
y(a) = y(b) = 0. (6.2) 
F(y, X) is supposed to satisfy the following conditions: F(y, X) is defined 
and continuous in 
D = {(Y, 41 --K < Y d K a < x f b> 
for some positive K. 
qy, x) > 0 for y # 0 in D. 
There exists a positive constant Q < K such that 
M=Mo=max{F(y,x)Ia~~xb,IyI <Ql-c& 
THEOREM 6.1. Let 
M(q) = z!$t%l ma xl- 
II u II 2 Q 
If 





then the boundary-value problem (6.1) + (6.2) has at least one solution. 
Proof. Let T be the mapping of the ball 11 u II < q. which assigns to 
each u the solution y of the equation. 
~(4 = j-” g(x> t)JWt), tl r(t) dt + j-” Ax, t)f (4 4 
a a 




Tis well defined, since for the first eigenvalue h = h(u) ofy” +F(u, ~)y = 0 
with y(a) = y(b) = 0 we have, by the Sturm Comparison Theorem, 
and hence h(u) > 1 for all /I u jl < q0 . 
Moreover, since X > 1, y is unique, and the continuity of T follows as 
in Theorem 4.1. 
Applying Picone’s estimate [S] to the solution of y” + yF(u, x) = f(x) 
and (6.2), i.e., 
(b - a)2 
“,“lyl ~4+,~a)2j&mx~~f(x)I (6.7) 
with M = max,F[zr(x), x], we obtain from (6.4) 
(6 - a)” 
max 1 y 1 G 4 - (b _ 42 M@,) ’ 40 ’ 
4 - @ - 4” M(qo) = Q. 
(b - a)2 ’ 
Thus, (1 y (1 < q. and T maps the ball ]I u ]j < q. into itself. Since {y} = {Tu} 
is compact, T has a fixed point which is, by (6.5), a solution of (6.1) + (6.2). 
Remark. If F(y, x) < 0 there exists an inequality, likewise due to 
Picone [8], which again gives an estimate of the type (6.7). The above 
result can, therefore, readily be extended to the case F(y, x) < 0. (A similar 
remark holds for Theorem 6.3). 
As an example we consider the equation 
with 
y + yg(y) = A sin wt (6.8) 
g(y) = a, + %Y2 + *-* + Gayan; ai > 0, i = o,..., n (6.9) 
Lefschetz [6] proved the following theorem: 
Given any Tl < To = 2~/2/< and w = 2?r/T, then, if A is suf- 
ficiently small, (6.8) has a periodic solution with period Tl . 
In what follows we give a more accurate estimate of A-under certain 
conditions. 
We consider first the boundary-value problem 
Y(O) = Y(+J> = 0 (6.10) 
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for (6.8). We claim that, if w satisfies the inequality 
w2= -?.L c 1 
2 73 
+J 
> max 7~~ 
c c 
$ ai ,r2A 1 , kl 
then (6.8) + (6.10) has at least one solution. 
(Although this result is weaker than Lefschetz’s, who requires only 
wa > 2a, , we obtain an estimate for A in exchange.) 
Indeed, by (6.6) and (6.11), the first eigenvalue X, of y + hyg(u) = 0 is 
larger than unity for any 11 u 11 < 1, and the transformation (6.5) is well 
defined. Applying (6.11) to (6.7) we obtain 
A+]‘A<l, 
and the result of Theorem 6.1 applies. 
Now, it is easy to see that any solution of (6.8) + (6.10) is necessarily 
periodic with the period T = 24~. Hence for any T < TI = 2~r/w, we 
have a periodic solution of (6.8) with period T [wl being the smallest w 
satisfying (6.1 l)]. 
Changing variables wt = x in (6.8) and putting a&J2 = bi , i = O,..., n, 




has at least one periodic solution with period X for any X < 2i~. Thus, 
we can state the following result: 
THEOREM 6.2. +xn any positive integer N, Eq. (6.12) has a periodic 
solution with period 21~ which possesses N zeros in (a, b) if 
1 z=-rnax[tq2.Tbt,p]. 
The following theorem concerns the equation 
y” + yF(y, x) = A sin 2?n[(x - a)/(6 - a)], n = 1,2,... (6.13) 
with the boundary conditions 
y(a) = y(b), r’(a) = y’(b). (6.14) 
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THEOREM 6.3. If K, L and q are numbers uch that 
0 < K < F(y, x) < L < bxz/(b - a)* (6.15) 
whenever 
OGYB!?, a<x,<b, 
then the boundary-value problem (6.13) + (6.14) has a solution if A is 
su@iently s?nall. 
Proof. We consider again an associated linear equation 
y” + yF(u, x) = A sin 2m[(x - a)/(b - a)] (6.16) 
with 11 u I( < q. 
The integral of the right-hand side over (a, b) vanishes, and we may 
apply toy = y(u) the following estimate due to Clemente [I]: 
1 y 1 < (,“.f2 dx) lb - aY2 
where h, is the smallest eigenvalue of y” + XyF(u, x) = 0 with the boundary 
condition (6.14). 
Clearly, 
where h, is the smallest eigen value of y” + hyF(q, x) = 0 and (6.14). 
We obtain from (6.17) that 
1 y 1 < A(b - a> [ 
‘L K(b ‘_ a) + ‘c 1 p’ (’ + x)] 
=$[1+ +Y!~p)(IC+L)]. 
Again by (6.15), h,/(& - 1) ( co, for q fixed; therefore, for 
(6.18) 
wehaveIlyIl<q(orIyI Sd. 
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In view of (6.18), the proof of our theorem may now be completed along 
the same lines as that of Theorem 6.1. 
Example. Let us apply the inequality (6.18) to Dufling’s equation 
y” + y( 1 + ry2) = A sin wt. 
Setting, e.g., w = const, b - a = 1, 4 = r-l12 we obtain 
K= 1, L =2, 
and 
This inequality may be interpreted as follows: the softer the (nonlinear) 
spring, the larger the amplitudes of the forcing function for which a periodic 
solution exists. 
The results of this section could be extended to the more general type 
of equations, 
Y” + Y*(Y, 4 = f(Y9 4, 
by considering the transformation T : u -+ y which assigns to each u in a 
properly chosen ball the solution y of the equation 
Y” + Ye4 4 = f@, 4 
and the boundary condition (6.2) or (6.14). However, we will not pursue 
this subject further here. 
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