In the present paper, we consider a one-parameter family of the nonselfadjoint operators, which are the dynamics generators for systems governed by the wave equations containing dissipative terms. The equations contain viscous damping terms and are equipped with the boundary conditions involving an arbitrary complex parameter. In the current engineering literature, this type of boundary conditions is used to model the action of smart materials (self-sensing/self-straining actuators). In the previous research of the first author, the aforementioned dynamics generators have been studied analytically and precise asymptotic formulas for the eigenvalues have been derived (the asymptotic when the number of the eigenvalues tends to infinity). The goal of the present paper is to demonstrate that the analytic formulas are not only important theoretically, but also extremely efficient practically. Namely, we show that the leading terms in the asymptotic formulas approximate the actual eigenvalues with excellent accuracy. To justify the results, we use two methods, i.e., the Newton method and the Tchebychev method. First, Newton's method is applied to the characteristic equation using asymptotic formulas as initial guesses to find the eigenvalues. The convergence of Newton's method is improved by modifying the asymptotic formula. Secondly, we use Tchebychev discretization to circumvent the nonlinear characteristic equation and to obtain a finite dimensional generalized eigenvalue problem that approximates the infinite dimensional one. Finally, to solve the generalized eigenvalue problem, we use the QT algorithm.
Introduction.
In this paper we present numerical results related to a one-parameter family of nonselfadjoint operators and nonselfadjoint quadratic operator pencils associated to those operators. The aforementioned operators are the dynamics generators governing the vibrations of a damped string with spatially inhomogeneous parameters. The present paper is a continuation of the analytical study of the model initiated in our works 1 , 1997 1,2 , 1996 1 ). In that series of works, we have derived explicit asymptotic formulas for the eigenvalues of the governing operator, asymptotic when the number of an eigenvalue tends to infinity. (We present below our analytical formulas.) The purpose of the present work is to verify the practical efficiency of those formulas, i.e., we would like to obtain the answer to the following question: If one omits the remainder terms in the asymptotic formulas for the eigenfrequencies (see formulas (24) and (25) below), then what will be the difference between the numerical value of an eigenvalue obtained by using some numerical approach and the numerical approximation for the same eigenvalue obtained from the leading term of the asymptotic? In other words, can one identify the number of an eigenvalue such that beginning from that number, all remaining eigenvalues can be calculated within prescribed accuracy by using the leading asymptotical term only? Evidently, in practice only the first dozen of the modes and the mode shapes corresponding to the lowest frequencies play important roles. That is why it is crucially important to find efficient and accurate formulas for the lower order modes (eigenfrequencies).
At this moment we would like to emphasize that even though the present paper is a continuation of the previous research, it is self-contained and can be viewed as an independent piece of work. In order to keep the paper self-contained, we will provide all necessary definitions and formulations of the results from our previous papers, which are necessary for understanding of the current work.
In addition to the asymptotic approximations for the eigenfrequencies, the author of the works (Shubov 2 , 1999 has derived the asymptotic approximations for the eigenfunctions (mode shapes). Moreover, it has been shown that the mode shapes form an unconditional basis in the state space (the so-called Riesz basis). Since we consider systems with the energy dissipation, there is no way to have an orthogonal basis of the eigenfunctions; however the basis of the mode shapes, which occurs in our problem, is just a mild modification of an orthogonal basis and it is as convenient for applications as an orthogonal one. Furthermore, in our papers (Shubov and Martin 1999, Shubov 1998 2 , Shubov et.al. 1997) we have solved analytically different boundary and distributed controllability problems via the spectral decomposition method. We have constructed explicitly the control laws, which could bring the vibrating systems to rest in a prescribed time interval. It is our goal in the forthcoming works to answer similar questions concerning practical efficiency of our asymptotic formulas for the control laws. Under what conditions do the leading terms of asymptotical formulas for control laws provide practically acceptable approximations? The latter problem is technically much more difficult.
As is well known, the key analytical result for solving different control and stabilization problems via the spectral decomposition method is the Riesz basis property of the generalized eigenfunctions of the appropriate dynamics generator. To prove the Riesz basis property of the generalized eigenfunctions means to show that there exists a bounded and boundedly invertible operator, which transforms the set of the generalized eigenfunctions into an orthogonal basis. Such an operator (denoted by B) is called an orthogonalizer. In many applications, the aforementioned orthogonalizer can be represented in the form
where V is a compact operator from the Hilbert-Schmidt class. If we denote the set of the generalized eigenfunctions of the dynamics generator by {Φ n } n∈ and an orthogonal basis by {Φ • n } n∈ , then (1.1) in fact means
In that case, we say that {Φ n } n∈ is the Bari basis, i.e., it is quadratically close to some orthogonal basis. Indeed, from (1.2), it immediately follows that
Thus, if we know the orthogonal basis {Φ • n } n∈ , which is "close" to the set {Φ n } n∈ , then we can check whether (1.3) is valid and conclude that we have (or have not) a Bari basis of the generalized eigenfunctions. However, sometimes it is quite difficult to "guess" the "closest" orthogonal basis.
In such a case, we can use the inner characterization of a Bari basis (Gohberg and Krein 1996, Theorem 3.3). Namely, a complete set of vectors {Φ n } n∈ in a Hilbert space H forms a Bari basis if and only if
• the set {Φ n } n∈ is minimal, i.e., no vector from the set belongs to a closed linear span of the remaining vectors of this set, and
Relation (1.4) allows us to decide whether we have a Bari basis without referring to any orthogonal basis. In addition, this relation gives us a hint how one can predict such important property of the generalized eigenfunctions as Bari basis property based on the results of numerical analysis. More precisely, we have in mind the following procedure. Consider a spectral problem for a SturmLiouville differential operator on a finite spatial interval. By using certain numerical method, we can reduce the problem of finding eigenvalues and eigenfunctions of a differential operator in a Hilbert space to the problem of finding (2n + 1) eigenvalues and eigenvectors of (2n + 1) × (2n + 1) matrix in the space C 2n+1 . Let {λ m } m∈ and {Φ m } m∈ be the sets of the eigenvalues and eigenvectors of the operator, and {µ m } |m|≤n and {Ψ m } |m|≤n be the eigenvalues and eigenvectors of the approximating matrix A n . Let us select an increasing sequence of positive integers
The approximating sequence of matrices A n k , k = 1, 2, . . . p, has sequences of the eigenvalues
It is very likely, that by increasing the size of the approximating matrix, we increase the accuracy of approximations for eigenvalues and eigenvectors of our main differential operator. Now let us construct the following finite sequence:
If by examination, we observe that for large n k , sequence {c k } changes very little (i.e., it is almost stable), then we have a good indication, that the set of the generalized eigenvectors of the main Sturm-Liouville operator forms a Bari basis. Definitely, the aforementioned analytical result requires rigorous mathematical proof. However, the importance of predicting analytical facts using the results of numerical analysis is beyond any doubt. The above described procedure will be carried out in our forthcoming paper. Now we are in a position to outline briefly the content of the present paper. In Section 2, we give a precise formulation of the initial boundary-value problem (see (2.1)-(2.4) below) and then rewrite this problem as the first order in time evolution equation (2.7). The dynamics generator of the evolution problem, which is a 2 × 2 matrix differential operator in a Hilbert space (the so-called energy space) is our main object of interest. In that Section, we reproduce the results of our works that are important for the current paper.
In Section 3, we introduce a nonselfadjoint quadratic operator pencil and indicate the connection between this pencil and the dynamics generator. By using the pencil, we derive an analytic function of the spectral parameter λ, the function whose roots coincide with the eigenvalues of the dynamics generator. The equation for the roots we call the model equation. In the same section, we introduce the first approximation and then the refined second approximation to the roots of the model equation.
In Section 4, we perform a numerical study of the roots of the model equation using Newton's method. We show the importance of accurate initial guesses in order to increase the accuracy of calculations. In particular, we have shown that using the refined approximation (the second one) to the characteristic equation yields extremely good result beginning from the very first eigenvalue (which is not the case for the first, more rough approximation).
Finally, in Section 5, we carry out the same program by using the Tchebychev spectral method. In the conclusion of the Introduction, we would like to emphasize that numerical simulations provide excellent results when applied to refined equation (analytically a little more complicated). Our findings are summarized in the last Section -Conclusions. Let us consider the following damped wave equation:
where L is the Sturm-Liouville operator that acts on a smooth function ϕ by the formula
Eq. (2.1) describes the vibrations of a nonhomogeneous damped string with the following characteristics: d (·) is the viscous damping coefficient, ρ (·) is the density of the string, p (·) is the modulus of elasticity and q (·) is the rigidity of an external harmonic force. We consider the standard initial conditions
and a two-parameter family of the boundary conditions
For some particular values of (h, k), the boundary conditions (2.4) are well-known; e.g., if k = h = ∞, we have the homogeneous Dirichlet boundary conditions, and our problem describes the vibrations of a string with both ends fixed. If k = h = 0, we have the Neumann boundary conditions, and in that case we deal with a string whose both ends are free. If k = −1 and h = 1, we have the Sommerfeld radiation boundary conditions. In this case, the eigenvalues are called resonances and our problem describes the resonance phenomenon in acoustical scattering. In general, k and h are arbitrary complex numbers and it is a custom in current mathematical and engineering literature (see (Shubov 2004 1,2,3 ) and references therein) to model the action of smart materials (self-straining actuators) by introducing parameters in the dynamical boundary conditions (2.4). We assume that the coefficients of Eq. (2.2) satisfy the following conditions:
where H k (0, a), k = 1, 2, are the standard Sobolev spaces (Adams 1995).
Remark 2.1. We mention here that the asymptotic behavior of the eigenvalues strongly depends on the behavior of the density function ρ (·) at the vicinity of the endpoint x = a. However, we can admit singularities and zeroes of ρ somewhere in the inner points of the interval [0, a), even at the endpoint x = 0 (see (Shubov 1995) for the case d = 0). The leading term of the asymptotic will be the same, but the remainder term will go to zero at the slower rate. We do not allow such a behavior for the sake of simplification of the numerical analysis. (We are planning to address the question of singular density in our next paper.)
In order to introduce the nonselfadjoint operator, which will be our main object of interest, we have to make a standard reduction of the above initial boundary value problem to the first order in time evolution equation in a Hilbert space, which will be called the energy space.
Let H be the space of a 2-component Cauchy data
T equipped with the following energy norm (the superscript "T " means the transposition):
Problem (2.1)-(2.4) can be written as the following first order in time evolution system in H :
where the dynamics generator L hk is a matrix differential operator given by the following differential expression:
From now on, the operator L hk is our main object of interest. We start with the statement summarizing the results proven in our aforementioned works. 
Theorem 2.1. (a) L hk is a simple, nonselfadjoint operator. (Recall that a nonselfadjoint operator is simple if the operator and its adjoint do not have an invariant subspace, on which they generate a selfadjoint operator.) (b) When
The operator L hk has a compact resolvent, which means that it has purely discrete spectrum consisting of the normal eigenvalues, i.e., each eigenvalue has a finite algebraic multiplicity and it is an isolated singularity of the resolvent.
One can see that in order to obtain the adjoint operator, it suffices to replace d with (−d) and the parameters k and h with −k and −h respectively. We note that the direct comparison of the formulas for L hk and L * hk shows that there are obviously two reasons for the nonsubmissiveness:
(a) the difference in matrix differential expressions; (b) the distinction in the boundary conditions.
The second reason is relatively mild (for d = 0, k = ∞, and h = 1 the spectral analysis is known).
The combination of (a) and (b) makes the spectral analysis of the operator L hk rather nontrivial. In order to formulate our main results for the operator L hk , we have to recall some definitions. At the present moment, there is no general spectral theory of nonselfadjoint operators in a Hilbert space. There exists spectral theory only for some special classes of nonselfadjoint operators, one of which is the class of spectral operators. These operators were introduced by N. Dunford (Dunford and Schwartz 1963) (see, also, (Gohberg and Krein 1996)), and the whole 3rd volume of N. Dunford and J. Schwartz monograph (Dunford and Schwartz 1963 ) is devoted to this class of operators. The problem is that it is quite difficult to find nontrivial examples of such operators.
First, let us recall the definition of a spectral operator. We will not formulate the most general definition, but only the one which is sufficient for our purpose. 
on the domain In the general definition of a spectral operator, the spectral decomposition (2.14) may be continuous, which means that it may involve integration with respect to some spectral measure; N may be a generalized nilpotent operator, which means that it is bounded and its spectrum S (N) = 0. Definition 2.2. can be reformulated as follows: L in an operator whose matrix in an appropriate basis has a Jordan normal form with a finite number of nontrivial Jordan cells, and each cell has a finite size. To show that some specific operator L is spectral in the sense of this definition, it is enough to show the following facts: (i) L has purely discrete spectrum; (ii) L may have a finite number of eigenvectors having finite chains of associated vectors; (ii) the system of root vectors of L (eigenvectors and associated vectors together) forms a Riesz basis in H.
In practice, the most difficult part in the proof of the spectral property is (ii).
The most important result of our research (Shubov 1999 16) then the entire spectrum is located in a strip parallel to the real axis
If h, k are real, then λ −n = −λ n .
2). The following asymptotic representation is valid for the eigenvalues:
Remark 2.2. If one of the conditions in (2.16) fails, then the spectrum will be totally different. Namely, the imaginary parts of the eigenvalues will not be bounded above; they will tend to infinity at the rate |Im λ n | ∼ ln |Re λ n | as |n| → ∞. The consequence of such a behavior of the eigenvalues is quite serious, i.e., the eigenfunctions do not form an unconditional basis in that case. (For the derivation of the spectral asymptotic for the critical value of the boundary parameter, see our paper (Shubov 2002 
2). The entire set of the root vectors (eigenvectors and associated vectors together) of the operator L hk forms a Riesz basis in H .
3). The corresponding scalar and nilpotent parts of L hk can be given explicitly. Let {λ n , n ∈ R ⊂ Z} be the set of multiple eigenvalues with the multiplicities m n , then 3 Nonselfadjoint Operator Pencil Associated to Problem.
In this section, we introduce the nonselfadjoint polynomial operator pencil, which is induced by the main boundary value problem. There are different ways to introduce such a pencil, and we have chosen the one which is used in engineering literature. Let us look for a solution of the problem defined by Eq. (2.1) and conditions (2.3) and (2.4) in the form
where λ is a complex parameter. Substituting (3.1) into Eq. (2.1) and conditions (2.3) and (2.4), we obtain that u has to satisfy the following boundary problem:
where L is given in (2.2). Now we are in a position to define the following quadratic operator pencil. Let the pencil P hk (λ) be defined by the formula
on the domain
Definition 3.1. We say that λ ∈ C is an eigenvalue of the pencil P hk (λ) if the problem P hk (λ) ϕ = 0 has a nontrivial solution. This solution is called an eigenmode or an eigenfunction.
The pencil P hk (λ) is closely related to the operator L hk given by (2.8), (2.9). Namely, both the operator L hk and pencil P hk (λ) have the same spectra with the same multiplicities of the multiple eigenvalues (see (Shubov 2002) ). Furthermore, let {F n (x)} n∈ be the set of eigenfunctions of the pencil P hk (λ), then the following relation between {F n (x)} n∈ and {Ψ n (x)} n∈ (Ψ n (x) is an eigenvector of L hk ) holds:
We mention here, that a finite number of the eigenvalues may have finite algebraic multiplicities that are greater that 1; for those eigenvalues we have finite chains of the associated vectors. We note, that formula (3.5) takes place only for the eigenfunctions of the operator L hk and the pencil P hk (λ). The relation between the corresponding associated functions is more complicated and will not be used in this work. Now we describe the adjoint pencil P * hk (λ) which is defined by the formula
The spectrum of the pencil P * hk (λ) coincides with the spectrum of the operator L * hk given by (2.18), (2.19). Let {F * n (x)} n∈ be the eigenvectors of P * hk , then the following relation between {F * n (x)} n∈ and the eigenvectors {Ψ * n (x)} n∈ of the operator L * hk holds:
Remark 3.1. From now on, we will discuss the particular case of k = ∞, i.e., the left end boundary condition will be u (0) = 0, which corresponds to the fixed left end of the string. All our results can be easily extended to any k ∈ C. Our second simplification is more serious. Namely, in the present paper, we consider the string with constant parameters. The case of a string with variable density and/or viscous damping will be discussed in our forthcoming paper.
Let us consider the following boundary-value problem:
The general solution of the differential equation (3.9) can be written in the form
with functions A (λ) and B (λ) to be determined from the boundary conditions. The first boundary condition u (λ, 0) = 0 implies that A (λ) = −B (λ). Inserting this result into the second boundary condition from (3.10) yields
From (3.12), it follows that λ is an eigenvalue of the problem (3.9), (3.10) if and only if this λ is a solution of the following transcendental equation:
Using methods of asymptotic analysis, it can be shown that Eq. (3.13) has a countable set of roots, which cannot be found in a closed form. To find a convenient numerical scheme for the approximations of the aforementioned roots, we first introduce a simpler version of Eq. (3.13), which we call "the model equation." The roots of the model equation, which will be denoted as {λ ∞ n } n∈ , can be easily found. The importance of the model equation roots is that the points {λ ∞ n } n∈ will be used as initial numerical values for an appropriate numerical scheme. To derive the model equation, let us introduce a new function
(3.14)
Eq. (3.13) obtains the form
For |λ| → ∞, we can approximate κ as follows:
Therefore, with (3.16) the rational function in (3.15) can be approximated as
Let us omit the remainder terms in (3.16) and (3.17) and substitute the leading terms into Eq. (3.15). We obtain a new equation
In what follows, Eq. (3.18) will be our model equation. It can be shown that the following formula is valid for the roots of Eq. (3.18):
Let us modify the logarithmic term in (3.19). We have
The first and second approximations to the roots of the model equation. Let us take representation (3.19) and omit all terms of the order O |n| −1 . The remaining formula will be called the first approximation for the eigenvalues when the number of an eigenvalue tends to infinity. So for the first approximation, we have
In addition to the first approximation given by (3.21), we also use the refined formula, which we will call the second approximation. That approximation can be obtained by incorporating formula (3.20) and it is given by the formula
Remark 3.2. In the present paper, we will discuss the approximations for eigenvalues associated to both formulas (3.21) and (3.22). We show that even though the second approximation looks more complicated, it gives a much better numerical result.
Numerical Approximation for Eigenvalues Using Characteristic Equation.
In this section, we use the nonlinear characteristic equation (3.13) in order to approximate the eigenvalues numerically. Our goal is to examine how fast the eigenvalues converge to the asymptotic distributions given by formulas (3.21) and (3.22). These two formulas were obtained by omitting the remainder terms of order O |n| −1 . We will determine the actual numerical ranges for those terms and, most importantly, we look at the size of the error for small values of n.
The numerical results are obtained by using Newton's method, which is still considered as the most widely used, and one of the most efficient root finding algorithms.
Let us introduce the following function of a complex variable z:
It is known that the iterative formula
can be used for complex-valued functions as well. In our particular setting, we chose not to look for more sophisticated root finding methods, for example, the damped Newton's method or Muller's method with deflation (Muller 1956). On one hand, we have obtained good results with the simple Newton's method when we started with the refined approximations of the second type 
Using the asymptotic distribution.
As most numerical methods for finding roots of functions, Newton's method requires starting points for the search. A natural choice is to use explicit formulas (3.21) or (3.22) in order to generate initial guesses. While the second approximations (3.22) of the asymptotic are expected to be more precise for eigenvalues located far from the origin, it is not necessarily true for eigenvalues that are close to the origin. Since we are especially interested in these eigenvalues, we use both approximations.
Initial guesses of the first type. We use Newton's method with first approximations (3.21) of the asymptotic as initial guesses. The results of calculations are presented in Tables 1 and 2 below. as the initial guesses. It can be seen that the first ten approximations behave erratically. Namely, (a) We have found the same eigenvalues several times starting from different initial guesses (see rows # 1, 2, 3, and 8 of Table 1 ).
(b) In two cases (rows # 7 and 9), Newton's method did not reach convergence at all. In fact, numerical overflow occurred in evaluating the characteristic function and its derivative.
(c) Eigenvalues were not found in the order of increasing real parts, or in any other logical order, although the initial guesses were listed in the order of increasing real parts. Table 2. 2. In Table 2 , we have listed the first 25 eigenvalues ordered by increasing real parts. Although formula (3.21) provides us with even distance between the real parts of consecutive eigenvalues, the distribution of the first ten eigenvalues is quite irregular. At this point, it is not clear whether this behavior is the result of the asymptotic formula (3.21) being invalid for eigenvalues close to the origin, or the result of the irregular convergence properties of Newton's method. 3. After the first ten steps, the remaining approximations lay close to the asymptotic expressions. As Figure 1 shows, the absolute value of the difference between the asymptotic eigenvalues λ ∞ n and the true eigenvalues {λ n } (found numerically with high precision) decreases as n increases. Tables 1 and 2 . The irregular results of Newton's method can be explained by taking into account the form of the characteristic equation (3.13) . The main feature of the characteristic equation is that it contains an exponential term. Both the real and the imaginary parts of the function F (z) are oscillating in the direction of the real axis and they both decrease exponentially along the imaginary axis (see Figure 2) . These properties seriously affect numerical calculations. The oscillations as well as the exponentially small values introduce zero and "near zero" components in the gradient of the characteristic function. As a result, the numerical iteration can jump suddenly from one point to another point far away. Even in the case of convergence, the solution (if found) can be very far from the initial guess. Starting with small initial guess, we have obtained large eigenvalues in some cases. Starting with large initial guess leads to finding small eigenvalues, occasionally filling in some gaps between previously found eigenvalues. The same eigenvalue was found several times (suggesting the existence of eigenvalues with multiplicity greater than one) even when the starting points were far away from each other. In each of those cases the derivative of the characteristic function showed that there are no multiple eigenvalues. Initial guesses of the second type. We now use approximations (3.22) of the asymptotic as our initial guesses. We leave out the first two terms of this sequence as they are negative for the given values of parameters. In Table 3 , we have listed the approximations for the eigenvalues using the first forty asymptotic eigenvalues {λ ∞ n } as the initial guesses. When we used the refined initial guesses of Eq. (3.22), convergence from all of the initial guesses to the closest eigenvalue follows in at most seven steps with a precision of at least 10 −10 . As Figure 3 shows, the absolute value of the difference between the asymptotic eigenvalues and the true eigenvalues is decreasing for increasing n. 
Explanation of the irregularities in

Comparison of the results based on initial guesses.
In Figure 4 , we compare the convergence rate of eigenvalues to the approximate asymptotic values. We know from (3.19), (3.21), and 
Approximation of eigenvalues without knowledge of good initial guesses.
As is well-known, the use of asymptotic eigenvalues as initial guesses is questionable when one looks for eigenvalues close to the origin. It is important to investigate whether there are eigenvalues close to the origin other than the ones listed in Tables 1 and 3 . For this purpose, we create a grid of points in a rectangular region of the complex plane and take all the points as initial conditions for Newton's method. As it is well-known, Newton's method converges very fast if it converges at all. In our case, due to the exponential term in the characteristic function, it also diverges very fast when it diverges. Hence the method of checking relatively large number of points of the complex plain whether they are zeros of the characteristic function is quite feasible numerically. Figure 5 shows the convergence properties of Newton's method applied to the characteristic equation. Namely, the points of the plain are colored differently depending on the different number of iterations needed for convergence when starting the iteration from the given points. Dark red areas correspond to failure of convergence. The darkest blue points correspond to fixed points of the iteration, i.e. they are precisely the eigenvalues. Figure 5 . Figure 5 also shows that the distribution of eigenvalues is quite regular from the very beginning as it was observed in Table 3 already. Another important discovery revealed in this figure is the presence of five eigenvalues positioned on the imaginary axes. Figure 6 shows a closer look at this part of the complex plane. Choosing better initial guesses from the fractal images, Newton's method can now find more precise approximations of the eigenvalues. Table 4 lists the pure imaginary eigenvalues, Table 5 lists the first ten complex eigenvalues and their distance from each other. 
Numerical Approximations of Eigenvalues by Chebyshev's
Method.
In this section, we use Chebyshev's method (Dongara et. al. 1996 ) to obtain a finite dimensional approximation of the spectral problem
This method became increasingly popular during the last two decades in computational fluid dynamics (see, e.g., (Dongara et. al. 1996 ) and references therein) for its simplicity in discretizing boundary value problems and its precision in determining a large number of eigenvalues.
Remark 5.1. While it is possible to measure the discretization error by using the so called Tchebychev-Tau method, we will not do the "Tau" part here. Instead, we measure to total error (the error from the discretization and the error from the numerical solution of the finite dimensional eigenvalue problem) by evaluating the known characteristic function (4.1) at the numerical approximations of the eigenvalues.
Using the notation ψ = (ψ 0 , ψ 1 ) T = (w, w 1 ) T , where the superscript "T" means the transposition, we can formulate eigenvalue problem (5.1) as
where the differential operator L h is given by the formula
In our numerical approach, we will use Chebyshev's polynomials [17] , which requires the transformation from the interval [0, a] to the interval [−1, 1]. Let us use the standard coordinate transformation
whose inverse is
The transformed operator has the form 8) and the transformed domain has the form
The new state space H is a Hilbert space, whose metric coincides with the metric of Hilbert space H up to replacement of ρ with ρ in formula (2.6).
Reduction of the second order derivative.
In numerical calculations, the approximation of higher order derivatives results in larger errors than that of the lower order derivatives, and therefore, it is desirable to reduce the second order system into a somewhat larger system that contains the first order derivatives only. The latter reduction can be done by introducing new functions ψ 2 = ψ 0 and Ψ = (ψ 0 , ψ 1 , ψ 2 ) T . We obtain the following generalized eigenvalue problem which is now equivalent to (5.3):
where 12) and B is a singular matrix given by the formula B = diag {1, 1, 0}.
Discretization by Chebyshev's method.
We approximate Ψ = (ψ 0 , ψ 1 , ψ 2 )
T ∈ H and its derivatives with Chebyshev's polynomials of orders up to either (n + 1) or (n + 2), depending on the boundary conditions involving different components of Ψ. Let ψ 0 , ψ 1 , and ψ 2 be approximated by
where T j (x) denotes the j th Tchebychev polynomial defined by
The finite dimensional approximation (5.13) can be written now in a vector form using only Chebyshev's coefficients ν i j from (5.13)
For the approximation of the first derivative of a function Ψ ∈ H , we will use the notation
The derivative matrix that will approximate differentiation in (5.11) can be calculated in several ways. We use the recurrence relation (Cavuto et.al. 1988 ) 
From now on, we will use the above introduced subscript notation in order to specify the size of matrices. We will omit this subscript notation in order to get more compact formulas once the sizes of matrices are explained in detail. Note that the matrix D (n+1)×(n+2) from (5.20) has the number of rows one unit less than the number of columns because we have omitted the last row, which would have zero entries everywhere due to the truncation in the Chebyshev's approximations (5.13). The first column of the matrix D (n+1)×(n+2) also contains only zeros, but this part cannot be omitted as it represents the derivative of the constant terms in the Chebyshev's expansions (5.13). Once we obtain two equations for the boundary values in terms of Chebyshev's polynomials, the discredited eigenvalue problem will have the form
where
Matrices A and B are of the same sizes (3n + 5) × (3n + 5) and they both contain several zero submarines 0 and identity submarines I of appropriate sizes. Obviously, B is singular with (n + 3) rows containing zeros only. The boundary conditions ψ 0 (−1) = 0 and ψ 2 (1) + hψ 1 (1) = 0 from (5.12) require the evaluation of Chebyshev's polynomials at the end points x = −1 and x = 1. It is known that T j (±1) = (±1) j , where T j is the j th Tchebychev polynomial for j ∈ N. With these boundary values, we obtain the following two equations for the vector of Tchebychev coefficients ν: 3. Incorporate the boundary conditions into the matrices in the above described way.
Due to the orthogonality of the Tchebyshev's polynomials in the aforementioned weighted L 2 (−1, 1) space, the resulting finite dimensional eigenvalue problem will have the same row entries as eigenvalue problem (5.21) up to constant multipliers either π or π/2.
Solving the Generalized Matrix Eigenvalue Problem (5.21).
We recall that our goal is to solve equation (5.21) with matrices A and B given by (5.22) and (5.23) respectively. Matrix A is a complex nonsymmetric matrix, while matrix B is a real nonsymmetric, nonsingular matrix. We use the IMPS FORTRAN subroutine DIVING (IMSL 1997, p.841)imps to compute the eigenvalues of (5.21). This subroutine is based on the iterative QT algorithm (Moller and Stewart 1973), which avoids the inversion of matrix B. We recall that the main output of the subroutine is a pair of complex vectors (α, β). In case of a nonzero β (i) entry a generalized eigenvalue is obtained by the quotient α (i) /β (i).
This method clearly requires so-called postprocessing, where we have to analyze the numerical results for correctness and convergence. First of all, we have to exclude the (α (i) , β (i)) pairs with zero β (i) values as they are the reflections of the zero rows of matrix B. Then, in the case when both α (i) and β (i) are very small but nonzero numbers, the validity of taking their quotient is always questionable numerically. This step might lead to the so-called spurious eigenvalues that are not necessarily large. We exclude these eigenvalues by checking convergence properties as the discretization is refined. Table 6 shows very good convergence properties for all eigenvalue candidates except for number six. The results in place number six are spurious eigenvalues. The first one hundred convergent values agreed with each other up to seven decimal places for discretization n = 200 and n = 300. The last column of Table 6 shows that these numbers satisfy the characteristic equation with precision up to 10 −10 . 
Conclusion.
In this paper we have investigated the distance between eigenvalues and their asymptotic estimates for a boundary-value problem for a damped string model. The exact eigenvalues were approximated by two very different numerical methods.
First we approximated the solutions to the characteristic equation using Newton's method. Two formulas for the asymptotic eigenvalues were used as initial guesses. We found that initial guesses obtained by the formula with increased precision in the real values were all in the basin of attraction and they resulted in quite good approximations of the eigenvalues even around the origin, except for purely imaginary eigenvalues.
Next we have chosen the Tchebychev's discretization of the problem combined with the QT algorithm. This resulted in solving a generalized matrix eigenvalue problem. Although the right hand side matrix is singular, the QT algorithm proved to be quite effective, the one spurious eigenvalue was easy to detect, and we obtained good approximation of a large number of eigenvalues.
In our forthcoming papers, we will discuss the dependence of the eigenvalues on the parameters and examine various damped wave equation with spatially nonhomogeneous coefficients. We will also discuss the problem of numerical construction of control laws for distributed and/or boundary control problem related to the damped wave equation. 
