The Farrow-structure-based steerable broadband beamformer (FSBB) is particularly useful in the applications where sound source of interest may move around a wide angular range. However, in contrast with conventional filter-andsum beamformer, the passband steerability of FSBB is achieved at the cost of high complexity in structure, i.e., highly increased number of tap weights. Moreover, it has been shown that the FSBB is sensitive to microphone mismatches, and robust FSBB design is of interest to practical applications. To deal with the aforementioned problems, this paper studies the robust design of the FSBB with sparse tap weights via convex optimization by considering some a priori knowledge of microphone mismatches. It is shown that although the worst-case performance (WCP) optimization has been successfully applied to the design of robust filter-and-sum beamformers with bounded microphone mismatches, it may become unapplicable to robust FSBB design due to its over-conservativeness nature. When limited knowledge of mean and variance of microphone mismatches is available, a robust FSBB design approach based on the worst-case mean performance optimization with the passband response variance (PRV) constraint is devised. Unlike the WCP optimization design, this approach performs well with the capability of passband stability control of array response. Finally, the robust FSBB design with sparse tap weights has been studied. It is shown that there is redundancy in the tap weights of FSBB, i.e., robust FSBB design with sparse tap weights is viable, and thus leads to low-complexity FSBB.
Introduction
As one of the key technologies for microphone arrays, broadband beamforming has been used in a wide range of audio and speech processing applications, such as teleconferencing, hearing aids, and audio surveillance [1] [2] [3] [4] [5] [6] . The most popular methods for broadband beamforming for microphone arrays are based on the well-known filter-and-sum structure [2] . In practice, sound source of interest may move around some angular range. Accordingly, the passband width of a broadband beamformer usually needs to be designed to cover the whole angular range of movement of the sound source. 1 It is known that, there is a trade-off between passband width and stopband interesting in some applications, since they are applicable to arbitrary array configurations, and moreover, their passbands can be steered online with just one single parameter [10] . In practice, there usually exist some mismatches among microphones, such as gain and phase errors [15] . Unfortunately, the FSBBs are highly sensitive to microphone mismatches. Therefore, the design of FSBBs robust against microphone mismatches has drawn attention recently.
Generally speaking, according to whether any priori knowledge of microphone characteristics is used or not, the existing design approaches for robust FSBBs can be classified into two categories. In [9, 12] , white noise gain (WNG) constraint has been utilized to design robust FSBBs, where no knowledge of microphone characteristics is considered. However, the main problem with the WNG constraint-based approach is that it is unclear how to choose the WNG constraint level optimally. To get over the problem, a robust FSBB design approach based on the weighted least squares has been proposed in [11] , which takes into account the probability density function (PDF) of microphone characteristics. By considering the knowledge of microphone characteristics, no user-tuning parameters are required any more; thus, it can facilitate the FSBB design. Although this design approach has shown robust against microphone mismatches, the difficulty with the approach is that the PDF of microphone characteristics may not be easily accessible in practice. Instead, the bounds of uncertain microphone mismatches [16, 17] or the limited knowledge of mean and variance of microphone mismatches [18] may be practically available to a designer. Therefore, it is necessary to establish efficient design schemes for robust FSBBs by considering these types of knowledge of microphone characteristics. Besides the aforementioned robustness problem of the FSBB in the presence of microphone mismatches, another problem with the FSBB is that its computational complexity is particularly demanding in contrast with its counterpart based on filter-and-sum structure, which is the price it has paid for the passband steerability. However, the low-complexity FSBB design has not been addressed in the literature, which is of interest to practical applications.
Inspired by our previous work on robust filter-andsum beamformer design [16, 18] , the robust FSBB design using convex optimization with some priori knowledge of microphone mismatches is studied in this paper. Moreover, to reduce the computational complexity of the robust FSBB, the robust FSBB design with sparse tap weights has also been studied. To summarize, the contributions of the paper are threefold:
• For bounded microphone mismatches, the robust FSBB design based on the worst-case performance (WCP) optimization criterion has been established. It is shown that although the WCP optimization has been successfully applied to the design of robust filter-and-sum beamformers as in [16, 17] ; unfortunately, it may become unapplicable to robust FSBB design due to its over-conservativeness nature as analyzed in the paper.
• When limited knowledge of mean and variance of microphone mismatches is available to a designer, the robust FSBB design approach based on the worst-case mean performance (WCMP) optimization with the passband response variance (PRV) constraint is developed. Unlike the WCP optimization-based design, the proposed approach performs well for robust FSBB design with the capability of passband stability control of array response. Moreover, some insights into the properties of the PRV of robust FSBB have also been revealed.
• In contrast with filter-and-sum beamformer, the passband steerability of FSBB is achieved at the cost of high complexity in structure, i.e., highly increased number of tap weights. However, it is shown that there is redundancy in tap weights of FSBB, i.e., robust FSBB design with sparse tap weights is viable. To this end, a two-stage approach for the design of robust FSBB with sparse tap weights using the reweighted l 1 -norm constraint optimization has been proposed, which leads to the design of low-complexity FSBB.
The rest of the paper is organized as follows. In Section 2, we formulate the problem of robust FSBB design. In Section 3, we present the robust FSBB design using the WCP optimization, when the bounds of microphone mismatches are known. In Section 4, we develop the robust FSBB design using the WCMP optimization with the PRV constraint, when the limited knowledge of mean and variance of microphone mismatches is available. In Section 5, the robust FSBB design with sparse tap weights is studied. Design examples are presented in Section 6 to illustrate the performance of the proposed approaches. Finally, Section 7 concludes the paper.
Problem formulation
Consider a K-element linear microphone array in the farfield, where the distance the kth microphone and the center of the array is denoted by d k . The configuration of the FSBB is shown in Fig. 1 . Unlike the well-known filter-and-sum beamformers, herein, a Farrow structure consisting of M finite-impulse-response (FIR) subfilters is used behind each microphone, where the tap length of each FIR subfilter is N. The beampattern of the FSBB at frequency f and angle of arrival θ (defined with respec- Fig. 1 The steerable broadband beamformer based on the Farrow structure tive to the array axis, θ ∈ (0, 180°)) can be expressed as [11] 
where
with a k f , θ and γ k f , θ being the gain and phase errors of the kth microphone, w k,n,m denote the weights of the FSBB, c is the speed of sound, f s represents the sampling frequency, and D = (φ d − 90°)/90°with φ d being the desired steering direction of the FSBB. To simplify notation, (1) can be rewritten in the vector form
where (·) T denotes the transpose, w = w 0,0,0 , · · · ,
T is the weight vector of the FSBB, and
is the array steering vector, which is given by
where denotes the Hadamard product, and ⊗ denotes the Kronecker product. Given some priori knowledge on microphone characteristics A(f , θ) and a desired response P d (φ d , f , θ), our problem is to design an optimal robust beamformer weight vector w using some criterion such that the beamformer response P(φ d , f , θ) can optimally fit P d (φ d , f , θ) over the predefined frequency-angle range of interest f , θ ∈ and the predefined steering direction range of interest φ d ∈ ⊆ (0, 180°). The advantage of the FSBB is that its passband can be steered towards arbitrary directions with no need of redesign of beamformer weight vector.
Robust FSBB design using the WCP optimization
In this section, we study the robust FSBB design via convex optimization by using the WCP optimization in the case of bounded microphone mismatches. To proceed, first, we need to introduce a non-robust design approach using minimax criterion when there are no microphone mismatches.
Non-robust design
When there are no microphone mismatches, the microphone characteristics now become
where g(φ d , f , θ) denotes the steering vector without microphone mismatches.
The problem for FSBB design using the minimax criterion can be formulated as
which can be recast as the following semi-indefinite convex programming min ,w s.t.
The above problem can be further formulated as a secondorder cone programming (SOCP) problem and thus can be solved efficiently via the interior point methods [19, 20] .
Robust design
Now, we consider the robust design of FSBB in the presence of bounded microphone mismatches by using the WCP optimization-based criterion. Due to microphone mismatches, there will exist some perturbation in the steering vector of FSBB, i.e., g( 
Proof. Using (3) and (8) , and noting that |D| < 1, it holds that
The design of robust FSBB with the WCP optimization can be formulated as
With Proposition 1, the problem (12) can be reformulated as the following minimax problem
where ε is chosen as the lower bound of g given by (11) . By introducing some auxiliary variables, (13) can be recast as the following convex optimization problem
The procedures of the robust FSBB design using the WCP optimization are summarized in the following.
Algorithm 1 Robust FSBB design using the WCP optimization 1) Initialize the user parameters: the bounds of microphone mismatches δ a , δ γ ; the desired response
, the frequency-angle range of interest , and the steering direction range of interest .
2) Compute the lower bound ε of g(φ d , f , θ) according to (11) .
3) Solve the convex optimization problem (14) for w.
Remark 1.
As we know, although the WCP optimization approach has been successfully used in the design of robust broadband beamformers with the filter-andsum structure, it is conservative because the worst scenario that all microphone mismatch errors simultaneously attain their maximal values rarely occurs in practice. In contrast, the robust design of FSBB using the WCP optimization is more conservative since it just considers the more rarely occurred worst case, which requires not only that all microphone mismatch errors simultaneously attain their maximal values but also that the steering direction of the FSBB is at the boundary of the steering direction range of interest (note that (11) achieves its maximal value when the steering direction is at the boundary of ). As a result, the WCP optimization-based design for robust FSBB suffers from outstanding overconstraint problem which may lead to poor design performance.
Robust FSBB design using the WCMP optimization with the PRV constraint
In this section, we study the robust FSBB design via convex optimization when the knowledge we have on microphone mismatches is only their bounded mean and variance.
Robust design using the WCMP optimization
Suppose the mean values of microphone gain and phase mismatches are imprecisely known and are bounded by some known small constants μ a and μ γ respectively, i.e.,
where E{·} denotes the mean value. Following the similar derivation as Proposition 1, it holds that the mean perturbation of the steering vector of the FSBB is bounded by
The robust design for the FSBB using the WCMP optimization can be cast as
Using (15), the WCMP optimization problem can be reformulated as
where ε is chosen as the lower bound of E{ g(φ d , f , θ)} given by (15) . Alternatively, the optimization problem (17) can further be recast as the following SOCP problem min ,ς,w s.t.
Remark 2. Like the WCP optimization-based design, the WCMP optimization-based design also belongs to the class of white noise gain constraint-based approaches. Consider the fact that μ a < δ a and μ γ < δ γ , it follows from (15) and (11) that ε < ε. Therefore, the WCMP optimization-based design is less conservative than the WCP optimization-based design and hence is suitable for robust FSBB design as demonstrated by the simulation results in Section 6.
Robust design incorporating the PRV constraint
To enhance the robustness of the FSBB, i.e., to improve its stability of passband response and hence to reduce target signal distortion, we hereby consider to incorporate the PRV constraint into the design procedures by using the bounded variances of microphone mismatches. To proceed, we make the following assumptions [15] : 1) microphone gain and phase errors are uncorrelated; 2) all microphones have the same variances Var{a(f , θ)} and Var{γ (f , θ)} for gain and phase errors, respectively. The only knowledge we have about Var{a(f , θ)} and Var{γ (f , θ)} is that they are bounded by some known constants, i.e., Var{a(f , θ)}≤ σ 2 a and Var{γ (f , θ)} ≤ σ 2 γ .
Theorem 1.
The variance of the array response of the FSBB in the presence of microphone gain and phase mismatches is given by
where 
where the superscript (·) H represents the Hermitian transpose, and
with its (i, j)th element given by
E a n 1 a n 2 − E a n 1 E a n 2 + E γ n 1 γ n 2
where the superscript (·) * denotes the complex conjugate. This completes the proof.
Regarding the properties of the PRV of the FSBB, we have the following remarks.
Remark 3. Given a specific steering direction φ d , it is interesting to note that the PRV of the FSBB is independent of angle θ, i.e., the effect of microphone gain and phase mismatches on the PRV of the FSBB is angleinvariant. However, the PRV of the FSBB is steering direction variant. It has been found that the PRV of the FSBB tends to increase with the steering direction deviating from the array broadside direction as revealed in Section 6.
Based on (18) and Theorem 1, our proposed robust design criterion using the WCMP optimization with the PRV constraint can be formulated as
where β > 0 is a trade-off parameter between the mean deviation of the actual array response from the desired response and the PRV. It is noted that, when incorporating the PRV constraint directly from (19) , the ill-conditioned matrix Q(φ d , f , θ) may lead to numerical instability problem. To overcome this problem, the average PRV over the whole passband has been used instead in the third constraint
To summarize, the design approach for the robust FSBB using the WCMP optimization with the PRV constraint consists of the following steps. 
Robust design of the FSBB with sparse tap weights
Although the FSBB can be flexibly steered towards any desired direction, it is at the cost of increased number of FIR filters in structure, and hence is more computationally demanding, compared with conventional filter-and-sum beamformers. An interesting problem now arises: Is there any redundancy in the tap weights of the FSBB by using the above design approaches? If so, the constraint on the sparseness of tap weights of the FSBB can be incorporated into the robust design approaches to reduce the computational complexity of the FSBB. To this end, a two-stage approach for the design of robust FSBB with sparse tap weights via convex optimization is proposed in this section. Considering the WCMP optimizationbased design with the PRV constraint is more efficient than its counterpart based on the WCP optimization for robust design of the FSBB; as discussed in Section 6, hereafter, we will focus on the WCMP optimization-based design by incorporating the sparsity constraint on tap weights. The first stage of our proposed design approach is to find potential redundancy in tap weights of the FSBB using the WCMP optimization-based design approach.
Based on (17) , the problem can be mathematically formulated as
where the l 0 -norm · 0 is the count of the number of non-zero elements of its argument, and μ denotes the user parameter to control the degree of sparsity of the tap weights. Unfortunately, (24) is a NP-hard optimization problem due to the non-convex l 0 -norm. As it is known, the l 1 -norm is the closest convex function to the l 0 norm and the l 1 -norm is usually able to produce sparse solutions. To solve the difficult problem (24) efficiently, the iterative reweighted l 1 -norm constraint [21] is used instead to approximate the l 0 -norm constraint in (24). Explicitly, at the lth iteration, we solve the following constrained convex optimization problem
| + being the reweighting matrix and being a small positive value to provide numerical stability, w
represents the ith component of w at the (l − 1)th iteration, and S (l) is the index set of the sparse tap weights for the lth iteration, which is obtained by comparing the tap weights w at the (l − 1)th iteration with a predefined small-valued threshold ξ T , in particular, when the weight |w
should be reset to zero; otherwise, it will be kept unchanged. By using the reweighted l 1 -norm constraint, those tap weights whose magnitudes are small are imposed larger weightings in the next iteration and vice versa, and accordingly, the sparsity of the tap weights is enhanced. For initialization, D (0) is set to identity matrix and S (0) is set to the null set. The above convex optimization problem (25) is solved repeatedly until the preset maximum number of iterations L is achieved.
The second stage of the proposed approach is to incorporate the PRV constraint in the design procedures. Considering (23), the design problem can be finally formulated as the following convex optimization problem min ,ς,w
In summary, the two-stage design approach for the robust FSBB with sparse tap weights include the following steps.
Algorithm 3
Robust design of the FSBB with sparse tap weights 1 : Initialize the user parameters: the bounds of mean values of microphone mismatches μ a , μ γ ; the bounds of variances of microphone mismatches σ 2 a , σ 2 γ ; the desired response P d (φ d , f , θ) , the frequency-angle range of interest , the steering direction range of interest , the trade-off parameter β, μ; the threshold ξ T ; the parameter for numerical stability; and the maximum number of iterations L. 2 : Compute the lower bound ε of E{ g(φ d , f , θ)} according to (15) .
: Redundant tap weights finding:
a) Set S (0) = ∅, and D (0) as an identity matrix, and solve (18) for w (0) . b) Update the index set for the redundant tap weights 
Design examples
In this section, some design examples are presented to demonstrate the performance of the design approaches proposed above. The CVX convex optimization toolbox [22] has been used to solve all the convex optimization problems in the following.
Consider a ten-element uniform linear microphone array with the inter-element spacing 5 cm. Behind each microphone, a Farrow structure consisting of five FIR filters is used, where the tap length of the FIR filters is 20 unless otherwise stated, i.e., K = 10, M = 5, and N = 20. The steering direction range of interest is [ 40°, 140°], the normalized frequency range of interest is [ 0.25π, 0.875π], and the sampling frequency f s is 8000 Hz. The passband width, denoted as , is set to 20°, and for a specific steering direction φ d , the two stopband regions are 
Example 1: robust design using WCP optimization
First, we consider the case of no microphone mismatches when using the WCP optimization, i.e., corresponding to the non-robust design. Figure 2 shows the array response of the FSBB using the non-robust design, where the steering direction, i.e., the direction of arrival of the sound source of interest, is set to 60°. As can be seen, the FSBB design based on the WCP optimization performs well when there are no microphone mismatches, since its mainlobe can be steered to the desired direction with a stopband level below −13.7 dB for the stopband region
]. For comparison, the array response of the well-known least-squares (LS) design based on the conventional filter-and-sum structure [3] is also shown in Fig. 3 , with the same number of microphones as for the FSBB. Note that the LS design based on the filterand-sum structure is non-steerable; therefore, its passband has to cover the whole direction range of interest where sound source may be present, i.e., [ 40°, 140°]. Consequently, the passband region is too wide, which will lead to poor spatial filtering performance. For instance, when the sound source of interest is impinging on the array from the angle 60°, the undesired interference and noise signals within the angular region (90°, 140°) can not be reduced anymore by the non-steerable beamformer. Next, we consider the FSBB design using the WCP optimization in the presence of microphone mismatches. Figure 4 shows the corresponding array response of the FSBB steered to 60°, where the user-defined parameter ε is set to 1.74 according to (11) . The simulation result is the average over 100 Monte Carlo trials, i.e., by using 100 random samples of microphone mismatches. As we have discussed above, although the WCP optimizationbased criterion has been successfully applied to the robust design of filter-and-sum beamformers, it has failed to work for the design of robust FSBB due to its overconservativeness. Therefore, the WCP optimizationbased criterion may not be suitable for the design of robust FSBB. To justify the overconservativeness of WCP optimization for FSBB design, the array response of the FSBB designed by the less-conservative WCP optimization with the user-defined parameter ε reduced to 0.02 is shown in Fig. 5 . Compared with Fig. 4 , it can be seen clearly that the beamformer performance can be improved significantly through reducing the effect of conservativeness of WCP optimization.
Example 2: robust design using WCMP optimization with the PRV constraint
In the following, we assume that the mean and variance values of microphone gain and phase errors are all not precisely known due to practical measurement errors. That is, the gain and phase errors are not zeromean and instead bounded by some small values, i.e., are the average over 100 Monte Carlo trials with random samples of microphone mismatches. Figure 6a and e shows the array response and the PRV of the robust FSBB based on the WCMP optimization with the PRV constraint, respectively, where β = 20. While Fig. 6b and f shows the array response and the PRV of the robust FSBB based on the WCMP optimization without the PRV constraint, respectively, i.e. β = 0. The steering direction is set to 60°. To see the results more clearly, the associated side views are also presented in Fig. 6c, d , g, and h. Compared with the WCP optimizationbased design, i.e., Fig. 4 , the design approach using the WCMP optimization performs well in the presence of microphone mismatches. Moreover, by imposing the PRV constraint, the variance of passband array response can be effectively reduced, especially in the low-frequency region. Note also that the PRV of the robust FSBB is nearly invariant with angle θ as demonstrated in Fig. 6g and h, which is consistent with the theoretical finding in Remark 3.
(a) (b) Figure 7a and e shows the array response and the PRV of the robust FSBB based on the WCMP optimization with the PRV constraint, respectively, where β = 20. While Fig. 7b and f plots the array response and the PRV of the robust FSBB based on the WCMP optimization without the PRV constraint, respectively. The steering direction is set to 60°. For ease of comparison, the associated side views are also presented in Fig. 7c,  d , g, and h. From the simulation results, we can see that the robust FSBB still shows satisfactory performance even in the presence of larger microphone mismatch errors. Similar to the above case with smaller microphone mismatches, by imposing the PRV constraint, the variance of passband array response of the FSBB beamformer can also be reduced.
To show the effect of the PRV constraint on the performance of robust FSBB, we first introduce the passband fluctuation [18] , which is defined as the ratio of maximum mean magnitude response to the minimum one in the passband. Passband fluctuation is an indicator of the deviation of the actual mean passband response obtained from the desired flat-top one. Figure 8a Fig. 8a and c, with more stringent PRV constraint, i.e., increasing the trade-off parameter β, the PRV of the FSBB tends to decrease, while keeping the passband fluctuation at a lower level. However, this is at the cost of sacrificing the stopband level as shown in Fig. 8b . Therefore, a trade-off between the performance of passband and that of the stopband should be considered during design of robust FSBB.
As analyzed above, the PRV of the FSBB is dependent on steering direction. Now, we study the effect of the steering direction on the PRV of the FSBB. Figure 9a As expected, it can be seen from Fig. 9 that the PRV of the FSBB is varying with steering direction. Interestingly, the average PRV tends to increase with the steering direction deviating from the array broadside.
Example 3: robust design with sparse tap weights
Now, we study the performance of the robust FSBB design with sparse tap weights by using Algorithm III. The user parameters are set as: the trade-off parameter μ = 5 × 10 −7 , the threshold parameter ξ T = 10 −6 , the parameter for numerical stability ε T = 10 −6 , and the maximum number of iterations L = 4. The remaining user parameters are set same as in Example 2. All the results are the
(g) (h) average over 100 Monte Carlo trials with random samples of microphone mismatches. First, we demonstrate the complexity-reducing impact of the sparsity constraint on the robust FSBB. Figure 10 shows the performance comparison of the sparse FSBB and its non-sparse counterpart with N = 30, where the steering direction is φ d = 60°, and there is no PRV constraint (i.e., β = 0). Herein, the non-sparse FSBB refers to the FSBB designed by Algorithm II, which has a full active tap weights, i.e., no zero-valued tap weights. For the sparse FSBB, the number of the active weights is reduced to 738, i.e., over 50 % tap weights of the non-sparse FSBB are nullified. The array response of the sparse and nonsparse FSBBs is shown in Fig. 10a and b, while the PRV
(g) (h) of the sparse and non-sparse FSBBs is shown in Fig. 10e and f. In order to see the results more clearly, the corresponding side views are also presented in Fig. 10c and d and g and h, respectively. As can be seen from Fig. 10c and d, although over one half of tap weights are nullified, the beampattern of the resultant sparse FSBB has nearly unaffected compared with the beampattern of its non-sparse counterpart. Moreover, the variance of passband array response of the sparse FSBB has only varied slightly compared with that of its non-sparse counterpart, as shown in Fig. 10g and h. Therefore, it has justified our statement that there are redundancy in the tap weights of an FSBB, and a lower-complexity FSBB can be designed via imposing the sparsity constraint without producing a significant degradation of performance. Next, we show another advantage of the sparse FSBB over the non-sparse FSBB with similar computational complexity. Figure 11 shows the performance comparison of sparse and non-sparse FSBBs with a comparable amount of active tap weights, i.e., with a similar computational complexity, where the steering direction is φ d = 60°a nd there is no PRV constraint. For the sparse FSBB, the number of the active weights is 738, with N = 30. For the non-sparse FSBB, the number of the active weights is 750, with N = 15. Note here that, for the purpose of ensuring a fair comparison, the active weights of the sparse FSBB is chosen slightly less than that of the non-sparse FSBB. The array response of the sparse and non-sparse FSBBs is shown in Fig. 11a and b , while the PRV of the sparse and non-sparse FSBBs is shown in Fig. 11e and f. To see the results more clearly, the corresponding side views are also plotted in Fig. 11c and d and g and h, respectively. For the spare FSBB, the stopband level and passband fluctuation are −7.988 and 2.043 dB, respectively, with the average PRV 0.005. For the nonsparse FSBB, the stopband level and passband fluctuation are −7.802 dB and 2.408 dB, respectively, with the average PRV 0.011. Comparatively, the sparse FSBB is superior to the non-sparse FSBB with a similar computational complexity.
Finally, we consider the effect of the PRV constraint on the robust FSBB with sparse tap weights. Figure 12 shows the performance of the sparse FSBB under various PRV constraints. For comparison, the performance of non-sparse FSBB with a comparable number of active weights is also shown in Fig. 12 . Here, the simulation settings are same as in Fig. 11 . Moreover, the case with the steering direction φ d = 90°is also considered. As can be seen from Fig. 12 , the sparse FSBB outperforms its nonsparse counterpart under various PRV constraints. Similar to the case of non-sparse FSBB shown in Fig. 8 , the PRV of the sparse FSBB will decrease with a more stringent PRV constraint, and this is also at the cost of the stopband level increasing as shown in Fig. 11b . 
Conclusions
In this paper, the study of robust FSBB design with sparse tap weights via convex optimization has been conducted by incorporating some priori knowledge of microphone mismatches. It has been shown that due to the over-conservativeness of the WCP optimization criterion, it may become unapplicable to the robust FSBB design, though it has been successfully applied in the robust filter-and-sum beamformer design. When the limited knowledge of mean and variance of microphone mismatches is available, the robust FSBB design approach based on the WCMP optimization with the PRV constraint has been presented. Compared with the WCP optimization-based design, it performs well in the presence of microphone mismatches; moreover, it has the capability of passband stability control of array response. Some insights into the PRV properties of FSBB are also revealed to better understand the robustness characteristic of FSBB. It was also shown in the paper that there exists redundancy in the tap weights of the robust FSBB. To further reduce the computational complexity of the robust FSBB, a two-stage design approach based on the reweighted l 1 -norm constraint optimization has been proposed to sparsify the tap weights of robust FSBB. Several design examples have been presented to illustrate the performance of the presented approaches. 1 The passband is also known as the mainlobe of a beamformer. 2 The stopband is also known as the sidelobe of a beamformer.
Endnotes

