The goal is to devise a pQCD modiˇcation that should be regular in the low-energy region and could serve practically for the data analysis below 1 GeV up to the infra-red limit. The recently observed ©blow-upª of the 4-loop pQCD series for the Bjorken sum rule form factor around Q 1 GeV and partial resolving of the issue with the help of the Analytic Perturbation Theory (APT) until Q ∼ 0.6 GeV provided the impetus for this attempt.
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INTRODUCTION: MOTIVATION AND OUTLINE
The perturbative QCD (pQCD) 2 is aˇrmly established part of particle interaction theory. Starting with gauge-non-invariant quantization, it correlates several dozens of experiments at quite different scales from a few up to hundreds of GeV. At the same time, pQCD meets troubles in the low-energy (large-distance) domain, below a few GeV, at the scales marked by the QCD parameter Λ 380 MeV. This Achilles' heel is related to its ultra-violet origin essence.
To avoid the unwanted singularity in the low-energy region, several modiˇcations [1Ä5] of the pQCD have been devised. Recently, one of them, the Analytic Perturbation Theory (APT) ( [6, 7] and a later review paper [8] ), has proved to be good [9] in describing the polarized Γ p−n 1 (Q 2 ) = Γ 1 (Q 2 ) form factor of the Bjorken Sum Rules (BjSR) amplitude down to a few hundred MeV.
The difference of proton and neutron Bjorken moments is usually presented as a sum of perturbation theory (PT) and higher twist (HT) non-perturbative contributions:
However, an attempt toˇt rather precise JLab data by expression (1) with appropriate higher twist coefˇcients failed as the perturbation theory part exploded (Fig. 1) in the region 0.7Ä1 GeV and the extracted (via comparison witȟ tted JLab data) μ 2i values turned out to be unstable with respect to higher loop terms in thě rst perturbation theory sum. This prevented data description below 1 GeV (Fig. 2) . Along with Eq. (1), in [9] the perturbation theory sum was changed for the APT one 1 :
where
is the APT [6, 7] ghost-free expansion functions. The change resulted in goodˇtting of the JLab data down to a few hundred MeV ( Fig. 2 ) with stable higher twist parameters. This result begets hope for the globalˇt-ting down to the infra-red limit. Unfortunately, none of the above-mentioned ghost-free modications [1Ä5] is suitable for this purpose. The common drawback is the use of ultra-violet logs in the infra-red region.
To approach the globalˇtting of data (like these for the BjSR form factor), one needs a modiˇed perturbation theory (MPT) with two essential properties:
• correspondence with common pQCD in ultra-violet limit (that is above a few GeV);
• regularity andˇniteness of the modiˇed effective coupling α MPT s (Q) and matrix elements in the low-energy domain.
As a primary launch pad for this construction, the above-mentioned APT seems good. It satisˇes theˇrst condition and, partially, the second one. To exempt the APT-like scheme from its last drawback Å the singularity (inˇnite derivatives) in the infra-red limit, one has to disentangle it from the ultra-violet logs. For this purpose, in theˇrst version of this research [10] , the infra-red regulator has been introduced just by the shift of the Q 2 scale,
with the onlyˇtting parameter added, an effective glueball mass M glb . Here, we are going to address one more trick evoked by unitarity [11, 12] arguments 1 :
glb . This ©quasi-rapidityª J(x) tends to the usual ultra-violet log at high
and behaves as
in the infra-red limit.
GENERAL RELATIONS
2.1. Two-Loop Massive Renormalization Group Solution. At low energy (below m τ ) we use the two-loop massive renormalization group solution in the denominator representation 2 (see [14] )
which corresponds to the perturbation theory expansion in the form
that re ects our ansatz on the functional equality of one-and two-loop massive contributions which we take in a simple form
Below, we use the 3-avor values of coefˇcients in (7):
The 1-loop expression is also of interest:
with maximum relative deviation (see Fig. 3 ) from a [2] = a (φ) at p x max = e − 1 = 1.72.
The p parameter can be estimated by comparing φ(x) (Fig. 4) with the ©quasi-rapidityª model:
This gives for the parameter p the following value: p ∼ 0.60±0.05, √ x max ∼ 1.7. For the α 0 parameter assess, one can use the BjSR threshold condition
Condition on A 1 (m τ ). The normalization (conjunction) condition
combined with (6), yields a relation, atˇxed p = 0.6, between two quantities α 0 and M glb :
or in the following form:
Under plausible assumption α 0 0.7 (1/α 0 1.43), one gets X τ 2.70. In turn, this gives M glb 450 MeV. For more detailed information, see Figs. 5 and 6. The tendency is simple:
However, one has to mind that estimate (11) in the MPT case is under suspicion as it does not account for non-powerness of the MPT expansion. Some more information on A 1 (x) = a (φ(x)) can be learnt from Figs. 5 and 6. From there we have
To conclude this part, we give the A 1 low-energy behavior vs. commonᾱ s and APT A 1 ones, on the one hand ( Fig. 7) , and vs. lattice simulation results [15] (Fig. 8) , on the other hand. 2.3. Recurrent Relation. In the construction under devising, we intend to preserve an essential APT feature, namely, the non-polynomiality of ©perturbativeª MPT-expansion over a set 1 of functions A k (Q 2 ) . 2.3.1. Differential Recurrency. In the APT, higher functions are connected by the differential recurrent relation
To the arguments ascending to the 1980s (see Ref. 11 in [16] and papers [17, 18] ) and related to the π 2 -term summation procedure in the s-channel (see also [1Ä5]), one can add a fresher reasoning [19, 20] .
This differential recurrency ensures compatibility [21Ä23] with linear transformations involved in transition to the distance picture (Fourier-conjugated with the momentum-transfer one) and to the annihilation s-channel (reverse Adler transformation). 
Here, ρ(x) is an appropriate function, deˇned for a real positive argument, with log asymptotics.
For the recurrence function, we start with the simplest option without additional parameter
glb and x * = 1/p. Then, technically
and
Our recurrent ansatz
leads to three equations for the three expansion functions A 2,3,4 in terms of the given A 1 (x) = a(φ), 
Its solution with AF boundary condition
contains integral
which is calculated numerically Å see Fig. 9 and Tables 2 and 3 , we found the perturbation theory sum 
The last limitation on M glb does not contradict the current lattice estimate (see review [24] ).
On Exact Two-Loop Massive Solution.
The massive renormalization group solution, more precise than (6) , is expressible via a special Lambert function W (z).
In this connection, we are reminded that the Lambert function naturally arises in the course of exact solving of the two-loop renormalization group equation for the running coupling in the massless, pure log case. Under simple reservation, the same is true for the massive case.
For this purpose, we analyze massive renormalization group (mRG) solution for the functional equality input. Omitting technical details (see [25, 26] ), one gets the transcendental relation for α s (x) [2] mRG = a(φ):
If, as usual, the expansion
Hence, α s (x) [2] mRG,
At the same time, a straightforward calculation of the integral in (31) yields
The functions reverse to the just introduced V ± are simply related to the Lambert function.
LONGITUDINAL AND TRANSVERSE SPIN STRUCTURE AT LOW Q 2
For the purpose of a smooth continuation of Γ p,n [27, 28] , it is convenient to consider the Q 2 -evolution of the integral
which is equivalent to the integral over all energies of the spin-dependent photonÄnucleon cross section, whose value at Q 2 = 0 is deˇned by the GerasimovÄDrellÄHearn (GDH) sum rule [29, 30] 
where μ A is the nucleon anomalous magnetic moment. Then the function I 1 (Q 2 ) can be written as a difference
between the transverse and ©longitudinal minus transverseª structures, where
The well-known BurkhardtÄCottingham (BC) sum rule [31] provides us with an exact expression for I 2 (Q 2 ), in terms of familiar electric G E and magnetic G M Sachs form factors as
where μ is the nucleon magnetic moment. As a consequence of the strong Q 2 behavior of the right-hand side of Eq. (42), we get for large Q
so I 2 is much smaller than I 1 for large Q 2 . Now from the BC sum rule (42), it follows that
where e is the nucleon charge. Then the GDH value (38) is reproduced with
This slope is essentially larger than the one for I 1 , explaining the observed excess of the slope of the latter over the GDH value. In practice, as there is currently no evidence that the BC sum rule has any perturbative or non-perturbative corrections, one may apply the SiMPT series to Γ T (Q 2 ) instead of Γ 1 (Q 2 ), which will allow matching to the GDH value.
LAMBERT FUNCTION
Generally, the multi-branch Lambert function W (z) of the complex variable z is deˇned by the relation
One of its asymptotics is
Our interest is with a particular branch, W −1 (z), real on a real negative semi-axis −z = t > 1/e. Farther in this text we shall omit lower index, always having in mind this branch. Then, in the massless case (see [32, 33] and references therein),
According to (47), its asymptotics can be presented as follows:
In our massive SiMPT case, we can use this expression with the change of the log argument, L → φ(x), that is ln x to ln (x + 1/p). For a quantitative estimate, look at the numerical table of Lambert in spirit of Eqs. (8) and (19) .
In paper [14] , in the course of solving, one meets 1 an equation like
If the integrand is expanded,
or exact β(g) is equal to a formally expanded expression (like in some 2-dim soluble models), then after integration one gets
Exponentiating the last relation, we get 
and, using the deˇnition of the Lambert function W (z) (i.e., W (z) e W (z) = z), we can write the result as
If not expanded, it is still calculable and expressible (a bit differently!) via the W Lambert function
Again after exponentiation we get 
And the solution is the following:
The difference between the two expressions:
could be essential when the cubical term in β(g) is a leading one. This can happen in the low-energy region at a 0 ∼ 1. There, the difference A 2 (x) − A 1 (x) is positive and could reach several tenths.
OUTLOOK: ON 3-LOOP LONG-LOG
One more way to realize the accuracy of SiMPT is to estimate the possible in uence of three-loop effects. This can be done with a speciˇc trick proposed in [34] :
