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We propose a general scattering matrix formalism that guarantees the charge conservation at junctions be-
tween conducting arms with arbitrary spin interactions. By using our formalism, we find that the spin-flip
scattering can happen even at nonmagnetic junctions if the spin eigenstates in arms are not orthogonal. We
apply our formalism to the Aharonov-Bohm interferometer consisting of n-type semiconductor ring with both
the Rashba spin-orbit coupling and the Zeeman splitting. We discuss the characteristics of the interferometer as
conditional/unconditional spin switch in the weak/strong-coupling limit, respectively.
PACS numbers: 73.63.-b, 73.23.-b, 71.70.Ej, 03.65.Vf
I. INTRODUCTION
Coherent electronic transport through mesoscopic rings or
structures with non-trivial geometries has been extensively
investigated both theoretically1–17 and experimentally18–23 in
last decades. The studies have aimed at exploring theoreti-
cally the quantum interference in solid-state circuits and also
revolutionizing electronic devices in such a way to exploit the
quantum effects. At the heart of studies of mesoscopic rings,
there are two hallmarks of quantum coherence: the Aharonov-
Bohm24 (AB) and Aharonov-Casher25 (AC) effects. Two ef-
fects are related to geometric phases due to the coupling of a
charge to a magnetic flux and of a spin degree of freedom to
an electric field via spin-orbit coupling (SOC), respectively.
Since the AB oscillation in conductance through normal-
metal rings was revealed,1 it is found that the effects can lead
to diverse quantum interference effects such as conductance
fluctuations,18 persistent charge and spin current,2,3 AB effect
for exciton,5 mesoscopic Kondo effect,6 spin switch,7,10 spin
filter,12 and spin Hall effect.16 From a practical point of view,
the quantum coherent phenomena in mesoscopic rings, espe-
cially using the spin degrees of freedom, have been applied to
the fast growing field of spintronics26,27 and are now known to
provide the easy-to-control devices that generate, manipulate,
and detect the spin-dependent current or signal.
Mesoscopic rings fabricated in semiconductors offer in-
triguing possibility to study simultaneously the AB and
AC effects because of spin-orbit coupling naturally formed
in crystals. The spin-orbit coupling itself can have vari-
ous forms in different materials, leading to diverse current
oscillations.10,21,22 In addition, the strength of the spin-orbit
coupling can be controlled by tuning a backgate voltage to
the device.28 Among spin-orbit couplings, the Rashba SOC,
originating from the broken structural inversion symmetry,
is linear in momentum and easy to analyze. The studies of
spin interference8,10 subject to the Rashba SOC have shown
that the Rashba coupling strength can modulate the unpolar-
ized current, suggesting the possibility of all-electrical spin-
tronic devices. Recently, a number of experimental21,22 and
theoretical14,16,17 studies have investigated transport of heavy
holes in rings, whose SOC is cubic in momentum. In the pres-
ence of external magnetic fields, the Zeeman splitting is op-
erative together with the SOCs and its effect should be taken
into account.4,7,9,11,13
The general framework for the theoretical studies of the
mesoscopic transport relies on the Landauer approach,29 and
it is described as tunneling through conduction modes be-
tween the source and drain electrodes coupled to rings. In
the coherent regime, the tunneling is accompanied by inter-
ference between conduction modes. The conductance is then
described by a scattering matrix between modes that carry dis-
tinct phases. Due to interference, the fact that each of the
modes is charge conserving does not guarantee the charge
conservation in the total transport. More specifically, a prob-
lem arises when the ring modes form nonorthogonal spin tex-
tures; the spins of the states with the same energy are not or-
thogonal at every point. Such a complexity does not arise if
the ring has either of the linear-in-momentum SOCs (like the
Rashba SOC) or the Zeeman splitting because one can then
diagonalize the system Hamiltonian such that no mode mix-
ing takes place. However, in realistic situations with arbitrary
form of SOC and Zeeman splitting, the mode mixing, or spin
mixing, naturally exists.
The previous studies considering both the effect of the
Rashba SOC and the Zeeman splitting have dealt with this
situation by using the transfer-matrix method accompanied
with wave function matching,4,7,9 perturbative approach,11
and path-integral approach.13 The transfer-matrix method,
even though different group velocities of ring modes are taken
into account, fails guaranteeing the charge conservation at the
lead-ring junction. In their studies, the relation between the
lead and the ring modes are determined solely by the wave
function matching, which alone cannot satisfy the charge con-
servation. The perturbative calculation is valid only in the
small Zeeman splitting limit. Finally, the path-integral ap-
proach, which may be conceptually useful to interpret the re-
sult in terms of phases, is limited by its semiclassical treat-
ment.
Our goal in this work is to find a general scattering matrix
formalism that guarantees the charge conservation at the lead-
ring junctions by its own way of construction in the presence
of arbitrary spin interactions. We detour the mode mixing
problem by introducing artificial spin-independent buffer re-
gions in the vicinity of every junction as shown in Fig. 1. The
mode-mixing effect is then taken care of at the interfaces be-
tween the buffers and the spinful regions in a standard way. Fi-
2nally, the original system is recovered in the limit of vanishing
buffers. By using our formalism, we first recover the known
results in the case of orthogonal spin textures and interpret
the role of buffers added by hand. Secondly, we apply our for-
malism to the n-type semiconductor ring with both the Rashba
SOC and the Zeeman splitting. We found that (1) our formal-
ism truly guarantees the charge conservation at every junc-
tion, giving rise to correct predictions, (2) the spin-flip scatter-
ing can happen even if the junctions are nonmagnetic, (3) the
ring interferometer can act as conditional/unconditional spin
switch in the weak/strong-coupling regimes, respectively, if
some conditions are met.
Our paper is structured as follows: Our formalism is intro-
duced and derived in detail in Sec. II. In Sec. III the case of
orthogonal spin texture is treated within our formalism. Sec-
tion IV is devoted to the study of a case of nonorthogonal spin
states in which both the Rashba SOC and the Zeeman splitting
are taken into account. Finally, we conclude and summarize
our paper in Sec. V.
II. GENERAL FORMALISM TO BUILD
CURRENT-CONSERVING SCATTERING MATRIX
A. Buffered Structure
The scattering in the mesoscopic system is frequently char-
acterized in terms of the scattering matrix which defines the
relative amplitudes and phases of the scatted states to the in-
jected states. The scattering matrix depends on the details of
the system but is constrained by the laws of conservation. The
most important properties that the scattering matrix obeys are
the current conservation, if there is neither a source or a sink
in scatterer and, additionally the spin current conservation,
if the scatterer is nonmagnetic. The conservation conditions,
together with some symmetric arguments, quite simplify the
form of the scattering matrix so that it can be described by a
few parameters. For example, the most frequently used scat-
tering matrix for the AB interferometer is controlled by a sin-
gle parameter ǫ that is varied between 0 (no tunneling) and 1/2
(perfect tunneling). Here the scattering to and from upper and
b
FIG. 1: Schematic diagram of buffered Aharonov-Bohm interferom-
eter. The upper and low arms of the ring are connected to the junc-
tions through buffers whose angular size is given by φb.
lower arms is assumed to be symmetric.
This simple construction of the scattering matrix can be ex-
tended further to the magnetic case where spin-dependent in-
teractions exist in the arms. In the presence of the Zeeman
splitting, one can treat the scattering of spin up and down sep-
arately, each of which is described by the simple scattering
matrix mentioned before. For the case of linear-in-momentum
spin-orbit coupling such as the Rashba SOC, one can identify
a common spin polarization axis at a junction so that spin-
separate treatment is still possible. No difficulty in defining
the scattering matrix that satisfies the conservation laws arises
as long as all the arms meeting at a junction share a single spin
polarization axis. However, the latter condition is quite fragile
and generally fails in the presence of general spin-dependent
interactions in the arms. The simplest case in which it hap-
pens is the ring with both the Rashba SOC and the Zeeman
splitting. As will be shown later, the ring eigenstates are nei-
ther parallel or orthogonal to each other in the spin space at
all, denying a common spin polarization axis. The scattering
into the ring then involves all the spin states, preventing spin-
separate treatment. The scattering matrix is then complicated
although it should still fulfill the conservation laws.
One can then issue several questions. Is there a gen-
eral framework to build the spin-dependent scattering matrix,
which guarantees satisfying the conservation laws by the way
of its construction? What is the smallest number of control-
ling parameters that are required to describe the scattering in
the presence of arbitrary spin-dependent interactions? Can the
spin-flip scattering happen even if the scatterer itself is still
nonmagnetic?
In order to answer these questions we propose a general
formalism to build up a consistent (spin-dependent) scatter-
ing matrix for arbitrary spin interaction. The key idea of our
method is to insert artificial buffer regions between the scatter
and arms as depicted in Fig. 1. The buffer regions are as-
sumed to be free of any spin-dependent interaction. Hence,
the scattering between buffer regions can be described by the
simple spin-separate scattering matrix. The complexity due
to the spin-dependent interaction makes its effect at interfaces
between buffers and arms. The wave functions at interfaces
are matched in the systematic way by using the continuity of
wave function and its current density. This wave matching, to-
gether with the scattering matrix between buffer states, leads
one to find the scattering matrix between states of arms. The
size of artificial buffers is then shrunken to zero in order to
recover the original configuration. The shrinking does not re-
move all the effects of buffers because the effect of scattering
at buffer-arm interfaces still remains. In the end, the scattering
matrix connecting states of arms is constructed.
The advantages of our methods are listed as follows: (1)
The scattering matrix obtained guarantees satisfying the con-
servation laws. It is because the scattering between buffer
states and the scattering at buffer-arm interfaces are set up
to conserve the charge and spin currents. (2) It systemati-
cally identifies the minimal set of controlling parameters that
the scatterer can have. (3) It provides the reasonable expla-
nation for the effect of spin interactions in arms on the spin-
dependent (possibly spin-flip) scattering even when the scat-
3terer itself is nonmagnetic.
In the following sections we build up our formalism, espe-
cially focusing on the AB interferometer shown in Fig. 1. The
system consists of two leads and one ring. Each part is as-
sumed to be narrow enough to be regarded as one-dimensional
conductor with a single transverse mode. The scattering ma-
trix between lead and ring then becomes a 6 × 6 matrix. We
will construct a general scattering matrix for ring with arbi-
trary spin interaction. Our formalism, however, is quite gen-
eral and can be applied to mesoscopic circuits with any kind
of geometry.
B. Arms: Lead Part
The leads are composed of normal conductors directing
along the x direction. They are free of any magnetic inter-
action, and their Hamiltonians read
HLEAD =
p2x
2m∗0
+ U0, (1)
where m∗0 is the effective mass of electrons in the leads and
U0 is the minimum energy of the transverse mode. Thanks to
the spin degeneracy, the spin polarization axis of eigenstates
can be chosen arbitrarily. Eigenstates of the leads with the
eigenenergy E then are given by
e±iqxχℓµ (2)
with the wave number q =
√
2m0(E − U0)/~ and the
spinors
χℓ+ =
[
e−iϕℓ/2 cosϑℓ
e+iϕℓ/2 sinϑℓ
]
, χℓ− =
[−e−iϕℓ/2 sinϑℓ
e+iϕℓ/2 cosϑℓ
]
. (3)
Here µ = ± is the spin index, and ℓ = L,R the lead index.
The angles (ϑℓ, ϕℓ) define the spin polarization axis for the
injection from the left lead (ℓ = L) and the spin detection axis
in the right lead (ℓ = R), respectively. In terms of coefficients
of injected (sµ), reflected (rµ), and transmitted (tµ) waves, the
general wave functions in the leads are given by
ψL(x) =
∑
µ
[sµe
iqx + rµe
−iqx]χLµ
= UL(eiqxs+ e−iqxr) (4a)
ψR(x) =
∑
µ
tµe
iqxχRµ = UReiqxt (4b)
where
s ≡
[
s+
s−
]
, r ≡
[
r+
r−
]
, t ≡
[
t+
t−
]
(5)
and
Uℓ ≡
[
e−iϕℓ/2 cosϑℓ −e−iϕℓ/2 sinϑℓ
e+iϕℓ/2 sinϑℓ e
+iϕℓ/2 cosϑℓ
]
. (6)
The group velocities of the eigenstates are ±v0 ≡ ±~q/m0,
and the charge current densities in the leads are
JL = v0
∑
µ
(|sµ|2 − |rµ|2), JR = v0
∑
µ
|tµ|2. (7)
C. Arms: Ring Part
Ring can be either of normal conductor, n-type semicon-
ductor, or p-type semiconductor. It is narrow enough that the
radial dimension is constant with the radius ρ0 and the degree
of freedom is solely described by the azimuthal angle φ. We
assume that an external magnetic field B is applied so that
the ring encloses a magnetic flux Φ, or the dimensionless flux
f = Φ/Φ0 with the flux quantum Φ0 = hc/e and the spin
splitting arises due to the Zeeman term
HZ =
g∗µB
2
σ ·B, (8)
where g∗ is the Lande´ g-factor, µB the Bohr magneton, and
σ the Pauli matrices. For semiconductor rings, an appropriate
spin-orbit interaction HSO is operative. The ring Hamiltonian
is then given by
HRING = E0(−i∂φ − f)2 +HSO + g
∗µB
2
σ ·B (9)
with
E0 =
~
2
2m∗ρ20
(10)
where m∗ is the effective mass in the ring. In general the
Hamiltonian has four eigenstates labeled by the spin index
µ = ± and the propagation direction ̺ = + (counterclock-
wise) and − (clockwise) for each energy E. Each eigenstate
is endowed with a wave number k̺µ, the solution of the disper-
sion relation. The wave number can be real (propagating state)
or complex number (evanescent wave). The general form of
the eigenstates is then written as
ϕ̺µ(φ) = e
i(k̺µ+f)φ
[
a̺µ(φ)
b̺µ(φ)
]
. (11)
In terms of coefficients u̺µ for the upper arm (U) and d̺µ for
the lower arm (D), the ring wave functions are given by
ψU(φ) =
∑
µ̺
u̺µϕ
̺
µ(φ) =
∑
̺
U̺(φ)K̺(φ)u̺ (12a)
ψD(φ) =
∑
µ̺
d̺µϕ
̺
µ(φ) =
∑
̺
U̺(φ)K̺(φ)d̺, (12b)
where
u̺ ≡
[
u̺+
u̺−
]
, d̺ ≡
[
d̺+
d̺−
]
(13)
and
U̺(φ) ≡
[
a̺+(φ) a
̺
−(φ)
b̺+(φ) b
̺
−(φ)
]
, K̺(φ) ≡ eifφ
[
eik
̺
+
φ 0
0 eik
̺
−
φ
]
.
(14)
The group velocity of each eigenstate, ̺v̺µ is given by the ex-
pectation value 〈ϕ̺µ|vφ|ϕ̺µ〉 of the velocity operator vφ. Note
that the spin-orbit interaction affects the velocity operator, and
4in general the energy eigenstate is not the eigenstate of the ve-
locity operator. If the time reversal symmetry is not broken,
the relations v++ = v
−
− and v−+ = v+− hold generally no matter
what the spin-orbit interaction is. In terms of the group veloc-
ities, the charge current densities in the ring are expressed as
JU =
∑
µ
(v+µ |u+µ |2 − v−µ |u−µ |2) (15a)
JD =
∑
µ
(v+µ |d+µ |2 − v−µ |d−µ |2) (15b)
for the upper and lower arms, respectively. For later use, we
define the wave function applied by the velocity operator
vφψU(φ) =
∑
̺
̺V̺(φ)K̺(φ)u̺ (16a)
vφψD(φ) =
∑
̺
̺V̺(φ)K̺(φ)d̺, (16b)
where the 2 × 2 matrix V̺(φ) depends on the details of the
system.
D. Buffers
In our formalism, no buffer region is inserted between the
leads and the junctions. It is because the leads are free of
spin-dependent interaction like buffers and the scattering at
the interface between the lead and the buffer becomes trivial.
On the other hand, as shown in Fig. 1, the buffer regions are
inserted between the junctions and the ring arms. In the AB
interferometer, therefore, four buffer regions with the same
angular size φb are defined in the left/right side of upper/lower
arms. Having the junctions at the angles φL and φR = 0,
the interfaces between the buffers and the arms are located at
φUR = φb, φUL = φL − φb, φDL = φL + φb, and φDR =
2π − φb. Since the buffers are free of any spin-dependent
interaction like leads, the Hamiltonian in buffers reads
HBUFFER = E0(−i∂φ − f)2 + Ub, (17)
where Ub is the offset in the band bottom with respect to the
ring part. With no spin interaction, it is free to choose the
spin polarization axes in them, and the axis of each buffer is
chosen to that of the nearest-neighboring lead. Eigenstates of
the buffers with the energy E, labeled by µ and ̺, are then
given by
ei(̺κ+f)φχℓµ (18)
with the wave number κ =
√
(E − Ub)/E0 and the nearby-
lead index ℓ. By defining the coefficients u̺ℓµ for the upper
buffers close to the side ℓ and d̺ℓµ for the lower buffers close
to the side ℓ, the buffer wave functions are written as
ψUℓ(φ) =
∑
µ̺
u̺ℓµe
i(̺κ+f)(φ−φℓ)χℓµ =
∑
̺
UℓK̺b (φ)u̺ℓ
(19a)
ψDℓ(φ) =
∑
µ̺
d̺ℓµe
i(̺κ+f)(φ−φℓ)χℓµ =
∑
̺
UℓK̺b (φ)d̺ℓ
(19b)
where
u̺ℓ ≡
[
u̺ℓ+
u̺ℓ−
]
, d̺ℓ ≡
[
d̺ℓ+
d̺ℓ−
]
(20)
and
K̺b ≡ ei(̺κ+f)(φ−φℓ)
[
1 0
0 1
]
. (21)
The group velocities of the eigenstates are simply given by
±vb ≡ ±~κ/mρ0, which is the eigenvalue of the velocity
operator vφ = (~/mρ0)(−i∂φ − f), and the charge current
densities in the buffers are
JUℓ = vb
∑
µ
(|u+ℓµ|2 − |u−ℓµ|2) (22a)
JDℓ = vb
∑
µ
(|d+ℓµ|2 − |d−ℓµ|2) (22b)
for the left/right and upper/lower buffers, respectively. For
later use, we define the wave function applied by the velocity
operator
vφψUℓ(φ) = vbUℓ(K+b u+ℓ −K−b u−ℓ ) (23a)
vφψDℓ(φ) = vbUℓ(K+b d+ℓ − K−b d−ℓ ). (23b)
E. Lead-Buffer Scattering Matrices
With the buffered structure, the scattering at the junctions
connects the states in the leads and the buffers. Since both
the leads and the buffers have no magnetic interaction, the
conventional scattering matrix can be defined to describe the
scattering at the junctions. The reasonable conditions for the
scattering matrix are that (1) no spin flip takes place, (2) the
scatterings from and to the upper and lower arms are same,
(3) no phase shift is acquired, and (4) the charge current is
conserved. The first condition makes the scattering matrix
diagonal in the spin space, and due to the second condition
the scattering matrix with respect to the normalized flux is
symmetric in the exchange between the upper and lower arms.
The most general lead-buffer scattering matrix satisfying the
above conditions is then
S =
[S11 S12
S21 S22
]
=
[S0,11 ⊗ σ0 S0,12 ⊗ σ0
S0,21 ⊗ σ0 S0,22 ⊗ σ0
]
(24)
5with
S0,11 = −ζ
√
1− 2ǫ (25a)
S0,12 =
√
vb
v0
ǫ
[
1 1
] (25b)
S0,12 =
√
v0
vb
ǫ
[
1
1
]
(25c)
S0,22 =
[
ζ
2 (
√
1− 2ǫ− 1) ζ2 (1 +
√
1− 2ǫ)
ζ
2 (1 +
√
1− 2ǫ) ζ2 (
√
1− 2ǫ− 1)
]
(25d)
with ζ = ±. Here the controlling parameter ǫ varies from 0
(perfect transmission) to 1/2 (complete decoupling), and σ0 is
2× 2 identity matrix, indicating the absence of spin-flip scat-
tering. Throughout this paper, we set ζ = +1 considering the
case of phase-conserving scattering between upper and lower
arms.
Assuming that both the junctions have the same scattering
matrix, one can set up linear equations for the coefficients of
lead and buffer states: at the left junction
r = S11s+ S12c←L (26a)
c→L = S12s+ S22c←L (26b)
and at the right junction
t = S12c→R (27a)
c←R = S22c→R , (27b)
where the left- and right-moving buffer states are defined as
c←ℓ ≡
[
u+ℓ
d−ℓ
]
=

u+ℓ+
u+ℓ−
d−ℓ+
d−ℓ−
 , c→ℓ ≡ [u−ℓd+ℓ
]
=

u−ℓ+
u−ℓ−
d+ℓ+
d+ℓ−
 , (28)
respectively.
Note that the form of the scattering matrix guarantees the
charge and spin current conservation by the way of its con-
struction.
F. Lead-Arm Scattering Matrices
Now we derive the scattering matrix connecting the lead
states and the ring states. To do that, we need to find out the
linear relations between the buffer states and the ring states.
The relations are to be determined from the boundary condi-
tions at the interfaces by using the continuity of wave function
ψ(φ) and the current conservation. The latter condition can be
reformulated in terms of the continuity of H(φ)ψ(φ) where
H(φ) is the Hamiltonian defined simultaneously in the buffer
and ring regions. As long as the spin-orbit interaction is com-
posed of the linear and/or second orders of the momentum op-
erator, the continuity of H(φ)ψ(φ) leads to the continuity of
vφψ(φ). Now we apply the boundary conditions at four inter-
faces. By using Eqs. (12) and (19), the continuity of the wave
function, ψU(φUℓ) = ψUℓ(φUℓ) and ψD(φDℓ) = ψDℓ(φDℓ) at
the interfaces gives rise to∑
̺
U̺(φUℓ)K̺(φUℓ)u̺ = Uℓ
∑
̺
K̺b (φUℓ)u̺ℓ (29a)∑
̺
U̺(φDℓ)K̺(φDℓ)d̺ = Uℓ
∑
̺
K̺b (φDℓ)d̺ℓ . (29b)
The second continuity conditions, vφψU(φUℓ) = vφψUℓ(φUℓ)
and vφψD(φDℓ) = vφψDℓ(φDℓ), together with Eqs. (16) and
(23), lead to∑
̺
̺V̺(φUℓ)K̺(φUℓ)u̺ = vbUℓ
∑
̺
̺K̺b (φUℓ)u̺ℓ (30a)∑
̺
̺V̺(φDℓ)K̺(φDℓ)d̺ = vbUℓ
∑
̺
̺K̺b (φDℓ)d̺ℓ . (30b)
It is straightforward to solve the equations for the coefficients
of the buffer states:
u̺ℓ = [K̺b (φUℓ)]−1
∑
̺′
Z̺̺′ℓ (φUℓ)K̺
′
(φUℓ)u
̺′ (31a)
d̺ℓ = [K̺b (φDℓ)]−1
∑
̺′
Z̺̺′ℓ (φDℓ)K̺
′
(φDℓ)d
̺′ (31b)
with
Z̺̺′ℓ (φ) ≡ U−1ℓ
U̺′(φ) + ̺V̺′(φ)/vb
2
. (32)
Once the relations between coefficients of the buffer and the
ring states are set up, it is time to shrink the buffers by set-
ting φb → 0. The buffer propagating matrices, K̺b become
the identity matrix just because of zero propagating distance.
Here some caution should be made about the limit values of
the interface points. The left interfaces go to the single point,
φUL, φDL → φL ≡ φ±L , while the limit values of the right in-
terfaces are different, φUR → 0 ≡ φ+R and φDR → 2π ≡ φ−R .
Combining Eqs. (26), (27), and (31), one can build linear
equations for the coefficients of lead and ring states, which
are similar to Eqs. (26) and (27): at the left junction
r = SL,11s+ SL,12K←L c← (33a)
K→L c→ = SL,12s+ SL,22K←L c← (33b)
and at the right junction
t = SR,12K→R c→ (34a)
K←R c← = SR,22K→R c→, (34b)
where the left- and right-moving ring states and the propagat-
ing matrices are defined as
c← ≡
[
u+
d−
]
=

u++
u+−
d−+
d−−
 , c→ ≡ [u−d+
]
=

u−+
u−−
d++
d+−
 , (35)
6and
K←ℓ ≡
[K+(φ+ℓ ))
K−(φ−ℓ )
]
, K→ℓ ≡
[K−(φ+ℓ ))
K+(φ−ℓ )
]
,
(36)
respectively. The lead-ring scattering matrices
Sℓ =
[Sℓ,11 Sℓ,12
Sℓ,21 Sℓ,22
]
(37)
are then given by
Sℓ,11 = S11 + S12Q−ℓ (Q+ℓ − S22Q−ℓ )−1S21 (38a)
Sℓ,12 = S12
[P+ℓ +Q−ℓ (Q+ℓ − S22Q−ℓ )−1(S22P+ℓ − P−ℓ )]
(38b)
Sℓ,21 = (Q+ℓ − S22Q−ℓ )−1S21 (38c)
Sℓ,22 = (Q+ℓ − S22Q−ℓ )−1(S22P+ℓ − P−ℓ ) (38d)
with
P̺L ≡
[Z̺+L (φL)
Z̺−L (φL)
]
, Q̺L ≡
[Z̺−L (φL)
Z̺+L (φL)
]
(39a)
P̺R ≡
[Z̺−R (φ+R)
Z̺+R (φ−R)
]
, Q̺R ≡
[Z̺+R (φ+R)
Z̺−R (φ−R)
]
.
(39b)
From Eqs. (38) and (39), a few immediate general features of
the scattering matrix can be discussed: (1) In general, the ma-
trices Z̺̺′ℓ are not spin diagonal. It means that the lead-ring
scattering matrices are not diagonal in the spin basis even if
we start with the assumption that the junction itself does not
invoke the spin-flip scattering. For example, the spin up in-
jected from the lead can be reflected into the spin down for
any spin injection axis. It is not because the junction is a mag-
netic scatterer but because of spin-dependent interaction in the
ring. The magnetic property in the arms of the ring can invoke
the spin-dependent scattering at the junctions. (2) The buffer
effect remains. The lead-ring scattering matrix have two con-
trolling parameters: ǫ and Ub. The latter parameter enters into
the scattering matrix in terms of the buffer group velocity vb.
The velocity vb appears in the scattering matrix in two ways:
in the overall factor
√
vb/v0 of S12 and S21 [see Eq. (25)] and
in the matricesZ̺̺′ℓ [see Eq. (32)]. The overall factor
√
vb/v0
appears in Sℓ,ij in the same way as in Sij and does not affect
the spin-dependent scattering discussed above. On the other
hand, vb in the matrices Z̺̺
′
ℓ can tune magnitudes of its off-
diagonal components. Therefore, we can draw a conclusion
that at least two parameters for junctions, here ǫ and Ub, are
necessary to specify and control the spin-dependent scattering
due to arbitrary spin-dependent interaction in arms.
We’d like to emphasize that the scattering matrix, Eq. (38)
is the only solution that guarantees the conservation of the
charge and spin currents at junctions under our symmetric as-
sumptions. Since we have used the simplest buffer structure
that introduces only one additional parameter, more complex-
ity, if necessary, can be introduced into the scattering matrix
by allowing additional interactions in the buffer. Here we in-
troduce the minimal scattering matrix working properly in the
presence of general spin-orbit interaction.
G. Reflection and Transmission Coefficients
It is now quite straightforward to solve Eqs. (33) and (34)
in order to obtain the spin-resolved reflection and transmission
coefficients in terms of the lead-ring scattering matrix Sℓ,ij :
t = SR,12 (K→F − SL,22K←FSR,22)−1 SL,21s (40a)
r = [SL,11 + SL,12K←FSR,22
× (K→F − SL,22K←FSR,22)−1 SL,21
]
s (40b)
with
K← = diag
(
eik
+
+
φL , eik
+
−
φL , e−ik
−
+
(2π−φL), e−ik
−
−
(2π−φL)
)
(41a)
K→ ≡ diag
(
eik
−
+
φL , eik
−
−
φL , e−ik
+
+
(2π−φL), e−ik
+
−
(2π−φL)
)
(41b)
F ≡ diag
(
eifφL , eifφL , e−if(2π−φL), e−if(2π−φL)
)
.
(41c)
Note that the overall factors
√
vb/v0 in Sℓ,12 and Sℓ,21 are
canceled out in the reflection and transmission coefficients.
Therefore, the velocity in the leads does not affect the coeffi-
cients at all.
Below we calculate the transmission amplitudes Tµµ′ =
|tµµ′ |2, and by using them the charge conductance
G =
e2
h
∑
µµ′
Tµµ′ (42)
and the current polarization
P =
1
2
∑
µµ′
µTµµ′ . (43)
with respect to unpolarized input current are obtained.
III. ORTHOGONAL SPIN STATES
Before proceeding to study the case in which our formal-
ism is indispensable, we want to apply it to the simple cases
where the spin-separate treatment is possible. As mentioned
in the previous section, the spin-separate treatment can be
used when the ring is of the normal conductor, or has the
linear-in-momentum spin-orbit coupling such as Rashba SOC,
or has the Zeeman splitting only. What is in common in all
the cases is that the group velocity and the spin matrix are
direction-independent, v̺µ = vµ and U̺(φ) = U(φ) and that
7the energy eigenstates are also the eigenstates of the corre-
sponding velocity operator,
vφϕ
̺
µ(φ) = ̺vµϕ
̺
µ(φ) (44)
(v+ 6= v− only when the Zeeman splitting exists). Then the
matrix Vρ(φ) in Eq. (16) is simply given by
Vρ(φ) = U(φ)
[
v+ 0
0 v−
]
. (45)
Accordingly, the matrices Z̺̺′ℓ (φ) are simplified to
Z̺̺′ℓ (φ) = [U−1ℓ U(φ)]
[
z̺+ 0
0 z̺−
]
(46)
with
z̺µ ≡
1 + ̺vµ/vb
2
. (47)
By setting Uℓ = U(φℓ) (note that U(φ+R) and U(φ−R) usu-
ally differ only up to the overall phase factor), the matrices
Z̺̺′ℓ (φℓ) become spin diagonal, and consequently we recover
the spin-separate lead-ring scattering matrix. For each spin
component, the lead-ring scattering matrix for spin µ can be
expressed as
Sℓµ,11 = Sµ,11 + Sµ,12z−µ (z+µ − z−µ Sµ,22)−1Sµ,21 (48a)
Sℓµ,12 = Sµ,12
[
z+µ + z
−
µ (z
+
µ − z−µ Sµ,22)−1(z+µ Sµ,22 − z−µ )
]
(48b)
Sℓµ,21 = (z+µ − z−µ Sµ,22)−1Sµ,21 (48c)
Sℓµ,22 = (z+µ − z−µ Sµ,22)−1(z+µ Sµ,22 − z−µ ). (48d)
The buffer effect due to the velocity mismatch at buffer-ring
interfaces still remains in the above expressions. However,
one can recover the original form of the scattering matrix by
redefining the controlling parameter ǫ. In other words, one can
easily prove that the above scattering matrix can be rewritten
as
Sℓµ,ij(ǫ, Ub) = Sij(ǫ′µ) (49)
with
ǫ′µ(ǫ, Ub) =
(vµ/vb)ǫ
(z+µ + ζz
−
µ
√
1− 2ǫ)2 . (50)
Note that 0 ≤ ǫ′µ ≤ 1/2 for 0 ≤ ǫ ≤ 1/2 and 0 < vb <∞, as
expected. It implies that in the cases where the spin-separate
treatment is possible the only role of the buffer is to renor-
malize the tunneling parameter ǫ through Eq. (50). Hence the
buffer is unnecessary and the junction can be characterized by
a single parameter ǫ′µ of arbitrary values. However, our for-
malism reveals the possible origin of spin-dependent values
for ǫ′µ. The difference between ǫ′µ for two spins is due to dif-
ferent group velocity vµ in the ring and consequent difference
in the magnitude of velocity mismatch at the junction. Even
though it is convention in literature to define a same value of
ǫ for two spins, it is more physically correct to have different
tunneling parameters for two spin components, as shown in
our formalism.
IV. NONORTHOGONAL SPIN STATES
As an application of our formalism, we consider the n-type
semiconductor ring with both the Rashba SOC and the Zee-
man splitting. First, we set up the lead-arm scattering matrix
in this case and then examine the features of the scattering ma-
trix. After that, the spin-resolved transport through the ring is
investigated.
A. Setup of Scattering Matrix
The Rashba spin-orbit interaction in the ring geometry is
given by
HSO =
α
ρ0
[
(σx cosφ+ σy sinφ)
(
−i ∂
∂φ
− f
)
+
i
2
(σx sinφ− σy cosφ)
]
.
(51)
It is straightforward to calculate the eigenstates of the ring
Hamiltonian, Eq. (9) and we obtain, for a given energy E ≥
E+(γR, γZ), four eigenstates30
ψ̺+(φ) = e
i(k̺
+
+f)φ
[
e−iφ/2 cos
θ̺
+
2
e+iφ/2 sin
θ̺
+
2
]
(52a)
ψ̺−(φ) = e
i(k̺
−
+f)φ
[
−e−iφ/2 sin θ
̺
−
2
e+iφ/2 cos
θ̺
−
2
]
, (52b)
where the wave numbers are the solutions of
E
E0
= [k̺µ]
2 + µ
√
(γZ − k̺µ)2 + (γRk̺µ)2 + 1
4
(53)
with dimensionless constants
γZ ≡ g
∗µBB/2
E0
and γR ≡ α/ρ0
E0
. (54)
Here E+(γR, γZ) is the energy bottom of the upper spin
branch (µ = +), and the angles are defined via
cos θ̺µ =
γZ − k̺µ√
(γZ − k̺µ)2 + (γRk̺µ)2
(55a)
sin θ̺µ =
γRk
̺
µ√
(γZ − k̺µ)2 + (γRk̺µ)2
. (55b)
Note that the spin textures of the eigenstates are all crown-
like as in the Rashba SOC-only case: The effective magnetic
field for each eigenstate has the radial and z-directional com-
ponents whose relative strength is determined by the angle
θ̺µ. However, in this case, the angles θ̺µ are all different,
which may lead to complicated (energy-dependent) spin pre-
cession along the ring. On the reversal of the Zeeman split-
ting, Eqs. (53) and (55) guarantees the following relations:
k̺µ(γZ) = −k ¯̺µ(−γZ) and θ̺µ(γZ) = θ ¯̺µ(−γZ) + µπ.
(56)
8Both the parameters γZ and f are proportional to the mag-
netic field B, and their ratio is fixed to
γZ
f
= g∗
m∗
m
, (57)
where m is the electron mass in vacuum. In solids, the effec-
tive mass of electrons can be much smaller than its raw value.
So the dimensionless flux f can vary over successive integers
with a negligible change in γZ .
In order to build the lead-ring scattering matrices, Eq. (38),
one needs to construct the appropriate matrices Uρ(φ) and
V̺(φ). By using the above eigenstates and the velocity op-
erator
vφ =
~
mρ0
(
−i ∂
∂φ
− f
)
+
α
~
(σx cosφ+ σy sinφ), (58)
the matrices for the n-type semiconductor ring are found to be
Uρ(φ) =
[
e−iφ/2 cos
θ̺
+
2 −e−iφ/2 sin
θ̺
−
2
e+iφ/2 sin
θ̺
+
2 e
+iφ/2 cos
θ̺
−
2
]
(59a)
Vρ(φ) = ̺ ~
mρ0
([
k̺+e
−iφ/2 cos
θ̺
+
2 −k̺−e−iφ/2 sin
θ̺
−
2
k̺+e
+iφ/2 sin
θ̺
+
2 k
̺
−e
+iφ/2 cos
θ̺
−
2
]
+
1
2 cos θR
[
−e−iφ/2 cos 2θR−θ
̺
+
2 −e−iφ/2 sin
2θR−θ
̺
−
2
−e+iφ/2 sin 2θR−θ
̺
+
2 e
+iφ/2 cos
2θR−θ
̺
−
2
])
(59b)
with the Rashba angle θR defined via
cos θR ≡ − 1√
1 + γ2R
and sin θR ≡ γR√
1 + γ2R
. (60)
These matrices enter into Eq. (32) and determine the lead-arm
scattering matrices in Eq. (38) once the injection and detection
spin axes are fixed through Uℓ.
For a closed ring, the single-valued condition quantizes the
ring levels:
n = k̺µ(E) + f −
1
2
, (61)
where n is any integer.
B. Lead-Arm Scattering Matrix
In this section we examine the matrix elements of lead-arm
S-matrix, Eq. (38) in the presence of both the Rashba SOC
and Zeeman terms. For later use, the matrix elements of S-
matrix for the left junction (ℓ = L) are named as
SL,11 =
[
r++ r+−
r−+ r−−
]
and SL,21 =
tu++ tu+−tu−+ tu−−td++ td+−
td−+ td−−
 . (62)
First, we focus on the spin-flip scattering taking place in the
lead side. Figure 2 shows the dependence of the reflection
amplitudes |rµµ′ |2 on Ub for different values of γZ with γR
being fixed at a finite value. In the absence of the Zeeman
splitting (γZ = 0), we obtain |r++|2 = |r−−|2 and |r+−|2 =
|r−+|2 = 0 as expected. We numerically confirmed that this
is true regardless of the polarization axis (ϑℓ, ϕℓ), the Rashba
SOC strength γR, the junction parameters ǫ and Ub. That is,
no spin-flip reflection takes place when only the Rashba SOC
0.0
0.2
0.4
0.6
0.8
1.0
Èr
+
+
2
Ha L
0.0
0.2
0.4
0.6
0.8
1.0
Èr
-
-
2
Hb L
-2.0 -1.5 -1.0 -0.5 0.0
Ub E0
0.00
0.01
0.02
0.03
0.04
0.05
Èr
+
-
2 =
Èr
-
+
2
HcL
FIG. 2: (color online) Reflection amplitudes as functions of Ub(≤
E) for different values of γZ : 0 (solid), γR/2 (dotted), γR (dashed),
and 2γR (dot-dashed). Here we set ǫ = 1/4, γR = 0.1, and E =
1.02×E+(γR = 0.1, γZ = 0.2). The spin polarization in the lead is
set to be along the x axis: (ϑL, ϕL) = (π/2, 0). The arrows indicate
the trend with increasing γZ .
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FIG. 3: (color online) Contour plot of spin-flip reflection amplitude
|r+−|
2 as a function of E and ϑL. Here we set ǫ = 1/2, Ub = 0,
γR = 0.1, γZ = 2γR, ϕL = 0. The energy ranges from E+(γR =
0.1, γZ = 0.2) to 1.02E+(γR = 0.1, γZ = 0.2).
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FIG. 4: (color online) Transmission amplitudes |tuµ+|2 and |tdµ+|2
as function of Ub for spin + injection from the lead. Values of pa-
rameters and plot styles are same as in Fig. 2 except E = 1.05 ×
E+(γR = 0.1, γZ = 0.2).
exists. In this case the role of Ub is to simply renormalize ǫ
[see Eq. (50)] as displayed in Fig. 2(a) and (b): The perfect
transmission can happen at some values of Ub even though
ǫ = 1/4 < 1/2 is used.
On the other hand, the spin-conserving feature of the re-
flection is no longer valid as soon as the Zeeman splitting
is switched on. Figure 2(c) clearly shows that the spin-flip
reflection occurs for finite values of γZ and its amplitude,
|r+−|2 = |r+−|2 increases with γZ . The spin-flip reflection
depends sensitively on the incident energyE and the polariza-
tion axis (ϑℓ, ϕℓ) as wells as Ub, as can be seen in Fig. 3. It
modulates with the spin polarization axis in the lead, and more
importantly, decreases rapidly with increasing E. Although
the amplitude of spin-flip scattering can be considerable close
to the band bottom, E+, it becomes negligibly small with the
incident energy E well above the band bottom. It explains
why the previous works4,7,9 could not notice the breakdown
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FIG. 5: (color online) Charge currents, JL, JU, and JD as function
of Ub with respect to a unit spin + polarized current (v0 = 1) from
the lead. Values of parameters and plot styles are same as in Fig. 4.
of the current conservation with their wrong S-matrix: Unless
the energy is close to the band bottom, the spin-flip scattering
makes quite small contribution to the total current. However,
its presence, though being small, is important to fulfill both
the current conservation and the correct mathcing of the wave
function.
Figure 4 displays the transmission amplitudes |tuµ+|2 and
|tdµ+|2 as functions of Ub for spin µ = + injection from
the lead. In the absence of the Zeeman splitting, |tu++|2 =
|td−+|2 and |tu−+|2 = |td++|2 hold no matter what values
the other parameters have. Similar relations can be found for
spin − injection as wells. It is because the eigenstates ϕ++(φ)
and ϕ−+(φ) make time-reversal pairs with ϕ−−(φ) and ϕ+−(φ),
respectively. However, the introduction of finite Zeeman split-
ting breaks the time reversal symmetry of the system, and the
balance between the transmission coefficients is gone. The
transmission amplitudes for different µ and ̺ behave differ-
ently with increasing γZ because the group velocities v̺µ are
all different and the spin overlap between the injected wave
and the eigenstates also get different from each other. Note
that the transmission amplitudes are not necessarily smaller
than one since it is the current, not the tunneling coefficient
that satisfies the unitary condition.
As proposed in our formalism, the charge current conserva-
tion, JL+JU−JD = 0 is well satisfied as shown in Fig. 5. In-
terestingly, the time-reversal breaking and its consequences on
the transmission amplitudes do not invalidate the symmetric
scattering to two arms imposed on the raw S-matrix, Eq. (25).
As can be seen from Fig. 5, the normalized currents in both
arms are observed to always satisfy JU = −JD. One would
guess that the imbalances in the transmission amplitudes [see
Fig. 4] and non-orthogonality of the eigenstates lead to the
asymmetry between the scatterings at upper and lower buffer-
arm interfaces. However, our calculations show that the sym-
metric property of the junction remains untouched based on
the fact that the raw S-matrix is symmetric and the upper and
lower arms are identical.
Finally, we extract the effective spin-dependent control pa-
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FIG. 6: (color online) Contour plots of effective control parameters
ǫ+ [(a)] and ǫ− [(b)] as functions of ǫ and Ub for γR = 0.1, γZ =
2γR, E = 1.05 × E+(γR = 0.1, γZ = 0.2), and (ϑL, ϕL) =
(π/2, 0).
rameters ǫµ from
ǫµ ≡
1−∑µ′ |rµ′µ|2
2
(63)
as a function of ǫ and Ub in Fig. 6. As expected, ǫµ depends
sensitively on Ub, and is spin-dependent: ǫ+ 6= ǫ−. More-
over, it also depends on the ring property such as the strength
of Rashba SOC and Zeeman term so that in contrast to the
conventional scattering theory the scattering at a junction is
not determined solely by the junction itself but is affected by
the arm property as wells.
C. Aharonov-Bohm Interferometry
In this section we investigate the charge and spin transport
through the Aharonov-Bohm type interferometer in the pres-
ence of both the Rashba SOC and Zeeman terms. We divide
the study into two regimes: weak- and strong-coupling lim-
its. In the weak-coupling regime where the effective control
parameters ǫµ are small, the transport features the quantized
levels in the ring, while in the strong-coupling regime the in-
terference between the eigenstates is important.
FIG. 7: (color online) Contour plot of charge conductance G in unit
of e2/h as a function of f and γZ in the weak coupling limit with ǫ =
0.15 and Ub = 0. Here we have used γR = 0.4 andE = 2E+(γR =
0.4, γZ = 0.8). The white lines follow the linear relation between f
and γZ : γZ = 0.1× f .
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FIG. 8: (color online) (a) Charge conductance G, (b,c) spin-
conserving transmission amplitudes T++, T−− (dotted lines) and
spin-flip transmission amplitudes T
−+, T+− (solid lines), and (d)
current polarization as functions of f along the white lines in Fig. 7
with γZ = 0.1 × f . Here the polarization axis of two leads are cho-
sen to align with the positive x axis: (ϑℓ, ϕℓ) = (π/2, 0). Values of
other parameters are same as in Fig. 7.
1. Weak-Coupling Limit
Figure 7 shows a typical dependence of the charge con-
ductance G on f and γZ in the weak-coupling limit with
ǫ = 0.15 and Ub = 0. The high transmission (the bright
lines) occurs when the quantization condition, Eq. (61) is sat-
isfied. Here the resonant tunneling via the quantized ring lev-
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els boosts the transmission. This boosting is not affected by
the choice of the spin polarization axis in the leads. Exactly
same charge conductance is obtained by taking the spin po-
larization axis along the z axis instead of the x axis used in
Fig. 7. The conductance plot is symmetric with respect to
the point (f, γZ) = (0, 0), which is attributed to the relations
in Eq. (56). In addition, the resonance lines exhibit the anti-
crossing-like behavior, which is absent in the quantized levels
themselves, Eq. (61). The anti-crossing behavior originates
from the Fano-like anti-resonance between two degenerate
ring states whose spin polarizations are rather parallel, lead-
ing to large overlap between their wavefunctions. In this case,
the injected state with any spin polarization has almost same
overlaps with the degenerate ring states, resulting destructive
interference between them in the transmitted state. It hap-
pens mostly when the time-reversal pair states (ϕ++, ϕ−−) or
(ϕ+−, ϕ
−
+) cross as seen in Fig. 7 and less frequently when the
counter-propagating pair states (ϕ++, ϕ
−
+) or (ϕ
+
−, ϕ
−
−) do. For
the pairs (ϕ++, ϕ+−) or (ϕ−+, ϕ−−), their spin polarizations are
almost orthogonal to each other so that the transport through
each state is almost independent of that through the other, and
their transmission amplitudes are simply additive.
In Fig. 8(a) the charge conductance is calculated as a func-
tion of external magnetic field B or the normalized flux f by
taking into account the linear relation, Eq. (57) between γZ
and f with the ratio g∗m∗/m = 0.1 which is indicated by the
white lines in Fig. 7. The charge conductance clearly exhibits
four (or three) peaks as the magnetic flux is increased by one
flux quantum Φ0. The accidental degeneracy in the ring levels
enhances the conductance further, while it is still smaller than
the two-channel maximum value 2e2/h. The fluctuations in
the peak heights is mainly due to the variation of spin polar-
ization axis of the ring eigenstates at junctions.
Each ring eigenstate, having the crownlike spin texture,
brings about the spin-flip transport as shown in Fig. 8(b) and
(c). While the peaks in the spin-flip transmission amplitudes
(solid lines) are located at the same positions as those in the
charge conductance, they alternate between T+− and T−+:
the µ = + level give rise to the enhancement of T−+ and the
µ = − level to that of T+−. This level dependence is eas-
ily understood from the fact that the spin polarization of the
µ = +/− level has inward/outward radial component. Since
the tilt angle θ̺µ varies between 0 and π, however, the spin-flip
amplitudes also fluctuate. In addition, each level also makes
the comparable contribution to the spin-conserving transmis-
sions, T++ = T−− (dotted lines), which follow the behavior
of the charge conductance. These spin-dependent transmis-
sion enables the unpolarized current input to generate the spin
polarized current. As seen in Fig. 8(d), the current polariza-
tion P exhibits peaks and valleys whenever the spin-flip trans-
mission is enhanced. However, since the spin blocking or the
spin flip occur only partially, its magnitude is usually much
smaller than 1/2.
In order to achieve the complete spin polarization or spin
flip, the lead spin axis should be set to align with the (energy-
dependent) spin polarization of the level at the junction. How-
ever, the arbitrary tuning of the spin polarization of the lead is
not easy to implement. Instead, one can adjust the spin polar-
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FIG. 9: (color online) (a,b) Spin-conserving transmission amplitudes
T++, T−− (dotted lines) and spin-flip transmission amplitudes T−+,
T+− (solid lines), and (c) current polarization as functions of f with
the relation γZ = 0.1 × f . The condition k++ = γZ is exactly
satisfied at the point 1, and the energy E is given by Eq. (64) with
respect to the solutions of Eq. (65) for n = 6. Here we have used
ǫ = 0.1, Ub = 0 and γR = 0.4. The red arrows indicates the points
(1,2,3) where the spin switch is close to its maximum.
ization of the ring level to the predefined spin axis of the lead
by tuning the external magnetic field. The formulas for the
tilt angle, Eq. (55) show that a special adjustment, k̺µ = γZ
yields θ̺µ = ±π/2, setting the spin polarization axis of the
arm state at junctions along the x direction. The adjustment
requires the energy
E
E0
= γ2Z + |γZγR|+
1
4
(64)
(here µ = + is chosen) and the quantization condition
n = γZ + f − 1
2
. (65)
From Eq. (65), together with Eq. (57), the candidates for the
magnetic field B or the normalized Zeeman splitting γZ are
suggested, and the energy is then determined through Eq. (64).
Figure 9 displays the variation of transmission amplitudes
with n = 6 in Eq. (65). At the point 1 (f = f1), the two con-
ditions, Eqs. (64) and (65) are exactly satisfied with k++ = γZ
so that T+− is almost at its maximum and the other ampli-
tudes are negligible. Hence, the conditional spin switch is
embodied: the spin + is completely blocked while spin − is
completely flipped. At the same time, the maximal current po-
larization shown in Fig. 9(c) indicates that it can also work as
the perfect spin polarizer for unpolarized injection. The oppo-
site spin switch that flips spin + to − can be implemented by
reversing the direction of the external magnetic field so that
the two conditions are satisfied with k−+ = γZ < 0. Note
that the behavior as the perfect spin switch or spin polarizer
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FIG. 10: (color online) Contour plots of charge conductance G in
unit of e2/h as a function of f and ǫ for (a) γR = γZ = 0.4 and
E = 2E+(γR = 0.4, γZ = 0.8) (refer to Fig. 7) and (b,c,d) γR =
0.6 and E = 2E+(γR = 0.6, γZ = 1.3) with γZ = 0 [(b)], 0.7
[(c)], and 1 [(d)]. Here we have used Ub = 0 and the color scale is
same as in Fig. 7.
appears at f ≈ f1 ± 1 (points 2 and 3) as wells. It is due to
the small ratio g∗m∗/m = 0.1 used in calculations: γZ does
not change so much for a few periods of f so that the condi-
tions, Eqs. (64) and (65) are approximately satisfied at several
values of f .
The spin flip occurring at the junction discussed in the pre-
vious section would spoil the spin switch efficiency by induc-
ing the tunneling to the other spin branch, and the spin tun-
neling cannot be determined only by the spin texture of the
levels in the ring. However, we numerically confirmed that
the observed spin-switch functionality is immune to the varia-
tion of ǫ and Ub as long as the effective control parameters ǫµ
are small enough. In fact, the spin flip is very weak if the in-
jection energy is well above the band bottom E+ [see Fig. 3].
This is the case for Eq. (64) as long as γR is large enough.
One can then safely use the usual analysis of spin transport
based on the spin precession in the ring with no spin flip at
junctions.
2. Strong-Coupling Limit
Figure 10 shows the evolution of the charge conductanceG
as the lead-ring junction gets more transparent. The resonance
feature due to the ring level, though getting smeared out with
increasing ǫ, is still visible up to ǫ ∼ 0.4. For larger values
of ǫ & 0.4, the conductance peak position does not follow the
quantization condition, Eq. (61) any longer, and instead every
four consecutive peaks in a period of f are merged to a sin-
gle one which is located close to f = nπ. In addition, a dip
FIG. 11: (color online) Contour plot of charge conductance G in unit
of e2/h as a function of f and E/E0 in the strong-coupling limit
(ǫ = 1/2). We have used Ub = 0 and γR = 0.4 and the Zeeman
splitting γZ increases linearly with f : γZ = 0.1×f . The color scale
is same as in Fig. 7.
is formed between them. The dip appears between the time-
reversal pair states if they are in succession, as can be seen
in Fig. 10 (a), (c), and (d). Interestingly, the anti-crossing-like
behavior can be intensified as ǫ increases as seen in Fig. 10 (c),
if the pair states are close to each other in the weak-coupling
limit. In this case the transparent junction enhances the de-
structive interference between two resonant levels. The dip
can also be formed in other places if the time-reversal pair is
not in succession [see Fig. 10 (b)]. In this case, the dip is less
prominent, implying the destructive interference is not strong
enough.
The charge transport in the strong-coupling limit (ǫ ∼ 1/2),
as seen in Fig. 11, clearly exhibits the well-known AB oscil-
lations as the magnetic flux is varied. In addition, the Zee-
man splitting γZ , increasing linearly with f , superposes line-
shaped patterns upon the AB oscillations along which the con-
ductance is suppressed. This suppression is due to the local-
ization effect in the ring. To be simple, consider the Rashba-
free system. The analytical expression for spin-dependent
transmission amplitude is then available:
Tµ =
4ǫ′2µ cos
2 πf sin2 πk˜µ∣∣∣∣ǫ′µe2πik˜µ − cos 2πk˜µ + (1−pµ2 )2 + ( 1+pµ2 )2 cos 2πf ∣∣∣∣2
(66)
with ǫ′µ given by Eq. (50), pµ =
√
1− 2ǫ′µ and k˜µ =√
E/E0 − µγZ . The transmission vanishes not only when
f = n + 1/2 but also when k˜µ = n where n is an integer.
The latter condition means that the wave in the ring forms the
standing wave so that the state is localized and does not con-
tribute to the transport. Hence the conductance suppression
happens at E/E0 = n2 + µγZ , making spin-dependent dark
lines in the charge conductance [see Fig. 11]. The Rashba
SOC, present in our system but rather small, makes a pertur-
bative coupling between spin-↑ and ↓ states, inducing the anti-
crossing of dark lines that would be degenerate otherwise. Fi-
nally, one can notice that in the lower right corner of Fig. 11
(under the line E/E0 = 1 + γZ) the charge conductance is
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FIG. 12: (color online) Contour plot of (a) spin-conserving trans-
mission amplitudes T++ = T−− and (b,c) spin-flip transmission
amplitudes T
−+ [(b)] and T+− [(c)] as functions of f and E/E0 in
the strong-coupling limit (ǫ = 1/2). Here the polarization axis of
two leads are chosen to align with the positive x axis: (ϑℓ, ϕℓ) =
(π/2, 0). Values of other parameters are same as in Fig. 11.
quite suppressed; the maximum is reduced by half, reaching
e2/h, not 2e2/h. It is because in this region E < E+ so that
only the spin-− channel is open. The spin-+ channel exists in
the evanescent waves whose contribution decreases exponen-
tially with E+ − E.
The spin transport in the strong-coupling limit is exam-
ined in Fig. 12. Similarly to the charge conductance, the
spin-dependent transmissions feature the AB oscillations and
the localization-induced dark line patterns. In addition, they
also exhibit a global modulation of the height of the AB
peaks. Interestingly, the modulation patterns are in oppo-
site trends between spin-conserving transmissions (T++ and
T−−) and spin-flip transmissions (T+− and T−+): when the
spin-conserving transmissions are strong the spin-flip trans-
missions are weak and vice versa. This opposing behav-
ior is clearly displayed in Fig. 13 where the charge and
spin transmissions are calculated at a given injection en-
ergy, E = 9E0. This global modulation of spin-dependent
transmission is surely related to the variation of γZ with f :
γZ = 0.1 × f is used here. Subsequently, the non-adiabatic
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FIG. 13: (color online) (a) Charge conductance G, (b) spin-
conserving transmission amplitudes T++ (solid line), T−− (dotted
line), (c) spin-flip transmission amplitudes T
−+ (solid line), T+−
(dotted line), and (d) current polarization as functions of f along the
E = 9E0 line in Fig. 12. Here the polarization axis of two leads are
chosen to align with the positive x axis: (ϑℓ, ϕℓ) = (π/2, 0). Values
of other parameters are same as in Fig. 12.
geometric phase connected to the Rashba SOC and the Zee-
man splitting varies gradually and changes the interference
between the ring modes, resulting in the modulation of the
spin-dependent transmission. With the total charge transmis-
sion unchanged so much, the decrease of the spin-conserving
transmission then accompanies the enhancement of the spin-
flip transmission. Hence, in the regime of parameters where
the spin-conserving transmissions are negligible, a uncondi-
tional spin switch is implemented: the injected spin + is
switched to the spin − and vice versa. As can be seen in
Fig. 12 and Fig. 13, the parameter regime for the system to
act as a good spin switch is quite wide: the working condition
encloses several periods of f and wide range of energy. It is
attributed to the slow variation of the geometrical phase with
f . Finally, this system can also behavior as a good spin po-
larizer for unpolarized current injection, as seen in Fig. 13(d).
Since the maxima of T−+ and T+− are off the synchroniza-
tion, the current polarization oscillates strongly between -0.4
and 0.4. The polarization of spin current can then be easily
tuned by changing the magnetic flux by the half flux quantum
Φ0/2.
V. DISCUSSION AND CONCLUSION
We have proposed a general scattering-matrix formalism
that naturally guarantees the charge conservation through a
quantum ring with arbitrary spin-dependent interactions. To
the end, we insert artificial SOC-free buffers in the vicinity of
every junction and solve the system Hamiltonian in a standard
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way. The original problem is recovered by shrinking the size
of buffers to zero, while the effect of buffers still remains. It
is found that as long as the ring has nonorthogonal spin tex-
tures the spin-flip scattering can happen even if the junction
itself is nonmagnetic. In the case of n-type semiconductor
with both the Rashba SOC and the Zeeman splitting, the finite
spin-flip scattering and the conservation of charge current are
numerically confirmed. In addition, it is found that the inter-
play of the AB and AC effects, in the presence of the Zee-
man splitting, enables the ring interferometer to act as condi-
tional/unconditional spin switch in the weak/strong coupling
limit.
It should be noted that our formalism is not restricted to
the structure of the AB interferometer used in this paper. The
technique of inserting artificial buffers and shrinking them to
zero can be applied to any network of semiconductors with
arbitrary SOC. As stated above, the merit of our formalism
is that the charge conservation at junctions is guaranteed as
long as the interfaces between buffers and the spin-dependent
regions are treated correctly.
While in our study we focus on the simplest scattering ma-
trix by minimizing the number of physical parameters for
buffers, the scattering matrix can be more generalized by in-
troducing some spin-dependent coupling into the buffers in a
controlled way. The extended form of the scattering matrix
may give us a hint for the general structure of the scattering
matrix connecting any spin-dependent channels with a single
constraint: the charge current conservation. It would be in-
teresting to find out the general form of the scattering-matrix
based on no other than the conservation law without leaning
on the specific model such as buffers.
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