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Résumé – Le traitement par champs adaptés (Matched Field Processing) est fréquemment utilisé pour localiser des sources dans le domaine
des ondes Ultra Basses Fréquences (   100 Hz). Nous utilisons ici le MFP associé au traitement du signal et à la physique de la propagation pour
estimer la profondeur d’une source UBF. Cette localisation est effectuée dans un environnement petits fonds à partir d’un réseau de capteurs
horizontal posé sur le fond. Le traitement par champs d’ondes adaptés est réalisé dans le domaine fréquence-nombre d’onde et se base sur les
coefficients d’excitation des modes dans le cas d’une propagation guidée.
Abstract – Matched Field Processing is frequently used to localize underwater sources, in range and depth, using arrays recording Ultra Low
Frequency waves (   100 Hz). In this paper, we use matched-field techniques, guided waves propagation and signal processing tools to estimate
source depth in a shallow water environment with a horizontal array. MFP is performed in the frequency-wavenumber domain and is based on
modes excitation factors in waveguides.
1 Introduction
La localisation de source en acoustique sous-marine (estima-
tion de la distance et de la profondeur) a donné lieu à de nom-
breuses recherches. Les méthodes classiques supposent que les
ondes reçues par le réseau de capteurs sont planes et utilisent
la formation de voies pour déterminer la direction de la source.
Ces méthodes ne sont pas adaptées dans le cas d’une propaga-
tion océanique petits fonds car le signal reçu sur l’antenne est
une somme de trajets ayant subi de nombreuses réflexions sur
la surface et le fond. Pour prendre en compte la propagation
acoustique océanique, le traitement par champs adaptés (ou
Matched-Field Processing, MFP) a été proposé [2]. D’autres
méthodes d’estimation de la profondeur sont basées sur la dé-
composition théorique des modes [9] mais fonctionnent uni-
quement sur des réseaux verticaux et à une fréquence unique.
Nous proposons ici d’utiliser conjointement les techniques
de MFP, la physique de la propagation et le traitement de si-
gnal afin d’estimer la profondeur de la source. Pour cela, le
champ acoustique est enregistré sur un réseau de capteurs ho-
rizontal. Le traitement par champs adaptés est ensuite effectué
en fréquences spatiales et temporelles. En effet, l’étude de la
physique de la propagation guidée indique que les modes, bien
séparés sur la représentation fréquence-nombre d’onde

(double transformée de Fourier en temps et en distance), sont
plus ou moins excités suivant la profondeur de la source [5].
Après un bref rappel sur le MFP, nous justifierons le choix
de la représentation

en étudiant la propagation des modes
dans un guide d’ondes parfait. Puis la transformée
	
sera
utilisée pour établir la fonction de coût nécessaire au MFP. Une
étude de la qualité de l’estimation sera ensuite réalisée afin de
montrer que la minimisation de la fonction de coût permettra
effectivement l’estimation de la profondeur de la source. En-
fin, nous utiliserons le traitement par champs d’ondes adaptés
pour estimer la profondeur de la source sur des données réelles
issues de campagne sismique.
2 Estimation de la profondeur par trai-
tement de champs adaptés
Les applications du MFP sont diverses : estimation des pa-
ramètres géoacoustiques des fonds océaniques [3, 8] ou encore
localisation de sources en utilisant des antennes dans le do-
maine des ondes Ultra Basses Fréquences ( 
 100 Hz) [1, 10].
Le traitement consiste à choisir une fonction de coût dépendant
des paramètres à estimer puis à effectuer l’estimation de ces
paramètres en la minimisant. Un exemple de MFP permettant
la localisation d’une source consiste à maximiser une fonction
de corrélation entre le champ acoustique mesuré sur un réseau
de capteurs, généralement vertical, et un champ simulé dans
un environnement similaire et dépendant de la position de la
source [4]. La plupart des méthodes utilisent le signal tempo-
rel enregistré par les capteurs ou son spectre pour calculer la
fonction de coût [10].
Dans notre cas, la transformée

est utilisée pour établir
la fonction de coût. Deux fonctions de coût sont étudiées : la
première utilise la totalité de la transformée

alors que la
seconde ne tient compte que des modes sur cette même repré-
sentation. Pour justifier ces choix, nous étudions la propagation
des modes dans un guide d’ondes idéal.
2.1 Modes du guide d’ondes idéal
Considérons un guide d’ondes de hauteur  . Les interfaces
air/eau et eau/sol sont supposées parfaitement réfléchissantes
(coefficient de réflexion de -1 et 1). Le milieu de propagation
est invariant en distance horizontale  et les propriétés du mi-
lieu ne dépendent pas de la profondeur  (célérité  et masse
volumique  constantes). En supposant les ondes cylindriques,
par raison de symétrie, nous nous intéressons uniquement à la
propagation dans le plan distance-profondeur (    ). Les cap-
teurs sont posés sur le fond et la source ponctuelle, située à la
profondeur   , émet un signal mono-fréquentiel. L’extension
de l’étude théorique au cas d’une source large bande ne sera pas
présentée mais les résultats sont identiques. Par conséquent, le
traitement par champs adaptés fonctionnera pour une source
large bande afin d’utiliser toute l’information reçue.
La pression acoustique

 	 reçue au point 


 	 peut
s’exprimer sous la forme

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la pulsation. À partir de cette équation, en utilisant la
séparation des variables, ainsi que les conditions aux limites
[5, 8], on exprime la pression en champs lointain sous forme
d’une somme de modes (indicés par + ) :
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où les fonctions d’excitation des modes s’expriment en fonc-
tion de la profondeur de la source '  par :
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M	 . La figure 1 présente l’évolution
de facteurs d’excitation des modes en fonction de la profon-
deur. Deux exemples sont présentés : pour une source située à
NAOPRQTS
)
 , les coefficients d’excitations des quatre premiers
modes sont : 0.10, 0.28, 0.34 et 0.28, alors que pour une source
située à NUOV.QTSXW  , ils deviennent tous égaux à 0.25.
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FIG. 1: Facteur d’excitation des modes en fonction de la pro-
fondeur et exemple de 2 sources situées à  N O et  NY
Pour faire apparaître les facteurs d’excitation des modes, nous
utilisons le module de la transformée
  
des données enregis-
trées sur le réseau de capteurs horizontal. Une première étude
de cette représentation dans le cas d’une propagation guidée a
montré que les modes y étaient séparés [7]. Les facteurs d’ex-
citation des modes dépendant de la profondeur de la source, la
représentation
  (Fig. 2) va permettre une comparaison im-
médiate entre les facteurs d’excitation des modes du modèle et
ceux des données à traiter, et donc l’estimation de la profondeur
de la source.
2.2 MFP : fonction de coût
Pour comparer les facteurs d’excitation des modes entre les
données simulées et les données à traiter, nous construisons une
fonction de coût. Deux fonctions de coût sont étudiées : la pre-
mière est associée à toute la représentation
  
tandis que la
deuxième est liée aux zones d’existence des modes dans cette
représentation.
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FIG. 2: Exemple de deux représentations
 
simulées dans
un guide parfait de hauteur D à deux profondeurs de source
différentes : 'NAO et N Y
2.2.1 Fonction de coût associée à toute la représentation
 
Le module de la représentation
   (de la section sismique)
centré et réduit est considéré comme une image
 @[ZZ]\
?>
]^	
de taille +`_ba . La fonction de coût choisie est alors l’erreur
quadratique moyenne [8] entre les modules des représentations
 
des données réelles
 @cZZ]\
d>
]^	 et des données simulées
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 

4Ve
?>
]^	 , également centré et réduit :
fhgi


+$a
3

3jlk
 
@cZZm\
d>
n^	
  
 

46e
d>
n^	
k
"
(4)
A partir de cette EQM qui sera la fonction de coût utilisée,
on construit un rapport signal sur bruit (RSB), le signal étant
le module de la représentation
 	
des données réelles et le
bruit la différence entre les modules des représentations

des données réelles et simulées :
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Le traitement par champs adaptés consiste alors à maximiser
ce RSB pour estimer la profondeur de la source. Pour une sec-
tion sismique réelle à traiter, on simule une série de sections sis-
miques dans un environnement similaire avec des profondeurs
de sources différentes (l’identification de l’environnement a été
étudiée dans [6]). Pour chaque simulation, on calcule le RSB
entre le
  
simulé et le
 
réel (à partir de l’équation
5). La profondeur simulée pour laquelle le RSB est maximum
nous donne alors la profondeur de la source (Fig. 3).
Les champs simulés sont calculés en utilisant un algorithme
de modélisation par différences finies dans le plan temps-distance
développé par J. Virieux [11]. Cette modélisation est exacte
pour de nombreux environnements. Le modèle prend en compte
les ondes d’interfaces ainsi que les modes à fuite et fournit donc
des simulations fidèles pour l’environnement marin petits fonds
étudié ici.
2.2.2 Fonction de coût associée à l’existence des modes
dans la représentation  
Un autre choix possible pour la fonction de coût est d’utili-
ser uniquement les zones de l’espace
 
où les modes sont
présents. Ainsi, la fonction de coût établie sera moins sensible
au bruit et ses variations permettront une meilleure estimation
de la profondeur de la source dans le cas de données réelles.
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FIG. 3: Fonctionnement du MFP
Une étape préliminaire consiste à définir un coefficient d’ex-
citation des modes à partir de la transformée
  
. Pour chaque
mode, un masque binaire ( Q   ) est obtenu à partir de l’équa-
tion 6 (où   7 représente l’angle d’incidence et est lié au nombre
d’onde horizontal
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ensuite une dilatation de ce masque. Cette étape est nécessaire
car, dans le cas de données réelles, les modes seront localisés
sur une région et non sur une simple ligne.
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Puis la représentation
  
de la section étudiée est multi-
pliée par ce masque dilaté. La valeur moyenne de la représen-
tation
  
sur la zone isolée par le masque représente le co-
efficient d’excitation du mode. Afin de pouvoir comparer les
coefficients d’excitation des modes pour différentes configu-
rations, une normalisation est effectuée : la somme des coeffi-
cients d’excitation est ramenée à 1. On peut donc, pour chaque
section sismique, calculer les coefficients d’excitation des modes


7
 SS S T	 . La construction des coefficients est schématisée sur
la figure 4. La fonction de coût utilisée est alors l’erreur quadra-
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FIG. 4: Construction de coefficients d’excitation des modes à
partir de la transformée 
tique moyenne entre les coefficients d’excitations des modes
des données réelles et des données simulées :
f gi


a
4
Z
 
3
4
Z
 



Ł
y 



]nn
	
"
(7)
On en déduit un rapport signal sur bruit :
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La méthode employée pour maximiser ce RSB est alors la même
que celle décrite précédemment : une série de simulations avec
des profondeurs de source différentes et l’estimation de la pro-
fondeur de la source à partir de la simulation maximisant le
RSB.
La fonction de coût ainsi établie est moins sensible au bruit et
permet une meilleure estimation de la profondeur de la source.
Dans la suite, nous nous intéresserons donc uniquement à celle-
ci pour estimer la profondeur de la source.
2.3 Qualité de l’estimation
L’étude théorique des modes a montré que l’excitation des
modes varie selon la profondeur de la source. Cette constata-
tion nous a amenés à construire la fonction de coût présentée
dans 2.2.2 basée sur les coefficients d’excitation des modes. Il
est cependant nécessaire de vérifier la pertinence de ce critère.
Pour cela, nous réalisons un jeu de 100 simulations avec des
sources situées à des profondeurs différentes dans un même
environnement. Le cadre de la simulation est constitué d’ une
couche d’eau de 200 m, de vitesse    WAQAQ m/s, et d’une
couche infinie de sédiments de vitesses ﬀ  ) QAQUQ m/s et

  

QAQUQ m/s. Ces simulations vont montrer que le critère
choisi permet effectivement de comparer différentes profon-
deurs de sources. Pour chaque couple de simulations, le RSB
est représenté en fonction de la distance verticale entre les deux
sources simulées. La figure 5 présente les résultats obtenus : il
apparaît nettement que les faibles distances entre sources cor-
respondent à de forts RSB et que les grandes distances entre
sources correspondent à de faibles RSB. Ceci montre donc que
le critère RSB construit est pertinent pour comparer des pro-
fondeurs de sources. Ainsi, en comparant les données réelles
à des données simulées à des profondeurs différentes, il sera
possible d’estimer la profondeur de la source.
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FIG. 5: RSB en fonction de la distance verticale entre 2 sources
3 Applications : données réelles
La technique présentée ci-dessus est appliquée sur des don-
nées réelles pour estimer la profondeur de la source. La source
est un canon à air tracté par un bateau qui effectue un tir tous les
25 m. Le récepteur est un Ocean Bottom Seismometer (OBS)
qui enregistre les variations de pression ainsi que le déplace-
ment dans les trois directions de l’espace ; ici seule la pression
sera utilisée. La section sismique enregistrée est équivalente à
celle enregistrée sur une antenne synthétique de 240 OBS es-
pacés de 25 m et posés sur le fond. L’échantillonnage temporel
est de 4 ms.
La figure 6 présente la représentation
  
de la section
sismique. À partir de cette représentation, les coefficients d’ex-
citation des modes des données réelles sont calculés (Fig. 7).
Une série de simulations à des profondeurs de sources diffé-
rentes est réalisée. La figure 7 présente également quelques
exemples de coefficients d’excitation des modes pour plusieurs
profondeurs de sources simulées. Pour chacune de ces simula-
tions, le RSB entre les données réelles et simulées est calculé
(Fig. 8). L’estimation de la profondeur de la source est donnée
par la profondeur simulée qui maximise le RSB : 
Z
 
d
4
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+ . Nous ne possédons pas de valeur précise de profondeur
de source pour ces données mais l’utilisation d’un canon à air
tracté par un bateau nous assure que la source était à une pro-
fondeur comprise entre 10 et 20 m ce qui est cohérent avec la
profondeur estimée.
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FIG. 7: Facteurs d’excitation des modes (normalisés) des don-
nées réelles (en trait plein) et de quelques données simulées
4 Conclusion
L’étude de la propagation par modes a permis de mettre en
évidence le lien entre les facteurs d’excitation des modes et la
profondeur de la source. Utilisant cette propriété, nous avons
mis au point une méthode de localisation de source en acous-
0
R
SB
 (e
n d
B)
0 20 40 60 80 100 120
45
50
55
60
65
70
75
Profondeur (en m)
0 1040
50
60
70
FIG. 8: RSB en fonction de la profondeur de la source simulée
tique sous-marine Ultra Basse Fréquence par champs d’ondes
adaptés en fréquences spatiales et temporelles. Cette méthode
peut s’appliquer dans le cas d’eaux peu profondes où la pro-
pagation par modes est prépondérante et a donné des résultats
satisfaisants sur des données réelles issues d’une campagne sis-
mique.
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