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Invariance under time translation (or stationarity) is probably one of the most important assump-
tions made when investigating electromagnetic phenomena. Breaking this assumption is expected to
open up novel possibilities and result in exceeding conventional limitations. For that, we primarily
need to contemplate the fundamental principles and concepts from a nonstationarity perspective.
Here, we revisit one of those concepts: The polarizability of a small particle, assuming that its prop-
erties vary in time. We describe the coupling of the induced dipole moment with the excitation field
in a nonstationary, causal way, and introduce a complex-valued function, called temporal complex
polarizability, for elucidating a nonstationary Hertzian dipole under time-harmonic illumination.
This approach can be extended to any subwavelength particle having electric response. In addition,
we also study the polarizability of a classical electron through the equation of motion whose damping
coefficient and natural frequency are changing in time. We theoretically derive the effective permit-
tivity corresponding to time-varying media (comprising free or bound electrons) and explicitly show
the differences with the conventional macroscopic Drude-Lorentz model. This paper will hopefully
pave the road towards the understanding of nonstationary scattering from small particles and the
homogenization of time-varying materials, metamaterials, and metasurfaces.
I. INTRODUCTION
Temporal modulation [1] in electromagnetic systems
(e.g. [2–11]) is an efficient technique to achieve exotic
wave phenomena and intriguing functionalities. Non-
reciprocity and isolation [12–17], frequency conversion
and generation of higher-order frequency harmonics [18–
20], wavefront engineering [20–22], one-way beam split-
ting [23], extreme accumulation of energy [24], para-
metric amplification [25, 26], and wideband impedance
matching [27] are some of those functionalities which
have been reported over the past few years. One pos-
sibility that time modulation can provide is to instanta-
neously control the radiation from subwavelength parti-
cles [28, 29]. This is due to the fact that the induced
electric and magnetic dipole moments, p(t) and m(t),
corresponding to the particle under illumination, can be
temporally engineered in a desired fashion, as the geome-
try of the particle or the optical properties of the material
from which the particle is made properly change in time.
From the stationary perspective, it is assumed that
the particle is static and its characteristics do not vary
in time. As a consequence, the induced dipole moments
are conventionally described simply through the complex
dyadic electric and magnetic polarizabilities in the fre-
quency domain [30]:
p = αee ·E+ αem ·H,
m = αme · E+ αmm ·H.
(1)
Here, E and H are the Fourier transforms of the ex-
ternal electric and magnetic fields, respectively. How-
ever, the above equations cannot be generally applied
for a time-varying particle, because the very definition
of frequency-domain parameters is based on the assump-
tion that the particle is stationary. We need to return to
the time domain, and subsequently revisit the descrip-
tion of the instantaneously induced dipole moments in
terms of their representing dyadic polarizabilities. The
alternative description should explicitly indicate the non-
stationary characteristic of the problem, along with lin-
earity and the memory. The importance of such study
is not only limited to the understanding and engineering
of instantaneous radiation, but it is also important for
the proper characterization and realistic implementation
of time-varying metamaterials or metasurfaces [31, 32],
because they are formed by time-varying meta-atoms.
Therefore, having a clear picture about the polarizabil-
ity of meta-atoms paves the road towards homogenization
models [33, 34] taking into account nonstationarity, and
its interplay with dispersion phenomena.
It is worth noting that in analogy with the dipole mo-
ments, a similar time-domain description must be used
for the electric and magnetic flux densities: D(t) and
B(t). If a medium is static, we write that [30]
D = ǫ ·E+ ξ ·H,
B = ζ ·E+ µ ·H,
(2)
in which ǫ, µ, ξ, ζ are the frequency-domain material pa-
rameters. However, for a time-varying medium, we need
to express the constitutive relations which respect non-
stationarity and memory. In the literature, assuming a
dielectric isotropic medium (µ = ξ = ζ = 0), the consti-
tutive relation is often given by (e.g. Refs. [35–37])
D(t) = ǫ(t)E(t). (3)
This model is based on a very rough approximation of
instantaneous response of matter, which is not consis-
tent with the temporal dispersion naturally present in
materials. Therefore, more complete and rigorous defini-
tions need to be introduced and applied. Since materials
2consist of small polarizable entities (atoms, molecules, or
meta-atoms), the first step towards understanding and
engineering of time-variable material is the study of sin-
gle dipolar particle.
In this paper, we thoroughly scrutinize the concept of
polarizability associated with a particle which is varying
in time. For simplicity, we assume that the particle has
only electric response. We study nonstationary interac-
tions of waves with a Hertzian dipole and also a bound
classical electron. We show how the instantaneous power
extracted by the time-varying Hertzian dipole and the
corresponding scattered power are expressed in terms of
the polarizability. Furthermore, we derive the character-
istic equations which determine the polarizability of one
electron by assuming time-dependent damping coefficient
and natural frequency in the equation of motion. Accord-
ingly, we obtain the nonstationary Drude-Lorentz model
for an effective medium and show how different this new
model is in principle from the conventional model written
for a stationary medium.
This paper, as a key step in the understanding of non-
stationary scattering from small particles and effective
time-varying (artificial) media, is organized as follows. In
Section II we give a fundamental description of any arbi-
trary time-varying induced dipole moment as a response
to the excitation field by using the concept of electric po-
larizability. In Sections III and IV, under nonstationary
conditions, we treat the examples of a Hertzian dipole
and a classical electron based upon their corresponding
polarizability, and finally in Section V, we conclude the
paper.
II. BASIC CONCEPTS
For a linear and stationary subwavelength particle with
electric response, there is a temporally nonlocal connec-
tion between the instantaneous electric dipole moment
p(t) and the exciting electric field E(t). This connection
is described by a convolution integral as
p(t) =
∫
∞
0
α(γ)E(t− γ)dγ, (4)
where α(γ) is a time-dependent function called electric
polarizability kernel (here, we assume that the dipole
and the field are parallel and there is no bianisotropy).
The above equation illustrates two notable characteris-
tics. The first is that if the electric field is temporally
shifted by tsh, the dipole moment will be also shifted by
the same time tsh due to the stationarity of the particle.
In other words,
p(t− tsh) =
∫
∞
0
α(γ)E(t− γ − tsh)dγ. (5)
The second characteristic, associated with causality,
states that the instantaneous dipole moment at a certain
time depends on the field at that time and the evolution-
ary progress over past times.
The situation is very different if the particle under
study is changing in time. Causality is certainly a fun-
damental concept in nature which should be scrutinised
carefully. However, the first characteristic, having to do
with invariance with respect to translations in time, is
not true anymore. For interactions of nonstationary par-
ticles with fields, temporal shift of the electric field does
not result in the equivalent temporal shift of the induced
dipole moment. We should use a more general linear and
causal relation between the induced dipole moment and
the exciting field, which we write as
p(t) =
∫ +∞
0
α(γ, t)E(t− γ)dγ. (6)
Here, the polarizability kernel α is not only a function
of the delay time between the action and reaction (γ),
but it also depends on the observation time (t). In other
words, this formula means that at every moment of time t
we deal with a different particle, with different frequency
dispersion rule (defined by the integral kernel as a func-
tion of γ). As a consequence of that, the instantaneous
value of the dipole moment depends not only on the past
and present values of the exciting field, but also on the
history of evolution of the particle properties.
Based on Eq. (6), let us discuss the physical meaning
of the polarizability of a nonstationary particle. As is
seen, if the electric field is chosen to be the Dirac delta
function E(t) = δ(t− t0)u (u is a unit vector), the dipole
moment equals
p(t) = α(t− t0, t)u. (7)
In other words, the polarizability α is the impulse re-
sponse of the dipole. As we see, in the nonstationary
situation the impulse response depends, as in usual sta-
tionary linear systems, on how much time has passed
since the pulse excitation was applied, but also on time
explicitly. This property clearly manifests the fact that
the particle responds differently at different moments of
time.
Beside using Eq. (6), sometimes it is convenient to ap-
ply an alternative integral form to describe the dipole
moment (for example, see Section IV). Let us consider
the following independent variable: τ = t−γ. By chang-
ing variable in Eq. (6) and defining
h(t, τ) = α(γ, t)|γ=t−τ , (8)
we can equivalently write
p(t) =
∫ t
−∞
h(t, τ)E(τ)dτ. (9)
In this alternative representation of causal linear rela-
tions the τ variable has the meaning of time moments in
the past. The chosen integration limits ensure that the
induced dipole does not depend on the field values in the
future. Also in this form, assuming delta-function exci-
tation E(τ) = δ(τ − t0)u, we find the impulse response
3in general form
p(t) = h(t, t0)u. (10)
In the stationary scenario, the function h(t, τ) depends
only on the time difference between the observation time
and a time moment in the past: h(t, τ) = h(t − τ), and
the integral becomes a convolution. Therefore, the de-
pendency of the polarizability on the observation time
t vanishes and the polarizability kernel depends only on
γ: α(γ, t) = h(t, t − γ) = h(γ). Accordingly, we obtain
Eq. (4).
In the following, let us consider a time-harmonic exci-
tation by a given electric field E(t) = Re
[
E0 exp(jωt)
]
.
Here, E0 denotes the complex amplitude, ω is the an-
gular frequency, and Re means the real part of the ex-
pression inside the brackets. The reason for choosing
the time-harmonic excitation is the fact that we want to
concentrate on understanding the effects of time varia-
tions of the particle itself, and it is convenient to use the
simplest possible exciting fields (since the particle is lin-
ear, response to arbitrary excitation can be found using
Fourier expansion of the incident field). Therefore, it is
logical to create a model for time-harmonic excitation.
Since from the beginning we have assumed that the
field and the dipole moment are parallel, we can write
the formulas in scalar form. Substituting the electric
field into Eq. (6), we find that
p(t) = Re
[
αp(ω, t) ·E0 exp(jωt)
]
, (11)
where
αp(ω, t) =
∫ +∞
0
α(γ, t) exp(−jωγ)dγ. (12)
The instantaneous electric dipole is the real part of
a complex-valued function which is multiplied by the
complex amplitude of the time-harmonic electric field
E0 exp(jωt). This is in clear analogy with the conven-
tional stationary case in which the instantaneous dipole
moment is the real part of the complex-valued, frequency-
domain electric polarizability multiplied by the electric
field amplitude and the time-harmonic exponential fac-
tor. However, here the complex function αp depends
on the time variable t. Thus, we name such func-
tion as “temporal complex polarizability” (notice that
this definition is for time-harmonic excitation). The in-
dex “p”, reminding “polarizability”, distinguishes func-
tion αp from the polarizability kernel α. We note that
N. S. Stepanov in Ref. [38] used the same definition for
macroscopic susceptibility of time-varying plasma.
Contemplating Eq. (12), we see that the temporal com-
plex polarizability is the Fourier transform of the polar-
izability kernel with respect to the temporal variable γ.
Because the functions p(t), E(t), and α(γ, t) are real-
valued, we deduce from Eq. (12) that for real angular
frequencies
α∗p(ω, t) = αp(−ω, t), (13)
in which ∗ represents the complex conjugate. Similarly
to the stationary scenario, the integration is over the pos-
itive half-axis of γ, which reflects causality of the system
and indicates that the temporal complex polarizability
obeys Kramers-Kronig relations [39].
Equation (11) explicitly confirms the expectations that
the dipole moment induced by time-harmonic fields is not
necessarily time-harmonic. In Ref. [28], the authors have
recently shown this fact without studying the polarizabil-
ity. Importantly, the temporal variations of the dipole
moment can be in principle fully engineered (while the
excitation field is time-harmonic) only by choosing the
proper temporal variation of the particle modulation.
Eq. (11) can be rewritten as
p(t) =
1
2
[
E0αp(ω, t) exp(jωt) + E
∗
0α
∗
p(ω, t) exp(−jωt)
]
.
(14)
Defining the usual Fourier transform of an arbitrary tem-
poral function g(t) as
g(Ω) =
∫
∞
−∞
g(t) exp(−jΩt)dt (15)
and applying this operation to (14), we get
p(ω,Ω) =
E0αp(ω,Ω− ω) + E
∗
0α
∗
p(ω,−Ω− ω)
2
. (16)
Since the dipole moment p(t) is real-valued, we have
p∗(ω,Ω) = p(ω,−Ω). (17)
It is important to note that αp(ω, t) does not obey this
relation, because αp(ω, t) is not necessarily a real func-
tion, and therefore
α∗p(ω,Ω) 6= αp(ω,−Ω). (18)
Before moving to the next section, we remind that in
analogy with the dipole moment described in this sec-
tion, a similar time-domain description can be used for
the electric flux density. Indeed, we can write (for a ho-
mogeneous isotropic time-varying medium)
D(t) = ǫ0E(t) +
∫ +∞
0
ǫ0χ(γ, t)E(t− γ)dγ, (19)
in which χ(γ, t) is the electric susceptibility kernel. If the
electric field is given by E0 exp(jωt), the above equation
reduces to
D(t) = ǫ0Re
[
ǫp(ω, t)E0 exp(jωt)
]
, (20)
in which the temporal complex relative permittivity
equals
ǫp(ω, t) = 1 + χs(ω, t), (21)
4and
χs(ω, t) =
∫ +∞
0
χ(γ, t) exp(−jωγ)dγ. (22)
Here, the indices “p” and “s” are used to discern the
temporal complex functions from the relative permittiv-
ity and susceptibility kernels, respectively (“p” reminds
“permittivity” and “s” refers to “susceptibility”).
III. HERTZIAN DIPOLE MODEL
In this section, we focus on the canonical example of
a nonstationary Hertzian dipole. The understanding of
such basic scatterer can be extended to any small in-
clusion which has electric response. Note that a simi-
lar analysis can be done for a nonstationary magnetic
moment. Let us assume that a nonstationary Hertzian
dipole is illuminated by a time-harmonic electric field.
Non-stationary electric dipoles can be realized, for ex-
ample, by loading a dipole antenna with a time-varying
lumped element [28] or by inserting switches along the
antenna arms. From the basics, we know that the time
derivative of the dipole moment is equal to the length of
the dipole l multiplied by the electric current i(t) car-
ried by the dipole: dp(t)/dt = l · i(t). By employing
the concept of induced electromotive force, the total in-
stantaneous power exerted on the dipole is expressed as
S(t) = v(t) · i(t), where v(t) = l · E(t) represents the
induced electromotive force. Here, E(t) is the compo-
nent of the excitation field parallel to the Hertzian dipole.
From the above three equations, we conclude that
S(t) = E(t) ·
dp(t)
dt
. (23)
This equation is generic since up to now there is no as-
sumption about the stationary or nonstationary of the
dipole.
According to Eq. (11), p(t) is described in terms of
the temporal complex polarizability αp(ω, t). Consider-
ing single-frequency excitation, in the following we will
for brevity drop the first argument (the frequency of the
incident field). Before we proceed and substitute the
complex polarizability, we define for simplicity the fol-
lowing complex-valued function:
ζ(t) = αp(t) +
1
jω
dαp(t)
dt
, (24)
which is associated with the complex polarizability and
its time derivative. Substituting the complex polariz-
ability and using this auxiliary function definition, the
extracted power is simplified to
S(t) = E(t) ·Re
[
jωζ(t) · E0 exp(jωt)
]
. (25)
Writing the real part as Re[x] = (1/2)(x+x∗), finally the
extracted power reduces to
S(t) = −
ω
2
Im
[
ζ(t)
]
|E0|
2 −
ω
2
Im
[
ζ(t)E20 exp(j2ωt)
]
,
(26)
in which Im[ ] denotes the imaginary part.
Let us check this equation for the special case of a sta-
tionary dipole. In this case the time derivative of αp(t)
vanishes and ζ becomes a complex constant which is
equal to αp. As a consequence, the time-averaged value of
the second term in the above equation becomes zero and
the time-averaged power extracted by the dipole from
the incident field is simply Sstationary = −ω2 Im[ζ]|E0|
2 =
−ω2 Im[αp]|E0|
2, which is the same relation as we know
from the literature (see e.g. Ref. [40]). Here, we stress
that the expression in Eq. (26) is also valid in the time
domain for stationary dipoles.
Another special case is the case when ζ(t) = 0. From
Eq. (26) we see that if ζ(t) = 0, the extracted power S(t)
is zero meaning that the dipole does not interact with
the incident field. According to Eq. (24), the condition
ζ(t) = 0 corresponds to αp(t) = Ae
−jωt where A is a con-
stant coefficient. Substituting this result into Eq. (11),
we see that the dipole moment is constant over time. In
other words, we have a static dipole moment whose time
derivative is zero. Consequently, there should not be any
interaction with the incident field.
Considering Eq. (26), it is intriguing to assume a
periodic function ζ(t). This is because periodicity al-
lows to employ simple time averaging. Based on the
Fourier series written for a periodic function, depending
on the period and the complex Fourier coefficients, the
time-averaged value associated with the second term in
Eq. (26) is not zero, and it can significantly contribute to
the time-averaged total power. For example, it is clearly
seen that if the period is equal to the excitation period
T = 2π/ω, the second-order term in the Fourier series
n = 2 can produce a nonzero averaged value (in contrast
with the stationary case, in which the average is zero).
Some part of the extracted power is re-radiated to the
background medium (here, free space). The instanta-
neous power which is re-radiated by the dipole is propor-
tional to the first and the third time derivatives of the
dipole moment [28, 29]:
Srad(t) = −
µ0
6πc
dp(t)
dt
·
d3p(t)
dt3
. (27)
Similarly to what we did for S(t), we substitute the tem-
poral complex polarizability in the above equation for the
re-radiated power. Subsequently, the first and the third
time derivatives of the dipole moment are given by
dp(t)
dt
= Re
[
jωζ(t) · E0 exp(jωt)
]
,
d3p(t)
dt3
= Re
[
jω
(d2ζ
dt2
+ j2ω
dζ
dt
− ω2ζ
)
·E0 exp(jωt)
]
.
(28)
5By using these equations and after doing some alge-
braic manipulations, we find the re-radiated power (in
Eq. (27)) as
Srad(t) =
µ0ω
4
12πc
|ζ|2|E0|
2+
µ0ω
4
12πc
|E0|
2Re
[
ζ
(
1
ω2
d2ζ
dt2
+ j
2
ω
dζ
dt
− ζ
) E20
|E0|2
exp(j2ωt)
− ζ
(
1
ω2
d2ζ
dt2
+ j
2
ω
dζ
dt
)
∗
]
.
(29)
If the dipole is stationary, all the time derivatives in the
above equation become zero and the time-averaged scat-
tered power is reduced as Sstationaryrad =
µ0ω
4
12pic |ζ|
2|E0|
2 =
µ0ω
4
12pic |αp|
2|E0|
2, which can be conveniently found in the
literature (e.g. Ref. [40]).
Utilizing the introduced notion of the temporal com-
plex polarizability, we can find the instantaneous scat-
tered power and the total extracted power. Here, we
remind an important relation for the imaginary part of
the inverse polarizability which is known for stationary
dipoles. In the lossless regime and in the time-averaged
perspective, by writing that Sstationary = Sstationaryrad , we
simply derive the following expression:
Im
[ 1
αp
]
=
k30
6πǫ0
, (30)
where k0 and ǫ0 are the free-space wave number and
permittivity, respectively. However, under nonstationary
conditions, the above equation is not true and finding a
similar relation is not even straightforward. This is due to
the fact that the conservation of instantaneous power is
not simply S(t) = Srad(t) even for the stationary dipole.
The electric and magnetic energy per unit time should
be also taken into account. In other words,
S(t) = Srad(t) + Sreactive(t), (31)
where
Sreactive(t) = Selectric(t) + Smagnetic(t), (32)
neglecting ohmic losses.
Let us consider a nonstationary Hertzian dipole loaded
with a reactive element changing in time. In this case, the
reactive energy per unit time is due to the fields near to
the dipole and the temporally modulated reactive load:
Sreactive(t) =Selectric(t) + Smagnetic(t) =
Sfield(t) + Sload(t).
(33)
However, a short dipole can be modulated in time in a
number of different ways, for example, the dipole length
can vary in time or the shape of a subwavelength par-
ticle such as a lossless sphere can change in time. For
each specific case, implications of the above equations is
indeed intriguing and need to be carefully investigated.
IV. DRUDE-LORENTZ EQUATION
In this section, we investigate the polarizability of a
classical bound electron by studying the corresponding
equation of motion. Such investigation is important
for understanding the effective macroscopic parameters
such as susceptibility and permittivity of materials. We
model external time modulations of the system by as-
suming that the damping coefficient γD and the natural
frequency ωn are varying in time. Therefore, the second-
order differential equation describing the electron motion
is given by
d2x(t)
dt2
+ γD(t)
dx(t)
dt
+ ω2n(t)x(t) =
e
m
E(t), (34)
in which m denotes the electron mass, e represents the
electron charge, and x(t) is the displacement. Since the
dipole moment is the multiplication of the electron charge
and the displacement, we can write
d2p(t)
dt2
+ γD(t)
dp(t)
dt
+ ω2n(t)p(t) =
e2
m
E(t). (35)
This equation relates the instantaneous dipole moment
and the excitation field. On the other hand, in Section II
we related the instantaneous dipole moment and the field
in terms of the polarizability kernel. Therefore, by bring-
ing these two models together we can find the polariz-
ability kernel and the polarizability in terms of the time-
varying damping coefficient and the natural frequency.
This will be our goal in the next parts of the current sec-
tion. First, we will make the derivations assuming causal
response, as in Section II, and next we show that the
Drude-Lorentz model is inherently causal.
A. Causal interpretation
We start from Eq. (9), which is an alternative integral
form to describe the dipole moment p of a time-varying
particle excited by an external electric field E:
p(t) =
∫ t
−∞
h(t, τ)E(τ)dτ. (36)
To find the first and second derivatives of the dipole mo-
ment, we use the chain rule and the Leibniz integral rule:
For any integrable function f(x, y) we can write
d
dx
∫ g(x)
h(x)
f(x, y)dy =
f(x, g(x))
dg(x)
dx
− f(x, h(x))
dh(x)
dx
+
∫ g(x)
h(x)
∂
∂x
f(x, y)dy.
(37)
Hence, the first and second derivatives of the dipole mo-
ment can be written in terms of h(t, τ) and the corre-
6sponding partial derivatives of h(t, τ):
dp(t)
dt
= h(t, τ)|τ=tE(t) +
∫ t
−∞
∂h(t, τ)
∂t
E(τ)dτ,
d2p(t)
dt2
=
[
2
∂h(t, τ)
∂t
|τ=t +
∂h(t, τ)
∂τ
|τ=t
]
E(t)
+ h(t, τ)|τ=t
dE(t)
dt
+
∫ t
−∞
∂2h(t, τ)
∂t2
E(τ)dτ.
(38)
Substituting the above values into Eq. (35) (the Drude-
Lorentz equation), we arrive to three crucial expressions
which determine the polarizability:
1)
∂2h(t, τ)
∂t2
+ γD(t)
∂h(t, τ)
∂t
+ ω2n(t)h(t, τ) = 0,
2) 2
∂h(t, τ)
∂t
|τ=t +
∂h(t, τ)
∂τ
|τ=t =
e2
m
,
3) h(t, τ)|τ=t = 0.
(39)
We stress that function h(t, τ) is not the polarizability.
Indeed, the polarizability that we introduced above is
α(γ, t) = h(t, τ) when τ = t−γ. As a consequence, τ = t
in the second and third expressions refers to γ = 0, and
Eq. (39) defines two initial conditions at γ = 0 for α(γ, t).
Depending on the temporal functions of the damping co-
efficient and the natural frequency, these three expres-
sions in Eq. (39) give a specific function for the polariz-
ability.
As a check, let us examine the results by considering
first the stationary scenario (assuming that the damping
coefficient and the natural frequency are not varying in
time). Recalling that h(t, τ) = h(t− τ) in this scenario,
the first expression in Eq. (39) results in
d2h(u)
du2
+ γD
dh(u)
du
+ ω2nh(u) = 0→ h(u) = exp(−
γD
2
u)
×
(
H1 cos(
√
ω2n −
γ2D
4
u) +H2 sin(
√
ω2n −
γ2D
4
u)
)
.
(40)
Here, there are two unknown coefficients, H1 and H2,
which should be determined from the other two remain-
ing expressions in Eq. (39). In principle, the second and
the third expressions, as mentioned, are the initial condi-
tions for determining a specific solution for h(t, τ). From
the second expression, we deduce that
dh(u)
du
|u=0 =
e2
m
→ −
γD
2
H1+
√
ω2n −
γ2D
4
H2 =
e2
m
, (41)
and from the last expression in Eq. (39), we conclude
that
h(0) = 0→ H1 = 0. (42)
Finally, by combining the above results, h(t, τ) and the
polarizability are given by
h(t, τ) = h(t− τ) =
e2
m
√
ω2n −
γ2
D
4
exp
(
−
γD
2
(t− τ)
)
sin
(√
ω2n −
γ2D
4
(t− τ)
)
,
(43)
and
α(γ, t) = h(t, t− γ) =
e2
m
√
ω2n −
γ2
D
4
exp
(
−
γD
2
γ
)
sin
(√
ω2n −
γ2D
4
γ
)
,
(44)
respectively. As it is explicitly seen, the polarizability
depends on only one time parameter, γ. Therefore, its
Fourier transform is only a function of the frequency
and gives the known Drude-Lorentz dispersion in the fre-
quency domain (e.g., [41]).
B. Noncausal interpretation
If we do not respect causality, the dipole moment can
depend also on the electric field in the future. Such inter-
pretation affects strikingly on the results of Leibniz inte-
gral expressions. The first and second derivatives of the
dipole moment are modified as
dp(t)
dt
=
∫
∞
−∞
∂h(t, τ)
∂t
E(τ)dτ,
d2p(t)
dt2
=
∫
∞
−∞
∂2h(t, τ)
∂t2
E(τ)dτ.
(45)
We can compare these equations with the expressions for
the causal interpretation (Eq. (38)), in order to under-
stand the fundamental difference between them. Consid-
ering the Drude-Lorentz equation, we write that
∫
∞
−∞
[
∂2h(t, τ)
∂t2
+ γD(t)
∂h(t, τ)
∂t
+ ω2n(t)h(t, τ)
]
E(τ)dτ
=
e2
m
E(t).
(46)
We see that there is no solution for h(t, τ) satisfying the
above equation. Therefore, the Drude-Lorentz model can
only be causal. This is a confirmation that we cannot
break causality of this model using any time modulations.
C. Differential equation for finding the temporal
complex polarizability
For time-harmonic excitation, we can substitute the
dipole moment expressed in terms of the temporal com-
plex polarizability (11) into the Drude-Lorentz equation
7(35) and find the differential equation for the polariz-
ability. Because the Drude-Lorentz equation holds not
only for one oscillating electron (as a classical model)
but also for oscillating electric dipole moments of small
particles, this can be done for general small dipole par-
ticles: For example, for the dipole moment of a short
electric dipole antenna brought to resonance using an in-
ductive load. Only in the right-hand side the excitation
coefficient e
2
m
should be replaced by the coefficient for the
specific particle (which we denote as A). For example,
for a small electric dipole antenna loaded by an induc-
tive load A = l2/L, where l is the effective antenna length
and L is the inductance of the load (if we neglect the in-
ductance of the antenna wires). It is possible to vary all
the parameters of such dipole particles by varying the
antenna load impedance and/or the dipole length.
Assuming this model, we can express the induced
dipole moment in terms of temporal complex polariz-
ability αp(ω, t) and substitute it into the Drude-Lorentz
equation (35). This way we come to a linear differential
equation for the temporal complex polarizability:
∂2αp(ω, t)
∂t2
+
(
γD(t) + j2ω
)∂αp(ω, t)
∂t
+(
ω2n(t)− ω
2 + jωγD(t)
)
αp(ω, t) = A.
(47)
Equation (47) is a second-order differential equation with
time-varying parameters which allows us to find αp(ω, t)
for arbitrary time variations of the particle parameters.
The equation should be complemented by initial condi-
tions at the moment when the system became nonsta-
tionary or at t→ −∞. As a check, we instantly see that
if γD(t) and ωn(t) are time-invariant, the solution is the
usual Lorentz dispersion rule:
αp(ω) =
A
ω2n − ω
2 + jωγD
, (48)
since in this case αp(ω, t) does not depend on time.
In the next subsection, as an example, we will assume
that the damping coefficient is γD(t) = 2γ0/(1+γ0t) and
the natural frequency is zero. With this assumption, the
polarizability kernel will be given by Eq. (59). Taking
the Fourier transform with respect to γ, the temporal
complex polarizability reads
αp(ω, t) = −A
( 1
ω2
+ j
2
ω3
γ0
1 + γ0t
)
, (49)
where A = e
2
m
. As a check, we can substitute this expres-
sion in the above second-order differential equation, and
observe that Eq. (47) holds.
It is important to note that in Eqs. (47) and (34) we
have neglected the radiation friction (the damping fac-
tor γD models other loss mechanisms). Thus, the above
consideration refers to the situation when dipole parti-
cles (or electrons) are placed in a dense (subwavelength)
array or cloud of many identical particles. In this situa-
tion, relevant to effective-medium models, radiation loss
is compensated by the power received from other radiat-
ing particles.
D. On the Drude-Lorentz model of time-varying
dielectrics and plasma
Next we use the above theoretical results to analyse
approximate models of effective parameters of Lorentzian
dielectrics and electron plasma. The dipole moment of
each electron is governed by Eq. (35), where the param-
eters may depend on time due to changing environment
where the charges are located. In addition, the electron
density (the number of electrons per unit volume N(t))
can depend on time. We start from possibly the simplest
case when γD and ωn are constant in time and only the
density N(t) varies. This is the low-density approxima-
tion, where we can assume that the electrons interact so
weakly that the characteristics of movement of a single
electron do not depend on the electron density. Under
these assumptions, the volume density of electric dipole
moment or polarization density is written as
P(t) = N(t)p(t) =
∫ +∞
0
N(t)α(γ, t)E(t − γ)dγ =∫ +∞
0
ε0χ(γ, t)E(t− γ)dγ,
(50)
in which the electric susceptibility kernel equals
χ(γ, t) =
N(t)
ǫ0
α(γ, t) =
N(t)
ǫ0
e2
m
√
ω2n −
γ2
D
4
exp
(
−
γD
2
γ
)
sin
(√
ω2n −
γ2D
4
γ
)
.
(51)
Knowing the electric susceptibility kernel, we readily find
the relative permittivity of effective medium:
ǫ(γ, t) = δ(γ)+
N(t)
ǫ0
e2
m
√
ω2n −
γ2
D
4
exp
(
−
γD
2
γ
)
sin
(√
ω2n −
γ2D
4
γ
)
,
(52)
where δ(γ) is the one-dimensional Dirac delta function.
Using the Fourier transform Eq. (22) (respecting
causality), we can calculate the temporal complex rel-
ative permittivity defined in Eqs. (20) and (21). The
result reads
ǫp(ω, t) = 1 +
ω2p(t)
ω2n − ω
2 + jγDω
, (53)
in which
ω2p(t) =
e2
ǫ0m
N(t) (54)
8is the time-dependent plasma frequency. The expression
in Eq. (53) is complex and explicitly depends on time in-
dicating the nonstationarity characteristic. Substituting
ωn = 0 (free-electron plasma) we arrive to the conven-
tionally used expression for the effective permittivity of
plasma with varying electron density, e.g. [42]. The only
difference with the stationary case is that in the formula
the plasma frequency explicitly depends on time. The
reason is due to the low-density approximation that we
have made. Within this approximation, the damping co-
efficient and the natural frequency are considered to be
constant in time. Therefore, the polarizability kernel is
the same as the one written for the stationary scenario,
and consequently the same kind of dispersion is observed.
Let us consider the more general case when the damp-
ing coefficient and the natural frequency also change in
time. In this case, ǫp(ω, t) can be dramatically different.
Specific dependencies of the effective parameters in (53)
depend on the plasma structure and can be set as empiri-
cal parameters. As a particular example, here we assume
that h(t, τ) is a product of two functions K(t) and L(τ)
which depend on single independent variables t and τ ,
respectively. Since h(t, t) = 0, according to the initial
condition in Eq. (39), one also assumes a multiplier in
form (t − τ)n. Thus, we consider the time-varying dis-
persion kernel in form
h(t, τ) = (t− τ)nK(t)L(τ). (55)
Contemplating the second expression in Eq. (39), we find
that n must be unity otherwise there is no solution for
h(t, τ). In the case of n = 1, satisfying the second initial
condition determines the function L(τ) as inversely pro-
portional to K(τ) such that L(τ) = e2/[mK(τ)]. Using
the partial differential equation (the first expression) in
Eq. (39) and substituting
h(t, τ) =
e2
m
(t− τ)
K(t)
K(τ)
, (56)
we find the corresponding function K(t):
K(t) = exp
(
−
∫
γD(t)
2
dt
)
, (57)
with an important constraint:
ω2n(t) =
1
4
[
γ2D(t) + 2
dγD(t)
dt
]
. (58)
This equation shows that in this case the temporal vari-
ation of the natural frequency fully depends on the tem-
poral variation of the damping coefficient.
Next, let us assume a free-electron model so that ωn =
0. Based on Eq. (58), this assumption forces the damping
coefficient to vary homographically as γD(t) = 2γ0/(1 +
γ0t), which results in K(t) = 1/(1 + γ0t) according to
Eq. (57). With h(t, τ) = (e2/m)(t−τ)(1+γ0τ)/(1+γ0t),
the electric polarizability kernel is given by
α(γ, t) =
e2
m
γ
(
1−
γ0γ
1 + γ0t
)
. (59)
After some algebraic manipulations, the relative permit-
tivity kernel is expressed as
ǫ(γ, t) = δ(γ) +
N(t)
ǫ0
e2
m
γ
(
1−
γ0γ
1 + γ0t
)
. (60)
As a sanity check, if γ0 = 0 andN(t) is time-invariant, we
obtain the conventional stationary lossless Drude model:
ǫ(γ) = δ(γ) +
N
ǫ0
e2
m
γ. (61)
Let us again apply the Fourier transform (22) and find
the temporal complex relative permittivity which corre-
sponds to kernel (60). According to the properties of
Fourier transform, since∫ +∞
0
(−jγ)n exp(−jωγ)dγ =
dn
dωn
( 1
jω
)
, (62)
we find that
ǫp(ω, t) = 1−
ω2p(t)
ω2
− j
2ω2p(t)γ0
ω3(1 + γ0t)
, (63)
or
ǫp(ω, t) = 1−
ω2p(t)
ω2
− j
ω2p(t)
ω3
γD(t). (64)
The temporal permittivity has the imaginary part which
is time-dependent, and is negative indicating that the
medium is lossy. Comparing the above expression with
the conventional stationary Drude model
ǫDrudep (ω) = 1−
ω2p
ω2
1
1 + (γD
ω
)2
− j
ω2p
ω3
γD
1 + (γD
ω
)2
, (65)
we explicitly observe how the effective permittivity of
plasma with time-varying damping coefficient cannot be
found by simply assuming that γD depends on time in
the conventional Drude formula: Time variations of the
damping coefficient γD(t) modifies the real and imaginary
parts of the relative permittivity in a different way, as is
seen from (64).
V. CONCLUSIONS
We have theoretically studied the fundamental prin-
ciples related to the electric polarizability of arbitrary
linear particles whose characteristics are varying in time
due to some external force. Since at each moment of time
the time-varying particle is a different inclusion, the po-
larizability additionally depends on the observation time
(the one at which we measure the dipole moment). Im-
portantly, this time-dependent polarizability is not fully
determined by the particle parameters at the observation
moment, this polarizability is a causal-response parame-
ter which depends on the whole history of the particle.
9This is in contrast with a stationary particle whose polar-
izability depends only on the delay time between the ex-
citation and observation moments. We have shown how
the electric polarizability couples the electric field with
the electric dipole moment in a causal way and confirmed
analytically that it is impossible to build a noncausal
Drude-Lorentz model also for time-varying structures.
For time-harmonic excitations, we have demonstrated
that the instantaneous dipole moment can be found as
the real part of a complex-valued temporal function that
is multiplied by the complex amplitude of the field and
the time-harmonic exponential factor. This temporal re-
sponse function is the Fourier transform of the polariz-
ability kernel with respect to the delay time. We have
named this function temporal complex polarizability, and
applied this tool for describing a nonstationary Hertzian
dipole. The instantaneous extracted and scattered pow-
ers have been expressed in terms of the temporal complex
polarizability.
Comparing to a stationary dipole, we have found that
the scattering-damping term in the imaginary part of the
inverse polarizability changes in nonstational situation.
This is due to the fact that the instantaneous power bal-
ance is much more complex than the conservation of the
time-averaged power, conventionally written for station-
ary dipoles.
Finally, we have derived the characteristic equations
for finding the temporal complex polarizability of an elec-
tron or a small resonant dipole particle governed by the
Drude-Lorentz rule. In the equation of motion, we have
assumed that the damping coefficient and the natural fre-
quency are varying in time. For particular example cases
we have derived the effective permittivity of the medium
comprising bound or free electrons. It is observed that
this new model for describing the effective permittivity
is significantly different from the conventional Drude-
Lorentz formula with time-independent parameters.
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