ABSTRACT Accurate forecasting of high-risk clinical symptoms, like epileptic seizures, has the potential to transform clinical epilepsy care and to create new therapeutic strategies for individuals in clinical decision support systems. With the development of pervasive sensor technologies, physiological signals can be captured continuously to prevent the serious outcomes caused by epilepsy. However, the progress on seizure prediction has been hindered by the lack of automatic early warning system. The existing research is classifying electroencephalograph (EEG) clips and is distinguishing the clips of onset epileptic seizures. Deep learning is a promising method to analyze the large-scale unlabeled data and to widely spread the clinical treatment and risk prediction. In this paper, we outline a patient-specific method for extracting the frequency domain and time-series data features based on the two-layer convolutional neural networks (CNNs). A data preprocessing method based on the discrete Fourier transform is proposed to convert the time-domain signal of the EEG data to the frequency-domain signal. Long short-term memory networks are introduced in seizure prediction using pre-seizure clips of the EEG dataset, expanding the use of deep learning algorithms with recurrent neural networks (RNNs). Furthermore, the proposed CNN and RNN are compared with the traditional machine learning algorithms, such as linear discriminant analysis and logistic regression, and the evaluation criteria are on the area under the curve. The extensive experimental results demonstrate that our method can effectively extract the latent features with meaningful interpretation and exhibits excellent performance for predicting epileptic preictal state changes, and hence is an effective method in detecting the epileptic seizure.
I. INTRODUCTION
Epilepsy is currently a serious chronic neurological disorder characterized by the occurrence of spontaneous seizures [1] . Approximately 50 million population worldwide suffer from epilepsy [2] . Although anticonvulsant medications can be given at sufficiently high doses to prevent seizures, the patients frequently suffer side effects and continue to experience spontaneous seizures [3] . Despite the fact that seizures occur infrequently, patients with epilepsy experience persistent anxiety due to the possibility of a seizure occurring. Because epileptic seizures can cause irreversible damage to the brain and may result in unprovoked recurrent attack, seizure forecasting has stimulated intense interest in clinic [4] .
The clinical symptom of epilepsy is associated with recurrent and unpredictable caused by sudden abnormal neuronal discharges originated from a localized brain region, and most patients are accompanied with a stereotypic electroencephalography (EEG) discharge with characteristic spectral pattern [5] . The EEG can continuous measurement of braingenerated electrical potentials by means of electrodes placed on the scalp, or directly on the surface of the brain [1] . The preictal (prior to seizure), and interictal EEG patterns across patients are vary substantially, which can help distinguishing epileptic states. Therefore, epileptic EEG signals has become the most common used epilepsy diagnostic methods to diagnose and predict epileptic seizure [6] . At present, epilepsy can be diagnosed by continuous EEG monitoring, but EEG can only be obtained in the hospitalized environment. With the development of pervasive sensor technologies, portable EEG systems are introduced to closely attention patients conditions [7] . However, the recorded epileptic EEG dataset for epileptic seizure detection is too massive to handle. Moreover, routine inspection for epilepsy diagnosis scarce highly trained professionals in clinical. Meanwhile, it is extremely laborious and time-consuming for physicians to identify epileptic clips from redundant EEG datasets [3] . These limitations has motivated researchers to develop automated epileptic seizures warning systems with machine learning methods. Seizure forecasting systems based on machine learning have the potential to help epilepsy patients lead more normal lives. There is gradually realized that restraining seizures might be possible by employing seizure warning based closed-loop treatment strategy [8] . If these brain states changes can be identified, devices designed to attenuate seizure and reduce its duration or even terminate it completely. Patients could avoid potentially dangerous activities such as running or driving, and medications could be triggered only when needed to prevent impending seizures, reducing side effects [9] .
Machine learning has revolutionized the seizure prediction field, offering tools to solve the high complexity of EEG signals and easily evaluated to distinguish hidden preictal characteristics. Generally, seizure detection method based on machine learning follows the steps of preprocessing, feature extraction and classification [10] . Feature extraction holds a significant position for focusing on EEG signals classification, which greatly reduces the dimension of data and influences the final classification performance. Recently, deep learning have found applications in clinic and signal processing, with the advantage of computational power, their performance superior to traditional machine learning techniques [11] . Therefore, deep learning has become the research hotspot in machine learning fields and has attempted to adopt a multi-layer neural network to automatically extract latent features from massive data [12] . The deep learning architecture transforms the features into a relative low dimension space, which can independently learn features from data and enhances the ability of feature classification [13] . Despite promising researches have been demonstrated EEG signals and deep learning methods are useful, there are still exist challenges in automatic epilepsy detection. First, feature design and selection of seizures in EEG signals may vary significantly between patients and even over time for the same patient, whether these methods can be applied to new patients is still unknown. Second, existing deep learning models independently learning signal features for classification and ingore association learning between them, which hampering mine hidden seizure features of signal patterns. Third, current studys on epileptic seizures prediction attempt to classify EEG fragments and identify onset epileptic seizure. However, the most important is to identify seizure early symptoms and provide timely warning information for patients.
After the first study using EEG to detect epileptic by Gotman [14] , researchers have done many experiments on this technique. Recently, some existing approaches were proposed based on time-frequency and deep learning focusing on epileptic seizure detection with EEG data. Tzallas et al. [15] extracted features by measuring the signal clip fractional energy in specific time-frequency windows. Short-time Fourier transform and several t-f distributions are used to calculate the power spectrum density (PSD) of each clip. Vidyaratne et al. [16] introduced novel deep recurrent neural network (DRNN) architecture to perform automated patient specific seizure detection using scalp EEG. They proposed a mapping that allow the proposed deep architecture to simultaneously learn both temporal and spatial features of raw seizure EEG respectively. Petrosian et al. [17] used an RNN to predict seizures using intracranial and scalp EEG. They utilized a three layered RNN with one recurrent hidden layer to perform the detection task, show that the RNN can successfully predict seizure onset with intracranial data. Some researchers applied deep belief networks (DBNs) to seizure detection. Turner et al. [18] applied DBNs to seizure detection in high resolution and multi-channel EEG data. Yuan et al. [19] propose a multi-view deep learning model to capture brain abnormality from multi-channel epileptic EEG signals for seizure detection. Wen and Zhang [20] presented the a deep convolution network and autoencodersbased model, named as AE-CDNN, to perform unsupervised feature learning from EEG in epilepsy. They extracted features by AE-CDNN model and classify the features based on two public EEG data sets. Regarding deep learning algorithms, CNNs have attracted the most interest in seizure prediction. Pierre et al. [21] proposed a new neural model consisting of CNN that inputs the spectral information of each EEG clip and an LSTM network with a single layer to perform the final classification of ictal EEG clips. Meysam Golmohammadi et al. [22] introduced a deep learning architecture for automatic classification of EEGs including a hybrid architecture that integrates CNN, LSTM, hidden Markov Models (HMM), stacked autoencoders and multilayer perceptron (MLP) in various configurations. Dong et al. [23] proposed Mixed Neural Network combined with MLP and LSTM, prove that the corresponding training method work well for sleep stages classification problem compared with SVM, RF and MLP.
Whatever the strategy, all methods discussed above are mainly based on time-frequency representation or feature extraction of EEG dataset. Existing research classified EEG clips and distinguished the clips of onset epileptic seizures. Nevertheless, the most significant solution is to recongize the clips of pre-epileptic seizure. In order to address the challenge of the high-risk clinical symptom prediction for epilepsy, a novel CNNs model is proposed to extract the latent features for predicting medical condition, where the deep learning technique is adopted to analyze the large-scale unlabeled EEG data, with the discrete Fourier transform method performed for the time-frequency transformation. We adopt epilepsy EEG dataset from Kaggle competition to explores whether the CNN and RNN prediction models can achieve a higher prediction accuracy. The experimental results showed the outperforming prediction accuracy over the traditional machine learning methods on different evaluation criteria, and also demonstrated the capability to accurately predict the pre-seizure state changes for the seizure prediction problem.
II. MATERIALS & METHODS

A. EPILEPSY DATASETS
Naturally occurring canine partial epilepsy [24] is an excellent model for human epilepsy because of the clinical presentation, pharmacological, electrophysiology and response to therapy are similarity to human focal epilepsy [25] . Data were obtained under the terms of American Epilepsy Society Seizure Prediction Challenge, five canines with naturally occurring epilepsy and two humans undergoing prolonged wide bandwidth intracranial EEG monitoring. The dog's iEEG record was sampled from 16 channels of continuous iEEG at 400 Hz, and recorded voltages were referenced to the group average [26] . The data set includes extracranial (an electrode outside the skull) EEG monitors in two human epilepsy patients, which were sampled at 5000 Hz.
There is emerging evidence that the temporal dynamics of brain activity can be classified into 4 states: from interictal(between seizures) to preictal(prior to seizure) then ictal (seizure) and post-ictal (after seizures). The primary challenge in seizure forecasting is reliably distinguishing preictal and interictal states. The goal of the paper is to demonstrate the existence and accurate classification of the preictal brain state in dogs and humans with naturally occurring epilepsy.
Since EEG signals cannot be explicitly cliped into subfragments associated with physiological meanings, we clip them into several slots of fixed length. Each piece of data in the dataset is cliped 10-minutes EEG time series data clip. Preictal training and testing data clips are provided covering one hour prior to seizure with a five minute seizure horizon. (i.e. from 1:05 to 0:05 before seizure onset as shown in Fig. 1 ) This pre-seizure horizon ensures that seizures could be predicted with enough warning to allow administration of fastacting medications.
B. PREPROCESSING AND FEATURE EXTRACTION
Data is sequentially sampled by Butterworth filter, discrete Fourier transform, frequency band division, data regularization [26] , [27] . For each ten minute EEG data clip, specific features are extracted from the time domain voltage. 
1) RESAMPLING
Resampling the data on each electrode of the data clip at 400Hz so that the unified dimension signal for each 10-minute data clip is: N 600s · 400 1 s . This step is implemented by the resample method of the signalmodule in the scipy package (https://pypi.org/project/scipy/).
2) FILTERING
Sampled data at low frequencies (less than 0.1Hz) and high frequencies (higher than 180Hz) are filtered using a Butterworth filter [28] . This step is implemented by the butter and lfilter of the signalmodule in the scipy package (https://pypi.org/project/scipy/).
3) DISCRETE FOURIER TRANSFORM (DFT)
Every ten minute data clip is cliped into 20 non-overlapping 30-second small clips, each of which is changed from time domain signal to frequency domain signal using discrete Fourier transform [29] . The formula of the discrete Fourier transform is:
This step of the one-dimensional discrete Fourier transform is implemented by the rfft function in the fft module of the numpy package (https://pypi.org/project/numpy/).
4) DIVIDE FREQUENCY BAND
After each of ten-minute data clip divided into 20 small frequency domain signal clips, the frequency domain is divided from 0.1Hz to 180Hz into 8 mutually disjoint frequency bands: delta (0.1Hz ∼4Hz), theta (4Hz∼8Hz), alpha (8Hz∼12Hz), beta (12Hz∼30Hz), low-gamma-0 (30 Hz∼50 Hz), low-gamma-1 (50Hz∼70Hz), highgamma-0 (70 Hz∼100 Hz), high-gamma-1 (100Hz∼180Hz). Then the amplitude spectrum A k of each clip is processed by the log10 function, the rusults as shown in Fig. 2 .
Such process transformed the data matrix from N (600s · 400 
5) DATA REGULARIZATION
Two regularization methods are used in our experiment. One is to compress the 8 × 20 frequency spectrum feature matrix of each electrode into one dimension. The other is to treat each 8 × 20 frequency spectrum feature matrix as 8 features of 20 samples, and normalize the 20 vectors with length 8. The former takes into account the position of the feature in the time and frequency domains, whereas the latter does not consider the time domain. This step is implemented by the StandardScaler of the preprocessing module in the sklearn package (https://pypi.org/project/sklearn2/).
After the preprocessing above, the data set size from the initial provided a total of 111G to 191M, which reduced the training time for subsequent experiments. The positive case of epilepsy data set used in our experiment as shown in Table 1 (positive sample/total sample). For example, the ''24/504'' in the table indicates that there are 504 examples in Dog1 training set, 24 of which are positive examples of pre-seizure clips.
C. PREDICTION METHODS
In order to predict and analyze early seizure, we propose four methods in our experiment. For linear model, we adopt Linear Discriminant Analysis (LDA) and Linear Regression (LR). For deep learning model, we adopt Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN). We adopt deep learning model to conduct experimental study and linear model as benchmark, and also make a comparison between them.
1) LDA-BASED EPILEPSY PREDICTION MODEL
LDA is a supervised learning method, the principle is to project a given data set into a straight line. A good way of projection is using the center of different types of data represent the spatial location of such samples. Consider a two-class problem where the mean vectors of two classes are:
Also ensure that the center distance after projection is as large as possible:
w T x = w T u i is the mean of projection data i, w T is projection vector, and w limit to unit length, that is i w 2 i = 1. The structure of LDA based epilepsy prediction model, we set window size 60 seconds and the step size 30 seconds.
LDA model divides each of 10 minutes clip into 19 overlapping small 60 second clips. The 19 small data clips were preprocessed for LDA model training. Then we take the predicted average of these 19 small data clips as the predicted value of the entire clip.
2) LR-BASED EPILEPSY PREDICTION MODEL
LR is a fundamental algorithm for training linear classifiers. Given data set D = x 1 , y 1 , x 2 , y 2 , · · · (x m , y m ) , where m means the number of samples,
represents the ith sample, d is the dimension size of feature, y i {0, 1}. LR linear model equation is:
where d-dimensional column vector w = (w 1 , w 2 , w 3 , · · · , w d ) is divided into corresponding weights (coefficients). Meanwhile, in order to avoid the hard assumption of the function over the origin, we add an intercept b (also called bias). The expected output f (x, w, b) ∈ {0, 1}, so we need to map the real output f onto (0, 1). Sigmoid function has such feature, and continuous differentiability. The sigmoid function is as follow:
where z ∈ R and g (z) ∈ (0, 1). We replace zwith f and get the LR model:
We excepted that LR model taken maximum likelihood probability in data set D, and satisfy the following optimization problems:
Taking the natural logarithm, and then taking the negative of the formula above, we obtain the minimization problem of the following formula:
Rapid estimation of stochastic gradient descent algorithm adopted to update the parameter value, make its infinite close to the optimal solution. The gradient update equation is as follows:
where η is default model learning rate VOLUME 6, 2018 FIGURE 3. CNN based epilepsy prediction model.
3) CNN-BASED EPILEPSY PREDICTION MODEL
Because of unstable EEG signals, there may not exist signs before epileptic seizure in the whole 10 minutes clips. In our model, in order to grasp as much as possible the abnormal voltage across the patient's brain, we first consider mergering the processed frequency domain information on all electrodes, and then combining the information from different time clips. The implemented network based on CNN to performs one-dimensional convolution through time, and extract the same type of features from each time clip separately. Then conbine these information across timelines in higher layers. Filter is used in the first convolutional layer to monitor the data features of all the electrodes in the same time clip, and learn mutual relationship between them. An example of the first type of model's architecture is shown in Fig. 3 . We divided the data into 20 small clips, 8 frequency bands, and N channels. Its first layer convolution C1 to perform a convolution over all the bands of electrodes in a time dimension, so the shape of its filters is (8 · N ) × 1. There are 16 feature maps with size of 1×20, total of (16 · 8·N + 16) parameters (additional 16 are biases). Through the first layer we got a 16 × 20 matrix. In the second layer C2, there are 32 feature maps with the filter shape of 16 × 12 to perform convolution, total of (32 · 16 · 12 + 32) = 6176 parameters, and the width of the resulting feature map is 20 -12 +1 = 9. The third layer F3 is the fully connected layer. The 32 × 9 feature matrix is extracted through above two convolutional layers and fully connected with 512 neurons of F3. All the feature information is extracted into 512 neurons for classification, total of 32 × 9 × 512 + 512 = 147968 parameters. The last layer is an LR unit, total of 150,000 parameters. A huge amount of parameters can make calculation difficult. So it is necessary to optimize the structure as much as possible to reduce the parameters of the model.
For reducing the number of parameters, we directly introduce fully connected pooling layer GP3 between C2 and F3, as shown in Fig. 4 . The pooling layer calculates the mean, maximum, minimum, variance, L2 regularization value, and geometric mean on 1 × 9 matrix obtained by the C2 layer. Thus get 32 (1 × 6) matrices connected to a fully connected layer with 512 units. So the pooling layers and fully connected layers are only (192×512+512) = 98816 parameters. Due to pooling layer, the number of parameters were reduced by approximately 50,000.
4) RNN-BASED EPILEPSY PREDICTION MODEL
A single layer RNN contains one input layer, one hidden recurrent layer and one output layer. RNNs have a backward connection such that the output of the hidden nodes serves as input for the hidden layer on the next timestep. The calculation formula is as follows:
where X is input layer, S is hidden layer, O is output layer, x t is current input, U is the weights connecting the input layer to the hidden layer, V is the weights connecting the hidden layer to the output layer, W is the weights connecting the hidden layer to the hidden layer, f and g are activation functions of neural networks. An important feature of RNNs is the fact that the weights are the same across every time step. This gives the recurrent network a ''memory'', which makes that RNNs are particularly suited for sequential data. Generally, it is too difficult for RNNs to remember the information far apart. Therefore, RNN needs to be controlled by gates. It is important to keep the continuously multiplied gradient at a value close to 1. The most well-known version of this approach is LSTM networks [30] . In LSTM, network first constructs 3 gates (it, ft, Ot) to control the information flow.
(1) Input gate (it): Controls how much information can flow into the memory cell (equation Ct).
(2) Forgotten gate (ft): Controls how much information in the memory cell at the last moment can be accumulated in the memory cell at the current moment.
(3) Output gate (Ot): Controls how many current moments of memory cell information can flow into the current hidden state(ht). 
However, LSTM also introduces a lot of contents, which leads to more parameters and makes the training more difficult. So we tend to build large-training models with Gated Recurrent Unit (GRU), which can considered to be a lightweight variant of LSTMs with the similar effects but use fewer parameters [31] . The first two gates of the GRU are update gate(z t ) and reset gate(r t ). The calculation method is consistent with that of the gate in LSTM.
The EEG raw data is time-series and can be directly processed using the persistence and memory characteristics of the RNN network. Through the aforementioned preprocessing steps, we get the information in advance with time characteristic as well as frequency size position characteristic. In this work, we using the basic model of RNN, LSTM, and GRU on the EEG data to explore its performance. Input data firstly through a layer of GRU units, which has 20 nodes, and each unit is inactivated random at a rate of 0.2. Then, the data are fully connected with LR unit and output predictive value. The other basic RNN models are different from GRU in the first layer, such as LSTM and SimpleRNN.
5) EVALUATION CRITERIA
The primary mission in seizure forecasting is reliably differentiating preictal states from interictal states of given training data set. Due to the characteristics of epilepsy and seizures at varying intervals, so interictal clips be in the majority. Generally, the area under ROC curve (AUC) [32] value is equivalent to the probability that a randomly chosen positive example is ranked higher than a randomly chosen negative example. Performance evaluation criteria we adopted in this paper is to calculate the AUC value for each of training data set. The larger the AUC value, the better the predictable performance. A random classifier has an AUC of 0.5, whereas the maximum is 1.0.
III. RESULTS AND DISCUSSION
A. EPILEPTIC PREDICTION PERFORMANCE OF LDA
After filtering the EEG data through the Butterworth filter, we set preprocessing parameters A with window size 30s and step size 30s according to data preprocessing. Apart from A in the previous section, we also set different reference parameters B and C, as shown in Table 2 . In order to extract more frequency domain information on each small fragments of time domain signals, parameters B is set up large number of frequency band. Parameter C is considered making full use of original signal temporality, setting window size is greater than the step size, and increasing the connection of anteroposterior signals.
It can be see from table above, under the preprocessing of parameter A, the LDA model has the best performance with value of 0.748. But by softmax calibration, the worst original forecast results under parameter B become the highest AUC values 0.802 of the model parameter. The AUC values under parameters A and C also have improved significantly after softmax calibration. From the above we can know that calibration is an effective means to improve the performance of model prediction.
The optimal performance ROC curve comparison based on LDA model under different data sets with various parameter preprocessing as shown in Fig. 5 . Firstly, the upper left and lower left of the figures are derived from the parameter B preprocessing. The upper left figure is the optimal performance result after softmax calibration. However, from the comparison of the two figures, the AUC values of the predicted objects anteroposterior calibration are consistent. Calibration only improves the overall prediction of AUC. Secondly, it can be seen from these four subgraphs, the predicted AUC of Dog5 under each data preprocessing is the lowest whereas the predictions for Dog2 and Dog3 are both over 0.8. Meanwhile, there exist a large deviation from the prediction of the Dog1 object, cause overall AUC decreases. 
B. EPILEPTIC PREDICTION PERFORMANCE OF LR
The preprocessing parameters of prediction model based on LR we set as frequency band is 8, window size is 60s, step size is 30s. LR model is uesd in preprocessed data sets and the performance of models with different regularization parameters C are explored. The experimental results obtained as shown in Table 3 . From the table we can see that when regularization parameters C is 0.1, not only original prediction have the highest AUC, but also prediction results after calibration have the highest AUC corresponding to the correction method.
The optimal performance ROC curve comparison based on LR model under different data sets with various regularization parameters C as shown in Fig. 6 . As we can see that the LR based prediction results for Dog5 and Patient1 are relatively poor, whereas the classification results for Dog4 and Dog2 are more effective.
C. EPILEPTIC PREDICTION PERFORMANCE OF CNN
Different data preprocessing parameters and CNN parameters are set, and the predicted raw results are standardized by softmax, minmax, and median, respectively. The results obtained are shown in Table 6 . The final forecasting result has certain correction by specific standardized processing, but the earnings are limited, and some calibration method reduces the original forecast instead. We got the original forecast the highest AUC value 0.790 and the highest AUC calibration value 0.797 for a certain state of parameter setting.
The optimal performance ROC curve and its corresponding original predictions based on CNN model under different data sets with various parameter preprocessing as shown in Fig. 7 above. By comparing subfigure b with subfigure a and c, we conclude that there is a slight improvement in the predicted AUC value of Dog3 and Dog4 through decrease the convolution kernel size, but the prediction AUC values of human patient data Patient1 and Patient2 decreased obviously. The reason for this is that both of them have smaller training sets and test sets according to Table 1 . Large convolution kernels can extract more features. Based on this idea, the optimal model can effectively capture the prediction information, which improves the prediction performance of each object. By comparing subfigure d with subfigure a and c, although more data clips are obtained through setting data preprocessing window is 60s and step size is 60s, this segmentation has caused the prediction features of some objects lost, especially for Patient2. The experiments demonstrates that it is unwise to divide more small clips and easy cause a lose of critical prediction information.
D. EPILEPTIC PREDICTION PERFORMANCE OF RNN
The frequency band is set to 8, the window length is set to 30 seconds, and the step size is set to 30 seconds. Under this data preprocessing, the results of different RNN models are shown in Table 4 . We can see from Table 4 that the calibration be not beneficial to the RNN model, on the contrary to lowered the AUC performance metrics. Among the three calibration methods, the model based on GRU can get better results. 
E. EXPERIMENTAL CONCLUSION AND COMPARATIVE ANALYSIS
The optimal performance of original prediction results for each of model have been consolidated as shown in Table 5 .
In this paper, we mainly explores the prediction performance comparison and analysis with different methods. The experiment results found that the original prediction based on CNN has the highest AUC value of 0.790, higher than the other methods at least 4 percentage points. It can be said that the CNN model we designed has learned the key feature information for epileptic seizure forecasting. As can be seen from Table 6 , epileptic seizure forecasting based on LDA model and employ predictive value calibration method on EEG data set, the best predictive performance AUC of EEG data set can be achieved with value of 0.802. However, the calibration AUC value is obtained by scaling the original prediction values using softmax, minmax, and median methods. The final result is independent of model AUC value.
The ROC curve of optimal performance prediction results based on variety of methods on EEG data set as shown in Fig. 8 . From subfigure a, CNN based epilepsy prediction model for each object has an AUC value above 0.6, especially the predicted AUC values are all more than 0.76 for 5 dogs. From subfigure b, the AUC values of LDA based epilepsy prediction model is only 0.297 for Dog5, the AUC values of other objects are most over 0.7, some predictions are even superior to CNN model. From Figure c , it can be seen that the LR based epilepsy prediction model performs relatively balanced, and the predicted AUC values for all objects are above 0.43. However, most of the AUC values for predicted objects are inferior to CNN model. As can be seen from subfigure d, the AUC values of RNN based epilepsy prediction model for the object Patinet1, Patient2, and Dog5 are all below the random baseline, others are near the random baseline. This is owing to the EEG data transformed by DFT loses some of the time-related information, as a result of failed to achieve the desired performance for three different RNN models. From the above, we reached the following conclusions. Firstly, the CNN based epilepsy prediction model can effectively extracted the key features of epilepsy preictal clips, and predicted AUC values for each object are superior to other methods, possessing good generalization quality. Secondly, the LDA based epilepsy prediction model have a large deviation from the predicted results for specific objects, with weak generalization quality. Thirdly, the LR based epilepsy prediction model can extracts some predictive features, but its prediction accuracy is far from CNN model. In brief, RNN based epilepsy prediction model can't extract enough predictive features, and the predicted performance comparison is the worst.
Following are the sensitivity and specificity curve of the best prediction results based on CNN, LDA and LR on each object, as shown in Fig. 9 . Firstly, as we can see from the performance evaluation figure based on CNN model (left A), the specificity and sensitivity curves changes almost parallel to the horizontal line after a minimum threshold, therefore can be take the value of high specificity and high sensitivity in a long range threshold. Secondly, from the performance evaluation figure based on LDA model (middle B), the sensitivity curves of most objects were decreases with increasing of the threshold, and the specificity curves are relatively slow raising compared with CNN model. Thirdly, from the performance evaluation figure based on LR model (right C), the specificity and sensitivity curves of most objects are increasing or decreasing at a certain speed, only in a small narrow threshold value interval can take high value of specificity and sensitivity as well as LDA model. To sum up, we can come to the conclusion that the model based on CNN can accurately extract the key features of EEG fragments before an epileptic seizure, can make precise prediction for positive and negative samples, superior to other linear model and RNN model. The predictive value for most positive samples (preictal clips) of test set is very high, close to 1, whereas the value for negative samples (non preictal clips) is close to 0. Based on the LDA and the predicted value of the LR model for sample is uniformly distributed in the range 0 to 1, to a certain slope of the linear change, LR model predictive value of negative samples has similar characteristics, therefore linear change in a certain slope.
IV. CONCLUSION
In this paper, we attempt to use data preprocessing method based on discrete Fourier transform and two deep learning prediction methods, including convolutional neural network and recurrent neural network, to perform unsupervised feature learning of EEG in epilepsy. Our patient-specific method can can effectively extract the latent features with meaningful interpretation and exhibits excellent performance for predicting pre-epileptic state changes. Using the EEG dataset of the epilepsy prediction in the Kaggle competition, we conducted validation experiments and comparative analysis with other classification methods. Among all the combinations of discrete Fourier transforms with different parameters and prediction methods, CNN based epilepsy prediction methods have the best AUC performance indicators. The CNN method not only predicts the AUC value of the overall model at least 5 percentage points higher than other models, but also distinguishes the positive and negative sample prediction values of each object. That is, the positive sample prediction value is close to 1, and the negative sample prediction value is close to 0. The experimental results demonstrates that discrete Fourier transform combine with CNN model can accurately predict the preseizure state changes for the seizure prediction problem using EEG dataset. The results also testify that the proposed model outperforms the other linear and deep learning methods on different evaluation criteria.
