Abstract: In this paper, we build upon the results presented in the companion paper "Preview and Feedforward in Model Predictive Control: Conceptual and Design Issues", where we have outlined a novel MPC strategy (PF-MPC) which implements feedforward and preview action. In this paper we embellish the core algorithm so as to provide a certificate of robust stability. In particular, we analyse the PF-MPC in the presence of unmodelled dynamics and unmeasured disturbances. We consider a restricted case, namely, when the set point sequence is constant. This is a necessary precursor to the more general case of time varying reference signals.
INTRODUCTION
Robust model predictive control has had increased attention during the past two decades. A reason for this is the inherent uncertainty that arises in every real control problem. Various approaches are available in the literature, covering unmodelled dynamics and unmeasured disturbances (see for example Kothare et al. (1996) ; Kouvaritakis et al. (2000) ; Langson et al. (2004) ; Pluymers et al. (2005) ; Mayne et al. (2006) ; Imsland et al. (2008) ; Løvaas et al. (2008 Løvaas et al. ( , 2010 , and the references therein). In this paper, we extend the ideas of preview and feedforward in model predictive control, presented in the companion paper Goodwin et al. (2011) , to a framework where robust stability is guaranteed.
As explained in detail in the companion paper (Goodwin et al. (2011) ), feedback design is necessarily conservative since one needs to ensure robust stability under the worst case scenario for the unmodelled dynamics and unmeasured disturbances. Obviously this is necessarily pessimistic. However, in practice, the real system may be much closer to the nominal model than the worst case. This is where feedforward can be helpful. Indeed, one can afford to be completely optimistic regarding the feedforward component. If the subsequent feedback design decides for some extraordinary reason that it does not "like" the feedforward signal then it can simply remove it. This may happen in extreme circumstances, especially when constraints are present. However it will be more common that the feedback controller will simply note that the feedforward has "done a good job" and choose its own component as (approximately) zero whilst accounting for the uncertainty in the system.
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In this paper we give a robust stability analysis of the control scheme proposed in Goodwin et al. (2011) . For this purpose, we utilise the tools described in Løvaas et al. (2010) . The main distinction of the work of Løvaas et al. (2010) from previous work on robust MPC is that they establish robust convergence in the context of imperfect state information and dynamic model uncertainty, but also including integral action in the control loop.
So as to facilitate the use of these tools we assume here that the reference signal y * is constant. We note that this restriction is necessary to be able to establish stability and convergence of the estimated plant output to y * . However, we are aware that the restriction to have a constant y * is severe and contrary to the spirit of the feedforward design. Thus, future research will be aimed at establishing practical stability, i.e. convergence to an invariant set near {y * }, when y * (k) is time varying.
The layout of the remainder of the paper is as follows: In Section 2 we present preliminary results and definitions. In Section 3 we give a brief summary the PF-MPC scheme and present the main results regarding robust stability. Finally, in Section 4 we draw conclusions.
PRELIMINARIES
In this section we present a summary of the relevant tools developed by Løvaas et al. (2010) that are necessary in order to establish a self-contained description for the robust version of the PF-MPC.
Notation
R denotes the set of real numbers and N + denotes the set of non-negative integers. 2 ( 2e ) denotes the Hilbert (extended) space of all real, square-summable, one-sided . We use 2 (Z) (or 2e (Z)) to denote the subset of 2 ( 2e ) consisting of sequences
nz , which also satisfy z k ∈ Z, ∀k ∈ N + , where Z ⊆ R nz . We represent model uncertainty using the linear time-invariant operators ∆ ∈ ∆(Z, W) : 2e (Z) → 2e (W), where the set ∆(Z, W) is defined as in Løvaas et al. (2010) . We will use ∆ T (z) to denote the transfer function associated with a given operator ∆ ∈ ∆(Z, W). Also, I q (or I) denotes the identity matrix of dimension q × q (or of appropriate dimension), X ⊕ Y denotes the Minkowski sum of the sets X and Y, and X ∼ Y denotes the Pontryagin difference of the sets X and Y. Finally, a set Ω is robustly invariant for the system
Framework
The system we consider is described in Fig. 1 , where
n is the control input, y k ∈ R n is the measured system output and w k ∈ W is the response of ∆ to z k ∈ Z. In addition, G(z) is a rational square matrix transfer function with state-space representation:
Denoting the state of G(z) by x k ∈ R nx the dynamics may then be expressed as:
We can now express the constraints of the system (2) as q k ∈ Q, ∀k ∈ N + with
where Q ⊆ R nq is a given polyhedral set that contains the origin, and C q , D q , ← − u are matrices of appropriate dimensions. Given the constraint definition, the following assumptions hold:
In order to track a given nonzero setpoint y k = y * , we redefine the system output, the constant output disturbance and the set D * as follows:
With these redefinitions, our problem becomes a regulation problem of y k with constraints.
A requirement for the regulation problem is that the operator ∆ is such that the transfer function for the openloop system
is well-defined and invertible at z = 1. This allows us to make the following definition. Definition 1. We define the set ∆ + of admissible perturbations ∆ :
is full rank} (5) where the set ∆(Z, W) is as defined in Løvaas et al. (2010) .
The invertibility of G ∆ (1) for all admissible perturbations allows us to define setpoints for the other system signals, consistent with y k = 0, depending on the operator ∆:
(9) As a consequence, we can now state the following definition. Definition 2. Our proposed MPC strategy is said to robustly stabilise the system (2) in the sense that the closedloop signals have the following properties for all ∆ ∈ ∆ + (Z, W):
In our framework, the state and disturbance information are not directly available. Thus we use the following linear estimator:
where [x
T is such that A L is stable. Because of the inclusion of the observer and the inherent estimation error, we will require the following assumption to enable robust constraint satisfaction. Assumption 3. (C0 in Løvaas et al. (2010) ). We have available a convex set E which is robustly invariant for the following system with input [w
where
T is the associated estimation error.
2
As in Løvaas et al. (2010) , we also assume in the sequel that the estimation error is contained within the invariant set E.
Control law definition and prediction model
The control law to be applied at each time step is given by
whereû * k is an estimate of the steady-state control input (given an estimate of the disturbanced k from the observer) and is computed as:
and v * k is an additional correction term determined by the MPC policy. We will argue below that the core idea of PF-MPC directly affects how this latter signal is computed.
At each time step, the prediction based control policy is parameterised as an N-step open-loop prediction of the candidate policy u k =û * k , where the predicted control input u k+i is given by
where v i|k = 0, ∀i ≥ N and N is the control prediction horizon.
Complementary definitions
For later reference, we introduce here several variables and matrices, which will facilitate the exposition of the ideas to follow.
wherex * k is an estimate of the steady-state state of the systemx *
In addition, the dynamics of e 
We also define the following system:
Conditions for robust stability
First, we require that the control signal u k = u * k (v * k = 0) robustly stabilises the system. This is done by corroborating the small gain condition (Assumption 4). In addition, we require the existence of appropriate invariant constraint sets to enable selection of the constraints to be imposed over the prediction horizon (Assumption 5). Assumption 4. (C1 in Løvaas et al. (2010) ). We have that C a,z (zI − A a ) −1 B a,w ∞ < 1, where the matrices A a , B a,w , C a,z are defined in (23).
2 Assumption 5. (C2 in Løvaas et al. (2010) ). We have available a non-empty polyhedral set R ⊆ R nx which is robustly invariant for the system
with input e
Here, N s ≥ 1 is a selectable integer, Q is as in (3), D and D * are as in Assumption 2, E is as in Assumption 3. The matrices A 0 , Λ 1 , Λ 2 andÂ,B,Ĉ are as in (23) and as in (30) respectively. 2
The constraints
In order to ensure both constraint satisfaction and recursive feasibility, tightened constraints are imposed on the
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predicted nominal trajectory. We first define the following variables:
where c d k is as in (20). Then, the following constraints applŷ q i|k ∈Q i , ∀i ∈ {0, . . . , N s − 1} (40)
where N is defined in Section 2.3, satisfying N ≥ N s , N s and the setsQ i ,Q d Ns−1 are as in Assumption 5 and
(44) where the sets E D , R are as in Assumption 5.
The above constraints (37)- (42) may be expressed as (c
T and S 0 , S 1 , s are appropriate matrices. The reason for defining this set is that it possesses an invariance property that can guarantee robust recursive feasibility. Theorem 1. (Theorem 3.1 in Løvaas et al. (2010) ). Let Assumption 5 hold and consider anyd t ∈D and any e
where the setD is as defined in (36), then, the following holds: c d t+1
PREVIEW AND FEEDFORWARD IN ROBUST MODEL PREDICTIVE CONTROL
In this section we introduce the idea of preview and feedforward into the robust MPC framework. As explained in the companion paper (Goodwin et al. (2011) ), the main idea is to have a separate optimisation problem that accounts only for the reference tracking problem (feedforward) while another optimisation problem, that is aware of the existence of the feedforward signal, accounts for stability under unmeasured disturbances and unmodelled dynamics (feedback).
The main advantage of this setup is that, if the feedback MPC policy is severely compromised by the worst case of uncertainty and there is a high probability that the system encountered in practice is close to the nominal model, then the addition of the feedforward MPC strategy in the control signal will certainly improve the tracking performance. However, it is quite clear that if the feedback MPC control signal is already limited by constraints (magnitude-wise) then there is little room for the feedforward scheme to act. Nevertheless, it is important to note that this proposed strategy is always beneficial (or at least not detrimental), since the feedback optimisation can correct the additional feedforward signal at any time if it endangers the system stability.
The Feedforward Cost Function
The spirit of the feedforward strategy is to improve the tracking of signals. Hence, we do not consider disturbances or uncertainties in the feedforward design stage. We then define the nominal feedforward model as:
(49b) where the matrices A, B, C are as defined in (2).
As in Goodwin et al. (2011) we assume that the reference signal y * k (setpoint in this particular case) can be previewed N p samples ahead of the current time, i.e. at time k we assume knowledge of y * j , j = k, . . . , k + N p , where N p = 0 corresponds to the "unpreviewed" case. In addition, after N p samples, we need to predict y * k . One option is to hold the last available value, i.e. we definê
In the current setup, because the control policies are parameterised as a correction term v * k of a candidate policyû * k , we have to slightly modify the cost function given in Goodwin et al. (2011) to account for this existing control signal. Therefore, we define the feedforward cost function as:
51) where N is the control prediction horizon as defined in Section 2.3,x * k is as defined in (22) (a constant throughout the prediction stage) and u ff −1|k is known. We also define
so that µ ff opt is the result of the optimisation of J ff subject to (49) and the tightened state, control input and control input rate constraints defined in (37)-(42).
The Feedback Cost Function and the LMI Condition
As in Løvaas et al. (2010 Løvaas et al. ( , 2008 we utilise a feedback cost function of the form where we impose a slight modification. Here, we parame-
are the actual degrees of freedom in the optimisation of J fb . Now, to guarantee robust closed-loop stability, we will impose the following LMI condition on the cost function matrix P . Assumption 6. (Condition 3.1 in Løvaas et al. (2010) ). The cost function matrix P is such that, for some scalar m ≥ 0, and some symmetric matrix Ω 0 ∈ R 2(nx+n)×2(nx+n) , the following holds:
Φ(Ω 0 , P, m) < 0, Ω(Ω 0 , P ) < 0 (56) where
and where
with D 1 and Γ as defined in Theorem 1. 2 Theorem 2. (Theorem 3.2 in Løvaas et al. (2010) ). There exists a matrix P = P * satisfying Assumption 6 if and only if Assumption 4 holds. Remark 1. Because any user-given choice of P may not satisfy Assumption 6 and finding one that does may not represent the user requirements, we refer the reader to Section IV in Løvaas et al. (2010) , where a semi-definite program is proposed to compute a matrix P = P * that satisfies Assumption 6 and is as close as possible to a nominal matrix with a defined (and useful) structure. 2
The Robust MPC Policy
By combining the ideas of the past sections, the resulting robust MPC policy can be stated. We start, for simplicity, by defining c Then, the algorithm is as follows:
