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ンターネットのトランスポート層のプロトコルとしては TCP (Transmission Control Protocol)









音声通信などの一定速度の通信向けの DCCPの輻輳制御アルゴリズムとして、 CCID 3 (Con-
gestion Control ID 3)が提案されている。具体的には、 TFRC (TCP Friendly Rate Control)と
いうプロトコルが使われており、 TCP通信との公平性を保つように設計されている。しかし、
複数の DCCPの高速通信が行われている場合に、遅延時間が必要以上に大きい通信のスループッ
トが大きく低下してしまうという問題がある。本論文では、 DCCPの CCID 3を改良すること
により遅延時間の大きい通信のスループットを増やす方法を提案し、実験により実証する。
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DCCP (Datagram Congestion Control Protocol) は輻輳制御をするが信頼性のない通信を行
うトランスポー層プロトコルである。パケットの損失よりもパケットの到着するタイミングを重
視するような通信のために設計されている。
DCCPと UDP、 TCPおよび SCTPとの主な特徴の比較を表 2.1に示す。
表 2.1: DCCP・ UDP・ TCP・ SCTPの比較
DCCP UDP TCP SCTP
輻輳制御 あり なし あり あり
フロー制御 オプション なし あり あり
エラー検知 あり オプション あり あり
再送要求 オプション なし あり あり
順序制御 あり なし あり オプション
コネクション確立の信頼性 あり なし あり あり












² どのヘッダにも必要な Generic Header
² Generic Headerの Typeフィールドによって構成が決まる追加フィールド
² オプションフィールド
ここでは Generic Headerについて説明する。
Generic Headerはヘッダの共通部分である。 Xフィールドの値によって長さが異なる。 Xの
値が 1の場合には 16bytes、 0の場合には 12bytesである。共通部分のヘッダ構造を図 2.1と図 2.2に
示す。また、 Typeフィールドのパケットタイプが DCCP-Requestと DCCP-Data以外のときに
は Generic Headerのあとにサブヘッダが続く。さらに、サブヘッダも Xフィールドの値によっ
て異なる。サブヘッダの構造を図 2.3と図 2.4に示す。
0 1 2 3





Res Type Sequence Number (high bits)
Sequence Number (low bits)
Source port Dest port
Data Offset CCVal
図 2.1: DCCPパケットの共通部分のヘッダ (X=1)
0 1 2 3




Res Type Sequence Number (low bits)
Source port Dest port
Data Offset CCVal CsCov Chhecksum
図 2.2: DCCPパケットの共通部分のヘッダ (X=0)
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0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
Reserved Acknowledgement Number (high bits)
Acknowledgement Number (low bits)
図 2.3: DCCPパケットのサブヘッダ (X=1)
0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
Acknowledgement Number (low bits)Reserved











新しいオプションなど様々な用途のために準備された CCIDを Half Connectionという接続で
指定することに利用する。後で述べる DCCPの輻輳制御アルゴリズムもこの CCIDを使って設
定する。送信側は CCIDを利用しないならば CCValをゼロにセットし、受信側は CCIDが明示
されていないならば CCValを無視しなくてはならない。
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Type 意味 説明 X
0 DCCP-Request DCCPコネクションの確立要求 1
1 DCCP-Response DCCP-Requestに対する応答 1
2 DCCP-Data アプリケーションデータ 0 or 1
3 DCCP-Ack データを含まない acknowledgement 0 or 1
4 DCCP-DataAck データと acknowledgement 0 or 1
5 DCCP-CloseReq コネクションの終了要求 1
6 DCCP-Close DCCP-CloseReqに対する応答 1
7 DCCP-Reset コネクションの終了 1
8 DCCP-Sync バーストロス後の再同期 1
9 DCCP-SyncAck DCCP-Syncに対する応答 1
10～ 15 未使用
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Extended Sequence Numbers (X)




















































































図 2.7: DCCPコネクション終了シーケンス（サーバ TIMEWAIT）
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ることもできる。それぞれのアルゴリズムは Congestion Control identi¯er、あるいは CCIDで
表す。現在実装されている輻輳制御アルゴリズムは以下の 2種類である。
² CCID 2 : TCP-like Congestion Control
² CCID 3 : TCP-Friendly Rate Control (TFRC)
2.4.1 CCID 2 : TCP-like Congestion Control
TCP-like Congestion Controlは SACK (selective acknowledgements) を実装した TCPの輻
輳制御アルゴリズムに似たものを使っている。 TCPの Additive Increase Multiplicative Decrease














とその初期値は SACKオプションを付けた TCPと同じように決定され操作される。ただし、 TCP
はバイト単位で計っているのに対して CCID 2ではパケット単位である。送信側は pipe < cwnd
となるときにだけデータパケットを送信することができる。データパケットを送るごとに pipe
16
















時間を増加させる、指数バックオフの機能は TCPと同様に行う。 transmit timeoutが発
生した際、送信側は pipeをゼロにセットする。







輻輳イベントが起きたとき、 cwndを半分にして、 ssthreshを新しい cwndの値にする。タイ




cwnd < ssthreshのとき。 cwndは二つの Ackを受け取るごとに 1ずつ、最大で一つの Ack
ごとに Ack Ratio/2だけ増加させる。 Ack Ratioとは送信側が決定する受信側がいくつのパケッ
17
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トごとに Ackを送信するかを示す値である。
輻輳回避
cwnd >= ssthreshのとき。 cwndを輻輳ウィンドウ分の到達確認の Ackを受け取るごとに 1
増加する。













で RTTを計算し送信速度をパケットサイズに応じて RTTにつき 2から 4パケットと設定する。
パケットロスか ECNのマークされたパケットを受信したときスロースタートを終了する。そ












通信速度の大きな二本の DCCP/CCID 3の通信を流して RTTの差を大きくしていくと RTT
の大きい方の通信のスループットが大きく低下する。そこで実験を行い、二本の DCCP/CCID
3通信を流したときに RTTの違いによってどれくらいスループットに影響を及ぼすのかを調べ















図 3.1: 一本の DCCP/CCID3通信の実験環境
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図 3.2: 二本の DCCP/CCID3通信の実験環境
3.1.2 実験結果と考察



















図 3.3: 一本の DCCP/CCID3通信の遅延時間とスループット
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第 3 章 予備実験
一本の DCCP/CCID 3の通信を流した場合、遅延時間が 60msまでは帯域速度を十分に使っ
て通信ができているが、それより遅延時間が大きくなるとスループットが徐々に落ちていく。二












8><>: A (RTT<Amsのとき)RTT (RTT> = Amsのとき) (4.1)
この式は、デフォルトの設定で RTTが Aより小さい通信が RTTを更新するとき、新しい RTT
が Aより大きい場合にはそのままであるが、 Aより小さい場合に RTTを大きく見積もる。つま
りスループットを少なく見積もることになる。






Aの値を 0から 20刻みで 100まで変更して実験を行う。なお、実験環境は、二本の DCCP/CCID
3通信を流す予備実験と同じものとする。
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図 4.1から、 Aの値が 20のときは Aが 0、つまりデフォルトの場合とあまりスループットは
変わりない。 Aの値が 40以上から徐々にスループットが上昇してきて、 Aの値が 60あたりで
は全体的なスループットは高くなっているものの遅延時間によって局所的に高い部分と低い部分






































図 4.2から、 Aの値が 20と 50以上になると、それに伴ってスループットの変動も大きくなり、
とても落ち込む部分がある。 Aの値が 30、 40のときにスループットが全体を通して 4.5Mbpsく







あるような通信に適している DCCPの輻輳制御アルゴリズムである CCID 3における高速通信
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