Motivated by weak small-sample performance of the censored regression quantile estimator proposed by Powell (1986a) , two-and three-step estimation methods were introduced for estimation of the censored regression model under conditional quantile restriction. While those stepwise estimators have been proven to be consistent and asymptotically normal, their finite sample performance greatly depends on the specification of an initial estimator that selects the subsample to be used in subsequent steps. In this paper, an alternative semiparametric estimator is introduced that does not involve a selection procedure in the first step. The proposed estimator is based on the indirect inference principle and is shown to be consistent and asymptotically normal under appropriate regularity conditions. Its performance is demonstrated and compared to existing methods by means of Monte Carlo simulations.
Introduction
The (Type 1) censored regression model has been studied and extensively used in a wide range of applied economics literature. To estimate the parameters of censored regression models, the maximum likelihood estimator (MLE) is usually used under the assumption that the underlying errors have a distribution function with a known parametric form (e.g., that the error terms are normally distributed). Contrary to linear regression, the resulting estimator is sensitive to departures from the parametric assumptions about the error term distribution. If the employed assumptions do not hold, the MLE estimates are in general inconsistent (cf. Arabmazar and Schmidt, 1982) .
To relax the strong assumptions of MLE, several semiparametric estimators have been introduced in the econometric literature. Relying on very weak identification assumptions, Powell (1984 Powell ( , 1986a proposed the censored least absolute deviation (CLAD) and censored regression quantile (CRQ) estimators by imposing the restriction that the conditional quantile of the error term is zero. These consistent and asymptotically normal estimators were applied in many contexts (e.g., Fahr, 2004;  Melenberg and van Soest, 1996) , and furthermore, have been extended in many directions, which include random censoring (Honore et al., 2002; Portnoy, 2003) as well as panel-data models (Honore, 1992; Campbell and Honore, 1993) . In practice, the CRQ estimator is very appealing due to its robustness to misspecification of the error-term distribution and of the form of heteroskedasticity.
On the other hand, it is difficult to compute exactly since its objective function is non-differentiable and non-convex. The algorithm for the exact computation of CLAD and CQR was proposed by Fitzenberger (1997b) , but its demands for computational time make it infeasible in applications involving many regressors. Nevertheless, this algorithm was used by Fitzenberg (1997a) 
in simple
Monte Carlo experiments that demonstrated a more severe drawback of the CRQ estimator in small samples than the mean-biasedness and inefficiency documented by Paarsch (1984) and Moon (1989) :
the CRQ estimator exhibits a very heavy-tailed distribution in small samples. Note that these unfavorable finite-sample properties are shared to some extent also by some alternatives to CLAD such as the symmetrically censored least squares of Powell (1986b) . Other alternative estimator such as those by Horowitz (1986) and Honore and Powell (1994) do not exhibit such heavy-tailed finitesample distributions, but require the error terms and the explanatory variables being independent, which is a rather strong assumption.
Subsequently, Khan and Powell (2001) highlighted the inherent property of CLAD and CRQ that causes their poor small-sample performance: the joint identification of observations entering the objective function and of the quantile regression line. This gave rise to stepwise estimation procedures, for example, by Khan and Powell (2001) and Chernozkukov and Hong (2002) . These methods select first a subset of observations to identify the quantile regression line and then apply the quantile regression (QR) on the selected observations. The first step can be achieved, for example, by a nonparametric selection procedure as in Buchinsky and Hahn (1998) and Khan and Powell (2001) . Although asymptotically equivalent to an 'oracle' QR estimator, the selection procedure in the first step works at a cost in finite samples. Alternatively, Chernozhukov and Hong (2002) 2 developed a three-step estimation method that involves a parametric first step to circumvent the "curse-of-dimensionality" problem posed by nonparametric selection procedures. Its performance in small samples does not however improve upon the two-step estimators in simple regression models.
As the finite-sample behavior of the stepwise estimators does not seem substantially better than CLAD in studies of Khan and Powell (2001) , Chernozhukov and Hong (2002) , and most recently Tang et al. (2011) , we introduce an alternative semiparametric estimator for censored regression model under conditional quantile restriction. Contrary to the existing methods, we apply the linear regression QR estimator to all data (rather than to a preselected subsample) and then correct its bias caused by censoring. For the bias correction, indirect inference (II), which was suggested by Gourieroux and Monfort (1993) , is used. The indirect inference methodology is a simulationbased technique that is essentially used for estimation of the parameters of correctly specified but intractable models, but it that can be employed as a bias correction method too (e.g., Gourieroux The remainder of the paper is organized as follows. Section 2 presents a review of relevant estimation methods of censored regression model and a brief overview of the indirect inference methodology. In Section 3, the proposed bias-corrected QR estimator is described in details. The asymptotic properties of the indirect estimator are discussed in Section 4 and the results of Monte Carlo experiments are presented in Section 5. Proofs are given in the appendices. 
Estimation of censored regression model and indirect inference
In this section, the censored regression model and some relevant estimators are introduced in Section 2.1 and the indirect inference concept is described in Section 2.2.
Censored regression model
Let us define the censored regression model. First, data are supposed to be a random sample of size n ∈ N originating from a latent linear regression model
where y * i ∈ R is the latent dependent variable, x i ∈ R k is the vector of explanatory variables, β 0 represents the k-dimensional parameter vector, and ε i is the unobserved error term with its conditional τ -quantile, τ ∈ (0, 1), being zero: q τ (ε i |x i ) = 0. The observed responses y i equal to y * i censored from below at some c i :
We consider here only the case of fixed censoring with a known cut-off point c i ≡ c, and without The CRQ estimator is an extension of the classical linear QR to the censored regression model under a conditional quantile restriction. Since the conditional quantile function of y i in (2) is simply
where B is a compact parameter space, ρ τ (z) = {τ − I (z ≤ 0)} · z with τ ∈ (0, 1), and I(·) denotes the indicator function. Note that CRQ can be interpreted as applying the linear QR estimator to the observations x i with x T i β 0 ≥ 0 because the residuals of the observations with x T i β 0 < 0 do not carry any information about β 0 . This leads then to a heavy-tailed small-sample distribution of CRQ.
To eliminate this property, Khan and Powell (2001) proposed two-step estimation method. In the first step, the observations with x T i β 0 > 0 are determined by an initial semiparametric or nonparametric estimation, and in the second step, the standard QR estimation is conducted on the selected observations. Nevertheless, the finite sample results of Khan and Powell (2001) do not seem to generate a substantial advantage with respect to the CRQ estimator in terms of mean or median squared errors, possibly due to an imprecise selection of observations in the first step; alternatively, using a local rather than a global optimization algorithm for CRQ could have played a role.
Later, Chernozhukov and Hong (2002) proposed a semiparametric three-step estimator of the censored regression model under conditional quantile restriction. The initial subset of observations with x T i β 0 > 0 is selected by a parametric binary-choice model (e.g., logit) and QR is used in the subsequent steps to obtain not only consistent estimates, but also a more precise selection of the observations with x T i β 0 > 0. Their finite-sample results are however not substantially better than those of the two-step procedures: while having a smaller mean bias in small samples, the three-step estimates often exhibit a larger mean squared errors (cf. Tang et al., 2011, and Section 5).
Parametric indirect inference
Our strategy for estimating the censored regression model will differ from the existing ones in that QR will be applied to all observations and its bias due to censoring will be corrected by means of the indirect inference (II). In this section, we therefore describe a general principle of (parametric) II introduced by Gourieroux and Monfort (1993) and discuss how II can be applied as a bias correction method following Gourieroux et al. (2000) . Consider a general model, for example, (1)-(2):
where y i represents the response variable, x i ∈ R k is the vector of explanatory variables with a distribution function G 0 (·), β 0 ∈ B ⊂ R k is the parameter vector, and ε i is the unobserved error term with a known conditional distribution function F 0 (·|x i ) (a generalization to a nonparametrically estimated distribution function will follow in Section 3).
To implement II, an instrumental criterion, which is a function of the observations {y i ,
and of an auxiliary parameter vector θ ∈ Θ ⊂ R q , q ≥ k, has to be defined (e.g., linear QR applied to censored data). This criterion is minimized to estimate the auxiliary parameter vector:
(please note that the dependence on the explanatory variables {x i } n i=1 is kept implicit as we do not consider simulating values of x i , but work conditionally on observed {x i } n i=1 ; see Gourieroux et al.,
5
2000, for details).
The data-generating process is then fully determined by F 0 and β 0 and the instrumental criterion is assumed to converge asymptotically to a non-stochastic limit that has a unique minimum θ 0 :
Evaluating it at any F (·|x i ) and β leads to the definition of the binding function b(F, β):
which implies that θ 0 = b(F 0 , β 0 ).
Under some regularity assumptions, θ n is a consistent estimator of θ 0 . Provided that b(F 0 , β) is known and one-to-one, a consistent estimate β n of β 0 would be defined as
traditionally assumed to be fully known; auxiliary parameters of the error distribution have to be a part of the parameter vector θ). Since the binding function is often difficult to compute, Gourieroux and Monfort (1993) defined a simulation-based procedure to estimate the parameter β 0 .
Let { ε 1 , ..., ε s } be S sets of error terms, where
Then for any given β, one can generate S sets of simulated paths { y 1 (β), ..., y S (β)} using model (4), where y s (β) = { y s i (β)} n i=1 and y s i (β) = h(x i , ε s i ; β) conditional on x i for s = 1, ..., S. From these simulated samples, S auxiliary estimates can be computed:
Under appropriate conditions, θ s n (β) tends asymptotically to b(F 0 , β), which allows to define the indirect inference estimator in the following way:
where Ω is a positive definite weighting matrix. As in GMM estimation, the choice of Ω does not affect the asymptotic distribution of the estimator if dim(β) = dim(θ) and its choice will thus be irrelevant. This estimator can be shown to be consistent and asymptotically normal.
To argue that II can be used as a bias correction technique, note that β can represent the parameter value in the original model (4) (e.g., censored regression (1)-(2)) and θ the parameter 6 value of the auxiliary biased criterion (e.g., linear QR applied to censored data). The binding function b(F 0 , β) then maps the parameter values β to biased estimates θ and its inverse β II n = b −1 (F 0 , θ n ) maps the biased estimates back to the parameters in the original model; see Gourieroux et al. (2000) for details.
Semiparametric indirect inference for censored regression
In this subsection, we introduce the semiparametric indirect estimation procedure to estimate the parameter vector of the censored regression model under conditional quantile restriction. As the linear quantile regression is used as an instrumental criterion and the distribution of ε i is unknown, a crucial ingredient of the procedure is the behavior of QR under misspecification. Angrist et al. 
where
, and the observed residual u i with a conditional distribution F u (u|x i ) and a conditional density f u (u|x i ) be defined by u i = y i − max{0, x T i β 0 }. Theorem 1. Suppose that E(y i ) and E x i 2 are finite, θ 0 uniquely solves (8) , and P {∆(x i , β 0 , θ 0 ) = 0} = 0. Then,θ = θ 0 uniquely solves the equation
Proof: See Appendix A.
Theorem 1 states that the linear QR vector depends on the weighting function w(x i , β 0 , θ 0 ), which in turn is a function of the distribution function F u (·|x i ). Thus, for any other distribution
wheref y,n (·|x i ) is an estimate of the conditional density function f y (·|x i ). As this requires an additional nonparametric estimator, we rely in the theoretical part on definition (17) to minimize the number of required assumptions.
Having an estimate σ n (x i ; β) defined by (16)-(17) (or (16) and (18)), the feasible indirect inference (FII) estimator β F II n can be defined as
where θ s n (β) = arg min
Among final remarks on the proposed estimator β F II n , it does not perform a selection procedure as it is done in Khan and Powell (2001) and Chernozhukov and Hong (2002) , that is, the proposed estimation method is applied to all observations in the sample. Furthermore, our estimation procedure corrects the downward bias of linear QR caused by the censoring of the dependent variable and can be thus considered as a bias-correction method. The bias-correction procedure is based, similarly to two-step estimators, on nonparametric estimates. Even though the bias-correction does not seem to be overly sensitive to the (lack of) precision of these nonparametric estimates, it could benefit from using some dimension reduction technique (e.g., Xia et al., 2002 ) to estimate σ(x i , β) on a lower dimensional space in models with a large numbers of explanatory variables, especially discrete ones.
•
, and
A.6 Denoting F 0 = F y(β 0 ) , the link function b( F 0 , β) is a one-to-one mapping. Moreover, b(F, β)
is assumed to be continuous in β and F (with respect to the supremum norm) at β 0 and
Let us provide a few remarks regarding the necessity of these assumptions. an alternative approaches such as bootstrap would have to be used to compute the asymptotic variance.
Next, Assumption A.4 is the standard assumption in quantile regression models (e.g., Powell, 1986a) , although the density function f ε (t|x i ) is usually assumed to be positive only in a neighborhood of 0. Given the misspecification of the linear QR, it is convenient to assume non-zero density everywhere as f ε (t|x i ) is evaluated for any t = x T i θ 0 . Concerning Assumption A.5, it contains usual full-rank conditions used in censored and quantile regression and is necessary for the identification of parameter vectors, see for example Khan and Powell (2001) . (As the QR slope estimates are typically biased towards zero under censoring from below, x T i β 0 > 0 usually implies x T i θ 0 > 0 and assumptions J > 0 and J > 0 are thus weaker than J crq > 0.) Further, Assumption A.6 is the standard assumption necessary for defining the indirect inference estimator: the population QR estimates θ(β) and θ ′ (β ′ ) for data simulated from the censored regression model with parameters β and β ′ should differ if β = β ′ . Note though that we require the link function to be one-to-one only at the distribution F 0 = F y(β 0 ) corresponding to the true parameter values β 0 ; alternatively to A.6, b(F y , β) can be assumed to be one-to-one instead. Finally, the first part of Assumption A.7 is imposed to simplify the proof of the consistency and asymptotic normality of the proposed estimator: it rules out the data without any censoring. The results remain valid even if there is no censoring, although some proofs would slightly differ. The second part of Assumption A.7 just formalizes the continuous-regressor Assumption A.3.
These assumptions are sufficient to derive the asymptotic distribution of the infeasible estimator.
For the sake of simplicity of some proofs, we will additionally assume that the conditional error distribution F ε (·|x i ) has an infinite support (see Appendix A for details), but the stated results are valid in the general case as well.
Theorem 2. Let quantile τ ∈ (0, 1), Ω be a non-singular k × k matrix, and S ∈ N be a fixed number of simulated samples. Under Assumptions A.1-A.7, β III n is a consistent estimator of β 0 and it is asymptotically normal:
as n → +∞, where
Proof: See Appendix C.
The asymptotic variance matrix of β III n derived in Theorem 2 consists of several parts. First, the matrices Σ and Σ are the variances of the QR first-order conditions in the real and simulated data, respectively. Next, J and J are the corresponding Jacobian matrices defined in Assumption A.5. Finally, matrix K characterizes the unconditional covariance between the real and simulated data.
The next theorem shows that the feasible estimator β F II n is asymptotically equivalent to the infeasible one β III n provided that one extra assumption holds: the conditional distribution function and its nonparametric estimates, which are used in (16) to define σ n (x i ; β), have to be smooth functions of data. Additionally, the nonparametric estimate F y,n (z i |x i ) has to be consistent and converge at a faster rate than the sequence
This is however not a constraint as k 0 is arbitrary.
A.8 Estimator F y,n (t|x i ) is a Lipschitz function in t ∈ R + uniformly in x i , and for any compact
A.9 The conditional distribution functions F y (z|x i = x) are piecewise Lipschitz functions in x for any z ∈ R.
Assumption A.8 is satisfied for many commonly used estimators of conditional distribution functions. Assumption A.9 on the conditional distribution function then states explicitly a minimum requirement that facilitates a consistent estimation and hence validity of Assumption A.8, although stronger assumptions on the smoothness of F y (z|x i ) are usually used (cf. .
Let the assumptions of Theorem 2 be satisfied. If Assumptions A.8-A.9 also hold,
Theorem 3 shows that the feasible and infeasible II estimates, β F II n and β III n , are asymptotically equivalent, and consequently, the asymptotic variance-covariance matrix of β F II n is given in by (20) .
Note that all elements of matrix V (S) can be readily estimated in practice (after replacing θ 0 by θ n ) as most nonparametric estimates of the conditional distribution functions and densities are computed already during the estimation: they define conditional variances σ n (x i , β) (a possible exception is f y (·|x i ) depending on the employed definition of σ n (x i , β)). Note that the simulated distribution F y(β 0 ) and density f y(β 0 ) functions do not have to be estimated after obtaining β F II n either as they are normal and defined by µ τ and σ(x i , β 0 ), which is consistently estimated by σ n (x i , β F II n ) (see Lemma 8) . Additionally, the variance matrix of the proposed estimator depends on the derivative D of the link function. As this derivative is defined in terms of the simulated model, the link function and its derivative can be easily estimated by simulating a sufficient number of samples from the model (1)-(2) with parameter β F II n and by computing derivatives numerically as discussed in Gourieroux and Monfort (1993).
Monte Carlo simulations
Although we characterized the asymptotic properties of the proposed bias-corrected QR estimator, it is primarily aimed to improve the finite-sample performance of existing estimators (e.g., the heavy-tailed distribution of CLAD in small samples). To analyze the benefits of the bias-correction performed by means of the indirect inference, this method is now compared with many existing estimators by means of Monte Carlo simulations. The simulation setting is described in Section 5.1 and the results are discussed in Section 5.2.
Simulation design
The data-generating process is very similar to the one considered by Khan and Powell (2001) .
We consider
with the slope parameter β ∈ R and a univariate regressor x i ; as the results are qualitatively rather similar across different data distributions, we report results for x i being uniformly distributed on
Similarly to Khan and Powell (2001) , β = 1 and α is chosen in each sample so that the censoring level stays always equal to 50%. Further, we focus on the median regression case τ = 0.5.
The error term ε i can thus follow various error distributions with median equal to zero, such as the The results for all methods are obtained using 1000 simulations for sample sizes n = 50, 100, and 200 and are summarized using the bias and root mean squared error (RMSE) of the slope estimates.
Simulation results
The first set of results is obtained for three different error distributions, which are homoscedastic in all cases: N (0, 1), t 5 , and DExp(1), see Table 1 . The MLE estimator serves as a parametric benchmark. First, CLAD exhibit large biases and RMSEs in small samples with n = 100 and especially with n = 50 observations; this is due to the heavy right-tail of the CLAD distribution.
Next, the existing two-step estimators exhibit relatively large RMSEs, which are however always smaller than those of CLAD, and negative biases, which vary with the choice of the initial estimator.
In comparison, the three-step estimator 3S-LOG has usually slightly larger RMSE than 2S-NW or 2S-LQR, but possesses rather small finite-sample bias compared to all other semiparametric methods.
All these existing methods are asymptotically equivalent to the infeasible LAD, which is naturally more precise (but infeasible) in finite samples.
Looking at the two infeasible estimators, III exhibits always smaller RMSE than IFLAD, although the difference decreases with an increasing sample size. It is also interesting to note that IFLAD exhibits systematically a larger negative bias, whereas III leads to a smaller, but positive bias (or almost zero bias for n = 200). This is reflected by the performance of the proposed FII estimator, which exhibits much smaller bias and RMSE for n = 50 and which is preferable to any of the existing methods in all cases with the exception of n = 200 and the double-exponential errors, where 2S-LQR has a smaller RMSE, but a larger bias. One can also notice that, even though FII exhibits generally a smaller bias than the methods of Khan and Powell (2001) , the bias of FII is negative in contrast to the bias of III.
The second set of results is obtained for normally distributed errors with different types of heteroscedasticity, N (0, σ x ), where σ x = 1 in the case of homoscedasticity, σ x = ce 0.75x in the case of "positive" heteroscedasticity, and σ x = ce −0.75x in the case of "negative" heteroscedasticity (c is always chosen so that the unconditional variance equals 1). Similarly to the homoscedastic case, CLAD exhibits extreme bias and RMSE in small samples, but provides good estimates if n = 200
(this is however a large sample size considering that only one explanatory variable is present). The existing two-and three-step estimators provide better estimates than CLAD in almost all cases, but the biggest gain is observed in the case of positive heteroscedasticity.
Comparing now the existing methods and the proposed bias-corrected QR based on II, the infeasible estimator IFLAD is now inferior to III only in the case of homoscedasticity and positive heteroscedasticity, while III performs worse than IFLAD if negative heteroscedasticity is used. This is a consequence of III employing all observations and IFLAD using only those with α+βx i > 0 (β = 1):
in the case of negative heteroscedasticity, IFLAD thus uses only observations with the smallest conditional variance, and consequently, is more precise than III using all observations (including those with large conditional variance). This is reflected by the results of the feasible FII estimator, which performs similarly across data designs: it outperforms all existing methods for the homoscedastic data and data with positively heteroscedastic errors, where the difference is largest at small sample sizes. In the case of negative heteroscedasticity, FII has RMSEs comparable to those of 2S-NW, for instance, and worse than 2S-LQR for n ≥ 100 and than 3S-LOG at any sample size (note that 3S-LOG together with CLAD seem to be the most sensitive methods to the changes in the structure of conditional variances).
Altogether, all semiparametric alternatives to CLAD perform better than CLAD, although the differences are likely to be small for very large samples. The proposed FII estimator performs equally well in large samples and is almost always preferable to all existing semiparametric methods in small samples. 
Conclusion
We proposed a new estimation method for the censored regression models that -contrary to existing methods -relies on the linear regression QR estimates for the whole sample and that applies a bias-correction technique to obtain consistent estimates. For the bias correction, the indirect inference technique is applied and extended so that it allows sampling from a nonparametrically estimated distribution function. The consistency and asymptotic distribution of the proposed estimator were found and shown to be first-order independent of the initial nonparametric estimates of the auxiliary error distribution. Finally, one of important benefits of this estimation approach is its small-sample performance as was demonstrated by means of Monte Carlo simulations. We need to prove that the solution of
is equal to the solution ofθ
Since the objective function in (22) is convex, any fixed point θ =θ is a solution of the corresponding first-order condition:
On the other hand, the first order condition for (21) 
By the law of iterated expectations, D(θ) can be written as
Since
for any value of ∆ x i , β 0 , θ , and consequently,
Because θ 0 is the unique solution of (21), it also uniquely solves (22) since the objective function in (22) is convex in θ. Therefore, θ = θ 0 =θ solves both (21) and (22).
Appendix B. Auxiliary lemmas
First, we introduce necessary notation. The norms · and · ∞ will refer to the Euclidean norm on R d and to the supremum norm in functional spaces, respectively. The δ-neighborhood
The probability distribution and density functions of N (µ τ , 1) are denoted Φ τ and φ τ , respectively. Additionally, recall that
If we need to indicate a particular data distribution P of w i ,
} is used, assuming that w i ∼ P . For easier reading, we also use a simplified notation for the simulated distributions F (β) = F y(β) and F (β) = F y(β) .
For the sake of simplicity of some proofs, we will additionally assume that the conditional error distribution F ε (·|x i ) has (uniformly) an infinite support in order to guarantee that sup x∈X F ε (K|x) < 1 for any K < ∞, and by Assumption A.3, that sup x∈X sup θ∈Θ F y (x T θ|x) < K F < 1. Consequently, the conditional variance σ(x i ; β 0 ) defined in (13)- (14) is everywhere positive at the true β 0 , and given the compactness of B, Θ, X, and A.7, σ(x i ; β 0 ) > C σ > 0 for all x i ∈ X. If the limit expression (14) and Assumption A.4 are taken into account, one can observe that the variance function is also bounded from above: σ(x i ; β) < K σ for any β ∈ B and all x i ∈ X.
Lemma 4. Under Assumptions A.1-A.5 and A.7, there is some
] is a positive definite matrix.
Proof: By Assumption A.7, P (x T i θ 0 = 0) = 0 and there exists some δ > 0 such that P (x T i θ = 0) = 0 for any θ ∈ U (θ 0 , δ).
by the law of iterated expectations.
Fixing a particular θ ′ ∈ U (θ 0 , δ) and rewriting
shows that we only have to differentiate terms (26) and (27) as the remaining term equals zero (see Assumption A.3).
First, consider the term (27) :
which follows from the law of iterated expectation. If I(x T i θ ′ > 0) = 1, then -conditionally on x ithere is a positive constant c such that
, where the existence of the density f y , and its continuity and boundedness follows from y i = max{0, x T i θ 0 + ε i }, Assumption A.4, and the fact that
is continuous in θ and uniformly bounded by Assumptions A.3 and A.4, it follows that
By the same argument, (26) equals after differentiation to
as F y (t|x i ) = 0 for any t < 0. The last claim of the theorem now follows from Assumption A.5.
. Under Assumptions A.1-A.5 and A.7, it holds that
2. θ n is a consistent estimator of θ 0 , θ n P → θ 0 as n → ∞; 3. for any sequence θ n
converges to a Gaussian process with covariance function Σ = E[(τ − I(y i < x T i θ 0 ))(τ − I(y i < x T i θ 0 ))x i x i ]. Additionally, suppose that, for sample size n ∈ N , data are independently and identically distributed according to probability distributions P n , which satisfy Assumptions A.1-A.5 and A.7 uniformly in n. Denoting
let us assume that
as n → ∞ for some δ > 0 and some distribution P 0 , which satisfies assumptions A.1-A.5 and A.7. Then for any sequence θ n
Proof: To prove the consistency of θ n , we follow the same steps as in Angrist et al.
As ρ τ (t) = {τ − I(t < 0)}t, we obtain for any θ ∈ Θ
By Khinchine's law of large numbers (Davidson, 1994 , Theorem 23.5), Q n (θ) converges pointwise to Q ∞ (θ) in probability as n → ∞ for any θ ∈ Θ. Additionally, Q n (θ) is stochastically equicontinuous To derive the asymptotic linearity of θ n and its asymptotic distribution, we rely on Van der
Vaart and Wellner (1996, Lemma 3.2. 19 ), who derive the stochastic expansion of n 1/2 ( θ n − θ 0 ). 2. The criterion function ρ τ (y i − x T i θ) is stochastically differentiable with the derivative equal to
Given Assumptions
3. The class of functions G = {r(y, x, θ) : θ − θ 0 < δ} is Donsker for some δ > 0, where
Condition (1) 
has finite second moments (sup z∈R |ϕ τ (z)| ≤ 1 and x i is bounded by Assumption A.3). The continuity of r and the dominated convergence theorem then imply that Er 2 (y i , x i , θ) → 0 as θ → θ 0 , which verifies condition (2).
Applying Van der Vaart and Wellner (1996, Lemma 3.2.19) leads to the asymptotic linearity
The central limit theorem can be applied to G n {ϕ τ (y i − x T i θ 0 )x i } due to Assumptions A.3, which results in the asymptotic normality of θ n ; the form of matrix J is derived in Lemma 4.
To derive the last statement of the theorem, note that the asymptotic linearity given by Lemma 3.2.19 of Van der Vaart and Wellner (1996) is a direct consequence of the fact that the process G n {r(y i , x i , θ)} converges to a Gaussian process on U (θ 0 , δ). As the differentiability of
and condition (30) for P 0 are verified above, the result of Lemma 3.2.19 applies to the triangular structure with sample data of size n generated from P n if G n,Pn {r(y i , x i , θ)} is shown to converge in distribution to a Gaussian process corresponding to P 0 (uniformly on G). This follows from Van der Vaart and Wellner (1996, Theorem 2.8.9) because the assumptions of Theorem 2.8.9 hold: (i) G is a Vapnik-Chervonenkis class and satisfies thus the uniform entropy condition by Van der Vaart (1996, Theorem 2.6.7), (ii) the envelope of G given by sup θ∈U (θ 0 ,δ) |r(y i , x i , θ)| ≤ 3 x i satisfies E Pn (3 x i ) < ∞ and the Lindenberg condition lim sup n→∞ E Pn (3 x i | x i > ǫ √ n) = 0 for any ǫ > 0 by the compact-support Assumption A.3, and (iii) Proof: First, note that under the listed assumptions, b( F 0 , β) is one-to-one, where F 0 = F (β 0 ).
is one-to-one, the vector β 0 , which satisfies b( F 0 , β 0 ) = b(F y , β 0 ) = θ 0 by Theorem 1, uniquely solves the QR moment condition
(see equation (25)). As F y (t|x i ) = 0 for any t < 0 and P (x T i θ 0 = 0) = 0 by Assumption A.7, (31) can be written as
Next, the QR moment condition for the simulated data { y s i (β 1 ),
is (see equations (24)- (25))
Because the censored distribution F y(β 1 ) (t|x i ) = 0 for all t < 0, we can again rewrite it as
Recalling that
By substituting (13), where θ 0 is replaced by b( F 0 , β 0 ), we get
Using identity (32) , (34) can be simplified to
Equation (35) is the asymptotic moment condition of CRQ with observations I(
Since J crq is positive definite by Assumption A.5, (35) identifies the true parameter value β 0 (Powell, 1986a) and thus β 0 = β 1 .
Lemma 7.
Under Assumptions A.1-A.5, A.7, and A.8, it holds for n → ∞ that
Proof: Let ǫ > 0 and choose δ > 0 such that P (|x T i θ 0 | ≤ δ) < ǫ/2 (this is possible due to Assumption A.7). Since θ n is √ n-consistent by Theorem 5 and x i has a finite support X by Assumption A.3, there is some n 0 such that, for all n ≥ n 0 , P (x T i θ 0 < −δ and x T i θ n ≥ −δ/2) < ǫ/4 and P (x T i θ 0 > δ and x T i θ n ≤ δ/2) < ǫ/4. Because F y,n (t|x) = 0 and F y (t|x) = 0 for any t < 0 and |x T i θ| ≤ K due to the compactness of Θ and X, we can thus write with an arbitrarily high probability 1 − ǫ that
The term (36) behaves as O p (n −k 1 ) for n → ∞ by Assumption A.8. To bound the other term (37), it can be rewritten using the mean-value theorem as
where ξ n represents a linear combination of θ n and θ 0 . Since the conditional density f y (t|x) is uniformly bounded for t > 0 by Assumption A.4 and the support of x i is compact by Assumption A.3, the √ n-consistency of θ n implies that (37) behaves as O p (n −1/2 ) for n → ∞, which concludes the proof.
Lemma 8. Under Assumptions A.1-A.5, A.7, and A.8, it holds for any β ∈ B, sufficiently small δ > 0, l ∈ {1, 2}, and n → ∞ that
Proof: Note first that Assumption A.7 implies P (F y (x T i θ 0 |x i ) = τ ) = 0 and P (F y (x T i θ 0 |x i ) = F y (x T i β|x i )) = 0 for any β ∈ U (β 0 , δ) and some δ > 0 small enough to guarantee θ 0 ∈ U (β 0 , δ). Since Lemma 7 and Assumption A.8 imply max{| (13) and (16) apply with an arbitrarily high probability as n → ∞. Moreover, Assumptions A.4 and A.7 guarantee for any γ > 0 that
, where a sufficiently small δ ensures that β = θ 0 ). Using the consistency of θ n (Theorem 5) and the compact support of x i (Assumption A.3), we can thus assume with an arbitrarily high
for θ = θ 0 and θ = θ n , for a sufficiently small γ > 0, and a sufficiently large n ≥ n 0 (γ) ∈ N . By Lemma (7), the same statement also holds for F y,n . It also holds uniformly in β if β ∈ U (β 0 , δ).
We will now prove that (16) is a (uniformly) consistent estimator of (13). To discuss the estimation of σ(x i ; β) defined by (13), we need to consider two cases. First for x T i β ≤ 0, we define
We will discuss the convergence of σ 21,n (x i ; β) to σ 21 (x i ; β) only in the case of x T i θ 0 > c > 0: on the one hand, P (|x T i θ 0 | ≤ c) → 0 as c → 0 by Assumption A.7 and this probability can be made arbitrarily small by letting c → 0; on the other hand, σ 21,n (x i ; β) = σ 21 (x i ; β) = 0 if x T i θ n < 0 and
as n → ∞ due to the consistency of θ n and Assumption A.3. Next, note that
As max{|
with an arbitrarily high probability, the first term (42) can be bounded in probability (using Lemma 7) by
where the constant x T i ( θ n −β) ≤ C 1 due to the compactness of the parameter and covariate spaces (Assumptions A.1 and A.3). Since x T i θ 0 > c and P (x T i θ n < c/2 and x T i θ 0 > c) → 0 as n → ∞ due to the consistency of θ n and the compactness of the covariate space (see the proof of Lemma 7), the term (44) is negligible in probability by Lemma 7 and the continuous mapping theorem applied to
given the infinite support of ε i ). As the bound is independent of β, it holds also uniformly in β ∈ U (β 0 , δ).
The second term (43) can be bounded in probability in a similar way:
where the constant x i ≤ C 2 by the compactness of the support X (Assumption A.3) and the last equality follows from the consistency of θ n . Note that the bound is again independent of β if β ∈ U (β 0 , δ). Hence, it holds for n → ∞ that
To deal with the other definition of σ(x i , β) used when x T i β > 0, we define first
Similarly to the first case, we will discuss the convergence of σ 22,n (x i ; β) to
by Assumptions A.7 and A.9 (uniformly if β ∈ U (β 0 , δ)) and this probability can be made arbitrarily small letting c → 0; on the other hand, σ 22,n (x i ; β) = σ 22 (x i ; β) = 0 if q n (x i , β) ∈ (0, 1) and q(x i , β) ∈ (0, 1) and P ( q n (x i , β) ∈ 0, 1 and q(x i , β) ∈ (−c, 1 + c)) → 0 as n → ∞ due to the consistency of θ n and Lemma 7.
Consequently, the fact that max{|
γ/2 with an arbitrarily high probability implies that | σ 22,n (x i ; β) − σ 22 (x i ; β)| is bounded in probability by
by Assumption A.8, and the claim follows by the continuous mapping theorem. As θ n is consistent by Theorem 5, we can conclude that | σ 22,n (x i ; β) − σ 22 (x i ; β)| = o p (1). As the bounds are again valid independently of β ∈ U (β 0 , δ), we have also proved that
To derive (40)- (41), let {c n } ∞ n=1 be a sequence such that c n = O(n −k 0 ) defining σ n (x i ; β) and a n = Φ −1 τ (τ + c n ). Given the established convergence in probability, a n | σ n (x i ; β) − σ(x i ; β)| = o p (a n ) and sup β∈U (β 0 ,δ) a n | σ n (x i ; β) − σ(x i ; β)| = o p (a n ), the last two claims of the lemma follow if {a n · σ 21,n (x i ; β)} 2 and {a n · σ 22,n (x i ; β)} 2 are uniformly integrable (Davidson, 1994, Theorem 18.14) .
Using Davidson (1994, Theorem 12.10), we will prove this by showing that the (2 + ǫ)th moment {a n · σ 21,n (x i ; β)} 2+ǫ is uniformly bounded in n and β for some ǫ > 0 ({a n · σ 22,n (x i ; β)} 2+ǫ can be bounded analogously). By the definition of σ 21,n (x i ; β), we have
.
Since |Φ −1 τ { F y,n (x T i θ n |x i )}| is bounded from below by |a n | by the definition of σ n (x i , β), it follows for some ǫ > 0 and some K ǫ > 0
Since the parameter spaces B and Θ are compact by Assumption A.1 and x i has a compact support by Assumption A.3, |x T i ( θ n − β)| 2+ǫ is bounded uniformly in n ∈ N and in β ∈ B and hence {a n · σ 21 (x i ; β)} 2 is uniformly integrable. Similarly, uniform integrability can be established for {a n · σ 22,n (x i ; β)} 2 . Thus, the convergence-in-mean claims follows from the convergence in probability: for example, a n | σ n (
The claim of the lemma follows after standardizing by a l n .
Corollary 9.
Under Assumptions A.1-A.5, A.7, and A.8, it holds for some δ > 0 and n → ∞:
Finally, the continuity in β can be verified in the following way:
,
, whichever leads to a higher value of φ τ (ξ n ). The last claim of the corollary is then implied by the continuity of σ(x i ; β) is β, uniform boundedness of σ(x i ; β) > C σ /2 for any x i and all β ∈ U (β 0 , δ), and the boundedness of X.
Lemma 10. Under Assumptions A.1-A.5, A.7, and A.8, it holds for any β ∈ B, 1 ≤ s ≤ S, and n → ∞ that E{ y
and for any β ∈ B, θ ∈ Θ, and n → ∞, that
Furthermore, statements (46) and (47) along with
and
hold also uniformly with respect to β, β ′ ∈ U (β 0 , δ) and θ, θ ′ ∈ U (θ 0 , δ) for a sufficiently small δ > 0.
Proof: Regarding the first claim, we consider first latent variables written in the form y s * i (β) =
where E(ν s i ) 2 < K for some K > 0 as ν s i are independent and identically distributed. The claim (38)
uniformly to zero by Lemma 8.
To prove the second claim, consider some given θ, β, and ǫ > 0 and note that E|I( y s i (β) ≤
where ν s i is independent of x i and σ n . Here, I( y
As the conditional probability is obviously non-zero only if σ(x i ; β) > 0 or σ n (x i ; β) > 0, assume σ(x i ; β) > 0 without loss of generality almost surely (note that, as argued in Corollary 9, the continuity of σ(x i ; β) in β implies that there exists δ > 0 such that σ(x i ; β) > C σ /2 for any x i and all β ∈ U (β 0 , δ)). Consider all values of x i such that σ(x i ; β) > c > 0, which holds with a probability larger than 1 − ǫ/2 for a sufficiently small c. Consequently, min{ σ(x i ; β), σ n (x i ; β)} > c/2 holds with a probability larger than 1 − ǫ for a sufficiently large n by Lemma 8. The indicators can then differ only if
Hence, it holds with probability at least 1 − ǫ that
where ξ n lies between σ(
for any x i and σ n , the boundedness of the normal density φ τ by some K > 0 and Lemma 8 then imply that
because X, Θ, and B are bounded. Letting ǫ → 0 completes the proof. As σ(x i ; β) > C σ /2 for any x i and all β ∈ U (β 0 , δ), the uniform convergence of σ n (x i ; β) to σ(x i ; β) in Lemma 8 and the boundedness of the parameter spaces in Assumption A.1 and A.3 again imply that the upper bound (51) converges to zero uniformly in β ∈ U (β 0 , δ) and θ ∈ U (θ 0 , δ).
Next, as any indicator or difference of two indicators is smaller or equal to 1 in absolute value, (48) follows directly from claim (47) by noting that
Finally, (49) has to be verified ((50) can be verified in the same way). Writing
we can bound the expressions (52)-(54) in the following way. Term (52) can be bounded using the Cauchy-Schwarz inequality by
and its uniform convergence to 0 follows from claim (47). Similarly to (29) , term (53) is bounded by
and its uniform convergence to 0 follows from claim (46). Term (54) can be dealt with similarly (i.e., using the Cauchy-Schwarz inequality along with (55)), which concludes the proof.
Lemma 11. Under Assumptions A.1-A.5 and A.6-A.8, it holds for any β ∈ B, 1 ≤ s ≤ S, and
and in particular,
Proof: Given some β ∈ B, denote the QR objective functions Q s n (θ,
, and because of convexity of Q s n (θ, β), that θ s n (β) → b( F (β), β) in probability. Recall that b( F (β 0 ), β 0 ) = θ 0 by (10) and Theorem 1. To prove the claim of the lemma, we therefore have to prove that the instrumental criterion Q s n (θ, β), which is also convex in θ, has the same pointwise limit as Q s n (θ, β) for all θ ∈ Θ (see Newey and McFadden, 1994 , Theorem 2.7).
, we prove the convergence only for the first term E n [ρ τ ( y i (β) − x ⊤ i θ)] as the second one is a special case of the first one. We can write
Denoting
First, consider term T 1 . By the Cauchy-Schwarz inequality, we have
Note that the first term on the right-hand-side of (59) is bounded by 1 irrespective of θ. For the second term, which is independent of θ, we obtain by the Markov inequality
as n → ∞, where the last equality follows from Lemma 10. Hence,
Next, consider term T 2 :
By applying the Markov inequality and Lemma 10 on the second term on the right-hand-side of the inequality, we again find |T 2 | = o p (1) since X, Θ, and B are compact by Assumptions A.1 and A.3.
Thus, (58) holds and it follows that
| θ s n (β) − b( F (β), β)| = o p (1).
Appendix C. Proofs of the main asymptotic properties
The proofs in this section rely on the notation introduced at the beginning of Appendix B.
Proof of Theorem 2: First, we show that β 0 is identified. By definition (5), the instrumental criterion yields θ 0 at the true value of the parameter β 0 , b(F y , β 0 ) = θ 0 . Theorem 1 and the construction of
On the other hand, Lemma 6 indicates that, for any β 1 = β 0 , β 1 ∈ B, the QR yields different estimates:
To prove consistency, note that θ n → θ 0 = b(F y , β 0 ) by Theorem 5. Similarly for any s = 1, . . . , S,
also satisfy the assumptions of Theorem 5. The same holds also for S s=1 θ s n (β 0 )/S as the limits of θ s n (β) are independent of s and S is finite. The III criterion (15) is thus a strictly convex function in θ n and 
Hence by Assumption A.6, any minimizer β III n of (15) satisfies S s=1 θ s n ( β III n )/S → θ 0 in probability as n → ∞ (Newey and McFadden, 1994, Theorem 2.7). As the link function b is one-to-one continuous mapping (Assumption A.6) and the parameter space B is compact (Assumption A.1), β III n has to converge in probability to β 0 , which is the unique minimum of (60) (cf. the proof of Theorem 1 in Gourieroux and Monfort, 1993).
The proof for asymptotic normality of β III n is similar to the proof of Proposition 3 in Gourieroux and Monfort (1993), which is however given for a twice continuously differentiable instrumental criterion. By taking the first-order condition of the optimization problem (15) with respect to β, the first-order condition is obtained:
Applying the Taylor expansion around β 0 to θ n − 1 S S s=1 θ s n ( β III n ), we obtain analogously to Gourieroux and Monfort (1993, equation (51)) for some linear combination ξ n of β 0 and β III n and for n → ∞
and due to the full-rank Assumption A.6, that
where we used ∂ θ s n (β)/∂β T → ∂b( F (β), β)/∂β T and ∂b( F ( β III n ), β III n )/∂β T → ∂b( F (β 0 ), β 0 )/∂β T = D as n → ∞ in probability (the required continuity of the derivative of the link function and the full rank of its derivative follow from Assumption A.6, whereas the continuity of F in β follows from its Corollary 9).
Next, by Theorem 5, we have n 1/2 ( θ n − θ 0 ) = −J −1 G n [ϕ τ (y i − x F y (x T i θ 0 |x i ) and thus K 0s = K rs = K. Combining (62) and (67) then yields the asymptotic distribution of n 1/2 ( β III n − β 0 ), which is normal with variance 
Proof of Theorem 3:
To establish the asymptotic equivalence result, we first need to prove that the feasible estimatorβ F II n is consistent. The argument is the same as in the case of the infeasible estimator in Theorem 2 (the first two paragraphs of the proof) provided that we establish θ s n (β 0 ) → b( F (β 0 ), β 0 ) = b(F y , β 0 ) = θ 0 and θ s n (β) → b( F (β), β) = θ 0 for β = β 0 . This however follows from Lemma 11, stating that θ s n (β) − b( F (β), β) = o p (1) as n → ∞ for any β ∈ B and s = 1, . . . , S. Theorem 2.7 of Newey and McFadden (1994) and the continuity of the one-to-one link function thus again implies that β F II n → β 0 in probability as n → ∞.
Next, taking the first-order derivative of the optimization problem (19) with respect to β, the first-order condition is obtained:
Applying the Taylor expansion around β 0 to θ n − S s=1 θ s n ( β F II n )/S, we obtain for some linear combination ξ n of β 0 and β F II 
We know from Lemma 11 that θ s n (β) → b( F (β), β). As the consistency of β F II n and Corollary 9 imply that F (β) is continuous in β ∈ U (β 0 , δ) and that F ( β F II n ) − F (β 0 ) = o p (1) as n → ∞, the continuity of the link function (Assumption A.6) implies that θ s n ( β F II n ) → b( F (β 0 ), β 0 ) = θ 0 ; similarly, ∂ θ s n ( β III n )/∂β T → ∂b( F (β 0 ), β 0 )/∂β T , and ∂ θ s n (ξ n )/∂β T → ∂b( F (β 0 ), β 0 )/∂β T in probability for n → ∞.
Consequently, we have due to the full-rank Assumption A.6 that
Recall that D denotes ∂b( F (β 0 ), β 0 )/∂β T . Subtracting (62) from (70) yields
To prove the theorem, we have to show that the difference θ s n (β 0 )/S is asymptotically negligible in probability. The estimates θ s n (β 0 ) and θ s n (β 0 ) are obtained for data y i = max{x T i β + ε s i , 0}, where ε s i ∼ N (µ τ σ(x i ), σ(x i )) and σ(x i ) represent the conditional variance functions σ(x i ; β 0 ) and σ n (x i ; β 0 ), respectively. Thus, ε s i (β 0 )|x i follows a normal distribution with mean µ τ σ(x i ; β 0 ) and variance σ(x i ; β 0 ) and (x i , ε s i (β 0 )) follows their joint distribution P 0 . On the other hand, ε s i (β 0 )|x i is characterized a different conditional distribution, which is a normal distribution with mean µ τ σ n (x i ; β 0 ) and variance σ n (x i ; β 0 ); the joint distribution of (x i , ε s i (β 0 )) is denoted P n (it has the same marginal distribution of x i as P 0 ).
We have already established that both θ s n (β 0 ) and θ s n (β 0 ) are consistent estimators of θ 0 . As the variance functions at β 0 are bounded (see the introduction of Appendix B), censored data simulated from P 0 and P n satisfy assumptions of Theorem 5 if condition (28) is verified. As all terms of {r(y i , x i , θ ′ ) − r(y i , x i , θ ′′ )} 2 in condition (28) with their expectations varying with P n have the form C 2 (θ ′ , θ ′′ , θ 0 )ρ τ (y − x T θ ′ )ρ τ (y − x T θ ′′ ), C 1 (θ ′ , θ ′′ , θ 0 )ρ τ (y − x T θ)I(y ≤ x T θ 0 ), or C 0 (θ ′ , θ ′′ , θ 0 )I(y ≤ x T θ 0 )I(y ≤ x T θ 0 ) for some deterministic functions C 0 , C 1 , C 2 and some θ ′ , θ ′′ ∈ U (θ 0 , δ), Lemma 10 implies the validity of condition (28) . Consequently, we can write using the asymptotic linearity 40 result of Theorem 5 for any s = 1, . . . , S n 1/2 θ
