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ABSTRACT. Given a vector space V of homogeneous polynomials of the same degree over an infi-
nite field, consider a generic subspace W of V . The main result of this paper is a lower-bound (in general
sharp) for the dimensions of the spaces spanned in each degree by the partial derivatives of the forms
generating W , in terms of the dimensions of the spaces spanned by the partial derivatives of the forms
generating the original space V .
Rephrasing our result in the language of commutative algebra (where this result finds its most important
applications), we have: let A be a type t artinian level algebra with h-vector h = (1, h1, h2, ..., he), and
let, for c = 1, 2, ..., t− 1, Hc,gen = (1, Hc,gen
1
, H
c,gen
2
, ..., Hc,gen
e
) be the h-vector of the generic type c level
quotient of A having the same socle degree e. Then we supply a lower-bound (in general sharp) for the
h-vector Hc,gen. Explicitly, we will show that, for any u ∈ {1, ..., e},
Hc,gen
u
≥
1
t2 − 1
((t− c)he−u + (ct− 1)hu) .
This result generalizes a recent theorem of Iarrobino (which treats the case t = 2).
Finally, we begin to obtain, as a consequence, some structure theorems for level h-vectors of type bigger
than 2, which is, at this time, a very little explored topic.
Math. Subject Class.: 13E10 (Primary); 13H10 (Secondary).
Key words and phrases: Artinian algebra; level algebra; h-vector; generic quotient; dimension; partial
derivatives.
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1 Introduction and preliminary results
Let S be a polynomial ring in r variables over an infinite field, and denote by Si the
subspace of degree i homogeneous elements (forms) of S. Let us consider a vector sub-
space V of Se, generated by t forms, and let h = (1, h1, ..., he−1, he = t) be the vector
of the dimensions of the spaces spanned by the partial derivatives of the generators of
V in each degree. That is, for i = 0, 1, ..., e, he−i is the dimension of the subspace of
Se−i spanned by the order i partial derivatives of the elements of V . Let W ⊆ V be
a vector subspace generated by c generic (this term will be defined later) forms of V .
The main result of this paper is a lower-bound (which is in general sharp) for the vector
Hc,gen = (1, Hc,gen1 , H
c,gen
2 , ..., H
c,gen
e ) of the dimensions of the spaces spanned by the par-
tial derivatives of the generators of W . This lower-bound will be expressed in terms of
the entries of the vector h above.
The most important application of this result is to commutative algebra, in particular
to the study of the h-vectors of level algebras, as we will see later. We remark here that
there are also significant applications of the study of the behavior of the partial derivatives
of multivariate polynomials to other areas of algebra (e.g., invariant theory), to geometry,
combinatorics, and even complexity theory (see, e.g., the article [NW ]).
Before rephrasing the result mentioned above in the language of commutative alge-
bra, let us introduce the definitions we will need and fix the setting we will be working in
throughout this paper. We consider standard graded artinian algebras A = R/I, where
R = k[x1, ..., xr], I is a homogeneous ideal of R and the xi’s all have degree 1. We assume
for simplicity that k is a field of characteristic zero, even if our results also hold when k
is an infinite field of characteristic p (see Remark 2.15).
The h-vector of A is h(A) = h = (h0, h1, ..., he), where hi = dimk Ai and e is the last
index such that dimk Ae > 0. Since we may suppose that I does not contain non-zero
forms of degree 1, r = h1 is defined to be the codimension of A.
The socle of A is the annihilator of the maximal homogeneous ideal m = (x1, ..., xr) ⊆
A, namely soc(A) = {a ∈ A | am = 0}. Since soc(A) is a homogeneous ideal, we define
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the socle-vector of A as s(A) = s = (s0, s1, ..., se), where si = dimk soc(A)i. Notice that
h0 = 1, s0 = 0 and se = he > 0. The integer e is called the socle degree of A (or of h).
The type of the socle-vector s (or of the algebra A) is type(s) =
∑e
i=0 si.
If s = (0, 0, ..., 0, se = t), we say that the algebra A is level (of type t). In particular,
if t = 1, A is Gorenstein. With a slight abuse of notation, we will sometimes refer to an
h-vector as Gorenstein (or level) if it is the h-vector of a Gorenstein (or level) algebra.
We now recall the main facts of the theory of inverse systems, or Macaulay duality,
which we will use in the sequel. Inverse systems are the key instrument which links our
main theorem to commutative algebra. (For a complete introduction to this theory, we
refer the reader to [Ge] and [IK].)
Macaulay duality. Let S = k[y1, ..., yr], and consider S as a graded R-module where
the action of xi on S is partial differentiation with respect to yi.
There is a one-to-one correspondence between artinian algebras R/I and finitely gen-
erated R-submodules M of S, where I = Ann(M) is the annihilator of M in R and,
conversely, M = I−1 is the R-submodule of S which is annihilated by I (cf. [Ge], Remark
1), p. 17).
If R/I has socle-vector s, then M is minimally generated by si elements of degree i,
for i = 1, 2, ..., e, and the h-vector of R/I is given by the number of linearly independent
derivatives in each degree obtained by differentiating the generators of M (cf. [Ge], Re-
mark 2), p. 17).
In particular, level algebras of type t and socle degree e correspond to R-submodules
of S minimally generated by t elements of degree e.
The present work generalizes the main result of Iarrobino’s paper [Ia], which deter-
mines a lower-bound (that is in general sharp, as we have noticed in [Za]) for the h-vector
of the generic Gorenstein quotient of a type 2 level k-algebra A of the same socle degree,
say e. In fact, it is easy to see, by inverse systems, that the generic Gorenstein quotients
of A of socle degree e all have the same h-vector. (Here, in the type 2 context, by generic
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Gorenstein quotients we mean, as in Iarrobino’s work, those parameterized by the points
of a non-empty open subset of P1(k), given two generators for the inverse system module
corresponding to A.)
Furthermore, the h-vector of those generic Gorenstein quotients is the (entry by entry)
largest among the h-vectors of all the Gorenstein quotients of A of socle degree e. The key
portion of Iarrobino’s work was obtaining a “good” lower-bound for this generic h-vector.
Since, by a theorem of Geramita et al. ([GHMS]) that we will state later (Theorem
1.5), the reverse of the difference between the h-vector of a level algebra of type t and the
h-vector of any of its type t− 1 quotients having the same socle degree is an O-sequence,
Iarrobino was able to deduce from his theorem some restrictions on the possible h-vectors
of level algebras of type t = 2 (we also extensively exploited [GHMS]’s result in [Za]).
Although level h-vectors have been studied a lot ([GHMS]’s bibliography lists all the
main papers on the subject up to 2003), at this date there is no complete characterization
of these h-vectors, even in the first non-Gorenstein case: type 2 and codimension 3 (see
[Ia2] for codimension 2). For t > 2, level h-vectors are even less known (see, e.g., the list
of problems in [GHMS].)
Given an artinian level algebra A of arbitrary type t, the most important result of
this paper is a lower-bound (in general sharp) for the h-vector of the generic type c
(c = 1, 2, ..., t−1) level quotient of A having the same socle degree (Main Theorem (2.9)).
We will conclude by exhibiting some applications, which show that our result is a
useful tool in starting to study effectively the still wide open problem of classifying level
h-vectors of arbitrary type.
On the other hand, of course, in this paper we will not yet be able to say for type t > 2
as much as can be said for type 2, since Gorenstein h-vectors are much better known than
type t−1 level h-vectors when t > 2. Therefore, we will be able to exploit the main result
of this work in the study of type t level h-vectors better when we know more about type
t− 1 level h-vectors.
We now state the main result of Iarrobino’s paper [Ia] (which we rephrase in our
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notation):
Theorem 1.1 ([Ia]). Let A be a level algebra of type 2 and socle degree e hav-
ing h-vector h = (1, h1, h2..., he), and let H
1,gen = (1, H1,gen1 , H
1,gen
2 , ..., H
1,gen
e ) be the
h-vector of the generic Gorenstein quotient of A having socle degree e. Furthermore,
let u ∈ {1, 2, ..., e}, and define i = e − u. If, for some integer δu ≥ 0, we have
hi ≥ 2hu − 2− 3δu, then H
1,gen
u ≥ hu − δu.
Proof. See [Ia], Theorem 2.4. ⊓⊔
Remark 1.2. Notice that Iarrobino’s theorem more simply states that, with the
notation above,
H1,genu ≥
1
3
(hu + hi). (1)
This equivalent form (which gets rid of δu and will be consistent with our following
formulas) can be easily obtained by observing that the smallest integer δu satisfying the
inequality of the statement is δu =
⌈
2hu−hi−2
3
⌉
, where as usual ⌈α⌉ indicates the least inte-
ger greater than or equal to α and ⌊α⌋ indicates the largest integer less than or equal to
α. Therefore the conclusion of the theorem is H1,genu ≥ hu−
⌈
2hu−hi−2
3
⌉
= hu−
⌊
2hu−hi
3
⌋
=⌈
1
3
(hu + hi)
⌉
, whence we obtain (1), since H1,genu is an integer.
Using the above notation, our generalization of Iarrobino’s result (in the form of in-
equality (1)), which we now state in the language of commutative algebra, is the following
(we will prove it in the next section):
Theorem 2.9 (Main Theorem). For every integer c, 1 ≤ c ≤ t− 1, we have:
Hc,genu ≥
1
t2 − 1
((t− c)hi + (ct− 1)hu) .
Definition-Remark 1.3. Let n and i be positive integers. The i-binomial expansion
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of n is
n(i) =
(
ni
i
)
+
(
ni−1
i− 1
)
+ ...+
(
nj
j
)
,
where ni > ni−1 > ... > nj ≥ j ≥ 1. Under these hypotheses, the i-binomial expansion of
n is unique (e.g., see [BH ], Lemma 4.2.6).
Furthermore, define
n<i> =
(
ni + 1
i+ 1
)
+
(
ni−1 + 1
i− 1 + 1
)
+ ...+
(
nj + 1
j + 1
)
.
Theorem 1.4 (Macaulay). Let h = (hi)i≥0 be a sequence of non-negative integers,
such that h0 = 1, h1 = r and hi = 0 for i > e. Then h is the h-vector of some standard
graded artinian algebra if and only if, for every d, 1 ≤ d ≤ e− 1,
hd+1 ≤ h
<d>
d .
Proof. See [BH ], Theorem 4.2.10. (This theorem holds, with appropriate modifica-
tions, for any standard graded algebra, not necessarily artinian.) ⊓⊔
A sequence of non-negative integers which satisfies the growth condition of Macaulay’s
theorem is called an O-sequence.
The following is the fundamental result of Geramita et al. that we mentioned earlier:
Theorem 1.5 ([GHMS]). Let F1, ..., Ft ∈ S be any linearly independent forms of
degree e, and let M =< F1, ..., Ft > and N =< F1, ..., Ft−1 > be two inverse system sub-
modules of S. Then the reverse of the difference between the h-vectors of A = R/Ann(M)
and R/Ann(N) is an O-sequence (which is the h-vector of a quotient of A).
Proof. See [GHMS], Lemma 2.8 and Theorem 2.10. ⊓⊔
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2 The main result
Let us consider a level algebra A = R/I having type t, socle degree e and h-vector
h = (1, h1, h2..., he), and let M =< F1, F2, ..., Ft >⊆ S be the inverse system module
which is annihilated by I. It can be easily seen that, similarly to what we already ob-
served in the Introduction for t = 2, for any t ≥ 2 and c ∈ {1, 2, ..., t−1} the generic level
quotients of A of type c and socle degree e (that is, the quotients parameterized by the
points of a non-empty open subset of (Pt−1(k))c, given the generators F1, ..., Ft of M) all
have the same h-vector, which is the (entry by entry) maximal h-vector among those of
all the type c level quotients of A having socle degree e. Our purpose is to determine a
“good” lower-bound for this generic h-vector, Hc,gen = (1, Hc,gen1 , H
c,gen
2 , ..., H
c,gen
e ).
Recall that, by inverse systems (see the Macaulay duality section in the Introduction),
the integer Hc,geni is the dimension of the space spanned by the (e− i)-th partial deriva-
tives of the forms generating a generic c-dimensional subspace of M in degree e .
Definition-Remark 2.1. As above, let i = e− u. For given forms G1, G2, ..., Gp ∈ S
of degree e, define, for any u such that 1 ≤ u ≤ e− 1, du(G1, G2, ..., Gp) as the dimension
(over k) of the intersection of the spaces spanned by the i-th partial derivatives of the
Gj ’s (which is clearly a k-vector subspace of Su).
Given M ⊆ S and a minimal set of generators F1, ..., Ft of M , define
Σu(F1, ..., Ft) =
∑
j1<j2
du(Fj1, Fj2)−
∑
j1<j2<j3
du(Fj1, Fj2, Fj3) + ...+ (−1)
tdu(F1, ..., Ft).
(If the choice of the Fj ’s is clear from the context, we will simply write Σu instead of
Σu(F1, ..., Ft).)
Lemma 2.2. If F1, ..., Ft are generic forms of M = I
−1 generating M , then:
Σu = tH
1,gen
u − hu. (2)
Proof. Notice that, since the Fj’s are being chosen generically, the dimension of the
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quotient space given by the intersection of the spaces spanned by the i-th derivatives of,
say, q of these t forms modulo (its intersection with) the space spanned by the derivatives
of the other t− q forms, is independent of the subset of q forms that we choose. (We will
call this dimension Du(q), for q = 1, ..., t. For instance, if t = 3, the dimension Du(2) of
the intersection of the spaces spanned by the i-th derivatives of F1 and F2 modulo the
space spanned by the derivatives of F3 remains constant when we permute the indices 1,
2 and 3.)
The formula of the statement now immediately follows from a straightforward appli-
cation of the exclusion-inclusion principle (see the next example). ⊓⊔
Example 2.3. Let t = 3. Then, by the exclusion-inclusion principle, H1,genu is equal
to the following sum: the dimension Du(1) of the space spanned by the i-th derivatives
of one generic form, say F1, modulo the space of the derivatives of the other two forms
(F2 and F3), plus the dimension Du(2) of the intersection of the spaces spanned by the
derivatives of F1 and F2 modulo the space of the derivatives of F3, plus one more time
the dimension Du(2) (computed as above after switching F2 and F3), plus the dimension
Du(3) of the intersection of the spaces spanned by the derivatives of F1, F2 and F3. Thus,
H1,genu = Du(1) + 2Du(2) +Du(3).
Again by the exclusion-inclusion principle, one similarly checks that hu = 3Du(1) +
3Du(2) + Du(3). Likewise, we have Σu = Σu(F1, F2, F3) = du(F1, F2) + du(F1, F3) +
du(F2, F3)− du(F1, F2, F3) = 3(Du(2) +Du(3))−Du(3) = 3Du(2) + 2Du(3).
Hence it follows that, for t = 3, Σu = 3H
1,gen
u − hu, as stated in the previous lemma.
Let us now supply a lower-bound for the u-th entry of the h-vector of the generic
Gorenstein quotient of A of socle degree e.
Theorem 2.4. For generic forms F1, F2, ..., Ft of M generating M , we have
H1,genu ≥ hi − Σu. (3)
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Proof. We proceed by induction on t, since we know that the result is true for t = 2
((3) is exactly the first inequality of the statement of [Ia], Theorem 2.2 when t = 2).
Suppose that the theorem holds for t−1, where t ≥ 3. Since generic Gorenstein quotients
of A = R/Ann(M) are clearly generic Gorenstein quotients of generic type t − 1 level
quotients of A, by the induction hypothesis we have
H1,genu ≥ H
t−1,gen
i − Σ
t−1
u , (4)
where by Σt−1u we indicate the integer Σu referred to the generic type t− 1 subalgebra.
It is easy to see, by definition, that
Σt−1u = Σu −H
1,gen
u +Du(1). (5)
It immediately follows from the definition of Di(1) that
H t−1,geni = hi −Di(1). (6)
Therefore, by (4), (5) and (6) we have
H1,genu ≥ hi − Σu +H
1,gen
u −Du(1)−Di(1).
Hence, in order to prove (3), it suffices to show that
H1,genu ≥ Du(1) +Di(1).
We will again proceed by induction on t, since for t = 2 the result follows immediately
from the first inequality of [Ia], Theorem 2.2 (which coincides with (3) when t = 2) and
the symmetry of Gorenstein h-vectors. The dimensions Dt−1u (1) and D
t−1
i (1), defined in
the obvious way for the generic type t − 1 level subalgebra, are clearly greater than or
equal to, respectively, Du(1) and Di(1), for in computing the latter dimensions we must
also take into account the intersections with the derivatives of one more form.
Therefore, by induction and what we have just observed, we obtain
H1,genu ≥ D
t−1
u (1) +D
t−1
i (1) ≥ Du(1) +Di(1),
as we wanted to show. This proves the theorem. ⊓⊔
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Corollary 2.5.
H1,genu ≥
1
t+ 1
(hi + hu).
Proof. If we consider the Fj ’s generic inside M , from Theorem 2.4 and equation (2),
we have H1,genu ≥ hi − Σu = hi − tH
1,gen
u + hu, and the result immediately follows. ⊓⊔
The following corollary generalizes [Ia], Corollary 2.5 to arbitrary t:
Corollary 2.6. Let A be as above, h(A) = (1, r, h2..., he−1, t). If he−1 ≥ t(r − 1),
then there exists a Gorenstein quotient of A of socle degree e having codimension r.
Proof. By Corollary 2.5, for he−1 ≥ t(r − 1) we have
H1,gen1 ≥
1
t+ 1
(he−1 + r) ≥
1
t + 1
(t(r − 1) + r) = r −
t
t + 1
> r − 1,
whence H1,gen1 = r. ⊓⊔
We now need the following combinatorial formula. We thank Professor A. Conca
for providing us with the elegant proof below.
Lemma 2.7. Let t and j be integers such that t ≥ j ≥ 2. Then:
j∑
h=2
(−1)h
(
t
h
)(
t− h
j − h
)
= (j − 1)
(
t
j
)
.
Proof. An easy computation shows that (−1)0
(
t
0
)(
t−0
j−0
)
+(−1)1
(
t
1
)(
t−1
j−1
)
= −(j−1)
(
t
j
)
.
Hence it suffices to show that
j∑
h=0
(−1)h
(
t
h
)(
t− h
j − h
)
= 0. (7)
Let us fix j, and consider the summands of the l.h.s. of (7), for every h, as functions
of t. They are equal to
(−1)h ·
t(t− 1) · · · (t− h + 1)
h!
·
(t− h)(t− h− 1) · · · (t− j + 1)
(j − h)!
.
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These are clearly all functions of degree h + (j − h) = j, and each annihilates at
t = 0, 1, ..., j − 1. Hence the l.h.s. of (7) is a function of t, say fj(t), of degree at most
j with the j zeroes t = 0, t = 1, ..., t = j − 1. In order to prove that fj(t) is identically
equal to 0, it is enough to show that it has one more zero. Let us compute fj(j). We have
fj(j) =
j∑
h=0
(−1)h
(
j
h
)(
j − h
j − h
)
=
j∑
h=0
(−1)h
(
j
h
)
= (1− 1)j = 0.
This proves (7) and the lemma. ⊓⊔
Using the same notation as above, notice that, for the type t−1 generic level subalgebra
of A of socle degree e, equation (2) becomes
Σt−1u = (t− 1)H
1,gen
u −H
t−1,gen
u . (8)
Lemma 2.8. Let t > 2. For generic forms F1, F2, ..., Ft of M generating M , we have
Σu =
t− 1
t− 2
Σt−1u + c1,
for some real number c1 ≥ 0.
Proof. We begin by showing the following:
Claim. For every u, we have
Σu =
(
t
2
)
Du(2) + 2
(
t
3
)
Du(3) + ... + (t− 2)
(
t
t− 1
)
Du(t− 1) + (t− 1)
(
t
t
)
Du(t). (9)
Proof of claim. By definition of Σu, it is easy to check that the number of times Du(j)
must be counted in computing Σu is equal, for every j = 2, ..., t, to
j∑
h=2
(−1)h
(
t
h
)(
t− h
j − h
)
. (10)
Thus, (9) follows from Lemma 2.7. This proves the claim.
Claim.
Σt−1u =
((
t
2
)
−
(
t− 1
1
))
Du(2) +
(
2
(
t
3
)
−
(
t− 1
2
))
Du(3) + ...
11
+(
(t− 2)
(
t
t− 1
)
−
(
t− 1
t− 2
))
Du(t− 1) +
(
(t− 1)
(
t
t
)
−
(
t− 1
t− 1
))
Du(t).
Proof of claim. Let us suppose that, in computing H t−1,gen, we consider the generic
forms F1, F2, ..., Ft−1 of M , and that we again consider these forms as the generators of
the t− 1 cyclic modules each giving the generic Gorenstein h-vector H1,gen. The number
of times we have to consider, in computing Σt−1u , a quotient space where the derivatives
of exactly j of all the t forms “appear” (i.e. the coefficient of Du(j) in Σ
t−1
u ) is clearly the
number of times such a quotient space appears in Σu minus the number of times one of
these j forms is Ft, i.e. the generic form we have “left out” in computing H
t−1,gen
u . And
this number is exactly
(
t−1
j−1
)
. This proves the claim.
It is easy to check that, for every j, 2 ≤ j ≤ t− 1, the ratio of the coefficients of Du(j)
in Σu and Σ
t−1
u is greater than the ratio of the corresponding coefficients of Du(j+1), i.e.
that
(j − 1)
(
t
j
)
(j − 1)
(
t
j
)
−
(
t−1
j−1
) > j
(
t
j+1
)
j
(
t
j+1
)
−
(
t−1
j
) .
The result now immediately follows, since the ratio of the coefficients of Du(t) is
t−1
t−2
. ⊓⊔
Now we are ready for the main result of this paper:
Theorem 2.9 (Main Theorem). For every integer c, 1 ≤ c ≤ t− 1, we have:
Hc,genu ≥
1
t2 − 1
((t− c)hi + (ct− 1)hu) .
In particular, for c = t− 1,
H t−1,genu ≥
1
t2 − 1
(hi + (t
2 − t− 1)hu).
Proof. Let us first show the theorem for c = t− 1. We can assume that t > 2, since
the case t = 2 is Iarrobino’s theorem (rephrased as in (1)). For the sake of brevity, let
c0 =
t−1
t−2
.
From Lemma 2.8 and equation (2), we get
Σt−1u =
1
c0
(Σu − c1) =
1
c0
(tH1,genu − hu − c1).
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Hence, (8) becomes
H t−1,genu = (t− 1)H
1,gen
u −
t
c0
H1,genu +
1
c0
hu +
c1
c0
.
Getting rid of c1
c0
, which is non-negative, and using Corollary 2.5, we obtain
H t−1,genu ≥
c0t− c0 − t
c0
·
1
t+ 1
(hi + hu) +
1
c0
hu,
which an easy computation shows is equal to 1
t2−1
(hi+(t
2− t−1)hu), as we desired. This
proves the theorem for c = t− 1.
Now let c ≤ t− 2. By induction, let us suppose that the theorem holds for some index
c + 1, 1 ≤ c ≤ t− 2, i.e. that
Hc+1,genu ≥
1
t2 − 1
((t− (c+ 1))hi + (t(c+ 1)− 1)hu) .
We want to show the inequality of the statement forHc,genu . Since generic level quotients
of A of type c can be seen as generic level quotients of type c of generic level quotients of
A of type c+ 1, we have
Hc,genu ≥
1
(c+ 1)2 − 1
(Hc+1,geni + (c(c+ 1)− 1)H
c+1,gen
u ) ≥
1
(c+ 1)2 − 1
(
1
t2 − 1
((t− (c+ 1))hu + (t(c+ 1)− 1)hi)
+(c(c+ 1)− 1)
1
t2 − 1
((t− (c+ 1))hi + (t(c+ 1)− 1)hu)
)
.
A standard computation shows that the r.h.s. of the inequality above is equal to
1
t2−1
((t − c)hi + (ct − 1)hu), and this concludes the induction process. Since we have
already shown the theorem for c = t− 1, the proof is complete. ⊓⊔
Notice that Corollary 2.5 is the particular case c = 1 of the Main Theorem (2.9).
From the Main Theorem we immediately obtain the following:
Corollary 2.10. Let A be as above, h(A) = (1, r, h2..., he−1, t). If he−1 ≥ −t
2+ rt+2,
then there exists a level quotient of A of type t−1 and socle degree e having codimension r.
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Proof. By the Main Theorem (2.9), for he−1 ≥ −t
2 + rt+ 2 we have
H t−1,gen1 ≥
1
t2 − 1
(he−1+(t
2−t−1)r) ≥
1
t2 − 1
(−t2+rt+2+(t2−t−1)r) = r−
t2 − 2
t2 − 1
> r−1,
and therefore H1,gen1 = r. ⊓⊔
As we claimed in the Introduction, in general the Main Theorem (2.9) is sharp, that
is there exist level algebras whose generic level subalgebras of type c and socle degree e
have an h-vector which coincides with the lower-bound supplied by the theorem. We will
see this in the next example. We will omit the details, since it extends mutatis mutandis
[Za], Remark 2.6 to any t > 2 and c > 1.
Example 2.11. Let A be the level algebra of type t and codimension r = (t + 1)p
associated to the inverse system module M =< F1, ..., Ft >, where Fj = yjp+1y
e−1
1 +
yjp+2y
e−1
2 + ...+ y(j+1)py
e−1
p .
It is easy to see that the h-vector of A is h = (1, (t + 1)p, (t + 1)p, ..., (t + 1)p, t).
Standard considerations also show that all the level quotients of A of type c and the same
socle degree (not only those generic) have h-vector (1, (c+1)p, (c+1)p, ..., (c+1)p, c), for
every c = 1, 2, ..., t− 1.
Since
(c+ 1)p =
1
t2 − 1
((t− c)(t + 1)p+ (tc− 1)(t+ 1)p),
we have that the lower-bound of the Main Theorem (2.9) is sharp for these algebras A.
Although the Main Theorem (2.9), as we have seen, in general cannot be improved,
there are cases where our lower-bound is not sharp. In particular, if we want a lower-
bound for the h-vector of the generic type c level subalgebra B of A, sometimes we obtain
a better result by considering B as a subalgebra of a generic type c + 1 level subalgebra
of A, rather than directly as a subalgebra of A. The next example clarifies this concept.
Example 2.12. Let h = (1, 3, 5, 7, 7, 5, 3) be the h-vector of a level algebra A of
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type 3. (Notice that such an h exists: it suffices to truncate a Gorenstein algebra having
h-vector (1, 3, 5, 7, 7, 5, 3, 1).)
By the Main Theorem (2.9), a generic level subalgebra B of A of type 2 and the
same socle degree has h-vector h
′
≥ (1, 3, 4, 6, 5, 4, 2). By [GHMS]’s Theorem 1.5 and
Macaulay’s Theorem 1.4, we actually have h
′
≥ (1, 3, 5, 6, 6, 4, 2) (since the reverse of
the difference between h and h
′
has to be an O-sequence, and (1,3,4,6) does not satisfy
Macaulay’s theorem).
By applying the Main Theorem (2.9) to h, we have that the generic Gorenstein quo-
tient of A has h-vector h
′′
≥ (1, 2, 3, 4, 3, 2, 1).
Instead, if we consider the generic Gorenstein quotient of A as a generic quotient of
B, from the Main Theorem (2.9) applied to h
′
we get the sharper lower-bound h
′′
≥
(1, 3, 4, 4, 4, 3, 1).
Since we have some substantial information on level h-vectors of type 2 and codi-
mension 3, the Main Theorem (2.9) can give us some constraints on the possible level
h-vectors of type 3 and codimension 3.
Example-Remark 2.13. Let h = (1, 3, ..., 4, 3) be the h-vector of a level algebra
A. The Main Theorem (2.9) guarantees the existence of level subalgebras of A of type 2
and the same socle degree having h-vector h
′
≥ (1, 3, ..., 3, 2).
Hence, by [GHMS]’s Theorem 1.5, h can be written as the sum of a level h-vector
of the form h
′
= (1, 3, ..., 4, 2) plus (0, 0, ..., 0, 1) or as a level h-vector of the form
h
′′
= (1, 3, ..., 3, 2) plus (0, 0, ..., 0, 1, 1, ..., 1).
Again by the Main Theorem, we have that h
′
decomposes as a Gorenstein h-vector of
codimension 3 plus (0, 0, ..., 0, 1, 1, ..., 1). Furthermore, by the Main Theorem, h
′′
must
decompose as the sum of a Gorenstein h-vector of codimension 3 and (0, 0, ..., 0, 1) (see
[Za], Theorem 2.9 for a characterization of the level h-vectors of the form (1, 3, ..., 3, 2)).
It follows that, in either case, h can be written as a Gorenstein h-vector of codimension
3 plus (0, 0, ..., 0, 1, 1, ..., 1, 2).
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In particular, this implies the interesting fact that level h-vectors of the form h =
(1, 3, ..., 4, 3) are unimodal (i.e. they do not increase after they start decreasing).
Some evidence (see the tables in the Appendices of [GHMS]) suggests that level h-
vectors of type 2 and codimension 3 are unimodal with their increasing part being differ-
entiable (i.e., its first difference is an O-sequence). We wonder if this conjecture can be
extended to level h-vectors of codimension 3 and arbitrary type t. The particular case
studied in this example goes in that direction, but at this stage it seems too early to draw
any conclusion. The Main Theorem (2.9) will definitely help more for t = 3 than it does
now when we have a better knowledge of the possible level h-vectors of type 2.
Another interesting consequence of the Main Theorem (2.9) is the following lower-
bound for the next to last entry a of a level h-vector h = (1, r, ..., a, t) of arbitrary type t:
we will show in Theorem 2.14 below that, if r ≤ 7, then a ≥ r. It would be interesting to
find a sharp lower-bound for a for any given r and t. (See [Za], Theorem 3.3, ii), where
we have already shown the result below for t = 2.)
Theorem 2.14. Let h = (1, r, ..., a, t) be a level h-vector of type t. If r ≤ 7, then
a ≥ r.
Proof. Let us proceed by induction on t. The Gorenstein case is obvious by symmetry,
and the case t = 2, as we just said, was shown in [Za], Theorem 3.3, ii). Hence suppose
that the theorem holds for type t − 1, where t ≥ 3. We want to prove the theorem for
type t. Suppose, by contradiction, that, for some r ≤ 7, there exists a level algebra A
having h-vector h = (1, r, ..., a, t) with a < r.
We first want to show that a generic level subalgebra of A of type t− 1 and the same
socle degree e has h-vector H t−1,gen satisfying H t−1,gene−1 ≥ a − 1. Indeed, by the Main
Theorem (2.9) we have
H t−1,gene−1 ≥
1
t2 − 1
(r + (t2 − t− 1)a) = a−
ta− r
t2 − 1
,
which is easily seen to be greater than a− 2 under our hypotheses. Therefore H t−1,gene−1 ≥
16
a− 1, as we desired.
Hence, by [GHMS]’s Theorem 1.5,
H t−1,gen1


≥ r − 1, if H t−1,gene−1 = a− 1,
= r, if H t−1,gene−1 = a.
In either case, since r > a, we get a level h-vector of type t− 1 having the next to last
entry smaller than the codimension, but this contradicts the induction hypothesis. This
proves the theorem. ⊓⊔
Remark 2.15. As we mentioned in the Introduction, the results contained in this
paper also hold when k is an infinite field of characteristic p. In fact, if p > e, then no
modification is required in the statements or in the proofs (since no problem arises with
the coefficients of the partial derivatives of the forms of degree less than or equal to e).
Instead, when p ≤ e, one uses divided powers in place of inverse systems (and the action
of contraction in place of that of derivation), and the results remain valid (see [IK], Ap-
pendix A).
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