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Abstract
In this paper, we obtain a result of existence of weak periodic solution
of the model of monodomain for the electrical activity of an isolated ventri-
cle considering that it is activated periodically. In this regard, this periodic
solution has the same period of the activation. We use the Faedo-Galerkin
scheme to approximate the periodic solution and we prove that each Faedo-
Galerkin system of ordinary differential equations has a periodic solution, via
a fixed point theorem. Later, it is proved that this sequence of approximations
converges, in a suitable sense, to a weak period solution of the monodomain
model.
Keywords Monodomain model, Faedo-Galerkin scheme, weak formulation, weak
solutions
1 Introduction
The bidomain model is one of the most used models to simulate the electrical ac-
tivity of the heart. This models an active myocardium on a macroscopic scale by
relating membrane ionic current, membrane potential, and extracellular potential,
Henriquez [1]. From a mathematical point of view, for this model is considered
that the heart occupies a volume Ω ∈ R3 where in each point of this volume it is
possible to define two electrical potentials which are functions of the space and
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the time: the intracellular potential and extracellular potential associated to the
intracellular and extracellular domains, respectively, separated by the cell mem-
brane, see Sundnes, J., [2]. Created in 1969 (Schmidt [3]), (Clerc [4]) and first devel-
oped formally in 1978 (Tung [5]), (Miller [6], I), the bidomain model was initially
used to derive forward models, which compute extracellular and body-surface
potentials from given membrane potentials (Miller [6], I), (Gulrajani [7]), (Miller
[8], II) and (Gulrajani [9]). Later, the bidomain model was used to link multiple
membrane models together to form a bidomain reaction-diffusion (R-D) model
(Barr [10]), (Roth [11]), which simulates propagating activation based on no other
premises than those of the membrane model, those of the bidomain model, and
Maxwell’s equations. Other mathematical derivations of the macroscopic bido-
main type models directly from the microscopic properties of tissue and using
asymptotic and homogenization methods along with basic physical principles are
presented in (Neu [12]), (Ambrosio [13]) and (Pennacchio [14]).
Monodomain R-D models, conceived as a simplification of the R-D bidomain
models, are obtained uncoupling the parabolic and ordinary differential equations
of the elliptic equation in the bidomain model, assuming that the local conductiv-
ity parameters are proportional. In this regard, it is obtained a system of equa-
tions formed by one parabolic equation for the potential of membrane and a sys-
tem of ordinary equations for the activation variables. The monodomain model
that has advantages in both for mathematical analysis and computation, was actu-
ally developed before the first bidomain R-D models, and few papers have com-
pared monodomain with bidomain results. Those that did, have shown small
differences (Vigmond [15]), and monodomain simulations have provided realis-
tic results (Leon [16]), (Hren [17]), (Huiskamp [18]), (Bernus [19]), (Trudel [20])
and (Berenfeld [21]). In (Potse [22]) has been investigated the impact of the mon-
odomain assumption on simulated propagation in an isolated human heart, by
comparing results with a bidomain model. They have shown that differences be-
tween the two models were extremely small, even if extracellular potentials were
influenced considerably by fluid-filled cavities. All properties of the membrane po-
tentials and extracellular potentials simulated by the bidomain model have been
accurately reproduced by the monodomain model with a small difference in prop-
agation velocity between both models, even in abnormal cases with the Na con-
ductivity (Bernus [23]) reduced to 1/10 of its normal value, and have arrived at the
same conclusions. A formal derivation of the monodomain equation as we present
here can be found in [2].
On the other hand, from the qualitative point of view, the bidomain is very
complicated due to, several aspects, fundamentally:
• its nonlinearity,
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• it is a system of equations with three types of coupled equations: parabolic,
elliptic and ordinary differential equations,
• and, finally, given that the coefficients of the systems are not, necessarily,
smooth functions, probably, it has not classic solutions. In this sense, the
existence of a unique solution for the Cauchy problem, the existence of peri-
odic solutions and the stability of this type of solutions must be obtained in
a weak or variational framework.
There are few references in the literature dealing with the proof of the well-posedness
of the bidomain model. The most important seem to be Colli-Franzone and Savares
paper (Colli [24]), Veneroni’s technical report (Veneroni [25]) and Y. Bourgault,
Y. Coudie`re and C. Pierre’s paper (Bourgault [27]). In [24], global existence in
time and uniqueness for the solution of the bidomain model is proven, although
their approach applies to particular cases of ionic models, typically of the form
f(u,w) = k(u) + αw, g(u,w) = βu+ γw, where k ∈ C1(R) satisfies infR k′ > −∞. A
common ionic model reading this form is the cubic-like FitzHugh-Nagumo model
(Fitzhugh [28]), which, although it is important for qualitatively understanding
of the action potential propagation, its applicability to myocardial excitable cells
is limited (Keener [29]), (Panfilov [30]). However, from the results of (Colli [24])
is not possible to conclude the existence of solution for other simple two variable
ionic models widely used in the literature for modelling myocardial cells, such
as the Aliev-Panfilov (Aliev [31]) and MacCulloch (Rogers [32]) models. In [25],
Colli-Franzone and Savare´s results have been extended to more general and more
realistic ionic models, namely those taking the form of the Luo and Rudy I model
(Luo [34]), this result still does not include the Aliev-Panfilov and MacCulloch
models. In Reference [27], global in time weak solutions are obtained for ionic
models reading as a single ODE with polynomial nonlinearities. These ionic mod-
els include the FitzHugh-Nagumo model (Fitzhugh [28]) and simple models more
adapted to myocardial cells, such as the AlievPanfilov (Aliev [31]) and Rogers-
MacCulloch (Rogers [32]) models. In Hernandez [33], also it is obtained a result
about existence and uniqueness of weak solutions for the Cauchy problem, but
considering the monodomain model in an isolated ventricle which is activated by
the Pulkinje fiber and where the ionic model is the Rogers-MacCulloch. In this
regard, a homogeneous boundary conditions of Neumann it is considered.
In this paper, we study the monodomain model in a isolated region of the heart,
(a ventricle), in where the activation is given in the endocardium, with a period of
activation T , considering a ionic model of Roger-McCulloch type. In this case,
we obtain the variational formulation of the boundary problem from which it is
obtained a notion of “weak” solution as was made in [27] and [33].
We prove the existence of a weak T -periodic solution.
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Finally, we give a sufficient restriction over the parameters of the model so that
there is such T -periodic solution, which can be interpreted in a physiological sense.
1.1 Monodomain model for the electrical activity of heart
In this paper, the isolated ventricle is represented as a region Ω ⊂ R3, whose
boundary, ∂Ω, is formed by two disjoint regions, Γ0 and Γ1. The component Γ0
represents the epicardium (in direct contact with insulating medium), and Γ1 rep-
resents the endocardium (where electrical activation take place).
To describe the generation and propagation of electrical activity in a ventricle
we use the monodomain model, [2]. This model can be formulated as a parabolic
partial differential equation of reaction-diffusion with boundary conditions given
in Γ0 and Γ1. Coupled with this equation we have a system of ordinary differential
equations modelling the ionic currents.
The equations remains as follows
C
∂û
∂t
+ fion(û, û)−∇· (σ(x)∇û) = 0, (t,x) ∈ (0,∞)× Ω, (1)
∂ŵ
∂t
= g(û, ŵ), (t,x) ∈ (0,∞)× Ω, (2)
(σ∇(x)û) · η = 0, (t,x) ∈ (0,∞)× Γ0, (3)
(σ(x)∇û) · η = s(t)ϕ(x), (t,x) ∈ (0,∞)× Γ1. (4)
The equation (1) describes the balance of current in the heart muscle where
• C ∂û
∂t
, is the capacitive current,
• −∇· (σ∇û) , is the ohmic current
• and fion(û, w), is the ionic current induced by the cellular activation.
The equation (2) describes the dynamic of the activation and inhibition variables
for the ionic channels. In this model the anisotropic characteristics of tissue are
given by the tensor σ(x). Also, C = χCm, where Cm is the capacitance of the
cellular membrane and χ is its area per unit of volume. The function s : (0,∞)→ R
is periodic of period T˜ (sinus rhythm) and corresponds to the activation period
of endocardium which is given through Purkinje fibers. Finally, ϕ : Ω → R, is
the spacial density of activation and thus s(t)ϕ(x) represents the external current
source.
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In this paper we assume a phenomenological model given for the ionic cur-
rents, specifically, the Roger-McCulloch model, see [32].
fion(û, w) = a1 [û− ures] [û− uth] [û− upeak]
+ a2 [û− ures]w, (5)
where
a1 =
c1
u2amp
, a2 =
c2
uamp
(6)
and
g(û, w) = b [û− ures − c3w] . (7)
Here, ures, upeak and uamp are the resting value, peak value and the total amplitude
of the cardiac action potential respectively, uamp = upeak−ures and uth = ures+auamp.
This model is the reparametrized Fitz Hugh-Nagumo model.
Although, in a more realistic model the parameters should be function that
depend on the spatial variable in this paper we assume that the parameters are
constant.
In order to facilitate the computations and to give a suitable physiological in-
terpretation to results obtained in this paper, we make a change of variable and a
time reparametrization in the following form:
û = u+ ures, ŵ = ξw,
and
t = τ.
where ξ,  are artificial parameters that will be useful later. With this change of
variables the new unknowns are
u(τ,x) = û(τ,x)− urest, w(τ,x) = 1
ξ
ŵ(τ,x).
In this new variables the boundary problem is
∂u
∂τ
+ f̂(u,w)−∇· (σ̂∇u) = 0, (τ,x) ∈ (0,∞)× Ω, (8)
∂w
∂τ
= ĝ(u,w), (τ,x) ∈ (0,∞)× Ω, (9)
(σ∇u) · η = 0, (τ,x) ∈ (0,∞)× Γ0, (10)
(σ∇u) · η = s˜(τ)ϕ(x), (τ,x) ∈ (0,∞)× Γ1, (11)
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where
f̂(u,w) =
c4
C
u+ f(u,w), (12)
ĝ(u,w) = b(u− ξc3w), (13)
f(u,w) =

C
(
a1u
3 + ξa2uw − a1(upr + utr)u2
)
, (14)
and c4 = a1utrupr, utr = uth− ures, upr = upeak− ures. Also, s˜(τ) = s(τ) and σ̂ = Cσ.
Note that, if the function s is T -periodic then s˜ is T

-periodic and if s˜ is T -
periodic then s˜ is T -periodic. This same happens with unknown functions u,w.
Thus, in that follows, we assume that s˜ is T -periodic where T = T˜

and we prove
the existence of T -periodic solutions of the problem (9)-(11) and with this the exis-
tence a T˜ -periodic solution of problem (1)-(4).
1.2 Some notations and assumptions
We use the notation V := H1(Ω), H := L2(Ω), and work with a Banach space Lp(Ω),
for 2 ≤ p ≤ 6, which will be set later. We consider the Gelfand triple
V ⊂ H ⊂ V ∗,
where, these embeddings are dense and continuous and {V, V ∗} forms an adjoint
pair with duality product 〈·, ·〉V×V ∗ , such that the duality product satisfies
〈v, h〉V×V ∗ = (v, h) , for all v ∈ V, h ∈ H.
Here, (·, ·) represents the scalar product in H .
Furthermore, by the theorem of Sobolev embedding, the following continuous
inclusions:
V ⊂ Lp(Ω) ⊂ H ⊂ Lp′(Ω) ⊂ V ∗,
are fulfilled for all 2 ≤ p ≤ 6. In particular, in this paper we take p = 4.
The specific assumptions we will make about (8)-(11) are as follows:
(h1) Ω has boundary, ∂Ω, of class C2,
(h2) σ̂(x) is a symmetric matrix-function of the spatial variable x ∈ Ω, with co-
efficients in C1(Ω) and such that there are positive constants m and M such
that
0 < m|ξ|2 ≤ ξtσ̂(x)ξ ≤M |ξ|2, for all ξ ∈ R3,
is met for almost all x ∈ Ω.
(h3) s˜ ∈ L∞(0,∞), and ϕ ∈ L2(Γ1). Besides, we assume that s˜(t) is a T -periodic
function.
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2 Variational formulation, notion of weak solution
In this section, we give a variational formulation for the boundary value problem
(8)-(11) and define weak solution of this problem.
From here, we return to the notation t for the time variable.
Remark 1 How it can be seen from formulas (12) and (13), the functions f and ĝ have the
form f(u,w) = f1(u) + f2(u)w and ĝ(u,w) = g1(u) + g2w where
|f1(u)| ≤ l1 + l2|u|p−1,
|f2(u)| ≤ a2|u|p/2−1,
|g1(u)| ≤ b
2
(
1 + |u|p/2) ,
where p = 4, and
l1 =
a1
C
(
1
3
(utr + upr) +
2
3
utrupr
)
,
l2 =
a1
C
(
1 +
2
3
(utr + upr) +
1
3
utrupr
)
.
Applying Lemma 25 of [27] we have that, the mappings (u,w) ∈ Lp(Ω)×H 7→ f̂(u,w) ∈
Lp
′
(Ω), and (u,w) ∈ Lp(Ω) × H 7→ ĝ(u,w) ∈ H, are well defined. Furthermore, it has
that
‖f(u,w)‖Lp′ (Ω) ≤ A1|Ω|1/p
′
+ A2‖u‖p/p
′
Lp + A3‖w‖2/p
′
H ,
‖ĝ(u,w)‖H ≤ B1|Ω|1/2 +B2‖u‖p/2Lp +B3‖w‖H ,
where Ai, Bi with i = 1, 2, 3 are positive constants, given by
A1 = l1, A2 = l2 +
2
3
ξa2, A3 =
a2ξ
3
,
B1 =
b
2
, B2 =
b
2
, B3 = ξc3.
Note, these constants depend on the parameters of the model, involved in f̂(u,w) and
gˆ(u,w). In this regard, in this paper, we obtain results about existence of periodic solutions,
as it was already said, that imposes restriction on these parameters that can be interpreted
in a physiological sense.
Also, Lemma 25 of [27] affirms that f, ĝ satisfy the property: there exists constants
n, λ, r, q > 0 such that
λuf(u,w)− wĝ(u,w) ≥ n|u|p − r(|u|2 + |w|2)− q,
for all vector (u,w) ∈ R2.
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Now, suppose that (u,w) is a vector classic solution of problem (8)-(11) and
multiply (8) by a function v ∈ V and (9) by h ∈ H. Integrating by parts we obtain
the following equalities:∫
Ω
∂u
∂t
v +
∫
Ω
σ̂∇u∇v +
∫
Ω
f̂(u,w)v = s(t)
∫
Γ1
ϕvds,∫
Ω
∂w
∂t
h+
∫
Ω
ĝ(u,w)h = 0,
from which it is obtained that
∂
∂t
∫
Ω
uv +
∫
Ω
σ̂∇u∇v +
∫
Ω
f̂(u,w)v = s(t)
∫
Γ1
ϕvds, (15)
∂
∂t
∫
Ω
wh+
∫
Ω
ĝ(u,w)h = 0. (16)
Now, let φ ∈ D(I) be a infinitely differentiable function with compact support in
an interval I = [0, tˆ] for tˆ > 0, multiplying (15) and (16) by φ and integrating by
parts, we obtain
−
∫
I
∫
Ω
uvφ′ +
∫
I
∫
Ω
σ̂∇u∇vφ+
∫
I
∫
Ω
f̂(u,w)vφ =
∫
I
∫
Γ1
s(t)ϕvφds, (17)
−
∫
I
∫
Ω
whφ′ +
∫
I
∫
Ω
ĝ(u,w)hφ = 0. (18)
Then, if (u,w) ∈ V × H, these equalities still make sense and the integrals in the
left-side of (17)-(18) are finite by Remark 1.
We can define the functional ϕ∗ ∈ V ∗, given by
〈v, ϕ∗〉V×V ∗ =
∫
Γ1
ϕv, for v ∈ V,
such that ‖ϕ∗‖V ∗ ≤ NT ‖ϕ‖L2(Γ1), where NT is the norm of the trace operator from
V in L2(Γ1).
Before to give a definition of weak solution we will give some properties of the
bilinear form
a(u, v) :=
∫
Ω
σ̂∇u∇v + c4
C
∫
Ω
uv, (19)
defined in V × V.
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2.1 Some important results about the bilinear form a(u, v)
In this section, we give some properties of the bilinear form a(u, v), given in (19),
which will be very important for the results that we want to obtain in this paper.
Due to properties of matrix σ, it is possible to prove that there are positive
constants α andM, such that
|a(u, v)| ≤ M‖u‖V ‖v‖V ,
α ‖u‖2V ≤ a(u, u) + α ‖u‖2H ,
that is, a is a bilinear form continuous and coercive. Thus, there exists a linear
operator A : V ⊂ V ∗ → V ∗, which also is bounded, sectorial, closed and densely
defined, such that
a(u, v) = 〈v,Au〉V×V ∗ .
We are also concerned with the restriction of A to H , that we denote as A. The
operator A it is defined as{ D(A) = {v ∈ V ;Av ∈ H} ,
Av = Av.
In this case, we have more information about A, due to the conditions assumed
over σ and Ω, given in (h1) and (h2), we have that{ D(A) = {v ∈ H2(Ω); (σ∇u)n|∂Ω = 0} ,
Av = −∇ · (σ̂∇v) + c4v.
Then, the operatorA is self-adjoint, positive and has compact inverse and thus this
has an increasing sequence of eigenvalues 0 < λ0 ≤ λ1 ≤ . . . ≤ λn ≤ . . ., which are
associated to a sequence of eigenvectors (ψi)
∞
i=0, such that
limλn =∞
and the eigenvector forms a orthonormal base of H and ψi ∈ V for all i ∈ N.
Note that,
a(ψi, v) = 〈v,Aψi〉V×V ∗ = (Aψi, v) = λi (ψi, v) .
In particular,
a(ψi, ψi) = λi.
For other hand, given that A is sectorial, the family of bounded operators e−tA for
all t ≥ 0, can be defined, defining e−0A = Id(the identity operator in H).
With respect to this family of operators, it is possible to give several properties,
such as:
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• for all t > 0, the spectrum of operator e−tA is (e−λit)∞
i=0
, thus 1 6∈ σ (e−tA) ,
given λi > 0 for all i ∈ N. Furthermore, (ψi)∞i=0 are the eigenvectors associ-
ated,
• (Id − e−TA)−1 is a linear bounded operator, densely defined. Its spectrum is((
1− e−λiT )−1)∞
i=0
, with eigenvectors (ψi)
∞
i=0 ,
• ∥∥e−tA∥∥L(H) ≤ 1.
2.2 Weak solution
In this section we give a definition of weak solution for the variational formulation
of the problem given in (17)-(18), using the notations given in Section 1.2.
Definition 2 (Weak solution) Let be t0 > 0, we say that the pair (u,w) is a local weak
solution of (8)-(11) in the interval I = (0, t0) if satisfies
u ∈ Lp(QI) ∩ L2(I;V ), and w ∈ L2(QI),
and verifies, in D′(I), the following equalities:
d
dt
(u(t), v) + a(u(t), v) +
∫
Ω
f(u,w)v = s(t) 〈v, ϕ∗〉V×V ∗
d
dt
(w(t), h) +
∫
Ω
ĝ(u,w)h = 0,
for all v ∈ V, h ∈ H. (20)
Also, we say that (u,w) is a global weak solution if is a local weak solution for all
t0 > 0.
3 Existence of a global weak T -periodic solution as
limit of T -periodic solutions of a Faedo-Galerkin
system
In this section, we prove the existence a global weak T -periodic solution of the
monodomain model given in (8)-(11) in the sense given in Definition 2. For this, we
obtain a sequence of functions, {(um, wm)}∞m=0, which are T -periodic and converge,
in a suitable sense, to a global weak T -periodic solution. This sequence of functions
are solutions of a system of ordinary equations of dimension 2m + 2 for each m =
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0, 1, . . . called Faedo-Galerkin system. As we will see later, a sufficient condition
for that sequence converges, in a suitable sense, is that the sequence evaluated in
t = 0 be uniformly bounded.
The Faedo-Galerkin system is defined as follows:
Let (ψi)
m
i=0 ⊂ V be the first m+ 1 eigenvectors of the associated to the eigenval-
ues (λi)
m
i=0 of operator A. We consider the linear subspace
span {ψ0, ψ1, . . . , ψm} . (21)
We denote by Vm to subspace (21), considered as subspace of V with the equivalent
norm √
c4
C
‖·‖2H + ‖σ∇ (·)‖2H ,
and denote by Hm the same subspace, now like subspace of H .
Also, it is defined
um(t) =
m∑
i=0
u
(m)
i (t)ψi ∈ Vm, wm(t) =
m∑
i=0
w
(m)
i (t)ψi ∈ Hm. (22)
Note that, for all t,
‖um(t)‖2V =
m∑
i=0
λi |ui(t)|2 ,
and
‖wm(t)‖2H =
m∑
i=0
|wi(t)|2 .
For other hand, the weak equations given in (20) are satisfied for all v ∈ V and
h ∈ H , respectively, in particular by the functions {ψ0, ψ1, . . . , ψm} ⊂ V ⊂ H . If
we also assume that (um, wm) is a global weak solution of the problem, then the
coefficients
(
u
(m)
0 (t), w
(m)
0 (t), . . . , u
(m)
m (t), w
(m)
m (t)
)
, satisfy the following system of
equations
u
(m)′
i = −λiu(m)i −
∫
Ω
f(um, wm)ψi + s˜(t) 〈ψi, ϕ∗〉V×V ∗
w
(m)′
i = b(u
(m)
i − c3ξw(m)i ),
i = 0, . . . ,m, (23)
where in (23) we have replaced ĝ by its explicit expression, given in (13). This
system of equations has 2m+ 2 equations and the same amount of unknowns
(u
(m)
0 , w
(m)
0 . . . , u
(m)
i , w
(m)
i , . . . , u
(m)
m , w
(m)
m ).
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This is the Faedo-Galerkin system.
If we fix the initial conditions
u
(m)
i (0) = u
(0m)
i , w
(m)
i (0) = w
(0m)
i , (24)
then, (23)-(24) is a Cauchy problem for a system of ordinary differential equations
in which it can be applied methods from the classical theory for systems of this
type.
In the same context of (22), we define
u0m :=
m∑
i=0
u
(0m)
i ψi, w0m :=
m∑
i=0
w
(0m)
i ψi. (25)
We also will refer as solution to the function (um, wm) given in (22) such that its
coefficients
{
u
(m)
i , w
(m)
i
}m
i=0
, respectively, are solutions of the Cauchy problem (23)-
(24) and as initial conditions to function u0m, w0m.
For example, it is know that the problem (23)-(24) has an unique solution
(u
(m)
i , w
(m)
i )
m
i=0, defined in a maximal interval [0, tm), which under certain condi-
tions can be an infinite interval, that is tm =∞.
For the results that we obtain later, we need to consider the projection operator
Pm : V
∗ → V ∗, given by
Pmu =
m∑
i=0
〈ψi, u〉V×V ∗ ψi, u ∈ V ∗,
which is a linear and bounded operator, in fact, given that, Pm(V ∗) ⊂ V , we can
consider Pm as an operator from V into V , given by
Pmv =
m∑
i=0
(v, ψi)ψi, v ∈ V.
It is possible to prove that
‖Pm‖L(V ) ≤ 1 +
M
α
,
and due to that the transpose P Tm of Pm|V it is identified with Pm : V ∗ → V ∗ we
have ‖Pm‖L(V ) = ‖Pm‖L(V ∗) , thus
‖Pm‖L(V ∗) ≤ 1 +
M
α
.
The proof of these results can be found in [27].
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Remark 3 As we have said before, the main objective of this section and of this paper is to
prove the existence of a periodic solution of the monodomain model for an isolated ventricle
under periodic activation of its endocardium. The demonstration of this result will consist
of three main steps.
The first step is based on the idea developed by Farkas M. in chapter 4 of [40] where, for
each finite dimensional quasilinear system in which its linear and non-linear components
are T -periodic functions, an operator can be defined between certain spaces of continuous
functions such that, under certain conditions, it is shown that the quasilinear system has
a non-trivial T-periodic solution if and only if the operator has a fixed point (see Theorem
4.1.3, [40]). Then, we will start building the Farkas operator for the Faedo-Galerkin system
(23). Next, the second step will consist in the application of the Schauder theorem to prove
the existence of a fixed point for the built operator and consequently, the existence of a
periodic solution for each Faedo-Galerkin system (23). It will also be seen that the sequence
of obtained periodic solutions is uniformly bounded in the norm of H .
Finally, to demonstrate the main result we will apply, to the sequence of periodic so-
lutions of (23), a theorem obtained in [33] which is, in some way, a generalization of a
fundamental result of [27]. The generalization obtained in [33] refers only to the existence
of global weak solutions of the monodomain model (8)-(11) without requiring that a given
initial condition be met.
The result obtained in [33] says that, if the initial conditions (24) of the Faedo-Galerkin
equations (23) are uniformly bounded in H then, there is a subsequence of the solutions of
the Cauchy problems (23)-(24) that converge weakly to a global weak solution of (8)-(11).
Applying this result to the uniformly bounded sequence of periodic solutions obtained in
the previous step, the main result of this section is obtained.
Next, we describe, in three subsections, this steps, which will be integrated to ob-
tain a final result about the existence of weak T -periodic solution and that will be
described in a last subsection.
3.1 Definition of the operatorKm whose fixed point are T -periodic
solution of the Faedo-Galerkin system. A result of fixed point
type
In this section, the two first steps are described. We follow the Chapter 4 of [40],
which is dedicated to the study of the existence of T -periodic solution of systems
of n equations of the type,
U ′ = M(t)U + F (t, U), (26)
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where M ∈ C(R;Rn2), F ∈ C1(R × Rn;Rn) are T -periodic functions in t and
U ∈ C(R,Rn) denotes the vector solution. In [40], it is defined an operator, un-
der condition that the linear problem
U ′ = M(t)U, (27)
has no T -periodic solution apart to the trivial one. To do this, it is considered the
auxiliary problem
U ′ = M(t)U + b(t), (28)
where b ∈ C(R;Rn) and is T -periodic. The system (28) has a only T -periodic solu-
tion given by the expression
Up(t) =
∫ T
0
K(t, τ)b(τ)dτ,
such that K(t, τ) is the Green matrix function
K(t, τ) =
{
Φ(t)(I − Φ(T ))−1Φ(τ), for 0 ≤ τ ≤ t ≤ T ,
Φ(t+ T )(I − Φ(T ))−1Φ(τ), for 0 ≤ t ≤ τ ≤ T ,
where Φ(t) is the fundamental matrix of the linear system (27) and I is the identity
matrix. This expression defines an operator given in the subspace of T -periodic
functions b(t) ∈ C(R;Rn), that to each b it is associated the only T -periodic solution
of the linear system (28). Finally, it is defined the operator K given over the T -
periodic functions U(t) ∈ C(R;Rn) such that to each U(t) it corresponds the only
periodic solution of (28) when b(t) is replaced by F , that is,
K(U) =
∫ T
0
K(t, τ)F (τ, U(τ))dτ. (29)
Evidently, all fixed point of K is a T -periodic solution of (28).
Returning to the system at hand, the Faedo-Galerkin system (23), can be rewrit-
ten in the following form
u
(m)′
i = −λiu(m)i − 〈ψi, f(um, wm)〉V×V ∗ + s˜(t) 〈ψi, ϕ∗〉V×V ∗
w
(m)′
i = b(u
(m)
i − ξc3w(m)i ),
i = 0, . . . ,m, (30)
given that um ∈ V,wm ∈ H and thus f(um, wm) ∈ Lp′(Ω) ⊂ V ∗, see Remark 1.
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It is possible to formulate the system (30) in a matrix form. In this regard, we
denote by Um the following vector depending on variable t
Um(t) =
(
u
(m)
0 (t), w
(m)
0 (t), u
(m)
1 (t), w
(m)
1 (t), . . . , u
(m)
m (t), w
(m)
m (t)
)
∈ R2m+2, for all t ≥ 0,
and the matrix form of system (30) is
U ′m = LmUm + F (Um) + s(t)B0, (31)
where L is a diagonal by blocks matrix with blocks in the form
Li =
( −λi 0
0 −bc3ξ
)
,
F (Um) is a vector field whose components are
F (Um) =
(−〈ψ0, f(um, wm)〉V×V ∗ , bu0, . . . ,−〈ψm, f(um, wm)〉V×V ∗ , bum) ,
and Φ is a vector with components
B0 =
(〈ψ0, ϕ∗〉V×V ∗ , 0, . . . 〈ψm, ϕ∗〉V×V ∗ , 0) .
The system (31) is a particular case of a quasilinear system like one given in (26). In
this case, the matrix M(t) = Lm, is a constant matrix, thus the fundamental matrix
has the form
Φ(t) = etLm ,
which is a diagonal by blocks with blocks at the form
Φi(t) =
(
e−λit 0
0 e−bc3ξt
)
, for i = 0 . . . ,m.
The Green matrix function K(t, τ), again, is a diagonal matrix by blocks, where the
blocks are (
Ki(t, τ) 0
0 Kb(t, τ)
)
,
where
Ki(t, τ) =
(
1− e−λiT )−1{ e−λi(t−τ) if 0 ≤ τ ≤ t ≤ T,
e−λi(t+T−τ) if 0 ≤ t < τ ≤ T, for i = 0 . . . ,m, (32)
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and
Kb(t, τ) =
(
1− e−bc3ξT )−1{ e−bc3ξ(t−τ) if 0 ≤ τ ≤ t ≤ T,
e−bc3ξ(t+T−τ) if 0 ≤ t < τ ≤ T.
Now, we going to define the operator Km following the above ideas, which are
presented in [40], extensively.
We consider the set of functions U ∈ C(R;R2m+2), such that U(t) has the form
U(t) = (u0(t), w0(t), u1(t), w1(t), . . . , um(t), wm(t)), (33)
and we define the set
CT (R;R2m+2) =
{
U ∈ C(R;R2m+2) : ui(t+ T ) = ui(t), wi(t+ T ) = wi(t), i = 0, . . . ,m
}
,
equipped with the norm
‖U‖CT (R;R2m+2) = sup
t∈[0,T ]
√√√√ m∑
i=0
(
u
(m)
i (t)
)2
+
(
w
(m)
i (t)
)2
= sup
t∈[0,T ]
√
‖um(t)‖2H + ‖wm(t)‖2H . (34)
In relation with CT (R;R2m+2), we can define the set
CT (R;Vm ×Hm) = {(um, wm) ∈ C(R;Vm ×Hm) : um(t+ T ) = um(t), wm(t+ T ) = wm(t)}
with
‖(um, wm)‖CT (R;Vm×Hm) = sup
t∈[0,T ]
√
‖um(t)‖2V + ‖wm(t)‖2H .
There is an isomorphism between the Banach spaces CT (R;R2m+2) and CT (R;Vm×
Hm) which is continuous and has continuous inverse, given by the relation: to
each U(t) it is corresponds the functions (um, wm), given in (22), defined by its
components.
For each U ∈ CT (R;R2m+1), it is defined the following vector dependent on t
(A0 (U) (t),B0 (U) (t), . . . ,Am (U) (t),Bm (U) (t)) , (35)
where
Ai (U) (t) =
∫ T
0
Ki(t, τ) 〈ψi, f(um(τ), wm(τ)) + s˜(τ)ϕ∗〉V×V ∗ dτ, (36)
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and
Bi (U) (t) =
∫ T
0
Kb(t, τ)u
(m)
i (τ)dτ, (37)
with i = 0, . . . ,m. Note, that these are the expressions it is deduced from ob-
taining of the operator (29) for the system (30).
Finally, we define the operator Km in CT (R;R2m+1) that to each U(t) given in
(33) it corresponds the vector given in (35).
It is easy to see thatKm : CT (R;R2m+1)→ CT (R;R2m+1). Furthermore, ifKm has
a fixed point, then the Faedo-Galerkin system has a T -periodic solution, see in [40]
Theorem 4.1.3.
In that follows, we define a set, denoted by us like B(m)R , in which we look for a
point fixed of the operator Km,
B
(m)
R =
{
U ∈ CT (R;R2m+1)(R;R2) : sup
t∈[0,T ]
√
‖um(t)‖2V + ‖wm(t)‖2H ≤ R
}
. (38)
Note that, if U ∈ B(m)R , the functions associated satisfy
‖um(0)‖2H + ‖wm(0)‖2H ≤ R1,
for certain constant R1 > 0. Thus, if U
(p)
m ∈ B(m)R is a fixed point of Km then this is a
T -periodic solution of system of Faedo-Galerkin (30) whose initial conditions (25)
are uniformly bounded.
Now, we shall to demonstrate thatB(m)R andKm satisfy the conditions of Schaduer
theorem.
We have the following proposition.
Proposition 4 Let B(m)R be defined in (38). If the parameters of the monodomain model
and the constant R > 0 satisfy the relations
T
1− e−c4T ≤
√
2R
2
(
1 + M
α
) (M1(R) + sˆNT ‖ϕ‖L2(Γ1)) , (39)
ξc3 ≥
√
2, (40)
where
M1 =M1(A1, A2, A3, R,K1, K2) = K1
(
A1|Ω|3/4 + A2K2R3 + A3R3/2
)
,
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where the constants A1, A2, A3 are defined in Remark 1, and
sˆ = sup
t∈[0,T ]
|s˜(t)| .
Then, B(m)R is invariant by Km, that is, Km(B(m)R ) ⊆ B(m)R .
Proof. Suppose that U ∈ B(m)R . We denote by L1(um, wm) the expression given by
L1(um, wm)(t,x) =
∫ T
0
m∑
i=0
Ki(t, τ) 〈ψi, f(um(τ), wm(τ)) + s˜(τ)ϕ∗〉V×V ∗ ψi(x)dτ,
(41)
and by L2(um, wm)
L2(um, wm)(t,x) =
∫ T
0
Kb(t, τ)um(τ,x)dτ. (42)
Obviously, Km(U) ∈ CT (R;R2m+1) and if we also prove that
‖L1(um, wm)‖2V ≤
R2
2
, and ‖L2(um, wm)‖2H ≤
R2
2
,
then it is had that K(BR) ⊆ BR.
Due to the form of Ki(t, τ), see (32), the expression in (41) can be rewritten as
follows
L1(um, wm)(t,x) =
∫ t
0
m∑
i=0
(1− e−λiT )−1e−λi(t−τ)∗
∗ 〈ψi, f(um(τ), wm(τ)) + s˜(τ)ϕ∗〉V×V ∗ ψi(x)dτ+∫ T
t
m∑
i=0
(1− e−λiT )−1e−λi(t+T−τ) 〈ψi, f(um(τ), wm(τ)) + s˜(τ)ϕ∗〉V×V ∗ ψi(x)dτ.
Now, it can be seen that
m∑
i=0
(1− e−λiT )−1e−λi(t−τ) 〈ψi, f(um(τ), wm(τ)) + s˜(τ)ϕ∗〉V×V ∗ ψi =(
Id − e−TA
)−1
e−(t−τ)APm (f(um(τ), wm(τ)) + s˜(τ)ϕ∗) ,
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for all t > 0, thus
L1(um, wm)(t) =
∫ t
0
(
Id − e−TA
)−1
e−(t−τ)APm (f(um(τ), wm(τ)) + s˜(τ)ϕ∗) dτ+∫ T
t
(
Id − e−TA
)−1
e−(t+T−τ)APm (f(um(τ), wm(τ)) + s˜(τ)ϕ∗) dτ.
Let us estimate ‖L1(um, wm)(t)‖V . By the Bochner theorem, see [42], we have
‖L1(um, wm)(t)‖V ≤
≤
∫ t
0
∥∥∥(Id − e−TA)−1 e−(t−τ)APm (f(um(τ), wm(τ)) + s˜(τ)ϕ∗)∥∥∥
V
dτ+∫ T
t
∥∥∥(Id − e−TA)−1 e−(t+T−τ)APm (f(um(τ), wm(τ)) + s˜(τ)ϕ∗)∥∥∥
V
dτ.
Taking into account∥∥∥(Id − e−TA)−1 e−(t−τ)APm (f(um(τ), wm(τ)) + s˜(τ)ϕ∗)∥∥∥
V
≤(
1 +
M
α
)∥∥∥(Id − e−TA)−1∥∥∥L(H) ‖f(um(τ), wm(τ)) + s˜(τ)ϕ∗‖V ∗ ≤(
1 +
M
α
)(
1− e−λ0T )−1 ‖f(um(τ), wm(τ)) + s˜(τ)ϕ∗‖V ∗ ,
for all t > 0, thus we only need to estimate ‖f(um(τ), wm(τ)) + s˜(τ)ϕ∗‖V ∗ .
First, note that
‖s˜(τ)ϕ∗‖V ∗ ≤ sˆNT ‖ϕ‖L2(Γ1) ,
where sˆ = supt∈[0,T ] |s˜(t)|. Also, we have that
‖f(um(τ), wm(τ))‖V ∗ ≤ K1 ‖f(um(τ), wm(τ))‖Lp′ (Ω)
≤ K1
(
A1|Ω|1/p′ + A2‖u‖p/p
′
Lp + A3‖w‖2/p
′
H
)
,
see Remark 1.
Given that, U ∈ B(m)R , the respective (um, wm) satisfy
‖um(t)‖V ≤ R, and ‖wm(t)‖H ≤ R, for all t ∈ [0, T ],
hence, by Remark 1 fN(um(t), wm(t)) ∈ Lp′(Ω) ⊂ V ∗ and
‖f(um(t), wm(t))‖V ∗ ≤ K1 ‖f(um(τ), wm(τ))‖Lp′ (Ω)
≤ K1
(
A1|Ω|1/p′ + A2K2Rp/p′ + A3R2/p′
)
,
19
where K2 is the immersion constant from V into Lp(Ω). Since p = 4, we obtain
‖f(um(t), wm(t))‖V ∗ ≤ K1
(
A1|Ω|3/4 + A2K2R3 + A3R3/2
)
.
We finally reach to conclusion that∥∥∥(Id − e−TA)−1 e−(t−τ)APm (f(um(τ), wm(τ)) + s˜(τ)ϕ∗)∥∥∥
V
≤(
1 +
M
α
)(
1− e−λ0T )−1 (M1 + sˆ ‖ϕ‖L2(Γ1)) ,
that is,
‖L(um, wm)(t)‖V ≤
(
1 +
M
α
)(
1− e−λ0T )−1 (M1 + sˆ ‖ϕ‖L2(Γ1))T,
for all t ∈ [0, T ]. Note that, λ0 = c4C .
If the parameters of the monodomain model satisfy(
1 +
M
α
)(
1− e− c4C T
)−1 (
M1(R) + sˆNT ‖ϕ‖L2(Γ1)
)
T ≤
√
2
2
R, (43)
then
‖L(um, wm)(t)‖2V ≤
R2
2
.
Note that (43) is equivalent to
T
1− e− c4C T ≤
√
2R
2
(
1 + M
α
) (M1 + sˆNT ‖ϕ‖L2(Γ1)) .
For other hand, we have
‖L2(um, wm)‖H ≤ b
∫ T
0
Kb(t, τ) ‖um(τ)‖H dτ
≤ b
∫ T
0
Kb(t, τ) ‖um(τ)‖V dτ ≤ R
∫ T
0
Kb(t, τ)dτ =
R
ξc3
, for all t ∈ [0, T ],
where, we have calculated that∫ T
0
Kb(t, τ)dτ =
1
bc3ξ
.
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Thus if (40) it is satisfied, then we obtain
‖L2(um, wm)‖2H ≤
R2
2
.
That is, we have proved that under the restrictions (39) and (40) we get that
sup
t∈[0,T ]
√
‖L1(um, wm)(t)‖V + ‖L2(um, wm)(t)‖H ≤ R,
that is, Km(B(m)R ) ⊆ B(m)R .
It is easy to demonstrate that B(m)R is a convex, bounded and closed set in
CT (R;R2m+1), thus we just need to demonstrate that Km is a compact operator.
Proposition 5 The operator Km : CT (R;R2m+1)→ CT (R;R2m+1) is compact.
Proof. The functions
Ki(t, τ), Kb(t, τ), i = 0, 1, . . . ,m,
are weakly singular kernels for integrals (36), (37), give that they are piecewise
continuously differentiable in [0, T ]2, and in the points (t, t) only have a jump dis-
continuity.
For other hand, each component Ai and Bi of Km is a compact operator of
CT (R;R2m+1) in C([0, T ];R). In fact, the operator Ai is the composition of two
operators, A(1)i and A(2)i , where
A(1)i : u ∈ C([0, T ],R) 7→
∫ T
0
Ki(t, τ)u(τ)dτ ∈ C([0, T ],R),
A(2)i : U ∈ CT (R;R2m+1) 7→ 〈ψi, f(um, wm) + s(t)ϕ∗〉V×V ∗ ∈ C([0, T ],R).
For each i = 1, 2, . . . ,m, the A(1)i are compact operators, see Theorem 1.11 in [43].
Here, C([0, T ],R), is considered with the norm
‖u‖∞ = sup
t∈[0,T ]
|u(t)|.
Furthermore, the operatorA(2)i maps bounded sets of CT (R;R2m+1) in bounded set
of C([0, T ];R). If U is a function in CT (R;R2m+1) such that ‖U‖CT (R;R2m+1) ≤ M̂ ,
then, for the respective functions (um, wm), we obtain√
‖um(t)‖2H + ‖wm(t)‖2H ≤ M̂1, for all t ∈ [0, T ],
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and by the equivalence between the norms, we have√
‖um(t)‖2V + ‖wm(t)‖2H ≤ M̂2, for all t ∈ [0, T ],
for some constant M̂2 > 0, which, in this case, can depend on m.
Now,∣∣〈ψi, f(um(t), wm(t)) + s˜(t)ϕ∗〉V×V ∗∣∣ ≤ (‖f(um(t), wm(t))‖V ∗ + sˆNT ‖ϕ‖L2(Γ1)) ‖ψi‖V .
As we make in the proof of Proposition 4, we get
‖f(um(t), wm(t))‖V ∗ ≤ K1 ‖f(um(τ), wm(τ))‖Lp′ (Ω)
≤ K1
(
A1|Ω|1/p′ + A2K2M̂p/p
′
2 + A3M̂
2/p′
2
)
,
and hence
sup
t∈[0,T ]
∣∣〈ψi, f(um(t), wm(t)) + s˜(t)ϕ∗〉V×V ∗∣∣ ≤ M̂3,
for certain constant M̂3.
The composition of one bounded operator with one compact is compact.
We have obtained that the operator Km : CT (R;R2m+1)→ CT (R;R2m+1) is com-
pact.
Finally, we give the following proposition which is consequence of Schauder
theorem and both above theorems.
Theorem 6 Under conditions of Proposition 4, the operator Km has a fixed point U (p)m ∈
B
(m)
R which is a T -periodic solution of the system of Faedo-Galerkin (31), for each m =
0, 1, 2, . . . ,.
Also, the functions (u(p)m , w(p)m ) associated to it, satisfy that∥∥(u(p)m , w(p)m )∥∥CT (R;Vm×Hm) ≤ R, for each m = 0, 1, . . . , .
3.2 About the convergence of the sequence (um, wm) to a global
weak solution
In [33], was proved that is sufficient to consider uniformly bounded initial con-
ditions, (u0m, w0m), for that the solution (um, wm) of the Cauchy problem (23)-(24)
has a subsequence that converges to a global weak solution of the problem (8)-
(11). In Section 3.1, Theorem 6, it was proved that each Faedo-Galerkin system (30)
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has a T -periodic solution U (p)m ∈ B(m)R , thus the associated functions (u(p)m , w(p)m ) are
uniformly bounded in CT (R;Vm ×Hm) which implies that∥∥u(p)m (0)∥∥H ≤ R˜, and ∥∥u(p)m (0)∥∥H ≤ R˜,
for some constant R˜. That is, if we take
u0m = u
(p)
m (0), w0m = w
(p)
m (0),
the solution of the corresponding Cauchy problem is T -periodic and its initial con-
ditions are uniformly bounded in H for each m.
The combination of these two results implies that (u(p)m , w
(p)
m ) has a subsequence
that converges to a T -periodic weak global solution of problem (8)-(11). This last
is the principal result of our work.
By its importance, below we summarize the results obtained in [33].
Theorem 7 If there is a positive constant C that not depend on m such that
‖u0m‖H ≤ C, ‖w0m‖H ≤ C,
then, there are subsequences of um, wm, solutions of problem (23)-(24), which we also de-
note by um, wm, that converge to a pair (u,w) that is a global weak solution. The conver-
gence is given in the form:
um → u, strongly in L2(QI),
wm → w, strongly in L2(QI).
for all interval I = (0, t0), t0 > 0.
Due to the convergence in L2(QI) and given that (u,w) is a global weak solution, it
is obtained that if um, wm are T -periodic its limit (u,w) is also T -periodic, in sense
that
u(t+ T ) = u(t),
w(t+ T ) = w(t),
for a.e t > 0.
The proof of Theorem 7 is based in two results: one of compactness that allows
to demonstrate the existence of a subsequence of (um, wm) which converges suit-
ably such that its limits is a weak solution and other that confirms that this limits
is, in fact, a weak solution.
By the importance of it, we enunciate here these two results whit the goal that
the reader get an idea of how it was obtained Theorem 7.
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Proposition 8 Consider the Cauchy problem (23)-(24) such that the functions (u0m, w0m) ∈
H ×H are uniformly bounded, that is, there exists a contact C0 > 0, such that
‖u0m‖H ≤ C0, and ‖w0m‖H ≤ C0,
for all m = 0, 1, . . . , then (23)-(24) has solution for all t > 0. In addition, there are
constants Ci, i = 1, 2 . . . , 4 such that for all t0 > 0, the following estimate met a priori
λ ‖um(t)‖2H + ‖wm(t)‖2H ≤ C1, for all t ∈ [0, t0],
‖um‖Lp(QI)∩L2(I;V ) ≤ C2,
‖u′m‖Lp′ (QI)+L2(I;V ′) ≤ C3,
‖w′m‖L2(QI) ≤ C4,
where I = (0, T0) and the norms
‖·‖Lp(QI)∩L2(I;V ) = max
{
‖·‖Lp(QI) , ‖·‖L2(I;V )
}
,
‖·‖Lp′ (QI)+L2(I;V ′) = infu=u1+u2
{
‖u1‖Lp′ (QI) + ‖u2‖L2(I;V ′)
}
,
have been used.
Here,
u′m(t) =
m∑
i=0
u
(m)′
i (t)ψi ∈ Vm, w′m(t) =
m∑
i=0
w
(m)′
i (t)ψi ∈ Vm.
The Proposition 8 can be summarized in the fact that um and wm are uniformly
bounded in L2(I;V ) and L2(QI), respectively, and u′m, w′m, in Lp
′
(I;V ′) and L2(QI).
This implies, according to Theorem 5.1 in [39], that there are subsequences of um
and wm that converge in L2(QI).
Finally, with respect to convergence we can give the following Theorem.
Proposition 9 There exist subsequences of (um, wm), which by convenience also are de-
noted by um, wm such that for all t0 > 0 and I = (0, t0), it is obtained that
um → u, weakly in Lp(QI) ∩ L2(I;V ),
u′m → u˜, weakly in Lp′(QI) + L2(I;V ′),
wm → w, weakly in L2(QI),
w′m → w˜, weakly in L2(QI),
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and
um → u, strongly in L2(QI),
wm → w, strongly in L2(QI).
Furthermore, u,w are global weak solution of the problem (8)-(11).
From Propositions 8 and 9 it is obtained Theorem 7.
This theorem and Theorem 7 allow to affirm that the limit of the T -periodic
weak solutions is a T -periodic weak solution.
3.3 Result of existence of a T -periodic global weak solution of the
monodomain model for isolated ventricle
Now, we already are willing to enunciate the result about the existence of T peri-
odic weak global solution of the monodomain model for isolated ventricle (8)-(11).
First, we would like to define certain notation for that the result be more elegant
in terms of the parameters of the studied monodomain model.
In this regard, we denote by
κ :=
√
2
2
(
1 + M
α
) ,
β := A2K1K2,
γ := A3K1,
δ := A1K1 |Ω|3/4 + sˆNT ‖ϕ‖L2(Γ1) .
where the constants A1, A2, A3 depend on the parameters of model which can be
found in Remark 1, K1, K2 are immersion constants given the proof of Propostion
4 andM, α are parameters associated to the bilinear form a, see Section 2.1.
For other hand, functions
h(T ) = h(T, c4) =
T
1− e− c4C T ,
p(R) = p(R, κ, β, γ, δ, ) =
κR
βR3 + γR3/2 + δ
.
can be defined such that the relation (39) it is rewritten as
h(T ) ≤ p(R).
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We assume that δ 6= 0, in this case the qualitative behavior of these functions is easy
to analyze. Both functions are positive when T > 0 and R > 0, h is an increasing
function that has a global minimum in T = 0, where h(0) it is defined as
lim
T→0
h(T ) =
C
c4
,
also p has a global maximum in the point
R∗ =
(√
γ2 + 32βδ − γ
8β
)2/3
.
The latter can be verified by a simple calculation.
Then, the condition
C
c4
< p(R∗),
is necessary and sufficient for that (39) it is fulfilled for some T and R.
For example, in Figure 1 it is shown, in several cases, the graph of the functions
h and p, such that in the axis of abscissas are given the variables T and R and in
the axis of the ordinates the values of p and h are displayed.
Figure 1: Superposition the graphics of the functions h and p
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In this figure, the curve 4 is the graphic of h for certain value of c4
C
and the other
curves are the graphics of the function p in several situations. The relative position
of the curves 3 and 4 represents the case when the minimum value of function h
which is reached in T = 0, is grater than the maximum value of the function p
reached in R∗. In this case, there are not values of T and R that satisfy the relation
(39).
For other hand, the relative position of the curves 4 and 2 represents the case
when the relation (39) is fulfilled in T = 0 and R = R∗, this case is not of interest,
given that we are analyzing conditions for the existence of T -periodic solutions.
Finally, the relative position of the curves 1 and 4 represent the case when the
minimum value of function h which is reached in T = 0, is less than the maximum
value of the function p reached in R∗ and thus there exist many values of R and T
that satisfy the relation (39). In fact, for all R ∈ [R1, R2] where R1 and R2 are the
only values of R such that p(R1) = p(R2) = Cc4 , there exists T
∗ > 0 such that the
condition (39) is met for R and all T ∈ [0, T ∗]. Here, T ∗ is the only value of T that
satisfies the equation h(T ) = p(R).
The graphics in Figure 1 have been conformed from parameters estimates in [2]
for model of Roger-MacCulloch and for , ξ big enough. The parameters K1, K2, Mα
also have been estimated to obtain κ which are related with the conductivity σ̂ and
Ω. See Table 1 and Table 2
parameter value
 0.032
ξ 3.75
β 0.0001
γ 1
δ 0.001
Table 1: Table of parameters
κ curve
0.5 curve 1
0.174 curve 2
0.1 curve 3
Table 2: Table of parameters
Let us give the following theorem.
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Theorem 10 If the parameters of monodomain model satisfy the relations
ξc3 ≥
√
2, (44)
and
C
c4
< p(R∗), (45)
then, for all R ∈ [R1, R2] where R1 and R2 are the only values of R such that p(R1) =
p(R2) =
C
c4
, there exists an global weak T -periodic solution, (u,w), of the model of mon-
odomain (8)-(11), with period T ∈ (0, T ∗] where T ∗ is the only positive value of T that
satisfies the equation h(T ) = p(R). This periodic solution, also has the following property
sup
t∈[0,T ]
√
‖u(t)‖2V + ‖w(t)‖2H ≤ R.
This theorem is a direct consequence of the results given in previous sections.
Specifically, of Theorem 6, Theorem 7 and the explanation before given.
Remark 11 In general, the parameter c3 can be less that
√
2. For example, for values
estimated in a healthy heart given in [2], c3 = 1. Is for this that we have introduced an
artificial parameter ξ. In this regard, is enough to take
ξ ≥
√
2
c3
.
Now, we are going to make a brief analysis of the parameters, in order to express
the condition (45) in terms of them.
Given that we want that (45) is fulfilled, we look a relation between parameters
for that p(R∗) be maximum. Let us see that if x∗ = R∗3/2, then
max
R≥0
p(R) = p(R∗) =
κx∗2/3
βx∗2 + γx∗ + δ
,
where
βx∗2 +
γ
4
βx∗ − δ
2
= 0, (46)
which the condition for p′(R) = 0 in terms of x∗. From (46), we obtain that
max
R≥0
p(R) =
4
3
κx∗2/3
γx∗ + 2δ
.
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Consider the function
q(x∗) =
x∗2/3
γx∗ + 2δ
,
then an extreme value of this function is obtained in x∗ = γ
4δ
, that is, when√
γ2 + 32βδ − γ
8β
=
γ
4δ
,
which is equivalent to 32βδ = 0, that is, β = 0 or δ = 0. Given that we have
assumed δ 6= 0 with we only consider the case β = 0.
Now, if β is zero then, by its form a1 = a2 = 0, which would implies that there
no has nonlinear part in the model. However, this means that there are a1, a2, β
enough small such that p(R∗) be enough large.
In this case, the condition (45) is converted in
C
c4
<
κ 3
√
4
3
1
γ2/3δ1/3
. (47)
Substituting the expressions for c4, γ, δ in terms of the parameters of model and
making some simple algebraic manipulations, we obtain that (47) implies
a2 <
2
√
2√
3c3K1
(utruprκ
C
)3/2 a3/21(
AK1
C
a1 +B
)1/2 , (48)
where
A = |Ω|3/4
(
1
3
(utr + upr) +
2
3
utrupr
)
,
B = sˆNT ‖ϕ‖L2(Γ1) .
In the Figure 2, the shaded region is where the parameters a1, a2 satisfy (48). The ra-
dius of the circle can be as small as you want and there will always be points (a1, a2)
in the shaded area. This assures us that, when the parameters of the monodomain
model correspond to the usual values like the given in the Sundness book, we can
always find values of (a1, a2) as close to (0, 0) as necessary, that satisfy (48) and,
therefore, the inequalities (44) and (45), that are a sufficient condition for the exis-
tence of periodic solutions. Obviously, sufficient conditions can also be found for
the existence of periodic solutions even when the parameters of the monodomain
model correspond to situations considered anomalous.
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Figure 2: Region where a1, a2 would be for the chosen set of parameters
4 Conclusions
Although, (44) and (45) only are sufficient conditions for the existence of weak
periodic solutions, provide us certain information about the studied phenomenon.
To values of R outside of the interval [R1, R2] the condition (39) is not satisfied
for any period T , thus the existence of a T -periodic solution can not be assured.
That is, if we consider R like a measure of amplitude of oscillation this means that
the amplitude of the rhythm of the heart also must be within a “normal” range. For
other hand, for each amplitude R ∈ [R1, R2] there is an interval of periods (0, T ∗]
for which the condition (39) is fulfilled, and thus there exists periodic solution.
This suggests the existence of a minimum frequency ω∗ = 2pi
T ∗ , such that there is not
periodic solution under this frequency. Given that the sizes of intervals depend on
the parameters of model, can be happen that for certain parameters T ∗ be small
and ω∗ be large. Again, this suggests that should exist a threshold value of the
frequency that when it is exceed the model stops having a T -periodic solution and
transits to the arrhythmia.
For example, the Brugada syndrome is a channelophaty fundamentally associ-
ated to genetics mutations that affect the sodium and potassium channels and the
transient outward potassium currents (Ito) and it is not associated with underlying
structural heart disease, see Benito D. [44]. Brugada syndrome is the cause of 4 %
to 12 % of all Sudden Cardiac Death (SCD) and up to 20% of SCD that occur in nor-
mal heart. The Brugada syndrome is identified with a decrease of the amplitude
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of action potential of the epicardium cells, thus with an increase of
a1 =
c1
u2amp
, and, a2 =
c2
uamp
in the Roger-McCulloch model.
Due to the above, in a model for a heart with Brugada syndrome we can assume
that the parameters related with ionic currents are affected while the anatomical
parameters keep in its normal values. The increase of a1, a2, could lead to the loss
of the balance condition (39), and eventually to the lost the periodic solution.
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