We consider skew-products defined by BV countable steps functions with rational endpoints over an irrational rotation on the circle. We study the ergodicity of Lebesgue measure and more generally of all conformal (also called Maharam) measures. We next give an application to BV Davenport series.
Introduction
Let T = R/Z be the circle endowed with an irrational rotation T x = x + α mod 1 and Lebesgue measure µ. Let f : T → R be measurable, bounded and with µ−zero mean, i.e. f dµ = 0. We set T f = f • T and introduce the ergodic sums :
A usual way of studying these sums is via the skew-product associated with f :
The asymptotic behaviour of (f n (x)) for a µ-typical x is related to the ergodic properties of the uniform measure ν = µ ⊗ λ R on T × R, which is naturally T f -invariant. It is well-known that this question of ergodicity is directly connected with the coboundary equation f = g − T g, µ-a.-e., and more generally with equations f − g + T g ∈ H, µ-a.-e., for a closed subgroup H of (R, +); cf for example Schmidt [20] . Let us recall that when f is not a measurable coboundary, then for µ-a.-e. x ∈ T the proportion of n ≤ N so that f n (x) belongs to a fixed bounded domain tends to zero as N → +∞. Ergodicity furthermore implies that (f n (x)) n≥1 is dense in R for µ-a.-e. x ∈ T and gives for this sequence statistics described by ν.
An important question is to determine all Borel locally finite (Radon) T f -invariant ergodic measures on T × R, for example in order to find points with different behaviours for the ergodic sums. In this direction, one commonly introduces a family of T f -invariant Radon measures associated with f . For each t ∈ R define the Maharam measure ν t,f on T × R by : T×R g(x, y) dν t,f (x, y) = T×R g(x, y) e ty dµ t,f (x)dy, where µ t,f is a Borel probability measure on T verifying the quasi-invariance property :
dT µ t,f = e Extensions with maps of this form naturally appear for example when analyzing the ergodic properties of billiard flows through the introduction of Poincaré sections. Let U (x − ) and U (x + ) be the left and right limits of U at x. Notice first that U can be uniquely written in the form (1.2), because U (r − ) − U (r + ) = u r for all r ∈ Q * (T). Introduce :
ru r .
We have U (0 + ) = −ρ u . Let now H u be the closed subgroup of (R, +) generated by the values taken by U . Denoting by σ(A) the subgroup generated by a set A, the previous remarks show that :
Observe that H u = R if and only if σ(u) = R. In the sequel we write T u for T U and µ t,u for µ t,U . Let λ H be Haar measure on a closed subgroup H of (R, +). The story taking place in T × H u , introduce the family of Radon T u -invariant measures ν t,u on T × H u , t ∈ R, defined by :
For simplicity we say that
, for a real measurable g (which can always be chosen H u -valued). Conveniently we use ergodic for 0-ergodic and coboundary for 0-coboundary.
The problem of the ergodicity of Lebesgue measure for compact extensions by finite step functions has been intensively studied; cf Veech [21] for instance. The case of non-compact extensions by finite step functions and the ergodicity of Lebesgue measure has also been considered for a long time. This question is sensibly more difficult, because of the possible phenomenon of non-regularity (recalled below). We adress the reader to the recent paper by Conze [7] and references therein. In [7] several existing results are extended. The case of Maharam measures is also treated in particular situations, improving former results of Aaronson-Nakada-Sarig-Solomyak [2] . The analysis focuses on the properties of the sequence (q n ρ u ) n , where (q n ) are the denominators of the convergents of α. We give here partial results complementary to those in [7] . Our method is sensibly different, working even if ρ u = 0, but with main focus the case of rational endpoints and u ∈ l 1 .
Mention an interesting technical point making the presentation easier. Introduce the sawtooth function {x} = x − x − 1/2, where x is the integer part of x, with {0} = 0. We have :
It is easy to check that 1 [0,r) (x) − r = {x − r} − {x} . Defining v = {v r } r∈Q(T) by v r = u r , r = 0, and v 0 = − r∈Q * (T) u r , one can rewrite (1.2) as :
We will use both representations for U . In practice {x} has only one discontinuity on T, whereas 1 [0,r) − r has two (when 0 < r < 1). It also behaves very well under rational rotations, as illustrated by the following identities, checked for instance on the Fourier series :
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2. Notations -The convergents of α are denoted by (p n /q n ) and its partial quotients by (a n ). We will use classical inequalities, which can for instance be found in Khinchin [15] . Introduce also : * (C) : (a n ) is bounded or
-A rational r = p/q ∈ Q(T) is implicitly written in irreducible form with q ≥ 1. We set d(r) = q. Let P be the set of primes. The gcd of integers n and m is (n, m). Denote by ϕ Euler's Totient function, where ϕ(n) is the number of integers less than or equal to n and prime with n. Recall the classical identity q|n ϕ(q) = n, n ≥ 1. -The variation of a function f is written as V (f ). If f is BV, the sum of its jumps is J(f ). The image of µ t,f by f is written as , y) , the distance from a real x to Z by ((x)).
Essential values
Let H be a closed subgroup of (R, +) and f : T → H be measurable. As T f is a cylindrical transformation of T × H with an ergodic basis, the question of the ergodicity of T f can be reduced to the study of the set of periods or "essential values". Basic results for µ were developed by Schmidt [20] and Feldman-Moore [13] . The same ones for µ t,f , t ∈ R, can be found in ConzeRaugi [9] , section 2.3. Recall that the notation f n is extended as usual to n ∈ Z by setting f −n (x) = −T −n f n (x), n ≥ 0. Denote also byH = H ∪ {∞} the one-point compactification of H.
Definition 3.
1. An element c ∈H is a t-essential value for f if for any neighbourhood V of c and A ∈ B(T) with
The set of t-essential values is written as E t (f ) ⊂H. The finite part E t (f ) is a closed subgroup of (H, +). Let us set E 0 (f ) = E(f ). An important property, called t-regularity, is when f − g + T g ∈ E t (f ), µ t,f -a.-e., for a real measurable g. We say regular for 0-regular. For instance, a t-measurable coboundary or a t-ergodic cocycle on T × H are t-regular. Mention that a cocycle may not be regular (cf Zimmer [22] , when t = 0). In our context, we have (see [20, 9] ) :
i) The cocycle defined by f is t-ergodic on T × H if and only if E t (f ) = H.
ii) The function f is a t-coboundary if and only if E t (f ) = {0}.
iii) The cocycle defined by f is t-non-regular if and only if E t (f ) = {0, ∞}.
A way of finding finite essential values is via the following lemma; this is an extension of proposition 9 in Lemańczyk-Parreau-Volny [17] to the conformal case. We suppose that f is BV.
converges to a measure m for the vague topology, then supp(m) ⊂ E t (f ).
Proof of the lemma : One way is to follow the proof of lemma 2.2 in [3] given for t = 0. The arguments are the same, except for the first step proving that T |g − T kn g| dµ t,f → 0, as n → +∞, for a bounded and measurable g. This is clearly true for a continuous g. For a general g, let ε > 0 and take a continuous h so that T |g − h| dµ t,f < ε. It is then enough to show that T |T kn g − T kn h| dµ t,f is small. From the quasi-invariance property, the latter equals :
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where we have used the Denjoy-Koksma inequality. This completes the proof of the lemma.
Results
Lemma 4.1. Conditions (C) and (C ) are both true µ-a.-e..
Our purpose is to establish :
Remark. -As a corollary U is a coboundary if and only if u = 0. For µ-a.-e. angle α, this is also true for t-coboundaries, for all t ∈ R.
Remark. -The first item of the theorem is an improvement of a result in [6] , where ergodicity in
One can build other kinds of examples. For instance for any rational 0 < β < 1/2 and α ∈ Q, the function
defines an ergodic Z-valued cocycle. This is valid more generally for :
with rationals (r i ) in (0, 1/2) so that r i = r j and r i = 2r j for i = j, together with integers (m i ) such that gcd(m 1 , · · · , m N ) = 1. One may also consider :
which defines an ergodic R-valued cocycle for any α with bounded (a n ). The latter cocycle is furthermore t-ergodic for all t ∈ R, for µ-a.-e. α.
Remark. -In the second item of the theorem we haven't been able to prove that Maharam measures are the only Radon ergodic ones without using ρ u . Unicity is proved in [7] when supp(u) is finite and (q n ρ u ) n has infinitely many cluster values modulo one. If ρ u = 0 it is delicate to establish that the non-degeneracy of U n at certain rigid times is "seen" by an arbitrary ergodic Radon measure (this is the first step towards unicity; cf [2] ). We also have no example of a non-regular cocycle of this form. This point is discussed later.
Let us give an application to Davenport series D(x) = l≥1 c l {lx} . Such series appear since a long time in the litterature, as furnishing abundant examples and counter-examples in analysis. Their systematic study was initiated by Davenport [10, 11] ; see the presentation by Jaffard [14] .
ii) If l≥1 lc l = 0, the previous results apply because :
with u = {u r } r∈Q * (T) so that u r = m≥1 c md(r) . Also σ(u) = σ(c) and
Proof of lemma 4.1
This is clear for (C). Let us turn to (C ). We shall prove the following stronger result : for all A > 0 one can find B > A so that along a subsequence q n is prime and A ≤ a n+1 ≤ B. We use a difficult result of Erdös [12] , theorem II, proving a particular case of the Duffin-Schaeffer conjecture : if ε > 0 and n 1 < n 2 < · · · is a sequence verifying i≥1 ϕ(n i )/n 2 i = +∞, then :
Remark that when α ∈ [r − ε/n 2 i , r + ε/n 2 i ] with d(r) = n i and ε < 1/2 then r has to be some convergent p k /q k of α. As 1/(2q k q k+1 ) ≤ |α − p k /q k |, we get a k+1 > 1/(4ε). We take for (n i ) the sequence of primes, which checks the condition because p∈P 1/p = +∞. Next, for ε > 0 set :
We have B i,ε ⊂ A i,ε and µ(B i,ε ) ≥ µ(A i,ε )/4. By a lemma of Cassels [5] :
Proof of the proposition : We adapt [6] . Suppose that θ := U − g + T g ∈ E(U ), µ-a.-e., for a measurable g. If σ(u) ⊂ E(U ), then necessarily E(U ) = γZ for some γ ≥ 0 and u r0 ∈ E(U ) for some r 0 ∈ Q * (T). Let δ = d(u r0 , E(U )) > 0 and fix N > d(r 0 ) so that :
Let ε = 1/(32N 4 ) and K ⊂ T be a compact set with µ(K) > 1 − ε so that g |K is uniformly continuous. Choose η > 0 so that for x, y in K :
and the corresponding partition P n of T. If x and x are in the same piece of P n , then the intervals [x, x ] + kα, for 0 ≤ k < q n /N 2 , meet no r ∈ Q(T) with d(r) ≤ N . They are also disjoint if d(x, x ) < 1/(2q n ). Therefore, by (4.1) :
considering q n /N 2 as an integer. For 0 ≤ j ≤ q n /N 2 , let δ − j and δ + j be the length of the left and right intervals of r 0 − jα in P n . Maybe cutting these intervals, introduce the left and right subintervals I ± j touching r 0 − jα and with length min{1/(2q n ), δ ± j /2}. Fix 0 ≤ j ≤ q n /N 2 and take points x ∈ I − j and y ∈ I + j , µ-typical for the property "T n θ ∈ E(U ), n ∈ Z". Then :
In (4.4) consider the first term on the right. Introducing left and right limits of the ergodic sums at r 0 , by (4.3), it is less than or equal to :
If now x and y were both in
We thus get 1/(8N 4 ) ≤ 2ε, contradicting the hypothesis on ε. As a result, σ(u) ⊂ E(U ).
Proof of the lemma : Supposing that ρ u ∈ σ(u), necessarily σ(u) = γZ for some γ > 0 and u has finite support. Write ρ u = γP/Q, (P, Q) = 1. As (q n , q n+1 ) = 1, fix a, b and (ψ(p)) → +∞ so that aq ψ(p) + bq ψ(p)−1 = 1 mod Q for all p. We may suppose that aq ψ(p) + bq ψ(p)−1 → +∞, up to adding some KQ to a.
Introduce U + σ(u) ∈ H u /σ(u), the cocycle induced by U in H u /σ(u). Then µ t,u -a.-e. :
By the analogous statement as lemma 3.3 for H u /σ(u), cf [1] , ρ u + σ(u) is a t-essential value for U + σ(u) (with the same proof as that of lemma 3.3, using that a and b are fixed, therefore giving in (3.1) an upper-bound of the form ε exp(|t|(|a| + |b|)V (U )). The rest of the proof is now more or less standard : for all ε > 0 and A ∈ B(T) with µ t,u (A) > 0, there exists n ∈ Z so that :
There thus exists an integer k so that µ t,u (A ∩ T −n A ∩ {d(U n , ρ u − kγ) < ε}) > 0. Call B the set appearing here. As kγ is a t-essential value for U , there exists m ∈ Z so that :
The set involved above is included in A ∩ T −m−n A and on this set d(U m+n , ρ u ) < 2ε, because d(U m , kγ) < ε and d(U n • T m , ρ u − kγ) < ε. Hence :
As a result ρ u is a t-essential value for U and E t (U ) = H u .
Proposition 4.6. If (C) is true or supp(u) is finite, then U is regular.
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Proof of the proposition : i) First, by (1.4) and (1.3) :
Notice that ξ is an almost-periodic function on N. For some constant C > 0 :
ii) We next make another computation. Let I 1,n = [p n /q n , α] be the small interval on T determined by p n /q n and α and I k,n = [kp n /q n , kα] its image by ×k. Introduce the disjoint union J n = ∪ 0≤k<qn I k,n and set ε n = sign(α − p n /q n ). By (1.5) :
As a result, using that r∈Q(T) v r = 0 :
Setting γ r (n) = s∈Q * (T),qns=r u s , we obtain :
iii) Suppose now that U = 0. Let m 0 be such that ξ(m 0 ) = 0 and fix N with :
Let integers a, b and (ψ(p)) → +∞ be so that m p := aq ψ(p) + bq ψ(p)−1 verifies m p = m 0 mod N ! for all p. We can suppose that |b| < N ! and KN ! ≤ a < 2KN !, with K ≥ 1 specified later. Notice
Using the term of index m p in (4.5) and ((nm p α)) ≥ |((naq ψ(p) α)) − ((nbq ψ(p)−1 α))|, we obtain that for all integers n, p :
-In a first case, suppose that a n ≤ M for all n. Take K = 8M and k 0 so that (3/2) k0 > 20M N !. For large p and n = q ψ(p)−k0 , we have ((naq ψ(p) α)) = na((q ψ(p) α)) and ((nbq ψ(p)−1 α)) ≤ n|b|((q ψ(p)−1 α)). Thus, for large p, |((naq ψ(p) α)) − ((nbq ψ(p)−1 α))| is larger than or equal to : constant. As (q ψ(p)−k ) p is a rigid sequence, there exists a non-zero finite essential value for U , by lemma 3.3. Therefore U is regular.
-Suppose next that for all A > 0 there exist B and (ψ(p)) → +∞ so that A ≤ a ψ(p)+1 ≤ B. Take n = q ψ(p) in (4.8), K = 4 and A = 4N !. Then :
We next conclude in the same way.
-Suppose now (a n ) unbounded. Let us place on a subsequence where a n+1 → +∞ and define :
Decomposing the last term of (4.7), we obtain that uniformly in x ∈ −K n :
n+1 ) → 0. By Slutsky's lemma on the convergence of random variables, the behaviour in distribution of (U qn ) n≥1 along the considered subsequence is that of :
-Suppose that for some r 0 ∈ Q * (T), (γ r0 (n)) does not tend to 0. Then there exists a constant γ r0 = 0 so that γ r0 (n) → γ r0 along a subsequence. Using the diagonal procedure, we construct (γ r ) r∈Q * (T) ∈ l 1 and get a cluster value in law for the narrow topology of the form L(X), with :
Clearly both X(r − 0 ) and X(r + 0 ) belong to supp(L(X)) and thus to E(U ) by lemma 3.3. As E(U ) is a group, 0 = γ r0 = X(r − 0 ) − X(r + 0 ) ∈ E(U ). As a result U is regular.
-Suppose now that for each r, γ r (n) → 0. When supp(u) is finite, necessarily γ r (n) = 0 for n large enough. Hence, for n large enough, by (4.7), U qn (x) = −ε n r∈Q(T) v r 1 −x∈Jn−r . The (J n + mq n α) 0≤m<an+1 are disjoint, so :
, we get :
Hence (U mpq ψ(p) ) p is uniformly bounded and bounded from below by a positive constant in L 2 (µ), by (4.8). As m p q ψ(p) α → 0 mod 1, we conclude again with lemma 3.3 that U is regular.
Proof of theorem 4.2 ii)
Let n ≥ 1. Consider the (kα) 0≤k<qn on T and denote by p k (n)α the predecessor of kα for the trigonometric ordering, with 0 < p k (n) ≤ q n . As a first remark, {q n x} is linear with slope q n going from −1/2 to 1/2 on each interval (l/q n , (l + 1)/q n ). It can therefore be rewritten as :
(4.9)
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Without loss of generality, suppose now that ε n = +1, ie α > p n /q n . We next have :
as (make a picture) this operation of subtraction moves the domain of each linear part q n (x + kp n /q n ) − 1/2 from (−kp n /q n , −p k (n)p n /q n ) to (−kα, −p k (n)α). By (4.6), we obtain :
By (1.4) and as the v r sum to 0 :
for integers 0 ≤ k n , k n < q n and reals y n , y n with |y n |, |y n | ≤ δ/q n . If the prime factors of q n are large enough, then ((q n (r − r ))) ≥ 1/(d(r)d(r )). Multiplying (4.11) by q n and taking d(., Z) :
Let t ∈ R. As before, fixing r 0 ∈ Q * (T), it is enough to show that u r0 ∈ E t (U ). Fix ε > 0 and choose an integer N > max{d(r 0 ), 1/(3εd(r 0 )} verifying :
(4.13) Let δ = 1/(3N d(r 0 )) and A = 100N d(r 0 ). Take B ≥ A and a subsequence of (q n ) where the smallest prime factor of q n tends to infinity, together with A ≤ a n+1 ≤ B. By (4.12), both A ± (n, δ) + r 0 are disjoint from the B(n, δ) + r, for r ∈ Q(T) with r = r 0 and d(r) ≤ N .
Let y = −k n α + y n ∈ A + (n, δ), 0 ≤ k n < q n , 0 ≤ y n < δ/q n . Set x = y + r 0 . As x − r 0 = y ∈ (−k n α, −p kn (n)α), the term corresponding to r 0 in (4.10) is : 14) with |r n (x)| ≤ δ + 1/a n+1 ≤ 1/ (2N d(r 0 ) ). Consider next r ∈ Q(T) with r = r 0 and d(r) ≤ N . From the previous discussion, we know that (B(n, δ) + r 0 ) ∩ (B(n, δ) + r) = ø. As x − r 0 ∈ B(n, δ), we have x − r ∈ B(n, δ) and so clearly x − r ∈ ∪ 0≤k<qn [−kα, −kp n /q n ]. Therefore for the corresponding term in (4.10), using also (4.9) at the end, we can write :
with s n (x) = q n (y n − k n α) and thus ((s n (x))) = ((q n y n − k n q n α)) ≤ δ + 1/a n+1 ≤ 1/ (2N d(r 0 ) ).
Take another subsequence on which (r 0 − r)q n = i r /j r mod 1, with |j r | ≤ d(r 0 )d(r), for all r ∈ Q(T) with r = r 0 and d(r) ≤ N . Necessarily i r /j r = 0 mod 1, for all r. Set :
Along this subsequence, in (4.10), using (4.13), (4.14), (4.15) and Denjoy-Koksma's inequality as well as that {s n (x) + i r /j r } − {i r /j r } = s n (x) for r = r 0 and d(r) ≤ N , we have for all x ∈ A + (n, δ) + r 0 , : 16) with ε = ε(2 + v l 1 ). Idem, along the same subsequence, for all x in A − (n, δ) + r 0 :
As U qn is bounded because of Denjoy-Koksma's inequality, take a cluster value m of (L t (U qn )) n for the narrow topology along the previous subsequence. Then, from (4.16) :
We will show later that for a constant C > 0, along the subsequence :
This givesB(K r0 − v r0 /2, ε ) ∩ supp(m) = ø. By lemma 3.3,B(K r0 − v r0 /2, ε ) ∩ E t (U ) = ø. Similarly one getsB(K r0 + v r0 /2, ε ) ∩ E t (U ) = ø. As E t (U ) is a group,B(v r0 , 2ε ) ∩ E t (U ) = ø. This is true for all ε > 0 and E t (U ) is closed, so v r0 ∈ E t (U ). This is the desired conclusion.
It remains to show (4.17). We consider A + (n, δ) + r 0 , the other case being similar. Notice first that from (1.1), for t ∈ R, n ∈ Z and A ∈ B(T) :
, using next (4.18), we get :
On the other hand, the (T mqn D n ) 0≤m<2an+1 cover T. Therefore, using again (4.18) :
We conclude that µ t,u (A + (n, δ) + r 0 ) ≥ 1/ 1≤m≤2B+1 e |t|mV (U ) > 0. This shows (4.17) and completes the proof of the result.
Remark. -A similar result is true if supp(u) ⊂ {r ∈ Q * (T), d(r) ∈ P} and α verifies : ∀A > 0 ∃B ≥ A ∃(ψ(n)) → +∞ so that A ≤ a ψ(n) , a ψ(n)+1 ≤ B, this time immediately seen to true µ-a.-e..
Remark. -For a given α ∈ Q, it is very difficult in general to determine the decomposition in prime factors of the denominators of its convergents. Recall that it is a delicate question even for a sequence satisfying a fixed linear recursive relation, a famous open question being for example whether the Fibonacci sequence contains infinitely many primes.
Remark. -The denominators q n and q n+1 are always relatively prime, but, as mentioned in [12] , for distinct primes p and q, there exists α so that q 2n = p un and q 2n+1 = q vn . Here is a way of building such an α. 
Following the same ideas one obtains rather easily that (D qn ) converges to zero µ-a.-e., if α is chosen enough Liouville. Is it possible to get a non-regular cocycle in this way ?
Proof of proposition 4.3
Set u r = C d(r) , where C q = m≥1 c mq , q ≥ 1. As (lc l ) ∈ l 1 , we get (ϕ(q)C q ) ∈ l 1 , hence (u r ) r∈Q * (T) ∈ l 1 . Now, by (1.5) and using the dominated convergence theorem : Since l≥1 lc l = 0, we have V (F ) < |J(E)| for N large enough. By theorem 3 in [17] , giving a perturbation result, D = E + F defines an ergodic extension.
ii) Suppose that l≥1 lc l = 0. It is sufficient to show that :
σ({C q } q≥1 ) = σ({c l } l≥1 ) and The last point follows from D(0 + ) = −( l≥1 c l )/2 = r∈Q(T) C d(r) . For the first one, "⊂" is clearly true. For the other direction we use a sieve argument of Haar (cf chap. 1, no. 129, Pólya and Szegö [19] ). Let l ≥ 1. Take M ≥ 1 and write p 1 < · · · < p M for the first M primes. The sum : belongs to σ({c l } l≥1 ) and equals m≥1 c ml (1 − 1 {∃1≤i≤M,pi|m} ) . Letting M → +∞ and using the dominated convergence theorem, the limit is c l . As l is arbitrary, this completes the proof of (4.19).
Remark. -The argument in i) does not work when l≥1 lc l = 0. In this case V (F ) ≥ 2|J(E)|.
Remark. -Following the proof of theorem 4.2, one can show the following property resonant with (1.5) for BV Davenport series : for α in a set of full µ-measure independent of D, (L(D qn )) n≥1 admits L(D) as cluster value for the narrow topology.
Remark. -For example proposition 4.3 implies that Hecke's function H s (x) = l≥1 l −s {lx} , with s > 2, defines an ergodic skew-product for any α ∈ Q.
Remark. -It would be interesting to replace {x} by {x} κ = m≥1 m −κ sin(2πmx), 0 < κ < 1. The function {x} κ is continuous on (0, 1) but presents a singularity like 1/x 1−κ at 0, giving {x} κ ∈ L p (T, µ) for p < (1 − κ) −1 only. Observe that this time for all q ≥ 1 we have :
Setting U (x) = r∈Q(T) v r {x + r} κ , with (v r ) ∈ l 1 , is (L(U qn /q 1−κ n )) n≥1 tight ?
