Abstract. We exhibit a sequence of viscous dampings for the fixed string that yield arbitrarily fast attenuation of any and all initial disturbances. The limit case produces extinction of all solutions in finite time.
u tt (x, t) − u xx (x, t) + 2a(x)u t (x, t) = 0, 0 < x < 1, 0 < t, u(0, t) = u(1, t) = 0, 0 < t, (1.1) upon being set in motion by the initial disturbance u(x, 0) = u 0 (x), u t (x, 0) = v 0 (x).
If a ∈ L ∞ (0, 1) is nonnegative and strictly positive on some subinterval then the energy
is known to obey E(t) ≤ CE(0)e 2ωt for some finite C > 0 and ω < 0, independent of the initial disturbance. The smallest such ω, ω(a) ≡ inf { ω : ∃C(ω) > 0 s.t. E(t) ≤ CE(0)e 2ωt , for every finite energy solution of (1.1)} is referred to as the decay rate associated with a. If a is to be introduced in order to absorb an initial disturbance then one naturally wishes to strike upon that a with the least possible (most negative) decay rate. The mathematical attraction here lies in the oftnoted fact that, with respect to damping, 'more is not better.' More precisely, for constant a, the decay rate is not a decreasing function of a. Rather, for small a, ω decreases until a reaches π, after which ω rapidly increases to 0. Our aim is to show that there exist nonconstant a that circumvent this phenomena of overdamping and hence that more indeed can be better.
Cox and Zuazua ( [3] , Thm. 6.5) have shown that a → ω(a) attains its finite minimum over {a ∈ BV (0, 1) : T (a) ≤ M } where T (a) denotes the total variation of a. We show here that the total variation constraint is not superfluous. More precisely, we establish Theorem 1.1. If a n (x) = 1/(x + 1/n) then ω(a n ) → −∞ and T (a n ) → ∞ as n → ∞.
This result is a dramatic improvement over previous attempts to minimize a → ω(a). In particular, Cox and Overton [2] , based on the study of ω near a = π conjectured that ω(π) may indeed be the minimum. Later on, Freitas [4] suggested a negative answer to the conjecture by numerical evidence based on the clever choices a(x) = π(1 + cos(2πx))/2.
When n → ∞, a n (x) → 1/x / ∈ BV (0, 1). In this case the solutions extinct in finite time.
The remainder of the paper is organized as follows. In §2 we equate the decay rate with the spectral abscissa of the associated damped wave operator and express its shooting function in the case that a(x) = 1/(x + c). In §3, via simple calculus, we show that all zeros of the shooting function travel arbitrarily far to the left as c is made small. Finally, in § 4 we prove the result for the limit case a(x) = 1/x.
2. The Shooting Function. For a of finite total variation Benaddi and Rao [1] have shown that ω(a) coincides with the spectral abscissa
where σ(a) denotes the spectrum of the associated damped wave operator
is an eigenvector of A(a) with eigenvalue λ then z = λy and y −2az = λz, or y − λ 2 y − 2aλy = 0, (2.1) subject to
We adopt the shooting method for the study of (2.1)-(2.2). That is, we denote by x → y 2 (x, λ) the function that satisfies (2.1) and the initial conditions
The eigenvalues are then simply the roots of λ → y 2 (1, λ). This gives the exact spectrum when a is constant (in which case y 2 may be obtained in closed form) and asymptotic results in general. In establishing such asymptotic results Cox and Zuazua ( [3] , eqn. 5.3) observed that y 2 could also be simply expressed when the damping was of the particular form
for any c > 0. In this case
Hence, the eigenvalues of A(a) are the zeros of the shooting function λ → F (λ, c) where
One first notices that F (·, c) has no real zeros and hence the choice (2.3) is not thwarted by overdamping, even for small c. Second, we note that as c becomes small the integrand in F becomes large unless the real part of λ itself becomes quite (negatively) large. We devote the next section to a precise statement of the latter observation and the ensuing proof of Theorem 1.1.
3. Calculus Lemmas. We split F into its real and imaginary parts
where α = −2 λ and β = −2 λ, and attack them separately.
Proof: For β ≤ 2π the result is obvious. For larger β, let K be the greatest integer for which 2πK < β and write
The first integral
because each integrand is positive.
Concerning I 2 , if (1 − 2πK/β) < π/β then the integrand is positive and so I 2 > 0. On the other hand, if (1 − 2πK/β) ≥ π/β, we find
Lemma 3.2. If β > 0 and g ∈ L ∞ (0, 1) is nonnegative and strictly convex then
In case (i) the result follows from Lemma 3.1. If case (ii) then
and we can apply again Lemma 3.1, as f (x) = g(π(2J + 1)/β − x) is decreasing.
Regarding the third case we write
and note that as g and x → g(π(2J +1)/β −x) are decreasing on (0, x 0 ) and (0, π(2J + 1)/β − x 0 ) respectively we may apply the previous Lemma to each and conclude positivity of the whole. 
where J is the greatest integer such that π(2J + 1) ≤ β. 
it follows that
We now estimate I 1 . Integrating by parts we easily obtain 
Using this in (3.6) brings
From this and (3.5) we finally deduce Note that we can choose C(A) and B 1 (A) such that the term in the brackets is strictly positive when 0 < c < C(A), β ≥ B 1 (A) and 0 < α ≤ A. 
Note that the terms |M 2 |, |M 3 | and |M 4 | remain uniformly bounded as c → 0, for all 0 ≤ α ≤ A and |β| ≤ B. Concerning M 5 we have
which is clearly positive if c is small enough. Therefore, due to the M 1 term, we can choose C sufficiently small so that (3.9) is positive for all c ≤ C.
Let us now deduce Theorem 1.1 from these last two Lemmas. For A > 0 we choose
where B 1 and C 1 are the constants of Lemma 3.3 and C 2 is the constant of Lemma 3.4. Now, if 0 < α ≤ A then either (3.8) or (3.3) holds, depending on the size of β. As a result, if c < C(A) then all zeros of λ → F (λ, c) must lie in the half-space λ ≤ −A/2. As A was arbitrary we may indeed, via (2.3), produce arbitrarily large decay. As A approaches ∞ we note that C(A) decreases to 0 and so the total variation of 1/(x + c) approaches ∞.
4. The limit case a(x) = 1/x. In this section we prove the extinction result stated in Theorem 1.2. For the sake of simplicity we present here a formal argument. The rigorous proof can be achieved in a standard way.
Consider the limit damped wave equation
We introduce the Laplace transform
When applying the Laplace transform to equation (4.1) we obtain
Observe that
is a solution of the homogeneous equation associated to (4.3)
We look for the solution of (4.3) via reduction of order, i.e. we assume that Once we have an explicit formula for the solution of (4.1) we easily prove the theorem.
Assume that t > 2. We have t + x > 1 and the first integral in (4.11) is zero due to the fact that the support of δ(t − r + x) is not in the domain of the integral. Moreover, 2r − x − t < 0 (because r − x < 1 and r − t < 1 − 2 = −1) and the second integral in (4.11) is also zero.
