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We derive upper bounds on the quantum Fisher information in interferometry with N subsystems,
e.g. two-level atoms or Gaussian modes, in the presence of arbitrarily correlated Gaussian dephasing
including independent and collective dephasing. The derived upper bound enables us to analyse the
Fisher information asymptotic behaviour when N → ∞. Dephasing introduces random phases
to subsystems dynamics, which lowers the precision of estimating the phase difference φ in an
interferometer. The method presented uses Bayesian estimation of the random phases and eliminates
dephasing noise by calculating their weighted arithmetic mean, which correponds to the phase φ
estimated in interferometry.
Introduction. In numerous areas of modern Physics, e.g. spectroscopy in atomic clocks [1] or gravitational
interferometers [2], it is necessary to estimate an unknown value of a parameter of quantum system dynamics.
When using a quantum system, the precision of parameter estimation is bounded, from below, by the inverse
of the Fisher information which depends on parameter encoding details, available resources, such as number N of
atoms/Gaussian modes in the system and initial system state preparation, and the measurement performed on the
system state with an encoded parameter. When a parameter is encoded via the unitary dynamics of the system, the
estimation error scaling can be improved from the classical shot-noise scaling ∝ N−1 to the Heisenberg scaling ∝ N−2
by an entangled initial state [3]. This quantum enhancement in precision, however, may be significantly limited in the
presence of decoherence, i.e. when the system interacts with an uncontrolled enviroment [4], [5].
The aim of interferometry is to estimate a phase φ encoded in an evolved system state, see Fig. 1. Here we discuss
interferometry with N subsystems, including two-level atoms or Gaussian modes, in the presence of dephasing. De-
phasing introduces additional random phases to subsystems dynamics, thus lowering the precision of the estimation
of the phase φ. Only independent and collective dephasing have been successfully considered so far. Independent
random phases have been discussed e.g. in [5] and the derived upper bound on Fisher information shows linear scaling
with N . In [7] the second case of identical random phases was considered and an upper bound, which converges
to a constant when N → ∞, was derived. We, however, provide a new unified approach to interferometry with
N subsystems, which delivers an upper bound on the Fisher information in the presence of arbitrarily correlated de-
phasing. This bound depends on both correlationsof the random phase and initial system state preparation. It is tight
for weak decoherence, because the Heisenberg scaling of the estimation error is recovered as dephasing disappears.
Furthermore, the bound enables us to analyse the asymptotic behaviour of the Fisher information, thus obtaining
already familiar constant asymptotics for collective dephasing and the linear scaling in the independent case.
Interferometry with dephasing. The interferometry setup is sketched out in Fig. 1. The system is first prepared
in an initial state ρ (ρ ≥ 0, ρ = ρ†, Tr{ρ} = 1). Then it undergoes the dynamics described by a channel Λφ leading
to an evolved state ρ¯φ = Λφ(ρ) which has an enconded value of the φ phase. Finally, a POVM measurement
{Πx}x∈X (Πx ∈ B(H), Πx ≥ 0, Πx = Π†x,
∫
X
dxΠx = 1) is performed on ρ¯φ in order to obtain information about
φ. In the absence of dephasing, φ is encoded via unitary dynamics by a Hamiltonian H, i.e. the evolved state
FIG. 1: The interferometry setup discussed in the paper: The parameter value φ is encoded in an initial state ρ via a quantum channel Λφ.
A dephasing channel Λ which commutes with unitary encoding of φ is considered. The interferometer is described by a Hamiltonian H which is
the generator of unitary encoding. A POVM measurement {Πx}x∈X is performed on ρ¯φ to retrive the information about the value of φ. Quality
of the setup is quantified by the Fisher information.
is ρφ := e
−iφHρ eiφH . When interaction with an enviroment leads to dephasing, we have Λφ(ρ) = e−iφHΛ(ρ) eiφH ,
where Λ represents the dephasing channel, which commutes with unitary dynamics generated by H, see Eq. (1).
ar
X
iv
:1
40
3.
09
55
v1
  [
qu
an
t-p
h]
  4
 M
ar 
20
14
2Thus, dephasing can also be viewed as an imperfect preparation of the initial state ρ such that in fact the dephased
state ρ¯ := Λ(ρ) is prepared and used in the unitary interferometry setup. The estimation precision is lowered by
dephasing, as all possible initial states are effectivily the mere outputs of the dephasing channel Λ.
Let H =
∑N
j=1Hj , where Hj is a self-adjoint operator on j-th subsystem. Dephasing introduces random phases
into the dynamics of the subsystems:
ρ¯ =
∫
RN
dϕ˜1...dϕ˜N g(ϕ˜1, ..., ϕ˜N ) e
−i∑Nj=1 ϕ˜jHjρ ei∑Nj=1 ϕ˜jHj , (1)
where g is the distribution of the random phases ϕ˜j , j = 1, .., N . One works with the averaged state ρ¯ as it is
not possible to access enviroment degrees of freedom in order to choose values of the random phases. The ρ¯ state
is influenced by correlations of the random phases. Usually g is assumed to be Gaussian when it is fully determined
by random phase means and a covariance matrix C. Without loss of generality, we assume the means to equal
0. Independent identically distributed phases decribe independent dephasing when fully correlated ϕ˜j = ϕ˜k,
1 ≤ j, k ≤ N correspond to collective dephasing.
For a state ρ of N = 1 two-level atom we have H = 12σ
z, where σz is the Pauli matrix along the z-axis. For
dephasing given by a Gaussian random phase with a variance 2β2 and a mean 0, we obtain the following dephased
state ρ¯ (in the eigenbasis of σz):
ρ¯ =
(
ρ00 ρ01 e
−β2
ρ10 e
−β2 ρ11
)
, where ρ =
(
ρ00 ρ01
ρ10 ρ11
)
. (2)
Fisher information. The quality of the interferometry setup can by quantified using the Fisher information.
Here, it is enough to discuss the case when φ is unitarily encoded in an initial state ρ, i.e. ρφ := e
−iφHρ eiφH ,
and a POVM measurement is performed on ρφ. In the presence of dephasing we simply replace ρ by ρ¯.
We have to estimate φ ∈ R only from a result x of the POVM measurement {Πx}x∈X performed on a state from
the family {ρφ}φ∈R. A result x ∈ X is obtained with probability pφ(x) := Tr(ρφΠx). In order estimate φ we use
an estimator - φˆ : X → R. Let us consider the case of φ = φ0+δφ, where φ0 is known and δφ 1 is a small fluctuation
that we want to estimate. We compare estimators by using the local error defined as ∆2φ0 φˆ =
∫
X
dx pφ0(x) (φˆ(x)−φ0)2.
For any locally unbiased estimator at φ = φ0 (
∫
X
dx pφ0(x)φˆ(x) = φ0 and
d
dφ |φ=φ0
∫
X
dx pφ(x)φˆ(x) = 1) this error
is bounded from below in the Cramer-Rao inequality:
∆2φ0 φˆ ≥ F−1φ0,ρ,Π, where Fφ,ρ,Π =
∫
{x∈X: pφ(x)6=0}
dx pφ(x)
(
∂
∂φ
log(pφ(x))
)2
(3)
where Fφ,ρ,Π is the Fisher information. This Fisher information quantifies the quality of the interferometry setup as it
bounds from below the phase estimation precision, thus simplifying the optimisation of the setup since we no loger
need to refer to an estimator.
The Fisher information depends on the choice of measurement {Πx}x ∈ X. Whatever the measurement is [6]:
Fφ,ρ,Π ≤ Fρφ = Tr(ρφL2ρφ), Lρφρφ + ρφLρφ = −i[H, ρφ], (4)
where Fρφ is the quantum Fisher information and Lρφ is the symmetric logarythmic derivative. The Lρφ eigenbasis
corresponds to the optimal projective measurement for which Fφ,ρ,Π = Fρφ . As the quantum Fisher information
is the same for all φ, let us drop the index φ. We have Fρ = Tr(ρL
2
ρ) and Lρρ + ρLρ = −2i[H, ρ]. Optimisation
of the interferometry setup is reduced to choosing the initial state ρ.
It is not easy to find the maximum of the quantum Fisher information w.r.t. the initial state in the presence
of dephasing, even numerically. In order to discuss the asymptotic behaviour of the quantum Fisher information
in the presence of general dephasing, we need to derive a new upper bound. Our method uses knowledge about
the dephasing channel Λ, i.e. the random phase probability distribution. First, we estimate random phase values
using the Bayesian approach. Then, we eliminate dephasing noise by calculating a weighted arithmetic mean of
the random phase estimators, which corresponds to φ. This mean can be related to the optimal estimator of φ
which saturates the Cramer-Rao bound in Eq. (3). Our approach provides a clear and simple insight into the quan-
tum Fisher information behaviour in the presence of general dephasing.
3The Bayesian approach. Let us consider one run of the intererometry experiment. First, unknown random
phase values are chosen according to a Gaussian distribution in with all means equal 0 and a covariance ma-
trix C. Next, these phases are shifted by a common phase φ = φ0 + δφ, where φ0 is known and δφ  1 is
an uncontrolled fluctuation to be estimated. Let {ϕ1, ..., ϕN} denote the shifted phase values and gφ their prob-
ability distribution with all the means now equal φ, and the unchanged covariance matrix C: gφ(ϕ1, ..., ϕN ) =
(2pi detC)−
1
2 exp(− 12
∑N
j,k=1(ϕj − φ)(C−1)jk(ϕk − φ)). These values are then encoded in the initial state ρϕ(N) =
e−i
∑N
j=1 ϕjHjρ ei
∑N
j=1 ϕjHj and we go on to perform the POVM measurement {Πx}x ∈ X. In order to estimate
φ from a result x ∈ X, we first estimate the shifted random phases ϕ(N) and then their common mean which
equals exactly φ. As we cannot choose the random phase value, in many experiments we obtain a result x with
an average probability p¯φ(x) =
∫
RN dϕ
(N) gφ(ϕ
(N))pϕ(N)(x) = Tr(ρ¯φΠx), where ρ¯φ is the dephased state in Eq. (1)
and pϕ(N)(x) := Tr{ρϕ(N)Πx}. We would expect the Fisher information to appear, since δφ is small.
We know the gφ distribution except for the mean φ, which we need to estimate. Let us consider the following
Gedankenexperiment. We assume that we can observe phases ϕ(N) directly. In order to estimate φ we eliminate random
dephasing noise by calculating a weighted arithmetic mean φˆ(ϕ(N)) :=
∑N
j=1 γjϕj with
∑N
j=1 γj = 1, thus guaranteeing
that φˆ is an unbiased estimator of φ. Using e.g. Lagrange multipliers one can show that γj :=
∑N
k=1(C
−1)jk∑N
j,k=1(C
−1)jk
leads
to minimum local estimation error ∆2φ0 φˆ :=
∫
RN dϕ
(N) gφ0(ϕ
(N))
(
φˆ(ϕ(N))− φ0
)2
=
(∑N
j,k=1(C
−1)jk
)2
=: ∆2C .
Let us note that it is sufficient to measure just one phase ϕC :=
∑N
j=1 γjϕj in order to estimate φ. For independent
dephasing we have γj =
1
N , j = 1, ..., N , and ∆
2
C =
2β2
N , where 2β
2 := C11 is the variance of every random phase.
We cannot, however, observe phases directly, but only via a measurement result x ∈ X. In order to estimate
the shifted phases we use knowledge about their Gaussian distribution gφ and the Bayesian estimation. The Bayesian
approach provides the estimators ϕˆj(x) :=
∫
RN dϕ
(N) gφ(ϕ
(N)) p
ϕ(N)
(x)ϕj∫
RN dϕ
(N) gφ(ϕ(N)) pϕ(N) (x)
, j = 1, ..., N , which have minimum error
w.r.t. gφ (see Appendix A). As we do not know the exact value of φ = φ0 + δφ, we make an ’informed guess’ assuming
φ = φ0 in order to obtain the random phase estimators.
Inspired by our results for direct phase observation, we decided to take this a step further. We chose the estimator
(abusing the notation) φˆ(x) :=
∑N
j=1 γjϕˆj(x) in order to find the φ value. This choice proved optimal up to a linear
transformation which guarantees local unbiasedness at φ = φ0 (see Appendix D for proof):
φˆbest(x) = φ0 +
φˆ(x)− φ0
∆−2C ∆
2
φ0
φˆ
and ∆2φ0 φˆbest :=
∫
X
dx p¯φ0(x) (φˆbest(x)− φ0)2 =
(
∆−4C ∆
2
φ0 φˆ
)−1
= F−1φ0,ρ¯,Π (5)
as the Cramer-Rao inequality in Eq. (3) is saturated, which we prove as follows. We have ∆2C
∑N
j=1
∂
∂ϕj
gφ(ϕ1, ..., ϕN ) =
−gφ(ϕ1, ..., ϕN ) (ϕC − φ) bacuse of the definition of the ϕC phase and the fact that gφ is Gaussian. We also have∫
RN dϕ
(N) gφ(ϕ
(N))
∑N
j=1
∂
∂ϕj
pϕ1,...,ϕN (x) = Tr{−i[H, ρ¯φ] Πx}. Therefore:
φˆ(x)− φ0 :=
∫
RN dϕ
(N) gφ0(ϕ
(N))pϕ(N)(x) (ϕC − φ0)∫
RN dϕ
(N) gφ0(ϕ
(N))pϕ(N)(x)
= ∆2C
Tr{−i[H, ρ¯φ0 ] Πx}
Tr{ρ¯φ0Πx}
=
∂
∂φ
|φ=φ0 log(p¯φ(x)) and (6)
∆−4C ∆
2
φ0 φˆ = ∆
−4
C
∫
X
dx p¯φ0(x) (φˆ(x)− φ0)2 = Fφ0,ρ¯,Π. (7)
The relation in Eq. (7) was presented in a different context in [8] in the case of one-dimensional Gaussian distribution,
which can be related to collective dephasing.
In order to obtain the upper bound on the quantum Fisher information, let us look at the Bayesian estimation of
the random phase ϕC , which has a Gaussian distribution gC with a mean φ and a variance ∆
2
C . The above mentioned
estimator φˆ is also the best Bayesian estimator for phase ϕC when φ = φ0. Therefore, the average error of phase ϕC
estimation equals (see Appendix B):
∆2φˆ :=
∫
RN
dϕ(N) gφ(ϕ
(N))
∫
X
dx pϕ(N)
(
φˆ(x)− ϕC
)2
= ∆2C −∆2φ0 φˆ. (8)
According to Eq. (7), the optimal measurements in the Bayesian estimation of ϕC and in the Fisher information
approach to φ estimation are exactly the same.
4The average error ∆2φˆ is bounded from below by the Bayesian Cramer-Rao inequality [9]. For a Gaussian distri-
bution gC and the interferometry setup, we have (see Appendix C):
∆2φˆ ≥
(
1
∆2C
+ Fρ
)−1
, (9)
where Fρ is the quantum Fisher information for the initial state ρ. Combining Eqs. (7), (8) we obtain: Fφ0,ρ¯,Π ≤(
∆2C +
1
Fρ
)−1
. We thus arrive at the main result of this paper, maximising Fφ,ρ¯,Π w.r.t. to the measurement:
Fρ¯ ≤
(
∆2C +
1
Fρ
)−1
, (10)
which, in turn, leads to the following bound on phase φ estimation precision for any locally unbiased estimator φˆ:
∆2φ0 φˆ ≥
(
∆2C +
1
Fρ
)
. (11)
This bound, which takes into account both dephasing strength via ∆2C and the available resources via Fρ, can be
interpreted as follows. If a perfect random phase ϕC observation were possible, the local error would be ∆
2
C . As
this is not possible, the error is greater by FQρ , taking into account the noise of observing phases only via the results
of the interferometry experiment. We recover precision F−1ρ , which characterises the unitary dynamics, when the
random phases variances converge to 0, since that implies ∆2C → 0. This guarantees that the bound will be tight
in the presence of weak dephasing.
Examples. Let us consider the two following examples of correlated dephasing with the covariance matrices:
C1 = 2β
2

1 α · · · α
α 1 α · · · α
...
. . .
. . .
. . .
...
α · · · α 1 α
α · · · α 1
 and C2 = 2β2

1 α α2 · · · αN−1
α 1 α · · · αN−2
...
. . .
. . .
. . .
...
αN−2 · · · α 1 α
αN−1 · · · α2 α 1
 . (12)
We obtain:
∆2C1 = 2β
2
(
α+
1− α
N
)
and ∆2C2 = 2β
2N−1
1 + α
1− α+ αN
. (13)
We see that, for any value 0 < α < 1, for constant correlations (discrete topology) the bound in Eq. (11) converges
to a constant 2β2 α, whereas for exponentially decaying correlations in one dimension, we obtain a better asymptotic
scaling ∼ 2β2N−1 1+α1−α ∝ N−1, see the LHS in Fig. 2.
The case α = 1 corresponds to collective dephasing, both for C1 and C2:
∆2φ0 φˆ ≥
(
2β2 +
1
Fρ
)
(14)
which, for a single-mode Gaussian state ρ of photons in a two-arm interferometer with an average number N¯ ,
due to Fρ ≤ 8N¯(N¯ + 1) the form ∆2φ0 φˆ ≥
(
2β2 + 1
8N¯(N¯+1)
)
. In [7] this was proved using a variational approach
to the quantum Fisher information. The bound in Eq. (14) has a constant asymptotic behaviour. As the case
α = 0 corresponds to independent dephasing, we obtain:
∆2φ0 φˆ ≥ N−1
(
2β2 +
N
Fρ
)
. (15)
Given that for a state ρ of N two-level atoms we have H = 12
∑N
j=1 σ
z
j , where σ
z is the Pauli matrix along the z-axis,
and thus Fρ ≤ N2, we arrive at ∆2φ0 φˆ ≥ N−1
(
2β2 + 1N
)
. In [5] a different upper bound ∆2φ0 φˆ ≥ N−1(e2β
2 − 1)
was proved. The bounds are compared on the RHS in Fig. 2. The bound in [5] works better for strong dephasing
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FIG. 2: RHS. Bounds on the estimation error for N two-level atoms obtained using Eq. (11). The difference in scaling with N , between
independent ∝ N−1 (black solid line) and collective dephasing ∝ 1 (gray solid line) is clearly visible. Weak (exponentially decaying) correlations
in the C1 example preserve the ∝ N−1 scaling (black dashed line; α = 0.9), whereas strong (non-decaying) correlations in the C2 example limit
the precision scaling to a constant error (gray dashed line; α = 0.2). Dephasing strength 2β2 = 0.5 was chosen.
LHS. Comparison of the bounds for N two-level atoms in the presence of independent dephasing: the derived bound in Eq. (15) and the bound
in [5]. The shaded area correponds to the values of 2β2 and N for which the bound Eq. (15) is tighter (greater). When N →∞ this area is
approximated by 2β2 = (2N)−1/2 (gray dashed line). The insets depict the bound in Eq. (15) (solid line) and the bound in [5] (dashed line)
w.r.t. 2β2 (lower inset) or N (upper inset).
β2 ≥ (2N)−1,2, but does not provide Heisenberg scaling when 2β2 → 0 . Both bounds show the scaling ∝ N−1
when N →∞.
The bound in Eq. (11) provides an insight into interferometry in the presence of dephasing, the asymptotic precision
of which is determined by the noise correlations. In the case of collective dephasing, if we were able to estimate
the phases of atoms perfectly, it would be only one phase ϕ being a Gaussian variable with the variance 2β2. This
is the exact bound in Eq. (14) when N → ∞. If the phases are strongly correlated, as in the C2 example, we
effectively have a finite number of ’independent’ noise realisations and cannot completely eliminate the dephasing
noise, even if N → ∞. Thus we observe that the bound in Eq. (11) converges to the constant 2β2α. If the phases
are weakly correlated, as in the C1 example, we can eliminate the noise, but the best possible scaling will be reduced
from the Heisenberg scaling ∼ N−2 to the shot-noise scaling ∼ N−1.
Summary and comments. In this paper we present a new upper bound on the quantum Fisher information
in the presence of arbitrarily correlated Gaussian dephasing that we have derived. This bound, as shown in Eq. (10),
takes into account both dephasing correlations and initial system state preparation. Moreover, it enables one to anal-
yse the asymptotic scaling of phase estimation precision when the number of subsystems N → ∞. We also show
that weak (exponentially decaying) correlations of dephasing noise preserve the scaling ∝ N−1 which is character-
istic in independent dephasing. Arbitrarily small, but strong (non-decaying) correlations limit the precision scaling
when N →∞ to a constant error.
The bound derived can be fruitfully modified to frequency estimation [10].
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Appendix A: Single-parameter Bayesian estimation
Setup. Let us assume that we know the probability distribution g of a random variable ϕ ∈ R. Let φ denote
the mean and ∆2 the variance of the g distribution. A value of ϕ cannot be observed directly, but only via experiment
results. We would like to estimate teh value of ϕ from an experiment result x ∈ X, the probablity of which pϕ(x)
depends on ϕ. We look for an estimator ϕˆ : X → R with the smallest average error w.r.t. the g distribution .
For the average error ∆2ϕˆ :=
∫
R dϕg(ϕ)
∫
X
dx pϕ(x) (ϕˆ(x)− ϕ)2 the optimal estimator is known to be:
ϕˆ(x) :=
∫
R dϕg(ϕ) pϕ(x)ϕ∫
R dϕg(ϕ) pϕ(x)
. (A1)
In such a choice of estimator we have:
Eϕˆ :=
∫
R
dϕg(ϕ)
∫
X
dx pϕ(x) ϕˆ(x) = φ, thus
∆2ϕˆ =
∫
R
dϕg(ϕ) (ϕ− φ)2 −
∫
R
dϕg(ϕ)
∫
X
dx pϕ(x) (ϕˆ(x)− φ)2 = ∆2 −
∫
X
dx p¯φ(x) (ϕˆ(x)− φ)2, (A2)
where p¯φ(x) :=
∫
R dϕg(ϕ) pϕ(x) is average probability of obtaining the result x ∈ X.
Bayesian Cramer-Rao bound. The Bayesian Cramer-Rao inequality bounds from below the average error ∆2ϕˆ
of any estimator ϕˆ [9]. For a Gaussian prior distribution g with a variance ∆2 it is as follows:
∆2ϕˆ ≥
(
1
∆2
+
∫
R
dϕg(ϕ)Fϕ
)−1
. (A3)
where Fϕ is the Fisher information for the pϕ(·) probability defined as Fϕ :=
∫
{x∈X: pϕ(x) 6=0} dx pϕ(x)
(
∂
∂ϕ log(pϕ(x))
)2
,
for a quantum setup see also Eq. (3).
Appendix B: Reduction of multiparameter Bayesian estimation to single-parameter Bayesian estimation
We are interested in estimating a random phase ϕC =
∑N
j=1 γjϕj , where the random phases {ϕ1, ..., ϕN}
have a Gaussian distribution gφ with a covariance matrix C and the same means equal φ, i.e. gφ(ϕ1, .., ϕN ) =
(2pi detC)−
1
2 exp(− 12
∑N
j,k=1(ϕj − φ)(C−1)jk(ϕk − φ)), and γj =
∑N
k=1(C
−1)jk∑N
j,k=1(C
−1)jk
, j = 1, ..., N . The distribution gC
of ϕC is Gaussian with the variance equal ∆
2
C =
(∑N
j,k=1(C
−1)jk
)−1
and the mean equal φ.
We cannot observe a ϕC value directly, but only via an experiment result x ∈ X. The probability of obtaining
a result x ∈ X pϕ1,...,ϕN (x) depends on all values {ϕ1, ..., ϕN}. The probability of obtaining x ∈ X when ϕC = ϕ
is
∫
Mϕ
gφ(ϕ1, ...., ϕN ) pϕ1,...,ϕN (x) =: p
′
ϕ(x), where Mϕ := {{ϕ1, ..., ϕN} ∈ RN :
∑N
j=1 γjϕj = ϕ}.
The best estimator of ϕC according to Eq. (A1) is:
ϕˆC(x) :=
∫
R dϕgC(ϕ) p
′
ϕ(x)ϕ∫
R dϕgC(ϕ) p
′
ϕ(x)
=
N∑
j=1
γjϕˆj(x), (B1)
7where ϕˆj(x) :=
∫
RN dϕ1...dϕN gφ(ϕ1,....,ϕN ) pϕ1,....,ϕN (x)ϕj∫
RN dϕ1...dϕN gφ(ϕ1,....,ϕN ) pϕ1,....,ϕN (x)
is the best Bayesian estimator of a random phase ϕj w.r.t. gφ.
From Eqs. (A2) and (A3) we arrive at:
EϕˆC = φ, ∆2ϕˆC = ∆2C −
∫
X
dx p¯φ(x) (ϕˆC(x)− φ)2 and ∆2ϕˆC ≥
(
1
∆2C
+
∫
R
dϕgC(ϕ)F
′
ϕ
)−1
, (B2)
where p¯φ(x) :=
∫
R dϕgC(ϕ) p
′
ϕ(x) =
∫
RN dϕ1...dϕN gφ(ϕ1, ...., ϕN ) pϕ1,....,ϕN (x) and F
′
ϕ is the Fisher information
for the p′ϕ(·) probability , i.e. F ′ϕ :=
∫
{x∈X: p′ϕ(x)6=0} dx p
′
ϕ(x)
(
∂
∂ϕ log(p
′
ϕ(x))
)2
.
Appendix C: Bayesian estimation in a quantum setup
We perform a POVM measurement {Πx}x∈X on a state ρϕ1,...,ϕN := e−i
∑
j=1 ϕj Hjρ ei
∑
j=1 ϕj Hj . The probability
of obtaining a result x ∈ X equals pϕ1,...,ϕN (x) = Tr(ρϕ1,...,ϕNΠx). When {ϕ1, ..., ϕN} are Gaussian random variables
with the same means equal φ, we have p¯φ(x) = Tr(ρ¯φΠx), where ρ¯φ corresponds to the dephased state ρφ, see Eq. (1).
To use the Bayesian Cramer-Rao bound in Eq. (A3) we need the Fisher information F ′ϕ for the probability distribu-
tion p′ϕ(x) := Tr(ρ
′
ϕΠx), where ρ
′
ϕ is a state obtained by integrating ρϕ1,...,ϕN over a set
{
ϕ1, ..., ϕN ∈ RN :
∑N
j=1 γjϕj = ϕ
}
with a conditional probility gφ(ϕ1, ..., ϕN |ϕ) = gφ(ϕ1, ..., ϕN )/gC(ϕ), where gC is the ϕC probability distribution.
Below we prove that ddϕρ
′
ϕ = −i
[
H, ρ′ϕ
]
, where H =
∑N
j=1Hj . Therefore, for ρ
′ := eiϕHρ′ϕ e
−iϕH we have
F ′ϕ ≤ Fρ′ . As the quantum Fisher information is convex w.r.t. density matrices, we also have Fρ′ ≤ Fρ. Thus,
we arrive at a quantum version of the Bayesian Cramer-Rao inequality above in Eq. (B2):
∆2ϕˆC ≥
(
1
∆2C
+ FQρ
)−1
. (C1)
We now prove that ddϕρ
′
ϕ = −i
[
H, ρ′ϕ
]
. As
∑N
j=1 γj = 1, we obtain:
ρ′ϕ = gC(ϕ)
−1
 N∑
j=1
γj
∫
Mϕ
gφ (ϕ1, ..., ϕN ) ρϕ1,...,ϕN
= gC(ϕ)
−1
N∑
j=1
γj
∫
RN−1
dϕ1...dϕj−1dϕj+1...dϕN gφ
ϕ1, ..., ϕj−1, γ−1j ϕ− γ−1j N∑
k=1,k 6=j
γkϕk, ϕj+1, ..., ϕN

× ρϕ1,...,ϕj−1,γ−1j ϕ−γ−1j ∑Nk=1,k 6=j γkϕk,ϕj+1,...,ϕN ,
gC(ϕ) =
N∑
j=1
γj
∫
RN−1
dϕ1...dϕj−1dϕj+1...dϕN gφ
ϕ1, ..., ϕj−1, γ−1j ϕ− γ−1j N∑
k=1,k 6=j
γkϕk, ϕj+1, ..., ϕN
 . (C2)
Therefore:
d
dϕ
gC(ϕ) =
N∑
j=1
γj
∫
RN−1
dϕ1...dϕj−1dϕj+1...dϕN gφ
ϕ1, ..., ϕj−1, γ−1j ϕ− γ−1j N∑
k=1,k 6=j
γkϕk, ϕj+1, ..., ϕN

× − γ−1j
 N∑
k=1,k 6=j
(C−1)jk(ϕk − φ) + (C−1)jj
γ−1j ϕ− γ−1j N∑
k=1,k 6=j
γkϕk − φ

= −
N∑
j=1
∫
Mϕ
gφ(ϕ1, ..., ϕN )
N∑
k=1
(C−1)jk(ϕk − φ) = −
∫
Mϕ
gφ(ϕ1, ..., ϕN )
N∑
k=1
(ϕk − φ)
N∑
j=1
(C−1)jk
= −
∫
Mϕ
gφ(ϕ1, ..., ϕN )
N∑
k=1
(ϕk − φ) γk ∆−2C = −
∫
Mϕ
gφ(ϕ1, ..., ϕN ) (ϕ− φ) ∆−2C
= −∆−2C (ϕ− φ) gC(ϕ) (C3)
8and
d
dϕ
ρ′ϕ = gC(ϕ)
−1
N∑
j=1
γj
∫
RN−1
dϕ1...dϕj−1dϕj+1...dϕN gφ
ϕ1, ..., ϕj−1, γ−1j ϕ− γ−1j N∑
k=1,k 6=j
γkϕk, ϕj+1, ..., ϕN

×
[
−iγ−1j Hj , ρϕ1,...,ϕj−1,γ−1j ϕ−γ−1j ∑Nk=1,k 6=j γkϕk,ϕj+1,...,ϕN
]
+ gC(ϕ)
−1
N∑
j=1
γj
∫
RN−1
dϕ1...dϕj−1dϕj+1...dϕN gφ
ϕ1, ..., ϕj−1, γ−1j ϕ− γ−1j N∑
k=1,k 6=j
γkϕk, ϕj+1, ..., ϕN

× − γ−1j
 N∑
k=1,k 6=j
(C−1)jk(ϕk − φ) + (C−1)jj
γ−1j ϕ− γ−1j N∑
k=1,k 6=j
γkϕk − φ

× ρϕ1,...,ϕj−1,γ−1j ϕ−γ−1j ∑Nk=1,k 6=j γkϕk,ϕj+1,...,ϕN
− ρ′ϕgC(ϕ)−1
d
dϕ
gC(ϕ)
= −i [H, ρ′ϕ]− ρ′ϕ∆−2C (ϕ− φ) + ρ′ϕ∆−2C (ϕ− φ) = −i [H, ρ′ϕ] . (C4)
Appendix D: Optimal locally unbiased estimator
Let us prove that the choice of φˆbest(x) := φ0 +
φˆ(x)−φ0
∆−2C ∆
2
φ0
φˆ
in Eq. (5), where φˆ(x) :=
∑N
j=1 γjϕˆj(x) and ϕˆj is the best
Bayesian estimator of the random phase ϕj w.r.t. the gφ0 distribution, j = 1, ..., N , is locally unbiased. Given that
φˆbest saturates the Cramer-Rao inequality in Eq. (3), the following will prove its optimality.
Let Eφ denote average w.r.t. p¯φ(x). We have Eφ0 φˆ = φ0 from Eq. (B2) and therefore also Eφ0 φˆbest = φ0. We also
have:
d
dφ
|φ=φ0Eφφˆ =
∫
X
dx
d
dφ
|φ=φ0 p¯φ(x) φˆ(x) =
∫
X
dxTr
(
d
dφ
|φ=φ0 ρ¯φΠx
)
φˆ(x), (D1)
d
dφ
|φ=φ0 ρ¯φ =
∫
RN
dϕ1...dϕN
∂
∂φ
|φ=φ0gφ(ϕ1, ..., ϕN ) ρϕ1,...,ϕN
= ∆−2C
∫
RN
dϕ1...dϕN
 N∑
j=1
γjϕj − φ
 gφ0(ϕ1, ..., ϕN )ρϕ1,...,ϕN , (D2)
where ∆2C :=
(∑N
j,k=1(C
−1)jk
)−1
and γj := ∆
2
C
∑N
k=1(C
−1)jk, j = 1, .., N . Thus, since φˆ(x) :=
∑N
j=1 γjϕˆj(x) is also
the best Bayesian estimator of ϕC :=
∑N
j=1 γjϕj w.r.t. gφ0 we obtain:
d
dφ
|φ=φ0 p¯φ(x) = ∆−2C p¯φ0(x) (φˆ(x)− φ0) as
∫
X
dx
d
dφ
|φ=φ0 p¯φ(x) = 0, (D3)
d
dφ
|φ=φ0Eφφˆ =
∫
X
dx
d
dφ
|φ=φ0 p¯φ(x) (φˆ(x)− φ0) = ∆−2C
∫
X
dx p¯φ0(x) (φˆ(x)− φ0)2 = ∆−2C ∆2φ0 φˆ, (D4)
which implies ddφ |φ=φ0Eφφˆbest = 1, i.e. φˆbest is locally unbiased.
