Abstract -To solve the boundary problems for singular ordinary differential equations of the second order the functional-discrete (FD-) method is proposed. The method gives the possibility of obtaining an approximate solution in the numerical-analytical form in the whole half-axis with a guaranteed accuracy. Sufficient conditions of convergence of the method at a rate of a geometrical progression are found. The two-sided approximations are established and an explicit evaluation of the two-sided estimation width is given. In conclusion the results of numerical experiments obtained by the system of computer algebra are presented.
Introduction
The present paper deals with further investigation of works [12] [13] [14] [15] , developing two-sided functional discrete [FD-] methods of solving boundary problems for ordinary differential equations (ODE) of the second order in the half-axis and for the case of a differential operator coefficient having a singularity at one of the ends of a finite integration interval. The problem concerned with solving boundary problems and the Sturm-Liouville problems in the halfinfinite interval is tackled in a considerable number of works [1, 2, 8, 18, 19] , the main idea is the transition of the limiting condition for the unknown function from infinity to a finite interval. Analogously, in some works [3, 5, 6, 10 ] the transition of a boundary condition from a singular point to a closed one is proposed. However, in both cases strict choice criteria can not be presented for either a finite integration interval replaces a half-line or a point in the vicinity of the singularity. In works [16] the numerical method for solving singular boundary value problems with a solution that can be represented as a series expansion on a subinterval near the singularity is justified. In the present paper we propose another approach giving for singular ODE of the second order in the half-axis the possibility of deriving solutions in a numerical-analytical form in the whole half-axis with a guaranteed accuracy. Similar ideas for a restricted interval of integration for a differential equation with singularity were suggested in [9] . We see that for the author of that work the existence and uniqueness of the solutions of the indicated boundary-value problems are absent, as also are not constructed the numerical methods, which provide two-sided approximation for the required solution. Let us describe the general structure of the work. In Sec.1 the statement of the problem is given and the sufficient conditions of its solvability are demonstrated. In Sec.2 we introduce sufficient conditions for convergence of FD-method at a rate of a geometrical progression. Then two-sided approximations to the sought-for solution are established and the width of two-sided estimation is presented. In Sec. 3 we analyze the problems of algorithmic implementation of the FD-method on the basis of constructed recurrent formulas. In the case of precise implementation of the method connected with the possibility of finding the corresponding quadratures taken in an explicit form, the results of calculations are introduced and analyzed, being derived by the system of computer algebra (s.c.a.) [17] with the use of higher transcendent functions [7, 11] .
Statement of the Problem and the Existence Theorem
We consider the equation The question now is: what conditions are to be imposed on the function f (x) that a unique solution of boundary problem (1.1), (1.2) could exist. The monograph [4] by R.Agarwal and D.O'Regan which has recently been published and has been focused on the problems for differential, difference, and integral equations on an infinite interval does not give answer to the above question, since the corresponding assumptions do not hold true as regards the properties of the function q (x) (see [4; p.p. 110-113] ). In respect to boundary problem (1.1), (1.2) we prove the following assertions:
Then there exists the unique solution to problem (
where Proof. Consider the auxiliary problem
]. The solution of the problem can be represented in the form 10) and
where
Below for any function ϕ (x), satisfying (1.4) -(1.6), we have
(1.14)
(1.16)
Deriving estimates (1.14) -(1.16), we used the fact that the function
, and the function
, and it hence
It follows from (1.15), (1.16 ) that the second condition from (1.9) is fulfilled, hence the preceding assertion is proved.
The function v(x) can also be presented in the following way:
where G(x, ξ, q (1) (·)) is Green's function of problem (1.8), (1.9); thereto, we proved that 18) for all ϕ(x) that satisfy conditions (1.4) -(1.6). Now we convert transform problem (1.1), (1.2) to the form
(1.19)
Subject to conditions (1.7), (1.4)-(1.6) and under the condition 2αR(q − q (1) ) 1 ,
the operator
into itself and it is contractive, it follows that problem (1.19) has a unique solution which can be derived by the method of successive approximations and that the following estimate is valid:
There is no difficulty in showing that the solution of problem (1.9) is simultaneously the solution of (1.1), (1.2). The theorem is proved.
We can free overselves of condition (1.7)if we replace the function q (1) (x) by some other functionq (x) sufficiently simple in the sense that it can also be used to construct explicit Green's function but, however, close to q (x). The functionq (x) is taken in the form of (2.5) and the corresponding Green function is expressed, as it will be shown in section 2, by (2.19). Since
with respect to the principle of maximum we have the inequality
and we always can find such a functionq (x) , that the following inequality holds:
(1.21)
Instead of (1.19), we convert problem (1.1), (1.2) into the form 
Therefore the assertion is proved
Theorem 1.2. Let conditions (1.4) -(1.6) be fulfilled. Then there exists the unique solution of problem (
1.1), (1.2) u (x) ∈ C [0, ∞) ∩ Q (2) [b, c] .
Two-sided functional-discrete method
Following the FD-method (see, e.g., [14, 15] ), the solution of the problem (1.1)-(1.3) can be given as follows:
Here u
, r m+1 (x) is a remainder and U (x, λ) is the solution of a more general problem, such as
is a piecewise constant function approximating the function q(x) from below. To define the terms in series (2.1) it is necessary to solve the following recurrent sequence of problems:
The approximating functionq(x) is taken in the form
where x i are the knots of some nonuniform net
On each of these intervals we search for the solutions of problems (2.2), and the indefinite constants entering into them are to be found from the sewing together conditions. On the interval [0, 
Therefore, without limiting the generality it can be shown that for the problem
the corresponding Green function is as follows:
with the adopted notation
where v α (x) are the linear independent solutions of two homogeneous Cauchy problems
And, finally, for the problem
The Green function is constructed similarly to [13] , i.e.,
We consider the basic problem (2.2), and for this purpose introduce u (0) (x) in terms of the obtained expressions (2.4), (2.5), (2.7):
The unknown quantities u 
we obtain d dx
Taking account of the initial starting conditions of problems (2.6), we get
.
And finally
According to conditions (2.9), we equate expressions (2.11), (2.12) and, (2.13), (2.14), respectively, to get a set of linear equations with respect to the unknown u 1 and u N :
here we adopt the notation
The solution of (2.15) is
Thus, expression (2.8) (the solution of the basic problem from (2.2)) can be written as
the constants C Z and C V are defined by the formulas
and the relationship holds true
To evaluate G ν (x, ξ,q(·)), we use the following Proof. The first statement is proved in [12] . And since for the function under consideration relations (2.10) hold true andq(x) , ∆ ν x 2 are nonnegative functions, then integrating the equation d
It does prove that the function ∆ ν x 2 is monotonically decreasing on the interval [0,
) is nonnegative ∀x 0. The lemma 2.1 is proved.
We evaluate the zeroth and successive approximations u (j) (x), and for this purpose we first investigate the function G 
where the function G
and the right side of the a double inequality (2.20) follows from evaluation of the abovementioned function, given in [13] . Therefore, there is the evaluation
Similarly, following the recurrent representation
or in terms of a uniform norm
We introduce three auxiliary functions
Using the procedure of [13] , the following lemma can be proved. 
Hence, at m = 1 it follows
Accounting for the latter inequality, we evaluate the expression from (2.16):
Then, since
in the given limit over the parameter ν we have
The introduction of an additional limitation into evaluation (2.22) is quite natural, since the choice of the point x 1 near zero and the point x N rather far from x 1 is associated with the necessity to approximate the function q(x) well enough from below. Further, using notation (2.16), we have
Using the obtained inequalities (2.22) and (2.23), the evaluation will be derived from (2.18):
The proof of the function ω 1 (z) being positive on the interval [x N , ∞) is obvious. Let us differentiate the function mentioned. Then, using relation (2.19) and inequality (2.24), we get
It follows that ω 1 (z) > 0 ∀z ∈ [x N , ∞) and the first statement of the lemma is proved. The positiveness of the functions ω 2 (z) and ω 3 (z) on the interval [x 1 , x N ] is proved similarly to [12] , where, in addition, a monotonic decrease in the function ω 2 (z) was proved on the interval mentioned. We need only to examine a derivative of the function ω 3 (z). It is necessary to note that
Integrating the equation
we get
sinceq(z), ω 3 (z) are positive functions. The lemma 2.2 is proved.
To establish the double-sided of the FD-method, we introduce the Green function G ∞ ν,N (x, ξ,q(·)) used to find the desired solution
as an expansion into the Volterra series in the vicinity of, "the point",q(x), namely
and z 0 = x, z n+1 = ξ. Following (2.20), (2.25), and (2.26), it is possible to derive the evaluations
It follows that in the case of the condition being satisfied
series (2.25) converges at a rate of geometric progression with the denominator r. In addition to it, since functions (2.4),(2.5),(2.7), and g n (x, ξ,q(·)) represent a nonnegative series, (2.25) will be sign-alternating under the condition
Let us use the notatioñ
and consider the difference of any arbitrary pair of successive terms:
To establish the validity of inequality (2.29), it is sufficient to prove the nonnegativeness of the integrand expression in the braces of equation (2.31). For this purpose, it is necessary to evaluate the function defined by formula (2.30). Using the monotonicity properties of the functions v α (x), w α (x) and the symmetricity of functions (2.4),(2.5),(2.7), it is necessary to examine twelve cases:
For the first of the given cases, depending on the location of the integration variable, there are the following evaluations z n+1 :
As a the result of the substitution of z n+1 by x 1 , taking into account the monotonic increase in the function I ν (z), and also relation (2.19) and the inequality from lemma 2.2, we obtaiñ
Accounting for the property of the function ω 3 (z) given in lemma 2.2 and also the initial conditions for the function v 2 (z) from (2.6), we have
Then, as a result of the substitution of z n+1 by x N and addition of the nonnegative function G
Using the monotonic increase of the function w 1 (z) and carrying out the substitution of z n+1 by ξ, the relation at issue can be written as
and e
, we obtain the equatioñ
In the cases under consideration, the function G ∞ ν,N (z n , ξ,q(·)), is explicitly distinguished, which substantiates estimation of the expression in braces in formula (2.31) below by such a function as
Then inequality (2.29) holds true in case condition (2.28) is satisfied and this proves the convergence of series (2.25). Moreover, when its terms undergo changing of signs, the twosided estimation takes place: 
whereq(x) ≡ q(x) −q(x).
Then series (2.25 ) is converging at a rate of a geometrical progression with the denominator 3Q/2a and possesses a two-sided estimation property
Proof. The proof of the convergency of series (2.25) is based on the earlier derived evaluations (2.27). To establish two-sided estimation (2.32), we write the remainder of the series under consideration in an integral form:
We need to prove that r 2p−1 (x, ξ) 0 and r 2p (x, ξ) 0, ∀p ∈ N.
(2.35) Differentiating (2.34) over λ, we get N (x, ξ, ω(·, λ) ) ∂λ λ) ) is the limited function on [0, ∞) for all ξ ∈ [0, ∞). Since the a differential operator of problem (2.34) is of the same form as in problem (2.36), the solution of the latter can be written as follows:
Due to the Green function, the following inequality is obtained:
Then differentiating (2.36) over λ, we have
Hence, on the basis of (2.37) and (2.20) we have
Let us assume by induction that for some natural k the following inequalities hold true:
Then from the recurrent relations
inequalities (2.20),(2.39), lemma conditions, and the assumptions made it follows that
Therefore, inequalities (2.40) take place ∀ k = 1, 2, ..., which together with (2.33) proves statement (2.35) and consequently ineqality (2.32). The theorem 2.1 is proved.
To obtain two-sided approximation of the boundary problem (1.1), (1.2), we split first the unknown solution into the sum
We adopt the notation
On the basis of theorem 2.1 proved above and also using works [12, 13] , the following statement necessarily holds true and
.., N − 1. If the exposed algorithm is precisely realized in the sense of existence of analytical expressions for primitives for the integrands from (3.1)-(3.4), then it is expedient to use s.c.a. for its realization. The Mathematica (v.3.0, 4.1) by which at each subsequent iteration step symbol transformations of expressions of the previous step are performed and determination of integrals in an analytical form is made (and also by means of special functions [7, 11] ). The Program test control is done on the example of problem (1. = 0.99868 < 1) and the 0-, 1-, and 2-approximations with errors deviating from the exact solution are presented in Table 1 . 
u (1) u T − u (1) u (2) u T − u (x), with m = 0, 1, 2 being too cumbersome, is not presented. In Fig.1 the diagrams of the analytical approximations of the 0-range at different values of the number of "steps" are shown (curve 1 is plotted at N=2, curves 2 and 3 -at N=4, 8 respectively). An exact solution is given by the dashed line. In Fig.2 the diagrams of the analytical approximations of 0 and 1-ranges at N=2 are introduced As is seen, the required accuracy is obtained by increasing the values N and k; this yields an optimizing problem which presupposes minimum expenses of CPU-time and RAM.
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