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Abstract 
This thesis covers the formulation and analysis of a number of deterministic, 
continuous models of infection by a disease such as bovine tuberculosis in one 
species (essentially badgers) and in two mutually infective species (badgers 
and cattle). We examine the dynamics of the disease in each model and then 
consider the effects of the application of different badger culling strategies 
which have the objective of eliminating the disease in cattle. Chapter 1 sets 
out the broad background issues relating to the suggestion that tuberculosis 
in cattle is caused by infactive badgers. 
In Chapter 2 we study the behaviour of simple Susceptible - Infected - Suscep- 
tible (SIS) spatially homogeneous o. d. e. models with constant birth rates and 
establish the criteria for the existence and stability of equilibrium states. We 
then extend the population dynamics by utilising a logistic fecundity function 
in Chapter 3. In Chapter 4 we examine Susceptible - Exposed - Infected - 
Susceptible (SEIS) o. d. e. models both with an exponentially distributed la- 
tent period and delay differential equation models with a fixed length of latent 
period and analyse their equilibrium behaviour. 
We study the application of both continuous and impulsive culling regimes 
in a spatially homogeneous SIS model on both a constant yield and a constant 
rate basis in Chapter 3 and the conditions in which an endemic equilibrium 
can be eliminated in cattle. We compare the effects of culling all the badger 
population and of culling the infective class only. We also look at culling in 
systems with net migration and in SEIS model systems. 
Chapter 6 is concerned with spatially heterogeneous models of one and two 
species SIS and SEIS reaction-diffusion equation models on an infinite domain 
and the circilm tances in which we would expect travelling wave solutions con- 
necting different equilibria to be feasible. We then look at the effect of culling 
in spatially heterogeneous SIS models both on an infinite domain and also on 
a finite interval. 
We introduce age structure to the population in Chapter 6, in one-species SIS 
and SEI models, using both a renewal equation and delay-differential equation 
approach. We study the existence and stability of age-structured equilibria. 
Finally, we broaden our modelling of the infection process in the two species 
SIS model in Chapter 7 by introducing airborne and soil bacteria as another 
transmission route, both in the spatially homogeneous and heterogeneous 
cases. 
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Chapter 1 
Introduction 
1.1 General context 
For a number of years there has been considerable controversy about the cause 
of the bovine tuberculosis that is endemic within the British national cattle 
herd. The disease is a serious problem for the British agricultural industry 
and dealing with it is an urgent problem for government. Among the measures 
under active consideration, one is to deal with the badger population, regarded 
by many as mainly responsible for the transmission of the disease in cattle, 
by culling. This has led to a number of somewhat inconclusive culling trials 
as well as to vociferous protests about the culling strategy - both from animal 
lovers and from these who doubt the efficacy of, or the economic or biological 
basis for the idea. 
1.2 Research objectives 
The major objective of this research project is to consider different ways in 
which we can model key aspects of the dynamics of infection and epidemics 
(or, more properly epizootics - from the Greek zoon - animal) of a disease with 
the characteristics of bovine tuberculosis (mycobacterium bovis) in an animal 
species such as the badger (meles meles). The models will then be used to 
analyse the dynamics of disease infection and epidemics in two interacting 
animal species as well as the impact of culling as a control measure. 
1.3 Bovine tuberculosis (m. bovis) in cattle 
Over the past twenty years there has been an accelerating increase in the in- 
cidence of m. bovis in cattle herds in Great Dritain and Ireland, particulaxly in 
the south west of England and in Wales. 
A range of wild animals has been shown to be infected with m. bovis in Great 
Britain: - moles (talpa europaen), foxes (vulpus vuIpus), rats 
(rattus norvegi- 
cus), various species of wild deer and, in particular, the European badger 
(meles meles). While no causation has been proved, and despite considerable 
uncertainty about the mechanism of transmission, recent research, [24], [40], 
[16], has shown that 
* badgers can transmit infection to cattle in a closed field experiment. 
" badgers forage for earthworms on cattle pasture and they can shed large 
quantities of the bacilli through urine and sputum. 
" badgers' natural habitat frequently lies within or near cattle pasture and 
badgers are frequently found in farm buildings. 
" there is a correlation between the geographical spread of badgers and 
the regional distribution of tuberculosis outbreaks in cattle herds. 
" there has been a considerable growth in the badger population in Great 
Britain in recent years due perhaps both to their protected status and a 
warming climate. 
" there is some correlation between removal of badgers and a reduction in 
herd breakdowns (defined as the presence of at least one infected animal 
in a herd). 
There is considerable controversy in Great Britain on the question of whether 
badgers are indeed a reservoir of m. bovis and, if so, what action should be 
taken to deal with the problem. The powerful conservation lobby wants to 
continue the badgers' status as a protected species. Farmers want to eradi- 
cate the badgers to protect their cattle in TB-affected areas. Public health 
officials want to protect humans from a potentially very serious human disease. 
m. bovis is closely related to m. tuberculosis, the principal cause of TB in hu- 
mans. A Public Inquiry in 1934 found that 2000 of the annual deaths from 
TB in Great Britain (6% of all TB-related deaths) were due to bovine TB 
and that 40% of British dairy cows were infected. As a consequence, two 
key measures were introduced, which axe still in force today. Milk was to be 
pasteurised and regular tuberculin testing of animals was to be introduced. 
Positive testing led to slaughter and restrictions on cattle movement. These 
measures had the effect of reducing the incidence of TB in the Britsh herd to 
less than 0.5% in 1995, with only 32 cases of human TB attributed to m. bovis 
(apparently mostly among those who contracted it as children prior to the 
introduction of the control measures). Although the prevelance of TB in the 
British herd is still of the order of a few percentage points, the rate of growth, 
from fewer than 100 detected cases in 1985 to over 2000 in 2004, is a major 
cause of concern. 
VvUle cattle infected with m. bovis do not generally die from the disease, they 
do not thrive and so the production of meat and milk is substantially reduced. 
Moreover, countries where there is endemic tuberculosis in cattle find export- 
ing fresh beef, beef products and dairy products a major problem. (In this 
context we note that vaccinating cattle against tuberculosis is not favoured 
by the farming industry, as there is currently no method of distinguishing 
between positive test results from vaccinated cattle and from those actually 
incubating tuberculosis. ) Thus, for farmers, bovine tuberculosis is primarily 
an economic issue. 
1.4 Population dynamics and behaviour of the bad- 
ger 
The badger population has a low intrinsic growth rate (0.2 per capita per year, 
the result of an annual birth rate of 0.6 per capita and an annual death rate 
of 0.4 per capita [2], these, as with all the data in this section are approximate 
values). There is a maturation delay of between one and two years to first 
breeding. Litters are small (2.7 cubs per litter) and the mortality in the first 
year of life is in the range 50% to 70%. Adult annual mortality is 0.25 per 
capita. Population abundance is largely determined by habitat suitability and 
there are density dependent effects on fecundity which axe largely responsible 
for population stability. There may be cyclical fluctuations in the abundance 
of badgers in moderate to poor habitats. A typical badger population is 25% 
cubs, 25% immature animals and 50% adults. Population density ranges from 
as little as one to two adults per square kilometer to as much as 20, with the 
average in the range 6 to 8 adults per square kilometer. Density is dependant 
on soil type (which affects tunnelling), food availablity and vegetation as well 
as seclusion from human activity. The badger has no other predator than 
humans. Badgers are essentially social and territorial, remaining within the 
boundaries of their social group territories. A small number of adult male 
badgers may disperse into neighbouring territories during the breeding season, 
and imma ure animals may disperse at the end of their first year of life and 
attempt to join new social groups, but dispersal is rather infrequent. 
1.5 Epidemiology of tuberculosis in the badger 
New infections in badgers arise when susceptible animals come into contact 
with m. bovis bacilli, either directly from an infectious animal (through respi- 
ration or biting) or indirectly from the environment. Evidence suggests that 
the most common route of transmission is through inhaling or ingesting live 
bacilli from the environment. Diseased animals contaminate their environment 
heavily with faeces, urine and sputum. Their diet of earthworms (with a high 
water content) causes them to urinate frequently and they frequently visit the 
borders of the territory to defaecate (indeed this is a method of maxking the 
territory). The chance of contact with bacilli and the chance of inhalation of 
the bacilli axe all much increased as a result of the communal life that badgers 
live underground in their setts. 
Once infected, there is a latent (incubation) period of 3 to 5 months. Infection 
may be life long and no immunity appeaxs to be acquired. The infection may 
revert to being latent and the animal appeax to recover, only to relapse later. 
It is unclear to what extent deaths due to the disease are an important factor 
in badger mortality. 
1.6 General mathematical modelling considerations 
It is evident that the systems we will be studying are both extremely complex 
and often relatively poorly understood from a biological or ecological point of 
view. Data in some cases exists to provide modellers with reasonable estimates 
of key model parameters, but in other cases the data is either contradictory, 
poor or absent. 
As a generalisation, there is little value in a mathematical model which is 
as complex as the system it is intended to explain, for if it were tractable so 
would be the system itself. We need to build models that are sufficiently shn- 
ple to analyse with the mathematical techniques we have, focussing on specific 
key aspects of the system that we are studying, while identifying the inher- 
ent weaknesses and gaps in the model that are the inevitable result of doing so. 
Whereas statistical models could be said to be diagnostic, (interpreting bi- 
ological processes from measured data), deterministic models are prognostic, 
(proposing a descriptive model of a biological process and making predic- 
tions about what will be observed. ) Evidently, deterministic models must be 
validated to be useful. We have adopted a deterministic, compartmentalised 
approach to model building in this research work and have attempted through- 
out to focus on analytical solutions of our model systems. Where this has not 
been possible we have used numerical simulations to illustrate what we are 
unable to prove analytically. 
There have been relatively few papers published on the analysis of deter- 
ministic models to study the badger/cattle system [15], 16]; the majority of the 
work published has been numerical simulation with the emphasis on stochastic 
models, e. g. [53], [3). 
ANUle even relatively simple model systems are often very difficult to treat 
analytically, we can in many cases obtain at least a qualitative understanding 
of the explicit impact of the model parameters on the behaviour of solutions, 
in ways that cannot so straightforwardly be achieved with numerical analysis. 
Finally, mathematical modelling provides the opportunity to "experiment" 
in a way that is not practical in the field. 
1.7 General concepts and methods 
We make use on many occasions of a few key concepts and theorems which we 
bring together for convenience in this section. The theorems are well-known 
and are stated, not proved. 
Basic reproductive ratio 
The basic reproductive ratio, usually given the symbol RO is defined as the 
number of secondary infections generated by the introduction of a single in- 
fective into a population consisting solely of susceptibles and is perhaps the 
most important quantity in epidemic modelling. A value greater than unity 
implies that each infected animal produces more than one secondary infection 
and thus the disease can spread and the infection-free equilibrium will become 
unstable. If Ro <1 then the number of secondary infections caused is suffi- 
ciently low that the disease dies out. 
The first individual infects RO others, each of whom then infects Ro others 
in turn, so that after two "generations" there axe 1+ RO + R02 infected cases. 
After n such "generations" the total number infected will be 
n 
Ro, =1 
RO(n+l) 
E- Ro 
i=O 
If Ro <1 this series converges, to -1 , th I 
1ý a finite number, while the size of the 
n "generation" goes to zero as n --+ oo. 
Epidemics and endemic states 
In the progression of any disease in a system where the model does not allow 
for the appearance of more susceptibles after t=0, we see either that the 
disease dies out without infecting large numbers of individuals, or that the 
evolution of the disease continues until there are insufficient susceptibles to 
maintain it and it consequently dies out. VVUch of the two outcomes we see 
depends on the size of RO. If, however, new susceptibles appear, through 
births, recovery or migration, then we may see a third outcome, that of an 
endemic disease state, where the disease is always present in the population, 
for RO > 1. In the models we analyse, since the duration of infection is of 
the same order of magnitude as the lifetime of the individual animal, we will 
always have a recruitment function. 
1.7.1 Next generation matrix and the basic reproductive ratio 
We can describe a compartmental deterministic model in general as follows 
dui Fj (u, v) - Vi (u, v) 7t n 
dvj 
T 9j (u, V) M t 
where u= (Ul i U2 ... Un) and v= (vj, v2 ... VO with ui infective components and 
vj susceptible components. Fj is the rate at which new infections increase ui 
and Vi is the rate at which transfers between compartments reduce ui. gi is 
the rate at which vi is reduced (by death or recovery). Clearly Fj cannot be 
negative since it represents new infections. Let us assume that system (1-1) 
has an infection-free equilibrium (IFE) where u=0. 
If we linearise around this equilibrium we obtain the following differential 
equation for the vector u; 
du 
T= (F - V)u t t 
where u is a (1 x n)T vector and F and V are nxn constant matrices. 
We assume that, near to the IFE, the number of susceptibles is, effectively, 
large and constant. The length of time that an infectious individual remains 
infectious is then fo' O(uo)dt, where O(uo) is the solution to 
du 
_Vu, u(0) = uo 7t- ý 
5 
We can solve this equation to give 
0(uo) = e-vtuo. 
The number of secondary infections produced by one infectious individual, 
N(t), will be given by N(t) = fo' FO(uo)dt. If we substitute the expression 
for 0(uo) obtained above we obtain 
00 
N(t) = 
fo Fe-vtuodt = FV-luo. 
We term FV-1 the next generation matrix. All its entries are non-negative 
and as such (see [34]) it will have a non-negative eigenvalue, which we will 
term Ro, such that the magnitude of this eigenvalue is strictly greater than 
all the other eigenvalues: of FV-1. Hence we can define, strictly, RO as the 
spectral radius p of the next generation matrix. Clearly, if p(FV-1) < 1, each 
infectious individual produces fewer than one new secondary infection and the 
disease dies out. 
1.7.2 A positivity theorem 
We will need to verify that the models are well-posed, and in particular that 
all of the state variables will, provided that they start non-negative, remain 
non-negative. The following theorem will be useful in this context (see [51] 
p421). 
Theorem 1.7.1 Let b= F(x), where 
X -= 
(Xl 
i X27 X3 ... Xn) and P= 
(fl, f2, f3 A), 
and each of the fj is Lipschitz continuous and let x(O) > 0. Then, if fi(x) >0 
for all vectors x such that xi =0 and xj >0 where iE 11,2,3 ... n1i 34 i} then 
x(t) >0 for all t>0. 
1.7.3 Persistence 
We are principally interested (apart from culling models) in situations where 
the population classes remain in being in the long term. We call this property 
persistence. We can define persistence for a population x(t) if there exist two 
real positive numbers m and M such that for large t; 
M:! 5 X(t) < M. 
A system of disease classes is persistent if each of the individual classes is 
persistent. 
1.7.4 Non-existence of periodic orbits - The Dulac criterion 
We may state the Dulac Criterion as Mows (see, for instance [39]): 
Let fl be a simply connected region of the plane. Let the functions f (u, v), g(u, v) 
O(Bf) O(Bg) 
. E C' (11) and BG CI (fl) be such that 
C9U 
+ ev is not 
identically zero 
and does not change sign in Q. Then the system ii =f (u, v), 1b = g(u, v) does 
not have a periodic solution in fl. 
This useful approach does not allow us of course to prove the existence of 
periodic orbits. 
1.7.5 Routh Hurwitz stability criteria 
We frequently want to test the linear stability of equilibria by examining the 
eigenvalues of Jacobian matrices of systems linearised about those equilibria. 
We make use of the Routh Hurwitz stability criteria (see for example [45]) and 
consider the signs of the real parts of the roots of the characteristic equation 
of such a matrix. We state the criteria as follows; 
Theorem 1.7.2 A necessary and sufficient condition that all the roots of the 
n th -degree polynomial equation in A with real coefficients ai, i=1... n, 
n 
EaiA' =0 
i=O 
have negative real parts is that all the principal leading minors of the following 
matrix are strictly positive: 
al ao 0 0 0 0 0 ... 0ý 
a3 a2 al ao 0 0 0 ... 0 
a5 a4 a3 a2 al ao 0 ... 0 
a7 a6 a5 a4 a3 a2 al ... 0 
... 
0 
... 
0 
... 
0 
... 
0 
... 
0 
... 
0 
... 
0 
... 
0 
... 
anj 
Remark 1.7.3 If all of the roots of the characteristic equation obtained fi-om 
the Jacobian of the linea7isation of a system of o. d. e. s about an equilibrium are 
negative or have negative real parts then that equilibrium is said to be locally 
asymptotically stable. Small perturbations from the equilibrium die away and 
the system returns to the equilibrium. 
The structure of the matrix for the Routh-Hurwitz conditions is obtained as 
follows. The coefficients of the polynomial from al to a, axe written out on 
the main diagonal. The columns consist in turn of coefficients with only odd 
or even subscripts, with the coefficient ao included among the latter. All the 
other entries of the matrix corresponding to coefficients with subscripts greater 
than n or less than 0 axe set equal to 0. 
In practice we will apply the criteria for the most part to two and three 
dimensional systems. In the case of a2x2 Jacobian matrix the criteria can 
be simplified to the requirement that the trace of the Jacobian be strictly 
negative and the determinant strictly positive in order that the equilibrium 
be locally stable. 
For a3x3 Jacobian matrix, if its characteristic equation is 
, \3 + b, \2 + b2A + b3 ý 
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then we require bi > 0, b1b2 -N>0 and b3 >0 for the equilibrium to 
be locally stable. In general, for an nxn matrix, the coefficient of An-1 is 
the trace of the Jacobian multiplied by -1 (so that we require the trace to 
be negative whatever the order of the system) and the constant term is the 
determinant of the Jacobian multiplied by (-l)n (we require the determinant 
to be positive if the system is of even order and negative if it is of odd order). 
It is worth pointing out that to prove that an equilibrium is unstable, it of 
course suffices merely to establish that any one of the Routh Hurwitz criteria 
is not met. 
Linearised sYstems 
Our justification for studying the properties of the linearised. system rests on 
the Hartmann-Grobman Theorem (see [47] p 119) which may be stated as 
fonows: 
Theorem 1.7.4 In the neighbourhood of a hyperbolic equilibrium X0, a non- 
linear dynamical system i= f(x, t) is topologically equivalent to its linearisa- 
tion i= Df(xo)x. 
1.7.6 Reducing the dimension of a system of o. d. e. s 
Many of the systems we are studying can be made more tractable by reducing 
their dimension. In many cases we can sum equations for the individual state 
variables to produce an o-d-e. for the overall population of a species, N(t), of 
the form dN 
- r, - = B(N) -, uN. dt 
Here B(-) is a non-linear fecundity function (see Section 6.4.1 for the typical 
prescribed properties of B(-) ) and p, which may or may not be constant, 
is a death function. Since B is non-negative by definition and a is positive, 
we must have a equilibrium N* satisfying the equation N* -- 23(N. I* Thus, 
if we consider that t is sufficiently large then we may take N(t) 
'= N* and, 
provided that N* >0 and the equilibrium is stable, we can substitute for one 
of the state variables in terms of the others. This is not possible, of course, 
when there are, for example, additional deaths from disease or where there is 
migration of one of the disease classes. 
1.7.7 Non-dimensionalisation 
We non-dimensionalise many of the models we will be considering. The reasons 
for this approach are 
* to reduce algebraic complexity 
" to be able to focus on the impact of the key parameters and parameter 
groups, on the system 
" to remove the dimensions from the system to permit exploitation of 
approximation techniques where small terms are neglected or used in 
expansions. We can only use terms like "small" where we axe comparing 
quantities with the same dimension. 
Chapter 2 
An SIS model for one, two 
and three species 
2.1 Introduction 
We consider a deterministic compartmental model with inter-species and intra- 
species infectivity in a population of two or more sepaxate species. The analysis 
considers the circumstances in which infection free equilibria and endemic dis- 
ease states arise and their global stability. 
For the analysis in this chapter we use an epidemic model in which susceptible 
animals (S) pass into an infective class (I) and, once recovered return to the 
susceptible class. This is known as an SIS model. We make the following 
assumptions 
Animal densities axe continuous. 
Although the density of animals per unit area must be a discrete variable, 
continuity is of course mathematically convenient. However we make use 
of the so-called continuum hypothesis, quoted in [23], that the actual 
behaviour of a discrete variable such as population can be accurately 
represented by the evolution of a continuous variable. This arises from 
the "fine-gained" nature of the variable, i. e. in a large population, 
a change of one individual is a small relative change and can thus be 
regarded as a finite difference approximation to the infinitesimal change 
of differential and integral calculus. The impact of assuming continuity 
will be most serious when we axe considering very small numbers of 
animals, when a discrete, stochastic model would be more appropriate. 
Recruitment of susceptibles is at a constant rate A. 
This does not realistically model the population dynamics of a real an- 
imal species but suffices for our purposes in this first model, to look at 
the infection-free equilibria and endemic disease states only. In subse- 
quent chapters we will consider firstly a logistic fecundity function and 
then a more general recruitment function. We note that the length of 
the infective period in tuberculosis is of a similar order to the length of 
the lifespan of the animals and that, in consequence, we must therefore 
introduce population dynamics. We can only consider populations to be 
constant at, or close to, equilibria. 
" There is no latency period. Animals become immediately infectious once 
infected. In practice, tuberculosis does have a latent period and we shall 
investigate the effect of this in Chapter 4. For simplicity at this stage 
we ignore it. 
" There is no vertical transmission of the disease. 
Newborn infants axe immediately susceptible, they do not acquire the 
infection automatically from the mother. Both susceptible and infectious 
classes can produce offspring. 
" Infection is through a mass action model. 
The rate of production of new infectives is proportional to the product 
of the densities of the susceptible and infectious classes - an approach 
borrowed from chemical reaction kinetics. Suppose that the density of 
susceptibles is S(t) and infectives I(t) in a population of density N(t). If 
ananimal makes contact in unit time with c(N) other animals, where c 
is some appropriate function of N, then jv of these contacts will be with 
susceptibles. If the probability of transmission of the disease on contact is 
7r(N) then the total rate of infectious contacts will be 7r(N)c(N)I7sq and N 
we define P(N) = 7r(N)ýP. If c= cN and 7r is constant this reduces 
to the mass-action expression for the total rate of infectious contacts; 
, 
8SI. In a sufficiently geographically restricted animal population the 
proportionality of the rate of contacts to the population size appears 
a reasonable assumption and the mass action model is widely used in 
studying animal systems [45]. If c were constant, the resulting expression 
for the rate of infectious contact, 3 S', is known as the standard incidence 
model and is more appropriate, for example for human diseases. 
All the parameters are constant. 
At least some of the parameters, such as death rates, will be functions 
of age of the animal; others such as recovery rates, of the length of time 
since infection. Constant parameters are an obvious first approximation. 
The exponential distribution 
The processes of death and of recovery from the disease are modelled 
with an exponential distribution. If we consider a continuous random 
variable X with probability density function f (X = x) with parameter 
A such that 
Ae-AX X>0 f (X X) 
f0 
otherwise, 
then the cumulative distribution function is F(x), where 
x 
F(X: 5 x) = 
10 
f (4)de =1- 
and this distribution has mean 1/A and variance 1/A2. 
Thus if it is the constant death rate, then the proportion of the popula- 
tion surviving from t=0 to t=r is CA' and the mean life expectancy 
is While the actual survival process is unlikely to be as simple, we 
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believe this to be an adequate basic model. Similarly, if the constant re- 
covery rate is -y then the proportion of the infected population, infected 
at time tj still infected and alive at time t2 will be e-(A+Y)(t2-t1) and the 
mean length of time infected : 1p . This illustrates a convenient property 
of the exponential distribution, the so-called "lack of memory property", 
that the probability of survival from any tj to any t2 depends only on 
the length of the interval, not on the beginning or end values. 
" There axe no additional deaths due to the disease. 
In cattle this is true to the extent that tuberculosis itself is not a fatal 
disease. However since the cattle are slaughtered once they are found 
to be reactive, it could be considered as fatal. In badgers there may be 
a higher death rate among those found to be with the disease than in 
those without. However, ignoring extra deaths allows an equation for 
total population to be expressed in simple form. 
" There is no immunity from the disease. Animals may recover from the 
infection but acquire neither complete nor partial immunity as a result. 
" The populations axe spatially homogeneous, isotropic and randomly 
mixed. This is clearly an unrealistic assumption and one that we win 
relax in Chapter 5. 
" The state variables axe functions of time only, in particular there is no 
age or maturity structure. 
" In all of our models, except where we are modelling the effect of inter- 
ventions such as culling, we consider in principle the introduction of an 
infinitesimally small number of infectious animals to a system initially in 
disease free equilibrium. If we started with no infectious animals then, 
of course, there would be no disease at any time and the model would 
be trivial. 
We consider animal species c and b, which we take as cattle and badgers respec- 
tively, with Se the population density (in animals per unit area) of susceptible 
cattle, I, the population density of infected cattle, Ne the total population 
of cattle and the corresponding variables for badgers have the subscript b. 
The model we use here is developed from standard SIS models [45], [10]. The 
ordinary differential equations which describe the system are as follows 
dSý 
= Ac - ttýS, - PcScIc - ýbcSjb + -tcIc, Tt 
dI, 
ä-t ßcIe + 0cScIc + ebcScIb - 7c4 
dSb 
= Ab - 9bSb - ßbSbIb - ecbSbIe + ^ibIb) it- 
dlb 
Tt AbIb + iObSbIb 
+ GAIC - lfbIbt 
together with the following definitions and constraints 
+ Zc = N Sb + Ib = Nbt Sc > 0) Sb > 09 Ic k 07 Ib k 0- 
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For initial conditions we assume that there is an infection free equilibrium 
(IFE) and that either 1, (0) =e or Ib (0) = S, where 0<e, S<1A small 
number of infected animals is introduced at t=0. 
2.1.1 The parameters 
The subscripts c and b refer to the parameters relating to cattle and badgers 
respectively, u is the death rate, y is the recovery rate, returning from the 
infectious to the susceptible class, 8 is the intra-species infection rate, ý is the 
inter-species infection rate with the direction of the infection in the order of 
the subscripts so ýb, means badgers infecting cattle. We use asterisks for the 
endemic equilibrium values of the state variables. The quantity 
n 
PAc 
rLc uc(. uc +, -fc) 
(2.2) 
is the basic reproductive ratio for cattle in an environment alone and represents 
the number of secondary infections each infectious animal can be expected 
to produce, while it remains infectious, when introduced into a population 
consisting entirely of susceptibles. The quantity 
Rb = 
3bAb 
(2.3) 
Ab(Ab + 7b) 
is the basic reproductive ratio for badgers alone. Rb,, which we define later, 
is the analogue of a basic reproductive ratio for the two-animal system. 
2.1.2 A single species 
For completeness we briefly review the dynamics of an SIS epidemic in a single 
animal species with the same assumptions as we have made for the two-animal 
system, using the following model; 
dS 
Tt A -, uS -, 3SI 
dI 
UI +, OSI - -YI 
(2.4) 
Tt 
S+I=N, S>0,1 > 0, N(O) = No. 
Theorem 2.1.1 System (2.4) exhibits a transcritical bifurcation with bifurva- 
A tion parameter Ro A 'U+'Y , 
For Ro <1 the infection free equilibrium (IFE) 
is stable. For RO >1 an endemic disease equilibHum exists and is stable, while 
the IFE is unstable. 
Remark 2.1.2 The normal form of a transcritical bifurcation is A! = IIX-X2 dt 
where x is the state variable and ji the parameter. A transcritical bifurcation 
is characterised by an equilibrium having an eigenvalue whose real part passes 
through zero as the parameter increases. Both before and after the bifurcation, 
there is one unstable and one stable fixed point. However, their stability is 
exchanged when they coincide. The unstable fixed point becomes stable and 
vice versa. 
A transcritical bifurcation thus occurs at a threshold value of some parameter. 
This section provides the proof of Theorem 2.1.1. 
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The whole population 
By adding the equations in (2.4) we obtain 
±N- 
=A- I'IN which we can solve dt 
directly to obtain 
N(t) = Noe-t` + 
ý(l 
- e-, "'), A 
from which we see that N is both positive (for No > 0) and bounded (N(t) :5 
maxf No, and that there is a globally stable equilibrium at N* =A 
Disease classes 
Firstly, we establish the well-posedness of system (2.4). We see immediately 
that 
I(t) = I(O)efot(, 
8S(ý)-("+"))dý >0 for 1(0) > 0, 
so that I(t) >0 for all t>0. It therefore follows that 
dS 
> 0. If we dt 
JS=o 
suppose that S=0 for the first time, at t= to we see that 
LS 
> 0, dt t=to 
which, by continuity must imply S(1) <0 for some 
1< to. This c)ntradictq 
the assertion that to was the first time that S=0 and so we conclude that 
S(t) >0 for all t>0. Since N=S+I and N is bounded, S and I must also 
be bounded. 
System (2.4) has an infection free equilibrium at (S, I) A, 0) and an 
+ endemic disease equilibrium at (S*, I*) Mj2' - 'U A 
We evidently 
require that the size of the endemic infectious class be positive. The Jacobian, 
JO of the linearisation of system (2.4) around the IFE (sometimes known as 
the community matrix) has eigenvalues AI 9 
A2 
, where 
M -, u(ju + -t) Al A2 
The eigenvalues of the Jacoblan, P, of the linearisation around the endemic 
equilibrium axe A3, A4 where 
A, 3 - A3 A4 
The necessaxy and sufficient condition for each of the following 
" the existence of the enden-Lic equilibrium ( i. e. I* > 0, the only physically 
meaningful range, 
" the negativity Of A4 (which ensures that the endemic equilibrium is stable 
if it exists, since 1\3 < 0) and 
" the Positivity Of A2, thus ensuring the instability of the IFE 
is that - 
Al > 1. We define Ro, the basic reproductive ratio for the system 
, 7. -- as 
RO 
AO (2.5) 
.U 
(it + Y) 
Conversely, Ro <1 ensures the stability of the IFE and the non-existence of 
the endemic disease equilibrium. 
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Remark 2.1.3 By analogy with the next generation matrix described in Sec- 
tion 1.7.1, in system (2-4), F= A2 and V= it + -y so that RO is simply the A 
value of the "l x1 matrix" FV-1. 
Solving the o. d. e. s 
We cannot solve system (2.4) explicitly but we can substitute for S(t) knowing 
N(t) and obtain the following expression for I(t); 
B(I, Nn-A)e- t 
t 
I(O)e- 1ý e (2.6) 
O(jANn5, A)e-l" A) 
oi(O)fo e- e JA dr + e- 
Yý-g 
For very large t and provided that, 8A > a(/i+, y) we can approximate equation 
(2-6) with 
I(t) e 
e dr 
0 
Carrying out the integration we obtain, for t very large 
I(t) =A-, 
v(, u + -y) 
10 (1 - e-(#A-, 
u(IA+'Y))t 
then 
lim I(t) = 
3A - u(, u + -y). _ I* for OA>, u(, u+-t). t 00 ufl 
This suggests that the endernic equilibrium demonstrated by the one-species 
SIS model is globally stable. 13 
Approximate solutions 
If we consider system (2-4) at the IFE and we introduce one infective at t=0, 
then for small t>0 we can take S(t) -- N* and thus the second of the 
equations in system (2.4) becomes 
dI 
T= 6N*l - (it + -y)I, 1(0) = lo, t 
which solves straightforwardly to give I(t) = Ioea(Ro-I)I, a=M+, y. We see 
immediately that for RO < 1, I(t) is always decreasing. If RO >1 then the 
disease class is able to increase. This is of course in effect simply restating the 
result of evaluating the eigenvalues of the Jacobian at the IFE. 
If we now take t large enough that we can consider that N(t) ; ý-' N*, a con- 
stant, then we can substitute for S(t) in the second equation of system (2.4) 
to give 
dI 
= P(N* - I)I - (ja + -y)I, l(O) = lo. T t 
We can solve this equation to give 
I(t) 
Io(Ro - 1)N* 
Rolo - (Rolo - N*(Ro - 1)) 
14 
Hence 
if Ro <1 lim I(t) = 0, t 00 
while if Ro>1 limI(t)=N*(I-I/Ro). t 00 
Thus we have proved Theorem 2.1.1 for the approximate model with N re- 
placed by N*. 11. 
Global stability using a Lyapunov function 
Lemma 2.1.4 The IFE of system (2-4) is globally asymptotically stable if 
R, o < 1. 
We introduce V(t) = jJ2, then V>0 for all 154 0 and V=0 only for I=0. 2 ON* 
By hypothesis, Ro < 1, i. e. 
'U +<1. 
We choose e>0 sufficiently small 
that 
O(N* + e) < 
A+ -f 
Now, S(t) + I(t) = N(t) so we must have S(t) :5 N(t). Hence 
lim sup S(t) :5 lim N(t) = N*. 
týoo týoo 
Therefore, there exists T>0 such that for t ý! T, we must have S(t) :5 N* + 
Then for t>T 
dV 
= I±I- = (OS +, U))12 <-(, y + ll))12 = -aJ2 ýt dt _ 
(, 8N* + Oc 
where a= (-y +, u) - PN* -, Oe > 0. Thus 1ý <0 for Ro <1 and 7; ' =0 only 
for I=0. Integrating with respect to t, 
V(t) - V(O) + Ce 12 (s)ds < 0. 
Letting t- oo and using the positivity of V 
00 10 
12 (, 9)d, 9 -. 5 oo, 
hence I(t) 0 as t --+ oo. 
Now, S(t) N(t) - I(t) so, by the rules for limits, 
lim S(t) = lim N(t) - lim I(t) týoo týoo týoo 
and therefore 
lim S(t) A 
t 00 
Thus the IFE is globally stable for RO < 1. 
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2.2 Some general comments about the two animal 
system 
Proposition 2.2.1 If the initial values of the variables in system (2.1) are 
non-negative then the variables remain non-negative for all time. 
For the proof of this proposition, we use Theorem 5.2.1 on p 81 of Smith [49]. 
We consider each of the equations in (2.1) in turn. If we set the variable the 
derivative of which appears on the left hand side equal to zero on the right 
hand side, and assume that the other variables axe positive, we obtain in each 
case a positive quantity for the right hand side. Thus if the initial condition 
of the system of equation (2.1) is that all the variables lie in R4, then this 
positive cone is invariant for the system. 13 
Observation 2.2.2 System (2.1) is co-operative in the two infectious species. 
A co-operative system is one in which the derivative of any one variable with 
respect to any other variable is strictly positive. The partial derivative of the 
right hand side of equation (2.1) in one infective species with respect to the 
other infective species is positive in both cases. The larger the population of 
infectives in one species, the larger that in the other. This is an important 
element in establishing global stability. Thus, 
ail 
-= 6A >0 and 
21 b=ý, 
bSb >0 Zil-b 
aic 
and system (2.1) is co-operative. 1: 1 
Proposition 2.2.3 An infection free equilibrium in one species and endemic 
disease state in the other is not an equilibrium solution of equation (2.1). 
This follows logically from the previous proposition. We prove it as follows; 
If lb = 0, the only equilibrium solution is 1, = 0, S, = -A and Sb = -Ak A lub The same analysis will be true, mutatis mutandis, for I, = O. 
c 13 
If a single species has a stable disease-free state, the introduction of a sec- 
ond species susceptible to the same disease, but with no mutual infectivity, 
will evidently not affect the equilibrium in the first species. If there is mutual 
infectivity then the only stable equilibrium state in which the first species re- 
maim infection-free is if the second species is also infection-free, otherwise the 
first species will develop the endemic infection. Indeed, we shall see that, even 
for two species which both have stable infection-free states in the absence of 
the other species, as mutual infectivity increases from zero, there will eventu- 
ally be a stable endemic disease state for the combined system. This coupling 
effect of mutual infectivity is key to understanding the dynamics of the system 
of equation (2.1). 
2.2.1 Equilibria of the two animal system (2.1) 
The existence and stability of equilibria of system (2.1) axe governed by the 
following theorem; 
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Theorem 2.2.4 The infection-ftee equilibrium (IFE) always exists as an equi- 
librium which is globally stable in the absence of an endemic equilibrium. 
Whenever the endemic disease equilibrium state exists it is globally stable and 
the IFE becomes unstable. System (2.1) thus displays a transcritical bifurca- 
tion. More specifically: - 
If Rb E (0,1) and R, E (0,1) (Rb and Re are defined in equations (2.3) 
and (2.2) respectively) and if, moreover Rb, < 1, where 
Rbc 
Gb6cNb*Nc* 
ýAb + 7b Nb*) (tic + -yc -, 8c TT) 
then the IFE is globally stable. 
" If Rb <1 and R, <1 and if, moreover Rb, >I then the IFE is unstable 
and a globally stable endemic equilibrium exists 
" If Rb >1 and R, >1 then the IFE is unstable and a globally stable 
endemic equilibrium exists. 
" If Rb <1 and Re >I or vice versa then the IFE is unstable and a 
globally stable endemic equilibrium exists. 
The remainder of this chapter is concerned with the proof of Theorem 2.2.4. 
2.3 Criss-cross infection only 
As a way to gain an understanding of the system represented by equation 
(2.1), let us suppose that there is no intra-species infection, i. e. that ab =0 
and 0, =0 and the result is that the disease passes from cattle to badgers and 
vice versa but not between badgers and badgers or cattle and cattle. 
We consider very large values of t. We know that, because of its structure, 
the system approaches an equilibrium as t --+ oo. We have, for cattle, 
dN, 
Ac -jucN, 
so that S, + Ic -+ -A as t- oo. We can thus replace Sc with -A Ic. Since PC jAc 
the equilibrium population is N* = -A we use the substitution Sc Nc* - Ic. e AC We can evidently make a similar substitution for badgers and can thus write 
the system, for t sufficiently laxge, in terms of the infected classes only as 
dIc 
T (, uc + -tc)lý + ýk(Nc - Ic)lbq t 
dIb 
=_ (2.7) 7t 
(Ab + 7b)Ib + ýcb(Nýb - lb)Ict 
Ab, 
*=A, where Nb* = Ab Nc Ac 
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Proposition 2.3.1 System (2.7) exhibits a transcritical bifurcation with bi- 
furcation parameter 
Ro = 
ýbcý, bAbAc 
Pciub (Pe + 'Yc) Oub + llb) 
For RO <I the IFE is the only equilibrium and is globally stable, for RO >1 
a globally stable endemic disease equilibrium appears and the IFE becomes 
unstable. 
We demonstrate this proposition as follows: linearising this system around 
any equilibrium (I,, *, Ib*) and computing the Jacobian matrix, J, we obtain 
OUC + 'yc) - Cbcb Cbc(Nc* - I, *) 
Gb (Nb - lb ýUlb + oYb) - CcbIc*) 
where the N* terms axe the equilibrium population sizes. 
At the IFE, (0,0) we have 
j0(, Uc + 1/0 
ýbcNc 
CcbNb* -(. Ub + 'Yb)j 
The Routh Hurwitz conditions (see Introduction) for local stability in two di- 
mensions require the trace of the Jacobian to be negative and the determinant 
positive. By observation, trace(Jo) is always negative, while det(Jo) will be 
positive if 
RO ýb, ý, bAbA, < (2.8) 
kltb(Juc + 11c)(Ab + 7b) 
This expression defines the basic reproductive ratio for the criss-cross system. 
It satisfactorily defines a threshold stability condition. 
If an endemic equilibrium exists then the nu. Uclines in the (I,, Ib) phase plane 
given by 
(Ab + 7b)Ib G(lb)s lb + F(I, ) (2.9) 
C, b(Nb* - lb) Cbc(N, * - I, ) 
must intersect in the first quadrant. The two curves always cross at (0,0) 
(which represents the IFE) and thereafter once and only once again (which 
will be the endemic equilibrium) in the first quadrant if and only if 
dF(O) fdG(0)1-1 
dI, L dIb j 
since F(Ic), F'(Ic) I G(Ib) and C(Ib) are monotone increasing in Ic, A< N* (we prove this monotonicity property later in this chapter). Now, 
dF(O) (A+ N) 
and 
dG(O) 
= 
6Ub + oYb) 
2Tý 6 b, N, * dIb 6cbNb* 
so that the curves I, = G(Ib) and lb = F(I, ) cross in the open first quadrant 
iff 
GbNb* 
> 
AC + 'Ye 
Ab + Ilb ýbN, * 
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that is iff 6cýcbN, *N, * 
> (2.10) RO -'ý TUc + 7c) (Ab + llb) 
otherwise they intersect in the third quadrant. Thus RO >1 is also the crite- 
rion for the existence of the endemic state. 
If we solve (2.9) directly for (I, *, Ib*) we have 
R 
Gb6cNc Nb - (Ab + 'Yb) (, Uc + Itc) 
c= Cb ((, uc + -yc) + Nb*Cbc) 
6cGbNc Nb - (Ab + 'Yb) (PC + Itc) 
b 6c ((. Ub + 'Yb) + Nc Gb) 
evidently (I,, *, Ib*) are only positive if RO > 1. 
We investigate the local linear asymptotic stability of the endemic equilibrium 
by substituting the expressions for (I, *, Ib*) into J and computing the trace and 
determinant of the resulting matrix P and then applying the Routh Hurwitz 
conditions. We find that 
det(J*) (Jub + 'Yb) (ßc + "Yc) + ebcecbNb Nc > 0- 
Cleaxly, this condition is equivalent to A) > 1. Moreover, 
trace (J*) --2 - 
(11b + 'Yb) - (Pc + ^tc) 
Olb + ^fb) (, Uc + 70 - 6cGb Nb* Nc* (, U c+ -Yc 
) 64 b+ 7b ý6 ýb, N, * Nb* 
(Pb + 'tb) + Ne Ccb (ILc + -fc) + NbCbc 
The first two terms in the expression for trace(P) are always negative and if 
RO >1 then the last two terms are also negative, thus demonstrating that the 
endemic equilibrium is locally stable in the case that RO > 1. In the case that 
RO <1 the endemic equilibrium does not exist. 
So far we have only investigated local stability. We will use the theory of 
monotone dynamical systems at a later stage in this chapter to prove that this 
endemic disease equilibrium (whenever it exists) is globally stable and that the 
IFE is globally stable in the absence of an endemic equilibrium. The system 
thus exhibits a transcritical bifurcation with parameter RO, where Ro is given 
by equation (2.10). 
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2.4 The infection free equilibrium for inter and in- 
tra species infection 
For convenience of reference we repeat the model set out in equation (2.1) 
dS, 
7- = A, - pj, - ßSI, - ebcSIb + -yIc, t 
dIc 
-ä-t =- ticIc + ßcScIe + ebcScIb - 'YcIeg 
dSb 
1- Ab - PA - ßbSbIb - eebSbIc + 'YbIbt t 
dIb 
-- =- ßbIb + 
ßbSbIb + ecbSbIc - 'YbIby dt 
together with the definitions of the variables and the constraints 
S, = Ni , +I, =N 
Sb+Ib b) 
Sc > 09 5b > 09 Ic k 0) Ib > 0- 
These are four coupled differential equations; evidently if the ý terms are zero 
the two species have independent dynamics. 
If we put the right hand sides of each of equations (2.1) equal to zero we 
Ar A U, 0) can solve to find the infection-free equilibrium, which is 
(14C 
9 
Ot 
Ab 
or 
,, 
O, N (Ne* *1 0)' b 
Linearising around the infection-free equilibrium we compute the Jacobian 
matrix Ho for system (2.1), where 
-PC -ic - ßN, * 
Ho =( 
() -(ßc + ye) + ßNc* 
0 -ecbNb* 
0 ZcbNb* 
0 -CbcN, * 
0 CbN,, * 
Ab ^tb - i8bNb 
0- (P b+ '7b) +A Nb* 
We study the linear stability of the IFE by looking for the condition that all 
the eigenvalues have negative real parts. The eigenvalues of HO are 
Al = -lic, 0\2 = -JUb A3 '0+0 
where we define 
0=1 2(- Ulb + l1b) - GIC + 'Yc) + ObNb* + iOcNc* 
) 
2 
1-1 *Nb Nb* ( 
(0, 
N, - 7r-)) + 4ýb, ý, bN, - 
,0 is clearly always positive so that the eigenvalues are real. We can equiva- 
lently also express 0 as 
R, 
) 
+ ßbNb* 
( 
Rb) 
)' 
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where Rb and R, are defined in equations (2.3) and (2.2) respectively. It is ev- 
ident that a sufficient but not necessary condition for 0<0 is that 0< Rc <1 
and 0< Rb < 1. Clearly if R, >1 and 0< Rb < 1, or 0<R, <1 and Rb > 19 
then we may have 0 positive or negative. If 0 is positive, then A3 >0 and the 
IFE will not be stable. 
Now, AI i A2 < 0, so that for local linear stability of the IFE we need A3, A4 < 01 
so that we require, in addition to 0<0 that 
2 (- 
(JUb + 'Yb) - (ßc + 'Yc) + ßbNb* + ßcNc* 
)- 
10 < 0, 
which is equivalent to 
ý66cN*N, * 
0<*b 
(Ab + 7b - i3bNb 
) (PC + I/C - Oc Nc 
which we can express as 
0< Rb, - 
Ub Uc 
_< (1 - R, ) (1 - Rb) 
where we have defined 
Ub = 
GbN, * 
Uc = 
&Nb` 
PC + -tc tub + 'Yb 
These quantities in (2.12) are broadly analogous to basic reproductive ratios 
for the cross infections. 
We also note, crucially, that I- Rý and 1- Rb must both have the same 
sign for inequality (2.11) to hold. This therefore explicitly precludes the sit- 
uation where one species alone could be infection free, the other alone has a 
stable endemic infection yet the whole system has an infection free equilib- 
rium, as we have previously demonstrated. 
The parameter Rb, could be thus considered to define a threshold value for 
the two animal system, however, we note that for Rb =I or R, = 1, Rbe is not 
defined and that, paxadcodcally, Rb, can have large values when Rb and Re are 
both very small and Rk can take very small values when Rb and Rý are both 
very large. Thus although we shall see that this definition of the threshold 
value is mathematically satisfactory to explain the equilibrium behaviour of 
system (2.1) we need a more appropriate biologically significant definition of 
the basic reproductive ratio. 
2.4.1 Next generation matrix and the basic reproductive ratio 
To compute the next generation matrix (a concept we have summarised in 
the Introduction), we first non-dimensionalise system (2.1) for simplicity and 
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convenience. 
S" I. ý Sb A 
N*' N*' N*' cbb 
ctc Jac Ctb ý 
Ilb k= Mb + '(b 
ßc + -YC, 7b + Ilb PC + 'fc' 
(2.13) 
Nc*e, b Nb Ub =, uc 
ý*ebc 
PC + -(C ßb + 'Yb' 
Rc, -= 
N, *O, 
f 
Rb -- 
Nb 
(11C +' YC )t' 
PC + -fC Ab + 'Yb' 
so that equation (2.1) can now be written as follows, removing the caret from 
dv 
Tt = ac(i - v) + w(l - a, ) - Rcwv - kUcvy, 
LW 
= -w + Rcwv + kUvy, ýt 
d, x 
= kab(1 - x) + ky(1 - Ob) - kRbxy - Ubxw, 
(2.14) 
7t- 
dy 
= -ky + kRbxy + Ubxw, dt 
V(O) > 0, W(O) ý! 0, X(O) > 0, Y(O) > 0. 
We define the matrices F and V as follows, 
F: = 
R, k U, (Ub 
kRb) 
V: = k 
(01 0) 
and the spectral radius p of the matrix FV-1 is then given by 
p(FV-1) 
(Rb + R, ,+ V"-(-Rb - 
-Rc (2.15) 2 
)2 + 4UbUc) - 
This is a better definition of the basic reproductive ratio for system (2.1) 
since the right hand side of equation (2.15) is continuous on R4+ and, since 
it is increasing in all of its four variables, its behaviour is intuitively more 
meaningful. We term this expression Pk. We see that, provided that Rb and 
R,, are both strictly less than unity, we can obtain one criterion from the other; 
Pbc 
= .1 (Rb + Rc + %ITR-b--R, 
-) I-+- -4Ub VC) <1 2 
Rb + Rc + V"(-Rb; 7- -Rc-)r+- -4UbU, <2 
(Rb - Rc)2 + 4UbUc < (2 - Rb - RC)2 (2.16) 
4UbUc <4+ 4RbRc - 4Rb - 4Rc 
Ub Uc 
-<l Rb7-41 Rcý61* (Rb - 1) (Rc - 
1) 
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The left hand side of the last inequality is Rb,, the previous formulation of the 
threshold parameter. Moreover, if Rb, <0 then (1 - RJ (1 - Rb) <0< UcUb) 
and by reversing the inequalities in (2.16) we obtain f? b, > 1. Finally, if Rb 
and R, are both strictly greater than unity and f? bc >1 then, by reversing the 
inequalities in (2.16), we obtain Rb, > 1. We axe thus justified in using the 
original formulation of Rb, as a threshold parameter, but in estimating values 
of the endemic equilibrium states or eigenvalues or eigenvectors of Jacobians 
of linearisations we should more appropriately use the form Of f? bc- 
The IFE is thus locally stable for Rb, <1 provided that in addition both 
1-R, < 1 and 1-Rb< 1, i. e. O<R, < 1 andO<Rb< 1. Wenotethatthe 
IFE is unstable if &=I and Rb `1 since equality results in A3 ý V'V- 1: 3 
2.4.2 Heuristic interpretation of the expression for Rbe 
The number of secondary infections caused in cattle by a single infected cow 
introduced into a disease-free herd is R, and the number caused by a single 
infected badger introduced into a disease-free herd is Uc. If we assume that a 
cow can only sustain one infection at a time, the disease will die out in cattle 
if 
R, + UC 14 
UC 
< `Cý =: ý' -T--R-c 
For badgers, the disease will die out if U<1. For both situations to occur 
this implies 
Ub Uc 
< 
, 
)(1 - Rb) (1 - Rc 
as we have already shown. Thus we can consider that Rbc is an intuitively 
meaningful quantity, as the threshold at which the IFE becomes unstable. 
2.5 Endemic disease equilibrium 
In order to obtain analytical results about the endemic equilibrium, we need 
to simplify system (2-1). By using the same argument as in Section 2.3 we 
know that Nc and Nb tend to constants as t --* oo. This reduces the dimension 
of system (2.1) from four to two. For large times the dynamics axe determined 
by 
dI, 
-flCIC2 + OcNc*l, I-+ Ib6c(Nc* - I, ) dt 
(2.17) 
dIb 2 *1b 17T) + Icýcb(N - Ib)- dt 
AIýA + )3bNb' 
(b 
Putting the right hand sides of (2.17) equal to zero gives equilibria at the 
IFE, (0,0) and the endemic state, (Ic*, lb*). We cannot obtain explicit or even 
useful implicit expressions for I, * and lb* since each is the solution of a non- 
factorisable cubic equation. We note that the constant term in this cubic is 
Ub ((& - 1)(Rb - 1) - UbUc), so that the condition for zero roots is Rb, 
1, and while we would conjecture that the roots are increasing functions of 
Rbc, since we expect to have a transcritical bifurcation, we cannot Prove this 
algebraically. 
23 
Numerical simulation to find the endemic equilibrium 
Numerical simulation can give us some useful information about the sizes of the 
infective classes at the endemic equilibrium. From (2.14) we find the following 
system for t very large, it is the non-dimensionalised version of (2.17). 
dw 
Tt = -RCW2 + w(R, - 1) + kUy - kUwy, 
(2.18) 
dy 
y2 T= -kRb + ky(Rb - 1) + UbW - UbWY- t 
We take the parameter values Rb = 2.2, Re = 0.8, Ub = 0.7, U, = 3, k=1 
by way of illustration (so that cattle cannot cause an endemic equilibrium 
in badgers and the disease would die out in cattle alone). By letting one 
parameter at a time be considered as a variable with the others at these 
constant values we obtain expressions for the density of infected cattle w as 
functions of each of the four parameters in turn as the appropriate root of the 
following cubic equations. 
* as a function of Rb 
(-0.64Rb + 1.68)W3 + (-2.72Rb + 7.44)W2 
+(1.76Rb - 14.82)w + 0.6Rb + 5.7 =0 
* as a function of R, 
(-2.2R, 2 + 2. lRC)W3 + (4.4R, 2 - 12.2Rc + 8.4)W2 
+(-2.2R2 + c 13.7R, - 20.5)w - 3.6Rc + 9.9 =0 
* as a function of Ub 
(2.4Ub - 1.408)W3 + (7.2Ub - 3.584)W2 
+(-18. GUb + 2.072)w + 9Ub + 0.72 =0 
e as a function of U, 
(0.56Uc - 1.408)W3 + (0.7U, 2 - 1.38U, - 0.704)W2 
+(-1.4Uc2 + 0.58Uc - 0.088)w + 0.7U, 2 + 0.24U, =0 
We obtain more complicated expressions for the density of infected badgers, 
utilising the solutions to these cubic equations. 
We compute values of 1, and Ib as functions of each of the four parameters in 
turn and plot the resulting graphs as in Figure 2.1. If we look for the equations 
which best fit these graphs using multiple regression, we obtain the following, 
the bracketed numbers are the R2 values for the fit. (R 2 is the coefficient 
of determination, the fraction of the total variance that is explained by the 
model equation. ) Since R2=1.0 is, by definition a perfect fit, it is clear that 
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Figure 2.1: Relationship between infectivity and equilibrium infective popu- 
lation size 
these are very highly significant. The coefficients are rounded to four decimal 
places. 
1, (Rb) = 0.0005Rb 3- 0-0098Rb 2+0.0704Rb + 0.5265 (R2 = 0.990), 
lb(Rb) = 0.0012R b3-0.0275Rb 2+0.2157Rb + 0.2860 (R2 = 0.997). 
Mile the size of both infected classes increase with Rbt that of cattle increases 
very slowly and rapidly reaches a plateau. 
3 1? C2 1, (R, ) = 0.005Rc - 0.0007 ý+0.0067Rc + 0.6684 (R2 = 0.999), 
Ib(Rc) = 0.0002RC3 - 0.006RC2 + 0.0617R, + 0.6797 (R2 = 0.995). 
We see that the size of both infected classes increase with R,, that of badgers 
however is barely increasing. Thus we see that the increasing infectivity in 
one species does have a small positive effect on the size of the infective class 
in the other, 
I (U 0.0009U 3 1UC2 2=0.996)1 CbC-0.021 + 0.1693U, + 0.3707 (R 
I (U 0.00005U 3U2+0.0191UC 2 bbC-0.0022 C +0.6707 (R = 0.986), 
I (U 0.00005U 3 Ub2 = 0.997), CCb -0.0022 + 0.0183Ub + 0.7116 (R2 
lb(Uc) 0.0004U 3U22 b-0.0102 b+0.0873Ub + 0.6179 (R = 0.998). 
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Increasing the cross-infectivity from badgers to cattle produces an increase in 
the numbers of infected cattle and also a smaller increase in the numbers of 
infected badgers (and vice versa). 
These results illustrate the coupling of the system and that the key element 
that drives the level of the endemic equilibrium in cattle appears to be the 
cross-infectivity from badgers to cattle, not the number of infected badgers. 
We can also study the nullclines of system (2-17) in the first quadrant in 
the (1,, 1b) phase plane. The nullclines axe given by 
A2 A+ 
tObNb*lb 
Iý -+ 
(1 
b) 
9 Vb) Gb(lb - Nb*) 
(2.19) 
_, 3 J2 *Ic cc+ OcNc k) 
f VC) - (Ic - Nc*) 
Figure 2.2 shows two possible nullcline plots, on the left we have chosen pa- 
rameters such that both species have basic reproductive ratios greater than 
unity and on the right they are both less than unity. In order to examine the 
Figure 2.2: Nullchnes of system (2.19) 
existence and stability of the endemic disease states we need to consider the 
four possible different situations that may arise. 
2.5.1 Mrivial solution, R, < 1, Rb < 1, Rb, <I 
System (2.17) will always have a trivial solution, the IFE. We have shown 
that system (2.17) has a transcritical bifurcation, with bifurcation parameter 
Rk, defined in equation (2.11). The IFE is stable for all values of Rk < 1, 
thereafter, as Rb, increases the IFE becomes unstable and a stable positive 
endemic disease state appears. There will be a critical value of (ýk, Gb) at 
which the IFE becomes unstable for a given pair of values of Rb <1 and 
R, < 1. 
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2.5.2 Rb>ltRc>l, Rb, >l 
The two ntdlclines intersect at four points. One intersection is always at the 
origin (the IFE), a second is in the second quadrant and a third in the fourth 
quadrant (neither of which is relevant since we must have only non-negative 
values for the state variables). The fourth intersection will either be in the 
first or the third quadrant depending on the sizes of Rb and R, 
If f (1, ) =0 then I. =0 or Ic = Nr*(l - while if q(Ib) =0 then lb =0 
so that the intercepts on the lb and Ic axes represent the or lb = Nb*(l - 
value of the size o6f the infected classes in the single species endemic disease 
states for cattle and badgers respectively, provided that R, >1 and Rb > 1. 
In this case the nullclines intersect in the first quadrant at the endemic equi- 
librium and at the origin. There axe two vertical asymptotes, (1, = N, * and 
Ib = Nb*). We have thus 
(1 
- -1-) -5 1,, * < N, * and Nb* 1- -L :5 Ib* < Nb** Re Rb 
) 
Consequently we define a region fl in which the endemic equilibrium must lie 
(I, * *) E SI = 
(N, 
* 
(1 
-I lb R) , 
N, *) x 
(Ný 
X*) 
(1 
Tb- b- 
Proposition 2.5.1 If Rb > 1, R, >1 the curves Ib =f (1, ) and 1, = g(lb) as 
defined in equation(2.19) will necessarily intersect in fl. 
We prove the proposition by showing that both f (1c) and q(Ib) axe convex. 
Consider the case for f Vc), it is true for g(lb) mutatis mutandis. We write 
-0 N, * f vo = : 
Ic 
+ N,, * I, ýbc R,: Cb, 
f, (, C) _, 
3c 
+ 
8,: N, * 
Gc R, ýb, (N, ý* - 
IcT2 
f"(I.: ) 
2,3, N, * 
>0 Rckb, (N, *: - Ic) 
Thus f and g axe convex and there must be a unique endemic equilibrium. 11 
Proposition 2.5.2 Q is an invariant Bet. Any solution trajectory which starts 
in fl remains in f2. 
This proposition is proved in Section 2.8. 
Thus, for Rc > 1, Rb >1 (2.17) has a unique endemic equilibrium state. 
In the absence of the inter-species infection terms, with Rc >1 and Rb > 1i 
ea, ch single species endemic equilibrium will be stable. We can consider the 
inter-species term as having the effect of a perturbation from these equilib- 
ria simply driving the stable endemic equilibrium to higher levels of infected 
classes in both species. 
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Conjecture 2.5.3 The size of the infected classes at the endemic equilibrium 
of system (2.17), will depend directly on the magnitude of Rbc 
We cannot prove conjecture (2.5.3) analytically, however we can obtain some 
convincing numerical evidence for its being correct. We recall the definition of 
the basic reproductive ratio for the two-species system, the dominant eigen- 
value of the next generation matrix, f? bc as 
Pbc: 
-- 
1 (R, )2 + 4UUb). 2, 
+ Rb + V(-R, - 
-Rb 
Dominant eigenvalue of the linearlsation about the IFE 
We have established that the dominant eigenvalue for the Jacobian of system 
(2.14), linearised about the IFE and with Rb, >1 is 
A. =1 
(k(Rb 
- 1) + (Re - 1) + \I(k(Rb - 1) - (RC - 1))2 + 4kUcUb 2 
We substitute Ub = 2, k=1, Uc = 3, Rc =5 in both the expression for Pbc 
and that for A,,. and then compute values for these expressions for different 
values of Rb- If we then plot the results we obtain Figure 2.3. It is cleax that 
(over albeit a relatively narrow interval for A,. ) there is an approximately 
linear relationship betweenA ..... and 
f? bc. The greater Pbc -1 the more rapidly 
the system evolves away from the infection free equilibrium. 
&S 
5.6 
L) 5.4 
cl 
52 
"0 
system reproductive ratio 
Figure 2.3: Relationship between dominant IFE eigenvalue and system basic 
reproductive ratio 
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Size of the equilibrium infected badger population 
The size of the infected badger population, y* is given by the largest positive 
root of the following non-factoriseable cubic equation in z; 
(R, 
R62 - kUUbRb) Z3 
" 
(RUbRb 
+ 2RkR6 + 2kUUbRb - UUb2 - 2RckRb2 - UbR6 - kUr U)Z2 6 
" 
(2UcUb2 
- Ub + RcUb - McU6R6 + RkR2 + Rck - 2kRR6 b 
+2UbRb - kUUbRb + kUUb) z- UbRb - UcUb2 + Ub - R, Ub + RUbRb = 0. 
We make the same substitutions as before, Ub = 0.7, k=1, Uc = 3, Rc = 0.8, 
and solve the cubic for various values of Rb. We then plot the value of the 
largest roots against the value of &c for the same values of Rb as shown 
in Figure 2.4. It is evident that y* is increasing in Pk, The form of the 
relationship is strongly qualitatively reminiscent of the expression y* =11 
for the equilibrium infected class size of badgers in the absence of cattle. 
Rb 
I 
I 
Figure 2.4: Relationship between the size of the endemic infected badger pop- 
ulation and system basic reproductive ratio 
Dominant eigenvalue of the linearisation about the endemic equilib- 
rium 
In the same manner as before, we plot the value of the most negative eigenvalue 
of the Jacobian of the lineaxisation about the endemic equilibrium against Pbe to obtain Figure 2.5 We see that the dominant eigenvalue is monotone 
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Figure 2.5: Relationship between dominant endemic equilibrium eigenvalue 
and system basic reproductive ratio, Rb, 
decreasing in Pk and we thus conclude that it is reasonable to consider that 
Conjecture 2.5.3 is correct. 
2.5.3 Rb < 1, R, < 1, Rb, > 
This is the most interesting situation, where the cross-infection drives popula- 
tions that are disease free in the absence of the other species into an endemic 
disease state. The two nullclines in equation (2.19) always intersect at the 
origin. They may intersect in the first quadrant once more, and only once 
more, with Rb < 1, R, <1 provided that 
9f (I, ) and g(lb) are monotone increasing (already shown), 
" f'(I, ) and g(Ib) are monotone increasing (shown below), and 
" f'(O) < g, (O)-'. 
If these conditions axe not met, then the intersection is in the third quadrant 
and there is no endemic equilibrium. Now 
0, N, *(l + -k) f 'V') ýbc (Nc* - IC) 2 
& (21c - Nc*(1 -+ 2(N, * - Ic)&Ic I 
+ 
77; 
&(N* -1 )4 
N,, * 
CC 
and it is clear that for Rb < 1, Rc <1 we have Ic ý: Nc(l - so that the 77ý 
numerator of the second term is positive and thus f"(0) > 0. Once again the 
same argument applies mutatis mutandis to g'(Ib*). We have thus shown that 
f'(I, *) and g'(Ib*) axe monotone increasing. 
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system reproductive ratio 
Given that 
PC(' - 7'0 A (1 - 
+b 
fl(O) = 
Ge and g'(0) = 
the condition that they cross in the open first quadrant is 
(i 
- 70 
Cbc 
Rb 
which we can rewrite as 
e. 
Rb, 
tbcýcb 
Pb, 8c 
(1 
-1) 
(1 
Rb Tc- 
As we would expect from a transcritical bifurcation, this is the condition that 
the IFE becomes unstable. This equilibrium endemic state occurs even though 
each of the individual species would reach an infection free equilibrium were 
they alone and thus results from the cross-infection term. There is great 
similarity between the structure of this equilibrium and that for the criss- 
cross epidemic, already analysed in Section 2.3. We have demonstrated that 
there can be no endemic equilibrium until the nullclines cross, which requires 
that Rb, > 1, which is tantamount to Rk > 1, as Rk increases so does the 
size of each of the infected populations, as we have already shown in the case 
of badgers. 
2.5.4 Rb < 1, R, >1 or vice versa 
We have demonstrated that the IFE cannot be stable in one species while the 
other has endemic disease, consequently an endemic disease equilibrium will 
exist if Rb < 1, Rc >1 or vice versa, as we can see from an examination of 
the mAlclines. In fact such a condition would make RbC negative, so the IFE 
could not therefore be stable. 
2.6 Local stability of the endemic disease state, with 
Rb > 1, R, >1 
Proposition 2.6.1 If the endemic state of system (2.17) exists with R,: > 
1, Rb >1 it is locally stable. 
We prove that, for Ic, Ib, E P, the trace of the Jacobian of the linearisation of 
equation (2.17) is negative and the determinant is positive. 
The Jacobian, L*, of system (2.17) at the endemic disease equilibrium, (Iý*, Ib*) 
is 
17; 
) 
- Cbcb + ýbN, * 
(-2, OcI, * +, 3cN, * (1- 1 -CbcIc 
-ýcbIb* + &6Nb* - 2,3b Ib* + 8b Nb* 7rb*) - GbIc 
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The trace is negative 
We first show that trace(L*) = T(I, *, lb*) <0 by considering 
(I,, * *) =-20,1, * + Ný* 1--- Ib Tc 
-L -ýbjb* - 2, ObIb* + ObNb* 
(I 
- Rb) - 
CcbIc* 
IT 0 2ß, - eb <0 -2ßb - eb, 
so that T is strictly monotone decreasing in both 1, * and I, * in R2. 
Now, when 
I, * = N, 
(i 
-0 and Ib* = Xb 
(1 
-' 
b) R, R 
at the bottom left hand corner of 0, after elementary algebra, we have 
T (Ic* N, * 
(1 
- Re) + 
Nb 
Rb 
6c) 
and, once more, if > 1, Rb >1 then T(Ic* < 0. We thus conclude that Ib 
trace(J*) <0 for all Ic*, Ib* EQ 13 
The determinant is positive 
We now show that det(L*) = D(lb*, Iý*) ý: 0. The determinant of the Jacobian. 
matrix of the linearisation around the endemic equilibrium, D, is given by 
igbN* D (1,, *, lb*) Ob ( Nb* -2 lb* b- CbIc* OC (N, * -2 lc*) Rb 
(2.20) 
-, 
OcN, * 6cl (N, * - I, *). 
*) - ýcb&(Nb* - Ib 
If we restate the equations in system (2.17) at the endemic equilibrium we 
thus obtain 
Ob(Nb* - 1b*) - 
1J3bJNV; * GbIc*Nb* 
Rb 'b* 
, O, N* 
6cIb*N, * 
, 3, (N,, * - IC* -c- 
6cb* 
Rc C* 
Making the appropriate substitutions into the expression for D(I, *, Ib*) in equa- 
tion (2.20) we obtain 
*N* 6cIb*N, * b D (I, *, I; 
ýcb I' 
l3bIb bi lb" 
6cGb (Nb* - Ib*) (N, * - 1, * 
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SimpliWg the above expression and using Nb* > Ib* we have D(I, *, Ib*) > 0. 
The Routh-Hurwitz conditions are thus satisfied and the endemic equilibrium 
state of the system defined by equation (2.17) is locally stable whenever it 
exists. This proves Proposition 2.6.1.13 
2.7 Local stability of the endemic disease state, with 
Rb < IjRc <1 
We have quite a different situation in this case, since all we can conclude 
about the location of the endemic equilibrium is that it must he somewhere 
in the first quadrant of the (I,, Ib) phase plane. We consider two different 
approaches to analysing the local stability of this equilibrium. Firstly we 
employ a compaxison method. 
Proposition 2.7.1 If the endemic state of the system of equations (2.1) exists 
with Rb < 1, R, < 1, it is locally stable. 
To prove this proposition we identify and analyse the behaviour of an upper 
solution and of a lower solution to system (2.17) with Rb <1 and R, < 1. We 
show that both solutions lead to stable equilibria and that thus the solution of 
equation (2.17) in this case must itself either tend to a stable equilibrium or 
to a periodic or quasi-periodic orbit (since there is no possibility of a chaotic 
solution of a system of ordinary differential equations in two dimensions). We 
then eliminate the possibility of a periodic or quasi-periodic orbit. 
We take t sufficiently large that we can consider system (2.14) to have reached 
equilibrium. We derived the following equation in (2.18) 
dw 
= -R,, W2 + W(RC _ 1) + kUy - kUcwy, 7t 
dy 
= -kRbY 2+ ky(Rb - 1) + Ubw - Ubwy. dt 
We note that, from equation (2.14), since v ý: 0 and x ý: 0, we must have 
w: 5 1 and y<1 so that 
_RrW2 
w + w(R, - 1) :5L< w(R, '- 1) + kUcy - kU,, wy, dt - 
dy 
-kRby2 + ky(Rb - 1) :5T :5 ky(Rb - 1) + Ubw - Ubwy- t 
Let us define tb(t) and ý(t) such that 
dtb 
T ib(R, - 1) + kUP - kUtbP, t (2.21) 
d9 
= ký(Rb - 1) + Ubtb - Ubtbg. Tt 
Since the right hand side of the first equation in (2.21) is increasing in y 
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(since w -< 
1) and the right hand side of the second increasing in w (since 
y :5 1) and if we suppose that the initial conditions are tb(O) = w(O) =c 
and ý(O) = y(O) = 8, where 0<c<I and 0<8<I then (applying the 
monotonicity arguments set out fully in Section 2.8) we can conclude that 
tb(t) ý: w(t) and that ý(t) ý! y(t) and so (tb(t), ý(t)) is an upper solution to 
system (2.18). 
If we now define i-v (t), g(t) as follows 
di7v 
-2 ýt = -R CIV (R c 
d9 
- 
kRbg2 + kg(Rb - 1), dt 
t7v(O) = c, 9(0) = 6, 
then t7v(t) :5 w(t), P(t) :5 y(t) and thus t7v(t), D(t) is lower solution. This latter 
set of equations we have already solved; it is the uncoupled model for separate 
species and we know that 
" for Rb <1 and Rc < 1, ]IM E)(t) = 0, lim P(t) = 0, while tý00 t-00 
" for Rb >I and &>1, a stable endemic equilibrium, (i-v*, 9*), exists. 
We can solve the system for tD, 9 straightforwardly. The endemic equilibrium 
is (tb*, 0*), where 
1-11-1 Rbe Rbc 
(1 - R, + kUc + 
k(l - 
Rb) 
Ub 
The denominator in each case is positive so we need Rb, >1 for an endemic 
equilibrium to exist. We also note that tb* and ý* are both less than unity so 
the solutions fall into the acceptable, range. The nullclines axe thus 
dzb 
0 ? b(l - R, ) Tt kU, (l - tb) 
d9 
=0=: * tb = 
ký(l - 
Rb) 
= VIM. Tt Ub(l - 0) 
Clearly the ib =0 nullcline is displaced towards positive y and the ý=0 
nullcline towards positive w by comparison with the nullclines derived from 
equation (2.18) in the original variables. The equilibrium is thus displaced 
towards the top right hand corner of fl and we see that indeed 
tb* > w* and 0* 
If we consider the gradients of ý= O(tb) and tb = 0(ý), the condition that the 
nuUclines, having crossed at the origin, cross again in the first quadrant is 
1 
tD Tp- , 
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The partial derivatives have the following signs 
O, b 0 ODb >0 op >0 Opp > 0. 
This once more requires (after some elementary algebra) that Rbc > 1. If we 
draw the phase diagram we see that the endemic equilibrium (tb*, ý*) is stable. 
Since we have shown that tb(t) > w(t) > t7v(t) >0 and g(t) > y(t) > t7v(t) >0 
and that the equilibrium (t7v*, g*) is stable, we can conclude that the en- 
demic equilibrium (w*, y*) is contained in the rectangle formed by the points 
tb*, ý*, iv-*, g*. We can use Dulac's criterion (see Introduction) to show that 
the equilibrium is not a periodic orbit. We can write system (2.18) as 
dw 
t T= -RCW2 
+ W(Rc - 1) + kUcy - kUcwy f (w, y), 
dy 
- 
kRbY 2+ ky(Rb - 1) + UbW - UbWY -" 9* V) - dt 
If we define B(w, y) = -L then, for Rb <1 and R, <1 wy 
Mf Rw +1- Re > 0, 
OBg k(Rby +1- Rb) > 0, 
ew W2 
ODf aBg 
-äi ey 
Since y>0 and w>0, neither of these derivatives changes sign on 
((0,1) x (0,1)). There is thus no periodic solution and by the Poincare- 
Bendixson Theorem (see for example [51] p425) there must exist a unique, 
globally stable equilibrium. In passing we note that for R, < 1, Rb <1 and 
Rb, >1 every trajectory which starts at the origin reaches the endemic equi- 
librium. 
2.7.1 An alternative proof of the local stability of the endemic 
equilibrium when &<1 and Rb <1 and Rb, >1 
The linear stability of the endemic equilibrium which exists in this case is 
determined by the determinant of the Jacobian matrix, J, for the system 
(2.18) linearised the equilibrium, 
det(J) 
9w 
fy IE* fw 
gy 
where the equilibrium is locally stable (a node or a complex spiral) if the 
Routh Hurwitz conditions are met, i. e. 
f. gy - fyg. > 0, 
f', ', + gy < 0. 
In order for the endemic equilibrium to exist we must have, at the intersection 
of the nullclines, 
dy Jf=O 
< 
dy 19=0. 
Tw dw 
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We compute 
f. = -2&w + (R, - 1) - kUy < 0, fy = kU, (1 - w) > 0, 
gw = Ub(1 - y) > 0, gy = -2kRby + k(Rb - 1) - UbW < 0- 
The signs of the derivatives give the following sign pattern for the determinant 
-+ 
+- 
from which it is clear that trace(J) < 0. Now, 
dy 
=- 
La, Ly f. (2.22) Tw 
lg=o 
gy dw 
lf=o 
- fy , 
since implicit differentiation of g(w, V) =0 with respect to w gives gw + 
to W gi eS f+f dIL 0. 
W gy 
ff =0 and of f (w, y) =0 with respect vWy 7" 
Since g,,, and gy axe of opposite sign and f,, and fy axe of opposite sign, 
the right hand sides of both equations (2.22) are positive and, since 
dy If=0 ýy I 
ww dw 
=O 
for an endemic equilibrium to exist, we thus have 
9w 
c fw gy 
fy 
so that fyg,, < f. gy and thus det(J) > 0, so the endemic equilibrium is locally 
asymptotically stable. Finally, the discriminant of the characteristic equation 
of the Jacobian determinant is 
(f, + gy)2 - 4(fgy - flg. ) = (fw _ gy)2 + 4fyg > 0, 
so that the equilibrium is a stable node and the possibility of oscillatory ap- 
proaches to the endemic equilibrium is excluded. 
We can extend this analysis to the situation where Rb <1 but R, > 1, or 
vice versa; we consider R, > 1. Then the endemic equilibrium exists and we 
see from the nullclines that w* >I- -k. Thus, 
fw -2Rcw + (Rc - 1) - W, 'y 
-2R, 1+ (R, - 1) - W, Rj 'y 
1-R, -kUY<O 
and all of the conditions in this case are precisely the same as for Rb 
1, R, <1 and the endemic equilibrium is locally stable. 
2.8 Global stability of the endemic equilibrium with 
Rb >I and Rc >1 
Theorem 2.8.1 System (2.1) has a unique, globally stable endemic equilib- 
rium in the case that Rb > 1, R, >1 and Rb, > 1. 
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We continue with the reduced, two dimensional system of equation (2.17) (with 
Ne and Nb constant and with R, > 1, Rb > 1), since we have shown that this 
is the limit of system (2.1) as t --+ oo. We will show that that system (2.17) is 
monotone and co-operative and hence has a unique, globally stable, endemic 
equilibrium. We state the following definitions and result adapted from Smith 
[49] p 33. 
Definition 2.8.2 Let Pt (xO) be the solution of the ode x'= Ax), where * 
f= (fl, f2, f3 
... 
) is continuously differentiable on an open subset DE Rn+, 
starting at the point xo when t=0. Then ýý is termed the flow corresponding 
to x'= f(x) and f is the vector field generating the flow. f is said to be 
"type K" (for Kamke) if, for each i, fj (a) :5 fj (b) for any two points a, bED 
such that a :5b and aj = bi. Then if f is type K in D and xo < yo E D, 
4)t (xo) < 4)t (yo) and f is monotone. The flow is said to be order preserving. 
Remark 2.8.3 We can easily verify the type K condition by considering the 
signs of the off-diagonal elements of the Jacobian matrix of f. If 
afi 
ýýJ(X)ý! O, i54j, XED X, 
then if D is convex (R 2 is convex since tx + (1 - t)y ER2 Vx, yE R2 and 
Vt E [0,1]) f is type K and the system is monotone. 
Restating equation (2.17) once more; 
dI, 2 +, 60 
,I- -L - 
M, 
dt 
PC I, NI, 
Rj 
+ h6c(Nc 
dlb 2 
-L A+ )3bNblb + IcGb (Nb - lb) - dt 
PbIb 
Rb) 
We have already shown that, in addition to an IFE at the origin, system (2.17) 
has a unique endemic equilibrium, (I, *, Ib*) for R, >1 and Rb >1 and that 
these components satisfy 
1--L and Ib*ý: Nb I- 
' 
Rb) 
We consider the positive cone in R2, 
(Ne 1- 00 . 
(l-*), 
oo)x(Nb('--R, 
)t 
and, in paxticular the set fl, previously defined as 
(&(1--L), 
N, 
) 
x 
(Nb(1-Tl, ), 
Nb)1. & 7Fb; 
We will show that, as t- 00, limt-.. oo (1c, 1b) En provided that Rc >I and 
Rb > 1. The arguxnent is the same for both species, so we show it only for Ic. 
We have already established that 0: 5 1,:: 5 N, and we can define ic to be the 
solution of 
dI, 2+ pCNCjC 1 'acic Tt Rc) 
37 
with 1, (0) = 1,, (0) > 0. We assume that at t=0 we are at the IFE and that 
we introduce a small number of infected animals. Since 1, < N, we must have 
dI, >2 
, 
acjc + ONI, 1 Tt Rj 
Therefore I, (t) ý! i, (t). Consequently, on f] we must have, for Rc >1 
]im inf I, (t) 2: ]im Ic (t) = Nc 1-1 -) . týOO t oo ZC 
So limt-oo Ic(t) E (N, (l - k), Nc). Since Ic(t) is bounded from above by N, 
(by the definition of N, = Sc(t) + Ic(t) and the positivity of all the species) 
we can conclude that all solution trajectories of equation (2.17) axe attracted 
to the set fl. 
Now we translate the coordinates of the system so that we remove the IFE 
2) and translate the origin to (N, (l -1), Nb(l -1 from the cone int(R+ 77b- 
Let us define 
Ne 1- and 16: =Ib-N6 1- 
1). 
(2.23) 71F.: 
) 
7Fb- 
Then we can write 
dI, !, +N, 1- 
1 
dt Rj) + 
Ne R, 
)) 
Rc) 
1) I_ -6c 
(lb 
+ Nb 
(1 
b; c T, R, 
A=_ ))2 
+ PbNJ 
(i 
- dt 
lb + Nb Rb b 
(lb 
+ Nb Tb Tb 
1, + N, 1-1 
(lb 
_ 
Nb)) ( 
Rj Rb 
for Rc >1 and Rb >1 we have 
dl, 
>0 and 
d1b 
> 0. If we write 7t 
llc=O 
Tt 
lb=O 
dI, Ib 
-= fl (Ic 9 
lb) 
9 
Ldtb 
ý f2 (Ic ý 
lb) 
c 
Ft 
then 
and the equivalent holds for 
'f2 
- Hence of. 
Of, 
> 0, 
Of2 
> 0, 
Olb 01, 
and thus the translated system with equation (2.23) is, as was the original 
system, cooperative. 
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dI Hence if I= (Iý, Ib) and Tt = (f, (I, , Ib), f2 
(I,, Ib)) 
, then IE int(II), which 
is 
convex in R2 and thus is type K on 11 and system (2.17) is monotone. 
The flow 4)t(l) which solves Tdl f (I) is thus a monotone dynamical sys- 
tem and I)t (1) is defined Vt > 0. 
Consideration of the phase plane (the left hand chart in Figure 2.2) suggests 
that solution trajectories are forced into one or other of the regions I ý! I* or 
1 :5 1*, are attracted by the isoclines and then attracted to the equilibrium. 
We can thus conclude that there exists a unique globally stable equilibrium 
in fl. Since we have excluded all other equilibria from fl than the endemic 
equilibrium, we can conclude that the endemic equilibrium is globally stable. 
E3 
2.9 One-way cross infection only 
For completeness we consider the case where, while there is intra-species in- 
fection in both cases, badgers can infect cattle but not vice versa. The non- 
dimensionalised two-dimensional model is now 
dw 
T -w + Rw(l - w) + kUy(l - w), t 
(2.24) 
dy 
-ky + kRbY(I - Y)- Tt 
System (2.24) has an IFE which is stable if max(R,, Rb) < 1, while if R, >1 
and Rb <1 then there is a stable endemic equilibrium in cattle and an IFE in 
1 
badgers, 
(1 
- 7i; , 0). 
If min(&, Rb) >I then there is an endemic equilibrium in both species 
kU, (l - Rb) - Rb(l - Rc 2R, Rb 
( 
+V(kU,, (l - Rb) - Rb(I _Rc ))2 + 4kRbRcUc(Rb - 1)), 
7Fb 
The eigenvalues of the linearisation of (2.24) about this endemic equilibrium 
are 
k(l - Rb), -T, -V(kU, (l - Rb) - Rb(l - Rc))2 + 4kRbRcUc(Rb - 1) 
so that the endemic state in both species is stable if it exists. We note that 
the stability of this equilibrium is independent of Uc and R, although the size 
of the equilibrium population of infected cattle is an increasing function of 
Uc and of Rc. Thus efforts to destabillse the equilibrium by dealing with the 
transmissability among cattle or the cross infectivity from badgers to cattle 
will fail. The only remedy is to reduce Rb to below unity. 
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2.10 nansients 
The foregoing analysis has considered the existence and stability of equilibria. 
We have shown that the basic reproduction ratios and the analogous expres- 
sions for cross-infection dictate the size of the equilibrium population as well 
as the existence and stability of the endemic disease state and the IFE. The 
rate at which equilibria are approached or departed will also depend on these 
parameters. 
However, the transient behaviour of the system is of great importance, since 
we need to understand the factors dictating the severity of the disease (how 
many animals actually become infected over a given time), the rapidity with 
which the system reaches a position axbitrarily close to an equilibrium and 
the anticipated rate of appearance of new infective cases in terms of the model 
parameters. We want to adopt an analytical approach to the problem, while 
being well aware of the difficulty involved and the paucity of any published 
reseaxch on the subject of transient behaviour. 
2.10.1 Single species 
Non-dimensionalising the single species model of equation (2.4) in the same 
way as was done for the two species system in equation (2.21) with 
sN #A 
, Ro =, a= vwm A(A + -Y) 1A +, y 
we obtain dv 
T= a(l - v) + w(l - a) - Rowv, t 
dw 
7t = -W + Rom (2.25) 
m=w+v, 
W(O) = wo, V(O) = vo, M(O) = Mo. 
Whole population 
We can solve system (2.25) for m: 
dm 
-- = a(l - M), M(O) = MO 7t 
which has the solution 
m(t) =1- (1 - mo)e-*t. (2.26) 
Cleaxly m(t) has no extrema except for m=1 which is the (stable) equilibrium. 
The solution thus allows us fully to understand the evolution of the population 
for t>0. 
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Two classes 
dw 
0 when w0 (which is the IFE) or when v for which w can take 77j 
any positive value. Differentiating w. r. t t we can obtain some information 
about extrema, of w; 
d 2W dw v 
-= -T(I - Rov) + 
ýi-Row, ; Tt-2 
t dt 
d2W 
Row a(l - w) - 
c' 
dt2 
Consequently if 
w< then 
d 2W 
>0 so v 71 is a minimum, dt2 
IV= 
1 
77ý 
'jq 
w> then 
d 2WI 
<0 so v is a maximum. dt2 
V= I Xj 
I The value taken by w when v=-, FZ3 will depend on the initial conditions and 
one can imagine that both a maximum or a minimum are possible. We can 
demonstrate this by numerically simulating either a maximum or a mi 
for w(t) depending on the initial conditions we choose. 
We can Wustrate this by substituting v=m-w and using the expression 
for m in (2.26) into the second equation in (2.25) to obtain 
dw 
= -w + Row (i mo)e-a' - w). ýt 
w at Thus 
ýW- 
=Ofbrw=Oandw=t7)= 1--L-(I-mo)e- For RO > 1, dt Ro 
as t --+ oo, tb -w1- For Ro < 1, ib does not exist and w=0 is the 
only turning point. Taking the second derivative 
d 2W 
ý't -2 
1 
W=tb 
= aRo? b(l - mo)e-It. 
Thus tb is a maximum for mo >1 and a minimum for mo < 1, hence either 
a maximum or a minimilyn can occur in progress to the endemic equilibrium 
depending on the initial conditions. 
If t is large enough that m ; ý: s I we can substitute for v in (2.25) and solve 
explicitly for w(t) 
dw 
T= -RoW2 + w(Ro - 1) t 
w(0) = wo 
which has the solution 
w(t) = 
wo (1 - Ro) 
(1 + Ro(wo - 1» e-(Ro-1)t - woRo 
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If &>1, this gives the characteristic S-shaped curve for the evolution of the 
size of the infective class, while the time derivative gives the bell shape of a 
sech2 graph for the incidence of new cases. 
2.10.2 Two species 
Conjecture 2.10.1 The basic reproductive ratio, Rbc or Pb, governs not only 
the existence and the stability of the IFE and the endemic disease state of the 
two animal system (2.1), but is also a key element in determining the size of 
the endemic infective populations, the rate at which equilibrium is approached 
and the total number of animals infected over a given period of time. 
The transients of the two animal system are wholly intractable analytically. 
Conjecture (2.10.1) can thus only be demonstrated by numerical simulation 
(as we have already illustrated in Section 2.5). 
2.11 Three species 
As we noted in Chapter 1, it has been suggested that not only badgers, but 
also deer, may be involved in the transmission of bovine tuberculosis. We take 
precisely the same assumptions as we made for the two species SIS model and 
apply them to a three animal system where we consider each species able to 
infect both themselves and each other. Subscripts b, c and d notionally refer 
to badgers, cattle and deer. 
The model system is now as follows, with the same assumptions and initial 
conditions as for the equations for system (2.1) extended pari passu to the 
additional classes. 
dSd 
Ad - t1dSd - ßdSdId - ebdSdIb - ZcdsdIe + 'ydId) dt 
dId 
7 -9dId + fldSdId + ZbdSdIb + ZedSdIe - 'fdIdi t 
dS, 
7t- =&-, UcSc - ßcScIe - 4bcScIb - edcScId +'Yclc, 
dIe 
j- ßcIc + 0cScIe + ZbcScIb + 4dcScId - '(cIC7 t (2.27) 
dSb 
j- Ab - ßbSb - ObSbIb - ZdbSbId - ZcbSbIc + '(bIbt t 
dIb 
t ßbIb 
+ ßbSbIb + edbSbId + eebsbIc - ^fbIby 
Sd + Id = Ndt S, = Nbl , 
+I, =N Sb+Ib 
Sd > 0) Sc > (» Sb > 07 Id 2: 09 Ic k 07 Ib 22 0- 
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By adding the first and second equations of system (2.27) we obtain 
dNd 
Ad -. UdNd wt- "ýý 
and, as we showed for the two-animal system, equation (2.1), we have 
Ibn Nd(t = 
Ad 
t 00 Ild 
The same argument applies equally to N, (t) and Nb(t). Thus we are justified 
in assuming, in order to make progress, that t is sufficiently large that we can 
take the total population of each animal species, Nd, N, and Nb respectively, 
to be constant and thus we reduce the order of the system in equation (2.27) 
from six to three, by substituting for the susceptible class in each case. We 
thus obtain the following reduced system, recognising that we have not shown 
rigorously that the solutions of (2.27) approach those of this reduced system, 
dId 
ý-t (A d+ 7d) Id +A- ld) A Id + 6d Ib + Gd IC) 
dI, 
7t (ILc + 7, )Ic + (N, - 
Ic)(, 3cIc + 6clb + Uld)s (2.28) 
dIb 
gt (ßb + 'Yb) Ib + (Nb - Ib) (flbIb + ZdbId + 4ebIc) 
Non-dimensionalisation 
In order to simplify the analysis of system (2.28) we nondimensionalise with 
the following scheme 
Id 
C Ib A OdNd X= , Y= Nd , Z= N, Nb 
Rd = 
Md + -Yd' 
ßN 
R, =cc, 
ebNb 
Rb 
4bcNb 
Ubc = U 
ZcbN, 
cb , PC + -ic i Mb + 'Yb Jub 
+ 'Yb PC + -yýý 
Ubd = 
ZbdNb 
, 
Udb = 
ZdbNd 
Udc = 
ZdcNd 
Ued = 
4rdNc 
, A+ 'Yb Md + IN , Pd + 'fd PC + 'YC 
i` (Md + -Yd) t, 
PC + -(C 
, 
ki = 
Ub + 'Yb k2 = * Ad + IN ßd + 'ld 
We thus can write system (2-28) in the following simpler form, dropping the 
caret on t dx 
Tt = -x + (1 - x)(Rdx + 
k2UbdZ + klUdy), 
dy 
= -kly + (1 - y)(k, Ry + k2UbcZ + Udcl), 
(2.29) 
dt 
dz 
= -k2Z + 
(1 
- z)(k2Rbz + k, Uby + 
Udbx). 
Tt 
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Infection free equilibrium 
There is an infection free equilibrium, (0,0,0). If we linearise system (2.29) 
around the IFE, the Jacobian, J, is as follows 
J= 
(Rd-1 ki u cd 
k2Ubd 
1) 
Ud, ki (R, - 1) k2Ubc 
Udb k, Ucb k2(Rb -) 
We investigate the local stability of the IFE as usual by applying the Routh 
Hurwitz conditions, discussed in the Introduction, for three dimensions. If the 
characteristic equation of J is 
, \3 + bi \2 + b2, \ + b3 ý 02 
then we require b, > 0, b1b2 - b3 >0 and b3 >0 for the equilibrium to 
be locally asymptotically stable. 
We can verify that the first and third of these conditions are met, but the 
second inequality is algebraically intractable. However, we can identify the 
conditions under which the IFE becomes unstable. b, <0 requires that 
Rd -1+ ki(R, - 1) + k2(Rb - 1) ý"- 
Rd > 1, R, >1 and Rb >1 is a sufficient, but not necessary condition for this 
inequality to hold and thus for the IFE to be unstable. 
b3 < 0, on the other hand, requires that det(J) > 0. After considerable 
algebraic manipulation we arrive at the necessary condition (given that Rd > 
1, R, >1 and Rb > 1) that det(J) >0 and that the IFE is unstable as 
Rb, d := 
UbcUcb 
T) + 
UbdUdb 
-1-) + 
Udc UM 
(Rb - 1) (R, - (Rb - 1) (Rd - (Rd - 1) (R, - 
UbcUcdUdb + UcbUbdUdc 
(R, - 1)(Rb - 1)(Rd - 1) 
We see that the expression for Rbd, the basic reproductive ratio for the system, 
contains the sum of the basic reproductive ratios for the three animal-pair sys- 
tems (badgers/cattle, cattle/deer and deer/badgers), minus a fourth term, of 
opposite sign, which we conjecture represents the three-animal system specifi- 
cally. (The expression is strikingly reminiscent of the expression for the union 
of a set of probabilities as being equal to their sum minus their intersection). 
We have the same difficulty with this form for the basic reproduction ratio as 
for the two species model (not defined for any of Rd = 1, R, = 1, Rb = 1), 
but are unable to find a more satisfactory version since, although we may 
easily compute the next generation matrix, FV-1 (in the manner described in 
Section 2.4.1) as follows, 
Rd Ucd Ubd 
uc FV-1 = Ud, R, b 
(Udb 
Ucb Rb 
we cannot express its eigenvalues in an algebraically comprehensible manner, 
since they axe the solutions of a non-factorisable cubic equation. 
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Conjecture 2.11.1 Noting that system (2.28) is co-operative, we believe that 
there will be a unique endemic equilibrium if Rbcd >1 which will be stable if 
it exists. 
The work to prove this conjecture would follow the same lines as for the two 
species model, although the algebra would be much more complicated and 
potentially intractable. 
2.12 n species 
We can extend the analysis to a system of n species, with both inter- and 
intraspecles infectivity. We use the same SIS model as before, with no addi- 
tional deaths due to disease and let t be large enough that we can consider 
that the populations of each species to be constant. We can then describe the 
non-dimensionalised model (using the same scheme as in (2.11)) as a series of 
n o. d. e. s for the infective classes of each species, where the ith equation is 
dXj n Xj + (1 - Xi)RjXj + (1 - Xi)EUjiXi. (2.30) dt J-1 joi 
We have made the assumption that in the non-dimensionalisation scheme we 
set all the k-i =I for simplicity (since ki does not in any event appear in the 
determinant of the Jacobian of the linearisation about the IFE). Here R, is 
the basic reproductive ratio for the ith species alone, while Uji is the analogue 
of the basic reproductive ratio for infection of the ith species by the jth species. 
We can see immediately from equation (2.30) that the positive cone R+ is 
invariant and that since all of the Xi are non-negative, there can only be 
two equilibria, an IFE Xi = 0, i=I... n and an endemic equilibrium 
Xi = Xi*, i=1... n. We conjecture that the system exhibits a transcritical 
bifurcation and that the stable endemic equilibrium exists at the parameter 
set at which the determinant of the Jacobian of the lineaxisation about the 
IFE Tn changes sign, where 
JR1 -1 
U21 U31 U41 
*** 
Unl 
U12 R2 -1 U32 U42 ... 
Un2 
uTn 
U13 U23 R3 -1 U43 ... 
Un3 
Uln U2n 
... 
U3n 
... 
U4n 
... ... 
... 
Rn -1 
We can investigate the conditions under which the determinant of this matrix 
changes sign (from positive to negative for n even and from negative to positive 
for n odd) as the IFE becomes unstable. We obtain this in the form Rn =1 
where 
nn Rn 
-` 
Rj - 
Ei, 
j, k-i Rijk + 
Eni, 
j, k, m=l 
A'jkm - 
Eni, l, k, m=l 
A-jRkm 
41 410 iOjOkOm iqtjOk*m 
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Here we define 
uijuji R-'. j (Ri - 1)(Rj - 1)' 
Rijk ý 
(UijUjkUki + UjiUikUki) 
(R, - 1) (Rj - 1) (Rk -W 
(UijUjkUkmUmi + UjiUimUmkUki) 
jkm (R, - 1)(Rj - 1)(Rk - 1)(Rm - 1)' 
and so forth. 
We conclude that, in an n-species environment, if any of the Rý >1 then 
there will not be a stable IFE. 7n is an M-matrix if all of its principal minors 
axe positive, which will be true if 
* all of the R, <1 
and Ul 2 U21 1 
(Ri - 1)(R2 - 1) 
for the top left hand (2 x 2) minor 
* and 
Ul 2 U21 
-i 
Ul 3 U31 U23U32 
(RI - 1) (R2 1) (Ri - 1) (R3 
:: 1) 
+ (R2 - 1) (R3 - 1) 
U12U23U31 + U2lUl3U32 
< 
(Ri - 1)(R2 - 1)(R3 - 1) 
for the top left (3 x 3) minor and so forth, together with other similar 
inequalities for the other principal minors. 
These inequalities represent conditions for a stable IFE in the various possible 
subsystems with 2,3 ... n-1 species. Then 
+ MI)e = (WO + M)e 
where e, is a positive eigenvector and wo <0 so that T,, = woen- 
Moreover, even if all of the R, < 1, a stable endemic equilibrium might exist 
but only with all the n species present and disappear if a single species were 
removed - no matter that the individual contribution of that species to the 
overall level of infection is relatively small. In complex ecosystems, this may 
be an important factor in maintaining endemic disease. 
2.13 Conclusions 
We have seen that the two species system exhibits a transcritical bifurcation 
with parameter Rb,. There is either a stable IFE and no endemic equilibrium 
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or an unstable IFE and a stable endemic equilibrium. The inter-species infec- 
tion term means that where two species would have both been in an endemic 
equilibrium in the absence of the other, their mixing induces an endemic equi- 
librium with higher numbers of both of the infected classes. 
More interestingly, where two species would otherwise have been infbction- 
free, their mixing can produce an endemic infection, again if Rb, > 1. In the 
event where there is a population of cattle which is infection free, the intro- 
duction of a badger population is guaranteed to create an endemic infection 
once the density of susceptible badgers reaches the critical threshold level such 
that Rk > 1, and infection is introduced, irrespective of whether, in isolation, 
the badgers would have had an endemic disease state or not. The three animal 
model would appear to demonstrate precisely the same behaviour, we might 
conjecture that the presence of a third species would amplify the effects of 
cross-infectivity from badgers to cattle. 
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Chapter 3 
Culling strategies to eliminate 
endemic equilibria 
3.1 Introduction 
One of the approaches to the elimination of m. bovia in cattle has been the 
culling of badgers - either proactively or reactively (after a herd breakdown 
has taken place). We consider a number of culling strategies in this chapter, 
starting with the impact in a single species alone in the environment under 
different conditions and then looking at two species together. The model takes 
into account the population dynamics of the badger as well as the epidemiol- 
ogy of tuberculosis, but is clearly very general in its application. 
A number of badger culling trials have been conducted and the impact of 
the culling on the incidence of tuberculosis in cattle has been observed. The 
results axe somewhat inconclusive at this stage, [181, [52], [29]. It appears 
that complete eradication of badgers in an area does indeed reduce the level 
of incidence in new TB cases among cattle in that same area, but can result 
in an increase in incidence of TB in cattle in contiguous areas, possibly as a 
result of the migration of badgers avoiding the culling. On the other hand, 
partial removal of badgers appears to produce only a temporary reduction 
in the level of incidence of new cases of TB in cattle. It may well be that 
culling activities disrupt the social structure of badger groups and territories 
and cause different and perhaps increased dispersion patterns. 
We use once more a deterministic, compartmental model with the following 
assumptions (where the assumptions have been commented upon in previous 
chapters we simply list them) 
* animal densities are continuous. 
a logistic model (of the form alN(l-a2N) where a, and a2 axe constants 
and N is the population density of animals) is used for the fecundity 
function, to take account of the experimental observation that the birth 
rate in badgers is population density-dependant. More complicated ex- 
pressions have been used in the literature, such as aIN(l - a2N') for 
some exponent c (with CE [1,7] or aiNe -a2N), these lead rapidly to 
much more intractable algebra than the logistic model. We assume that 
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both infectious and susceptible animals can produce offspring and that 
there are equal numbers of males and females and that all animals can 
reproduce (there is no maturity constraint). 
" there is no latency period; animals become immediately infectious once 
infected. 
" there is no vertical transmission of the disease. 
" infection is through a mass action model. 
all the parameters axe constant. 
there are no additional deaths due to the disease. 
" the state variables axe functions of time only, in paxticular there is no 
age or maturity structure. 
" the populations axe spatially homogeneous and isotropic and randomly 
mixed 
We consider in principle the introduction of an infinitesimally small num- 
ber of infectious animals to a system initially in disease free equilibrium 
for the unculled model and that, in the culling models, the system is 
initially at the endemic equilibrium. 
The system is closed, there is no migration of animals into or out of the 
system. We shall see later in this chapter that allowing migration can 
have a profound effect on the dynamics of the system. In practice, our 
modelling will ultimately need to take account of the fact that badgers 
are largely territorial (with some inter-territorial spread) and a herd of 
cattle is primarily located within an individual farm (although cattle will 
move into the farm at the beginning and out of the farm at the end of 
their lives). 
3.2 The basic model 
We briefly review the population and epidemic dynamics of the basic model, 
without culling, since this model will behave somewhat differently from system 
(2.1). The model we use here is again developed from standard SIS models 
[45], [10]. The densities of susceptible and infectious animals axe S(t) and I(t) 
respectively. The total population is N(t) = S(t) + I(t). The raw birth rate is 
s, the death rate is p. The equilibrium population size will be C(l - P, -) where 
C is a carrying constant for the environment, while 0 is the infection rate and 
-y is the recovery rate. The model is 
dS 
S(S+I) l-S+I 'as - PSI + -YI, Tt ýc 
dI 
_, u, + PSI _ _yI, 
(3.1) 
Tt : -- 
S(O) > 0,1(0) > 0. 
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The dynamics of the overall population axe governed by the following differ- 
ential equation, obtained by adding the equations in (3.1) 
dN 
= sN I-E uN, N(O) > 0. c Ft C) 
Non-dimensionalisation 
In order to simplify the analysis of system (3.1) we non-dimensionalise with 
the following quantities, in the same manner as in Chapter 2: 
sN 
Zý, yM -j, i= (A 
up=; 
T 
8 Rb = '3C 
,a+ -Y, 
+, Y, A+-/* 
Removing the carets we have 
dx 
-7 = p(x + y)(1 - (X + y» - ax + a)y - RbXYs t t 
dy 
-y + Rbxy, 
(3.2) 
dt 
x(0) k 0, y(0) > 0. 
Preliminary remarks 
Lemma 3.2.1 There are two equilibrium states for the total animal popula- 
tion, eradication and the carrying level population, the dynamics being gov- 
erned by the bifurcation parameter A. a 
We have, firom adding the equations of system (3.2), and letting m=x+y 
dm 
7t = pm(l - M) - am = f(m), M(O) = Mo. (3.3) 
A fecundity function must necessarily be non-negative for all m. 
The logistic form is the most obvious method of achieving a density-dependant 
fecundity function, although more strictly we should define it as, b(m) say, 
where 
b(m) PM(l - M) 0: 5 M<1 0 otherwise. 
This also ensures the non negativity of m(t). However, for simplicity through- 
out this thesis we use the form in equation (3.3) whenever we require a density 
dependant fecundity function, understanding it to be non-negative. 
By setting f (m) =0 we find that there are two possible equilibria for the 
total population, m=0 (extinction) or m= m* =1-2 (population at car- P 
rying capacity). The second equilibrium can only exist if p>a, i. e. the raw 
birth rate exceeds the death rate. We will normay assume that p>a so 
that, in the absence of culling, a stable population would result. 
so 
We can solve equation (3.3) directly to obtain 
M(t) = 
moK 
(K - mo)e-rt + mo' (3.4) 
where K=1-2 and r=p-a. 
p 
Thus K is the equilibrium population in the absence of culling and r the ratio 
of net birth rate (s - p) to the mean length of time infective (, u + -y). We 
notice that if mo >0 then m(t) >0 for all t>0. We will utilise this solution 
in the analysis of impulsive culling. We see in Figure 3.1 the behaviour of 
m(t) for two different initial conditions. (We have used the parameter values 
mo = 0.2, K=1, r=0.03. ) 
9 
'm 
1 
time in years 
Figure 3.1: Evolution of the population with logistic fecundity 
Positivity and boundedness 
Proposition 3.2.2 If m(O) ý! 0 then m(t) >0 for all t>0 and is bounded 
from above. 
The proof of this proposition is trivial and is omitted. 
Proposition 3.2.3 If x(O) ý! 0 and y(O) ý: 0 then x(t) ý: 0 for all t>0 
and y(t) ý! 0 for all t>0 and both x(t) and y(t) are bounded from above. 
Since m(t) = x(t) + y(t) and we have shown the positivity of m(t), if x(t) <0 
then y(t) > 0. 
Moreover, since x(t) is a function of t only, we can write, whatever the sign of 
X(t) 
dy 
T= y(t)(RbX(t) - 
1)t 
t 
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so that t 
y(t) = y(O)e 0 
(Rbx(, r) - 1)dr 
>- 0 for y(O) > 0. 
Thus we have proved the non-negativity of y(t). 13 
Now let us consider x(t). Firstly we dispose of the case y(O) = 0, for then 
y(t) =0 for all t and thus 
dx 
7- = px(1 - x) - ax t 
and thus 
x ý: x(O)efo > 0. 
Now let x(O) >0 and y(O) > 0. For x(t) =0 we have 
dx 
Tt- = py(l - Y) + (i - a)y. 
Let us assume that at some time to, x(to) =0 for the first time. But dx I>0 because, by definition of the fecundity function py(l - y) ý! 0 Tt to 
an( , by definition, a<1. Hence, since x(t) and : i(t) are continuous, x(t) 
must have been negative for t< to thus contradicting the assumption that to 
was the first occasion that x(t) = 0. 
Finally, if m(t) is bounded from above and x(t) and y(t) are positive, then 
x(t) and y(t) are also bounded from above. 13 
Disease dynamics - equilibria 
Theorem 3.2.4 System (3.2) has three equilibria, namely (0,0), eradication, 
1-2, 
P 
0) the injection-free equilibrium (IFE) and the endemic disease state, 
1-a--L The system displays two transcritical bifurcations with pa- X; P Rb). 
rameters 2 and Rb 1-2 respectively. P P) 
By setting the right hand sides of equations (3.2) equal to zero we find that 
there axe three physically realistic solutions for (x, y). We linearise a-round 
these equilibria and compute the eigenvalues of the Jacobian matrices for the 
linearisations to investigate local stability. 
Eradication 
At (0,0) the eigenvalues \I 9 \2 of the linearisation of (3.2) are given by 
Al = -1,0\2 =P- Cii 
hence if < 1, the eradication equilibrium is an attractor. 
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The infection-free equilibrium 
For the IFE to exist we must have P- > 1. At this equilibrium the eigenvalues a 
of the Jacobian of the lineaxisation of (3.2) are given by 
AI =a -p, A2 = Rb 1 
For local stability of the IFE we need A>I and a 
Rb 
(1 
- 
2) 
< 1- 
p 
If P- >1 then Rb <1 is sufficient for the local stability of the IFE. The a 
necessary condition on Rb is that Rb <1+ PO.. 
The critical value of the 
bifurcation parameter determining the stability of the IFE and the existence 
of the endemic disease equilibrium is Rb =1+P =' a' 
Remark 3.2.5 Had we chosen a non-dimensionalisation scheme which de- 
fined the basic reproductive ratio as & say where 
-fib ý 
CO(l OCK 
'u +A+, y 
where K is the equilibrium population, then 14 =1 would be the critical value. 
However, the non-dimensionalisation chosen has computational advantages 
and explicitly shows the impact of the parameters a and p. 
Endemic disease state 
I At (71f;, 1-2- 7r, - the eigenvalues of the Jacobian of the linearisation of (3.2) P6 
are 
a-P \2=1-Rb 1- 
a) 
P 
Consequently the condition on Rb both for the existence and the stability of 
the endemic equilibrium is the opposite to that for the IFE, Rb >1+ p"at 
while once again we must have P- > 1. If the endemic equilibrium exists it is 
locally stable. 
The bifurcation diagram is shown in Figure 3.2. 
The (x, y) phase portrait 
As Rb decreases, the position of the endemic equilibrium, denoted (x*, y*), 
moves to the right along the i=0 nullcline until it coincides with the IFE 
when Rb =1+'.. As Rb increases, the position of the endemic equilibrium 
moves to the leA up the t=0 nullcline, increasing y* and decreasing x*. 
Global stability 
The boundedness of m=x+y implied by the solution to equation (3.3) to- 
gether with the positivity of x(t) and y(t) show that x(t) and y(t) are bounded. 
As t ---, oo there must therefore be either a stable equilibrium or a limit cycle. 
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g 
C 
E 
Figure 3.2: Bifurcation diagram for SIS model 
We use the Dulac criterion to show the non-existence of periodic solutions. If 
we write system (3-2) in the formt = f(x, y), ý=g(x, y), with 
f (x, y) = p(x + y)(1 - (x + y)) - ax + (1 - a)y - Rbxy, 
9(x, y) = -y + Rbxy 
and define H(x, y) =-l- and fl = (0, oo) x (0, oo) then Y+-. Y. 7 
ig(Hf )= p(X + y)2 + RbY 2+y 
and 
O(Hg) 
-1- 
Rbx 
ax y(X + y)2 igy (X + y)29 
so that 
O(Hf) 
+ 
O(Hg) p(x + y) + Rby <0 for all (x, y) E fl. Tx - Oy Y(x + Y) 
We can thus conclude that there are no periodic solutions to system (3.2). 13 
Choosing a suitable function to utilise Dulac's criterion 
We found the function H through systematic application of trial and improve- 
ment, making full use of Maple. The initial goal is to find a function which 
eiýL 2jP 
x x 'U gives a sufficiently simple result when 
+. is computed to enable its xY 
sign to be easily seen. We started with simple reciprocals of the variables x and 
y to eliminate as many variable terms as possible in Hf (x, y) and Hg(x, y) 
and then added factors to eliminate as many sign changes as possible in the 
sum of the partial derivatives. 
3.3 Recovery and reinfection 
We may ask how the endemic population of susceptibles in an SIS model is 
made up, clearly there will be some individuals who are never infected, others 
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basic reproductive ratio 
who are infected once only, others twice and so forth. Let us consider the 
system of equation (3.2) with the new assumption that a susceptible animal 
x, when infected for the first time passes into infected class V1, recovers and 
passes into a recovered (and therefore once more susceptible) class, rl, is then 
infected a second time and passes in this case into infective class Y21 then on 
recovery to recovered class r2, infected class y3 and finally into recovered class 
r3. Subsequent reinfbction passes the animal back to y3 and thence to r3 again. 
Thus the infected population is YI + Y2 + Y3 and the susceptible population is 
x+ rl + r2 + r3- 
Conjecture 3.3.1 The susceptible class at the endemic equilibrium, with n 
recovered classes contains 71Z; individuals in total, where the number infected i 
. 'Pi 
(1 - 0) times is - for iE [0, n- 1] and 
ý: 
is the number infected n times, Rb Rb 
where ip is defined in (3.6). 
The model equations are now 
dx 
Tt 
p(x + y, + y2 + y3 + ri + r2 + 7`3)(1 - (x + y, + y2 + y3 + ri + r2 + r3))v 
-aX - RbX(YI + Y2 + Y3)i 
dyi 
dt = 
Rbx(yi + Y2 + Y3) - Y1 
dy2 
dt = 
Rbri (yj + y2 + y3) - y2, 
dL3 
= Rb(r2 + r3)(Y1 + Y2 + Y3) - Y3ý dt 
drI 
7F = (1 - a)yj - Rbrj (y, + Y2 + Y3) - rl 
dr2 
= Cf)Y2 - Rbr2(YI + Y2 + Y3) - r2, dt 
dr3 
= CI)Y3 - Rbr3(YI + y2 + y3) - r3, dt 
x(O)>O, yi(O)=O, rj(O)=O for i=1,2,3, 
(3-5) 
with the usual initial conditions of the introduction of a single infected animal 
at t=0. If we set the right hand sides of the equations of system (3-5) equal to 
zero and solve, we can find the values of the susceptible and recovered classes 
at equilibrium as follows. 
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x+ rl + r2 + r3 Wb; ' 
yj = Rbx _a_ P 
Tb 
(1 - a)yl rl -- 
1+Rb 1- a- 
p 
YI+Y2+Y3 ýI-- 
p Rbl 
(i - a)yl 
Rb 
(1 
- -aý p 
-a- 
1 
p Rb) 
a 
p 
, -a- 
1 
i)(P Rb) 
y2 = Rbri 1- 
2-a 
p Rb 1- 
p 
-a --L (I - a)RbX Rb) 
p 
X(1_C, )2 1-a- 
1- 
(1 - a)Y2 (1 - Cf)Y2 =p 
Wb- 
r2 -- a-1C, )2 1+Rb 1- Rb 
(1 
- 
2) (1 
-- TP Tb pp 
1 
Y3 = Rb -a- (r2 + r3), 
(P 
Tb) 
r3 -- 
(1 - Cf)Y3 
1+Rb 1- a- 
1 
p 
T6 
) 
a)r2 
2- 
-L + (1 - a)r3 1-a- -L 
Rb p 
Rb) 
1(p 
Rb) 
1+Rb 1-2- 
P 7Fb- 
If we now define 
a) 
a 
P 
Tb 
p 
then, after some algebra we have 
Rb 
(1 
- 
C4) 
p 
1+ aRb I- 
C' 
-1 
p Rb) 
(3.6) 
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Thus we have, after further algebra 
r, = V)x, r2 = 02X, r3 _0 
3X 
and, since 
X 1+V, +V)2+ 
03 1-x=i 
Rb 
'0 
1- VI) ý 7Fb' 
the susceptible classes are therefore 
1-0 ik(1 - 0) ý, 
2(1 
- 0) 03 
rI ý -t 'r2 r3 R bb Rb Rb * 
This suggests that the conjectured sequence is correct. 
Biologically, the expression for the numbers of those never infected, " is Mb 
intuitively reasonable, being inversely proportional to the infectivity and di- 
rectly proportional to the death rate (since the shorter the life span the less 
chance to be infected). 
3.4 Deaths due to disease 
For simplicity we have hitherto considered that there were no deaths due to the 
disease itself. Relaxing this assumption we can amend the non-dimensionalised 
system of equation (3.2) as 
dx 
Tt =P(x+Y)(l-x-y)-ax+(l-a-S)y-Rbxy, 
dy 
- -y + Rbxy, X(O) > 0, Y(O) > 0, 
(3.7) 
dt 
where 6 is the scaled value of the death rate due to disease and the scaling is 
by a factor of it +y+6, so that the basic reproductive ratio is now 
Rb N*O 
1A + -Y + 
where N* is the equilibrium total population at the infection free equilibrium 
and we have already defined the meaning of all the parameters. 
Lemma 3.4.1 System (3.7) exhibits two transcritical bifurcations with pa- 
rameters A and Rb respectively. The linearisation of the system around the A 
endemic equili rium demonstrates oscillations increasing in amplitude andfre- 
quency with the rate of disease-related death 6. 
3.4.1 Equilibria 
There are three equilibria as we would anticipate; the IFE and the eradication 
equilibrium are identical to those of system (3.2), with the same stability 
criteria. More interesting is the endemic equilibrium, which is 
Rb' 
a- J) 27+ 4pSRý y 2pRb 
(Rb(p 
-a- J) - 2p + 
VTb2 
b 
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We note that the expression for x* is the same as in system (3.2), but with the 
definition of Rb including 8. x* is increasing y* decreasing in 8. The condition 
that y* >0 is Rb > P'O, as 
in system (3.2). 
3.4.2 Stability of the endemic state 
Proposition 3.4.2 The endemic state of system (3.7) is linearly stable, more- 
over for 5> Smi,, (where Jni,, is defined in equation (3.8)) the endemic equi- 
librium is approached with an oscillating trajectory. 
We study the local stability of the endemic state by considering the sign of the 
trace and the determinant of the Jacobian (J) of the linearisation of system 
(3.7), namely 
B det(J) = 2pRb 
(B+Rb(p-a-6)-2p) 
>O, 
trace(J) =j1 
(2pRb(1 
+ 6) - Rb 2(p _a B(Rb + 2p» < 0, DRA pRb 
where B= 
FRb2(p 
-a- 8)2 + 4pJRb. 
Thus the endemic equilibrium is stable whenever it exists and hence system 
(3.7) exhibits a transcritical bifurcation. 
If the discriminant of the characteristic equation of the Jacobian of the lin- 
eaxisation around the endemic state is negative, then the eigenvalues will be 
complex and there will be an oscillatory approach to the equilibrium. We look 
for the onset of this behaviour where the discriminant is zero. The discrimi- 
nant is A, where 
B (Rb 2(p C, 2pRb(p -a+ 1) +4 p2(l - 
8)) 
2p2Rb 
+Rb 
3(p 
-a- g)2 - 2pRb2 ((p - C, )2 + (p - C, )(1 - J) - 2J) 
2p2Rb 
+ 
2p 2 Rb ((p ý Cj ý J)2 + (I - J)2) + 8p2 8 
2p2Rb 
We find that there is a minimum value of S(Rb), denoted by Smi., above 
which the discriniinant, A, is negative. We can obtain an explicit form of f 
where 5ni,, =f (Rb) but the algebra is very complicated and unenlightening. 
However, substituting p=1, a=0.2, biologically reasonable numerical values 
[2], we can express Smi. as a function of Rb and thus establish the criteria for 
complex roots. It turns out that, with these parameter values 
S. i. = 
88Rb 3- 418Rb2 + 531Rb - 90 + Rb(Rb 2- 89Rb + 100)VR--b(20Rb - 9) 
10(16R b2- 5Rb - 25)(R b2 + 4) 
(3.8) 
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We also note that, as 8 increases, the frequency of the oscillations increases 
(the imaginary part of the eigenvalues increases), while the magnitude of the 
damping decreases (the absolute value of the real part of the eigenvalues de- 
creases) so that the oscillation becomes more rapid and more transient. We do 
not have a biological explanation of this observation; further work is evidently 
required to consider the implications of this for the two species model. 
If we consider 3 to be small, we can express the endemic disease state in 
terms of a perturbation, 8, of the endemic disease state with no deaths from 
disease. We obtain 
Y*= 
(1-2- 1 
-) 
(1 5+ pS2 ) 
P 7Fb p-a Rb(p - a)3 
In effect, introducing deaths due to disease to an SIS model creates a removed 
class and thus the model properly becomes a Susceptible-Infective-Removed 
model (SIR). SIR models are characterised by an oscillatory approach to the 
endemic equilibrium state. 
3.5 Immigration 
We have considered our systems to be closed up to this point. We now relax 
this condition and allow irmnigration of animals into the system. We first 
consider immigration of susceptibles only and then of a mix of susceptibles 
and infectives. 
3.5.1 Immigration of susceptibles 
We can amend the model of system (3.2) to take account of an inflow of m, 
(scaled with the same nondimensionalisation scheme as system (3.2)) suscep- 
tibles in unit time as follows; 
dx 
Tt P(x + Y)(1 -x- y) - ax + (I - a)y - Rbxy + m., 
dy 
-y+ Rbxy, dt 
x(0) >0 y(0) > 0. 
(3.9) 
Lemma 3.5.1 With the immigration of susceptibles into the model described 
by system-(3.2) there is still a transcritical bifurcation, but with a smaller pa- 
rameter, Rb, than that in the original model, where Rb is defined in equation 
(3.10). For %/_(ýaT)2 + 
-4pm,, < 1, the rate of increase in the size of the 
endemic infected population is greater than the rate of increase in immigra- 
d* tion, i. e. > 1, while the size of the endemic susceptible population is not 
dependent on the rate of immigration. 
Once more we assume the introduction of an infected animal to the infection 
free equilibrium. We can solve the differential equation for n(t) = x(t) + y(t) 
to demonstrate that, given the positivity of x, y, the problem is well-posed. 
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Eradication and IFE 
There is no eradication equilibrium for any value of m,, as might be expected 
with an inflow of animals. There is an IFE with 
p-a+ -4pm, 
2p 
The eigenvalues of the Jacobian of the linearisation of system (3.9) around 
this equilibrium are 
, 
\1 =- 
/-(F- 
po - 0, )) 
2+4, po mA 
-=-7, -- A2-, 
-.,: -! -(-2p+Rb(p-a)+RbN/(p a)+4PM-a)- 2p 
The IFE is locally stable provided that Rb < Rb where 
2p 
Rb ý- (3.10) 
p-a++ -4p; mW,, -' 
where Rb is the basic reproductive ratio for the closed system. 
The effect of the immigration is thus to reduce the size of the basic repro- 
ductive ratio by comparison with that required for the closed system by a 
factor of 2 
+ 
ýF V1 
+ Tp 
- a)2 
PM" 
This illustrates the need to deal with immigrating susceptible animals in order 
to control an epidemic, since the inunigration in effect stabilises the endemic 
state. 
Endemic equilibrium 
The endemic equilibrium is at 
Rb(P-Ce)-2p+RbVr(ýýa) +7-4pm, 
X* 7Fb' y 2pRb 
We see immediately that y* is increasing in m,, while x* takes the same value 
as in the closed system. In fact 
dy* 1 
dm, -(p - a) 
-2+ 4pm,, 
so that for %1-('p - 
-a))2+ 4poms < 1, X>I the endemic infected population 
size increases faster than the rate at which immigration increases. Once more 
we find that the condition y* >0 is equivalent to Rb >&. Finally, applying 
the Routh-Hurwitz conditions to the Jacobian, J, of the linearisation around 
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the endemic equilibrium we have 
trace(J) 
I ((Rb(P 
- a) - 2p) 2p 
- (2p + Rb) <0V Rbi 
det(J) 1- -c e))-: rT -4p m,, 
(Rb 
(p - a) -2p, 2p 
++ -4p m, >0V Rb > i? b- 
Thus the endemic equilibrium, if it exists, is linearly stable. 13 
3.5.2 Immigration of both susceptibles and infectives 
We modify the model described by system (3.9) as follows, with m, suscep- 
tibles and mi infectives immigrating in unit time (both scaled with the same 
non-dimensionalisation scheme as system (3.2)); 
dx 
Tt P(x + Y)(1 -x- y) - ax + (I - a)y - Rbxy + m,,, 
dy 
Ty+ 
Rbzy + mi, t x(0) > 0, y(0) > 0. 
(3.11) 
Lemma 3.5.2 System (3-11) has a single equilib7ium, the endemic disease 
state. 
Conjecture 3.5.3 The equilibrium of (3.11) exists for all mi >0 and is 
locally stable. 
The endemic equilibrium 
There is an equilibrium for system (3.11), which is 
x*= 
0-Mi 
Rb0 ' 
where 0 is a root of f (y) =0 with, 
(y) = pR b2y4 + Rb(2p + Rb(p - Q))y3 
_(Rb2(Ma + M, ) + Rb(p - a) -p+ 2pmiRb)y2 (3.12) 
+(Rb(p - a) - 2p)miy + pmi2. 
We evidently need to demonstrate the uniqueness and positivity of both x 
and y components of the equilibrium. Although solving this quartic equation 
f (y) =0 is analytically possible in principle, we axe able to find an explicit 
expression for y* more straightforwaxdly in the following way. 
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We can compute the total population at the equilibrium (by adding the two 
equations in (3.11)) to obtain 
+y* =p-a+ Vf(T=aý'+ 
4p(mý. -+mi) 
2p 
Setting this quantity equal to 0+ and solving for 0 we obtain b 
I y* = -4-PX 
Rb(P -a+ GI) - 2p + vrO2ý, 
r(7 = -a)'if + -4p (mrý, -+m 
G2 = Rb2 (2(p - a)2 + 4p(m, + mi)) - 4RbP(P -a+ 4pmi) 
+4p 2+ 2RbGj (Rb (p - a) - 2p). 
Proposition 3.5.4 The equation f (y) = 0, where f (y) is defined in (3.12), 
has a single real positive root 0 such that 0> mi. 
We prove the proposition as follows We introduce z=y- mi and define 
F(z) =f (z + mi). Thus we need to show that there is a unique real positive 
root of F(z). Now lim, +,,. F(z) = +oo while 
F(O) = mj2Rb2 (pmi2 - mj(p - a) - (mi + m, )). 
Solving F(O) as a quadratic in mi, we find that F(O) <0 for 
mi < 
(p 
-a+1+a+ 
-1)2+ 4m,, ý), 
2p 
an unfeasibly large upper bound in the context of the total equilibrium popu- 
lation (with no immigration) being 1_a. Thus, by continuity we must have 
either one or three real positive roots. 
P 
Differentiating with respect to z we have 
F'(0) = (4pM, 4 + 3aM, 2 + 2pM, 2)Rb 2+ amiRb 
- ((3pm, 2 + 2M, 12 + 2m,, mj)Rb2 + pmiRb) - 
Thus, since p>a, a sufficient condition for FI(O) <0 is that 
2p(2mi + 1) + 3a < 3p +2+2 ma 
mi 
We have p >> a, p- 0(l) and if we consider the reasonable case where 
m, -- mi, then P(O) <0 for mi < 1.25, an unrealistically large value. We 
thus conclude that F'(0) < 0. There axe therefore two possible cases; (i) either 
F(z) =0 has a single positive root, with one minimum at positive z, or (il) 
F(z) =0 has two local minima and one local maximum at positive z and either 
one positive root and two complex roots, two positive roots (one repeated) or 
three positive real roots. To distinguish between them we look at the number 
of positive roots for the cubic F(z) = 0. In the first case F'(z) =0 would 
have a unique positive root, in the second case more than one positive root. 
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We have already shown that F'(0) < 0. Since F"(O) = -(Rb2(M, + M, ) + 
Rb(p - a) + 2pmiRb) <0 it is cleax that the maximum of F(z) must be at 
negative z and so F'(z) must have a unique positive real root. We have thus 
proved that there is a unique positive equilibrium. 13 
The expressions for the determinant and the trace of the Jacobian of the 
linearisation of system (3.11) about the endemic equilibrium axe algebraically 
intractable. Numerical simulation with a wide range of parameters suggests 
that, for all mi >0 and for all Rb >0 the endemic equilibrium exists and is 
asymptotically stable. 
3.6 Continuous constant yield culling 
In continuous constant yield culling a fixed number of animals, A, is culled 
in unit time. This might correspond in the physical world to a strategy of 
trapping a fixed number of animals each day or each week. 
The culling process we envisage necessaxily cannot distinguish between an- 
imals in different disease classes. Since we have assumed that the popula, 
tion is spatially homogeneous and randomly mixed, if one animal is culled 
we would anticipate that the probability that it was from the infectious class 
would be I+ and from the susceptible class 7+-7-Y-. With the introduction of X+Y 
a total cull of a fixed number A animals per unit time (scaled using the non- 
dimensionalisation scheme of system (3.2) - all of the culling parameters in 
our non-dimensionalised systems axe scaled appropriately) we modify system 
(3.2) to give the following model, provided that at least A animals axe present. 
dx 
= p(x + y)(1 - (x + y» - ax + (1 - a)y - Rbxy - q. 
Ax 
-ä-t x UYI 
dy 
7t- = -y + Rb: ry - qy -x--ýLY , 
x(0) 2: 0, y(0) > 0, 
where II: X>O 
0: otherwise 
and 
qy 
1 Y>O 
0 otherwise, 
to ensure positivity and to remove any potential singularity at the origin. 
Where we do not include q in the subsequent analysis in this chapter we 
assume q=1, i. e. we maintain the non-negativity of the state vaxiables. 
3.6.1 Impact on the total population 
2 
Lemma 3.6.1 If A>A i8=21L then the population reaches zero in -' 'C"' 4 finite time. As A decreases througý Ait a Pair of equilibria appears, one 
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stable and the other unstable. System (3.13) exhibits a saddle node bifurcation 
with parameter 
LP=c-(L2 
4p 
is dx = 14 + X2, Remark 3.6.2 The normal form of a saddle-node bifurcation N* 
where x is the state variable and p is the bifurcation parameter. If /I <0 
there are two fixed points, a stable fixed point at -V-jU and an unstable one 
at + if it =0 (the bifurcation point) there a unique fixed point. If 'U >0 
there are no fixed points. 
Remark 3.6.3 We note that, provided that p>a, A, it is increasing in p 
and decreasing in a as we should expect from biological considerations. 
This behaviour for the system is shown in Figure 3.3. With x+y=m we 
0.9 
0.4 
0.2 
0 
culling rate 
Figure 3.3: Bifurcation diagram for system (3.13) 
have 
dm 
pm(l - m) - am - Aq = O(m), 
M(O) = mo, 
1: Mý"O 
0: otherwise. 
Setting the right hand side of equation (3.14) equal to zero we have equilibria 
at 
m11-2)+ -L VT)p---c-t)7ý - -4pA, p 2p 
1 (1 - 2) -I vl(-p- CT)2 
--4pýi M2 ` *2 p TP 
provided that 
A :5A, it = 
(p - a)2 and 
P>1. (3.15) 
4p a 
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If A exceeds this critical level the total population crashes (reaches zero in 
finite time). 
If A :5A,. t then 
O'(M1)ý-ý, 1-(p-Ce)2-4pA<09 Of(M2)--2%7(P-Ct)2-4PA>0 
so that m* = mi is locally stable while M2 is unstable. 
Proposition 3.6.4 If A<A, it, then 
" if M(O) > M2 then limt-,,. m(t) = mi 
" if M(O) < M2 then m(t) reaches zero in finite time 
If we solve equation (3.14) we obtain, for A< Acrit 
M(t) =K+E tanh 
Lt 
_ tanh-, 
(K - 2mo)r 
2 2r 
(2K 
H)I 
where r=p-a, K=l- 
a 
and H= Vr--K(rK- 4A). 
p 
As A is increased the size of the stable equilibrium population decreases until, 
for A=A,, it 
MI=M2= 
P 
2p 
The minimum equilibrium population under a constant yield culling regime is 
half that of the population without culling. If A>A, it there is no equilib- 
rium and the population reaches zero in finite time. 
For A>A,, it the solution of (3.14) is 
11 
( flt 
tan- I 
(K - 2rno) r M(t) 2 2r ýK 
We can thus find the time the population takes to crash, T, as a function of A 
T(A) _ 
2K (tan- I r(K - 2mo) + tan- I rK) 
H 
where ft = Vr--K(4A- rK). The time to a population crash is decreasing in 
A for A> Art. 
3.6.2 Impact on individual disease classes 
When culling is applied to a population of both susceptible and infective classes 
we can find constraints on the culling parameter such that the infective class 
only is eliminated, in contrast to the eradication of the entire population de- 
scribed in Section 3.6.1, provided that the basic reproductive ratio is below a 
given threshold. 
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Theorem 3.6.5 There are two physically feasible equilibria of system (3.13), 
the infection free equilibrium (IFE) and the endemic disease state, provided 
that A :5A, it as defined in equation (3.15) and .0>1. a 
The criteria for existence and stability of these equilibria are the same as 
for equation (3.2). If Rb < P(P-'+2) the endemic equilibrium disappears if P-Q (p-oe+ 1) (Rb (p-oL- j? j A> A*, where A*: = (Rb+P)2 , so that for A* :5A<A, it, contin- 
uous fized yield culling eradicates the disease. 
If Rb > p(p-cr+2) it is impossible to eliminate the endemic disease state without P-0 
eradicating the total population. 
Remark 3.6.6 Essentially, culling strategies designed to eliminate the infec- 
tive class rather than eradicating the entire population are focused on reducing 
the basic reproductive ratio for the system below unity by increasing the death 
rate of both infectives and susceptibles. The population size resulting from this 
rate of culling is thus the minimum size below which no endemic disease is 
possible. 
p(p -a+ 2) Remark 3.6.7 A* is increasing in Rb for Rb <aa in other words, 
as we would expect, it becomes more difficult to cracticate the infective popula- 
tion as the disease becomes more virulent. A* is increasing in p and decreasing 
in a. 
Setting the right hand sides of (3.13) equal to zero we find the following equi- 
libria, provided that, in all cases, p>a. 
Infection free equilibrium 
The infection free equilibria of system (3.13) are 
y=0, xi -21(1 - 2) +1 ý'--4pA, p yp- 
Y= 09 -2 Vfi(p - a) 
2- 4pA. 
p 2p 
provided that A :5 Ait (defined in equation (3.15)). Linearising around this 
equilibrium we find that the eigenvalues of the Jacobian matrix axe 
o at (xi, 0) 
Aj, j = -1 +I 
((Rb 
-P)(P- 2p 
/7 
,V 
(ý7 C, 
ý)2 --4pA A1,2 ý- 4pA < 0. 
(3.17) 
We see that A1,1 is monotone decreasing in A. The condition that 
A1,1 <0 and thus that this equilibrium is locally stable, provided that 
A<A,, t is 
A> A* = 
(p -a+ 1)(Rb(P - a) - P) (3.18) 
(Rb + p)2 
If 0<A< A* this equilibrium is a saddle. If A* :5A<A, it it is a 
stable node. 
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e at (X2 i 
-r -- A2,1 1+ -L 
((Rb 
- p) (p - a) - (Rb + P) Vý(ý aY - 4AP) 2p 
A2,2 = -AI, 2 
Since A2,2 >0 this equilibrium is always unstable. 
Endemic equilibrium 
There are two candidates for the endemic equilibrium values for the state 
vaxiables, for A :5 AHt, we denote them (x*,, yj*) and (x2*, y2*), where 
X', --ý- 
(1+1- 
-1 
/r-2 
- -4pA) Rb 22 
2A(Rb + p) - r(r + 1) + (r + 1) \/rr2 
--4Ap 
Yi 
Rb(r - 
Vr-2 --4Ap) 
*1 
(r 
+1+ 
lVr--2 
X2 4pA) 
b22 
2A(Rb + p) - r(r + 1) - (r + 1)\/rr2 
--4Ap 
Y2 ý Rb(r + Vr--24Ap) 
Here we have written r=p-a for simplicity. Then 
x*l(A)+yl*(A)=ml(A) and x2*(A)+y2*(A)=M2(A) 2 
where ml and M2 are the stable and unstable total population equilibria re- 
spectively. As A-0, M2 --* Ot X2* --* 7ýb(P-O! +I), Y2* --* -k,, (P-C1+1). 
We thus select the physically realistic equilibrium as (x*j, yj*). In 
Lt, 
y2* <0 
for A< A* so that (x*2, y2*) is always unfeasible. It is clear that yj* >0 provided 
that 
1+ 
; <xl<- 2Rb Tb 
which is true if 
1- C) 
++ý V'(T ce) 2 ---ý-DA 
1+ %/"l 
ý+4 
< 
((P 
2-p; j) < Wb -22 2Rb Wb 
which we find, after some algebra, requires that 0<A< A*, where A* is 
given in equation (3.18). 
VvUle x*j is increasing in A, ml is decreasing in A. As A is increased we 
see that x*j = ml, and thus yl* = 0, when 
1- ((P - a) +1+', ý 
ý(ýa)2- 4ýpA) =1 
(1 
-2+. 
L, /-(; p7- ýa)2 - 
ý4pA. 
Wb 2 -2 2 p) 2p 
This requires that A= A*. Once A> A* the endemic equilibrium disappears. 
67 
In order for the endemic equilibrium to disappear as A is increased but while 
A<A, jt we must have x*(A, it) :5 ml(A, it) which holds if Rb < p(2+p-a) 1 P-a 
We find that, for Rb > p(2+p-a) , 
A* is the value of A at which the value of P-0 the un table endemic infective class y2*, negative for A< A*, is equal to zero. 
Hence, we must have Rb < p(2+p-a) if the endemic infective population is P-a 
to be eliminated as A increases without a population crash. 
The value of x*1 at which the endemic equilibrium vanishes we will call xO 
and is given by the following expression 
1 
(, 
- ,, -, 
ý2)2 
X0 = 2p v (Rb + p)2 
p(2+p-,, ) We can simplify this, provided once more that Rb < P-a , 
to obtain 
+-pa (3.19) Tb+P 
The minimum total population size for an endemic equilibrium to exist in the 
model system we are using is xo. 
Now, for an endemic disease equilibrium to exist in the unculled system we 
I must have Rb > 'p-P so that Rb(P - Ce) > p, in other words - +1 > ]rb. Rb+p 
b Thus xo > 717-, Le the size of the susceptible population at the infection free 
equilibrium created as a result of culling is greater than the size of the healthy 
(susceptible) population at the endemic equilibrium. 
The two equilibria, yj* and y2*, represent the upper and lower halves of a 
parabola respectively. When A* < A, it the saddle/node bifurcation is at a 
negative value of y. When A* > A,, jt it is at a positive value of y and when 
A* = A, it it is at y=0. Thus if Rb > p(2+p-&) , it is impossible to elimi- P-a 
nate the infected class by constant yield culling without eradicating the entire 
population, thus, the more virulent the disease the more difficult it will be to 
eliminate it by a culling strategy which does not envisage the eradication of 
the entire animal population. 
Local stability 
Linearising around the endemic equilibrium of system (3.13), once more as- 
p(2+p-ar) 
suming that Rb < P-a , the trace of the 
Jacobian matrix is T, where 
T= 
2A(3p + Rb) + (2r + 1) VP --4pA - r(2r + 1) 
Vr--24pA 
-r 
where once more r=p-a. We find that T=0 for A= ATP where 
(1 + 2(p - a) 
((Rb 
+ p)(p - p) 
AT 
(Rb + 3p)2 
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and, by simulation, that T is monotone increasing in A. The, condition that 
(2+p-a) AT > A* is that Rb <p p-a . 
In other words, provided that the endemic 
equilibrium exists, the trace of the Jacobian is negative. 
The determinant of the Jacobian is D where 
D2-, 
/'rý4TA (- Ap(3r + 2) + r2 (r + 1) - RbAr) 
(-ý/rý4TA - r)2 
2 (r 2- 4pA)(r(T- + 1) - A(Rb 
(Výr2 - 4pA - r)2 
We find that the determinant is zero when A=A,, it wid A= A*, moreover 
dD 
-=0 for A= AD, where TA 
AD ý 
(Rb(P - Ce) + p(3p - 3a + 2)) (3Rb(P - a) + P(P 0- 2)) 
16p(Rb + p)2 
By simulation we find that D is monotone decreasing in A for A< AD mid is 
monotone increasing for A,, it >A> AD. This behaviour of the determinant, 
and the trace of the Jacobian are illustrated in Figure 3.4, the points p= AD 
and q= AT. The equation for the whole population shows a saddle-node 
Figure 3.4: Deterujimuit wid trace of Jacobiail at cildualic equilibrium 
-2 bifurcation with parameter 
Lp 'I't. The systern of equation (3.13) has, in 4p 
addition, a transcritical biffircation with parameter A provided that 
Rb 
A* 
p(2+p-o). If Rb > p(2+p-,, ) there is no such bifurcation as A is increased, prior P-a P-a 
to the population crash. We see this behaviour in Figure 3.5, where only the 
positive branch of the curve representing yj* is shown. 
3.6.3 Global stability 
We have already established that, provided A<A, it and m(O) > 7112, the 
total population reaches the stable equilibrium rn. j. This, together with the 
positivity of x(t) and y(t), ensures that x(t) and y(t) are bounded, x(t)+y(t) 
7n, as t, oc. Thus there must either be a stable equilibrium or a limit cycle 
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Figure 3.5: Bifurcation diagram for system (3.13) 
for the components of system (3.13). For sufficiently large t we can therefore 
substitute x=m, -y in the second equation of (3.13) to obtain 
dy 
- y+RbY(MI-Y)-Ayi dt M, 
which solves to give 
I -t 
y(t) 
yo0e AI 
ot t 0+ RbMlyo(em, 
where 0= RbM2 - 1 ml-A>o 
0 As t --+ oo, y(t) and after some algebra we find 0= y*. Thus 
we can exclude a periodic solution and conclude that the equilibria are glob- 
ally stable. 
Phase Portrait 
The phase portrait is extremely complicated. Figure (3.6) illustrates the four 
possible behaviours of equation 3.13 depending upon the interval into which 
, e(2+p-a) A falls, providing that Rb < P-0 
The nWlclines of system (3.13) axe 
X2 + y2 +, 
Ax x(p - a) p+1ýa + xy ýýb- 
P(x + y) p 
Rbx -1- X+y 
= 0, y= 0. 
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(We have q=1, noting that the origin is not an equilibrium for system (3.13) 
with A>0 and that we consider the first quadrant only. ) The nullclines 
Rbx -I-A=0, y=0 axe shown with a hatched line. When A=0 X+Y 
owepdbles ouncepUbles 
susmTdWes gumcepdbles 
Figure 3.6: Nullclines for system (3.13) 
the phase portrait is the same as for the unculled model with equilibria at 
(0,0), 1-2,0 and (x*, y*). ( 11 ) As A is increased from zero, the x-axis remains one of the ý=0 nullclines, 
while the other 0 nullcline becomes a hyperbola, descending from an 
asymptote at x to intersect the x-axis at -21 (1 + vrl-+-Mýb. As A in- 7Fb 
creases this intersection moves in the direction of positive x. 
The _+ =0 nWlcline exhibits more complicated 
behaviour. In the first quad- 
rant, for A small and positive a branch of this nullcline intersects the y-axis 
at P-a+1 (this point is fixed for all A) and the x-axis at xi -! -(p - a) + P 2p 
(p - C, )2 - 4TA. The intersection of this branch with the 0 nullcline, TP_ V 
Rbx -1-A=0 is at x*, y* and with the 0 nullcline, y0 at (xj, 0). X+Y 
As A increases, the intersection of this branch with the x-axis moves in the 
direction of negative x. Eventually, at A= A* we see that the endemic equi- 
librium. and the IFE coincide so that for A> A* the intersection is no longer 
in the first quadrant and the endemic equilibrium disappears. 
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There is a second branch of the i=0 nullcline which intersects the x-axis 
at X2 = r1p, (p - a) - -I- vl'(T7ý; 72----Tp-A. As A increases X2 moves in the direc- 2p 
tion of positive x. At some value A* <A<A, it the two branches of the 0 
nullcline merge and, as A increases beyond A, sepaxate once more into two 
different branches, such that x, is now the intersection of this second branch 
with the x-aids. At A=A, it we see that xj and X2 coincide at x=&? -. 
Finally, for A>A, -t the 0 nullcline does not intersect the x-axis in the 
first quadrant. 
An alternative fixed yield culling strategy 
By definition it must take an infinite time to reach equilibrium with total 
population m= xO. An alternative strategy would be to reduce the population 
to xO as rapidly as practical and then maintain the population at that level. 
For m(t) >A>A,, it, the time to reach a population of size xO, starting at 
mo at t=0 is 0.,,, where 
0.0 =2 tan- I 
2pmo-p+a 
V4_pA 
- (p - a) 2( V4_pA - (p - a) 
+ tan-, 
(Rb - p)(p - a) - 2p 
(Rb + p) V4--pA- (p 
which is decreasing in A. The total number of animals culled to reach a 
population size of xO is evidently AO.,,, which we find (by Maple and confirmed 
by numerical simulation) also to be decreasing in A. We also have 
P+1-a lim AO,,. = mo - A-oo Rb +P "10 - -10 
as would be expected. 
Thus the higher the culling rate, the fewer the total number of animals required 
to be culled to reach the population size at which an endemic equilibrium is 
unsustainable. 
3.7 Impulsive constant yield culling 
In this strategy, at some times t= nT, nE Z+, the population is reduced 
instantaneously by a fixed number of animals B. This might correspond in 
reality to a very short hunting season or to an annual cull where a fixed number 
of animals is culled. We consider that culling takes place separated by time 
intervals of constant duration T. 
3.7.1 The whole population 
The model to describe impulse culling for the whole population is as follows 
dm 
rm I-M for tE J(nT, (n + 1)T) nE Z+J, Tt ,, ": K) 
m(nT+) = m(nT-) -BnE Z+, 
(3.20) 
m(nT+) = m, 
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which we derive from equation (3.3) by putting r=p-a and K=1-2 as P before, for convenience. The culling is at a fixed amount B and is done with 
a constant frequency +. In all that follows we take r>0. Throughout this 
chapter we assume implicitly that m(nT+) = max{m(nT-) - B, 0} to ensure 
that mn >0 and that this applies mutatis mutandis to each individual state 
variable. 
System (3.20) has no equilibria as such. However, a limit cycle exists such 
that the population immediately following a given cull is the same as that 
immediately following the preceding cull. We find that there are two positive 
values for the size of this population, one corresponding to a stable limit cycle 
and the other to an unstable limit cycle. Henceforth for simplicity we win 
refer to these as the equilibria of system (3.20). 
Figure 3.7 shows the effect of impulsive constant yield culling in the form 
of a cobweb diagram for different initial populations, showing that the smaller 
equilibrium is unstable, leading to a population crash and the larger is stable. 
I 
I 
I 
I 
I 
Figure 3.7: Cobweb plots for the population of system (3.20) 
Theorem 3.7.1 If B> Bit, where 
B, it 
the solution of system (3.20) reaches zero in finite time. If B< Bit a 
stable limit cycle exists. System (3.20) exhibits a saddle-node bifurcation, with 
r If m(t) is below the value of the unstable bifurcation parameter Jg'ý tanh rT. 
equilibrium, the population goes to zero in finite time. 
Solving equation (3.20) for tE (nT, (n + 1)T) we have 
m(t) = 
KM 
= g(M", t), (K - Mn)e-"(t-"') + m. 
where m,, = m(nT+). 
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By finding the extremum Of 9(mnt t) we can see that the maximum population 
growth in any period of time T occurs when 
K 
Mn 
LT 1+e2 
and that the maximum population growth by the end of the period is 
K (e9T - 1) 
gmax ý -, T '1 (3.21) 
e2 +1 
while the time taken for the population to increase from m,, to m,, +B is 
TB =I In 
(K m,, ) (B + m,, ) (3.22) 
r m, (K-B-m,, ) 
Thus, if the length of time between culls of size B is less than TB the popula- 
tion will go to zero in finite time. 
The behaviour of the population in the limit cycle is illustrated in Figure 3.8. 
We have used parameter values r=0.9, K=0.9, mo = 1, A=0.15, T=1. 
The bifurcation diagram for the whole population for different values of T is 
1 
0.9 
0.8 
0.7 
0.6 
0.5 i 
years 
Figure 3.8: Evolution of the population of system (3.20) 
shown in Figure 3.9, the upper paxt of the curve represents the stable equilib- 
rium, the lower the unstable. The broken straight line shows the relationship 
of the population immediately prior to extinction with T. 
A discrete mapping 
We now consider the discrete map 4) : (0, K) --+ (0, K) where 
4ý(M) = 
Km 
--B (3.23) (K - M)e-rT +M 
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culling rate 
Figure 3.9: Bifurcation diagram for system (3.20) 
so that 
M'+j = 41)(M. ), 
which describes the culling process. The population grows through the inter- 
val of length T, at the end of which it is reduced by a constant amount B. 
We want to study the conditions in which a limit cycle can exist with pe- 
riod T, such that the size of population after each cull is constant. This is the 
fixed point of the mapping 4) defined by equation (3.23). 
We are only considering m(t) E (0, K) for, were m(tý >K for some time 
1 then, since dm/dt <0 for m(t) > K, the population evolution (to an equi- 
librium value of K without culling), together with the application of culling, 
will ensure that m(t) <K for some t>1. 
We will designate equilibritun values of the variables in impulsive culling with 
carets to distinguish them from the equivalent quantities in the continuous 
model. We will demonstrate later that in the limit as T -+ 0 the quantities 
are the sam . 
Fixed points 
We find the fixed points of the map 4) by solving 
7h* = 4D(7h*) (3.24) 
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Equation (3.24) has two positive solutions 
KB 
ini = l(K-B)+.! 22 (K+B)2--f4--e-rT$ 
(3.25) 
Mh2=! (K-B)-, ' 
F(K+B)2-74KI 
2_e rT' 
provided that 
B<B,, t -- 
K (e-T - 1) 
e'f +1 
which is necessary in order that the quantity under the square root is non- 
negative. Significantly B,, it = (defined in equation (3.21)) thereby 
ensuring that the population remains non-negative. 
Stability 
The criterion for local stability of these fixed points is 
Ig'(rhi, T) I<1, i=1,2. 
We thus compute the derivative of g and substitute the appropriate values for 
dg dj 
m. Denoting T-(? ^nl) = ipl(B) and 7-(7h2) = 02(B) we find m MM M 
V51 (B) = 
4K2e-rT 
27 
e (K + B) -B+K+ (1 - e-rT)V(K + B)2 - -14- 
02(B) = 4K2e-rT 
-e -rT) 
ý(K + B)2 FT 
(e-rT(K + B) -B+K- (I _ 4KB 
We see that, if B< K(e4-1) then JOI(B)l < 102(B)l and we find that, ; T-+ -, 
for B -01 (B) = 02 (B) 
Now, if we consider Tj and T2 as functions of B and differentiate w. r. t. B, 
we obtain 
ipi (B) = 
-8K2e-rT 
e-rT(K+B)-B+K+(l-e-rT) (K+B)2- 
vI- 
e-r-) 
(I - e-rT) 
((K 
+ B) 
2K 
e-rT 
4KII F(K 
+ B)2 -1-e I*T 
76 
tP'(B) = 2 
-8K2 e -rT 
3 
-rT(K + B) -rT)F 2_ __ýKB T) B-K- (1 -e (K + B; 7 --e --r T 
(1 - e-rT) 
((K 
+ B) - 
2K 
e-rT-1-- 
I- e-rT 
4B ý(K 
+ B)2 - 'T 
After straightforward algebra we find that -0, (B) > 0, tP2' (B) <0 so that 01 (B) 
is increasing in B and thus, for 
T 
B< 
K(eT-2- - 1) 
V51 (B) < 1. ýT 
e2+ 
By contrast, 02(B) is decreasing in B and thus, for 
K(e ýT _ 1) 
B< 02(B) > 1. 
e2+ 
We can thus conclude that g'(7h, ) <1 while 9'(? 'n2) >1 for all B so that finj 
is stable while 7h2 is unstable. 
Equation (3.24) thus describes a saddle-node bifurcation with parameter 
B rT 
T tanh 7. The greater T, as we would expect, the larger the size of the cull 
can be before the population crashes. 
As the value of B is increased, the smallest size of equilibrium population 
is 
Lf (1 
-I tanh LTý for B= Bit. In order to allow the population suffi- 224) 
cient time to recover a loss of B we must have T> TB as defined in equation 
(3.22). Reaxranging this inequality, the culling rate such that recovery takes 
place in an interval of length T is f3, where 
7h*(l - e-rT)(K - ? h*) 
(K - 7^n*)e-rT + 7h* 
and we fmd B< Bit for all T. 
If the population falls below 7n* then, in finite time, m(t) -. 0 0. The cobweb 2 
diagram, together with the observation that, without culling, m(t) K, 
demonstrates that the equilibrium ml is globally stable. 
The equilibrium itself is a limit cycle of duration T which has the saw tooth 
shape as shown in Figure 3.8, which will be reached for any starting value of 
M(O) > If -7-. Now, if B were suitably chosen such that in finite time the e +41 
system would be arbitrarily close to the limit cycle there would be no a priori 
reason to expect that the two disease classes would themselves reach an equi- 
librium. at this same time. However, if we consider that the limit cycle for the 
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population is reached for t very large, then it is reasonable to consider that, 
at this time, the two disease classes either both have reached a limit cycle or 
the infected class has reached zero. 
3.7.2 The infected class 
We can describe the effect of impulsive fixed yield culling on the two disease 
classes as follows 
dx 
Tt = P(x + y)(1 - (x + y)) - ax + (1 - a)y - Rbxy, 
dy 
- -y + Rbxy, dt 
for tEf (nT, (n + 1)T) nE Z+} in both cases, and (3.26) 
x(nT+) = x(nT-) 
Bx(nT-) 
Xn, x(nT-) + y(nT-) 
y(nT+) = y(nT-) 
By(nT-) 
x(nT-) + y(nT-) 
Once again we have assumed that the cull consists of the removal of a fixed 
number of Animals, having no regard to their disease status and thus that the 
probability of a given culled animal belonging to a given class is the proportion 
of that class to the total population. We simplify the computations in the rest 
of the section with the substitutions 
r=p-a, K=1-c' 
P 
as we have previously used. In the analysis that follows we continue to assume 
that p>a. 
Theorem 3.7.2 System (3.26) exhibits a stable limit cycle if 0<B< B*, 
where T(I +r 
K 
(I 
+ e'T - 
(e; 
b*K+r) + 
db 
'Fý+r) 
B* = erT -1 
with the size of the infected class smaller and the size of the susceptible class 
laryer than the endemic equilibrium were there no culling. 
If Rb < 
P(p-q+2) then if B* <B< Bit (defined in Theorem (3.7.1)) the P-a 
infected class is eradicated and a stable infection free limit cycle results. If 
Rb > p(p-a+2) then it is not possible to eliminate the infected class without P-a 
eradicating the entire population. 
If B> Bit then the entire population is eradicated in finite time. 
Figure 3.10 shows the evolution of the state vaxiables under this approach, with 
the paxameter set Ir = 0.9, K=0.9, mo = 1, A=0.15, T=1, Rb = 2.17}. We 
have already solved equation (3.20) for tEf (nT, (n + I)T), nE Z+} to give 
m(t) = 
Km 
m)e-r(t-nT) + Mn' 
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Figure 3.10: Evolution of the state variables of system (3.26) 
substituting 
x(t) = m(t) - y(t) and m,, = x,, + y,, 
the second equation of system (3.26) becomes 
dy 
y+ Rby 
K(x,, + y, ) 
dt 
( 
(K - (x,, + y,, )) e-r(t-nT) + Xn + yn 
Y) 
(3.27) 
for tE l(nT, (n + 1)T) nG Z+I. 
We solve equation (3.27) on tE J(nT, (n + I)T) nE Z+} by making the 
substitution u= . 1, and defining y 
h(t) = 
KRb(x,, + y,, ) 
__1. (K - (X. + y,, )) e-r(t-nT) + Xn + Yn 
Then equation (3.27) is transformed into 
du 
T Rb - uh(t). t 
This differential equation can be solved straightforwardly, using an integrating 
factor of ef h(t)dt to give 
T 
Rb 
te0 h(s)ds 
dr + u(0) 
u(t) =- 0- t- h(, q)ds 
Using the result that 
h(t)dt = 
RbK 
111 ((Xn + Yn) (e r(t-nT) -1)+K -t, r 
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we have the solution for y(t) where tE J(nT, (n + I)T) nE Z+j as 
RbK 
Yn 
(1 
+ IE2ýyý"(e'(t-nT) , e-(t-nT) 
y(t) =- RbK 
(3.28) 
YnRb 
t (Xn + Yn) (er(-r-nT) - 1) 
r 
e-(T-nT)dr +1 
fnT (1 
+K 
Now, we see from system (3.26) that 
Yn+l ý y((n + I)T-) - 
By((n + 1)T-) 
-= y((n + 1)T+) x((n + 1)T-) + y((n + I)T-) 
Discrete mapping 
We can write the effect of the mapping -D described in equation (3.23) on y as 
the recurrence relation 
Yn+l ý 
Yn 
(, 
+ 
(Xn + Yn) 
(, rT-l) 
RbK 
K)r 
C-T I- 
B ( 
x((n + 1)T+) + y((n + I)T+) + B) 
YnRb 
(n+I)T 
+ 
(Xn + Yn) (er(T-nT) 
ýb- 
e-(r-nT)dr +1 
InT 
Kr 
For sufficiently large n either the population reaches a limit cycle or it crashes. 
On the assumption that the limit cycle is reached we can substitute 
7h* =x ((n I)T+) y+ 
and 
0= 7- -nT 
and simplify to obtain 
RbK 
Y,, (i + Tn* (erT -r e-T 
(3.29) 
y, Rb 1+ 1) COO +1 
10 ()r 
Equilibria 
If we now further simplify the expression on the right hand side of equation 
(3.29) by writing 
(erT - 1)) -T, 17 =_B K, e1 7h* + B' 
RbK 
Rbf 
T1+ 
1)) r COO, 
0 0K 
then the effect on the infected class of the application of the mapping 4) is 
Yn+l ý 
YnC? 7 
(Yn + 
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This map has a fixed point y* - ý"' ' so that, for the equilibrium value of 
y(t) to be positive we need ý77 > 1. 
if 
&7 <1 then y,, --+ 0 in finite time as n 
increases. 
The condition for the elimination of the infective class, ý77 < 1, can be written 
in terms of the original quantities as 
RbK 
+ 
fn* (e rT-1)) re 
-T B< (3.30) 
K Y^n* + B) 
If we now substitute fn* = 7h,, where 7^nl is defined in equation (3.25), after 
more algebra, we find the value of B which solves inequality (3.30), which we 
term B*: 
rT(RbK-1) 
K(l + erT) - 
(Ke 
7rb b 7T-7- + Ke-E-17-T, 
B* 
erT - 
(3.31) 
B> B* is thus the criterion for the elimination of the infective population. 
3.7.3 Stability of the limit cycle 
Conjecture 3.7.3 The solution of system (3.26) is a limit cycle with no in- 
fectives, provided that B* <B< Bcit, where BHt is defined in Theorem 
(3.7.1). Yhis limit cycle is locally stable. 
With the elimination of the infected class we have a limit cycle: ýT(t) of period 
T of where 
K 
e-r(t-nT) + 
:tE (nT, (n + 1)T), nE Z+ 
: t=nT 
with 
IB 4 13 
+ B)2 ý(K B) + _rT 
J(K 
2 
If we linearise system (3.26) around this limit cycle with the substitutions 
XýI+iT(t)i Yýg 
and consider the infected class only then we have 
Ly 
= g(RbITM - 1) so that dt 
t 
(Rb! T(S) - 1)ds 
g(t) = goe 0 
if 
T fo 
(Rb! T(S) - 1)ds <0 
then we would expect that ý --+ 0 as t -+ oo. This condition can be written as 
T 
XT(s)ds < 
0 0 Rb' 
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Consequently we require that the culling yield B be sufficiently large, greater 
than BO say, so that the mean value of :ý over the period of the limit cycle 
is less than 717;, the endemic disease equilibrium susceptible population in the 
absence of culling. Integrating, we obtain the required condition on B as 
_ e= rT+ 
rTERýý7-1 r K 
(e 
e b= b 
B> BO = erT -1). 
, 
while we have calculated in equation (3.31) that, for the elimination of the 
infective class, we must have 
rT 
(e 
b 1, + 
B> B* =K 
(1+e I- 
erT - 
Then 
B* > Bo if 
rT(RbK - 1) rT(l + r) rT(RbK - 1) rT (3.32) 
e RbK+r +e7FbK+r <e' RbK +e RbK. 
Although we can show that inequality (3.32) holds for all reasonable values of 
the parameters, an analytical proof is not straightforward for although 
rT(RbK - 1) < rT(RbK - 
1) 
RbK +r RbK 
since RbK >1 if there is endemic disease, we have 
rT(l + r) rT 
TbK+r ýý'RbK* 
Expanding both sides of (3.32) in a Maclaurin series in r to O(P) Suggests 
1 that the inequality holds for 7T < Rb < 'K2 Only- Expanding both sides of 
(3.32) in a Maclaurin series in T to O(T ) suggests that the inequality holds 
for < Rb < only. These two approximations give results which 
agree quite well with numerical simulation on the original inequality (3.32). 
Indeed the upper limit gives a result which agrees to 7 decimal places 
with the simulated result for a range of parameter values. The lower limit is 
of course the minimum value of Rb for an endemic disease state to exist in the 
unculled system. Thus for at least 
< Rb <+ 
Vi- -Tr 
K 
the infection free equilibrium is locally stable for B> B*. Thus the conjecture 
would appear to be reasonable. 13 
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3.8 Limiting behaviour of the impulsive fixed yield 
culling system 
We want to be able to relate the results obtained with the impulsive fixed yield 
culling modelled by system (3.26) to those of the continuous culling modelled 
by system (3.13). To do this we consider the situation where the total number 
of animals impulse-culled remains constant over a given time interval, but 
T -+ 0 and the culling ultimately becomes continuous; we want to show that 
A= lim B(T) 
T-o T 
where A is the continuous culling rate and B the total number of animals 
removed at the end of each impulsive culling cycle. 
Theorem 3.8.1 As T --+ 0 the equilibria and critical parameters in the solu- 
tion to system (3.26) approach those arising from system (3.13). Specifically 
B* -+ A*, : ý* --+ xo, B,, it --+ A,, it and the populations immediately before a 
crash are equal in both models. 
The size of cull necessary for the infective class to be eliminated 
Using F116pital's rule twice on the expression for B* given by equation (3.31) 
and substituting for r and K in terms of the original parameters p and a we 
obtain 
lim 
B* Kr(RbK - 1) (1 + r) (p -a+ 1)(Rb(p - a) - p) = A*. 
TýO T (RbK + r)2 (Rb + p)2 
Thus the limiting size of the fixed yield impulsive cull above which the infective 
class is eliminated is the same as the corresponding quantity for the continuous 
fixed yield cull. 
The size of the susceptible class when the infected class Is eliminated 
If we substitute B= B*, which is defined in equation (3.31, ) into 
7nl = l(K-B) + . 21 
J(K 
+ B)2 - which we obtained in equation (3-25) 2 
we have the size of the susceptible class when the infective class is eliminated. 
If we then take the limit as T -+ 0 we have 
lim f-n- =12+r- 
RbK 
+p+a= xO' 
TýO 2( RbK+r 
)2 
Rb+p 
where xO is the size of population we obtained in equation (3.19), for contin- 
uous culling at which the disease is eradicated. 
The size of cull at which the population crashes 
The population crashes in system (3.20) if B>B,, it where 
T 
K 
Bc, it rT 
er+ 
Once more using I'Mpital's rule. 
lim 
Bit rK (p - a)2 = Ac T-o T "ý Tý -4p Ht. 
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The population at B=B, it 
When B=B,, it the population in system (3.20) is K, and -T+-, 
I' 
KK p-- a 
T L2- + ! 
YP' 'MO 
eT 
which is the population when A=A, it in the continuous culling model. 
Constraint on the basic reproductive ratio 
In system (3-13) we saw that we could not eliminate the infective popula- 
tion without eradicating the entire population if the basic reproductive ratio 
exceeded the threshold value 
Rb > 
p(2 +p- a) 
P-a 
In the system (3.20), to avoid a population crash, as B is increased, before 
the infected population is eliminated we must have B* < Bit. We see that 
also this implies an upper bound on Rb if such a result is to be obtained. 
Considering B* as a function of Rb we have 
T) K(l+e' 
B*(Rb) 
erT - 
rT(RbK-1) 2 
e RbK+, -eZ dB* 
K Tr(1 + r) bý 
jR-b (RbK + r)2(erT - 1) 
dB*=o 
f Rb 2+r 
dRb E* 
, "T(; hr 
d2B* 
K3Tr(1 + r) 
(re 
+ý-1) + Tr2er; 
ý-+, ' 
< 0. dRb2 
IRb=21ý, 
-" 
= 8(1 + r)4(erT - 1) 
If Rb = 2ý-' then B*(Rb) has a maximum. When we substitute for Rb = K 
2P 
we obtain the maximum permitted value of B*, 
B*(Rb) = Bcrit. 
2 Consequently as Rb increases beyond W, we find the population on the un- 
stable part of the curve, going to zero in finite time. 
Finally, we recover the same threshold value for Rb as for system (3.13) 
2+r p(p +2- a) 
P-a 
This completes the proof that the limit of impulsive fixed yield culling as 
T --+ 0 is continuous fixed yield culling. 0 
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3.9 Continuous constant rate culling 
In a continuous constant rate (also known as constant effort or constant pro- 
portion) cuffing strategy we remove animals at a fixed rate P which is propor- 
tional to the size of the population concerned. Such a process in the physical 
world might correspond to setting a fixed number of traps each day, so that the 
size of the cull is proportional to the size of the population, hence the larger 
the population the greater the numbers culled. Thus a given proportion of the 
population, and the same proportion of each of the disease classes, would be 
removed in at rate P in unit time. The model equations axe as follows, with, 
as usual p>a, 
dx 
t -j = p(x 
+ y)(1 - (x + y» - ax - Rb-XY + (1 - COY - PX9 t 
dy 
7t- = Rbxy -y- Pye 
(3.33) 
x(0) > 0, y(0) > 0. 
For the whole population, m=x+y we have 
dm 
«Tt = pm(1 - m) - am - Pm m(0) = mo > 0, (3.34) 
with equilibria at m=0 and m* =1- '+P. Moreover, solving equation (3.34) P 
we have 
M(t) - 
moo (3.35) 
Oe-Ot + pmo(1 - e-0t)' 
where 0=P- (p - a). If P<p-aa positive equilibrium population is 
approached as t --+ oo, if P>p-a the population tends to zero as t -+ oo, 
thus there can be no population crash. 
Theorem 3.9.1 Continuously culling at a fixed rate P eliminates the entire 
population in system (3.33) if P ý! Pit where 
P. "it =p- 
but if P* <P<P,, it, where 
Rb(p- a) -p P 
Rb +P 
then the infected class is eliminated and a disease free equilibrium population 
results. 
Setting the right hand sides of the equations of system (3.33) equal to zero 
and solving, we find three equilibria; eradication, the infection-free equilibrium 
and the endemic equilibrium. 
Eradication 
The eigenvalues of the Jacobian of system (3.33) linearised axound the equi- 
librium (0,0) are 
-ýIý-l-P A2ýp-a-P, 
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hence if 
p> Pit = P- a, (3.36) 
then the eradication equilibrium is an attractor and the population is eradi- 
cated. (Note that this is not a population crash, since the equilibrium will be 
reached in infinite time). 
The infection free equilibrium (IFE) 
TheIFEis 1-2-L!, O PP). 
The IFE can only exist if P< Pit =p-c,, 
otherwise the population is eradicated. The eigenvalues of the Jacobian of the 
lineaxisation around the IFE are 
All-P-P+Oi A2ý--Rb 1-2-B P-1- 
p P)- 
The criterion for existence of the IFE ensures the negativity of Al. For A2 <0 
we require 
p> P* = 
Rb(p -p (3.37) 
Rb +p 
If Rb <1+ pcl,, which 
is the criterion for stability of the IFE in the unculled 
model, system (3.2), then A2 <0 for all P and the IFE is locally stable so long 
as P< Prit- If, however, Rb >1+',, the unculled model IFE would now 
be unstable and so P> P* will ensure that the IFE becomes stable. Thus 
culling stabilises the IFE. 
Another way to consider the stability of the IFE is to write the requirement 
as 
Rb < 
P(p + 1) 
P-P-a' 
The right hand side of this inequality is increasing in P so that as P increases 
the IFE becomes stable, a larger force of infection is needed to drive system 
(3.33) to an endemic disease state than in the unculled model. 
Definition 3.9.2 The force of infection at equilibrium is defined as the prod- 
uct of the infectivity 0 (which here is a constant but need not be) and the size 
of the infective population at equilibrium. We shall use this term in subsequent 
chapters. 
The endemic equilibrium 
The endemic disease equilibrium of system (3.33) is at 
Ip1-p 1+-L 
Tb- p Rb) 
1* :- Wb 
b' 
--+ 7F 
The endemic equilibrium exists provided that y* >0 so that we need P< 
p* Rb(p-oi)-p 
Rb+p . The eigenvalues of the Jacobian matrix of system (3.33) linearised around the endemic equilibrium are 
Al =P-p+ a, A2 
(Rb (1 a P) 
_ P_ 1). pp 
Thus the criteria for stability of the endemic equilibrium axe P<p-a (for 
< R6 -2 -P &<pC, 
' Al < 0) and P 
LRLP, 
--I (for A2 < 0)- Since, for p>a, 
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if the endemic equilibrium exists it is stable. 
As P increases from zero, x* increases (at the rate of 17- ,) and y* 
decreases (at Rb 
a faster rate, 1+ -I-) so that the total popidation declines (at the rate of 
16). 
p Rb p 
= 
Rb(P-O)-P the endemic disease state disappears and the total At P= P* Rb+P 
population, now consisting solely of susceptibles, continues to decline with in- 
creasing P at the same rate until eradication occurs when P= P', it =p-a. 
This is shown in Figure 3.11. The culling rate at which the infected population 
0.1 
;i 
0.6 
.c0.4 
El 
0.2 
culling rate 
Figure 3.11: Bifurcation diagram for system (3.33) 
_ 
Rb(P-")-P is increasing in Rb, so that the culling effort is eliminated, P* Rb+P 
required to remove the infected population increases as Rb 9OWS- 
However, if we consider the limit, 
lim P* = Pcrit, Rb-oo 
so that it is always possible in principle to eliminate the infectious class without 
eradicating the population, however virulent the infection, in contrast to fixed 
yield culling where such a strategy is only feasible if Rb is less than an upper 
bound (which we found in Section 3.6.2). 
The significance of xO 
At y* =0 we find that the size of the susceptible population is 
xp+1-a Tb +P 
This is the same value for xO as in fixed yield culling, defined in equation 
(3.19), the maximum size of population below which, with a given value of Rb, 
it is not possible to establish an endemic equilibrium state. To understand the 
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significance of xO we can consider continuous fixed rate culling as, in effect, 
increasing the death rate in the unculled model of system (2.1) fromp to j4+0. 
The basic reproductive ratio for the resulting system will then be 
OC(i - 
JA + 'y 
and we find that Rb = 1, the value below which an endemic disease state 
cannot exist, when 
0 OC(S -, U) - S('U + -o 
'3C +a 
Thus we have 0 Rb(p- a) -p P* 
+, y Rb +P 
The equilibrium population size for a culling rate of P* is xO. 
3.9.1 Global stability 
We established the boundedness of m(t) and the positivity of x(t) and y(t) 
in Section 3.2 and we can eliminate the possibility of a periodic solution to 
system (3.33) in the same way as for the equilibria of system (3.2) by using 
Dulac's criterion. 
We write system (3.33) in the form t= f2(x, y), ý=92(XtOwhere 
f2(x, y) = p(x + y)(1 - (x + y» - ax + (1 - a)y - Rbxy - Px, 
92 (Xi Y) = -y + Rbxy - Py. 
We define 
H(x, y) =12 
xy+ y 
and fl = (0, oo) x (0, oo), then 
19(Hf2) p(X + y)2 - y(1 +P+ Rby) D(H92) P+1- Rbx 
ex 
Y(x + y), äy (x + y), 
so that 
, 9(Hf2) + 
O(H92) p(x + y) + RbY <0 for all (x, y) E fl. Ox Oy Y(x + Y) 
We can thus conclude that there axe no periodic solutions to system (3.33) 
and that the equilibria obtained axe globally stable. 
An alternative fixed rate culling strategy 
As with the case of fixed yield culling, an alternative strategy is to reduce the 
population as rapidly as practical to xO and maintain it at tills level thereafter. 
While for Pit >P> P* the equilibrium population size will be less than xO 
it will take an infinite time to reach it. However, if P> P* we can compute 
the time taken to reduce the population for mo at t=0 to xo, Tx,, as 
I( (P-p+ a+ pmo)(p- a+ 1) 
) 
T, o = (P+ 1 -a) 
In ý 
mo(Rb (P -p+ a) + p(l + P)))' 
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noting, en passant, that if P<p -a the argument of the logarithm is less than 
unity so that T_-, >0 for all P> P*. As we would expect, Tr, is decreasing 
in P. 
We can compute the total number of animals required to be culled in order to 
reduce the population from mo to xO, Nx, as 
T (Rb + p)(P -p+a+ pmo) zo N,, f Pm(t)dt -P In Rb(P -p+ a) + p(l + P) 
Once again we find numerically that N.., is decreasing in P, thus the greater 
the culling rate the fewer total animals are required to be culled in order to 
reduce the population to the level at which no endemic disease is sustainable. 
in fact, 
p+a lim N,, 
o = mo -= Mo - X0 P-00 . Rb +P 
as we shoWd expect. 
3.10 Impulsive constant rate culling 
In this strategy, at some times t= InT, nE Z+}, the population is reduced 
by a fixed proportion Q. This could describe a policy of a fixed annual regular 
reduction of the population where the effort is proportional to the size of the 
population - where the more animals flushed from cover, the more are culled. 
We consider culling at intervals of constant length T. 
3.10.1 The whole population 
The model is derived from equation (3.3) by putting r=p-a and K=1- 
for convenience. The culling is at a fixed proportion Q and is done wit a 
constant frequency T1. In all that follows we take r>0 and we use caxets to 
distinguish the impulsive model equilibria from the continuous model. 
dm 
rm(l-IA4) for tEI(nT, (n+I)T) nEZ+I, Tt ý 
m(nT+) = m(nT-) - Qm(nT-) nE Z+ QE [0,1), 
(3.38) 
m(nT+) = m,,. 
We can solve equation (3.38) on tE (nT, (n + 1)T) as before, obtaining 
m(t) = 
Km 
-= g(M., t). (3.39) (K - Tnn)e-r(t-nT) + Mn 
Theorem 3.10.1 If Q>Q, it, where 
Qc, it =1- e-"T 
then the total population m(t), defined by equation (3.39) tend$ to zero as 
t --i, oo. If Q< Qcrit a stable limit cycle is established. 
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Discrete mapping 
We prove this theorem as follows; the discrete mapping is now IF : (0, K) -4 (0, K) 
M,, +, = 91(m,, ) 
where 
Mn+1 ý-- Xmn, T) (1 - Q), 
mn 
KM (l - Q) 
(3.40) 
(K - m)e-rT + m * 
Fixed points 
Solving equation (3.40) we find fixed points at m=0 and 
Clearly if 
Q ). 7n* K 
(1 
-1- e-rT 
(3.41) 
Q> Qc, it =1 -e -,, 
T (3.42) 
then the right hand side of equation (3.41) becomes negative and the popula- 
tion will go to zero in finite time. 
Stability 
The fixed point 7n* is locallY stable if it exists, since 
e-rT 1911(7^n*)l = 1- 
-Q 
< 
Moreover, by consideration of a cobweb diagram analogous to that shown for 
impulsive fixed yield culling in Figure 3.7, we can see that the fixed point, if 
it exists, is globally stable. 
The time for the population to increase from Mn to m is TQ, where 
I K-m,, TQ 
r 
In 
K(l - Q) - m,, 
Hence we must have T> TQ to establish a limit cycle. Taldng K>m,, for 
reasons we have previously discussed, we must also have Q<1- ! ýL. The 
culling proportion corresponding to the fixed point fn* is 
'* ) 
(i -rT) Q= e< Qcrit, 
so that a limit cycle is always possible no matter what the culling rate. 
As for fixed yield impulse culling, the equilibrium of system (3.38) is a limit 
cycle of period T which again has a saw tooth shape. This will be reached for 
any starting value of m(O) > 0. Now, if Q were suitably chosen so that system 
(3.38) approached arbitrarily close to the limit cycle in finite time, there would 
be no a prio7i reason to expect that the two disease classes themselves would 
reach an equilibrium at the same time. However, if we consider that the limit 
cycle for the population is reached for t very large then it is reasonable to 
consider that, at this time, the two disease classes either both have reached a 
limit cycle or the infected class has reached zero. 
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3.10.2 The infected class 
The equations for the two state variables of system (3.38) are 
dx 
7t- P(x + y)(1 - (x + y» - ax + (1 - a)y - Rbxy, 
dy 
= -y + Rbxy, 
(3.43) 
dt 
fortE((nT, (n+l)T) nEZ+}inbothcasesand 
x(nT+) = x(nT-)(1 - Q) = x y(nT+) = y(nT-)(1 - Q) = y,. 
Using the method for the solution of y(t) for tE J(nT, (n + 1)T) nE Z+} 
obtained in equation (3.28), we can obtain an expression for the size of the 
infected class as follows 
RbK 
yn 
(1 
+ 112jý2-2(er(t-nT) r e-(t-nT) 
y(t) 
t (Xn + Yn) r(r-nT) 
RhK 
YnRbfnT 
(1 
+K (e - 1)) 
r 
e-(r-nT)dr +1 
for tE J(nT, (n + 1)T) nE Z+j y(nT+) = y(nT-)(i - Q) = y, 
Theorem 3.10.2 If 0<Q< Q* where 
r(R K I)T 
a stable limit cycle exists for system (3-43) with both susceptible and infected 
classes present. If Q* <Q< Qc,, t =1- e-rT, then the infected class is 
eliminated and a stable infection free limit cycle exists. 
We prove this theorem as follows; 
Discrete mapping 
The effect of the mapping if described in equation (3.40) on y we write as the 
recurrence relation 
RbK 
y,, (1 + 
iE2p-n-I (e,, T - 1)) e-T(l Q) Yn+l 
(n+I)T (Xn + Yn) r(r-nT) 
IlbK 
(, -, T YnRbInT 
(I 
+K (e 
r 
e- )dr +1 
For sufficiently large n either the population reaches a limit cycle or it crashes. 
On the assumption that the limit cycle is reached, we can substitute 
fin* = x«n + 1)T+) + y«n + 1)T+) = x + y 
and 
0= -r -nT 
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and simplify to obtain, 
RbK 
(1 
+ (erT - 1» r e-T(l Q) 
Yn+l 
RbK 
YnRb + 
fn* 
(ero - 1) r Cod0 +1 
10 (7 
Elimination of the infected class 
Repeating the same analysis as in the case of fixed yield impulsive culling in 
Section 3.7, we obtain the condition that limn-oo Yn :=0 as 
RbK 
(I + th* (erT - e-T(l - T 
If we now substitute the value of fin* from equation (3.41) we obtain a value for RbK 
Q*, the culling rate at which the infective class is eliminated. If (1 - Q) < 
- 
r(; ýK I )T 
e-(RbK-I)T then Q> Q* e brýr 
3.10.3 Stability of the limit cycle 
Lemma 3.10.3 The limit cycle solution of system (3.38) with the infected 
class eliminated is stable provided that the culling rate is greater than Q0, 
where Q0 is defined in equation (3.44). 
The limit cycle with no infective class is (iT W1 0) of period T is 
(fL. - 1)e-r(1-nT) +1: 
tE (nT, (n + 1)T), nE Z+ f 
i* :t= nT 
with 
K 
(1 
-I 
ArT 
e 
Carrying out the same analysis as in the case of impulsive fixed yield culling 
we require that 
1 ! T(s)ds <1 7; 7F6-1 0 
if iT(t) is to be locally stable. This will be true if Q> Qo saywhere 
rr 
Qo er7rb e-rT (3.44) 
erT -I 
Simulating with a range of parameters we find that Q* < Qo < Qit, so that 
while the limit cycle with no infectives is locally stable for Q> Q0, we have 
not shown it to be stable for all of the range of values of Q at which the 
infective class is eliminated. 
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3.11 Limiting behaviour of the impulsive fixed rate 
culling system 
Once again we want to be able to relate the results obtained with impulsive 
fixed rate culling modelled by system (3.38) to those of continuous culling 
modelled by system (3.33). To do this, we consider the situation where the 
total number of animals impulse culled remains constant, but T --+ 0 and the 
culling ultimately becomes continuous. We want to show that 
]im Q(T) 
T-0 T' 
where P and Q axe the continuous and impulsive fixed culling rates respec- 
tively. 
Theorem 3.11.1 As T --+ 0 the equilibria and critical parameters in the so- 
lution to system (3.38) approach those in system (3.33). Specifically Q* - P* 
and !* --+ xo, Qcrit --+ Pjt. 
The size of cull necessary for the infective class to be eliminated 
If the total number of animals culled remains a constant proportion of the 
population, but T -* 0 so the culling becomes continuous, we show that 
lim Q* T-0 T 
Using I'Mpital's rule we have 
lim 
Q* r(RbK - 1) Rb(p - a) -p= P*, 
T-oTý TbK+r Rb +p 
which is the culling rate in the continuous model, system (3.33), at which the 
endemic equilibrium disappears and the infection free equilibrium becomes 
stable. 
The size of the susceptible class when the infected class Is eliminated 
If we substitute Q= Q* in the expression for fn* in equation (3.41) and use 
1'116pital's rule we obtain 
"(RbK-I)T 
-rT e- 
TbR+l 
e 
in* K(1- 
e-r 
)I 
K(r+l) p-a+l lim t^n* == X0. T-0 RbK +r 
This is the population level, discussed in Section 3.9, at which the endemic 
disease equilibrium is not sustainable. 
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Culling rate at which the population is eradicated 
In order not to eradicate the total population in impulsive fixed rate culling, 
system (3.41) we mil t have Q< Qcrit I- e-rT. Once more, 
as T --+ 0,2Lr-t r=p-a= Pcrit T 
We have thus demonstrated that, in the case of fixed rate culling, the limiting 
case of impulse culling is continuous culling. 13 
3.12 Culling the infective class only 
We now consider culling only infected animals. This might be achieved by 
a strategy of, for example trapping, inspecting and releasing the uninfected 
animals (assuming that a sufficiently accurate test exists for this to be done). 
For fixed yield culling this would be on the basis of a fixed number of infected 
animals to be culled in unit time. 
3.12.1 Fixed yield continuous culling of the infected class only 
We work for the remainder of this section with the non-dimensionalised system 
of equation (3.2) and a culling yield of A animals per unit time. 
dx 
j- = p(x + y)(1 - (x + y» - ax + (1 - a)y - Rbxy, t 
dy 
- -y + RbXY - qyAs 
(3.45) 
dt 
where 
x(0) > 0, y(0) > 0, 
Y>O 
otherwise. 
We assume that Rb > PP. and p>a. 
We take qy = 1. 
Lemma 3.12.1 As the culling rate, A, is increased under a strategy of fixed 
yield continuous culling of the infective class only, the size of the equilibrium 
infective population decreases until, for A ý: A0, where AO is defined in (3.48) 
it reaches zero in finite time. 
We prove the lemma in this section. 
We will term the critical value of A at which the infective population crashes 
as Ao. System (3.45) has equilibria which can be expressed as; 
tp+A 
7FOP 
where ip is a positive root of the quartic equation f (z) = 0, where 
f (z) = pRb2z4 + Rb (2p - Rb(p - a)) Z3 + (ARb(Rb + 2p) +p- Rb(p - a)) Z2 
+ (2Ap - ARb (p - a)) z+ pA2. 
(3.46) 
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We note that when A=0 equation (3.46) becomes; 
f (Z) = PR2Z4 _ Ce)) Z3 + (p _R (p _ C, )) Z2 = 0, 0b +Rb(2p-Rb(P b 
which has roots {O, 0, - '- 1'- -RI }. The fourth value is the value of y* 77b '-P bý 
in the unculled model so that we can be sure, by continuity, that f (z) has a 
positive root for small values of A at least. 
Conjecture 3.12.2 For values of A< A0, where Ao is defined in equation 
(3.48) below, f (z) =0 has two real positive roots corresponding to two feasible 
endemic states for system (3.45), one of which (with the larger value of y*) is 
stable, the other unstable. 
We can illustrate the existence of two positive roots of f (z) =0 for A< A0, 
one stable and the other unstable by numerical simulation for a wide range 
of paxameter values but we axe not yet able to prove the conjecture analytically. 
If A is small then by writing z(A) = zo + z1A we can approximate the largest 
real root in [0,11 (where it exists) of f (z) as 
Rb(p-a)+p(p-a-1) 
p Rb 
((Rb(P-a)-P)(P-a)) 
The infective population will crash if f (z) =0 has no real positive roots. To 
find the conditions for f (z) =0 to have complex roots we need to study the 
discriminant, A of f (z), as a function of A, since a double root will exist 
whenever the discriminant is zero and we know that this therefore indicates 
the position of a complex pair of roots for an infinitesimal change in A 
The discriminant of an nth order polynomial of the form 
anZ n+ an- , n-I +... + alz + ao = 
can be expressed as the following product of the nth powers of the differences 
between pairs of roots ri and rj 
n 
2n-2 n An = an 11(ri - rj) 
id 
i>j 
In the case of equation (3.45) we can compute the discriminant, using Maple, 
to be 
A= Rb 6A2 ((. 0 _ C, ) 
2- 4pA) 2g (A), 
where 
g(A) =R b2 (Rb + 4p)2A2- 
2Rb 
(Rb2(2(p 
- a)2 +p- a) - 
Rbp(4(p - a) + 1) +4 p2) A 
+(Rb(p - a) - p)2 
(3.47) 
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Finding the six roots of A (apart from the repeated zero root which is trivial) 
is achieved by finding the roots of g(A) = 0. There is a repeated real root 2 lejpy2f, which we recognise as Arjt from Section 3.2.1, and two further roots 
-: ' 5 Wb 
((2(p 
- a)2 +p- a) R2 - p(4(p - a) + 1)Rb + 4p2 (4p + Rb)2 b 
+2lRb(p - a) - 2pl VRb (Rb(p - a)2 + Rb(p - a) - p)), 
((2(p- 
a)'+ p- a)R2 -p(4(p -a)+ I)Rb +4p2 6b Wb-(4p + Rb) 2 
-2lRb(p - a) - 2pl-vlRb (Rb(p - a)2 + Rb(p - a) - p)). 
In order that A5 and A6 axe real we must have Rb(p - a)2 + Rb(p - a) -p 
this requires that 
Rb P 
(P - a), +P-a 
Since the necessary and sufficient condition for the disease to be endemic is 
that Rb >", it follows that As and A6 are real whenever the disease is 
endemic. 
Ve 
ea; ýpect to find that at least some of the values of As and A6 Will 
represent the culling rates at which the infective population will crash. 
Observation 3.12.3 A, 5 >0 and A6 >0 for Rb > pfla 
Cleaxly A5 ý: A6. The two expressions are equal for Rb = 2ppa. A6 =0 
for Rb --.,: ,, 
*, only and IimA6Rb-00 = 0. Hence we must have A6 >0 for 
conditions in which an endemic disease exists. 0 
This is illustrated in Figure 3.12 which shows a plot of the level curves of 
A=0 for different values of Rb with p=1, a=0.1. The different zones on 
the graph represent areas where there are, as labelled, two real positive or 
negative roots and two complex roots, four complex roots or four real positive 
roots for (3.47). These results were obtained by repeatedly solving (3.47) for 
different values of Rb. A crash of the infective population will occur when there 
are no positive real roots. For Rb Ep, 2p 
), 
culling at a rate greater than 
(P 
a P-Cr 
As will cause an infected population crash as the roots of (3.47) are a complex 
conjugate pair and two real negative values. For Rb > -k- culling at a rate P-a 0 
greater than A6 produces a crash since the roots axe two complex conjugate 
pairs. As Rb increases further, Ao = Ac, it at Rb = f? b where 
2p f? b P_ a 
(p- 
a+ 1+ I(p-C, )2+2(p- a)). 
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We can summarise these results as follows, where AO is the culling rate at 
which the infected population reaches zero in finite tinle 
A. 5 
P< Rb <2P 
P-a P- (I 
A) 2P< RI, < 
P- 
Acrit Rb > 
Endemic equilibria prior to a crash 
We (-. an extract some values for the endemic equilil)rium as A is increased 
immediately up to the value at which the infective population crashes wi(I the 
values of A0, for some specific vaJues of Rb. Thus, when R. b =2P we have, 
P-a 
substituting A= A5, at the point in Figure 3.12 where A5 = A6 
A, 
(P _ 0)2 
4p(2(p - a) + 
V2(p - a) 
(a 
+ V'21V"(2(p - a) 
-+1)(p - a) - p) r- 
X 4pVl-(2(p - a) -+I) (p - a) 
vý-2 (p - a) Vr(2 (p - a) 
-+I) (p - a) 
4p(2(p - a) + 1) 
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while for Rb = Pb 
Ao 
(p -a)' 
4p 
(p - a) 
(P 
-a- 
4p (p -a+I- Vr(T=a)T-+- 
-2(p- a)) 
The expression for x* in this case cannot be readily simplified. 
Stability 
System (3.45) exhibits a saddle-node bifurcation with parameter A0. As we 
have noted, there are in fact two pairs of equilibrium solutions. The lower half 
of the parabola which is the graph of x*(A) as a function of A and the upper 
half of the parabola for y*(A) represent the stable solution and the opposite 
halves of each parabola the unstable solution respectively. 
3.12.2 Continuous fixed rate culling of the infected class only 
This strategy could be applied by trapping a fixed number of animals in unit 
time and culling whichever of them turned out to be infective, while releasing 
the others. It is of course tantamount to introducing deaths due to disease 
into the SIS model. The model equations are as follows; 
dx 
-7t ý P(X + y)(1 - (X + y» - ax + (1 - a)y - Rbxyl 
dy 
-y + Rbxy - Ay, 
(3.49) 
dt 
x(0) > 0, y(0) > 0. 
Lemma 3.12.4 Culling the infective class only at a continuous fixed rate can 
eliminate the endemic equilibrium of system (3-49) for all Rb, with no risk 
of eliminating the entire population. The culling rate at which the endemic 
equilibrium is eliminated is A*, given by 
A*= 
Rb(P-0)-P 
(3.50) 
Lemma 3.12.5 The strategy of continuously culling only injectives requires 
more animals to be culled per unit time in order to destabilise the endemic 
equilibrium than when both the susceptible and infective classes are culled. 
We prove these lemmas in this section. 
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Equilibria 
As we expect, there axe three equilibria for system (3.49): (0,0), the IFE and 
the endemic equilibrium. The latter is 
l+A 
Rb ' 
1 (Rb(P 
- A) (3.51) 7pRb 
-2p(A + 1) + 
ýRb2(p 
-a- A)2 + 4pRbA(l + A». 
We take the positive square root to ensure that y* -ý! 0. Indeed y>0 for 
A< A*= Rb(p - a) -p (3.52) 
p 
and at A=A* wehavex*= 1- 
a. 
p 
Efficiency of the culling operation 
If we consider that the objective is to cull sufficient animals at a continuous 
fixed rate so that we destabilise the endemic equilibrium, we can compare 
the efficiency of the strategy of culling infectives only with that of culling all 
the animals. In Section 3.2 we found that the endemic equilibrium of system 
(3.49) with no culling is 
Rb p Rb 
If N. H is the total number of animals culled in unit time when all animals are 
cWled, i. e. at a rate of P* (defined in equation (3.37)) and Ni. f,, ct the total 
when infectives only are culled at the rate of A* defined in equation (3.52), 
(the culling rates that will lead to the eli=dnation of the infective class) in 
each case starting at the endemic equilibrium, we have 
Nii = 
Rb(P-a)-P 
j_P), f' Rb +p 
Rb(p - cr) -pI 
pP Rb)' 
Ejaf, t = 
(Rb (p - o) - p) (Rb + p) 
N. 11 Rbp(p - a) 
We see that 
Nj,, fct > 1, i. e. animals are culled at a higher rate per unit time Nan 
when only infectives are removed, if 
Rb >1+ pV-1 
-+ 4 -(p - 
2(p - a) 
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Since p- 0(1) and p >> a this gives a lower bound for Rb of less than 2, 
a relatively modest level of basic reproductive ratio. Hence, for a virulent 
disease it would appear to be more effective to destabilise the endemic disease 
state by culling all animals than just the infective class. 
We would, of course, need to take the analysis rather further by consider- 
ing the total number of animals removed in some time interval under each 
strategy, since culling the infective class only must result at some point in a 
zero culling rate (at the IFE), whilst culling all the animals leads to a positive 
culling rate at the IFE. We are not able to solve the differential equations 
in system (3.49) explicitly, but we may estimate the total number of animals 
culled to elimina e the disease in the following manner. 
The total number of animals removed when only the infective population is 
culled will be Y= fo' Ay(t)dt. Let us consider the expression for V(t) which 
we can obtain by solving system (3.49) linearised around the IFE to obtain 
l(pA-Rb(p-a)+p)t 
y(t) = y(O)e-P 9 
where y(O) must be non-zero else there is no disease and, provided that we start 
near to the IFE we may assume that y(t) behaves approximately exponentially 
throughout the evolution and thus we can evaluate the integral 
Y= foo Ay(t)dt 
0 
to give us 
Y y(O)pA 
pA - Rb(P - 0) + P' 
We now consider system (3.33), with a culling rate of 0 and compute the total 
number of animal culled when both susceptibles and infectives axe culled, 
and apply the same argument. The solutions for x and y obtained by solving 
(3.33) linearised about the IFE are 
16 (Rb (p-a-O)+p(p-a- I- 20)) 
x(t) = -y(O)e-(P-"-o-P 
)t 
+ (x(O) + y(O))e-(P-"-O)t, 
-(I (Rb(O-p+a)+p(1+0))t). y(t) = y(O)e- Q 
Calculating the number of animals culled as N, where 
N= 
foo 
O(x(t) + y(t))dt 
0 
and taking x(O) =1-2 we have p 
Y(O)p +p- ce 
p(P-a-0) 
We note that the expression for N is independent of Rb, while Y is increasing 
in Rb. Simulation suggests that the total number of animals culled to return 
to the IFE is greater when both susceptibles and infbctives are culled - i. e. 
N>Y provided that y(O) is small. There is thus an interesting dichotomy 
between the rate of culling needed to destabillse the endemic disease state and 
the total number of animals eventually culled. 
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Local stability 
The eigenvalues of the Jacobian, of the linearisation of system (3.49) around 
the equilibrium (0,0) are 
Al = P- a, A2 = -1 -A, 
so it is always locally un table for p>a. The linearisation about the IFE has 
eigenvalues 
A3 ý-- Ct -A 1\4 -` -A + 
Rb(p - a) -p 
P 
and becomes stable for A> A*, where A* is defined in equation (3.50). Thus 
the entire population can never be eradicated, no matter what the value of A. 
At the endemic equilibrium, if the Jacobian of the linearisation is J, it is 
more convenient to look at the determinant, det(J) and the trace trace(J). If 
the size of the infected class is ý at the endemic equilibrium we have, 
det(J) = 292R bo _ (Rb(p -a- A) - 2p(A + 1))ý, 
so that 
det(J) >0 for > --I- (Rb(p -a- A) - 2p(A + 1)) 2pRb 
Hence, if the endemic equilibrium. exists, det(J) > 0. The trace of the Jacobian 
of system (3.49) is given by 
trace(J) = p(l -x- y) -a- Rby - p(x + y), 
=-1 (py(1 -x- y) - (1 - a)y) - p(x + y) 
using the equilibrium equations. The endemic equilibrium is thus locally 
asymptotically stable if it exists. 0 
3.12.3 Impulsive culling of the infective class only 
We are unable to make any progress analytically with an impulsive model, the 
recurrence relation obtained by applying the analysis of Section 3.2 in this case 
cannot be solved for fixed yield culling and neither can we obtain an explicit 
solution for the total population in the case of fixed rate culling. 
3.13 Culling in systems with a latent class 
We introduce a latent class, E to create a Susceptible Latent Infected Sus- 
ceptible (SEIS) model, which we develop as the subject of Chapter 4. At 
this point we observe that diseases such as tuberculosis usually have a stage 
when the susceptible animal, although infected and incubating the disease, is 
not yet infectious and may well be asymptomatic. The simplest method of 
modelling this stage is to assum that the length of this latent period is expo- 
nentially distributed, with mean length n. We otherwise maintain the same 
assumptions as for equation (3.1). 
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3.13.1 Fixed yield continuous culling in the SEIS system 
The model equations are as follows, for a culling rate Al animals per unit 
time. 
dS 
= r(S+E+I) 1- 
S+E+ )_ttS_'8SI+'YI_qS AIS 
Tt C S+E+I' 
dE 
= 3SI - (n +, u)E -W 
AIE 
Tt S+E+I' 
dI 
= nE - (M +, y)I - q, 
AII 
Tt S+E+ I' 
S+E+I=N, S(O)>O E(O)>O I(O)>O, 
where we define 
I S>O 
q, S =0 otherwise 
1 E>O 
qE =0 
otherwise 
qj = 0 otherwise 
(3.53) 
to ensure positivity and to remove any potential singularity at the origin. We 
once more assume that r> ti. 
Lemma 3.13.1 For a culling rate satisfying Aj* < Al < 
C(4rl, ) 2 (where 
Aj* is defined in equation (3.54)) the endemic equilibrium of system (3.53) 
is eliminated and the equilibrium population is comprised solely of suscepti- 
bles, provided that the basic reproductive ratio i's below a threshold defined in 
equation (3.57). For A, > C(r-A)' the population crashes. 4r P 
We prove this lemma in the sections which follow. 
The whole population 
Silmming the three differential equations of system (3-53) we have, as for 
continuous fixed yield culling in the SIS model, 
dN 
= rN 1- 
N) 
- pN - Al, N(O) > 0, Tt T where N=S+E+I, with precisely the same equilibria and stability criteria 
as in system (3.14). For Al > 
C(r-A)' the population reaches zero in finite 4r 
time. 
Disease classes 
There are two feasible IFEs, by analogy with the SIS model we conjecture that 
one will be stable and the other unstable and that the stable equilibrium is So 
where -4A ir 17 C 1)2 So = -ý! 
(r - IL) +E (r 
L 
2r 2r C 
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while in the un table equilibrium the square root term has a negative sign. 
The endemic equilibrium, (S*(Al), E*(Al), I*(Al)) cannot be obtained in an 
explicit form. Again, by analogy with the SIS model we might reasonably ex- 
pect there to be two endemic equilibria, one positive and stable and the other 
containing negative components and unstable. 
Simulation with a range of paxameters suggests that this is indeed the case for 
both the IFE and the endemic equilibrium but we cannot prove this analyti- 
cally. 
If we obtain (with Maple) the equations, the roots of which are E* and P 
and find the value of Al for which one of these roots is zero (i. e. the constant 
terms in the equations are zero) we have I*(Al) =0 and E*(Al) =0 for 
A= A*, where 
A*=-ýL Z 2rCn, 3(n+2r+, y)+IC2(02C2+r2)+r2, y(, y-2r. ) 1 20 
( 
-V/ 
+ 2, u + r. )r3 + (n2 Ux ý+ iry + 3Cr. )3 +. +, y2 )r 
2 (3.54) 
+(2COr. -y + 2CM2,6 + Cr. Pu)r + tcý2#2C2 
C(r-P)l 
where Z= Cr., 3 + r(tc +p+ -y + r). When A, > 4r the population 
C(r-P)l will crash, when Al = 4r , the expressions for the three 
disease classes 
constituting the endemic equilibrium are 
(, u +r+ 2-y) (ju +r+ 2m) 
4,3n 
2Cr., O(r - u) - r(, u +r+ 2-y) (ju +r+ 2r. ) 
2r, 8(, u +r+ 2(-f + r. )) 
E* 
2CnO(r - jA) (r + IA + 2-y) -r(, u +r+2, y) 
2 (r + IA + 21c) 
4r, 3n(, u +r+ 2(-y + m)) 
Clearly, the disease will be eliminated, as Al increased, at some value of Al < 
0' 
4r 
1)2 if I* = 0. Solving this inequality we obtain 
Cr., O(r - u) (IL +r+ 2-y)(, u +r+ 2r. ) 
r(, u+, y)(/A+r. ) - 2(, u + rc)(jA +Y) 
The left hand side of the above inequality is the basic reproductive ratio RO 
for system (3.53), discussed further in Chapter 4 and thus represents the max- 
imum value of RO for which fixed yield culling can eradicate the disease in this 
SEIS model. 
Stability of equilibria 
The criteria for the local stability of the equilibria in this model are directly 
analogous to those discussed in Section 3.3. The unculled model itself (i. e. 
with A= 0) is considered in Chapter 4. 
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3.13.2 Fixed rate continuous culling in the SEIS system 
The model equations are as follows; 
dS 
=S+E+ 
I) 
_ tlS _, aS, +, Y, _ HSS, T r(S+E+I) 1- tc 
dE 
3SI - (r. + p)E - HEE, 
dI 
Tt KE - (, u + -I)I - HII, 
S+E+I=N, S(O)>O E(O)>O 1(0)>O. 
(3.55) 
The culling rates are HS for the susceptible, HE for latent and HI for infected 
classes. If HS =0 then only the latent and susceptible classes are culled. If 
HS =0 and HE 0 only the infectives axe culled. When not zero, we consider 
that we set HS HE = HI = H. 
Lemma 3.13.2 Let the number of animals required to be culled in unit time 
to eliminate the endemic equilibrium in the SEIS model be Nail when all classes 
are culled, NEI when latent and infected classes are culled and NI when the 
infected class only is culled. Then, for all values of the basic reproductive ratio 
above unity, NdI < NEI < N1. 
We follow the same method as in Section 3.12 to prove the lemma. We cal- 
culate the value for the culling rates at which the endemic equilibrium is 
eliminated in each case to be as follows; 
(2. ar + 0) + -e. /Ö2- 4ryK-(C0 TT» all ý 7r 
1 
HE*j =- T 
(-r(2, 
u +n++ V"r tc)2 + 4nrCO(r - p) r 
(3.56) 
l (r. C#(r - IL) - r(, u + r. ) , I* = T(; + r. ) 
where 0= r(-y + n) + Ck, 3 and HII, HýI, H, *, are the culling rates when all 
classes axe cWled, when latent and infected classes are culled and when the 
infected class only is culled respectively. 
The endemic equilibrium for system 3.55 is calculated in Section 4.1 to be 
KC, 6(r - r(r. + p)(p + -y) S*=(K+A)(, U+, Y), I*= , #n rO(, u + r. +, y) 
If we now multiply H. *,,, Hýj, Hj* by the appropriate disease class sizes at this 
endemic equilibrium we obtain expressions for N, 11, NEI and N1, the numbers 
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of animals culled per unit time, starting from the endemic equilibrium. 
C(r - r(r. + 211 + -y) - Cn, 3+ Fr -2 
te - y)2 2+ 2Ctc 4Cn, 3) r , 
C(, y + tc)r + C2r202 
NEI =1 
(-r(, 
u +x+ 2-y) + r2(-t - r. )2 + 4nOC(r - 2r., 6r2 
v 
x 
(r., 
OC(r -, u) - r(li + te)(. u + -y)), 
Ni 
r2,3(, U ++ tC)(p +r 
We find, using Maple, that these three quantities are equal when the basic 
reproductive ratio for the model represented by system (3.55) with zero culling, 
RO =1 where 
Ro = 
Cr. O(r -, u) (3.57) 
r(p + -y) (it + 
Simulation suggests that, as Ro increases above unity N. 11 > NEI > Nr up to 
a larger value of RO, beyond which the direction of the inequality is reversed, 
Nau < NEI < Ni, however, we are not able to obtain an explicit form for 
this larger value. Thus, the most efficient strategy to destabilise the endemic 
disease state by continuous culling of a population with an SEIS model will 
depend on the value of RO, the virulence of the disease. For a virulent disease, 
culling all the animals is the most effective strategy. 
Although this is true for the initial rate of culling, culling all the animals 
must by definition continue for all time and thus in principle would require 
culling of an infinite number of animals. In practice we would attempt to 
estimate the total number to be culled to reduce the infective class or total 
population to some arbitrary size. 
3.13.3 Fixed latent period 7- with constant yield continuous 
culling 
The fixed latent period model we use in this section is discussed in detail in 
Chapter 4. We consider culling A animals per unit time. The model equations 
then become, for the susceptible class; 
dS(t) (S(t) + E(t) + I(t)) 
dt = r(S(t) + 
E(t) + I(t)) 
(I 
-c)- IAS(t) + -II(t) 
q 
AS(t) 
S(t) + E(t) + I(t)' 
S(O) > 0, E(O) > 0,1(0) > 0, 
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where 
q: = 
1 (S(t) + I(t) + E(t) >0 10 
otherwise. 
For brevity will we let q=1 in the rest of this section, it being understood 
that the effect of q is to ensure that all population classes remain non-negative. 
We also have r> IL. For the latent class we have 
t 
E(t) = 
it-,; 
r 
OCS(O)I(O) exp S(t) + E(t) + I(t) 
NO tA 
du) dO, 
(3.58) 
E(O)>O, S(O)>O, I(O)>O, OE[-, r, O]. 
The per capita rate of removal of the E(t) class by natural death or culling is 
+A S(t) + E(t) + I(t) 
If we differentiate the expression for E(t) with respect to t we obtain the 
delay differential equation for E(t); 
dE(t) 
dt = 
OCS(t)i(t) 
-ßCS(t - r)I(t - 7-) exp ja +A 
du 
UT 
S(t) + E(t) + I(t) 
) 
+A) E(t). S(t) + E(t) + I(t) 
(3.59) 
The delay differential equation for I(t) is then 
dI(t) 
= ßCS(t - -r)I(t - r) exp 
t 
ß+ 
A 
du ä-t 
(-£ 
S(t) + E(t) + l(t) 
) 
A) I(t) 
(3.60) 
S(t) + E(t) + I(t) 
i(0) > 0. 
Lemma 3.13.3 The population defined in the system of equations (3-58), 2 
(3.59) and (3.60) crashes for A>A,, it For A, it >A> A*, 
(where A* is defined implicitly in (3.63)) the infective and latent classes are 
eliminated and the system tends to the infection free equilibrium 
Setting the right hand sides of (3-58), (3.59) and (3.60) equal to zero and 
solving for the state variables we obtain the equilibria for the model system. 
Linearisation about the IFE 
There are two infection free equilibria 
(r - a) ± -, 
f(r 
- u) 
-2- 4A r) 
2r 
(r -, U)2 
provided that A<A,,,, it = 4r . 
We know from earlier in this chapter that 
the expression with the positive square root is stable, that with the negative 
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unstable. We lineaxise about the stable solution which we term So with a 
S- So, e=E and i=I to obtain the following linearised system; 
ds(t) 
'9(t) r(s(t)+e(t)+i(t))(1-2SO)-ps(t)+-ti(t)-, OCi(t)SO-ASo 
de(t) 
= 
Ae(t) 
, 
3Ci(t)So - PCi(t - r)SO exp 
(u 
+ : 
1) 
r) -jue(t) - So dt so 
di(t) 
= OCi (t - r) So exp +A 
i(t) 
so + 
(t) 'so 
where we reasonably assume that the exponential term eI for 
small t. 
We now substitute s(t) = a, exp(At), e(t) = a2 exp(At), i(t) = a3 exp(At), 
where a,, a2, a3 ER and AEC (in practice we take AER since we show in 
Chapter 4 that the real eigenvalue is dominant) to give us 
al 
alA = r(al +a2 +a3)(I -2SO) -pal +-ya3 -, OCa3SO -: 
'S-i 
0 
a2A =, 8Ca3SO -, OCa3So exp(-, \t) exp 
(- (p 
+A) r) -, ua2 - 
Aa2 
so so 
a3A =, 8Ca3SO exp(-At) exp tl+ 
A-(, 
u +, y)a3 - : 
La3 (- ( 
so 
) 
r) so , 
The condition that not all the ai are zero is that 
(-A 
+ r(l - 2SO) -, u - j! SIO 
) (-, 
\ 
(L 
+ SIO 
A+ OCSO exp(-Ar) exp 
(- (p 
+ 
A)) 
- (, u + -t) - 
A) 
= 0. so so 
(3.62) 
The second term in the equation above gives us A+A<0, while SO) 
the first term gives us 
so). A=r(1-2So)- u+A 
We have already established that the rainimum value of So (for A<A,,, it) is 
'!? 
r-1, so that r(l - 
2So) <. u and thus this value of A is also always negative. 
The stability of the IFE is thus entirely determined by the properties of the 
third term of (3.62), which we call The IFE is stable if there is a negative 
root and no positive root for O(A) = 0, for which the condition is 
, 3CSO exp 
(_ (14 
++ Y) +A (3.63) so ýo 
and A= A* is the value of A which solves this inequality. Since the left hand 
side of (3.63) is a transcendental function of A we cannot obtain an explicit 
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expression for A*. 
For small 7- we can expand the left hand side of the inequality in a Taylor 
series around r=0 and solve for A to give 
(r + -y) (, OC(r -, u) - r(ju 
(OC + r)2 
+(, 
OCr(, 3C--y)(r+-y)(r((p+-y)+(r+-y))-OC(r-, u)) 
T. (, 3C + r)4 
The first term is the expression for A* in the SIS model discussed earlier in 
this chapter (in other words with r= 0). 
3.13.4 Fixed latent period r with constant rate continuous 
culling 
In this case, with a constant culling rate H, our model is now 
dS(t) 
dt -= r(S(t) + E(t) + I(t)) 
(i - (S(t) + E(t) + I(t))) 
-(/. i H)S(t) + -fI(t) -, OCS(t)I(t), 
dE(t) 
dt 
OCS(t)I(t) - OCS(t - -r)I(t -, r) exp (-(, u + H), r) - (it + H)E(t), 
dI(t) 
dt 
3CS(t -, r)I(t -, r) exp (-(, u + H)r) - (p + -y + H)I(t), 
S(O) > 0, E(O) > 0,1(0) > 0. 
(3.64) 
Lemma 3.13.4 The population defined in system (3.64) tends to zero as 
t- oo for H>H,, it =r-p. For a cull rate H,, it >H> H*, (where II* 
is defined implicitly in (3.65)), the endemic equilibrium is eliminated and the 
system tends to the infection free equilibrium. 
There is an IFE for system (3.64) at (So, 0,0) with So =1- provided 
that H<H,, it =r- it. There is an endemic equilibrium (S*, E*, 1*) such 
that I* =0 if 
'6C exp(_(, u + I: F)7. ) = 
r(, u + -t + H) (3.65) 
r -(/A+ H) 
The value of H that solves (3.65) is H*, we find that S*(H*) = So. 
We note that, if we assume that in the absence of culling the disease were 
endemic, we would have 
, 
8C exp(-Izr) (r - p) _ Roe-, "r >1 
r(, u + -Y) 
and so by geometric arguments we establish that H* < Hc,. it is the unique 
positive root of (3.65). 
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Rom (3.65) we must have 
, gCexp(-(ti + H)r) ,. 
r(, u + 
r-p 
which gives an upper bound of H* < In Roe-, ", but simulation shows that 
this is too large a bound to be useful. Expanding (3.65) in a Taylor series 
around -r =0 gives an explicit expression for H* of 
H* = 
OC(r -, u) - r(p + -t) (OC - -y) (r + -y), Ocr2, r 
#C+r (OC + r)3 
which gives results within 0.2% of the numerical solution to (3.65) forr = 0.25, 
three months, which is a reasonable parameter value. 
3.14 Culling and immigration 
Thus far we have considered that our system is closed. In practice that is likely 
to be an unrealistic assumption, however, relaxing it has profound implications 
for the model. We use the SIS model of system (3.2) and consider the case 
of net immigration into the system. Clearly, net migration out of the system 
will simply ensure that the culling strategy reaches its objective more rapidly 
than in the closed system (although of course impacting significantly in the 
environment neighboring our system). We continue to assume that p> ce. 
3.14.1 Fixed rate culling and immigration of susceptibles 
We assume firstly that the immigrating animals are infection free and enter 
the susceptible class. The non-dimensionalised model with a scaled constant 
rate of migration of m>0 animals per unit time and a scaled fixed culling 
rate of 0 is 
dx 
7- p(x+y)(1-(x+y»-ax+(1-a)y-Rbxy-Ox+m, t 
dy 
-7 = _y + Rbxy - Oy, t (3.66) 
dn 
x+ y=n, 7 =pn(1 -n) -an -on+m, t 
X(O) >0 y(0) > 0. 
The whole population 
The equilibrium population is 
n* 
p-a-0+ VI(p -a ----0-)7-+ ý4-ý 
2p 
It is clear from (3.66) that the population cannot reach zero for m>0. If we 
solve (3.66) for n(t) we obtain 
1 it -1 
2pno - (p - cr - 0) n(t) =a-0+ qtanh-1 ._ tanh FP 
(P 
- 
(2 
q 
)) 
I 
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where q= V(-T:: a-- 0-)T-+ -4pm, from which we can calculate the time to 
reach a given population size as a function of 0. 
Disease classes 
There are two equilibria, the IFE, (n*, 0), and the endemic equilibrium x* ! -±'-9 as in the closed system and Rb t 
yw= 'L (Rb(p-a-0)-2p(1+0)+Rb%7(-ý=a-----OÖ)-2+Tm-p). 2pRb 
The Jacobian at (x*, y*) is 
(1 - 2(x* + y*)) -a- Rby* -0 p(l - 2(x* + y*)) +I-a- Rbx* 
Rby* -1 + Rbx* -0 
At the IFE the eigenvalues of the Jacobian are 
Al =p(1-2n*)- a -0= -pn*- 
m<0 
n* 
D 
(Rb(p 
-a- 0) + /ýý a- O)r+ 4pm). 1\2 ý -1 -0+ p 
A2 is monotone decreasing in 0. The condition for the stability of the IFE is 
0> 0* and for the existence of the endemic disease state is 0< 0* where 
0* = 
Rb(p -a- 1) - 2p + Rb, ýl(p +1- a)2 + 4mp(Rb + p) (3.67) 
2(Rb + p) 
We see that 0* is increasing in m, increasing as the square root of the imn-, Li- 
gration rate. 
At the endemic equilibrium, (x*, y*), noting that -I + Rbx* -0=0 from 
the equilibrium equations, the trace of the Jacobian is 
p(1 - 2(x* + y*» -a- Rby* -0= -px* -Z-ý 
ýy(1 
- (x* +< x* x* 
The determinant of the Jacobian is 
-Rby* (p(l - 2(x* + y*)) +1-a- Rbx*) 
and we see that 
1 
p(1 -2(x*+y*» +1 -a-Rbx* = ;; (-m-x*(p(1 -x*) -a-0», 
1 
m+mx*) = -Z n* 
Hence the determinant is always positive and the endemic equilibrium is al- 
ways stable when it exists. 
The population size at which y* =0 we term lo where 
io = 2(Rb 
1 
+P) 
(P+J-a+V(p+1-0, )2+4m(Rb+p» (3.68) 
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and io is increasing in m. We note that 
ý/-(p 1- a)2 + 4m(Rb + p) >p+I- ce, 
so that io >p+Ia, the population size at which the endemic equilibrium Rb +p 
is unsustainable in the closed model. In fact, if xO is this value for the closed 
model, then 
4m iýo = LO + X2 + 7FA -+p 2 2VO b 
Immigration of susceptibles and infectives 
If there is net immigration of both susceptibles and infectives, the IFE of 
system (3.66) disappears, since y=0 is not a solution to (3.66) with any net 
immigration of infectives added to the second equation and hence there is no 
culling regime that will eliminate the disease entirely. Numerical simulation 
shows that the size of the infected equilibrium class, with a culling rate that 
would have reduced it to zero in the absence of immigration, increases faster 
than the rate of infective immigration at realistic parameter values. 
3.14.2 Fixed yield culling and immigration of susceptibles 
The model is as follows, with a culling rate of 0 animals per unit time, net 
immigration of m susceptibles: 
dx 
= p(x + y)(1 - (x + y)) - ax + (1 - a)y - Rbxy - qz-ft- + m, Tt X+Y 
dy 
ý= -y + Rbxy - qy x0y 
(3.69) 
Yt +Yq 
X(O) > 0, Y(O) >0 
where 
1 X>O q- 0 otherwise 
and 
IY>0 
qy 0 otherwise. 
As fax as the total population is concemed, the analysis is precisely the same 
as in the closed model with a culling rate of 0-m. Thus the critical value of 
0 above which there is a population crash is 
crit - 
(p _ a)2 
-4p +M 
ill 
There axe two IFEs, one stable and one unstable and one feasible (i. e. both 
components positive) endemic equilibrium (x*, y*) where 
X* =I 
(O(a 
-p- 2) + 2m + ON/(T7-a-)72' - -4p(Ol --m)) 2Rb(m - 0) 
y*=1 (Rb(p - a) + p(p -a+ 2)) +m (Rb(p - a) - 2p) 2Rbp(m - 0) 
(o 
+ (Rb (m - 0) - pO) N/-(77-a-)T-+44Fp(-m- T)). 
We find numericaUy that y* is monotone decreasing in 0 and that y* =0 for 
0= 0*, where 
0* =I 
(2mRb 
(Rb + P) + (Rb (P - Cf) - P) (P + Cf) 2(Rb + p)2 
+(Rb(p- ce) - p)V-(p-+ 
-1--ct)7+---4m(Rb +p))). 
We are assuming that Rb > pP., 
i. e. there would be endemic disease in the 
absence of culling. 
The value of 0 at which the determinants of the linearisations of system (3.69) 
about the IFE and the endemic equilibrium are zero is 0= 0*. By simulation 
we axe able to establish that the determinant at the IFE is positive for 0> 0* 
and that at the endemic equilibrium positive for 0< 0*- In both cases the 
traces of the determinant are negative at 0= 0* 
While Oc 
. rit 
increases linearly as m increases, d9 1,0* increases more d9* 
rapidly since W. - > Rb. 
It is clearly a routine exercise to calculate the time taken for the population 
to crash or to reduce to the level at which no endemic disease is sustainable, 
xo as defined in (3.68). 
Once more, with net immigration of infectives, the IFE disappears and the 
endemic equilibrium cannot be removed by culling. 
Impulsive culling 
It is relatively straightforward to apply impulsive culling regimes to the system 
with net immigration. We find analogous results to those obtained in the 
continuous case. 
3.15 Culling a single species with a fixed birth rate 
We might conjecture that the particular results obtained in this chapter arise 
because of the choice of fecundity fiinction. In this section we consider a 
model system with a constant birth rate and observe essentially sin-Lilar re- 
sults to those observed with a logistic fecundity function. We use A as the 
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culling paxameter, A,,, it as the value of A at which the population crashes or 
is eradicated and A* the value of A at which the endemic equilibrium is elim- 
inated. We assume that A>0 only when the population being culled takes a 
strictly positive value. 
3.15.1 The whole population 
The model developed in Chapter 2 for the whole population was 
dN A -, uN, N(O) = No > 0. (3.70) Tt- = 
Here A is the birth rate and p the per capita death rate. Equation (3.70) has 
a single, stable equilibrium at N* = A. We can non-dimensionalise (3-70) in 
the usual way, n'(t) = a(i - n(t)), where a<1 and solve to obtain 
n(t) =1+ (no - I)e-'t, (3.71) 
where no 
Continuous fixed yield culling 
The non-dimensionalised model is 
dn 
a(l - n) - A, n(O) = no > 0. (3.72) ý-t = 
We can solve (3.72) to give 
n(t) 
A+ 
no -+ :1 a ct 
which allows us to calculate that, for sufficiently large A the population will 
reach zero in finite time, in fact this time is ro which is given by 
'ro =1 In 
A+ a(no -A>a. 
a( A-a 
The equilibrium population is now n* (A) =1-A, so that the critical culling a 
rate for a population crash to occur will be Ac, it = a. 
Continuous fixed rate culling 
The model is dn 
T= a(l. - n) - An, n(O) = no > 0, t 
which has the solution 
c' 
n(t) = 
C, 
+ no - 
a+A a+A 
a There is an equilibrium at n* (A) -+A , from which we can see that there 
is no finite A,, it. 
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Impulsive fixed yield culling 
We model this as follows; 
dn 
T= a(i - n(t)) for tE J(mT, (m + I)T), mE N}, t (3.73) 
n(mT+) = n(mT-) - A. 
There is a fixed point for (3.73) at nyield where 
A 
-aT for A<I-e nyield =1- Y-- (3.74) 
The population thus crashes for A>1- e-aT. 
Impulsive fixed rate culling 
The model is as follows, with A<1, 
dn 
T= a(l - n(t)) for tEI (mT, (m + I)T), mE N} t (3.75) 
n(mT+) = n(mT-)(I - A). 
System (3.75) has a fixed point, nrate, where 
nrate ": 
(1 - A) (1 - e-aT ) for A<1. 
1- e-aT(l - A) 
3.15.2 The fixed birth rate SIS model with continuous fixed 
yield culling 
The non-dimensionalised equations corresponding to (2.4) are 
dx Ax 
Tt = a(I - x) + (1 - a)y - Roxy - ý-+-Y I 
dy 
= -y + Roxy 
Ay (3.76) 
77 X+y 
x(0) > 0, y(0) > 0. 
There are two equilibria for system (3,76), the IFE (1 - 4,0) and the endemic 
equilibrium, 
x* (A) 
A(a- 1) +a (A) = 
Ro(a - A)2 - o(a -A+ aA) 
&(a -A) 
Y* aRo(a - A) 
We see that y* (A) >0 for 
A: 5 A* = -2ý- 21?, o +a-1- vr(l - 
-C, )2+ 4al?, o) 2RO 
( 
and that when y* (A) =0 we have 
x*(A)=; fo=--L 1-a+Vl"(-1-a)2+4aA)). (3.77) 2Ro 
( 
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Moreover we see that lim&.. A* =a= Arit so that there is no restriction 
imposed by the size of Ro on the elimination of the infected class by continuous 
fixed yield culling as there is in the case that a logistic recruitment function 
is used. 
The eigenralues of the Jacobian of the linearisation of (3.76) about the IFE 
are 
Ajý-a, A2ý-l- aA + 
Ro (a - A). 
a-A a 
Now, - 
dA2 
. 
(a3 + Ro(a - A)2 < 0, 
dA -ý -a(a - A)2 
so that 1\2 is decreasing in A and is negative for A> A*. The IFE is locally 
stable for A, it >A> A* 
The eigenvalues of the Jacobian of the linearisation about the endemic eqW- 
libriurn are Al, -A2, so the endemic equilibrium is stable only if A< A*. 
3.15.3 The fixed birth rate SIS model with continuous fixed 
rate culling 
The non-dimensionalised model is 
dx 
-7 = a(1 - x) + (1 - a)y - Roxy - Ax t 
dy 
= -y + Roxy - Ay 
(3.78) 
Tt 
x(0) > 0, y(0) > 0. 
System (3.78) has two equilibria, the IFE and the endemic equilibrium 
*= a(Ro-1)-A(a+ 
A+ 1) 1+A 
Ro Ro(a + A) 
The endemic equilibrium exists provided that 
A< A* = -1 
(ý(1+ 
Ce) + V/ý(j - C, ) 
ý2+ 4a Ro) 
2 
When y* (A) =0 once more x* (A) =2o, where Xo is defined in (3.77) above. 
The eigenvalues of the Jacobian of (3.78) linearised about the IFE are 
aRo IL2=ý-+A 
Since 
dU 2 (a + A)2 + cRo <0 
dA (a + A)2 
A2 is decreasing in A and P2 <0 for A> A*. The eigenvalues of the Jacobian 
of the linearisation about the endemic equilibrium are P1 t -JU2 , so that we can 
conclude that the IFE is locally stable for A> A*, the endemic equilibrium 
for A< A*. If A> A*, then limt-00 y(t) = 0. 
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The fixed birth rate SIS model with impulsive fixed yield culling 
The impulsive fixed yield model is 
dz 
-7t a(1 - x) + (1 - a)y - Roxy, 
dy 
- +Roxy for tE((mT, (m+l)T), mEN}, dt 
x(mT+) = x(mT-) - 
Ax(mT-), 
y(mT+) = y(mT-) - 
Ay(mT-) 
n(mT-) n(mT-) 
(3.79) 
We have already found an expression for the total Population in equation 
(3.71), substituting for x in (3.79) allows us to find an expression for y(t) 
between culls in the same manner as in Section 3.7. 
1 RO(Iýno)e-n(t-mT) 
Y(t) =-, 
). 
(3.80) 
-1)(r-mT)-JRo(1-no)e Roymf e((R'O Ck 
)dr +e 
MT 
The culling process is the map 
((Ro-I)T--IRo(I-n, n)e-*T) yme A 
YM+1 (m+l)T ), -,, (, -, nT))dr ((Ro-1)(r-mT)-1 Ro(I-ný RoymfmT ea 
where nm is the total population at the start of the mth cull. For sufficiently 
large m either the whole population has a limit cycle or it crashes. Assuming 
that the population has reached the limit cycle, substituting the fixed point 
value already found for nyield in (3.74) for nm we can obtain an implicit ex- 
pression for the value of A at which the fixed point for the infective class 
disappears: 
1-A-e T (Ro - 1)T - 
RoA(l + e-*T) 
1- eaT(l + A) exp 
( 
a(l - e-aT) 
If we call the left hand side of (3.81) g(A), then we see that g(O) = eT(Ro-1) >1 
Whilegl(O) = _a+RoT(Ro-1) <0 and we can calculate that liMA-,, g(A) =0. a Simulation suggests that g'(A) <0 for all A>0 so we can reasonably assume 
that there is a unique positive root for (3.81) which is A*. 
The fixed birth rate SIS model with impulsive fixed rate culling 
The fixed rate impulsive culling model is 
dx 
a(l - x) + (I - a)y - Roxy, 
dy 
at y+ Roxy for tE {(mT, (m + 1)T), mE N) 
x(mT+) = x(mT-) - Ax(mT-) y(mT+) = y(mT-) - Ay(mT-). 
(3.82) 
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The value of y(t) between culls is given by (3.80) and the culling process is 
the map 
I)T--LRo(l-n, n)e-*T) (1 
Ym+i (m+I)T 
yme((RD- a- A) 
((Ro-1)(-r-mT)--LRo(I-nm)e-*(T-mT) &YM e 
)dr+e-R" fmT 
where n.. is the total population at the start of the mth cull. For sufficiently 
laxge m either the whole population has a limit cycle or it crashes. Assum- 
ing that the population has reached the limit cycle, substituting the fixed 
point value already found for %, t. in (3.75) for n.. we can obtain an implicit 
expression for the value of A at which the fixed point of the infective class 
disappears. 
ARo(l + -oiT) (1 - A) exp 
(T(Ro 
- 1) - a(l - e-cT (1 - A))) 
(3.83) 
If we call the left hand side of (3.83) h(A) then then we see that h(O) = 
eT(Ro-1) >1 while h'(0) = -t&eT(Ro-1) <0 and we can calculate that 
liMA-oo g(A) = -oo. Simulation suggests that hl(A) <0 for all A>0 so we 
can reasonably assume that there is a unique positive root for (3.83) which is 
A*. 
Comparison with the model with logistic population dynamics 
The only qualitative difference between the fixed birth rate and logistical mod- 
els is that in the former case there is no upper bound on Ro, above which it is 
impossible to eliminate the endemic equilibrium by fixed yield culling without 
crashing the population. 
3.16 Culling in the two species SIS model 
We now apply the analysis we have just used to study the single animal system 
to the two animal system (2.14). We make only two different assumptions from 
system (2.14), namely that the numbers of cattle are constant for all time (in 
practice this replicates a farmer's replacement of any stock which die with 
another susceptible animal), and that we apply a logistic fecundity function 
to the badger population as in the rest of this chapter. We also assume that, 
in the absence of infective badgers, cattle would be infection free. All the 
parameters are as defined in Section 2.4.1. and the total cattle population is 
normalised to unity. 
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3.16.1 Continuous fixed yield culling - two species 
The system is as follows, v(t) are infective cattle, x(t) susceptible badgers and 
y(t) infective badgers and the culling rate is G badgers per unit time; 
dv 
W- = -v + Rcv(l - v) + r. Uy(i - v), t 
dx ýGx 
T= Kp(x + y)(i -x- y) - rax + K(l - a)y - tcRbXY - UbXV qzq 
x 
t X+y 
dy 'Gy I- icRbXY + UbXV -r qy, dt X+y 
v(0) > 0, x(0) > 0, y(0) > 0, 
where 
and 
x>0 
otherwise 
q, y =I 
y 
0 otherwise 
(3.84) 
to ensure positivity and to remove any potential singularity at the origin. 
Theorem 3.16.1 If the culling rate G> Gý, jt where 
Ge 
(p _ a)2 
,, it = 4p 
(3.85) 
the population of badgers will crash. If G is bounded by Gait >G> G*, where 
G* is defined in equation (3.86), then the infective badgers will be eradicated 
and system (3.84) will display an infection free equilibrium in both species, 
provided that the basic reproductive ratio for infection badgers, Rb < Pb, where 
f? b is defined in equation (3.87). 
We prove this theorem in this section by finding the eigenvalues of the Jacobian 
of the linearisation around the IFE and the condition on G that they are all 
negative. We then show that this same condition on G ensures the non- 
positivity of the endemic equilibrium population of infected badgers. 
Infection free equilibrium and stability 
The IFE is (01 '21p 
((p 
- a) + Vr(T7_a_)T7- 
-4Gp) 
, 0), precisely the same 
for 
badgers as in the single species case. The eigenvalues of the Jacobian of 
the linearisation around the IFE are Al = -r. V((_j= a-F-- 
-4pG, which is al- 
ways negative (for G<G,,. it) and two extremely complicated expressions for 
eigenvalues A2 and A3, both of which are zero for G= G*, where 
G* = 
(p+ 1 -a)(l - Rc)(Rcp+ Rb(p- a) - p- (p- a)(RbR, - UbUc)) 
((Re - 1) A+ P) - UbUc) 
2 
(3.86) 
We consider the situation where Rc < 1, so that in the absence of infective 
badgers there would be no endemic disease in cattle. If &>1 it will not be 
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possible to eliminate the disease by culling badgers only (simulation suggests 
that for R, > 1, G* < 0) 
By numerical simulation we can demonstrate that both of these two eigen- 
values are strictly decreasing in G but we cannot prove this analytically. Thus 
if G> G* then the IFE is stable, provided that G* < Git. We can show, 
again numerically, that the determinant of the Jacobian of the lineaxisation. 
around the IFE is positive for G< G* (unstable equilibrium), negative for 
G> G* (stable equilibrium) and, after reaching a minimum, is not defined for 
G> Gjt. We note, en passant, that G* >0 is always true if there is endendc 
disease, for we require 
UbUc(p - a) - (Rb(p - a) - p)(1 - Rc) > 0, 
which is the same as 
UbUc(P - a) 
= Rb, > 1. R, ) (Rb (p - a) 
: -- -p) 
Here Rb, is the threshold parameter for the unculled. two animal system. We 
found in Chapter 2 that, when one species alone has a basic reproductive ratio 
greater than unity and the other species a basic reproductive ratio less than 
unity - the position we assume here, Rb, < 0. The IFE is only stable for 
0< Rb, <1 
The maximum value of Rb for which G* < Gait, say Pb, is found by solv- 
ing the latter inequality to obtain 
p(l - Rc)(p+2- a) - UbUc(p- (3.87) 
(p - a)(1 - Rc) 
The size of the susceptible badger population for G= G* is io, (obtained by 
substituting G= G* in the expression for the susceptible equilibrium popula, 
tion and noting, in the next section that the infective species reaches zero at 
G= G*) where 
'ýO 
(I - R.: )(p +I- a) 
(1 - R, ) (Rb + p) + UbUC 
(3.88) 
We see that : ýO is decreasing in UbU, and, we also see that 
dio UbUc(P +1- a) < 0. 
dRc ((l - Rc)(Rb + p) + UbUc)ý' 
Thus ; ýO is decreasing in R,, the basic reproductive ratio for the epidemic 
among cattle. Thus the more infective the disease among cattle, or the greater 
the cross infectivity, the larger the numbers of badgers that win need to be 
culled to ehminate the disease. 
Endemic disease state 
We cannot obtain explicit expressions for the endemic equilibrium of system 
(3.84). However, if once more we take t large enough that we can consider the 
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population of badgers to be constant (as discussed in the Introduction), then 
we can substitute 
p-a+ Výýa)7- -4pG 
2p 
and reduce the order of system (3.84) from three to two. 
With a repetition of the analysis in sections 2.5 to 2.7 we examine the geome- 
try of the (v, y) phase plane and the condition that the 6 and the ý nullclines, 
which always intersect at the origin, also intersect again in the first quadrant. 
We find this condition to be G* <G< Gjt, with G* defined by equation 
(3.86) and G,, it by equation (3.85). When G= G*, v=0, y=0 as required. 
Finally, if we compute the spectral radius (II(G)) of the next generation matrix 
we find that G* is the root of H(G) -1=0. 
3.16.2 Continuous fixed rate culling-two species 
The model equations are as follows, for culling proportion H of badgers per 
unit time, with the same variables and parameters as in the previous section 
and assuming that, in the absence of culling, the system would tend to the 
endemic equilibrium. 
dv 
W- = -v + Rv(l - v) + r. Uy(I - v), t 
dx 
T= tcp(x + y) (1 -x- y) - rax + r. (l - a)y - icRbxy - Ubxv - icllx, t 
dy 
+ r. Rbxy + Ubxv - icHy, dt 
V(O) > 0, X(O) > 0, Y(O) > 0. 
(3.89) 
Theorem 3.16.2 If Hrit <H< H*, where 
Hc, it =p -a 
and 
H* = 
UbU, (p - a) + (I - R, )(Rb(P - CO - P) (3.90) 
(I - R, ) (Rb + p) + UbUc 
then system (3.89) displays a stable infection free equilibrium and the endemic 
equilibrium does not exist, no matter what the value of the system parameters. 
If H>H,, it, the population goes to zero as t --+ oo. 
Equilibria 
There are, as usual, three equilibria for system (3.89); eradication, (0,0,0), 
the infection free equilibrium 1- 2+11,0) and the endemic equilibrium. (01 p 
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Existence and stability of equilibria 
The eradication equilibrium is an attractor if H> Hrit = (p - a), while the IFE is locally asymptotically stable if 
UbUc(P - CO + (1 - R, )(Rb(p - a) - p) H,, it >H> H* = (1 - Rc) (Rb + p) + UbUC 
We also obtain the same value for H* from computing the spectral radius 
(II(H)) of the next generation matrix; we find that H* is the root of 
H(H) -1=0. When H= H*, substituting in the expression for the suscep- 
tible population at the IFE we have the same susceptible population size as 
in fixed yield continuous culling, defined in (3.88). 
(1 - R, )(p +1- a) X= 2ý0 - (1 - R, )(Rb + p) + UbUc* 
Although we cannot compute the endemic equilibrium explicitly we can ex- 
press it as 
X,, Y,, (I a+H), v* 
tc(RbT -H- 1)(H +a+ p(IF - 1)) 
P PUbT 
where 91 is a positive root of f (z) =0 where 
f(Z) = Z3KpMRb 
+ 
(pUbRb 
- rpUbU, (l + H) - (nRbP - p(Ub + 2tc(l + H)))Af) Z2 
(I + H) 
(2KMP 
+ Kp(l + H) + pUbRb + ZcPUA - pUb) Z 
-Ptc&(I + H)2 
and where P=p-a-H and M= RbR, - UbU, 
If we, reasonably, assume that the coefficient of Z3 is positive, i. e. that inter- 
species infectivity is greater than intra-species infectivity, the constant term 
being negative we can be sure that there is at least one positive real root, but 
we cannot verify analytically the sign of the coefficient of Z2. If this coefficient 
is positive we have a sufficient (but not necessary) condition that the positive 
root is unique. (We conjecture, supported by numerical simulation, that it Is. ) 
We find (using Maple) that when H= H* both v=0 and y=0 and that this 
is moreover the value of H at which x* =1- '+H =i P 
We can reduce the dimension of system (3.89) by taking t to be large enough 
that we can consider the population of badgers to be constant and substitute 
for the susceptible class, x. Repeating the analysis in Sections 2.5 to 2.7 we 
find the condition that the i) and the ý nullclines, which always intersect at 
the origin, also intersect again in the first quadrant, is H* <H< 11, it. 
3.16.3 Impulsive culling in the two species model 
We are not at this stage able to make any substantive progress algebraically 
with impulsive culling of badgers in the two species model. 
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3.17 Conclusions 
We have shown that both fixed rate culling and fixed yield culling can, provided 
that the culling rates axe within bounds we have established, eliminate the 
endemic disease equilibrium in a variety of models. Fixed yield culling can 
only eliminate the endemic equilibrium, however, in a model with a logistic 
fecundity function without the population crashing if the basic reproductive 
ratio for the system is relatively low, while there axe no such constraints on 
fixed rate culling. Fixed yield culling can also lead to a population crash if the 
rate of culling exceeds a critical upper bound. Fixed rate culling, on the other 
hand, leads to eradication only as t -4 oo. We have shown that impulse culling 
in the one animal SIS model can be analysed in the same way as continuous 
culling and lead to analogous conclusions. The limit of impulsive culling as 
the frequency of culls goes to infinity is continuous culling. We hypothesise 
that this will prove to be true for the other models examined in this chapter. 
Finally we have shown that culling the infected class only may not be an 
efficient way to destabilise an endemic equilibrium. 
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Chapter 4 
Models with a latent class 
Hitherto, we have essentially been concerned with SIS models, where animals, 
once infected, become immediately infectious. In practice however, we need 
to consider a latent period when modelling a disease such as tuberculosis 
in badgers; research suggests that this period averages three to five months. 
There are essentially two ways to model a latent compartment; we may specify 
that the length of the latency period is a continuous random variable with a 
given distribution, or that it is constant. In this chapter we consider SEIS 
models (where we traditionally use E (for Exposed) as the symbol for the 
latent compaxtment) using both approaches. 
4.1 Exponentially distributed latency period 
We continue to use the same assumptions as we made when considering the SIS 
model of system (2.1), except that we now introduce a latency period, when 
the animal, although infected, shows no symptoms and is not infectious. We 
consider the length of the latent period to be exponentially distributed with 
mean (See Section 2.1 for a description of the exponential distribution. ) 
While a more accurate model would consider explicitly the "disease age", the 
time since first infected, the exponential distribution is a widely used method 
of modelling a latency period and has the merit of simplicity. 
4.1.1 The SEIS model 
We use the following model, based on the models described in, for example, 
[8], [30], [11] and [2 1], where S, E and I are susceptible, latent and infectious 
classes respectively, a is the death rate, -y the recovery rate, r the raw birth 
rate and C the carrying constant for the enviromnent; 
dS 
= r(S+E+I) 1- 
S+E+I) 
- PS - ßsI +, YI, -7t c dE I 
= OSI - (tc +, u)E, 
L=r. 
E - (, u + 7t dt 
S(O) > 0, E(O) ý: 0,1(0) ý: 0S+E+I=N. 
We assume, as usual, that the system is initially at an infection free equi- 
librium and that at t=0 an infective is introduced to the system. There 
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are no additional deaths due to disease in this model. All the other model 
assumptions are as already discussed in Chapter 3. 
4.1.2 Positivity 
Lemma 4.1.1 S(t), E(t) and I(t) are non negative for all t :ý0. 
We prove this lemma by contradiction; let us assume that S(O) > 0, E(O) > 
0,1(0) >0 and that one or more of S(t), E(t) or I(t) become negative for 
some t>0. 
Suppose that the first of the three state variables to reach zero is S and this 
happens when t= t* > 0. Then 
dS 
r(E + 1) 1_E+I+, YI >0 Tt c) 
by assumption. (As explained in Section 3.1, we define the fecundity func- 
tion to be always non-negative. ) Thus, by continuity of S(t), S(t) <0 for 
some 1< t*. Hence we contradict the assertion that t* was the first time that 
S(t) = 0, so we mil t have S(t) >0 for all t>0. The same argument evidently 
applies to the other two state variables mutatis mutandis. Thus none of the 
three variables can be the first to go negative. 
We are still left with the need to exclude the possibility that two or more 
of the state variables go to zero simultaneously. Let us assume that S(t), E(t) 
and I(t) all reach zero for the first time at t= t* > 0. Let i= t* -t and let 
us shift the origin and introduce a new function ý(t), defined by 
s(t) = s(t* -0=, ý(O, 
and likewise for E(t) and I(t). Then 
d, § dS dt dS 
J ý-- Tt *Tt -'ý -Tt 
and, once more, likewise for E(t) and I(t). We can thus write system (4.1) in 
terms of the new variables as 
d, § +. t + 
C A§ +'Y 
dE dI 
Tt (n +, U). tj Tt [nt + 
. ý(0) = 0, t(0) = 0, ! (0) = 0, since S(t*) = 0, E(t*) =0 I(t*) = 0. 
The unique solution of this system is 
A4 -=0 
i> 0. = 0,44 0, i(tý 
However, S(t), E(t) and I(t) should all be strictly positive for t< t* and 
therefore we should have 
. 
ý(t) > 0, t(t) > 0, i(t) >0 for i>0. 
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This contradicts the uniqueness of solutions of an o. d. e. Thus all three state 
variables cannot reach zero simultaneously. 
To show that E(t) and I(t) cannot both reach zero simultaneously, we deploy 
the same argument applied just to these two variables to obtain a contradic- 
tion. 
If S(t) and E(t) were both to reach zero for the first time simultaneously 
at t= t* we would have 
dS 
rI(l - 
I)+ 
-yl > 0, Tt Zý 
which leads to the same contradiction as we found at the beginning of this 
section. This argument can also be deployed to show that S(t) and I(t) can- 
not both go to zero simultaneously. 
Thus we have shown that the state variables are positive for all t>0.0 
Boundedness 
Our solving directly the differential equation for N=S+I+E in Section 
4.1.3 and the positivity of the state vaxiables proves that S(t), E(t) and I(t) 
are all bounded from above and system (4.1) is well posed. 
Theorem 4.1.2 System (4.1) has three equilibria; eradication, an infection 
free equilibrium and an endemic equilibrium. The eradication equilibrium is 
unstable if r> IL. If Ro < 1, where 
Ro = 
icCO(r -, a) (4.2) 
r(p + -t)(p + 
the infection free equilibrium is globally stable. If RO >1 the endemic equilib- 
rium exists; whenever the endemic equilibrium exists it is locally stable. Thus 
system (4.1) has two transcritical bifurcations. 
The following two sections contain the proof of this theorem. 
4.1.3 Eradication equilibrium 
At (0,0,0) the eigenvalues of the Jacobian of the linearisation are 
AI, l ýr- Pt A1,2 ý-- -(P +4A1,3 ý-- - (P 10 - 
If jA >r then the eradication equilibrium is globally attracting. We can see 
this by solving 
dN V 
rN 1-E uN, N(O) = No, Ft 
( 
C)- 
to obtain 
N(t) = 
NoC(r - A) 
rNo + e-(r-P)I(C(r - rNo)' 
If IA >r then as t -+ oo N(t) --+ 0, while if u<r then as t- 00 
N(t) -+ 
C('r 0), which is the size of the infection-free susceptible population. 
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4.1.4 The infection free equilibrium 
This equilibrium exists, provided that r>u, at (N*, 0,0) where we define 
C(r -, u) N* =. Lineaxising system (4.1) around this equilibrium we find the 
eigenvalues of the Jacobian to be 
A2,1 ý-- -AI, l 
A2,2 ý -I- 
(-r(, 
u + y) - r(ju + n) + Vr2(, y - r. )2 2r + 4C#tcr(r -, u) 
A2,3 ý Tlr 
(-r(, 
u + -f) - r(/, t + n) - 
Vr2(, y - K)2 + 4C, 3tcr(r -, u)) 
Clearly A2,1 and A2,3 are both negative. The condition that A2,2 <0 is that 
Ro = 
r. CP(r - it) 
- 
ON*r. 
< 
r (p + -y) (it + n) (, u + -f) (p + tc) 
Thus the infection free equilibrium is locally asymptotically stable if Ro < I. 
Global stability of the infection free equilibrium If Ro <I 
Theorem 4.1.3 The infection free equilibrium of system (4.1) is globally sta- 
ble if RO < 1, where RO is defined in (4.2). 
We make use of the well-known Fluctuation Lemma, which we state without 
proof (see [5] for example). 
Lemma 4.1.4 If f: R --+ R is differentiable and if 
L=llminff(t) <lim sup f(t) t-oo týoo 
then there are sequences f sj}j'fj and f tj}jIf 1, such that, for all i, S= %= 
f'(si) = Pti) =0 
and 
4m f (SO 4m f (ti) 
S-00 1-00 
Remark 4.1.5 We recall the definition of lim sup and bminf. The limit in- 
ferior of a sequence fxn}n"o=l is defined as 
lim inf x= sup inf x.. = sup{inff x,: m2 n1: n: ý 01 
n-oo n>o m>n 
while the limit supeHor of {x,, }n%l is defined as 
limsupx=inf supxm=inf{sup{xm: m2: nI: nk»01. 
n-oo nýO fn>n 
Thus Eminf,, -,,. x,, _< 
Iimsup,,,.. X,,, with equality only if Iimn-oo{xn)nOO=I 
exists. 
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In the following proof we denote lim supS(t) with equivalent definitions 
t1o 
for R and 1 and liminfI(t) L and equivalently for E. We recall that we tý00 have already proved that N, S, E and I are non-negative and bounded from 
above. Using the above lemma, we can find a sequence isililt, such that 8= lim,,, I(si) and F(sj) =0 and write, from the third equation of system 
(4.1), 
r. E(si) - (p + -y)I(si) = 0. 
Let c>0 be chosen arbitrarily. Then there is some t, such that E(t) :52+e 
for at>t, Moreover there is some io >0 such that i> io ==: ý si > t,. Thus 
for any i> io we have 
K(B + 6) - (ju +'Y)I(si) 2: r. E(si) - (ju +'Y)I(si) = 0. 
If we let i --+ oo then 
K(B + C) - (, u -Y)r 
and if we now let c --+ 0 then 
KE - (ja + -Y)! > 0, so 
1: 5 KE , 
(4.3) 
m+ lf 
We can also find a sequence Jsj}jctj such that llmjý,,. E(si) and E(sj) =0 
and write, from the second equation of system (4.1), 
ßS(si)I(si) - (p r. )E(si) = 0. 
Let c>0 be chosen arbitrarily. Then there is some t, such that I(t) < I+ e 
for all t>t.. Moreover there is some io >0 such that i> io ==* si > t, Thus 
for any i> io we have 
, CS(si) (I + e) - (ju + r. )E(si) - 
(Ii + r. )E(si) =0 
and therefore, since N(t) = S(t) + E(t) + I(t) and the state variablcs are all 
non-negative, 
#N(sj) (I ++ tc)E(si) > 0. 
Our having solved the o. d. e. for N(t), with limt,,,. N(t) = N* allows us to 
state that, as i --+ oo 
ßN*(! + e) - (P ic)2 
If we now let c-0 then 
ON*I - (ja + r. ) 2 
We can combine (4.3) with the the above inequality to obtain 
(ON*n 
_ (, o Ic 1A + -f 
)) ý, 
which is the same as 
2(Ro - 1) ý: 0, 
where RO was defined in equation (4.2). Since our assumption is that &<I 
then 2<0. 
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However, we have shown that E(t) ý! 0 for all t ý! 0 so that E>0. Since by 
definition f :5E we must have E=2=0 for RO < 1. If E=0 then we see 
immediately that 1<0 from inequality (4.3) and the same argument leads us 
to I =. T = 0. 
Finally, by definition of N* we must have S=S= N*. Thus we have proved 
the global stability of the infection free equilibritun for RO < 1.13 
4.1.5 Endemic equilibrium 
System (4.1) has an endemic equilibrium with 
+ u)(, u + -Y), E* = 
11 + 21*, 
'3K K 
r. CO(r -, u) - r(n +, u) (ju + 
(4.4) 
rO(, u + te + -f) 
We see immediately that the condition for I* >0 is A) > 1, where Ro was 
defined in equation (4.2). 
The eigenvalues of the Jacobian of the linearisation of (4.1) about the en- 
demic equilibrium axe 
Al =p-r, 
A2 =1 
(n + 2, u + -y +, 31* + N/(r 2 
1 A3 ý -ý 
(te + 2, u + -y + PI* - ýI(r. -, y)2 -, OI*(2-t + 2r. -, 01*) + 4,3S*Z) 
Clearly A, <0 and A2 < 0. The condition that A3 <0 is that 
> osr. - (A + -Y) (A + r. ) fl(r. +A+ -Y) 
Substituting the value for S* calculated in (4.4), the above inequality reduces 
to I* > 0. Thus we have shown that the endemic state is asymptotically stable 
whenever it exists. 0 
4.2 Fixed length of latency period 
In this section we change a key assumption in the model we used in the last 
section, we now have a fixed length latency period, r such that, for an animal 
infected at t=0, the probability of being in the latent class at time t, Pt(E), 
is 
Pt(E) 1 t<, r 0 otherwise. 
We assume from now on that r>p, so that the eradication equilibrium is a 
repeller. 
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The delay model 
We can thus amend (4.1) as follows to produce the following system 
dS(t) 
r(S(t) + E(t) + I(t)) 1- 
S(t) + E(t) + I(t) 
ASW dt C 
-, as(t)I(t) +, YI(t), 
dI(t) 
e-iz'r, 8S(t - r)I(t - r) + dt (4.5) 
t 
E(t) )3S(O)I(O)e-l'(t-8)dO, 
t-r 
S(O) > 0,1(0) ý2 0, E(O) ý: 0 for 0E [-, r, 0], 
S(O) >0 E(O) ý! 0,1(0) > 0. 
The death of susceptibles who become infected but die before they reach the 
end of the latent period is represented by the factor e-, "' in the second equation 
in system (4.5). The expression for E(t) equals the total number of individuals 
that acquired the infection at a time between t-r and t and are still alive 
at time t. If we differentiate E(t) with respect to t we obtain a third delay 
differential equation; 
dE(t) 
= PS(t)I(t) - e-ArPS(t -, r)I(t -, r) -, uE(t). dt 
For convenience we normalise the system with 
8(t) = 
f(t), 
f(t) = 
E(t), (t) = 
I(t), 
n(t) = 
N(t), 
PC, 
CCCC 
to give us, removing the caret from 
ds(t) 
-- = r(s(t) + c(t) + i(t)) (i - (s(t) + c(t) + i(t))) dt 
-lis(t) - PS(t)i(t) + -ti(t), 
df (t) 
T- = Os(t)i(t) - t (4.6) 
di(t) 
+ -t)i(t), ý-t 
s(O»0, iE(O)ý: 0, i(O)k0 for OE[-T, 0], 
s(0) >0 e(0) 2: 0, i(0) > 0. 
4.2.1 Positivity and boundedness 
Proposition 4.2.1 All the state vaHables of systern (4.5) are non-negative, 
subject to the initial conditions of equation (4.5). 
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We develop the proof of the proposition here; the results apply to all the delay 
models we use for the remainder of this chapter. 
The fecundity term in the differential equation for S(t) contains E(t), but 
we have defined this term to be non-negative for all values of the state vari- 
ables. Thus we can consider the first two equations of system (4.5) only and 
prove the positivity of S(t) and I(t) by applying Theorem 5.2.1 on p 81 of 
Smith, [49]. In the first equation of (4.5) if S(O) =0 and I>0 then S' > 0, 
while in the second, if 1(0) = 0, given that S(-r) ýt 0 and I(r) 2: 0 we have 
F>0 and thus we can conclude that S(t) 2! 0 and I(t) 2: 0 for all t>0. The 
positivity of E(t) follows immediately from the form of the expression in the 
third equation of (4.5), the integral of a positive function. 13 
Theorem 4.2.2 System (4.6) has an infection free equilibrium which is glob- 
ally stable if Roe-A' < 1, where RO is defined as 
Ro = 
On* (4.7) 
1A + -1 
and n* is the equilibrium total population. If &e-, " >1a stable endemic 
equilibrium exists and the IFE is unstable. System (4.6) displays a transcritical 
bifurration with parameter Roe-A'. The endemic equilibrium is eliminated and 
the IFE becomes stable forr > In RO. 
4.2.2 The infection free equilibrium 
System (4.6) has an infection free equilibrium (i - R, 0,0) if p<r. If we put r 
X(t) = S(t) - (i - 
t! 
') , YM = f(t), Z(t) 
and substitute in system (4.6) we obtain, after simplification and ignoring 
non-lineax terms, the linearised system 
dx(t) 
-it- = (2ji - r) (x(t) + y(t) + z(t)) -jux(t) -r+ -yz(t) 
dy(t) 
=0 
((1 
- 
E) (z(t) - e-l"z(t - r)) - py(t) 
(4.8) 
dt r 
dz(t) 
'6z(t -r 
'I 
e-A' - (A + 
where x(t) may be positive or negative but y(t) >0 and z(t) >0 to correspond 
with physical reality. 
Lemma 4.2.3 The infection free equilibrium of (4.6) is globally stable if 
&e-ý" < 1, where RO is defined in (4.7). 
The third equation of (4.8) is decoupled, we now use a theorem from Ruang, 
[41] which we state as follows: 
Theorem 4.2.4 If fi = au(t - 7-) - bu(t), where a, b are constants with b> 
a>0 and u(t) > 0, then u(t) -* 0 as t --* oo. 
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Remark 4.2.5 To illustrate this theorem we linearise it = au(t - r) - bu(t) 
around the equilibrium u=0 and look for solutions of the form u(t) = uoekt, 
obtaining the characteristic equation 
A+b= ae-Ar. 
It is straightforward to show that if b>a>0 then no solutions can exist for 
Re(A) > 0. 
In the case of the third equation of (4.8) we can apply this theorem to state 
that if 
(r 
ru) 
e-, "' <u+y, 
i. e. Roe-A' < 1, then lim Z(t) = 0. In this case we must also have y(t) -0 t 00 from the second equation of (4.8) and, provided that it < r, we have x-0 
from the first equation. 0 
We now consider the sign of the roots of the characteristic equation arising 
from system (4.8), which is 
+r- M)(, \ + p)(, \ - n*ße-(4+\)' +ja +, y) = 0. (4.9) 
The necessary and sufficient condition for stability is that Re(A) < 0. The 
first two factors of (4.9) give negative roots, so the stability of the IFE thus 
depends entirely on the behaviour of 
P(A) =A+1- Roe-(, u+\)r. (4.10) A+y 
As a function of a real number \, it is clear that p(. \) is increasing. Also note 
that p(A) >0 for A real, large and positive, while p(A) <0 for A real, large 
and negative. Therefore the equation p(A) =0 has a unique real root ro. It 
also has complex roots, but we prove that the real root ro is dominant. 
Let A=x+ iy be a complex root so that p(x + iy) = 0. Taking the real 
part of (4.10) with A=x+ iy gives 
f +1-Roe-(A+-T)'cosyr 
+ It 
- 
Also, p(ro) =0 therefore p(x) :5 p(ro). Since p is monotone increasing 
it 
follows that x5 ro so that the real root ro is dominant as claimed. We 
therefore consider only real roots of (4.10). 
Proposition 4.2.6 If Roe-A, where RO is defined in equation (4.7) is less 
than unity then there is a unique negative real root of p(A) = 0, where p(A) is 
given by equation (4.10), while if &e-A' >1 there is a unique positive root. 
We have shown that there is a unique real root of (4.10). We have p(O) = 
I- Roe-A'r, Thus the root will be negative providing that Roe-"' <I while, 
conversely, if Roe-PI > 1, the root is positive. 13 
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Finally we note that a unique positive real root can only exist if &e-, " > 1, 
equivalently -r < -1 ln RO. Thus, if the latent period is very long, the IFE will JA 
be stable no matter how virulent the disease. In practice, since I is the aver- JA 
age life expectancy of the animal this inequality would only be meaningful if 
RO were close to unity. Thus if RO = 1.5, then the latent period could be as 
much as 40% of the animal's average lifespan without the positive real root 
disappearing. 
Global stability of the IFE 
Proposition 4.2.7 If Roe-, "' < 1, where RO is defined in equation (4.7), the 
infection free equilibrium of system (4.6) is globally stable. 
Since s(t) is bounded from above by max(s(O), n*) we must have 
lim sup s(t) < n*. 
týoo 
Given c>0 there exists t, >0 such that s(t) :5 n* +c for t> tc. 
We have shown that i(t) >0 for i(O) > 0. The third equation of (4.6) is 
di(t) 
= e-prOs(t - r)i(t -, r) - (ji + -f)i(t). ý-t 
We choose c>0 sufficiently small that 
e-, ", O(n* + E) 14 +, y, 
which is possible because we assume that < 1, the condition that the A It 
endemic equilibrium does not exist. For this e there exists a t, >0 such that 
s(t) :5 n* +c for all t ý: t,. 
Thus it follows that for t> te +r we must have 
di 
7- <e- t 
Since the delay term has a positive coefficient, a non-negative function i(t) 
where satisfying the above inequality will be bounded from above by t 
satisfies the following equation 
di 
-y)'(t) Tt e "'P(n* + c)il(t -, r) - (, u +z 
'(t) satisfies the same initial conditions as i(t). and z 
Equation (4.11) is now in a form which allows us once more to apply The- 
i(t) -0 as t --+ oo. orem. 4.2.4. Since e-PIP(n* + e) <p+ -y, it follows that t 
Hence it also follows that i(t) --+ 0 as t --+ oo. Thus we have proved that the 
infection free equilibrium is globally stable if Roe-P" < 1.13 
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4.2.3 The endemic equilibrium 
Proposition 4.2.8 If Roe-, ` > 1, where Ro is given by (4.7) a stable en- 
demic equilibrium exists for system (4.6). 
There is an endemic equilibrium for system (4.6), (s*, e*, i*), at 
ße_PT 
1A) - r(, u + -y)) (1 - e-, ")(, u + 
(4.12) 
, Or (-y(l - e-, uT) +, u) 
(, 
3e--u'r(r -, u) - r(, u +, y)) 
Or (, y(l - e-11r) +, u) 
For i* and c* to exist we must have, 
, 3(r -, u)e-11" On*e-Pr 
r(ju + y) /Z + ly 
Thus we have proved that Roe-J" >I is a necessary and sufficient condition 
for the existence of an endernic equilibrium. 0 
Linearising system (4.6) around the endemic equilibrium leads to intractable 
algebra. As discussed in the Introduction, we can reduce the order of system 
(4-6) by taldng t large enough so that the total population is constant and 
thus substitute for the latent class in terms of the others. 
We thus obtain, for sufficiently large t, 
ds(t) 
--ý-t =A 
(i 
- 
E) 
- AS(t) - ps(t)i(t) + -yi(t) r 
di(t) 
dt 
We now substitute x=s-, 9* and y=i- i* into these equations, substitute 
the known quantities for s*, i* from equation (4.12), linearise and then look 
for solutions of the form x(t) = ajeAt, y = a2e'xt. Simplifying and finding 
the conditions for a non trivial solution for al, a2 we obtain the characteristic 
equation for the linearisation at the endemic equilibrium, namely 
f(, \) = \2 + A(, \), \ + D(A) = 
where we define A and B as the following functions ofA; 
A(A) (, u + y(l - e-, ul) + 
B(A) =, u(, u + -y)(1 - r0f(l - -Pr) + 
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Proposition 4.2.9 If Roe-A' >I equation (4.13) has no positive real roots 
and we conjecture that (4.13) has at least one negative real root. 
We prove this proposition in the following manner, assuming that the real 
root of f (A) =0 wiH be dominant. Now lim f (A) = +oo and f (0) A +00 
B(O) = 
E(, 
u+-y)(Roe-A7'- 1), which is positive for &e-, " >1. We consider r 
sgn(f'(A)) for A>0; 
f'(A) = 2A + AA'(A) + A(A) + B'(A). 
If f'(A) >0 for A>0 we can exclude the possibility of positive roots for 
Roe-A' >1. By inspection A(A) >0 for A>0 whatever the value of &>0. 
A'(A) = -reA(, u + -y) > 0. Finally 
B'(A) ++ u-y-re-("+, 
\)'(, u + -y)(Roe-ý" - 1) 
r(-y(l - e-A7*) + p) 
and we see immedia ely that Roe-, ` >1 is a sufficient condition for B'(, \) > 0. 
Thus we have shown that f'(, \) >0 for aJ1 A>0, hence excluding the possibil- 
ity of positive roots. Conversely, if Roe-, u'r <1 then the endemic equilibrium 
does not exist. 13 
We cannot prove analytically that there is at least one negative root for (4.13) 
for Roe-, ` > 1, although simulation suggests that there is. Thus if Roe-Ar >I 
the endemic equilibrium exists and is locally stable. 13 
4.3 Criss-cross infection with fixed delay 
As a preliminary to our considering the two animal system with inter- and 
intra-species infectivity, we analyse the simpler system with criss-cross infec- 
tion only. We simplify matters further by utilising the simple recruitment 
function of Chapter 2 rather than the logistic fecundity function. Finally we 
ignore the latent classes since, with this simple recruitment function, we can 
decouple the differential equation for these classes from the rest of the system. 
We thus have the following model, with all of the variables, parameters and 
all other assumptions as for system (2.1), except for the fixed latency periods 
, r,, and n for cattle and badgers respectively, 
dS, (t) 
dt = 
Ac - ßeSc(t) - 4bcSc(t)Ib(t) + 'teIe(t)9 
dI, 
, 
(t) 
= e-Pc'cebcS, (t - rc)Ib(t - rc) - (-tc +, uc)Ic(t), dt 
dSb(t) 
= Ab - ßbSb(t) - eebSb(t)Ic(t) + 'tbIb(t)9 
(4.14) 
dt 
dIb(t) 
= e-gbTbZebSb(t - Tb)Ic(t - rb) - 
(Yb + ßb)Ib(t)9 dt 
Sc (0) > 0, Ic (0) > 0, Sb (0) > 0, Ib (0) >00E f- max(rb9 rc} t 
0]. 
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The mass action terms express the fact that a cow which is exposed to an 
infective badger at time to will itself become infective at time to + -rc while a 
badger exposed to an infective cow at time to will itself become infective at 
time to+ 7-b. We find that there axe two equilibria, the infection free equilibrium 
and the endemic state. 
Theorem 4.3.1 The infection free equilibrium of system (4.14), which is 
A, 0, AA, 0) , is locally stable if 
Roe-(IAC'rc+AbTb) <1 where 
( 
jAc Ab 
Ro 
- 
6cýcbA, Ab 
PblLc (Ac + 'Yc) (ILb + 7b) 
If &e-(AC7'c+, UbTb) >1 then a locally stable endemic equilibrium exists and the 
IFE is unstable. 
We prove this theorem in the Mowing two sections. 
4.3.1 Infection free equilibrium 
There is an IFE of system (4.14) at (-A, 0, 
Ak, 0). If we make the substitution PC Ab 
tl(t) ý SC(t) : 
Lc b 
9 V(t) ý-- 
IC(t)l X(t) ý-- Sb(t) - : 
Lq 
Y(t) ` MOP 
PC Pb 
in system (4.14), simplify and ignore any terms higher than first order, we 
obtain the linearisation of system (4.14) around the infection free equilibrium 
as 
du(t) 
jt = -ILu(t) - K, ýby(t) + -jv(t), 
dv(t) 
KCbcy(t - 7-,, )e-t'c'c - (Itc + yc)v(t), 
dx(t) 
-'ý-t = -AbX(t) - KbC6v(t) + -yby(t), 
dy(t) 
ýt- = KbCcbV(t - 7b)e Jubrb - (Ab + 'Ib)Y(t)i 
where K, = -A, Kb = -AA. We now look for an Ansatz of the form jAc A 
At At At At u(t) = cle , V(t) = C2e , X(t) = C3e , Y(t) ý CO . 
Making this substitution, we write the linearisation in the form. Alc = 0, where 
C= (Cl, C2, C3, C3)T and 
-ILC lye 0 -Kc6c 
0 (, UC m=, 
+ -Y, ) -A0 
0 -KbCcb -JUb -A 7b 
0 KbCcbe-(t'b+, \)7b 0-(, Ub + 'Yb) 
The condition on A such that c is not identicaBy zero, is that det(Al) = 0. 
This gives us the characteristic equation of (4.16), O(A) = 0, where 
O(A) ý (A + A. ) (A +dub) (, \ 
2+ AA + B(A)) (4.17) 
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and where 
PC + 'Yc + lZb + 'rbi 
B= Olc + 11c)(Ab + ^fb) - KcKbýcbCbce-(Iuý'r"+lu6rb)e-(rc+n)'. 
The are two real negative roots, A=-, u, and A= -Ab for (4.17). The 
interesting behaviour of 0 results from the properties of the third factor of 
O(A). 
Proposition 4.3.2 If Roe-(/Acrc+Abrb) <I (where 9) is defined in (4.15)) 
equation (4.17) has no real positive roots and at least one real negative root. 
We see that A>0, while B>0 for A>0 and 
K, KbGb6c 
< 
(Ac + 'Yc) (Ab +Tb) 
We recognise the above expression as RO for the criss-cross SIS model in Chap- 
ter 2 which was defined in equation (2.8). Thus for Ro < 1,0(0) >0 and 
lim o(A) = +o0, lim 0(, \) = -00. 
Moreover, 
dO 
A >0 VA>O, TA 
since all the individual terms of the derivative are positive. There must thus 
be a unique negative root for RO < 1. In fact this is a sufficient condition only, 
the necessary and sufficient condition being that 
K, KbGbýbe - 
(Ac rc +lAb 7b) (4.18) 
(Ac + Ub) (Tc + 10 
< 1, 
Conversely, if &>1,0(0) <0 and there is a unique positive root. 
Moreover, we observe that the second and fourth equations of system (4-16) 
are decoupled from the first and the third. If we axe able to demonstrate that, 
under certain conditions, v(t) and y(t) --+ 0 as t -+ co then it must follow from 
the form of the first and third equations that u(t) and x(t) -0 as t- oo and 
the IFE is linearly stable. The reduced system is 
dv(t) 
T- = K, 6cY(t - TC)e-lucre - (, Uc + lyc)v(t), t 
dy(t) 
= Kbýcbv(t - rb)e-iAb7b - 
(Ab + llb)Y(Ov ýt 
which is clearly cooperative and thus we May use Theorem 5.5.1 of Sn-, Lith [49] 
which allows us to conclude that the principal eigenvalue of (4-19) is real. The 
characteristic equation associated with this system is \2 + A(A)A + B(A) = 0, 
the third factor on the right hand side of equation (4.17), which we have al- 
ready analysed in this section, shows that for RO > 1, v(t) -0 and y(t) --+ 0 
as t -4 oo.. 
Thus, &, defined in (4.18) determines the local stability of the IFE. This 
proves the proposition. 13 
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4.3.2 Endemic equilibrium 
There is an endemic eqaibriurn for system (4.14) with 
Sb* ýAb+N 
Ib* 
sl*ý: = 
A, +, yI, * 
Ab + GbIc PC + Cbclb* 
I11 
b* Cbc 
4, ý, bA, Abe-(Ac'c+)'6'b) - 
Glb + 7b) (Ac + 'Yc) - &bAe-ybe- 
(, Ub + 'Yb) (Pc + 'Yc) 
- e-P, 'r- (1-lb + 'Yb) (ILc^fc - CcbAc) 
I*=1 
(JUc + 7c) (JUb + 7b) - CbcAb^fce- 
(ßc + 'Yc)(#Ub + 'fb) 
- e-ßb7b (jaC + 'fc) (Pb'lb - ebcAb) 
We see immediately that I. and Ib axe only positive for 
Roe-(A-T. +, Ub1-b) > 1, SO 
this is the necessary and sufficient condition for the existence of the endemic 
state. 
Conjecture 4.3.3 The endemic equilibrium state of system (4.14) is stable 
if it exists; if the endemic equilibrium exists the IFE is unstable. 
We have already demonstrated that the IFE is unstable for &e-(Oc"+'"1'0 > 
1, where 14) is defined in equation (4.15), which is the condition that the en- 
demic equilibrium exists. It remains to be shown analytically that the endemic 
equilibrium is stable whenever it exists, numerical simulation suggests that it 
is. 
4.4 Two species with inter- and intra-species infec- 
tivity and fixed delay 
The model equations are as follows with S, E and I susceptible, latent and 
infective classes for cattle (subscript c) and for badgers (subscript b) and all 
the parameters have already been defined in this chapter. We continue to use 
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a constant recruitment fLmction for simplicity. 
dS, (t) 
-= Ac - lic PAMMO - Cb, Sc(t)lb(t) +'Yclc, dt 
Sc(t) 
dE, (t) 
dt = 
OcSc(t)l'c(t) + 6A(t)lb(t) - e-Aý'rc6c&(t - 'rc)Ib(t - Tc), 
-e-",: 'r-, 8cS, (t - rc)lc(t - -rc) - ucEc(t), 
dI, (t) 
=e Ac7cýbcSc(t - r, )Ib(t - r4c) + e-, uc'rOpcSc(t - src)lc - rc) dt # 
-(-Yc + 1, C)IC(t), 
dSb(t) 
dt 
Ab - #ubSb(t) - 
ßbSb(t)Ib(t) - eobSb(t)Ic(t) + '(bIbg 
dEb(t) 
dt = 
ObSb(t)lb(t) + CcbSb(t)Ic(t) - CAMCCbSb(t -, rb)l c 
(t -, rb) 
-e-Ilb7*b, 8bSb(t - rb)jb(t - 7b) - AbEb(t)q 
dlb (t) 
= e-AbrbeCbSb(t - n)IC(t - I-b) + e-PbrbpbSb(t - 7, b)lb(t dt 
-Olb + ^lb)Ibi 
N, (t) = Sc, (t) + E, , 
(t) + 1, (t), Nb W= Sb (t) +A (t) + lb (t) o 
Sc(O)>O, Ec(O)>O, lc(O)>O, Sb(O)>O, Eb(O)>O, lb(O)>O, OE[-7,01. 
(4.20) 
Proposition 4.4.1 A sufficient condition for the infection free equilibrium of 
system (4.20) to be linearly stable is that Rb < 1, Rc <I and R2 < 1, where 
R2 is defined in equation (4.26). 
Conjecture 4.4.2 A necessary and sufficient condition for the infection free 
equilibrium of system (4.20) to be linearly stable is that fZ2 < 1, where P2 is 
defined in equation (4.25). 
Positivity and boundedness 
We utilise Theorem 5.2.1 on p 81 of Smith, [49) to verify that each of the 
six state variables in system (4.20) is non-negative for all time, provided that 
it starts non-negative. This, together with the definition of Nc(t) = Sc(t) + 
Ec(t) + Ic(t) and Nb(t) = Sb(t) + Eb(t) + lb(t), which gives us differential 
equations 
dN, (t) 
= 
b(t) Ac - pN, (t) and 
ýN-- 
= Ab - AbNb(t)s dt dt 
(4.21) 
which we solved in Chapter 2 to show that 
lim NC(t) = : 
ýc-, 
and ]im Nb(t) = 
Ab 
t oo PC t-oo Ilb 9 
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ensures that each of the state variables is bounded from above. 
Non-dimensionalisation and linearisation 
To simplify the analysis we can ignore the differential equations for E, (t) and 
Eb(t), since they can be obtained from the other two differential equations 
for each species of equations (4.20) and (4.21). We non-dimensionalise system 
(4.20) with the following scheme, where N,: * and Nb* are the equilibrium 
populations of cattle and badgers respectively. 
S" IV Sb A 
VWMb Y*- '' Nb* 
AC Ab k Ab 
+ 'Yb 
ac = 
11C + 'YC 
ab = Tb- + 'Yb 11C + 7C, 
Ub = 
N, *ýcb 
Uc = 
Nb*6c 
Rc 
N, * 0, 
, 
Rb 
Nb* Ob 
'UC + -/C Ab 
+ 7b 'UC + -/C tub + 7b' 
GIC + 10t, 4= (Ac + 707b, C= 
(JUC + 707- 
to give us, once we remove the carets, the model equations: 
dv(t) 
dt ac(l - v(t)) + w(t)(1 - ac) - 
Rcv(t)w(t) - Wcv(t)y(t), 
dw(t) 
Tt- -w + e-"c'-Rcv(t -, rc)w(t - 7-c) + ke-"c'cUcv(t -, rc)y(t -'rc), 
dx(t) 
dt = 
kCtb(l - x(t)) + ky(t)(1 - Cfb) - kRbX(t)Y(t) - ub-ý(OW(Ot 
dy(t) 
-k*b'16UbX(t - rb)W(t - Tb), ýt- =_ ky(t) + ke-kC1b7bRbX(t - 7100 - TO +e 
V(O)>O, w(O)>O, x(O)>O, Y(O)>O, OE[-Max{Tbt'rc}, Olt 
V(O) > 0, W(O) ý! 0, X(O) > 0, Y(O) > 0. 
(4.22) 
If we make the substitution 
p(t)=v(t)-v*, q(t)=w(t)-w*, r(t)=x(t)-x*, s(t)=y(t)-Y*, 
where (v*, w*, x*, y*) is any equilibrium solution of system (4.22), simplify and 
consider only first order terms, we obtain the linearisation of system (4.22) 
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around a general equilibrium; 
dp(t) 
, I- 
= -ap(t) + q(t)(1 - a, ) - R, (v*q(t) + w*p(t)) - Uk(v*s(t) + y*p(t)), t 
dq(t) 
T-- = _q(t) + e-", rcR, (v*q(t - -r, ) + w*p(t - r, )) t 
+ke-11ý", U, k(v*s(t - -r, ) + y*p(t -, r, )), 
dr(t) 
-= -kabr(t) + ks(t)(1 - ab) - kRb(x*s(t) + y*r(t» dt 
-Ub(x*q(t) + w*r(t)), 
ds(t) 
ýt- = _kqs(t) + 
ke-kabbRb(X*S(t 
- 7ý) + y*r(t - rb)), 
+e-kOlbTbUb(x*q(t -, rb) + w*r(t - n)). 
Now we assume an Ansatz of the form 
At At At p(t) = cleAt, q(t) = c2e , r(t) = c3e , s(t) = c4e 
and substitute into the linearised system (4.23). 
The infection free equilibrium 
(4.23) 
If we consider the IFE, which in non-dimensionalised terms is (v, w, x, y) = 
(1,0,1,0), then the condition that there is a solution to the linearised system 
(4.23) which is not identically zero can be written in matrix form as Aft = 0, 
where c= (C1, C2, C3, C4) T and M is given by 
-ac -AI-a, - Rc 0 -kU,, 
0 -1 + e-('c+A)cRc -A0 ke-(*c+A)IcUc 
0- Ub -kab -A k(l - Cfb - Rb) 
0 e-(kclb+X)TbUb 0 -k + ke-(kllb+-\)'bRb - A) 
(4.24) 
We compute the next generation matrix in the same way as in the Introduction 
and can hence define the basic reproductive ratio for this two-animal SEIS 
system as P2 where 
P2 1 (Re-c'c + Rbe -kCkbl'b) 
2 
(4.25) 
+ Rbe-kabn)2 + 4UcUbe-Oc'rce-kObn', 
which bears an evident resemblance to Rb, defined in equation (2.16): each 
of the basic reproductive ratios for the infection processes is multiplied by a 
factor representing the death of infected animals while still in the latent com- 
partment. 
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We can also manipulate the expression for P2 in the same manner as was 
done in Chapter 2 Section 4 to deduce that if f? 2 <1 then 
R2 
UbUe-(Abrb+ilc'r. ) 
<9 (4.26) ý71-Rbe-ilb7b)(1-: 7R-, e-14--'re) 
1 
which is important in our analysis of the characteristic equation of the lineari- 
sation about the IFE. The characteristic equation of M is 
(A + a, ) (A + kab) (, \2 + A(A)A + B(A)) = 0, (4.27) 
where 
A=- (k(Rbe-(kC'b+, \)n - 1) + Re-('-+A)'c - 1), 
B= (RbRc - UbUc)e- 
(kQb+, \)Tb - (ac+A), re) 
+k (1 - Rbe- 
(kCtb+, \)Tb 
- Rce-(ac+'\)rc) 
We denote the third term of equation (4.27) O(A). We assume that equation 
(4.27) has a unique, dominant real root. We therefore focus only on real solu- 
tions of 0(A) = 0. 
If Rc < 1, Rb <1 and R2 < 1, assumed conditions for the non-existence 
of the endemic state, then B(O) >0 while A(A) >0 so lim, \. +,,,, O(A) = oo 
and O(A) = +oo. 
dA dB 
V>0 and U>0 for A>0 so that there can be no positive roots in 
this case. We cannot prove analytically the conditions for the existence of 
negative roots, although simulation suggests that this is the case. 0 
Conjecture 4.4.3 If P2 <1 then the IFE of system (4.20) is globally stable. 
Iff? b, >1 then system (4.20) has a globally stable endemic equilibrium. 
The endemic equilibrium values of the state variables of system (4.20) are the 
solutions to complicated cubic equations. However, the constant terms in both 
the equations for w* and y* axe multiples of R2 - 1, so that for R2 -= I we 
have w* =0 and y* =0 as solutions. Moreover, for R2 > 1, there must be at 
least one positive root, by continuity. 
Conclusion 
We have shown that incorporating a latent class into the SIS disease model 
does not significantly alter the disease dynamics, whether the length of the 
latent period is modelled by an exponential distribution or by a fixed period. 
This is true both for a single species and for two mutually infective species. 
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Chapter 5 
Spatially heterogeneous 
systems 
5.1 Introduction 
We now consider more realistic models, in which we do not assume spatial 
homogeneity. We choose to model spatial heterogeneity using diffusion models, 
where animals move away from a source through a terrain. We consider a 
number of different diffusion models - one and two species SIS and SEIS, with 
both an exponentially distributed and fixed length of latency period. We also 
consider spatially non homogeneous culling models. 
5.2 One species SIS, one-dimensional diffusion 
We start with the single animal species with a very simple system to gain a 
basic understanding of the dynamics of the model. We take the SIS model 
of Section 3.4, with additional deaths from disease, and consider diffusion of 
both state variables along one spatial dimension only. 
Derivation of the model equations 
Let us consider an animal species with population density n(x, t) per unit 
length, diffusing in one dimension across an interval (x, x+ Jx) in time interval 
(t, t+ Jt) with a flux q(x, t) passing the point x in unit time. Then 
* the number of animal in the interval (x, x+ Jx) at time t is n(x, t)Jx 
and at time t+ Jt is n(x, t+ Jt)Jx. 
* the net numbers entering the interval (x, x+ Jx) during time interval of 
duration Jt is q(x, t)Jt, while the numbers leaving will be &+ Jx, t)Jt. 
Let the change in animal numbers in the interval resulting from births, deaths 
and other processes be f (n)SxSt. The change in the numbers of animals in 
the interval between time t and time t+ St is then equal to the net inflow of 
animals plus f (n)JxJt. 
n(x, t+ Jt)Jx - n(x, t)Jx = -q(x + Jx, t)Jt + q(x, t)Jt +f (n)8xJt. (5.1) 
142 
We can expand both sides of (5.1) using Taylor's Theorem 
n(x, t+ St) = n(x, t) + 
Ln, 
t + O(jt2), 
at 
q(x + 8x, t) = q(X, t) + 
Lq 
jX + O(SX2). ex 
Substituting these expansions into equation (5.1), ignoring quadratic and 
higher terms and letting Jx --+ 0 and R-0 we have 
On i9q 
T= -y- +f (n). tx X 
We use the empirical result known as Fick's Law, that animals in a population 
will tend to flow away from high population density, to model the flux as 
On 
q -DT- X 
where D is the diffusion constant. Thus we obtain the so-called reaction- 
diffusion equation, which is 
On 2n 
Tt Dýý- +f (n). , 9X2 
Alternative derivation of the reaction diffusion equation 
Let us assume that a population moves, in one dimension only, a distance of 
6x in time bt, that the movement is equally probable in either direction and 
none of the population remains stationary. Then if n(x, t) is the population at 
time t in the interval (x, x+ 6x), we can express the population in the interval 
at time t+R as 
n(x, t+ R) =2 n(x - Jx, t) + ýn(x + Jx, t) +f (x, t)Jt, 
where f (x, t) is the rate of creation of new (or destruction of old) members of 
the population at x at time t. With a Taylor expansion of the two sides of 
this equation we have 
n(x, t) + Unt + 
1(6t)2 
ntt + 0(6t3) (n(x, t) - 6xn. +I 
(6X)2 n-.., )) 21 
(n(x, t) + Jxn-. + l(8X)2n., 
-. 
) + 0(8x3) +f (x, t)St. 
If we now simplify and ignore 0((JX)3) and 0((St)3) 
nt +1 ätntt = 
(&X)2 
n.,.. +f (x, t). 2st 
(jX)2 
If the scaling is such that -=D where D is the diffusitivity (which may 2R 
be constant or a function of x and/or of t), and we let St -o, 0 and 6x - 0, we 
obtain On 92 n D- +f (x, t), at OX2 
as in the previous subsection. 
If f (n) is linear, the reaction-diffusion equation may, in certain circumstances, 
be solved explicitly (depending on the initial conditions). We are interested 
in systems where f (n) is non-linear in general and, in particular, in the cir- 
cumstance when we may obtain a travelling wave solution. 
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5.2.1 SIS model with diffusion 
We modify the static model equations (3.1) by applying a reaction-diffusion 
term to both state variables, assuming that they each diffuse with the same 
diffusion constant, 15, i. e. there is no impact of the disease on the animals' 
diffusion rates. Thus we can write the spatially heterogeneous model equations 
as 
as 192S 
-= D- + r(S + 1) 1- -S+ 
1) 
-, us -, OSI +, yl, -5t 9Z2 C 
(91 921 (5.2) 
Tt ýýZ-2 - ol +, 3SI - -yI - dI, 
S(Z, O)=So(z)>O I(Z, O)=IO(Z)2: 0, 
where S, I are densities of susceptibles and infectives; respectively, diffusing 
along the z axis from the origin, with raw birth rate r, carrying constant C, 
natural death rate it, death rate from disease d, infectivity 8 and recovery 
rate -y, with the introduction of one infected animal an infinitesimal time after 
t=0 at z=0. Throughout this chapter we assume that r>u, so that the 
trivial equilibrium is always a repeller. 
Lemma 5.2.1 System (5.2) has three equilibria - the eradication equilibrium, 
the infection free equilibrium and the endemic equilibrium. Each equilibrium 
can be connected to any other equilibrium by a travelling wave solution to the 
partial differential equations (5.2). Moreover, any travelling wave solution 
moves with a minimum speed of cnin, where 
c'), 
2 V--F-b- 
ýD(R (TZ- . a) _p Cmin ý max 
f 
2VIT(p -- cv) - Pýj 
VAT 
and the quantities D, p, a and Rb are defined in (5.3) below. 
We use the following non-dimensionalisation scheme which retains the param- 
eters whose impact on the behaviour of system (5.2) we want to study 
N 
y=Zý, rn==-j, ! =(j&+d+, y)t, 
r 
_, 
Rb = 
cc 
it+, y+d' 
P=77 (5.3) + -t+ d jA ++ d' 
p++d' 
to give us, dropping the caxets, the non-dimensionallsed system 
ex 2- 
5-t Df +p(x+y)(l-x-y)-ax+(l-a-6)y-]? bxy, OZ2 
ay 
= D92Y -R Ft OZ2 y+ b27y' 
X(Z, O)=xo(z)>o Y(Z, O)>O. 
(5.4) 
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General considerations 
If we consider a general system of reaction diffusion equations of the form 
ou 192U 
-5T =D ý-X2 + f(U) + g(U)' (5.5) 
where 
oxER is the space vaxiable 
U (Uly U2s U3 ... 
) are the state variables 
f U1, f2, f3 
... 
) is a non-linear population dynamics function 
9 (919 92 Y 93 -- -) 
is a non-linear disease dynamics function 
D is a non-negative diagonal matrix of diffusion coefficients. 
Equation (5.5) may posses a trivial equilibrium, u=0, an infection free 
equilibrium, uO and an endemic equilibrium u* at which f(u) + g(u) = 0. To 
study the spatial spread of the disease we look for travelling wave solutions 
which connect the IFE and the endemic equilibrium. 
Definition 5.2.2 A planar travelling wave solution is a solution which travelg 
without change of shape at a constant velocity and depends on space only in 
the direction of travel. 
Writing z=x+ ct transforms the one-dimensional version of equation (5.5) 
into an ordinary differential equation 
du 
D 
d2U 
"ý 0 TZ dZ2 
Au) + g(u) " 
where solutions u(z) move from right to left. The boundary conditions are 
those which are required for the solution to connect the two equilibrium states; 
lim f (Z) = u* lim u(z) = vo > 0. Z +oo Z--00 
Applying this approach to system (5.4), with z+ ct, we have 
dx d2X 
C TO =Dd, 02 
+ p(x + y)(1 -x- y) - ax +a- 6)y - Rbxy, 
(5.6) 
cLY =D 
d2y 
-y+ Rbxy. d, O d, 02 
In order to solve system (5.6), we reduce it to four first-order ordinary differ- 
ential equations as follows: 
dx du 
=1 (cu - p(x + y)(1 -x- y) + ax - 
(1 -a- 6)y + Rbxy), TO= U, ýO D 
dy dw 1 
TV-) "ý -- w, T. - =T (cw +y- Rbxy) 
(5.7) 
We have already found the equilibria for system (5.7) by solving the spatially 
homogeneous model in Section 3.4: they are the trivial solution, (0,0,0,0), 
the IFE, 1-a, o, o, o and the endemic equilibrium, P 
1-0,1 (Rb(p-a-S)+vlr(-R-b(p-a-S-))2+4PSRb), O). 
(Wb 
2pRb 
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The trivial solution 
In order to consider the circumstances in which a travelling wave could realis- 
tically connect the second and third of these stationary solutions to the trivial 
solution, we consider first the constraint on c. Lineaxising system (5.7) about 
the trivial solution, we obtain the eigenvalues of the Jacobian as follows (we 
take p>a so that the trivial solution (eradication) is a repeller): 
Ac+ 
VP -+4D 
1\2 `c- 
vrc2 -+4D 
2D 2D 
c+ vf(ý 
1 --4 DT(-i:: c- V/77- 
-4D(p 
- A3 
2D 
k4 
2D 
and we see that there are always three positive eigenvalues (or eigenvalues 
with positive real part). If Icl < 2vrD--(p- a), we will have a conjugate pair 
of complex eigenvalues, indicating oscillations as trajectories leave the trivial 
solution. Since neither x nor y may be negative, for a travelling wave connect- 
ing the trivial solution to any other equilibrium to be biologically feasible we 
must have 
Icl > Icritl = 2NýD__(p- a). (5.8) 
The eigenvectors associated with these eigenvalues are as follows, the four 
components are associated in each case with x, -+, y, ý respectively 
( 6-0 ) 9-0 ) lý lý 
6 
-19 4-0 Al 
ý0A2 
-0 A3 A4 
11 
\ Al /\ A2 / 0) 
0) 
where we have defined 0=p+1-a. The sign pattern of these eigenvectors 
is as follows, assuming reasonably that 8-0<0: 
- + ) (+ + ( ) 0 ( ) 0) + - 0 0 For trajectories leaving the trivial solution we need x>0, y 2: 0,. i >0 and 
ý ý! 0. The third and fourth eigenvectors have the appropriate sign pattern so 
that a trajectory connecting the trivial solution to the endemic equilibrium is 
at least plausible. 
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The infection free equilibrium 
The eigenvalues of the Jacobian of the lineaxisation about the IFE, which is (1 
- 2; j, 0,0,0) , axe 
c+ Vc-. - 7'-+4 BI (p - cae)ý C- VrC: 
2 + 4D(p - a) 
2D , 
A2 = 
2D 
7 
/13 = 
Cp + -, 
/C2p2 
- 4pD(Rb(p - a) - p) 
2pD 
Cp - ý/C2p2 - 4pD(Rb (p - a) - p) 
2pD 
Recalling that Rb > PP. 
for the existence of an endemic disease state and the 
instability of the IFE (as we showed in Chapter 3), we see that the linearisation 
about the IFE gives rise to positive eigenvalues (or eigenvalues with positive 
real part), ul and U3 9 P2 is negative while the sign Of P4 
(for p4 real) depends 
on the magnitude of Rb. If Rb -< PP. then 14 < 
0- If Rb >Pa then N> 0- 
Since x and y are now perturbations from the IFE, while t9ere is no reason 
x may not be negative, y must be non-negative. If Rb :5 PP, this condition is met. However, if Rb > PP, the constraint on c to ensure 
that there are no 
oscillations is 2 
P 
Icl > lcminl =7= VD--(Rb (p - cr) - p) P 
1cmi. 1 may be larger than Ic,, itl, since 
2 VID (Rb (p --a) - p) >2 V/D- 
-(p- 
77, 
if Rb>p+pýoa. 
The right hand side of the second inequality above is thus p greater than the 
critical value for Rb for an endemic equilibrium, so that for quite modestly 
infectious disease cg. > Crit. This minimum wavespeed is increasing in Rb, 
demonstrating that the more infectious the disease, the faster it spreads. The 
minimum wavespeed is also increasing in p, the birth rate and D the diffusion 
rate, while decreasing in a, the death rate. All of these relationships appear 
to be biologically plausible. 
We find that the eigenvectors associated with these eigenvalues are as follows; 
O+sp O+JP 
00 
Jul 
P2 
-JU3 
+ 8p 
-A4 
+ 8p 
(5.10) 
00 
ko/ k0k A3 A4 
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where 0= (Rb+P)(P-a)-P >0 for Rb>pP a. 
The eigenvectors have the 
following sign patterns, (found by algebra and by numerical simulation where 
necessary); 
00++ (0) (0) 
The last pair of eigenvectors have the right sign pattern for a travelling wave 
from the IFE to the endemic equilibrium to be at least feasible - pointing in 
the direction of negative x and positive y. 
The endemic equilibrium 
The eigenvalues of the Jacobian of the lineaxisation around the endemic equi- 
librium are not tractable algebraically, numerical simulation suggests that they 
are always complex (as we have already found from the solution of a spatially 
homogeneous SIS model with death of infectives). We are thus forced to rely 
on numerical simulation to find the sign pattern of the real parts of the eigen- 
vectors. They are as follows 
f+\ f-\ f-\ 1- 
1+1 1+1 1+1 1+ 
_) +) +) 
-. 
The second and third of these eigenvectors are orientated towards positive y 
and negative x, which is consistent with trajectories approaching the endemic 
equilibrium. It is thus reasonable to conclude that a travelling wave from the 
infection free equilibrium to the endemic equilibrium is at least plausible. 13 
5.3 Two species SIS model with one-dimensional 
diffusion 
We now consider a two species model. We assume that cattle are modelled by 
a static, spatially homogeneous system, moreover with constant population, 
while badgers diffuse through them along a single spatial dimension from right 
to left. For simplicity we ignore deaths from disease (we have already shown 
that, while the inclusion of deaths due to disease results in an oscillatory 
solution to the linearisation around the endemic equilibrium, the properties 
of the model are broadly similar to those when there are no additional deaths 
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due to disease) and there is no latent period. The model equations are 
I, ) + ýbc(N, - Ic)Ib - (#Uc + 'Yc)lci 
OSb 02Sb 
+ rb(Sb + lb) I_ 
Sb + lb 
= bsc 7T OX2 Cb 
-1-IbSb + ^IbIb -, 8bSblb - ýcbSblcs 
(5.11) 
(91b 21b 
Tt 
bIL 
- (Jub + 7b)Ib + 8bSblb + GAlco 
(9X2 
Sb(Xv 0) -ý- SO(X) > 0, lb(Xg 0) ý Op Ic(X9 0) ý 
with the introduction of an infected badger some time after t=0 at x=0. 
The subscripts c and b refer to cattle and badgers respectively, S is the sus- 
ceptible class, I the infectious class and N the total population of a species. 
Ne = N, * is the equilibrium population of cattle, p is death rate, r raw birth 
rate and Cb the badger carrying constant for the environment, # is the intra, 
species infectivity and C the interspecies infectivity in the direction of the 
subscripts, y is the recovery rate. We assume that the diffusion coefficients, 
axe the same for both susceptible and infective badgers so that DS = DI. 
We use the an analogous non-dimensionalisation scheme to that in subsec- 
tion 2.14, namely 
Ic 
vUbb, y=L, n= :L1= (tic + -Y, ) t, Nc Cb Cb Cb 
N, P, Cb, 3b NC,, b R, = Rb =, Uc = 
NbCbc 
, Ub = PC + ^/c Ab +Yb Pb + Ilb uc + -t, ' 
Ab rb Ab + 'Yb 15 
+-, p=T- 
k= Ck = Tb 
7b b+, yb 
TC +, 7C Ab + OYb 
This gives us, after removing the carets, the following non-dimensionalised 
model: 
09V 
F Rcv(l - v) + Wcy(l - v) - v, t 
Du 2U kDýL- + kp(u + y)(1 -u- y) - kau + k(1 - a)y - kRbuy - Ubuv, 
'u 
9X2 
ay 2y = kDf- - ky + kRbuy + Ubuv, Tt i9X2 
v(x, O)=o u(x, O)=n*=1--", 
u(o, t)=n*, u.., (x, o)=O, y(x, O)=O. 
(5.12) 
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Remark 5.3.1 Since u+y=n, we can unite the equation for the whole 
badger population as 
i9n 92 n 
T= kD57-2 + kpn(l - n) - kan, tx 
which is the very famous equation ascribed to Fisher. 
There are two steady states for (5.13), n=0 and n= n* =I-2. If we p linearise (5.13) about n* with n=h+ n* we obtain, to first order 
aii 92fi 
Tt = kD 5-X2 - kpn*h. 
We now put h=e; kte'wx as a trial solution and substitute in the equation 
above; 
A= -kDW2 - kpn* <0 for all wER. 
We thus conclude that the equilibrium n* is locally stable. 
5.3.1 Travelling waves 
We have already established in Chapter 3 that system (5.12) has three equilib- 
ria - the trivial equilibrium (0,0,0), the infection free equilibrium, (0, n*, 0) and 
the endemic equilibrium (which cannot be obtained explicitly but which we 
denote (v*, x*, y*)). We consider the possibility of a travelling wave connecting 
the infection free equilibrium and the endemic equilibrium. In order to make 
progress we note that n is determined by (5.13), which has n= n* =1- 
as a steady state. We assume that n(x, t) has reached this steady state every- 
where in the domain and therefore we can replace u by n* -y to reduce the 
dimension of the system to two. 
19V Rv(l - v) + kUy(i - v) - v, 
19Y 2y (5.14) kDLY- - ky + kRby(n* - y) + Ubv(n* - y), Tt i9X2 
V(X, O)=vo(x)ý: 0 Y(X, O)=Yo(x)>O, 
where at least one of vo (x) and yo (x) is not identically zero. We can also write 
(5.14) as 
Vv+f 
Y) t 
(YV) 
- 
Here we define f= (fl f2)T, D00 and 0 kD) 
(fl) 
_( 
Rv(l - v) + kUy(i - v) -v) 
f2) - ý-ky + kRby(n* - y) + Ubv(n* - y)) 
A travelling wave solution with speed c has the form (v(x + ct), Y(x + ct)) and 
connects the IFE with the endemic equilibrium, i. e. 
lim (V, Y) = (V*, Y*) hm (V, Y)=(O, O). X+ct-+Oo X+ctý-Oo 
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The solution satisfies 
dv d2V 
TZ dZ2 
dy 
(V), 
(d2 
yy (5.15) 
(TZ ) 
dZ 2 
v(-oo) = 0, y(-oo) = 0, v(oo) = v*, y(00) = y* 
where v* and y* are the endemic equilibrium values and z=x+ ct. We now 
employ the following theorem based on the work of Li et al [441. 
Theorem 5.3.2 There exists a minimal co such that, for every c> q), system 
(5.15) has a non-decreasing travelling wave solution (v(x + ct), y(x + ct)) with 
speed c, provided that conditions I to 5 below are satisfied. If c< co no 
travelling wave solutions can exist. 
1. f=0 has two solutions, the IFE, (0,0) and the endemic equilibHum, 
(v*,: Y*) 
2. f is co-operative i. e. ýLfl >0 and 
M>0 
OY Ov 
3. f does not depend explicitly on either x or t 
4. f is continuous, has uniformly bounded continuous first partial deriva- 
tives for (0,0) :5 (v, y) :5 (v*, y*). The Jacobian matrix of the lineari- 
sation about (0,0) has non-negative off-diagonal entries and a positive 
eigenvalue with an eigenvector which has positive components. 
V is a diagonal matrix with positive entries. 
System (5.14) satisfies the first four of these requirements. However V has 
non-negative. as opposed to positive entries, we make the assumption that in 
this case Theorem 5.3.2 applies nonetheless based upon the following argu- 
ment. 
Let us assume that (v,, y, ) is the solution of (5.15) with V replaced with 
0 kD) 
E0 
where c>0. By Theorem 5.3.2 this solution must exist and satisfy v, (-oo) = 
0, y, (-oo) =0 for each e>0. Then, by continuity with respect to the pa- 
rameters, for each fixed z we must have (v, (z), y, (z)) -+ (v(z), y(z)) as e --+ 0, 
where (v(z), y(z)) satisfies (5.14). Also, for each fixed e, (v, (z), y, (z)) -#. 0 as 
z -* -00. 
The potential problem is that it does not immediately follow from the pre- 
vious paragraph that v(z), y(z) --+ 0 as z --+ -oo because in principle v could 
behave like v(z) - e" as z --+ -oo. The pointwise limit of this function as 
c-0 is 1. However, (v(-oo), y(-oo)) and (v, (-oo), y, (-oo)) must both sat- 
isfy the equilibrium equations derived from (5.14) by setting all the derivatives 
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to zero and hence (v(-oo), y(-oo)) = (0,0). 
Thus the Jacobian, J(v, y), is 
R, (l - 2v) - kUy -1 kUc Av, Y) = 
(I - v) 
Ub(n* - y) kRb(n* - 2y) - Ubv - k) 
and by inspection we see that all the entries axe uniformly bounded and con- 
tinuous. About the IFE the Jacobian is 
J(o, 0) = 
R, -1 kU, ( 
Ubn* k(Rbn* - 1» - 
The eigenvalues are; 
Al = ýl 
(R, 
-1+ k(Rbn* - 1) + V((R, - 1) - k(Rbn* - 1))2 + 4UbUcn*T) 
A2 (R, -I+ k(Rbn* - 1) - ((R, -V/ ,- 
1) - k(Rbn* - 1))2 + 4UbUcn*k 
with eigenvectors 
I-R, +Al T Re +A2 )TI. 
W, W, 
If we write A, in the form 
Ai = -1 
((R,, 
- 1) + k(Rbn* - 1) 2 
+ V((R, - 1) +k (Rbn* - 1))2 - 4k(R, - 1) (Rbn* - 1) + 4UbUcn*k-) I 
we see that if R, >I and Rbn* > 1, the condition for endemic disease in each 
species alone, then Al > 0. If R, <I and Rbn* < 1, then Al >0 provided 
that 
UbU, n* 
>1 (I - R, )(1 - n*Rb) 
which we recognise as the basic reproductive ratio for the two animal system 
(5.11), analogous to Rb, defined in (2.11). Hence, if the condition for the ex- 
istence of an endemic equilibrium is satisfied, then Al > 0. 
The second component of the eigenvector associated with Al is evidently pos- 
itive if R, < 1. If R, >I then by writing the numerator as 
1 
i 
((1 
- R, ) + (k(Rbn* - 1)) + 
V((1 - Rc) - (k(Rbn* - 1)))2 + 4UbUkn* 
we see that it is positive in this case too. 
The conditions of Theorem (5.3.2) axe thus satisfied and hence we may con- 
clude that travelling waves exist for system (5.14), for all speeds greater than 
CO - 
152 
5.3.2 Calculating the spread rate 
The minimal speed, co described in Theorem 5.3.2, is equal to e, the spread 
rate for system (5.14). The following is taken from Li [44]; 
Definition 5.3.3 The spread rate for the non linear system (5.5) with initial 
conditions not equal to uO is a number c* such that, for "0 u* and 0<c< 
lim sup 11 U(X' t) - UO 0, t 00 
fx<(C*-C)t 
lim sup 11 U(X' t) - ti* 11 0. tý00 
I 
x>(C*+C)t J= 
This definition expresses the statement that for all wavespeeds greater than the 
spread rate, the system tends to the endemic equilibrium, while for wavespeeds 
below the spread rate the system tends to the IFE. 
Definition 5.3.4 System (5.14), linearised about an equilibrium can be writ- 
ten 
Oz 82Z 
Tt =D aX2 +JZ 
where Z= (V, y)T and J is the Jacobian of the linearisation about that equilib- 
rium. The spread rate for the linearised system (5.16) is a number Z for which 
for 0<c<1 
lim sup 11 Z(X' t) 11 0, t 00 X: 5(z-C)t J= 
lim sup 11 Z(X' t) 11 > 0. tý00 X>(Z+c)t 
I 
If e=E then the spread rate for the non-linear system is the same as that of 
the linear system and the non-linear system is said to be linearly determinate. 
We are interested in the circumstances in which system (5.14) is linearly de- 
terminate, since this allows us to study the much easier linear system. The 
following theorem is taken from [421: 
Theorem 5.3.5 If conditions I to 4 of Theorem 5.3.2 am satisfied and if 
we assume V having non-negative entries is sufficient and that if in addition 
the Jacobian of the linearisation of system (5.14) about the IFE, J(O, 0), is 
irreducible and if a subtangential condition, 
f (P (y) ) :5 PJ(O, 0) (V) y for all p>0, is satisfied, then the spread rate e is linearly determinate. 
Moreover the spread rate, Z5 for the linearised system is 
Z! = inf u, \, AX 
where or, % is the largest eigenvalue of the matrix 
j(0, (» + \2 D 
A 
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Remark 5.3.6 A square nxn matrix A= aij is called reducible if the in- 
dices 1,2,..., n can be divided into two disjoint nonempty sets fil t i29 .... it, 
) 
and fil 9 h, ... 9 j, 
} (with a+v= n) such that ai. j. =0 for a=1,2,41 
and# = 1,29 .... v. 
An irreducible matrix is one which is not reducible. The 
Jacobian of the linearisation of a system where one or more components are 
decoupled would be a reducible matrix. 
Remark 5.3.7 For a scalar o. d. e. &=f (u), we can visualise the subtangen- 
tial condition, which is uf'(0) >f (u) for u ý: 0, as ensuring that solutions are 
bounded from above. 
We can illustrate Theorem 5.3.5 by considering its application to Fisher's 
equation in one dimension, 
au 0'u 
Ft 3X-2 +f 
(U) 
* 
Then 
f'(0) + D, \2 
A 
and thus, a, \ is simply the value of the right hand side, so 
U= inf o\ = min 
( f(O) 
+ DA) - A>o X>o A 
Differentiating the expression w. r. t. A, we find that the minimum value of a, % 
'(0) 
occurs for A= 
/-= 
Substituting we obtain the well-known value for Z for ý jD57 - 
Fisher's equation (see also [45]), namely 
Z5=2 -ý, / D-- f -'(0). 
For system (5.14), the subtangential condition is 
PJ(0,0) 
(vý 
_(p 
«R, - 1)v + kUy) 
» y) - ýp (Ubvn* + ky(Rbn* -1) 
p 
Rev(1 - pv) + kUy(1 - pv) -v (-ky 
+ kRby(n* - py) + Ubv(n* - py)j 
forp2: 0 andv, y>O. Now 
I)v + kUcy ý: Rv(l - pv) + kUy(l - pv) -v 
is the same as 
-pR, v - kUcpy: 5 0, 
so that the first element of inequality (5.19) is always true. As for the second, 
Ubvn* + ky(Rbn* -1ý! -ky + kRb(n* - py)y + Ubv(n* - py), 
reduces to 
-pkRby - Ubpv <0 
which is also always true. Thus the subtangential condition is met for system 
(5.14). 
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If we now compute the matrix B, \, defined in equation (5.18), we obtain 
Rc -ikU, ý 
AA 
B, \ = 
U bn n* 
A* 
kDA + 
k(Rb 
A- 
1) 
) 
with the following chaxacteristic equation determining its two eigenvalues ak 
where 
and 
A) = A20,2 _ (kDA3 + AT)o, +A+ (R, - 1)kDA2 =0 (5.20) 
T= trace(J(O, 0» = k(Rbn* - 1) + R, -1>0 
A= det(J(O, 0» = k(Rbn* - 1) (Rr - 1) - kn*UbU, < 0. 
Since for the endemic state to exist we know that we must have 
UbU, n* 
(Rbn* - 1) (Rc=l) 
and we assume that Rb > -nL* and R, > 1. The IFE is thus unstable so we 
can be sure that at least one of a(A)4. >0 and thus that the determinant is 
negative. 
To find i!, defined in (5.17) we need to find an extremum of a(A), i. e. where 
a'(A) = 0. We have f (a(A), A) =0 and thus 
Of (a(A), A) da(A) Of (a(A), A) 
aa . WA + aA 
da(A) 
so that when = Owe must have '9f 
(a(\)" 
= 0. dA 19A 
Thus, the condition that a (, \) has an extremum is that 
i9f (a (\) "\) = 0. 01\ 
If both '9f 
(a(\)"\) 
=0 and f 0, then the value of, \ at which both 1), C\ 
equations axe satisfied will necessarily be a double root of (5.20), considered 
as a cubic equation in X At this double root, the discriminant of (5.20) in k, 
g(a), a cubic in a2' is zero and the resulting equation, g(a) = 0, will have a as 
one of its roots. The equation is 
g(a) = (T2 - 4A)a' 
+2kD 
((& 
- 1) (T 2- 6A) + T(9A - 2T 
2)) or 4 
+k2D2 
((Rr 
- 1) (T 
2(Rc - 1) + GA(3T + 2(l - 27A2 a2 
-4A(Re - 1)3k3D3 = 0. 
(5.21) 
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We cannot extract a useful explicit expression for a from (5.21). However we 
may obtain some qualitative information from it. If we write equation (5.21) 
in the form pW3+qW2+rw+s = 0, where w=0,2 we see immediately that p>0 
and s<0 so that there must be at least one positive real root. To establish the 
uniqueness of this root requires us to establish sgn(q) and sgn(r), which we 
can not do analytically. Simulation suggest that there is a unique positive root. 
Interestingly, given that D is small, if we neglect O(D2), then we can solve 
g(a) =0 directly to give a quadruple root of zero and 
la'd =v- T2 - 4A 
1)(T (; A)) 
1 
(5.22) 
provided that 
T(2T2 - 9A) > (R, - 1)(T 
2- 6A). 
If this condition is satisfied then the positive root is unique. 
The foregoing analysis applies equally to either the larger or the smaller roots 
of f (a, A) = 0. We must be sure to take the larger root. The simplest approach 
is the direct solution of equation (5.20) to give 
A 2Dk +T1 1-(ýT ý+k ýý 
2A 2A 
\2)2 - 4(A - A2Dk(l - R, ). (5.23) 
Finding the minimum of the expression on the right hand of the above equation 
results in our having to solve a sixth order polynomial in A. Once more, 
however, we utilise the fact that D is small to expand the right hand side in 
a Taylor series around D=0. Ignoring O(D2) allows us to find the minimum 
value of a to be when 
A 
I-W 
V DV' 
where 
V= k(-VTTT--4A +T+ 2(l - Rc)), 
W= T-, I"lil ý-A T2- 4A. T 4A+T 
Thus our approximation for E is 
VIýWDV AW + VT)2 - 4AV + 4kIVV(I - Rc) 6= inf orA V 
(kW+ VT+ 
, X>O 
Numerical simulation with the parameter set ID = 0.1,0.8, Rb = 2.5, k 
0.9, Ub = 1, U, = 21 gives the fbIlowing results for Z to three d. p. s: 
o from the approximation in (5.22), Z! = 0.649 
o from the zero of g(a), d=0.754 
from the approximation to the minimum of (5-23), d=0.707 
the exact minimum value of the exact solution of equation (5-20), Z 
0.754 
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The linearisation of system (5.12) 
An alternative method of explicitly calculating Z! for system (5.11) involves 
transforming system (5.12) into ordinary differential equations with the sub- 
stitution z=x+ ct and finding the conditions for feasible travelling wave 
solutions. The transformed system is 
4- 
= Rv(l - v) + kUc dz Y(l V) V, 
du d2U 
Cj- = Dkj--2 + kp(u + y)(1 -u- y) - kau + k(1 - a)y - kRbuy - 
Ubuv, 
ZZ 
2 
C! 
ýY- 
= Dk±-Y - ky + kRbuy + 
Ubuv, 
z 
dz dZ2 
dn d2n 
CT = Dký-2 + kpn(i - n) - kan, zz 
V(-00) = 0, U(-00) = 0, Y(-00) = 0, 
V(00) = V*, U(00) = U*, Y(C)O) = Y*. (5.24) 
We investigate the stationary solutions for (5.24) for the whole badger popu- 
lation by writing 
dn dm 1 
7- = M, 7= D 
(crn - pn(1 - n) + an). ZZ1, _D 
There are two equilibria for (5.25), the trivial solution and the carrying pop- 
ulation equilibrium. At the trivial solution, (0,0) the characteristic equation 
of the Jacobian of the linearisation is 
C+P -'2 = Dk Dk 
and the discriminant of this equation is -B)72k-7 - 
ESFI. To exclude the possibil- 
ity of complex eigenvalues, thus ensuring the non-negativity of the state vari- 
ables, this discriminant must be positive and thus, Icl > Ic,,, i,, I= 2V/TTp_-, a_FD. 
With the same analysis as in Section 5.2, we conclude that a travelling wave 
from the trivial state to either the IFE or the endemic state will be plausible. 
Approximating a solution 
While we cannot solve the equations of system (5.12) analytically, we may hope 
to learn more about the system by approximating a solution of the system 
linearised around the leading edge of the travelling wave connecting the trivial 
equilibrium to the IFE. Let no (z) be the travelling wave solution for n(z), then 
u(z) + y(z) = no(z) and we can reduce the problem to 
c 
dv 
= Rv(1 - v) + kUý, y(1 - v) - v, 7z 
c 
dy 
= kD 
d2y- 
ky + kRby(no - y) + Ubv(no - y), 
(5.26) 
dz dZ2 
n(-oo) =0 ==> v(-O0) = 0, y(-O0) = 0. 
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We assume that there would be no endemic equilibrium in cattle in the absence 
of badgers so that R,:: < 1. We linearise around (0,0), close to z= -00, when 
no(-oo) =0 
c 
dv 
= -v + Rv + kUy, dz 
(5.27) 
c 
dy 
=Dd2Y ky. dz ý -Z2 - 
The second of these equations is not coupled and we can solve it directly to 
give 
y(z) = AjeAl' + Bje-k", 
where Al and B, axe constants and 
Aj= 
1 (c+vý-0+4DV), A2 (C - , 
/ýC2 --T4-Dk-2) 
2Dk 2Dk 
Since y(-oo) = 0, B, = 0, so 
y(z) = Ale 
We can now substitute our solution for y(z) into the first equation of (5.27) 
and obtain a differential equation in v only, which is straightforwardly solved 
by the integrating factor method to give 
kU, Ale-\Iz 
V(Z) = i- A3e- cAl +1-R, 
where A3 is a constant. As z --+ -oo, v -+ 0 by the boundary conditions 
(5.26), so A3 = 0- 
I (c+vý3r-4 -- )z 
V(Z) 
kUAjemT + Dky 
(1 - R, ) +ý (c + M)w 
Finally, we can now substitute for v and y in the linearised equation for u, 
with r=p-a 
kDý2u - cdu + kur = -kAj (r + I)e"S. dZ2 dz 
The characteristic equation for the homogeneous problem is the same as that 
arising from equation (5.25) with the same constraint on c for a travelling 
wave solution. We can solve for u(z) to obtain 
u(z) = Cie"' + C2eW2Z - kDA2 
k 
(p -a+ 1)eAjS, 
1- cAl + k(p - a) 
where C1, C2 are constants and 
W, = --L C+ V/C-2 -4 (p 
--a) Dk2) (c-Vlj--4(p-a)Dk2). 
2Dk 2= TD-k 
Thus 
/C-2-4(, o-a)Dk2 
)ý 
+ GOD --4(, 
o-ck)Dk2 S 
u(z) CjD-k 
(c+ 
v -k 
(c- ý'rc2 
kAIs 
-(P -a+ 1)e kDA2 - cAl + k(p - a) I 
The criterion for c> Ic,. i,, I for a travelling wave clearly arises firom the popu- 
lation dynamics term, not the infectivity term. 
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5.3.3 Equilibria and the feasibility of a travelling wave solution 
Lemma 5.3.8 System (5.11) has three equilibria - the eradication equilibrium, 
the infection free equilibrium and the endemic equilibrium. 
Conjecture 5.3.9 Any one of these equilibria can be connected to any other 
by a travelling wave solution to the partial differential equations (5.11). 
We have rewritten (5.11) in the form of an o. d. e. system in (5.24). We can 
reduce the order of system (5.24) from two to one as foRows; 
dv du 
c TZ = Rcv(l - v) -v+ kUy(l - v), dz = W, 
kDLW = ctv - kp(u + y)(1 -u- y) + kau - k(l - a)y + kRbuy + Ubuv, dz 
dy 
- q, 
&ýq- 
= cq + ky - kRbuy - Ubuv, dz dz 
(5.28) 
with boundary conditions v(-oo), u(-oo), w(-oo), y(-oo), q(-oo) =0 and 
v(oo) = v*, u(oo) = u*, w(oo) = 0, y(oo) = y*, q(oo) = 0. 
The trivial solution 
At (0,0,0,0,0) the five eigenvalues of the linearisation of (5.28) are as follows, 
A, =1 (R, - 1), c 
+ VO - 4k2D(p - a) - 
Vc- I --- -4- k- TLDET(-ý =a ý 
A2 ýC 2kD , 
A3 C 
2kD 7 
C+ vrcT-+--4k2-D c- vrc7-+ _4kTD_ 
2kD 2kD 
For R, <1 we have Al < 0, while A2, A3,1\4 >0 and As <0 for all parameter 
values. In order to ensure that the state variables remain non-negative we 
thus have the constraint on c as before to ensure all the eigenvalues are real: 
Icl > Ic,.,, itl = 2kvlD--(p- a). (5.29) 
The five eigenvectors are 
/A /o\ /o\ , 
011 
0 A2 A3 
000 
0), 01 
I 
-CA4 + Rc -1 
We 
A4(-CA4 + Re - 1) 
k Uc 
_-CA4+R, 
-l 
k Uc, 
I 
-CAS + 
Wý 
, \, 5(-c, \5 + R, 
kUc 
-cA5 + Rc -1 
k Uc 
A4(-CA4 + R, - 1) \s(-c, \5 + R, 
W, k U,, 
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These eigenvectors have the following sign pattern, taking R, <1- no disease 
in cattle in the absence of badgers, where necessary we use simulation, with 
the parameter set Ic = 1, D=0.1, Rc = 0.8, Rb = 2.5, k=0.9, Ub = 1, Uc 
2, p = 1, a=0.1} 
+ 0 0 0 + 0 + 0 0 0 0 
Plausibility of travelling wave solutions 
In this chapter and also in Chapter 7 we investigate whether the sign patterns 
of the eigenvalues and the associated eigenvectors of the linearised systems are 
consistent with the conditions for a travelling wave leaving the equilibrium we 
are studying and connecting with another equilibrium. While the behaviour of 
the eigenvectors close to the equilibrium cannot ensure that a travelling wave 
solution actually will exist, we can identify the properties of these eigenvectors 
such that a travelling wave is not plausible. Such analysis thus does not in 
any way constitute a proof of the existence of travelling wave solutions, merely 
reasonable evidence for their plausibility. 
We are only concerned with the sign pattern of eigenvectors associated with 
positive eigenvalues or eigenvalues with positive real part, since they are the 
only ones which can escape from the equilibrium. For aU of the models we 
will be considering, if xj are the deviations from the equilibrium of the sus- 
ceptible classes and yk of the infective and exposed classes then we need the 
foHowing sign patterns for a trajectory leaving the equilibrium if a travelling 
wave solution is to be plausible: 
0 from the trivial equilibrium (towards the infection free equilibrium) 
Xj>Oi ij>Ot Yký-O) ýk=O 
" from the infection free equilibrium (towards the endemic equilibrium) 
Xj<Of 4<0v Yk>Os ýj>O 
" from the endemic equilibrium (towards the infection free equilibrium) 
Xj>O) Lbj>Ov Yk<O) ýk<O 
We apply these conditions at each of the equilibria we consider. Trajectories 
leaving the trivial equilibrium must have u>0 and it > 0, while all of the other 
quantities must be non-negative. The second, third and fourth eigenvectors 
are associated with positive eigenvalues and axe candidates for a travelling 
wave solution. The second and third eigenvectors above have the appropriate 
sign pattern for a plausible travelling wave solution, while the fourth does not. 
The infection free equilibrium 
The five eigenvalues of the Jacobian for the linearisation around the infection 
free equilibrium of (5.28) axe 
c± 
2kD , 
together with the three 
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roots of a cubic equation, f (A) = 0, where 
(A) = cpkD, \3 - (c2p + kDp(Rc - 
1)), \2 
+(cp(R, - 1) + ck(Rb(p - a) - p)), \ 
-k(p - a)(RbRc - UbUC) + k(Rb(p - a) - kp(l - &)). 
In order to find a constraint on c which ensures that v and y remain non- 
negative, we exannine the conditions such that the discriminant of f(A) is 
zero, since this will indicate the onset of a pair of complex roots. We apply 
the same criteria as earlier in Section 5.3.1 to f (A) to find the constraints on 
c such that A is positive and real. 
Solving f'(A) =0 we have two roots; 
A± =1 
(pC2 
+ pkD(Rc - 1) ± VIH-I) 3cpkD 
where 
HI= P2C4 - k-pD 
(p(Rc 
- 1) + 3k (Rb(p - a) - p)) c2+k2D 
2ý2(rjc 
For a real value for A we must have H, > 0. This condition is attained when 
kD Ic, ý: Ic. i., =v TP 
(p(R, 
- 1) + 3k(Rb(p - p) + vfl-12), 
where 
H2 W (Rb(P - a) _ P)2 + 6kp(R, - 1)(Rb(p - a) - p) - 3p2(R, - 
1)2. 
Numerical simulation, however, suggests that this value for Ic,,, i. l is smaller 
than cc,, it, defined in (5.29). 
The sign pattern of the eigenvectors associated with these eigenvalucs using 
the same parameter set as in Section 5.3.2 is as follows, where the sign of the 
eigenvalue appears above the eigenvector 
+ - + + 
+ - + 0 0 
- + - + + 
- - - + 
+ + + 0 0 
+ - + 0 0. 
A vector pointing in an appropriate direction for a trajectory leaving the IFE 
in the direction of the endemic state requires v>0, u<0, ft < 0, Y>0, ý>0, 
the sign pattern of the first eigenvector, which is associated with a positive 
eigenvalue. Thus a travelling wave solution is again plausible. We might con- 
sider that the fourth eigenvector had a suitable sign pattern if we admitted 
the possibility of a vector with v ý: 0, u<0, fi < 0, y 2: 0,0, connecting to 
the endemic equilibrium. 
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By the stable manifold theorem (see for example [251 p 84) there exists a 
one dimensional manifold tangent to this fourth vector, which is invariant for 
the flow of (5.24), i. e. one of the solution trajectories lies along this man- 
ifold. But (v, y, q) = (0,0,0) satisfy the first, fourth and fifth equations of 
(5.28) identically, so the subset I (v, y, q) = (0,0,0)} of R5 is invariant. By the 
uniqueness of the unstable manifold, the solution referred to above must re- 
main for all z in the subset I (v, y, q) = (0,0,0)} of R5. Such a solution clearly 
does not have the possibility of connecting to the endemic equilibrium. 
The endemic equilibrium 
At this equilibrium we are obliged to rely entirely on numerical simulation, 
using the same parameter set as Section 5.3.2 to axrive at the sign pattern for 
the eigenvalues and associated eigenvectors of the Jacobian of the linearised 
system as follows with sign of the eigenvalue above the eigenvector 
The second and fifth eigenvalues are positive, the associated eigenvector both 
have the appropriate sign pattern for a solution trajectory leaving the endemic 
equilibrium, namely v<0, u>0, ii > 0, y<0, ý<0. Thus a travelling wave 
solution connecting the endemic equilibrium and the infection free equilibrium 
is plausible 
5.4 One species with an exponentially distributed 
latency period 
We consider the SEIS model already analysed (system 4.1), with additional 
deaths due to disease and with the latency period, I/c, exponentially dis- 
tributed, and we introduce motion by assuming that the Animals are diffusing 
along a single spatial dimension. The transformation V=x+ ct converts the 
equations from p. d. e. s to o. d. e. s as before. The non-dimensionalised model is 
as follows, where x, y, z are the non-dimensionalised susceptible, latent and 
infected classes respectively, Rb is the basic reproductive ratio from the SIS 
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system (3.1) and all the other symbols have their usual meaning. 
dx d2X 
c Dd,. 2 +p(x+y+z)(l-(x+y+z))-ax+(I-a-J)z-RbXZ, 
2 
c. 
ýY_ 
Dýý-y + RbXZ - (f + Cf)Yt dýp dV2 
dz d 2Z 
CD'-- ZI 
-2 
TýO T'ýO 2+6y 
X(-00) = 0, V-00) = 0, Z(-00) = 0, 
X(00) = X*' Y(00) = Y* Z(OO) = Z*. (5.30) 
Lemma 5.4.1 System (5.30) has three equilibria - the eradication equilibrium, 
the infection free equilibrium and the endemic equilibrium. 
Conjecture 5.4.2 Each equilibrium can be connected to any other equilibrium 
by a travelling wave solution of system (5.30). 
We can reduce system (5.30) to six first order equations as follows 
dx 
Týp = U, 
du 
=1 
(cu 
- P(x +y+ Z)(l - (x +y+ z)) + ax - (1 -a- J)z + RbXZ 
dy dq i 
TP = q, TP = 1; 
(cq 
- RbXZ + (f + a)Y), 
dz dw, 1 
W, T-- ýO 
Vw +Z- EY) 
Setting the right hand sides of (5.31) equal to zero we can find three stationary 
solutions for system (5.31). We investigate the eigenvectors of the Jacoblan of 
the linearisations around these equilibria to establish the feasibility of travel- 
ling wave solutions. We first consider the trivial solution. 
5.4.1 The trivial equilibrium 
The eigenvalues of the lineaxisation about the trivial equilibrium of (5.31) are 
as follows, 
c+ Vlc-7 - -4D(p - a) C- VfcT 
7-4-D -(p--- a7- 
2D 2D 
A3 ý-- 
C+ Vc-2--+4D A4 "c- 
vrJ -+4D (5.32) 
2D 2D 
As=c+vlc-7-+4D(e+a) e =C- 2D 
X6 
2D 
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A29 A6 < 0, the remainder are positive for all parameter values. For Icl < 
1c, Ht I= 2)ý. D -(p- a), 1\1 v 1\2 are a complex pair, we thus require that Icl > 2VD(p - a). The signs of the associated eigenvectors are as follows (arrived at 
algebraically wherever possible and numerically, with the paxameter set {Rb = 
2.17, p=1, a=0.1, D=0.1, e=0.4,5 = 0.6, c=0.8}, where the algebra is 
intractable), the sign of the eigenvalue is shown above the eigenvector: 
Uj U/ ý+j ý-/ W ý-/ 
A trajectory from the trivial equilibrium to the infection free equilibrium must 
point to positive x, and positive _+. The first eigenvector above meets this cri- 
terion and the eigenvalue is positive, so a travelling wave solution is plausible. 
5.4.2 The infection free equilibrium 
The eigenvalues of the Jacobian of the linearisation at this equilibrium are 
AI, 2 : -- 
C -VI? + -4D(p - a) 
2D 
A3,4,5,6 -"-: 
1 (pC±Vp2(C2+2D(l+c+a))±2pD 2(c, -1+ f)2 2Dp 
VP_ + 4peRb(p -a 
We note that, in order to avoid the possibility of complex eigenvalues (which 
would require that y and z go negative and thus do not represent biological 
reality) we must have the quantities under the square root signs non-negative. 
This requires that 
ICI :?: Ic. W =1 
V2pD (-p(e +a+ 1) + vf4Rbpf(p - C, ) + p2(f + C, - 
j-)2). 
P 
This threshold can only exist if the quantity under the first square root sign 
is positive, which in turn requires that 
> ap Rb(p - a) - p' 
However, Ic., i. l < Jral (conclusion reached from numerical simulation). 
Trajectories originating from the IFE to reach the endemic equilibrium would 
need the following sign pattern; 
LX 
< 0, 
dy 
> 0, 
±z 
X<O' Y>O Z>O .>0. dýp dýp dýp 
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The sign pattern of the eigenvectors and eigenvalues is suggested by numerical 
simulation with the same parameter set as in 5.4.1 to be 
+ - + - + - 
+ + + + - 
+ - + - - 
o 0 - - + + 
o 0 - + + + 
0 0 + + + + 
0 0 + - + 
We see immediately that the fifth eigenvector is associated with a positive 
eigenvalue and provides the requisite sign pattern. We can conclude that a 
travelling wave can feasibly connect the trivial solution and the infection free 
equilibrium. 
5.4.3 The endemic equilibrium 
The enclemic equilibrium is at 
xe =C+a, *= 
0 
Z* =0 
eRb 
y 7R-b 7ib 
where 0 is the root of f (z) = 0, where 
(Z) = p(1 +, E), z, 
+ (Rbe2(j -p+ a) - cRb(p - a) + 2p(l + e)(c + a)) z 
+(e + a) (p(c + a) - eRb(p - ct)) = 
The sign pattern of the trajectories originating from the endemic equilibrium 
must be as follows 
x>0, Y<0z<0 LX > 0, LY < 0, L-1 < 0. dýp dýp dp 
The characteristic equation of the Jacobian of the linearisation around the en- 
demic equilibrium is algebraically intractable. However, numerical simulation 
with the same parameter set as in 5.4.1 suggests that the sign pattern of the 
eigenvalues and eigenvectors is as follows. 
- - + + - 
- + 
- - + + 
+ 
- - - - + 
The sixth eigenvector is associated with a positive eigenvalue and has a sat- 
isfa, ctory sign pattern and we thus conclude that a travelling wave from the 
IFE to the endemic equilibrium is feasible. 
We thus consider it reasonable that travelling wave solutions can exist to 
connect each of the three equilibria of system (5.31). 0 
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5.5 Two species SEIS model 
We continue with the SEIS model for badgers analysed in the previous sec- 
tion and our previous assumption that cattle have a constant population, axe 
static and spatially homogeneous and we can represent their disease by an 
SIS model. With the same analysis as before in this chapter, we have the 
following non-dimensionalised system, transformed into o. d. e. s. v represents 
infected cattle, x, y, z are susceptible, latent and infective badgers respectively. 
All the parameters are as previously defined in this chapter. 
c 
dv 
= -v + Rv(l - v) + kU,, z(l - v), 
dx 
= kD 
d 2X 
+ kp(x +y+ z)(1 - (x +y+ Z» c jýO- : dýp2 
-kax + k(l -a- 5)z - kRbxz - Ubxv, 
y d2 y (5.33) 
cmL = kDT dýo ýpj 
+ kRbxz + Ubxv - k(c + a)y, 
dz d 2Z 
C ýý- = kDjý + key - kz, 
v(-O0) = 0, x(-O0) = 0, y(-O0) = 0, Z(-D0) = 
V(00)=V*, X(00)=X*, Y(00)=Y* Z(00)=Z*. 
We transform this into the following first order system. 
dv 
=Iv+R, v(l - v) + kUcz(l - v) 
dx 
U, ; T-P C(- 
Týo = 
LU 
=1 cu - kp(x +y+ z)(1 - (x +y+ z» + kax 7ýp kD 
( 
a- J)z + kRbxz + Ubxv), 
dy dq 
-L cq - kRbXZ - Ubxv + k(c + a)y TIP dp - kD( 
)l 
dz dw 
=1 
(cu; 
- key + kz Týp = W' Týp =kD 
There are three physically feasible equilibria: the trivial equilibrium, the in- 
fection free equilibrium and the endemic state. 
Conjecture 5.5.1 Duvelling wave solutions can exist to connect each of the 
three equilibria of systern (5.33) to the other two. 
The trivial equilibrium 
There are the same constraints on c as in the previous section to ensure that 
there are no complex eigenvalues of the Jacoblan of the linearisation, around 
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this equilibrium. The seven eigenvalues are the same as the six in (5.32) 
together with -I(R, - 1). Numerical simulation with the parameter set {k = c 1, Rb = 2.17, p=1, a=0.1, R, = 0.8, Ub = 1, Uc = 2, D=0.1, c=0.4,8 = 
0.6, c=0.81 suggests that the eigenvalues and eigenvectors have the following 
sign pattern: 
- + + + - + 
+ + + 0 0 + + 
0 - + + + - + 
0 - - + + - - 
0 0 0 0 0 + - 
0 0 0 0 0 + + 
0 + - 0 0 + - 
0 + + 0 0 + +. 
IYajectories originating from the trivial equilibrium would need to have the 
following sign pattern 
dx Z x>0, y 2: 0, Z ýý 0, > 0, 
ý>0, ýz- > C). 
dýo &p - dýp - 
The fourth and fifth eigenvectors above are associated with positive eigen- 
vectors and have this sign pattern, so we conclude that such trajectories are 
feasible. 
The infection free equilibrium 
The characteristic equation of the Jacoblan of the linearisation around this 
equilibrium factorises into a quadratic factor and a quintic factor. The quintic 
gives rise to real or complex roots depending on the relationship between the 
parameters, but the behaviour is extremely complicated and does not have 
any obvious biological interpretation. 
The sign pattern of the real parts of the eigenvectors and eigenvalues of this 
Ja, cobian, suggested from numerical simulation with the same parameter set 
as in the previous section, is as follows 
- + + + - - + 
o - + - - - 0 
+ + - - + + 
- + - - - - 
o - + + - - 0 
o - + + - + 0 
o - + - + + 0 
0 - + - + - 0. 
The sign pattern of trajectories originating at the IFE must be 
v 2: 0, x<0, y>0, Z>0 
Lx 
< 0, 
dy 
> 0, 
Lz 
> 0. dýo &p dýp 
The second eigenvector has the correct sign pattern to be a candidate for a 
trajectory leaving the EFE and is associated with a positive eigenvalue. 
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The endemic equilibrium 
The sign pattern of trajectories from the endemic equilibrium must be 
v<o, x>O, y<o, z<o, 
dx 
> 0, 
dy 
< C) , 
ýz 
< C). J-p dýp &p 
By numerical simulation with the same parameter set as in the previous section 
we find the sign pattern of the the eigenvalues and the eigenvectors (or their 
real paxts where they are complex) of the Jacobian of the lineaxisation around 
this equilibrium to be as follows 
+ - + - - + 
- - - + - - 
+ + + + + + + 
+ + + + + + + 
- + + - + + 
+ + + 
+ 
The sign patterns of the first and seventh eigenvectors correspond to the pat- 
tern needed for a trajectory leaving the endemic equilibrium and each is asso- 
ciated with a positive eigenvalue. 
5.6 One species - diffusion with a fixed latent period 
The model equations, with all the variables and parameters as previously 
defined in this chapter and with a fixed latent period of r axe as follows; 
as(x, t) D 
i92S(X, t) 
at 9X2 
+r(S(x, t)+E(x, t)+I(x, t)) 1--! (S(x, t)+E(x, t)+I(x, t))) c 
-, uS(x, t) -, OS(x, t)I(x, t) + -Y, (X, t), 
o9E(x, t) D 192E(x, 
t) 
Ot 9X2 
+OS(x, t)I(x, t) - e-AlOS(x, t- r)I(x, t -, r) - 14E(x, t), 
OI(X, t) 
=D 
021(X, t) 
+ e-11r, 3S(x, t -, r)I(x, t -, r) - (14 +6+, y)I(x, t), &t 9X2 
S(x, 0), E(x, 0), I(x, 0) > 0,0 E [-r, 0) xE (-oo, 00), 
S(x, O)=So(x), E(x, O)=Eo(x), I(x, O)=Io(x). 
(5.34) 
168 
With the substitution z=x+ ct (and thus x+ c(t - 7) =z- cr) we have 
dS(z) 2 
c DfS- 
, 1! 2z) +r (S(z) + E(z) + I(z)) 1- (S(z) + E(z) + I(z)) dz dZ2 c 
-fts(z) -, as(Z)I(Z) + -YI(Z), 
CdE(z) = Dý2--E(z) + PS(z)I(z) - e-A', 3S(z - cr)I(z - cr) -, uE(z), dz dZ2 
CdI(Z) = Dý2-I(z) + e-A', 6S(z - cr)I(z - cr) - 
(, a ++ -t)I(z). 
dz dZ2 
(5.35) 
System (5.35) has three equilibria, the trivial equilibrium, the infection free 
equilibrium and the endemic equilibrium. The latter is at 
op 
where 0 is the root of f (z) = 0, where 
f(z) =r 
(- 
u-(, y + 8)(1 - e-A')) z 
-, u)(jA + -t + J)) 
(p + -1 + 8) + 2r(p +y+ j)2 
) 
+(iz + -y + 3) (r(lz + -y + 3) - COe-, "'(r -, u)) 
and I* >0 for Roe-A' > 1, where 
Ro = 
N*, O 
,u+, y + 
(5.36) 
and where N* =C1-E is the total population at the infection free equi- r librium. 
The infection free equilibrium 
If we linearise around the IFE, (N*, 0,0) and look for an A nsatz of the form 
ý= ale", t= a2eAz, f= a3e-z 
where are the rescaled variables, we obtain the characteristic equation 
of the lineaxisation of system (5.34) about the IFE in the form 
Ac -A2D-p+r -2, u +r -2, u+r+N*#-, y al) 
0 AC _ A2D + it -N*, 8(1 - 
-(/A+ck)7) 
a2 " 0- 
00 \C _ \2D + (p +J+, 7) 
-N*, Oe-(, u+cA)r 
a3/ 
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For non-trivial solutions the constraint on A is given by f (A) = 0, where 
f(, \) = (, \C -, \2D -p+ r)(Ac -, \2D +, u) 
(Ac - AD + (It +J+, y) - 
The third factor contains the interesting part of this transcendental equation, 
since the first two factors routinely solve as follows, where the first eigenvalue 
of each pair has the positive square root term, 
11 A1,2ýý-D(c±V/ýý--4D(r-p)), A3,4' ý-D (c -ý V/P + 
-4Dp). 
If we set the third factor equal to zero we obtain an equation of the form 
-, \2D +, \c +A- Be`Ä' = 0, (5.37) 
where A=u+ -y +3 and B= N*, Oe-A'. If B<A, i. e. Ro > 1, where 
Ro is defined in (5.36), there will be one positive and one negative real root. 
If B>A there will be either two positive real roots, a double root or no 
real roots. We find the critical value of A at which the real roots disappear 
by differentiating equation (5.37) with respect to A and solving the resulting 
equation and (5.37) itself simultaneously. We thus have 
I 
TC2 - 2D + -v/, r2C4 + 4D2 + 4Ar2c2D(, u ++ 6). (5.38) Ar"t = TD-Tc 
( 
We take the positive square root since we can see by geometry that Auit > 0. 
If we now substitute for A into equation (5.37) we obtain the corresponding 
value of c., i,, at the IFE, defined as the root of the following equation in c. 
2D - Vr2C4 + 4D2 + 47.2c2D(/i +J+ -y) 
2 r-2D+Vrr-2-c4+74D-2+477ý ýD( 
-N*, 3c 7,2e-A'e-3V(c2 
u+6M+y) 
We assume that in practice r is small enough that we may approximate by 
expanding both sides of this equation with a Taylor expansion in powers of 7-, 
ignoring terms 0(7-1), and solve for c. The approximation is 
D(Ro(l - 
Mor + 
a++ 
Ic. i,, l is, as would be expected from biological considerations, increasing in RID 
for r< and RO > 1-1 IA-r ' 
However, the approximation is only within 8% of 
the exact value found by simulation. 
With numerical simulation with the parameter set {r = 0.6, p = 0.4,, y = 
0.2, c = 0.2,, r = 0.4, D = 0.1,8 = 1, c = 0.6, N* = 2.33, & = 2.48}, we 
obtain the following sign pattern for the eigenvectors of the Jacobian of the 
linearisation around the infection free equilibrium. The six elements in the 
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eigenvectors correspond to 
( 
§, d, 
ý, 
t, dt, i, di) respectively. Tt Tt Tt 
0 0 
+ 0 0 
0 0 0 
\oj \O) \O/ \O/ \-/ \-j - 
For trajectories leaving the IFE in the direction of the endemic equilibrium 
we would expect the sign pattern to be 
dt di 
< <o, t>O, >O, j>O, j->O, Z 77 7z- 
which is the case for the sixth eigenvector above (multiplied by a negative 
constant). We also see that the third eigenvector points in the direction of the 
trivial solution. 
The trivial solution 
Linearising (5.35) about the trivial solution and finding the condition that 
there axe non-trivial solutions to the Ansatz as above we find the constraint 
on c such that all the variables remain positive to be Icl > 2V/7D-r--j-i7, which 
is equivalent, because of scaling to 2VrD--(p- a) as for system (5.2). Thus 
we can conclude that the minimum wavespeed for system (5.34) will be the 
maximum of 2VD-(p --a) and the root of equation (5.39). The eigenvectors 
of the Jacobian of the linearisation about the trivial solution of (5.34) axe the 
same as those for the Jacobian of the lineaxisation about the trivial solution of 
(5.30), which we have already shown to have a sign pattern allowing a plausible 
travelling wave solution between the IFE and the trivial state. 
5.7 Culling in a spatially heterogeneous environ- 
ment 
We now turn to the effect of culling in an enviro=ent where one species, bad- 
gers, is distributed heterogeneously in one-dimension with spatial co-ordinate 
5.7.1 Mravelling waves and fixed yield culling 
We amend the diffusion model of system (5.4) by adding a culling term as 
described in model (3.13). As the animals diffuse they are culled at a fixed 
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number A per unit time and space. The model for a single species is 
ax 
=D 
a2X 
+ p(x + y)(1 -x- y) - ax + (1 - a)y - Roxy - qAx 
X 
Tt aý2 +Y) 
ey 2y 
= DL--y+Roxy-qA 
Y 
Tt aC2 X+Y 
x(C, 0)=x0(0>0 Y(C, 0)=Y0(0>0- 
(5.40) 
We define 
1 X+Y>O 
q: = 
10 
otherwise 
to ensure positivity and to remove any potential singularity at the origin. On 
the understanding that A>0 only for x+y>0 we will henceforth put q=1. 
Proposition 5.7.1 Provided that A< A*, where 
A* 
(p -a+ 1)(Ro(p - a) - p) 
(Ro + p)2 
a travelling wave solution connecting the two equilibria of system (5-40) is 
feasible, with minimum wavespeed c .. j., defined in (5-42). 
We Imow from Chapter 3 that system (5.40) has no trivial equilibrium, that 
the population crashes for A>A, it = -a 
2 
and that there are two phys- 
ically feasible stable spatially homogen us 
P 
equilibria, the larger of the two 
IFEs and the endemic equilibrium with positive components. We also know 
that we must have Ro < p(p-a+2) if culling is to eliminate the infective class P-a 
without a population crash, so we make this assumption in the following anal- 
ysis. To study the possibility of travelling wave solutions connecting these two 
equilibria, as for the unculled model, we put z+ ct,! 
ýi 
=u and ! 
Ly 
=w dz dz 
and thus transform (5.40) into a system of first order o. d. e. s. 
dx 
Tz- = U, 
du 1 27 
p(x + y)(I -x- y) + ax - (1 - a)y + Roxy +A 
(cu 
z x+y)l 
dy dw 1 
cw+y-Roxy+A 
Y 
Tz- W, TZ = 15 X+Y) 
(P-a 
, At the IFE _r _, ý ý( a) 2- 4p: 
T, 0,0, provided that A< Ait. ý 2p 2p 
0), 
The eigenvalues of the Jacobian are 
, ul 
(c 
+ Vfý + 4DV_(p_-_a71_E 
ýpA) 
, 2D 
A2 
(C 
- ýFC2 + 4DV_(ýýa) 
: 
-E 
ý4pA) 
t 2D 
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where it, ýý' 01 A2 <0 and 
1 
IL3 ý ýD-p 
(cp+ 
C2p2 - 2Dp 
(Ro(p- 
a) - 2p(p -a +2) + (Ro +p)vr(ý7a)7-- -4pA, 
) ), 
1 
A4 ý ýD-p 
(cp- 
I 
C2 p2- 2Dp 
(Ro (p - a) - 2p(p -a+ 2) + (Ro + p) VT; T=ayl-- -4pA)j. 
We have 113 > 01 #U4 <0 
for A< A* and /13 > Os /44 >0 for A> A*. Hence, 
from positivity considerations we must have Icl > lcmi, l, where 
IC. W 1 V2pD ((RO + p) V(-pZ -a)2 ---'Zp-A + R. 0 (p - a) - 2p(p -a+ 2)) P 
(5.42) 
We note that if A= A* - 
(P-2+')(RO(e-21:: ± (the threshold value of A above (JjO+p)2 
which the endemic equilibrium disappears) then crni, = 0, commensurate with 
the fact that this value of A is the parameter in the transcritical bifurcation of 
the (spatially homogeneous) system. Criiin is decreasing in A, the greater the 
culling yield the slower the speed with which the disease spreads. 
We can obtain the sign pattern of the eigenvectors at the IFE and also at 
the endemic equilibri= (the latter being algebraically intractable) by simu- 
lation, for A< A*, to give the following result; 
Infection free equilibrium Enden-Lic equilibrium 
++++ (I++ 
-+ 
00 
00') 
(0) (-+-) (+--) 
+) 
(+ 
Leaving the IFE requires x<0, u<0, y>0, w>0 the sign pattern of the 
third eigenvector (multiplied by a negative constant). Leaving the endemic 
equilibrium requires x>0, u>0, y<0, w<0, a pattern satisfied by the 
second and fourth eigenvectors. 
We can therefore conclude that a travelling wave connecting these two equi- 
libria is at least feasible. 13 
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5.7.2 M-avelling waves and fixed rate culling 
The equivalent model to that of system (5.4 1) where the culling is at a constant 
proportion B of the population per unit space and time is as follows 
dx du 1 
TZ U, 7z- T 
(CU 
- p(x + y)(1 -x- y) + ax - (1 - a)y + &xy + Bx), 
dy dw I 
dz ý_z 
(CW 
+y- Roxy + By). 
(5.43) 
We have three possible equilibria, extinction, the IFE and the endemic equi- 
librium, thus we can consider the possibility of travelling waves connecting 
any two of them. 
Proposition 5.7.2 
I. Provided that B< B*, where 
Ro(p - a) -p 
&+p I 
travelling wave solutions are plausible connecting the extinction equilib- 
rium and the infection free equilibrium of system (5-43) with minimum 
wavespeed given by 
2-I. Icol = max 
f 
2V-D-(p --a - B), vrD-. o 
(ri?, O(p - a) -p- B(Ro + P)) 
2. For B> B* travelling wave solutions are plausible connecting the ex- 
tinction equilibrium and the infection free equilibrium of system (5-43) 
with minimum wavespeed given by 
Icol = 2%rD-(p -a- B). 
3. For B> B* travelling wave solutions are also plausible connecting the 
trivial equilibrium to the endemic equilibrium of system (5.43). 
Extinction 
The eigenvalues at the extinction equilibrium are 
Ac+ ýc ý+4 D(I ý+B) A2 
(c 
- VýP + 
-4D(l + B)) ý-D 2D 
where A, > OiA2 < 0, and 
1\3 -L 
(c + Vrcl - 4D 
-(p- a- 2D 
1\4 -L 
(c 
- V/c-T--4D(p 
--a 
- B)) 2D 
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whence we require c>c.. i. = 2VrD-(p -a- B) from positivity considerations. 
We have A3 > Ov A4 > 0. As B -+ Bjt, where Bit =p-a, we have 
c .. j. - 0. The eigenvectors at the trivial solution and their sign pattern are 
(-A2 
+ A3 A4 + 
0000 
++ 
A, \2 -0000. ý ')+ ý 1)+ 
() () 
The pattern of eigenvectors for a solution trajectory moving from the trivial 
state to the IFE needs to be consistent with x>0, u>0, y=0, w=0 for 
which the third or fourth eigenvalues (corresponding to positive eigenvalues) 
will do. Thus a travelling wave from the trivial state to the IFE is feasible. 
The eigenvector pattern for a solution trajectory from the trivial state to the 
endemic equilibrium, consistent with x>0, u>0, y 2: 0, w 2! 0 would also be 
satisfied by the third and fourth eigenvectors. 
Infection free equilibrium 
At the IFE, 1-a+B, 0,0,0 the eigenvalues are 
p 
A. 5 = -L 
(c + VO + 
-4D(p- B)), 
2D 
A6ý 
1D (c 
- V17 
-+4. Db 
A7 --S- + --LVOp2 
ýmw-4Dp (Ro(p p+ P)), 
2D 2pD 
c2 
DD 
Vc p2 - 4Dp (Ro(p p- B(& + p)). A8 ýD pD 
In the case Of A79 As to ensure that the quantity under the square root is 
positive we need to have I cl >I cl 1, where 
cl =ý V-D--p(& (p - a) -p+ p)). (5.44) p 
cl only exists for B< B*. For B> B* there is no constraint on c. 
A5 > 0, A6 < 0, A7 > 0, A8 >0 if B< B* (the value of B at which the 
endemic equilibrium becomes unstable) and A5 > Ot A6 < 09 A7 > OtA8 <0 if 
B> B*. Once again we note that both cl and C. in are decreasing in B. As 
the culling rate increases the spread rate decreases. 
We observe that cl > cýýi,, for 
B< -L ((Ro - P)(P - a) - P) < Bcrit V Ro 
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and that Ic, I is increasing in Ro. The elgenvectors at the IFE and their sign 
pattern for B> B* axe 
1+ -1 - -1 - 
(Al5 
++ 
(A6 
- -A7 - -A8 + 
U) 0001+I+ 
000)0 A7 +( A8 
)- 
The pattern of eigenvectors for a trajectory moving from the IFE to the trivial 
solution must be consistent with x<0, u<0, y=0, w=0 and so the third 
eigenvector will do. For a trajectory moving from the IFE to the endernic 
equilibrium the pattern must be consistent with x<0, u<0, y>0, w>0, in 
which case the third elgenvector also has the right sign pattern for all values 
of B. 
Endemic equilibrium 
At the endemic equilibrium 
1+B 
0,1_a+B_. l+B, o the eigenval- 
( 
7i; -- Ip Ro 
ues are A5, A6 as above, and Ag, A10 where 
c1 
D+ FPD 
VC2p2 + 4Dp (Ro(p - a) -p-+ p)), 
Alo = ýc -I DF PD 
VC2p2 + 4Dp (RO(p - a) -p-+ p)) 
The eigenvectors and their sign patterns are as follows, where two possible 
signs are shown for a component, the former is for B< B*, the latter for 
B> B* 
++ 
A5 +' A6 - 9 -AIO +or- 
0 or+ 
( ) 
or + 
) 
+ 
( ) 
A, 50 -or+ +or- 60 
0 
A60 + Alo -or+, 
where 0 
Ro(p - a) -p- B(Ro + p) 
p(p -a- B) 
We see that the third eigenvector sign pattern is consistent with x<0, u< 
0, y>0, w>0 but that no pattern appears to be consistent with x<0, u< 
0, y<0, w<0 for a trajectory connecting the endemic equilibrium and the 
trivial state except in the case that B> B* in which case the first eigenvector 
will do. 0 
5.8 Culling on a finite interval 
As a more realistic model than considering culling in an infinite space, we 
might consider animals contained in a finite interval scaled to (0,1) and study 
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a model system of the form 
49x i92X -Ft =D 9Z2 +P(X+Y)(1 -X _Y) -aX+ (1 -a)y- &XY-f (X' Z' t)1 
ey i92 y 
Tt DýýV- -y+ Roxy -f (y, ý, t), 
x(CO)=Xo(ý)>O, Y(ý, O)=Yo(ý)ý! O, ýE(0,1), 
(5.45) 
where the parameters and variables have the meanings defined in the previous 
section with either Dirichlet boundary conditions (lethal boundary) 
x(0, t) = x(1, t) = 0, Y(O, t) = Y(1, t) =0 
or Neumann boundary conditions (no flux, i. e. a closed system or possibly one 
with equal movement of animals in and out of the system at each boundary) 
xz(O, t) = XZ(1, t) = 0, ye (0, t) = v4 (1, t) = 0. 
In practice Neumann boundary conditions are a more realistic approximation 
of the real world (e. g. a closed boundary) than Dirichlet conditions (e. g an- 
imals being killed on the boundary). The choice of boundary conditions has 
a significant impact on the resulting dynamics. The function f (-, ý, t) repre- 
sents a general non-homogeneous culling function which we take to be at least 
piecewise continuous in all three variables and non-negative. 
We note that since we define x+y=n and provided that f is linear in 
the first variable, so that f (x, ý, t) +f (y, C, t) =f (n, ý, t) (e. g. f= An as in 
fixed rate culling), we can simplify the problem to 
On 02 n Dý7 + pn(l - n) - an -f (n, C, t), v 
ey 2 (5.46) 
= Dý-y -y+Ro(n-y)y-f(y, ý, t), 5-t i9C2 
n(C, O)=no(C)>O, y(ý, O)=yo(C)2: 0, 
with appropriate boundary conditions, where the first equation is decoupled 
from the second. 
5.8.1 Non-homogeneous equilibria with fixed rate culling 
For simplicity we first consider f (n, ý, t) = An, replicating one of the models 
used in the previous section. We look for spatially non-homogeneous equilib- 
rium solutions, using some of the ideas of [461. We can see that in this case 
there are three possible equilibria for system (5.46), the trivial solution (0,0), 
the IFE (n* (ý), 0) and the endemic equilibrium (n* (ý), y* (ý)). 
Remark 5.8.1 We note that the existence of ý-dependent equilibria is not 
guaranteed. Constant values of n* and y* will satisfy the Neumann problem. 
The only constant solution to the Dirichlet problem however is n* = 0. 
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For the Dirichlet problem, n*(C), is a non-homogeneous steady state, (if it 
exists, i. e. if there is some ýE (0,1) such that ý maximises n*(ý)) satisfying 
2 
n* + pn*(l - n*) - an* - An* = 0, n*(0) = n*(1) = 0. 
We can find an upper bound on n*(ý). Let there be ýO such that 
max n*(ý), fElo'll 
then 
d n* (CO) :50 so that dý2 
pn*(ýo)(l - n*(ýo)) - an*(ýo) - An*(ýo) ý! 0 
and hence A+ 
p 
This bound is the same value as the equilibrium population density of spatially 
homogeneous fixed rate culling found in Chapter 3. 
5.8.2 The trivial equilibrium 
Lineaxising the first equation of system (5.46) with homogeneous Dirichlet 
boundary conditions about the trivial equilibrium we obtain 
On 82 n 
= D- + (p- a -A)n. Tt 0ý2 
We try the Ansatz n(ý, t) = u(ý)e, \t and substitute into the equation above to 
obtain the eigenvalue problem; 
dU 
=02U U(O) = U(J) =0 -5ý72 9 
where O= (p-a-A-A). 
This gives us solutions of the form uj = Bj sin j? rf , where Bj is the j'h coef- ficient of the Fourier sine series expansion of no(f), thus the jth eigenvalue is 
Aj = -Dj27r2 +p-a-A. We can thus write an expression for n as 
00 
n(ý, t) =e(,, -*-A)l E e-Dj27r2tBj sinjvý. 
j=l 
Evidently, n(C, t) -0 as t -+ oo if A>p-a- D72. Thus we have a definition 
of A, it for system (5.46) as 
A, it =p-a- Dir j 
which is reduced by D7r 2 from the spatially homogeneous model - the faster 
the animals diffuse the lower the culling rate at which they are eradicated. 
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Had we linearised system (5.46) with homogeneous Neumann boundary con- 
ditions about the trivial equilibrium we would have obtained an expression for 
n as 
00 
n(C, t) = e(p-a-A)t 
E 
e-Dj27r2t Cj cosjrc, 
j=0 
where Cj is the jtII coefficient of the Fourier cosine series expansion of no(C). 
The first term, Coe(p-a-A)t' is dominant and is not C-dependent. 
5.8.3 The IFE and the endemic equilibrium 
Linearising (5.46) about a non-trivial equilibrium (n* (ý), y* (ý)), with 
u(ý, t) = n(ý, t) - n*(ý), i(C, t) = y(C, t) - y*(C), 
we obtain 
i9u a2U 
Tt D i942 - u(A -p+a+ 2pn*), 
(5.47) 
Di 92i 
U it 
Däýi - i(1 + A) + Roy*(u - i) + Roi(n* - y*). 
At the infbction free equilibrium, (n*(C), 0), we can write the eigenvalue prob- 
lem for i as 
Di 02i 
it- DTý2- - i(I + A) + &in* 
and consider both Dirichlet and Neumann boundary conditions in turn. 
* If n* is a non zero constant on (0,1) 
We know that this is only possible for Neumann boundary conditions. 
Let i(ý, t) = eAj%(ý), where Oj(ý) is the eigenfunction corresponding 
the jth eigenvalue (Aj) of the Laplacian operator with Neumann condi- 
tions (as in the preceding subsection). Then, substituting in the second 
equation of (5.47) we obtain 
,\j= _Dj2.7r2 _ (I +A- A)n*). 
We have already established in Chapter 3 that in this case n* =I- 
A+c, 
, so that for stability of the 
IFE, Aj < 0, for j=0,1,2.... we 
P 
must have A> A* where 
R, o(p - a) -p 
&+p t 
which is the same result as we obtained in Chapter 3 for the spatially 
homogeneous system. 
e If n* is not constant on (0,1) 
We assume homogeneous Dirichlet boundary conditions. Let i= e`to(ý), 
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where V) is some suitable function. Substituting in the second equation 
of (5.47) and multiplying through by V) we obtain 
0,0(ý)2 
!ý2_V, (ý)2(1 + A) + &, p(C)2 
dC2 n*(C). 
Integrating with respect to ý between 0 and 1 and using 0(0) = 0(l) =0 
we have 
-Df a 0 dC 
+ A) 
1 
O(C)2g + Rof 
I 
jp(ý)2n*(ý)g. 
0a 
Then the IFE will be stable provided a<0, hence if A> ADI where 
1 (L 
(Ron* 1)V, (ý)2g -Dfl 
. 0)2 
a 
sup 
fo 
0 D 
pCWI, 2(o, l) 
I 
0 
fo 
where W, 01' 
2 (0,1) is a subset of WI, 2(0,1), the Sobolev space of functions 
77 such that 17 is square-integrable on (0,1), at least once differentiable 
on (0,1) and zero at the boundary. 
If we apply Neumann boundary conditions we obtain an equivalent re- 
sult, using this time 
LO (0) = 
LV) (1) = 0, but the supremum is taken d6 dý 
over a different function space, thus we require that A> Aý, where 
0 
I 
(Ron*(ý) Dfl 
sup 
fo 
0 
E W11 2(o, l) 
fo 
V)(C)24 
12 
where W, " (0,1) is a subset of W1,2(0,1), the Sobolev space of functions 
77 such that 77 is square-integrable, on (0,1), at least once differentiable 
on (0,1) and with the first derivative zero at the boundary. 
Which is the larger, A* or A* is not obvious simply from consider- DN 
ing the function space over which the suprema are taken. However the 
Dirichlet problem implies a steady reduction in the population due to 
the lethal boundary, so we might expect that A* < Aý. D 
5.9 Fixed yield culling on a finite interval 
This section is based on the ideas in [13]. We can amend model (5-46) for spa- 
tially non-homogeneous fixed yield culling with homogeneous Dirichlet bound- 
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ary conditions as follows 
d9n 02n 
-äý = Diýi + pn(1 - n) - an - Af(e), 
OY 
=D2y-y+ Ro(n - y)y - Af (4) 
y 
äT 
2i9Z--2 
n' (5.48) 
n(Z, 0)=no(e»0, y(e, O)=yo(Z»0, 
n(0, t) = n(1, t) = 0, y(0, t) = y(1, t) = 0. 
The number of animals culled is a function of the location of the culling and 
we specify the properties of f as 
(e) k 0, eE (0,1), f (e) =0 for n=0, 
11 
0 
(ý)dý = 1, 
maxf(ý) = Al < oo. 
If we consider the total population, then irrespective of the disease status, the 
non homogeneous equilibrium solution, n(ý) of (5.48), if it exists, must satisfy 
dn= 
pn(l - n) - an - Af ýýy 
The problem OC4 + A20 =0 with homogeneous Dirichlet boundary conditions 
has a principal eigenfunction 0(ý) =P sin 7rC, where 8 is a constant, which 
is positive on (0,1) and 044 = -7r2o. Multiplying (5.49) through by 0 and 
integrating w. r. t. ý between 0 and 1 we obtain 
z 
il 
Dd2n, (, ) + (p 
o Tý 
-pf 
ln(C)2tq(C)dý 
- Af f 
o( 0 
The right hand side of (5.50) is non-positive for n 2: 0 so that the left hand 
side must also be non-positive. Integrating the first term of the left hand side 
of (5.50) by parts twice, using 0(0) = 0(l) =0 and n(O) = n(l) =0 and 
substituting for Ott we obtain 
1 
(Dir' - (p - a» n(Z)0(4)de < 0, 
thus we must have p- a> 7r 2D if we are to observe a positive non-homogeneous 
solution, n(ý), to (5.49). 
Observation 5.9.1 If n(ý) =0 for 0 and 1 and 
dn>0 
for 2 
E (0,1) then the Maximum Principle (see for example 1501 P 41 assures us 
that n(C) :50 for CE (0,1). 
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ol 
0.1 
0.4 
n(X) 0.3 
0.2 
0.1 
d2n 
Equation (5.49) implies that at the boundaries ýZj ý! 0. This stiggests that 
the general shape ofn*(ý) is as in Figure 5.1 ifwe are to observe positive non- 
homogeneous solutions. Let us now assume that a positive non-hoinow, neous 
steady state n(ý) exists, such that for some ýO E [0,1) we have 
n(ýo) = max n(ý). 
ýEJOOJ 
d'n 
Then ýý(ýo) < 0, which implies that we inust have 
n(ý) :ý 7t(ýo) 
(p 
-a+ Vý'(p - a)2 - 4pAf 2p 
and in particular 
Af (ýo) < 
(p 2`)' 
and so Al < 
(p -)' 
4p 4pA 
5.9.1 Non-homogeneous equilibria with fixed yield culling 
If we let f (fl = 1, so that, culling takes place at t he sanie r. kt eI lin'1101olit the 
interval, then the non-honiogeneous equilibrinni W(ý) satisfies the e(juntion 
d'n U 
-D <2 
h(n, A) rii 
(IKA, 
with homogeneous Dirichlet boundary conditions for E [0,11. Here we have 
put r=p-a and K=I- -a for siniplicity P 
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ol .20.4 0.6 0.8 
x 
Figure 5.1: PlausibIc f(win 1*()r n(ý) 
We have already shown that if a positive non-homogeneous equilibrium n* 
exists then there is a local maximum n*(ýo) = p, say. We define 
n 
H(n, A) h(v, A)dv. (5.52) 
0 
If n(ý) is a positive solution to (5.51) then both n(Co - ý) and n(Co + ý) are 
solutions to 
-D 
i92Z 
= h(z, A), z(O) = n(ýo), 
dz I=0. 
4 
C=O 
By uniqueness we must have n(Co - n(ýo + so n is symmetric about 
ýo. Thus since n(O) = n(l) =0 it follows that ýo 2' 
Multiplying (5.51) through by 
dn 
d,, ý ' 
-D 
dn d2n dn H A) 
and integrating 
D [(d0216 n(WýP H'(n, A)dn, 
2< 
fn(C) 
whence 
dn 2 
= T( -iý =1 
(H (p, A) -H 
(n, A)). 
Rearranging and integrating 
fp ds 2 
-dý = -1 since 
o= 
fOCO AD 
-v/'2-D 
2' 
If n(C) is a solution to (5.51) then we have that p= max n(ý) satisfies 
fE(0,1) 
ds 1 
ý= F(p, A) 7== 
o VHF, -A)- H (s, A) 2D 
p is thus a root of the equation 
P(p, A) = F(p, A) - --I- = 0, (5.53) 
vf2-D 
which gives us an exact, albeit implicit upper bound for n* 
There are clearly constraints on the permissable values of p in (5-53), we 
must have pE fl, where 
f2=jp; H(p, A)>H(s, A), sE[O, p)). 
Note that, with the choice for h(n, A) in (5.51), 
H(n, A) = 
rn2 
- 
rn3 
- An. 2 3K 
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I We require that H(n, A) be monotone increasing, i. e. that al <n< a2 where 
a, = 
K_K 
2- 4Ar 
K+K 4Ar 
a2 - .2_ 
ýA 
2 2r K2 2r K 
We note that the roots of H(n, A) = 0, are 0, bl and b2 where 
bi = 
3K 
_I K2 - 
48KA, 
b2 = 
3K 
+1 )K2 - 
48KA 
44 
ý9 
r44 
ýf 
r 
Figure 5.2 illustrates H(n, A) and h(P., A). Hence we must have a, <p< a2 
F(X) 
21 
Figure 5.2: Constraints on p in equation (5.53) 
if positive equilibrium solutions are to (, xi.,,, t. 
Two positive equilibria 
In the static model with fixed yield continuous rate culling,. ve foinid tI iat I livre 
were two positive equilibria, the larger stable and fliv snialler unsfable. We 
now look for the conditions that two or inore positive equilibrium solutions 
exist in the non-lionlogeneous case. We first establish fliv constraint on r for 
there to be any positive equilibrium solutions. 
Lemma 5.9.2 Positive equilikiwn solutions to (5.51) are. possible ordy if r 
D7r 2. 
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We prove this by finding and evaluating a lower bound for P(p, A). 
p ds FCp, A) = 
o rp3 
_ Ap 
r82 
_ 
r83 
- As) 2 3K 2 3K 
p ds 
0Vr (p2 S2) _r (p3 -, 93) A (p - q) -, 
1-2-D 
2 TK- 
ds 
o V(p (r(p 
-L(p2 +pS + S2) - A) 
V2D 
2 3K 
ds I fo P 
ýý! 
--82) V2-D 
sin-' 
(1) lp I lr 
rP o_70D 
=72P 72=D 
Thus if r< D7r 2, then P(p, A) >0 and there can be no positive solution to 
(5.51). 13 
If the population net birth rate jo -a< D7r2, fixed yield culling will not 
produce a spatially non-homogeneous equilibrium - i. e. the population will be 
eliminated. 
Lemma 5.9.3 If r> 3D7r2 and 
A< min 
3K(r - D7r2)2 
I 
3KD7r 2 (r - Wir 2) 3K(r - D7r2)(5r + 3D7r 
2) f 
8r 2r Wr 
then a minimum of two distinct roots p exist for the equation P(p, A) = 0. 
Remark 5.9.4 The two (or more) values of p would correspond either to the 
different extrema of a solution with more than one extremum in (0,1) or to 
the different extrema associated with various coexisting solutions of equation 
(5.51). 
We define below certain functions U(p, A) and L(p, A) such that 
U(p, A) ý: P(p, A) 2: L(p, A). 
and find the conditions that they both have two zeros in fl, thus ensuring that 
. 
P(p, A) has at least two roots in fl. The situation is illustrated in Figure 5.3 
Sincep2+pS <p2+pS+82 and 
P+8 <1 for 8E [O, p) we have 2p 
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1. (I,. A) 
Rp, A) 
1, 
Figure 5.3: Roots of U(p, A) wid L(p, A) 
L(p, A) 
p ds 
rp v2D (p - (p + s) - -L- (p + s) - Ap 
+ (2 
3K 21) 
fp ds 
0 
(p2 - 82) 
r- rp A v2D (2 
3K - 2p) 
7r I 
- V2- D rp A 2 
F(ý2 
- 3,1 ý: 2p) 
while since (1) + S)2 >p2+ ps + ýý2 and >I we use a similar cidenlatioij 
to obtain 
p ds 1 
U(p, A) = 
Jo 
(p2 - S2) 
r- 27-1) 
-A 
V-2-D (2 
3K p 
7r 
2 
(r 2rp A) vr2D 
2 3K p 
L exists provided that A< rp - 
2rP2. 
while U exists provided that 3K 
A< rp 
2rp2 
2 3K 
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The roots of U=0 are cl and c2 where 
Cl =K 
(3(r 
- 
D7r 2) _ 9(r - 
D7r2)2 - 8r 
96rA 
K 
C2 =K 
(3(r 
- Dir2) + 
ý9(r 
- D7r2)2 - Tr- - 
L6 
T 
rA 
K 
3K(r - D7r2)2 provided that A< while the roots of L=0 are di, d2 where 32r 
di = )7r2)2 
K (3(r 
- Dr 
2) V9(r 
--Dr 
)2 
- 
24rA ý4 
_; 
A 
4r K 
d2 =E 
(3(r 
2) 
- D7r + 
ý9(r 
- 
Dlr2)2 - 
ý4 A) 
4r K 
provided that A< 
3K(r - D7r2)2 
8r 
Thus the necessary and sufficient conditions for the two roots of U and L 
to lie in Q axe 
di > a,, d2 < a2, cl > al and c2 < a2. 
The first two inequalities ensure that the roots of L(p, A) lie in 11, the second 
two ensure that the minimum of U(p, A), which is negative because of the 
geometry of U(p, A), lies in 0. The constraints on A and r such that the 
above inequalities hold are 
di > al and d2 < a2 provided that A< 
3KDlr2(r - 3D7r 2) and r> 2r 
3Dir 2, 
cl > al and c2 < a2 provided that A< 
3K(r - Dlr2)(5r + 3DT2) 
Wr 
'AUch of the constraints yield the lowest bound will depend thus on r=p-a 
and A as we should expect from biological considerations. 13 
Conjecture 5.9.5 In the same way as for the static model, we conjecture 
that if there are two non-homogeneous equilibrium solutions to (5.51) then the 
smaller equilibrium will be unstable and the largerstable. 
5.10 Conclusions 
We have demonstrated that plausible travelling wave solutions for the models 
used, on an infinite domain, with specified minimum wavespeeds can connect 
each equilibrium to each of the other equilibria. The minimum wavespeed is 
generally increasing in the basic reproductive ratio for the model system con- 
cerned - the more contagious the disease the greater the spread speed. Culling 
decreases the minimum wavespeed. 
Finally, on a finite domain, we find constraints on the culling rate which 
permit spatially non-homogeneous equilibrium solutions. 
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Chapter 6 
Age structured models 
6.1 Introduction 
We have hitherto ignored age structure in our models in the interests of sim- 
plicity. However, animal population and disease dynamics are essentially age- 
dependent and we now consider how to model populations with an age struc- 
ture. 
We define n(a, t) as the density of animals of age a at time t; thus n(a, t) 
is a distribution function and the number of animals aged between ages al 
a2 n(a, t)da. We use lower case symbols to denote density and and a2 will be f. ' , 
upper case symbols for numbers of animals. 
We consider a general fecundity function rather than the specific functions 
we have used hitherto. The density of animals of age zero at time t is n(O, t): 
this is thus the birth rate. The number of animals born between time tj and 
t2 will be ft, 2 n(O, t)dt. 
There are essentially two approaches to modelling the age structure of a pop- 
ulation: renewal integral equations and delay differential equations. 
6.2 Deriving an age structured population model 
If the density function of animals aged a at time t is n(a, t) then, if ja 
(a) is the 
age-related death rate function, we can express the change in density over an 
interval Jt as 
n(a + U, t+ Jt) = n(a, t) -, u(a)n(a, t)6t. 
We consider p as a variable at this stage, later we will take it to be constant 
for simplicity. The probability that an individual, alive at time ti, is still alive 
t2 
at time t2 is e-ft'l "(")d. We require that p(a) is positive, bounded and at 
least piecewise continuous. If we expand the left hand side of equation (6.1) 
in a Taylor series we obtain, 
n(a, t) + na6t + nt6t + 0(6t2) = n(a, t) -, u(a)n(a, t)6t. 
Dividing through by St and taking the limit as t --+ oo we have 
On 
+ 
On 
-, u(a)n(a, (6.2) 57a at 
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with initial conditions n(a, 0) = no (a), which is the initial age distribution and 
n(O, t) = B(t), where B(t) is the fecundity function. Thus deaths are explic- 
itly included in equation (6.2), while births appear as a boundary condition. 
Equation (6.2) is known as the McKendrick-von Foerster equation. 
6.3 The renewal integral equation 
We can solve equation (6.2) using the method of characteristics to give us the 
following expression for n(a, t); 
a 
p(O)dO 
B(t - a)e 0t>a 
n(a, t) (6.3) 
t 
u(O)dO 
no(a - t)e 0t<a 
where no(a) is the age distribution at time t=0 and B(t) is the birth rate at 
time t. We do not specify, or may not even Imow, the form of B. However we 
may write 
B(t) = 
fo, * 
f (a)n(a, t)da, (6.4) 
where f (a) Eý 0 is some age-dependant maternity function (and lim... f (a) = 
0). 
Deriving the renewal equation 
Substituting the expression for n(a, t) in equation (6.3) into (6.4) we obtain 
t 
t -1 p(O)d0 -1 u(0)d0 B(t) = 
10 
f(a)B(t-a)e 0 da + 
it 00 f(a)no(a-t)e 0 da. 
With a change of variable, ý=a-t we can write the second of the integrals 
as ft 
IA% JA 
g(t) = 
fo"O 
f (ý + t)no(ý)e-jo 
uku)av, 
a 
, a(O)dO 
and if we put h(a) = e-f then we arrive at the following renewal 0 
equation, ascribed to Euler: 
t 
B(t) f (a)h(a)B(t - a)da + g(t). (6.5) 
The first term represents the births due to those born at time t-a, the 
second to those already born at t=0. Thus we can study the evolution of 
the birth rate and hence the size of the population over time. Evidently, as 
t --+ oo, g(t) --+ 0, so that we can express equation (6.5) for large t as 
00 
B(t) = 
fo k(a)B(t - a)da (6.6) 
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where k(a) = f(a)h(a) for simplicity. The integrand in the above equation 
shows the number of births to individuals aged a, evidently therefore born at 
time t-a and surviving until age a. If we substitute B= Boe't in equation 
(6.6), we obtain the characteristic equation; 
lo"o 
e-""k(a)da -1=0. (6.7) 
Now if rER and O(r) = fo" e-ak(a)da then 0 is monotone decreasing in r, 
since 
0 0 
O'(r) 
foo 
ae -arh(a)da <0Vr 
while lim O(r) = +oo and lim O(r) = 0. There is thus a unique positive root, rý-00 r-00 
ro, to equation (6.7) if 0(0) >1 and hence the birthrate increases with time 
in this case. Therefore n(a, t) also increases with time if t>a, by equation 
(6.3). We can see that 0(0) is a basic reproductive ratio for the population, it 
expresses the number of offspring an adult will produce in its lifetime. 
If rEC we can write r=u+ iv. If u<0 any complex solution win os- 
cillate to zero as a increases and can be ignored. Let us assume therefore that 
u>0. We write equation (6.7) as 
0 0 
foo 
e-a'(cos av -i sin av)k(a)da = 1. 
Taking the real part 
00 
e-"(cosav)k(a)da 
Hence, 
00 
O(U) = 
fo 
e-"uk(a)da ?1= 0(ro), 
so that, since 0 is strictly decreasing, ro 2: u and the real, positive root is 
dominant. The dynamics of the renewal equation (6.5) are thus driven by the 
unique real root. 
6.4 Delay differential equations 
The alternative modelling approach to renewal integral equations is to formu- 
late a system of delay differential equations for the total number of immature 
(juvenile) and mature (adult) individuals. We adopt this approach in the fol- 
lowing sections. We consider that only mature adults can reproduce; let the 
age at maturity be a constant r, then the number of juveniles, Nj (t) and the 
number of adults, NA(t) will be given by 
T 00 
Ni (t) = 
fo 
n(a, t)da, NA (t) = 
1, 
n(a, t)da. 
For adults we have, assuming that 1L, the death rate from natural causes, is 
constant and that n(oo, t) = 0, by integrating equation (G. 2) with respect to a 
dNA 
T- =n (r, t) -, uNA (t). (G. 8) t t 
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In order to obtain n(r, t), the rate at which animals are reaching maturity, we 
solve equation (6.2) by the method of characteristics and obtain, for r<t 
n(7-, t) = n(O, t- r)e-ý" = B(NA(t - r))e-, ". (6.9) 
The boundary condition is now expressed as n (0, t) =B (NA (t)), which is a 
function of NA(t), in contrast to n(O, t) = B(t), which is a function of time as 
we used in the previous section. In this case B(NA) is a prescribed function 
of NA with properties described below. 
Properties of B(NA) 
In order to serve as a realistic birth rate function we require the Mowing 
properties for B(NA). 
B(NA) is a continuous and differentiable function of NA, with a contin- 
uous second derivative. 
* B(NA) is bounded 
sup B(NA) < oo. 
NA>O 
9 B(O) =0 so that there axe no births if there is no adult population. 
B(NA) ý! 0 for NA -ý! 0. 
If the population is not to go extinct we need B'(0) > TI(O) where ji(t) 
is the mean per capita death rate, 
00 
1L(a)n(a, t)da 
AM 0 fo .. 
n(a, t)da 
lim B(NA) = 0. The density dependency of the birth rate function NA-oo 
is exhibited by its increasing monotonically as the population increases 
from zero, to a maximum B after which it decreases monotonically with 
NA to zero. We will have D(NA) =0 when the total population reaches 
the carrying level for the environment. 
If we combine equations (6.8) and (6.9) we obtain a delay differential equation 
for NA 
dNA 
-B 
(NA (t - 7-)) e-, " - ILNA (t) - 
(6.10) 
dt 
In a similar manner we obtain a delay differential equation for Nj; 
dNi 
-7- = B(NA(t)) - B(NA(t -, r))e -, uNj(t). t 
6.5 An age-structured SIS model 
We first briefly recap the analysis of the simple SIS epidemic model without 
age structure which we introduced in Chapter 2. Animals are born susceptible, 
become infected through a mass-action process, are immediately infectious and 
subsequently recover to become once more susceptible. Our objective is now 
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to study the age-structured SIS model of a single animal species. S and I are 
susceptible and infective spatial densities respectively, 0 the infection rate, 14 
the natural per capita death rate, d the per capita death rate from disease 
and -y the per capita recovery rate. All the latter parameters are taken to be 
constant. We define the adult and juvenile populations as 
S(t) = Si(t) + SA(t), I(t) = IJ (t) + IA (t), N(t) = Ni(t) + NA(t), 
so that NA = SA + IA. 
dS B(NA(t)) - PSI + -jI -, uS, Tt ý -- 
dl 
OSI - (p +d+ -y)I, Tt ý-- 
S(O) = So > 0,1(0) = Io > 0. 
We find that there are two equilibria apart from extinction; the IFE, 0) 
(where 91 is the equilibrium population in the absence of infection) and the 
enden-lic equilibrium: 
S,, u+d+, y OB(NA*)-, u(, u+d+-t) 
0 #(14 + d) I 
where NI is the equilibrium population with endemic infection. When I* = 0, 
we have NI = 91, the equilibrium adult population for an infection-free 
equilibrium. System (6.12) displays a bifurcation with parameter &, where 
we define 
Ro = 
OB(gA*) (6.13) 
iL(, u +d+, y) 
From the second equation of system (6.12) we can deduce that I(t) >0 for 
Io >0 since 
I(t) = lo exp 
(fo t 
(, OS(s) - (, a +d+ -1))ds) 2: 
Given that S(O) > 0, if we assume that S(t) =0 for the first time when t 
then, from the first equation of system (6.12) we must have 
dt 
B(NA(t» + yI(tý > 0, [LSI t=i ý 
since we assume that 1(0) cannot be zero else we only have the trivial solution. 
By continuity this implies that S(t) <0 for some t<i so that 1 cannot have 
been the first time that S(t) = 0. We thus have a contradiction of our original 
assumption of S(t) becoming zero for the first time. We can conclude that 
S(t) >0 for all t>0. 
Finally, for the total population N(t) in the absence of infbction we have 
dN 
-= B(NA(t)) -, uN - dI: 5 B(NA(t)) -, uN: 5 D -juN c Ft 
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so that 
lim. sup N(t) <B 
tý00 A 
Since P is bounded by definition, N(t) is bounded from above. Therefore S(f) 
and I(t) are both bounded from above. 
We can write the general age-structured SIS model as follows, for a -> 
0, t 2: 0 
Os(a, t) i9s(a, t) 
c9a 
+ Ot 
(a, t) s (a, t) u (a) s (a, t) + -j (a) i (a, t), 
Oi (a, t) 
+ 
L(a' t) 
= A(a, t)s(a, t) - (, u(a) + d(a))i(a, t) - -y(a)i(a, t), Oa at 
(G. 14) 
with the Mowing definitions and boundaxy conditions; 
00 
A(a, t) = 
fo 
6(a, a)i(ce, t)da, 
s(O, t)=B(NA(t)) NA(t)=SA(t)+IA(t), 
s(a, 0) = so (a), i(O' t) =0 i(a, 0) = io (a), 
where s(a, t) and i(a, t) are the age distributions of susceptible and infective 
animals respectively, IL(a) is the natural death rate, d(a) is the death rate 
from disease, -y(a) the rate of recovery from the disease, O(a, a) the proba- 
bility of transmission of disease from an animal aged a to one of age a. We 
consider that reproduction takes place only after maturity is reached and that 
the new born are always initially susceptible, there being no vertical transmis- 
sion. Both juveniles and adults may be susceptible or infectious. 
Let the age at maturity be a constant r, then, if the subscripts J and A 
refer to juveniles and adults respectively, 
n(a, t) = nA (a, t) + nj (a, 
s(a, t) -` SA (a, t) + aj (a, 
i (a, t) : -- iA (a, t) + ij (a, t). 
We define 
00 r 
SA W s(a, t)da, Sj(t) = 
fo 
s(a, t)da, 
00 
NAW 
fr (s(a, t) + i(a, t))da, 
with equivalent definitions for IA and Ij. The fecundity function B(NA) is 
described in the previous section and we assume that all members of the adult 
class can reproduce. 
We note that, by definition 
00 
S(t) s (a, t)da, I(t) = 
fo i(a, t)da, 
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where S and I are the total numbers of susceptibles and infectives respectively. 
We observe in passing that, if all the parameters are assumed to be indepen- 
dent of a and a, then A(a, t) = 31(t) and we can integrate both sides of the two 
equations in system (6.14) with respect to a to retrieve the age-independent 
equations of equation (6.12). 
6.5.1 Steady state solutions 
In order to derive some explicit results, we consider P, 1A and d to be constant, 
-y =0 (for simplicity, so that in effect we now have an SI model) and t large 
enough that we may assume that the system has reached equilibrium, then 
we can solve (6.14) to obtain the following expressions for the equilibrium 
distributions of the state variables: 
s*(a) = B(NI)e-(-x*+P)", 
'\*B(NA*) 
(6.16) 
i*(a) = 7,7 d 
(e-(ß+d)a 
d 
where B(Nj) is the birth rate at equilibrium and A* is the equilibrium force 
of infection. Equation (6.16) does not give explicit expressions for 8*(a) and 
i*(a) since we have 
00 
B(NA*) =B 
(10 
(s*(a) + i*(a»da) = B(sý + Iý) 
A* =, Of 
00 
i*(a)da =, 8(Il + Ij*). 
0 1) 
With a general form of B(-) such as we use here, we cannot hope to find explicit 
expressions for s*(a) and i*(a). We can however integrate the second equation 
of (6.16) to obtain an expression for P, the endemic infective population and 
the condition that this is a positive quantity gives us an expression for the 
basic reproductive ratio, Ro, 
A*B(Ný) 
A*-d 
Substituting A* =, OI* we obtain, after simplifying 
OB(NA*) -, u(, u + d) 
0(, u + d) 
and so P>0 provided that 
Ro 
#B(Ný) 
> 1. 
p(ju + d) 
Moreover, since we are also able to compute RO without recourse to B (as 
described in the next section), we can legitimately express the endemic eqW- 
librium. quantities in terms of Ro, (which is necessarily greater than unity in 
this case) using the substitutions 
B(Nj) 
(, a + d) and RI* =, u(r?, o - 1). 
13 
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Thus we can write, at the endemic equilibrium 
s*(a) = 
IL(IL; d)R. 
oe_pRoa, 
RoU2(t, + d)(Ro - 1) (e-(Ii+d)a -e-, uRoa) 
, 0(, u(IZD - 1) - d) 
lVe can verify that i*(a) > 0; if p(RO - 1) >d then pRo >A+d and 
so e-lupo < e-C"+d). Conversely, if u(Ro - 1) <d then pRO <M+d and 
e-'uRO > e-(, "+d). Clearly s*(a) > 0. While s*(a) is monotone decreasing in a, 
i*(a) is monotone increasing in a to a maximum and monotone decreasing to 
zero thereafter - as age increases, the proportion of the population at that age 
which becomes infected increases (since the longer the exposure the higher the 
chance of infection), while this is balanced by the increasing effect of natural 
and disease related deaths. 
The age at which the density of infectives reaches a maximum is found by 
solving 
di- 
=0 for a to obtain da 
=I In 
( IARD ). 
, u(Ro - 1) -d li +d 
Clearly a> 
We can examine the relationship between a,,,,, x and the param ters 
d and 
Ro. Thus differentiating, 
(A + d) A -juRo da,,. 
= 
(1 
+ III 
(ýý- 
-ýd 
)) 
(14 + d)(A(Ro - 1) - d)2 
J, 4 , we 
have & 
1, 
ý) :5 P-, ý 0, so that the greater the and since 1+ In 
(P-. 1 
death rate from infection the lower the age of maximum infection. 
I- in( PR'D 
)) 
-(p+d) da,,. llý 
( 
tz+d 
dRo - Ro(ji(Ro - 1) - d)l 9 
so that 
damax 
< 01 thus the greater the basic reproductive ratio the lower dR, O the age of maximum infection. Both of these results accord with biological 
expectations. 
Equilibrium values for the adult and juvenile populations 
13Y applying the definitions in equation (6.15) and integrating S(a) and i(a) 
with respect to a with the appropriate limits, we can obtain expressions for 
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the equilibrium values of the state variables. 
si p+d 
p+d 
RoU2(jZ + d)(& - 1) 1- e-(A+'17* I- e-, U&T* 
(6.18) 
, 8(/I(Ro - 1) - d) 
(a+d 
jzRo 
Roul(, u + d) (Ro - 1) e-(-"+d)' e-"RIO' 
O(IL(& - 1) - d) it 
T -d 
We note that Il is positive for, if p(Ro - 1) -d>0, then 
e-(p+d)r e-, uRO' 
;; -+- -d > pRo 
while if A(Ro - 1) -d<0, the direction of the inequality is reversed. 
Mean age when first infected 
The average age at infection, A is given by 
aA(a)s(a)da 
A(a)s(a)da 
so that at equilibrium we have 
00 aA*p(, u + d) 
e-IAPoada 
A*JU(A + 
d) 
e-IARDada 
0'* 13 
Hence we have a= --I-, or alternatively, if the mean life expectancy is tv- then 
'URO t7v/d. This, we note en pass=4 is a straightforward way to obtain an 
estimate of 140 in the field and justifies our using RO in the explicit expressions 
for e(a) and i*(a). 
6.5.2 Transforming system (6.14) into a set of delay differen- 
tial equations 
With the same assumptions as we made in the previous BeCtion, I'th 91 /1 and 
d independent of age and y=o, we now transform system (6.14) from p. d. e. s 
to delay differential equations. Fbr the susceptible class we have 
C98 C98 =- (PI(t) + p)s(a, 5a- + -5i 
where 
0 
foo 
i(a, t)da = IA (t) + Ii (t) 
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If we integrate equation (6.19) with respect to a from 7- to oo we obtain 
dSA 
s(r, t) - s(oo, t) - 
f"'o W(t) + p)s(a, t)da. 
For obvious reasons s(co, t) = 
We can find an expression for s(r, t), the number of susceptible juveniles rearch- 
ing maturity, as follows. Define 
st (a) = s(a, + a), 
then, for t>a, 
±S! 
= 
[Ls 
+ 
i9,9 
= -(#I(a + C) + Iz)s(a, a+ da Oa 5il t=a+f 
Thus we have dsý 
+ ý) + jj)sý, Z- 
which we can integrate to obtain 
sf (a) = s4 (O)e- 
fo (6.20) 
Here sC (0) = s(O, ý) = B(NA (ý)). 
If on the other hand a>t, we defme 
s,, (a) =s 
then 
ds, 7 9s as 
7F ý7, + 
Lý]. 
=t+, 7 
= -(X(t) + 11)3(t + 17, 
which we can integrate to obtain 
t '('9I(O)+t&)do 
s,, (a) = s, 7 
(0) e- fO 
with a,, (0) = so (a - t). 
We have t> 7- so we now substitute a= 7- and t-r in (6.20) and 
we have 
s(r, t) = B(NA(t -, r))e-, "e- 
fO'#1(O+t-T)dO- (6.22) 
We can interpret the biological significance of equation (6.22) as showing that 
the rate of maturation of juveniles is equal to the birth rate at time t- -r, 
multiplied by the probability that those born are still alive at maturity r later 
and multiplied by the probability that they are still uninfected by the time 
that they reach Maturity. 
T'hus the delay differential equations for S are 
dSA 
dt B(NA(t - r))e-TO 
(, 61(0+t-l)+JA)d9 -#M)SAW -JUSAW 
dSi 
A(t 
"(PI(O+t-7-)+Is)dO 
-TF B(NA(t)) - B(N - -r)) e-A- #I(t) Si 
W- ILSJ W- 
(6.23) 
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We can now derive delay differential equations for I from the second equation 
of system (G. 14), once more with 0, p and d independent of age and -y =0 
ai ai 07a +N= 6I(t)s(a, t) - (p + d)i(a, t). (6.24) 
Integrating equation (6.24) v6ith respect to a from r to oo we obtain, with 
i(oo' t) = 0' 
dIA 
dt = 
i(T, t) + 
1,70 
(ßI(t)s(a, t) - (p + d)i(a, t» da. 
We solve equation (6.24) for tE 10, -r] by the method of characteristics to find 
i(T, t), the rate of maturation of infected juveniles. We find that 
i(r, 0= fls(ý, t-r+ ý)I(t - 7- + 
ý)e-(p+d)(r-ý)g. (6.25) 
The right hand side of equation (6.25) expresses the rate of maturation of 
infective juveniles as the integral from 0 to 7- of the density of susceptible 
juveniles becoming infected at age ý, multiplied by the force of infection at 
the time they are infected and multiplied by the probability that they remain 
alive from age ý until maturity. 
The differential equations for I are therefore 
', A 
+ 
dt 
+PSA (t)I(t) - (p + d) IA (t) (6.26) 
dl-r 
7t- = #Sj(t)j(t) - fo", Os(C, t- 7- + ý)J(t -r+ ý)e-(IA+d)(r-Odý 
- (p d) Ii (t). 
We can thus restate the age structured SIS model as equations (6.23) and (6.26) together with the initial conditions 
SA(O) ý-- S'04 > Op SJ(O) ý4>0, IA(O) ý IAO > 02 IJ(O) ý 01 
SA(O)>O, Sj(o)>o, IA(O)>O, Ij(O)>o for OE[-7-, Ol. 
We consider that IAO represents the addition of a single infective individual to 
a Population consisting entirely of susceptibles. 
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6.5.3 Analysing the SI model as a system of delay differential 
equations 
Collecting the results of the previous sections, the age-structured SI model 
with constant IL, 0, d can thus be written as follows 
dSA -T(, 6I(O +t-, r) + p)dO 
- B(NA(t - r))e 0 
PAOSA(t) - ASA(t)q dt 
r 
dSi +, 81(0 +t- T))dO 
B(NA(t)) - B(NA(t - 7))e 0 
-#I(t)Si(t) - lisi(t), 
dIA (r, 
6, (,, t ý)I(t dt A 
OSA WIM - (1A + d)IA 
(t), 
d1i r+ 
(6.27) 
it- 16si(t)l(t) -f 08(Clt -r+ 
0 
- (ju + d) Ij (t), 
with the following definitions and conditions 
SA (0) = S'AO >0, SJ (0) = SOJ >0, IA (0) = IAO >01 
IJ (0) = 0' 
SA(0»0, Sj(O»0, IA(0»0, jj(O»0 for OE[-rO], 
S(t) = SA (t) + Si (t), IM = IA (t) + IJ(t), 
t 
PI(O)dO 
s(a, t) = B(NA (t e -e t-4 = SA + IA- - a)) -ý 
-f 
i 
NA 
6.5.4 Positivity of the state variables in system (6.27) 
Lemma 6.5.1 All the state variables remain non-negative for all t>0. 
We have already proved that S(t) and I(t) are positive in Section 6.5. We 
now need to prove the positivity and boundedness of the adult and juvenile 
susceptible and infective classes. 
We have already shown that 
t 
81(0)dO 
s(a, B(NA (t - a))e-Ilae t-a 7 (6.28) 
foags(C, t-+ C)I(t -a+ C)e-(, u+d)(a-ý)4, 
for t>a, where a is a variable of integration such that aE [0,, r]. Thus 
(6.27) 
is valid for t>r and we can use the expressions in (6.28) to restate the first 
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of the equations of system (6.27) in the form 
dSA 
B (SA (t -+ IA (t dt 
(O(IA(O +t+ Ij(O +t+ p)dO 
7' 
01(t) SA W- PSA W- 
(6.29) 
We can now apply Theorem 5.2.1 on p 81 of [49] to (6-29). On the right hand 
side we put SA(t) =0 and we see immediately that aJl of the remaining terms 
are non-negative when all of the other state variables (including those with 
delays) are non-negative. Then we can conclude that SA(t) :?: 0 for all t>0. 
We can similarly use expressions in (6.28) to restate the third of the equa, 
tions of system (6.27) in the form 
t -r+t 
dIA 31(0)dO 
=I 3B(SA(t - 7-) + IA(t - r))e-4e t-r 
0 dt 0 
UA(t -r +6+ IJ(t - 7' + ý))e-("+d)('-Odý 
(6.30) 
+OSA (t) VA W+ IJ W) - (, a + d)IA W- 
If we set IA (t) =0 on the right hand side of (6.30) we see immediately that all 
of the remaining terms are non-negative when all of the other state variables, 
including those with delays, axe non-negative. Then we can conclude that 
IAW >0 for all t>0. 
We can use the expressions in (6.28) to express Sj(t) and Ij(t) as follows: 
PI(O)dO 
Sj(t) = B(SA(t - a) + IA(t - a))e-, "*e t-a da 
0 'r a 
ii(t) = 
fo fo OB (SA (t - a) + IA (t - a)) e-14 
t-a+C 
e-ft. a 
PI(O)dO 
I(t -a+ 
ý)e-(p+d)(a-ý)gda. 
The right hand sides of (6.31) are the integrals of exponentials and of terms we 
have either defined or shown to be positive. Hence Sj(t) t-ý 0 and Ij(t) 2! 0. 
Thus we can conclude that, for t>r, all the state variables are positive. 
For t<r we must use the following expression for s(a, t) obtained from (6.21): 
t 
s(a, t) = So(a - t)e- 0 
(01(0) + p)dO 
where the initial age density so(a) ý! 0 by assumption. Repeating the pre- 
vious argument with this expression for s(a, t) allows us to conclude that 
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SA(t), Sj(t), IA(t), Ij(t) are all non-negative for t<r. This completes the 
proof of Lemma 6.5.1.13 
6.5.5 Boundedness 
Lemma 6.5.2 All the state vaHables are bounded from above. 
In Section 6.5 we showed that S(t) is bounded from above. Since S(t) = 
SA (t) + Sj (t) and SA (t) and Sj (t) are positive, it follows that SA (t) and Sj (t) 
axe bounded from above. We can establish what these bounds are. 
nom the properties of B we have that supNA>OB(NA) < oo, thus, 
from the first equation of system (6.27) we deduce that 
7 
dSA + PI(O +t- -r))dO 
<Be 0 OI(t) SA W- ASA (t) - 
Since SA (t), I(t) >0 
7 
dSA (, 31(0 +t+ p)dO 
dt - <Be o_ JUSAW -< 
De-117 - JUSA(t) 
and thus 
SA(t) :5 
where C is a constant, therefore 
IiM SUP SAW `5 De 
týoo 
Self-evidently, there will be fewer susceptibles in the presence of infection than 
in its absence. Thus, if we assume that there is no infective class then we must 
have 
dS(t) 
= B(NA(t)) -, uS(t) : 5.1-3 - pS(t), dt 
so that 
S(t) :5 
1(b 
- Ke-0) where K is a constant, 
therefore 
lim sup S(t) < 
1.13. 
t-00 A 
Finally, from equation (6.31), with I=0 we have the inequality 
t 
pdq 
Si(t) !5 Be t-a da = -(I - e-P'). 
0 14 
In Section 6.5 we showed that I(t) is bounded from above. Since 1(t) = 
IA (t) + Ii (t) and IA (t) and Ij (t) are positive, it follows that IA (t) and Ij (t) 
are bounded from above. 
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We now establish a bound for Ij(t). Let limsupI(t) Then we can write, 
tý00 from (6.31) 
a 
lim sup Ij (t) :5 PPle-Aae-(, u+d)(a-f)gda. 
t-oo 
for I 
Integrating, we obtain 
gf3l(d(l _ e-p, ) +, Ue-p, (e-d-r 
lim SUP IJ(t) < 
týoo pd(IL + d) 
We see, by differentiating the right hand side of the above inequality and by 
using numerical simulation on a wide range of parameters where necessary, 
that this bound for lim supt.. Ij (t) is increasing in r, the age at maturity, as 
would be expected, but decreasing in u, the natural death rate and in d, the 
death rate from disease, for which a biological explanation is not evident. 
We are, however, not able to find a more useful estimate of 1 than This 
completes the proof of Lemma 6.5.2. 
JA 13 
6.5.6 Global stability of the infection free equilibrium 
Lemma 6.5.3 If 
'B 
<, u +d then the IFE of (6-27) is globally stable. 
A 
Adding the last two equations in system (6.27) gives 
dI 
T PS(t)I(t) - (, u + d)I(t). (6.32) t 
1- Now, we have shown that limsupt_. S(t :5B, thus for any c>0 there is 
a T, >0 such that S(t) :5+c for t>T, Consequently, for t>T,, 
dI 
Tt 
I(t) :5 I(O)e 
If '3B < jz + d, then, by continuity we must 
be able to choose a value of e 
IU sufficiently small and a suitable T, such that 
< p+d 
fIL 
+ 
and hence 
lim sup I(t) < 0. 
týoo 
Since I(t) ý: 0 we must have limt.. I(t) = 0. 
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We defined RO -- 
#BLNýA* ) 
and by definition, B(91) :5R Hence if #b /z(/. z + d) 
p(, u + d) then RO < 1.13 
However, the converse is not the case and we have not yet established that the 
infection free equilibrium is globally stable if Ro < 1. 
Another approach to computing the equilibrium quantities 
At equilibrium we can write system (6.27) in the following form, where the 
starred quantities represent equilibrium values of the state variables, 
B(NI)e-(, 6(11+lj)+I')' -, 3SA(IA + Ij*) - jzSA* = 0, 
B(NI)(1 - e-(ß(IA 1 +11)+4)' - OSj* (Iý + Ij*) - ßSj* 
7 10 ßs*(Z)(IA* + Ij*)e -(, a+d)(-4)de + ßSý (JA* + IJ*) - (ju + d)II = 0, 
, 3Sj* (I! + Ij*) -+ Ij*)e- + d)Ij = 0. 
We can solve this set of simultaneous equations by making the substitution A 
O(Ij+Ij), using the previously derived expression for s*(ý) = B(Nj)e-(A*+P)ý 
and finally substituting A* = A(Ro - 1), to obtain the identical expressions for 
the equilibrium populations as in equation (6.18). 
6.5.7 Applying the renewal equation method to system (6.14) 
If we let -f(a) =0 for simplicity and solve system (6.14) by the method of 
characteristics we obtain 
B(t - a)eý 
fo'(, \(a, t-a+a)+, u(a))dct t>a 
s(a, t) = 
so(a-t)e-f, 
a-g(, \(a, t-a+a)+, u(a))da t<a, 
'f X(O, t-a+ 0)B(t - a)e-f, 
0 0 
-B dO 
i(a, t) = 
> 
1. 
-" 
(A(O, 
t-a+ 0)so(a - t)e- 
a(, u(a)+d(a) -0 - fe, a- d0 + io(a - t)e-fa-t(1u(O)+d(0»do 
:t<a. 
We define the birth function B(. ) in a different manner from before, namely 
00 
B(t) = 
10 (b, (a)s(a, t) + bi(a)i(a, t))da, 
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where b, and bi are age dependant birth rates for the susceptible and infected 
classes respectively. If we suppose that t is large enough that we can ignore 
the case that t<a then we have 
00 B(t) = 
fo 
b. (a)B(t - a)e-fo'(A(*, t-a+a)+, u(o, ))dada 
+fb, (a)ja 
(, 
X (0, t-a+ 0)B(t - a)e- 
fo'9(, \(a, t-a+a)+p(a»da 
e- fe'a(p(a)+d(a))dct 
) 
dOda 
if B(t) = ce0t then we obtain the characteristic equation 
fo 00 
b. (a)e-tPae- fo"(, \(a, t-a+cr)+, u(a))dctda+ 
bi(a)f, 
a (A(O, 
t-a+ 0)e-'0'e- 
100,2 
0 
*(p(a)+d(a))da 
e- fe' 
) 
dOda 
If we write the left hand side of the above equation as f (0) then we can see 
easily that f (0) ý: 0, f (- oo) = oo, f (oo) =0 and f'(0) :50. We can 
thus conclude that there is a unique positive root of f (0) =1 if f (0) > 1. If 
f (0) <I we expect the population to die out since there will now be a unique 
negative root to f (0) = 1. 
Factors reducing f (0) will include a large value for d(a), deaths due to disease, 
and large values of A(a, t) (which have the effect of diminishing the size of the 
susceptible population through deaths in the first case and infection in the 
second). 
Linearising system (6.14) around the IFE 
If we put 
x(a, t)=s(a, t)-s*(a), y(a, t)=i(a, t) 
into (6.14), where s*(a) is the age distribution at equilibrium then 
ox x 00 
TT=- O(a, b)y(b, t)s*(a)db -, u(a)x(a, t) +, y(a)y(a, t), t a+t 
ey 
+ 
Ly 
= 
00 
fl(a, b)y(b, t)s*(a)db - (, u(a) + d(a) +, y(a))y(a, t). Da- at 
fo 
We also have 
s*(a) = B*e-f(a, "(b)db, 
where B* is the birth rate at the infection free equilibrium. We now use the 
Ansatz 
x(a, t)=e"X(a), y(a, t)=e"Y(a), 
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so that we have 
00 
AX +X'= -B*e- 
fo' m(b)db ß(a, b)Y(b)db - ß(a)X(a) + -y(a)Y(a), 
AY + Y' = B*e- fo' p(b)db 
f 
8(a, b)Y(b)db - (, u(a) + d(a) + -t(a))Y(a). 
In order to make any progress we now assume that all the parameters axe con- 
stant. Then the integral term in the two equations above becomes A Y(b)db. 
This we take to be yo, the number of infectives introduced to the equilibrium 
system. 
Thus we now have the o. d. e. system 
AX + X' = -ßyoB*e-4' -, UX + -ty 
AY + Y' = CyoB*e-A' - (, a +d+, y)Y. 
The o. d. e. for Y is decoupled from that for X and we solve it to give 
Y(a) = 
OB*yoe -Aa 
e-(, \+d+-y)a + Y(O)e-(. 
\+p+d+-t)a, 
A+d+, y 
while the solution for X is 
X(a) = e-i" 'OYOB* e-Aa) 
(-A 
+ -yOyoB* 
l(l 
- e-Aa) -I (e-Aa - e-(, 
\+-y+d)a 
(A +d+ -y) 
(A 
-y +d 
+^fy(o) (e-Aa - e-(, \+, y+d)a ,y+d 
(6.33) 
We can also linearise the model without age structure, system (6.12) around 
the IFE, 0), with 9A(t) = NA(t) - NA*, 
§(t) = S(t) - and 
i(t) = I(t) 
to give us 
dS 
Tt = 
B'(NA*)gA(t) - ILS +'YI 
di BI ?! ý 
- (p ++ -y)f. dt A 
Solving these equations for It we o tain 
'o "* -("+d+"))' i(O)e( A 
We have thus found a value for A in equation (6.33). Recalling the definition 
of Ro from (6.13) we can put 
f(t) = i(O)e 
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and can therefore express the density fLmction of infected animals close to the 
IFE as follows 
i(a, t) uyo(a)Roe-, 
ua 
e-((, u+d+, y)Ro+p)a 
, U+ +, y 
Ro - --+ý+-, 
+y(O)e-(, u+d+-y)Roa 
)e(, 
u+d+-y)(Ro-I)t. 
6.5.8 The full SIS model 
If we now amend the model represented by system (6.14) to take account of 
recovery of infectives, so that -y 54 0, we have the following equations; 
c9s(a, t) as(a, t) 
= -A(a, t)s(a, t) -, u(a)s(a, t) + -y(a)i(a, t), i9a Ot 
i9i (a, t) i9i(a, t) 
= A(a, t)s(a, t) - (, u(a) + d(a))i(a, t) - -t(a)i(a, t), Oa & 
where all the parameters and variables have the same meanings as in equation 
(6.14) and where the initial and boundary conditions are 
s(O, t)=B(NA(t)), i(O, t)=O, s(a, O)=so(a)>O, i(a, O)=io(a)>O 
and A, the force of infection is given by 
A(a, t) = 
fa"O 
fl(a, a)i(a, t)da. 
At an equilibrium in time, if A,, 8, p, d and -y axe constant we have 
ds 
Ta- (A +'U)S + "i, 
di 
7 As - (, u +d+, y)i. a 
Solving these two simultaneous o. d. e. s we have the following expressions for 
s(a) and i(a) 
s(a) = -Xe-spa 
«ß 
+ -f +d-, 0) sinli Oa +0 cosh Oa), 
i(a) = Oe-'Ol sinh Oa, 
where 
AB(NA*) 2, u +A++d 0=0 V) =21 
I 
p/(A 211 +7+ d)2 -4(, u(, u ++ d) +A(/A + d)), 
and 
, u(m + -1 + 
d)(Ro - 1) OB(9ý) 
p+d 
Ro = u(, u +d+, y)' 
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We can compute values for Sj*, SA, Ij* and IA by straightforwardly integrating 
these expressions for s(a) and i(a) between the appropriate limits, but the 
results axe algebraically unwieldy. 
6.6 An age-structured SEI model 
In much the same way as for the SI model we can define an age structured 
SEI model, with a(a) the per capita rate of passing from the latent (e) to the 
infectious class and with all the other parameters and variables having the 
same meanings as for the SI model, as follows: 
i9s a. =- (A(a, t) +, u(a)) s(a, t), Ta + Tt 
19C & 
F+T= A(a, t)s(a, t) - (, u(a) + a(a))e(a, t), at 
ai (9i Ta + 5t- = a(a)c(a, t) - (jz(a) + d(a))i(a, t), 
s(O, t)=B(NA(t)), e(O, t)=O, i(O, t)=O, 
s(a, O)=ao(a), c(a, O)=O, i(a, O)=io(a)>O, (6.34) 
00 
A(a, t) #(a, a)i(a, t)da. 
0 
6.6.1 Equilibrium age distribution 
In the same manner and with the same notation as for the SI model, if we 
consider the parametersp, 0, a and d to be constant and t large enough that we 
may consider that the system has reached equilibrium, we can solve equation 
(6.34) to obtain the following implicit equations for the age density of the state 
variables for the endemic equilibrium, assuming that the basic reproductive 
ratio for the system is greater than unity. 
s(a) = B(N; )e-(A*+I')a, 
e(a) = 
A*B(N; ) (e-(, u+a)a - e-(, u+-\*)a), A* -a (6.35) 
i(a) = aA*B(Nj) 
e-(A*+, u)a - e-(A+d), e-(+, u)a - e-(p+d)a 
A* - Cr 
( 
A* -da-d 
Once more Nj is the adult population at equilibrium andA*, the equilibrium 
force of infection, is given by A* = PP. 
Computing P by integrating the last equation of (6.35) and substituting 
A* = PI* we have 
B(NI)aO - p(ju + a)(p 
, O(j4 + a) 
(ju + d) 
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so that the condition for P>0 is 
Ro: = 
B(NI)a, 3 
_>1. jz(jz+a)(A+d) 
Moreover, we immediately have A* = p(Ro - 1), so that we have the following 
explicit expressions for the age distributions at equilibrium 
s(a) = 
u(, u + a) (p + d) Roe-, uRoa, 
'aa 
c(a) 
p2 RD(Ro - 1)(, u + a)(p + d) (e -(A+o, )a -e -ARoa 
, 6a(, u(Ro - 1) - a) 
i(a) U2 Ro(Ro - 1) 
(p +a) (, u + d) 
(6.36) 
, 6(, u(Ro - 1) - a) 
(e-jARoa 
- e-(iA+d)a e-(iA+a)a - e-(, u+d)a xý 
u(Ro - 1) -d p(Ro - 1) -d)- 
Integrating each of the equations in system (6.36) with respect to a from 0 
to oo we obtain the expressions for the equilibrium populations of each of the 
three disease classes analogous to those already derived in Chapter 4, namely 
S* = 
(ju + d) (, u + a), E* = 
u(Ro - 1)(, u + d), I. = ju(RO - 
1) 
#a a, 3 0 
We can obtain values for the equilibrium population of the six classes by 
integrating equation (6.36) between appropriate limits as follows 
S* 
(, u + d) (, u + a) (I - -e 
loa 
Si 
(ju + d) + a) - -r . (e uRO #a 
Ej* = , 
U2Ro(Ro-1)(, u+d)(p+or) I-e-(P+a)r 1- e-AROI (. )I 
fla(, u(Ro - p+a uRo 
2Ro(R, o-1)(, u+d)(/i+or) -(A+O')r e-, 
uRDr 
EA* ý #a (ju (Ro - 
T) 
- 
-a) 
( 
lt+a a& 
U2RO (Ro - 1) (, a + d) (ju + a) ( 1_ e-pRor lj* = 
, 
O(p(Ro - 1) - a) ý ju&(, u(Ro - 
1) - d) (a - d)(a +, u) 
e-(, "+d)')(, u(Ro - 1) - a) 
(, u(Ro - 1) - d) (a - d) (jA + d) 
I* = 
/_42 Ro(& - 1)(ju + d)(1A + a) e-pRor e-('+P)r 
A O(A(Ro - 1) - a) 
(PI? 
o(, u(Ro - 1) - d) 
- 7a --d)(a + 
e-(O+d)r(, u(Ro - 1) - a) 
1) - d) (a - d) (, a + 
(6.37) 
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Reducing to a system of delay differential equations 
In order to obtain a closed set of delay differential equations and for use in 
analysing the lineaxisation around the infection-free equilibrium, i(a, t) we 
need to obtain expressions for s(a, t), c(a, t). We solve system (6.34) using the 
method of characteristics and consider t sufficiently large that we can take 
t>a. The solution is as follows; 
t 
s(a, t) = B(NA(t - a))e -, uae 
- 
t-a 
#I(O)dO 
The age density of susceptibles is the product of B (NA (t - a)), the number of 
animals born at time t-a, CA", the probability that they have survived to 
age a and e- ft 
t 
-- OI(O)do, the probability that they remain uninfected, to age a. 
c(a, t) = 
10 a 
ps(C, t-a+ C)I(t -a+ ý)e-Cu+a)(a-0g. 
The age density of latents is the product of the density of susceptibles born 
at time t-a and infected at age ýE (0, a), multiplied by e-(A+O')(a-0, the 
probability that they survive from age ý to age a and have not yet become 
infectious, integrated over all possible ages of infection from birth to age a. If 
we substitute for s(ý, t-a+ ý) we obtain 
a 
c(a, t) = 
fo OB(NA(t - a))I(t -a+ ý)e 
t a+4 
- 
ft 
PI(O)dO 
Finally, solving system (6.34) for i(a, t); 
a (p+d)(a-C)dc. i(a, t) = af c(ý, t-a+ ý)e- 
0 
The age density of the infectious class is the product of the density of latents 
born at time t-a and, passing into the infectious class at age ýE (0, a) and 
then surviving until age a, integrated over all possible ages of infection from 
birth to age a. If we substitute for e(ý, t-a+ ý) we obtain 
i(a, t) =u ßB(NA(t - a»I(t -a+ 0) 
00 
t-a+O 
OI(O)dO 
e-POe 
By the same process that we used for the SI model, with the age of reproductive 
maturity, r, we can now reduce the p. d. e. s of system (6.34) to the following set 
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of delay differential equations: 
7 
dSA 
= B(NA(t - 7-))e- 0 
OI(C +t- 7)dý 
e-A' -, OI(t)SA(t) - IiSA(t) dt 
7 
dSi 
B(NA(t)) - B(NA(t 0 
OI(ý +t-, r)4 
e-, u'r dt 
-pi(t)Si(t) - lusi(t), 
dEA r+t 
7-)I(ý +t -T)e-(, +)(-4)dý + dt 
10 
X(t)SA(t) 
+ LT)EA(t), 
dEj 
'asi(t)I(t)- dt 0 
- (p + a) Ei (t), 
dIA 
-aT f(ý, ý+ t-, r)e-(, "+')(-04+aEA(t) -(it+ d)IA(t), dt 0 
dIi 
-: uEi(t) -u7 e(Z, e+t+ 
d)Ii(t), 
dt 
10 
(6.38) 
with initial conditions 
SA (0) =-- SAO Sj (0) = Sj EA (0) =0 EJ (0) =0 IA (0) >0 IJ (0) = 0) 
SA (0) > 0, SJ (0) > 0, EA (0) > 0, EJ (0) > Os IA (0) > Os IJ (0) > 09 
for 0E [-, r, 0]. 
The expressions for +t- -r) and e(C, C +t-, r) are those we derived at 
the start of this section. If we consider an equilibrium in time, set the right 
hand sides of (6.38) equal to zero and solve for the equilibrium values of the 
state variables we recover the expressions in equation (6.37). 
We linearise system (6.38) around the infection-free equilibrium, defining 
XA SA Sý 
i 
XJ (t) -' 
SJ (t) - Si 
YA (t) = EA (t) 9 
Yj (t) = Ei (t), 
ZA(t) = IA(t)i ZA) ` IJ(t)i Z(t) ` I(t)p 
lýA (t) = NA (t) - NI, 
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and ignoring quadratic and higher order terms as foRows; 
dXA 
. -B(NA) 
t 
OZ(ý)dý + 9A(t -, r)B'(NA) e-ý" dt 
(ft, 
-, 8Z(t)SA - UXAi 
dXj t 
- NA(t)B'(NI) + 
(B(NI)fr' 
3Z(ý)4 - 9A(t -, r)B'(Nl)) e-jAr dt t_T 
-OZ(t)Si* - ltxj, 
d YA 
-'Of 
T 
B(NA*)e-14Z(t -r+ ý), -Ou+a)("-04 dt 0 
- (A a) YA (t) + IMO 
SA* 
I 
d Yj 
3f'rB(Nj)e-14Z(t - 7- + dt 
-(A+ a)Yi(t) +, 3z(t)Si*, 
dZA 
= 
oaffc B(NI)e-I'OZ(t -, r + dt 00 
+aYA(t) - (p + d)ZA(t), 
dZi flafo 
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B(NI)e--"OZ(t - 7- + dt 
+aYj(t) - (p + d)Zj(t). 
(G. 39) 
We look for solutions to (6.39) of the form 
XA(t) = cid't, Xj(t) = c2eA', YA(t) = c3eAt, 
Yj(t) = c4e-ý', ZA(t) = c5eAt, Zj(t) = qeAt. 
Rom the first two equations of (6.39) we have, with B= B(Nj) and B' 
B'(Nj) for convenience 
Ac, B, 8(c5 + c6) 
1-- 
B'(c, + c3 + c5)e-l" CA' A 
-, O(C5 + COSA - ACI, 
Ac2 = B'(c, + c3 + c. 5) + 
(BO(CS 
+ C6) e-, 
\r 
D'(c, + c3 + c5)e--%r -jur A)- 
fl(C5 + C6)Sj - AC2- 
(6.40) 
211 
In the absence of infection c3, c4, c5 and c6 0 and we can therefore write (6.40) as 
B'e-(, \+IL)-r _A 14 
C2 B'(1 - -AO 
(CI) 
= 
(00) 
For non-trivial solutions we must have 
(A + ß) (B'e-(Ä+4)' - 
with two negative real roots if B'e-l" < u. 
dS Remark 6.6.1 In a non-age model in the absence of infection we have dt 
B(S) - ItS leading to a stable equilibHum if B' < it. 
The remaining equations obtained by substitution of the Ansatz into (6.39) 
axe 
C3 " 
B, 8(c5 + c&-ý" 
e-(, \+a)7') -+ a)C3 + P(C5 + C6)SIP A+a 
AC4 
Bfl(c5 + c6)e-14r 
e-(A+O')r) - (1-4 + a)C4 + #O(CS + CO)Sýv A+a 
3aBe-A*r ýA+ or e-(, X+p+2a)r +1 ýT or ý TT T 0, ) oT it + ý-Or) A+ /I + 20-r 
_e-(A 
Or 
+ aC3 + d)c5, 
IA+a 
) 
C6 
PaBe-A' A+a 
e-(A+, u+2a)r +I A+a 
((Ii+a)(. 
\+pT-2a) A+ it + 2a 
e-(A o, )r + ac4 - (, a + d)c. 6. lz+a 
) 
The characteristic equation for this set of six equations for the condition that 
there axe non-trivial solutions for cl ... c6 is a transcendental equation (in 
e--ý') also containing powers of A up to All. There is no prospect of any ana- 
lytical progress. 
We can, however, by integrating the expressions we have derived for 
s(a, t), e(a, t) and i(a, t) with respect to a, between appropriate limits, obtain 
expressions for the total sizes of each of the six state variables as functions of 
t, in the form of delay integral equations. 
We have, changing variables with 0=t-a the following expressions for 
the juvenile state vaxiables (the adult equivalents have same form, except that 
the first integral has limits from -oo to t-r and must be split into two ranges, 
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(-oo, 0] and [0, t- -r]. 
t 
Si(t) B(NA(i0»e-ß(t-'ý')ef; -ß, (0)dod0, 
t--r 
Ei (t) =tt 
»r 
10 t-oßB(NA 
(0»I(o + 4)e- fpe+g 
tt 
Ixt) 
10 
+e- ßl(0)d0 
We can now linearise the expression for li(t) about the IFE with the substi- 
tutions in (6.39) and ignoring quadratic and higher order terms we have 
tt IP zj (t) =I 
We now consider a solution of the form Zj(t) = ale, ", ZAW = a2eAl, sub.. 
stitute into the above equation, evaluate the integrals and simplify, putting 
A=a, 3B(Nj)(al + a2)/al, to obtain the following equation for A 
A (d -a) (I - e-A') 
(A + a)(A + d)(d - cr) 
(A 
(A + d) (1 - e-(, \+, "+O')r) + 
(A + a) (I - e- 
A+ /I +a A+A+d 
Finally we note that we can collapse the age-structured SO model to a non 
age-structured SEI model similar to that we have already studied in Chapter 4, 
(differing in the use of a general as opposed to a logistic fecundity function) and 
which we have shown to have a globally stable IFE. Since we have shown that 
all three state variables in the non age-structured model are non-negative and 
can show this to be true for the six state variables of the age-structured model 
we may conjecture that the age-structured model will also have a globally 
stable IFE. 
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Chapter 7 
Infection by both air-borne 
and soil transmission and 
direct contact 
We now consider infection carried through bacteria in the air and through 
contact with faecal matter in the soil arising from infective animals as well as 
infection from direct contact with infective animals. The basic model equations 
and supporting assumptions are those used in system (2.1) (using a constant 
birth rate A to allow us to focus on the epidemic dynamics) together with an 
equation modelling the production of air-borne and faecal bacteria and their 
exponential decay. 
dS, 
dt 
Ac - UcS, + -YcIe - ßcScIý - ebcScIb - 
ÖCASC, 
dI, 
dt 
ßcScIc + 4bcScIb + öcASc - I£cIc - 7cIct 
dSb 
dt = 
Ab - UbSb + -YbIb - ObSbIb - ZcbSbI, - 
ibASb, 
dIb 
ßbSbIb + eebSbIc + bbASb - ßbIb - 'fbIbt 
(7.1) 
dt 
dA 
-ä -t AI, ' + OIb - ßA A, 
N, = S, + I Nb = Sb + Ib 
Sc(0) > 0,1, (0) ý: 0, Sb (0) > 0, Ib(0) 2: 0 A(O) 2: 0. 
The susceptible and infective class densities are S and I respectively, A is the 
density of bacteria, the subscripts c, b, A refer to cattle, badgers and bacteria 
respectively, p is death rate, -y recovery rate, 6 intra-species infectivity rate 
Fd C interspecies infectivity rate. ý is the infectivity rate from the bacteria. 
A is the rate of production of bacteria by infected cattle and ý is the rate 
of production of bacteria by infected badgers. We assume that at t=0 an 
infective individual is introduced into the system. 
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We note that by solving the fifth equation of (7.1) we obtain, ignoring tran- 
sients 
t 
A(t) e-6(t-S) 
(ýI, fo (a) + ýIb(s)) ds. 
This demonstrates that the parameter 8 has a key role in determining the 
impact of past levels of infection on the current levels of bacteria in the envi- 
ronment. The smaller J the greater this "memory" property. 
With an equivalent scheme to that used in (2.14), we non-dimensionalise the 
model with following additional components and rescale time by the average 
length of the infective period in cattle, 
Sb- AA 
b *, t1c + b YC 
OAb(jac + 2, ) A=-, 0=, 5= PA (. Uc + 'fc) 
ßc ßb(tib + 'fb) 
Ob (ßc + 'fc) oc ý OC) Ob ý-- 
Ab + 'Yb 
Thus A and 0 axe measures of the quantity of bacteria produced by infec- 
tive cattle and badgers respectively over the time that they remain infective. 
&, Rb, U, and Ub are the basic reproductive ratios defined in (2.13) for the 
two species SIS system (2.1) 
dv 
a, (1 - v) + w(1 - aj - Rvw - kUcvy - 0, av, 7t- 
dw 
ät -w + R. vw + kUvy + 0. av, 
dx 
-ät = kab(1 - x) + ky(1 - ab) - kRbXY - Ubwx - kObax, 
(7.2) 
dy 
= -ky + kRbxy + Ubwx + kObax, dt 
da 
jt = Aw + koy - da, 
V+W=nc, X+Y=nbe 
where v(t), w(t) are densities of susceptible and infective cattle respectively, 
x(t), y(t) axe densities of susceptible and infectious badgers and a(t) den- 
sity of bacteria. We expect that a >> v, w, x, y so that A, 0 << 6 and 
Ob, 0,, << Rb, R,, while Rb, &, Ub, U, and w, x, y, z are all of the same or- 
der of magnitude. We can verify that the positive cone, R5 is invariant for the 
state variables and that the state variables are bounded from above. 
Finally, we will also make use of the reduction in dimension of the system from 
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five to three by assurning that t is large enough that we have nc ;: ts 1, nb ; ý: s I 
and can thus substitute v ;: ýi 1-w and x ; ý-. I-y to give us 
dw 
Wt = -w + Rcw(l - w) + kUcy(I - w) + Oca(I - w), 
dy 
T= -ky + kRby(l - Y) + Ubw(l - y) + kOba(l - y), (7.3) t 
da 
Tt = Aw + kOy - Sa. 
7.1 Cattle in the absence of badgers 
We first show the essential results for cattle alone, with the following abbre- 
viated model 
dv 
a, (I - v) + w(l - aj - Rvw - Oav, Tt ý 
dw da (7.4) 
Tt = -W + &vw + Oav, dt = 
Aw - Sa, 
v(0) = vo > 0, w(0) = wo > 0, a(0) = 0. 
Lemma 7.1.1 System (74) exhibits a transcritical bifurcation with bifurca- 
tion parameter RO = R, + 
0"! A 
6 
As we would anticipate, there axe only two equilibria for system (7.4), the 
infection-free equilibrium, (1,0,0) and the endemic equilibrium; 
V* 
8 
W* 
RS + OA -J a* 
\(RcS + OA - 6) 
R, J + OA RcJ + OA ' S(R, 6 + OcA) 
We find that the basic reproductive ratio for the system, the principal eigen- 
value of the next generation matrix, is R. 0, where 
(R, 
+ 
FR 
C2 
+1 
fl-A 
(7.5) Ro=j 
The criterion for w* >0 is Ro > 1, while the eigenvalues of the Jacobian of 
the linearisation of system (7.4) about the IFE are 
? PI = -ac, 02 =ý (R, -I J) + 22C-I+ J)2 + 40, A, 
03 (R, -I- J) VT(R, -I+ J)2 + 4OcA. 2 
019 021 03 <0 if RO <L For RO > 1, ik2 >0 while the other eigenvalues 
remain negative. The solution in this case is dominated by terms of the form 
eO2t and the trajectory in phase space from the IFE to the endemic equilib- 
rium is represented by the associated eigenvector 
Finally the eigenvalues for the lineaxisation of system (7.4) about the endemic 
equilibrium axe all negative provided that RO > 1. Thus the IFE of system 
(7.4) is linearly stable if RO < 1, while the endemic equilibrium is linearly 
stable if RO > 1. This proves the lemma. 0 
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7.2 Inter- and intra-species direct infection and trans- 
mission by airborne/soil bacteria 
Whether we use the five dimensional system (7.2) or the three dimensional sys- 
tem (7.3) we cannot obtain meaningful explicit algebraic expressions for the 
endemic equilibrium, nor can we find the eigenvalues of the next generation 
matrix in a tractable form. We can establish that there are only two equi- 
libria, the infection free equilibrium (1,0,1,0,0) and the endemic equilibrium 
(v*, w*, x*, y*, a*). 
Conjecture 7.2.1 System (7.2) exhibits a transcritical bifurcation with pa- 
rameter RO defined in equation (7.6). 
We find the determinant and the trace of the Jacobian, J, of the linearisation 
of system (7.2) about the infection free equilibrium to be 
det(J) = a, abk2 
(kOb(O(l 
- Rc) + AUc) 
+(l - Rb)(e\Oc - 6(l - Re)) + Ub(6Uc + 00c)) 
trace(J) = -a, - kab -8- (1 - R, ) - k(l - Rb). 
The Routh-Hurwitz conditions for this five dimensional system require, inter 
alia, that det(J) <0 and trace(J) <0 for the IFE to be linearly stable. We 
find that det(J) =0 for 
kAUOb + 00, Ub + AO, (l - Rb) + ko0b(l - R, ) 
(I - R, ) (1 - Rb) (1 - Rbc) 
and that d det(J) 
= -aba, k2 ((l - R, )(1 - Rb) - UbUc) - dJ 
Thus det(J) is decreasing in 8 (provided that max{R,, Rb) <1 and 0< Rbe < 
1, the condition that there is no endemic disease where only direct infection 
is considered) and thus the criterion for det(J) <0 is 0<R. 11 <1 where 
kAUcOb + 00,: Ub + AO, (l - Rb) + kOOb(I - Re) R, u b(l - R, )(1 - Rb)(1 - Rb, ) 
(7.6) 
Here, Rb, is the basic reproductive ratio of the two animal system with direct 
transmission only and is defined in equation (2.11) in Chapter 2. 
A sufficient but not necessary criterion for the second condition to be met 
is also that maxfR,, Rb} <1 and 0< Rk < 1. 
The formulation of R,, jj in equation (7.6) is rather unsatisfactory, since it 
is discontinuous at Rb, = 1, Rb =1 and R, =1 and R. U is not increasing in 
the individual basic reproductive ratios as we should expect. In practice we 
need to compute the spectral radius of the next generation matrix but are not 
able to do so analytically. 
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Nevertheless if we consider RO we see that increasing 6 (e. g. by chemically 
degrading the bacteria) we reduce Ran. We can express the equilibrium quan- 
tities of the infective classes and bacteria as 
H, y* =H 
(S(l - Re. + RH) - 0, A(I - H)) 
k(l - H)(UJ + 0,0) 
H (UA(l - H) + 0(l - R, + RH)) 
(1 - H)(Ub + 0,0) 
Here, H is the appropriate root of a non-factorisable cubic equation. We find 
that H=0 when Ra = 1. 
7.3 Simplification of system (7.2) 
An obvious approach to the study of system (7.2) is by setting some of the 
key parameters to zero. Thus, in particular, we make the assumption that 
only the cattle excrete bacteria in significant quantities (a suggestion which 
appeared widely in the media in 2006), i. e. 0, and examine some of the 
results. 
7.3.1 No cross-infection 
In this model we let 0=0, U, =0 and Ub =0 in system (7.2), so that the 
only inter-species transmission is from air-borne or soil bacteria. We consider 
an entirely susceptible population of badgers in a closed system with both 
susceptible and infected cattle at t=0. 
dv 
Tt = ac(l - v) + w(l - ac) - Rcvw - Ocav, 
dw 
T= -w + Rcvw + Ocav, t 
dx 
= kab(1 - x) + ky(1 - ab) - kRbxy - kObax, it- (7.7) 
dy 
= -ky + kRbxy + kObax, Tt 
da 
= Aw - Ja, it- 
v+w=nc, x+y=nb- 
The initial conditions are v(O) = vo > 0, w(O) > 0, x(O) = xo > 0, y(O) =0 and 
a(O) ý: 0. We use these initial conditions throughout all of the model systems 
in Section 7.3. 
Lemma 7.3.1 System (7.7) has three distinct equilibria and shows two trans- 
critical bifurcations. The IFE is stable if R, < 1, where RI is deflned in (7.9). 
A stable IFE exists in cattle and a stable endemic equilibrium exists in badgcrs 
if both Rb >I and R, <1-Y. A stable endemic equilibrium exists in both 
species if both Rb >I and R, >1- 
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We prove this lemma in the remainder of this subsection. 
Remark 7.3.2 In the model represented by system (7.7), cattle can in prin- 
ciple cause the infection in badgers, without themselves suffering endemic dis- 
ease. Badgers cannot influence the level of infection in cattle. 
Infection free equilibrium (1,0,1,0,0) 
The eigenvalues of the Jacoblan of the linearisation of system (7.7) around 
this equilibrium are 
/. zl = -ac, P2 = -kCkbi A3 = -k(l - Rb), 
11- 6)2 + 40cA + 4J(& - 1), (7.8) , U4 
(R, -1- J) + 21 ýf(-R, -- 2 
/. Z5 = .1R, - 1). 2(RC-1-8)-! (RC-1-6)2+4OcA+4S( 2V 
Thus we conclude that the IFE is locally stable if both 
Rb <1 and 
0,, \ 
The relative orders of magnitude of the parameters ensure that 6<1. 
The IFE can become unstable as Rb increases through 1, while R, remains less 
thanLe-'ý, in which case the system will move to the endemic state in badgers j 
and the IFE in cattle. The eigenvector associated with JU3 
is (09 Ot -1# ls 0) 
O"\ 
a sign pattern we would expect. If, however, R, +6>1, while R'b <I 
then the IFE becomes unstable through the change of sign of p4 along the 
eigenvector (Xi, X2, X3, X4, X5), where 
(k(Rb - 1) - M4) «1 - ac - RJ(S + P4) - 
OJ 
x, =- k0b(ac + p4) 
X2 
(S +, U4) (k(Rb -, U4) 
kOb 
kRb - kab - P4 X3 
kab + A4 
X4 
X5 (k(Rb - 1) kOb 
which points to the endemic disease state in both species. 
The eigenvalues of the next generation matrix are the set 
L F CA 
C6 l+ 
iR2, ý) 
I 
ýL 
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and the largest eigenvalue will be the basic reproductive ratio for system (7-7) 
which we define as RI, where 
Ri =max Rb. 
oc 
(7.9) c++ 
LR, 
2, -J- 
12L 
Now, R, <1 is equivalent to both Rb <I and R, <1- since j 
2 
cA -2c 
Ec- 
+< I- 
7±Rc 
J 
Rc (1 
+ 2 c2 
FL2 - 
+ 
ý; A OcA 
< 
R, 
4+62 
L 22 
+cA<2 c (assuming that R, < 2) 
462) 
Rc <1 
OIA 
j, 
The critical value of Re. is thus I-Y, reduced by Y compared to the value 
of the reproductive ratio where the only transmission of the disease is though 
direct infection. Y is the product of the quantity of bacteria produced by an 
individual cow, the susceptibility of cattle to infection from bacteria per unit 
time and the mean lifetime of the bacteria. The effect of long-lived bacteria is 
clear. 
Infection free equilibrium in cattle, endemic equilibrium In badgers 
This equilibrium is 1,0, -L, 1- Rb 0). The eigenvalues of the Jacobian of 
the linearisation, expressed in terms of the eigenvalues for the infection free 
equilibrium, are 
Vi ý Pit V2 ý ß29 V3 1- -P39 V4 «"2 ß4 s V5 ý-- ß5' 
where pi, i=1... 5 are defined in (7.8) and thus we conclude that this equi- 
librium is locally stable if both 
Rb>l and R, <1- 
0"\ 
6' 
Endemic equilibrium in both species 
The equilibrium values of the state vaxiables axe 
w 
0\ + J(R, - 1), a* 
(All\ + 6(& - 1» 
+ 0"\ &ä + O'A 6(1?, & + 0\) 
HAOb (0c, \ + 8(Rc - 1» 
b(Rj + 0\)(1 - HRb)' 
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where H is a root of the quadratic f (z) = 0, where 
JRb(RýJ + 0, A)z' 
- 
(R, 
(l + Rb) 52 - (A(Ob _ OC) _ A(ObRC + OcRb))j + O'ObA2 
)z 
+J(R, 5 + OcA). 
The values for (v*, W*, a*) are of course identical to those for cattle alone, 
system (7.4). We require H>0; we find that this implies the constraint 
R, 
OA 
j 
We find, by numerical simulation that pi, i=1... 5 axe negative for -all pos- itive values of Ob and Rb. Thus a level of stable endemic disease exists in 
badgers no matter how low the values of the infectivity parameters, provided 
that neither is zero. While the local stability of this equilibrium is not obvious 
analytically, we note that the determinant of the Jacobian of the lineaxisation 
of system (7.7) about the enden-. dc equilibrium is zero for Re =I- and 
a* >0 for R, >I- 
O"\ 
J 
Conjecture 7.3.3 The endemic equilibHum of system (7.7) is locally stable 
if 
OCA 
min Rb) 
ýE: 
> 1. 
22 
f (1 
+ 
F+ 
-RC6 
Remark 7.3.4 If we construct a model where only badgers excrVie bacteria 
and there is no cross-infection then we obtain the same results as above, with 
the position of badgers and cattle interchanged. 
7.3.2 Air-borne/soil transmission the only infection route 
The assumPtion in this case is that there is neither inter- nor intraýspecics 
transmission. The model equations axe as follows, using the three-dimcnsional 
system of equation (7.3) and assuming that t is large enough to allow us to do 
so, 
dw, da, 
Tt = -w + Oa(l - w), 
! Ly = -ky + k0ba(I - y), = Aw + koy - 6a. dt dt 
6onjecture 
7.3.5 System (7.10) has two equilibria - the IFE and the en- 
demic equilibrium. The system has a transcritical bifurvation with 4 as the 
bifurcation parameter, where & is defined in (7.11). 
The infection free equilibrium 
The determinant of the Jacobian of the linearisation about the infection free 
equilibrium is k(kObo + 0, A) - A. This is negative when 
&<1, where 
ý (kObO + 0, A). 
45 
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Since the trace of this Jacobian is always negative, this is a condition for sta- 
bility of the IFE and this form of Ao has an evident biological plausibility 
as the basic reproductive ratio, being the sum of the products of the rate of 
bacteria excreted by each species, multiplied by the infectivity of that species 
to bacteria and the mean lifetime of the bacteria. 
&>1 also ensures the existence of each of the three components of the 
endemic equilibrium. Although we cannot prove analytically the sign of the 
determinant of the linearisation about the endemic equilibrium, for 1, 
this determinant is zero. 
The spectral radius of the next generation matrix of system (7.10) is 
which suggests that the conjecture is true. 
7.3.3 Air-borne/soil transmission and intra-species transmis- 
sion in cattle only 
This model describes a situation where there is no direct transmission between 
badgers nor any inter-species transmission. We use the three-dimensional 
model from system (7.3), assuming that t is large enough to permit us to do 
so, with the assumption once again that only cattle excrete bacteria, 
dw 
ät = -w + Rw(1 - w) + 0, a(1 - w), 
(7.12) 
dy 
ky+kOba(1-y), 
ýa-=, \w-5a. 
dt dt 
System (7.12) has two equilibria, the IFE and the endernic equilibrium. 
Proposition 7.3.6 System (7.12) exhibits a transcritical bifurcation with pa- 
rameter 
R, 5 
J- OcA' 
We prove this proposition as follows. 
Infection-free equilibrium 
The Jacobian of the linearisation around this equilibrium has the following set 
of eigenvalues 
Rc oc 
2 2'ý(6 
+ -1)2+4 Al' 
0,, \ 
The criterion that all of these eigenvalues are negative is R, <1- -6- The 
spectral radius of the next generation matrix is R4, where 
2 +40 c+ 
YA R4 
(R,, 
+ ý[Rc + 2 
and R4 <1 is equivalent to R, <1-0,, 
\ 
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The endemic equilibrium 
This equilibrium is at 
,=0, \ + b(R, - 1) A (0\ + S(R, - 1» a* = R, 5 + 0\ b(Rö + 0\) ' 
AOb (0\ + b(R, - 1» 
, \ob(Rc& + oc, \) + \ä(0 c- ob) + 42RC 
We cannot prove the linear stability of this equilibrium with the Routh Ilar- 
witz criteria analytically since the algebra is intractable, although numerical 
simulation suggests that it is. However we have 
kR, (J(l - Rj - OC, \) (Rcj2 + (, \(oc - Ob) + 0bRC)6 + Oboc, \2) det(J) = (R cä+0C, 
\) 2 
which is zero for R, =I- It is decreasing in R, for &>0 and negative 
O, A for R, >I-6, which is the condition for the existence of the endemic state. 
If Rc >1_ 
LcA 
, then trace(J) < 0, while -±-trace(J) <0 for all Rc > 0. We dRc 
can thus conclude that the equilibrium is unstable for 14 >1-0 
7.3.4 Air-borne/soil transmission and cross infection of cattle 
by badgers only 
We consider the situation where both species can acquire the infection from 
bacteria and that in addition badgers can directly infect cattle. We assume 
that t is large enough to permit us to use the three dimensional model and we 
assume once again that only cattle excrete bacteria. 
The model equations are 
dw 
-w + kU,: y(l - w) + Oa(l - w), 
dy a 
T= -ky + kOba(l - y), 
ý- 
= Aw - Sa. t dt 
System (7.13) has two equilibria, the IFE and the endemic equilibrium. 
(7.13) 
Conjecture 7.3.7 System (7.13) has a transcritical bifurcation with bifurca- 
tion parameter 
L-U-Eo-b 
8-0, A' 
The infection free equilibrium 
The characteristic equation of the Jacobian of the linearisation around this 
equilibrium is: 
p3+ (1 +k+ j), u2 + (k +6+ k& - OA)p + k6 - 0\k - \k2Uýob = 0. (7.14) 
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We examine the linear stability of the IFE by verifying the conditions un- 
der which the the Routh-Hurwitz criteria apply to equation (7.14), which we 
express as p3 + aijI2 + a2/1 + a3 = 0, namely; 
al >01+J+k>0 which is always true, 
a3 >0 kJ - 0, Ak - Ak2U 0>0j- 
OCA 
Cb which is true if Uc < kAOb 
a, a2 - a3 >0 ==#' (1 + 8) 
((1 
+ k)(k + 8) - OcA) + \k2U 0>0 Cb 
which wiH certainly be true if S>0, A, which we take as true from the relative 
magnitude of the param ters. Thus if U, <8 
O"\ 
then the IFE is linearly kAOb 
stable. 
Computing the spectral radius of the next generation matrix for this model 
is not straightforward. We axe faced with a characteristic polynomial g(z) for 
the matrix of 
g(Z) = Z3 _A 
AUk0b 
0. (7.15) 
3-6- 
By Descartes' rule of signs we can see that there will be only one positive real 
root for equation (7.15). If we differentiate and solve g'(z) =0 for extrema, 
we find the larger extremum at z=2' and verify that this is a minimum, 
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since g" > 0. The maximum occurs at negative z. Since we already 
know that J >> OA it follows that this minimum occurs at z << 1, while we 
need the condition that the spectral radius is greater than or less than one. 
We thus conclude that the real positive root is the basic reproductive ratio for 
the system, R5. 
We can solve (7.15) to give us the following expression for R5 (to make this 
expression useful we will need to approximate it), which does at least allow us 
to look at the explicit influence of each of the parameters. 
R5 =O+ x, 
where 
Ocy \2U2k202) U ckob 
37 
+ -29 
X2U2k202 0cy+ 
-4'e5-2 -) 
i. 
ckob c "2 
(ý 
2 -6 30-8 
We find that, as we expect, when Rs =1 we have Uc =j- 
01A 
kAOb 
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Endemic equilibrium 
The endemic equilibrium is at 
SH 
y=H, a*= 
H 
AOb(l - H)' 
TO 
- H) 
where H is a solution of the quadratic 
kU, 0b(, \Ob + j)H2 + d(Ob - 0, ) - 0,0b, \ - kU, 0b(8 + 2, \Ob) 11 
+Ob(O\ + kU\Ob - 6) = 
There is no simple form for H, but H=0 when Uc =j 
O"\ 
. There is kA Ob 
no simple chaxacteristic polynomial for the Jacobian of the linearisation about 
the endemic equilibrium, but we note that the determinant of the linearisation 
is zero when U, =8 
O"\ 
kAOb 
7.3.5 Cattle infected from badgers directly, badgers from air- 
borne/soil transmission 
In this model the presence of badgers induces an endemic disease equilibrium 
in cattle. The model equations are 
dw Y da 
T= -w + W, = -ky + kOba(l - y), Aw - Ja. ýy(l - w), 
L 
t dt dt 
Conjecture 7.3.8 System (7.17) has two equilibria, the IFE and the endemic 
equilibrium and shows a transc7itical bifurcation with parameter 
kUAOb 
3, 
The infection free equilibrium 
The characteristic polynomial of the Jacobian of the linearisation of system 
(3.89) is 
3 S)Z2 2UO =0. z +(l+k+ +(k+g+kg)z+kg-Ak cb (7.18) 
Applying the Routh Hurwitz criteria to (7.18) in the same manner as in section 
7.3.4, we verify that each of the foHowing is true and thus the IFE is stable 
provided that 
L-k-'Ob 
< I. j 
al >0==> 1+k+J>O, 
a3 >0 =* kS -Ak2U 0>0 if U<S cbc kAOb' 
ala2-a3>0ýý(1+k+8)(k+J+kS)-k8+, \k2UO >0. Cb 
The spectral radius of the next generation matrix is &, where 
R6 = 
(LkLU; 
--Ob) 
I- 
(7.19) 
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Endemic equilibrium 
The equilibrium is at 
AUk0b -8 AUk0b -8 a* 
AUkOb -3 
AOb(kU, + 1)' Uk(, \Ob + 45)' JOb(kUc + 1) 
The characteristic polynomial is extremely unwieldy. However we find that 
all the terms in the expressions for the coefficient of the quadratic term are 
positive and the same is true for all the terms of the expansion of the product of 
the coefficients of the quadratic term and the lineax term minus the constant 
term. The constant term itself is positive provided that U,, >8. (We kAOb 
establish this by showing that the constant is zero for U, =6 and its kAOb 
derivative with respect to U, is k2AO b>0. ) 
7.4 Spatially heterogeneous model 
The essential idea is that we have an initial state with an infection free equi- 
librium and diffusion of badgers through an infinite one dimensional domain 
(with co-ordinate 77) with static cattle and bacteria both static (i. e. in the soil) 
and advecting (e. g through prevailing wind). An infective is then introduced 
at t=0. This gives us the following model, where the diffusion rate of badgers 
is b, the advection speed of the bacteria is ý and all the other parameters and 
variables are as in (7.1); 
Os. ý -, 2 Ac - AcSc(lb 0+ 7cIc(77,0 - PAO, Olc(171 0 at 
-CbcSc(? 7i t)Ib(77) t) - 
dcA(i7j t)Sc(i7j t)j 
all, 
- OcSc(777 t)Ic(t7) t) + ýbc&(771 t)Ib(i7j t) + 
dcA(i7j t)Sc(i7j t) 
at 
- Ou. + -Y.: ) le (77, 
19Sb 2sb 
- 15ý- + Ab - /JbSb(777 t) + lfbIb(779 t) - Obsb(77,0407,0 (7.20) at a772 
-&, bSb(q, t)l, (t7, t) - 
ObA(j7, i)Sb(p7, t), 
, bL 
OIb 21b 
at - oq2 
+ PbSb(? b t)Ib(? 7i t) + GbSb(lb t)lc(17, t) 
4bA(t7l t)Sb(ily t) - (Pb + 'tb)lb(179 09 
OA -A 
5t = Al, (i7, t) + 
ýIb(77, t) + ýL -. uAA(y7, t). 1977 
We assume that at the front of a travelling wave there is a constant number 
of badgers and that the population of cattle is maintained constant. TWs 
226 
allows us to reduce the dimension of the system from five to three. We non- 
dimensionalise with the same scheme as in (7.2) and with D 
bA 
and A (PC +N) 
IAC+, Yc 
49W 
-w + Rw(l - w) + kUy(l - w) + Oa(l - w), 09t 
, 9Y D 
92 Y ky + kRby(l - y) + Ubw(l - y) + kOba(l - y), (7.21) at 57- 
o9a Aw+koy+C ea - Ja. 5_7 = Oq 
Now we transform the p. d. e. s into o. d. e. s with the substitution z= 17 + ct 
dw 
c -w + Rw(l - w) + kUy(I - w) + Oa(l - w), z 
dy d2Y 
cy- DJ-2 - ky + kRby(l - y) + Ubw(l - y) + k0ba(I - y), zz 
(c - C) 
da 
= Aw + koy - Ja. TZ 
The boundary conditions are w(-oo) = O, y(-oo) = O, a(-oo) = O, w(oo) 
w*, y(oo) = y*, a(oo) = a*, where the starred quantities are the endemic equi- 
librium. We use these boundary conditions throughout this section. 
Removing the second order derivative we have the four equation system; 
dw 1 
'ý-z -c w+ Rcw(l - w) + kUy(l - w) + Oca(l - w)), 
dy dp I 
T pt 7T 
(cp 
+ ky - kRby(l - y) - Ubw(l - y) - kOba(l - y)), Zz 
da 
=Iw+ koy - Sa 7z- c-ý 
(A 
We investigate a number of models, analogous to the static models studied in 
the previous section. We are interested in a travelling wave connecting the 
infection free equilibrium with the endemic equilibrium. 
Proposition 7.4.1 Travelling wave solutions connecting the IFE and the en. 
demic equilibrium are feasible for systems (7.25) and (7.26). Such solutions 
are only possible in system (7.22) if Rb and c are sufficiently small and R,, A 
and 0, are sufficiently large. 
We prove this proposition in the remainder of this section. 
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7.4.1 No cross-infection 
We assume that Ub = 0, U, =0 and 0=0. The model system, in the form of 
o. d. e. s, obtained as described in the previous section is thus 
dw 
z=cw+ 
Rcw(l - w) + Oa(l - w)), 
dy dp i 
=A T- = 1; 
(cp 
+ ky - kRby(l - y) - kOba(l - y)), (7.22) dz z 
da i 
7z =c_, 
(Aw 
- Ja). 
We have already shown that there are three equilibria for the spati&Uy bomo- 
geneous version of system (7.22). 
We assume that c<ý. The necessity for this assumption can be seen by 
considering the fourth equation in (7.22) with w=0. We thus have 
9 
da 
=_ _ýa , a(z) = a(0)e--17 , iz- C-e 
while the biological reality must be that with no production of bacteria, 
lim a(z) = 0, which requires that c<ý. ftom a biological perspective, Z 00 if badgers can only be infected from bacteria, the rate at which they diffuse 
must be less than rate of advection of the bacteria else the infected population 
will go to zero. 
The infection free equilibrium 
Lineaxising (7.22) about the IFE, (0,0,0,0), we compute the characteristic 
equation of the Jacobian to be f (s) = 0, where f (a) is given by, 
(s) = 
(DS2 
- cs + k(Rb - 1» 
«C2 
7c)82 + «RC 
(7.23) 
_ 1) c) + cg), 9 - AO, + b(1 - R, 
». 
The evolution of the linearised system from the IFE will be determined by the 
roots of f (s) = 0, which are the eigenvalues, and their associated eigenvectors. 
For biological reasonableness, since w, y and a are non-negative, we cannot 
allow an oscillatory solution so these roots must be real. We thus need to find 
the conditions on c that the discriminant of the two quadratic terms in f(8) 
are positive. 
From the first term in f (s) we have the condition as Icl 2: Icl I where 
cl = 2ý, fD--k(Rb - I)i 
provided that Rb > 1, the condition for endemic disease in badgers alone. If 
Rb <1 then the discriminant of the first term is always positive. 
If we call the second term in f (s) h(s), recalling that we must have c<C 
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and if we assume R, <1- S9 A, then the graph of h(s) is an inverted parabola, T 
h(O) >0 and there is always a positive real root for h(s) = 0, thus there is no 
constraint on c arising from h(s). 
If, on the other hand R, >I- 19 A then real roots wiU only exist for h(s) =0 T 
provided that c> c2 or c< c3 where 
C ((R. - 1)2 + j(R, _ F, - 
C2 
cc 1) + 2AO, + 2ý 
ýc(AO + 6(R, - 1))) 
4AO, + (R, +6- 1)2 1 
ý ((R - 1)2 + 
S(Rc 
C3 
c 1) + 2AOc - 2VýrAO, (AOc + J(R, - 1))) 
4AOc + (Rc +6- 1)2 
Simulation suggests that both c2 and c3 are positive. 
Thus the minimum wavespeed for a plausible travelling wave solution if R, <I 
is ci,, = cl provided that cl > ý. If R, >1 then c,,, i,, = max{cl , C2} is a suf- ficient, but not necessary condition for a plausible travelling wave solution. If 
c3 >c> cl a travelling wave solution is also plausible provided once more 
that c>C. 
The eigenvalues of the Jacobian are as follows: 
V1 
1 (C 
+ ýTCý2 - 
-4Dk(R 
- 1) 
1 (c 
- V/cT---4D-k-(I-? 
-b--Il) ý-D b V2 = ý-D 
V3 cS + (1 - R, )(ý - c) +H V4 
CS + (I - 1? 10(ý - C) - 
if 
2c(c - 2c(c - 
Here 
R, )(C - C) + Cj)2 - 4c(c - ý)(J(l - Rc) - AOc). (7.24) 
Now, Re(vi) >0 and Re(v2) >0 for vi, v2 E C, while if V1, V2 ER then 
vi, v2 > 0. There axe thus always at least two increasing linearised solutions 
and thus a positive dominant eigenvalue. 
For a travelling wave from the IFE to one of the other equilibria to be feasible 
we require a particular sign pattern for the eigenvector associated with the 
dominant eigenvalue, which we label (el, e2, e3, e4 )T. The four components of 
the eigenvectors relate to w, y, 19 and a respectively. Necessarily w, y, a 2: 0 dz 
so ý11 >0 We thus need all the components of this eigenvector to be non- dz -, 
negative. 
The dominant eigenvalue 
Since we have defined our moving co-ordinate z=x+ ct, with c>0, we 
are describing a wave which moves from right to left as z increases. The 
dominant eigenvalue will thus be the smallest positive eigenvalue. Numerical 
simulation of a wide range of parameter values suggests that, for real values 
either vi > v3 > LA2 >0 or vj > v2 > v3 > 0. 
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The key eigenvector 
If v2 is the dominant eigenvalue, the associated eigenvector is 
c- vrJ - 
-4Dk(l 
- Rb) 
T (01 
1,2D , 0) 
which has sign pattern (0, +, +, 0) which is acceptable for a travelling wave 
solution. If however the dominant eigenvalue is v3 = (el, e2, e3, e4)T, we have 
ei = Z-b 0 k, \cý(c - 4)2 
KRC -1+ 6) - «Rc - 1) + II) 
(2k(Rb - 1) +1-R, + J)c4 - 
(C(4k(Rb 
- 1) + 2(& - 1) + 6) + 11) C3 
((I 
+ 2k(Rb - i) - R, )e +w+ (D(Rc - 1)2 + We + J2)) C2 
- 
(2Dý((R, 
- 1)2 +, \Oc )+ DH(& -1- 6))CP 
+DC(R, - 1)(C(R, - 1) - II) 
e2 e3 = V3, e4 = 
2cAel 
c(& -I+ J) - ý(R, - 1) 
where H has been defined in (7.24). 
We cannot make any progress analytically to establish the sign pattern of 
el and e4. Numerical simulation suggests that no combination of reasonable 
paxameters can give either four non-negative components or four non-positive 
components. The conclusion is that there does not appear to be a suitable 
eigenvector sign pattern such that a travelling wave is possible if tj Is the 
dominant eigenvalue. 
Determining the dominant eigenvalue 
It is thus a matter of importance to establish the conditions in which tl < tj 
if we want to understand when we may expect a travelling wave solution. As 
Rb increases with constant c, v2 increases and then becomes complex with real 
part 75, when Rb >1 whereas v3 is independent of Rb. Since we cannot allow a 
complex eigenvector, c, must increase once Rb >1 since cl = 2%ýDk-(Rb - 1j. 
There may thus be a value of Rb above which v2 > t, 3 and no travelling wave 
is possible. Simulation suggests that this is a relatively small number. 
Differentiation shows that tA2 is decreasing in c and simulation shows that 
v3 is also decreasing in c, there is a value of c above whicli tt > tj and no 
travelling wave is possible. Simulation also suggests that v3 is increasing in 
R,, A and 0,, and these parameters do not appear in &, 2 so as R,,, \ and 0, 
increase, at some point v2 < v3 and a travelling wave is feasible. Ob has no 
effect on the relative size of the eigenvalues. 
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We cannot explain this result from a biological perspective at t1ils stage. 
7.4.2 Air-borne/soil transmission the only infection route 
The first order o. d. e. model system, derived in the same manner as in the 
preceding section is as follows, once more we assume that only cattle excrete 
bacteria; 
dw 1 
-w+O,, a(I-w)), zc 
dy dp I 
T pi 7- 25(cp+ky-kOba(l-y)), (7.25) Zz 
da 1 
Aw - ga). 27 ý-- c-4 
For system (7.25) there axe only two equilibria - the IFE and the endemic 
equilibrium. 
The infection free equilibrium 
The characteristic polynomial of the Jacoblan of system (7.25) linearised about 
the EFE is h(s) = 0, where 
h(s) = (DS2 - cs - k) «C2 _ C4)32 + (C(& + 1) - 4)-9 +6- 0"\) . 
The discriminant of the first term of h(s) is always positive as is the discriml- 
nant of the second term since we have already established that we must have 
c<ý and 3> OA. There is thus no constraint in this case on c for a travelling 
wave to be plausible. 
The eigenvalues of the Jacobian are 
c+ vrJ+ -4Dk c- v(c7+ -4Dk 
2D 2D 
C(I + 6) ýI(C(j + 6) + ý)2 + 4cOA(c - V3 ý- 2c(c - ý) 
V4 
C(I + 8) + Vr(C(I 
-+b) + ý)2 + 4cOc, \(c 
2c(c - ý) 
and we have vj > 0, v2 < 0, V3 >0 and v4 < 0. 
The dominant eigenvalue 
Differentiation shows that vi is increasing in c and simulation suggests that 
v3 is also increasing in c. v3 is increasing in A and 0, so that for larger values 
of these pararn ters v, < v3. 
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The key eigenvector 
The eigenvector associated with v, is 
(01 " C+ 2D , 0) so that a travel- ling wave would be feasible. If v3 is the dominant eigenvalue the associated 
eigenvector is (bl, b2, b3, b4) where 
(L 
+ fn _ V2) b, 
0 cb4 
, 
b2 = Ii b3 = v3, b4 = -: 
ý' 
3 + V3 kOb DD 
Simulation suggests that, save for unrealistic values of 0,, and A, we have b, >0 
and b4 > 0, while b3 >0 provided that OA > 8, the condition for the existence 
of the endemic equilibrium. 
We thus conclude that a travelling wave solution is feasible for system (7.25). 
7.4.3 Air-borne/soil transmission and intra-species transmis- 
sion in cattle only 
The first order o. d. e. model system, derived as in the same way before is as 
follows: 
dw dy 
-äz =c (-w + Rw(1 - w) + Oca(1 - w», dz = P, 
dp 1 da 1 
(7.26) 
(cp+ky-kOba(1-y», g-=c kw - 6a). = li Z dz Z 
Once more we assume that only cattle excrete bacteria. 
The Jacobian of system (7.26) lineaxised about the IFE has the character- 
istic equation g(s) =0 where 
g(, 9) = (Ds 
2_ 
cs - k) 
«C2_C4), 
92+(C, 6 _ C+ Z+ RC(C - 4» 8+Rcg _, \O c_ 6). 
The discriminants of both the first and the second terms in g(s) are positive 
and there are thus no conditions on c for the existence of real eigenvalucs. 
The eigenvalues of the Jacobian are 
c+ v/J + -4Dk c- vrcT-+ 4Dk 
2D 7 2D 
-cJ - (c - ý)(l - Rc) + vQ P3 - 2c(c - C) I 
-cS - (c - ý)(l - R,, ) - vlO A4 ý- 2c(c - ý) I 
where we have defined 
ý)(l - R, ) _ 
JC)2 + 4cOcA(c - ý). 
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The dominant eigenvalue 
We have Al > 07 A2 < Ot P3 >0 (for OA > 6(R, - 1)) and A4 < 0. The dominant eigenvalue will thus be pi or 43- Simulation suggests that 113 is 
increasing in R, 0, and A while ul is independent of these parameters. Ilence 
as Rc, Oc and A increase there will be a point such that A3 > Al - Provided that Rc > 1, simulation suggests that A3 is decreasing, while 1LI is increasing in c. 
The sign pattern of the key eigenvector 
The eigenvector associated with 1L, is 
c+ vrJ + -4Dk (01 1,2D , 0) t 
which has sign pattern (0, +, +, 0) and is thus acceptable for a travelling wave 
solution originating at the IFE. 
The eigenvector associated with P3, we designate as (Ckl 9 Ct2v Cf3v N) where 
fj + . 1)(C kAc(c - D(OA - J(R, - 1)) 0" ý kObAc(c - 
+41ý(c2(c - ý) - Dý(l - R, ) + Dc(l +6- rt, ))), 
a2 ý li a3 ý -4)v 
1 
Ce4 ý kObc(c - 
c(c - D(OA - J(R, - 1)) + D(c2(c - DC(I - 1?, ) 
+Dc(l +8-R, ))), 
where 
cS - (R, - 1)(c - 
VZ-- 
C(c -0 
Z= V((& _ 1)(C _ ý) _ jC)2 + 40cA(c - C). 
We find that Cf3 <0 for OcA > J(R, - 1) thus suggesting that a travelling wave 
solution is not plausible if A3 > jul and this condition 
is satisfied. 
It is not possible to make any significant progress with the spatially hetcro. 
geneous system corresponding to cattle infected from badgers directly, or to 
badgers infected from from airborne/soil transmission only as the algebra is 
intractable. 
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Conclusions 
Introduction of infection transmitted by bacteria in addition to that resulting 
from direct contact with an infective animal results in models that are sub- 
stantially more complicated to analyse than those in Chapter 2. The models 
do throw some light on how tuberculosis might be transmitted if the sugges- 
tions of the "pro-badger" lobby axe correct, i. e. badgers axe infected by the 
bacteria excreted by infective cattle. 
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Chapter 8 
Discussion, conclusions and 
future work 
Spatially homogeneous SIS models 
In a two or more species model, where each species can transmit infection 
directly to other species as well as within its own species we can establish a 
basic reproductive ratio for the system, RO. This parameter is the principal 
eigenvalue of the next generation matrix for the total system. However this 
expression does not have an obvious biological interpretation. The criterion 
for linear stability of the endemic equilibrium gives a different form of basic 
reproductive ratio which is more biologically intuitive, but is only meaningful 
as a bifurcation parameter. 
We axe able to prove the conditions for global stability of the endemic disease 
equilibrium in the two species model. Importantly, the presence of mutually 
infective species leads to an endemic disease equilibrium with a greater den- 
sity of infective animals and stable at lower infectivity than for any of the 
species alone. Indeed each species alone may have a basic reproductive ratio 
less than unity but the multispecies model may possess an endemic disease 
equilibrium. Where several species interact, it may be the case that even a 
relatively low density of one of the species is essential for the stability of the 
endemic equilibrium and removal of that species will eliminate the equilibrium. 
We have found that the analysis of even relatively simple systems, such as 
these spatially homogeneous SIS models, rapidly leads to algebraic intractabil- 
ity, even to the extent of finding explicit expressions for the equilibrium values 
of state variables or of eigenvalues of linearisations about endemic equilibria. 
This makes it difficult to prove, analytically, the effect of the variations In in- 
dividual parameters, or groups of parameters on the behaviour of the overall 
system. 
Further work 
We have considered the key disease parameters, infectivity and recovery rates, 
to be constant and we have assumed that recovered animals acquire no im- 
munity and are reinfected at the same rate for each subsequent infection. We 
assume that there are no additional deaths from disease. We thus assume that 
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all animal transmit infection at the same rate, all susceptibles are equally 
likely to become infected and the progress of the disease is the same in each 
animAl. 
In practice we might expect that infbctivity and susceptibility would 
differ markedly depending on an animal's age, time since infected and 
previous history of exposure to the disease and that some animals would 
acquire at least partial immunity (see for example (281). The parameters 
might also be functions of environmental variables and thus infectivity 
and recovery rates may credibly have a pronounced seasonality. 
We have not been able to demonstrate analytically for a two or more 
species system the relationship between the equilibrium values of the 
state vaxiables and the eigenvalues of the linearisation about the endemic 
equilibrium and RO, the principal eigenvalue of the next generation ma- 
trix, although numerical simulation supports our conjecture that one 
exists. 
While theory suggests that it should be the case, we have not demon- 
strated that, in the three species model, the basic reproductive ratio 
greater than unity is the condition for the existence and therefore sta- 
bility of the endemic equilibrium. 
VvUle we can study analytically the asymptotic behaviour of these systems, 
we are unable make much progress in studying their transient behaviour in an 
analytical way. In practical terms it is of course the transient behaviour which 
will be observed and which farmers and policymak-ers need to understand and 
much needs to be done to focus on this area. 
We have conjectured that the evolution of the system as it moves away 
from the infection free equilibrium as infectives are introduced win be 
determined by RO, both in the case of the time that the system takes 
to get arbitrarily close to the stable equilibrium and the number of ani- 
mals infected over a given time period, but this has been shown neither 
analytically nor by numerical simulation. 
Culling strategies 
For both continuous culling SlS and SEIS models, we have shown that It is 
possible to remove an endemic equilibrium in a single species by culling the 
whole population, either on a constant yield or a constant rate basis, without 
the entire population being eradicated, regardless of the particular fecundity 
function chosen. With a logistic fecundity function fixed yield culling is only 
successful in this way provided that the disease is not very contagious, but 
fixed rate culling is always successful. The same result is also found in the 
badgers/cattle model. The density of the remaining, infection free population 
is greater than that of the susceptible endemic equilibrium population. A sim- 
ilar conclusion was reached studying impulse culling one species SIS models. 
This result, removing the disease without exterminating all the badgers, would 
potentially be of interest to the animal protection lobby were this behaviour 
in the model to be replicated in the field. 
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Destabilising an endemic equilibrium in the single animal model by culling 
all disease classes requires the lowest rate of culling, although the total num- ber of animal culled over time will be least if only infectives are culled. The 
practical efficacy of the latter strategy must of course depend on an effective 
and rapid test for bovine TB in badgers. We have shown the importance of 
controlling immigration if culling is to be successful. 
Further work 
A single species impulsive culling model gives comparable results to the 
continuous case, indeed we show that the continuous case is the limit of 
the impulsive case as the frequency of culling increases. We conjecture 
that this would also be true for impulsive culling in the badger/cattle 
system but have been unable to show this analytically. 
In the culling models studied, we assume that there are no deaths due 
to disease. Although including deaths due to disease leads rapidly to 
algebraic complexity, this is an important area for further work if we are 
to produce a practically useful model. 
In SEIS impulsive culling models with a fixed length latency period r we 
might anticipate that there would be a relationship between the value 
of r and the time interval between culls in determining the optimum 
culling strategy. 
We have not modelled vaccination strategies, noting the resistance of 
the famiing industry to the practice. It is nonetheless important for 
policymakers to model the relative cost effectiveness of vaccination and 
culling strategies. 
Models with a latent period 
We have shown that our models for a single species both with an exponentially 
distributed latent period and a fixed latent period are well posed and proved 
the criteria for the global stability of the IFE in each case. We have considered 
only the fixed latent period model in the badger/cattle system and proved the 
criteria for linear stability of the IFE. 
Further work 
We have not investigated the exponentially distributed badger/cattle 
model either with or without culling, nor have we been able to make 
much analytical progress in studying the endemic equilibrium. Since a 
latent period is a realistic feature of m. bovis, this is work that would be 
useful to pursue. 
Spatially heterogeneous models 
We have shown how an SIS model in which infected badgers diffuse Into a 
population of susceptible animals in an infinite domain can give rise to a trav- 
elling wave solution connecting the IFE and the endemic disease equilibrium 
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and that we can understand the non-linear problem through considering the 
linearised problem. The speed at which the disease spreads is increasing in 
the system basic reproductive ratio. 
We have also demonstrated the feasibility of travelling wave solutions connect- 
ing the IFE and endemic disease equilibrium in the badger/cattle SIS model 
system (infected badgers diffusing into a population of susceptible cattle and 
badgers). However the minimum wavespeed calculated does not appear to 
depend on the disease parameters, which is not biologically reasonable. 
SEIS models with diffusion of infected badgers in one and two species mod- 
els also show travelling wave solutions which feasibly connect the IFE and 
endemic disease equilibrium. However we have not been able to establish min- 
imilm wavespeeds dependant on disease parameters. 
In the single species SIS culling models with diffusion we demonstrate travel- 
ling wave solutions connecting the IFE and the endemic equilibrium. We can 
compute minimum wavespeeds which are decreasing functions of the culling 
rates for both fixed yield and fixed rate culling. 
Constraining the reaction diffusion equations for the single species SIS model 
to a finite interval we can find constraints on the culling parameter such that 
the infected class is eliminated with a non-spatially homogeneous infection free 
population remaining. 
Further work 
0 Both the SIS and SEIS two species reaction diffusion models require fur- 
ther analysis to establish biologically meaningful minimum wavespeeds 
if they axe to provide insight into the rate of spread of the disease in the 
field. 
0 Our results have been obtained in one dimensional spatial systems. A 
more realistic model will need to consider two dimensional spatial s)T, 
tems. 
Developing the spatially heterogeneous culling models with diffusion in 
finite domains with varying boundary conditions and in particular study- 
ing the behaviour of the infected class would seem to provide an effective 
way to simulate the real world situation. 
We did not study patch models - where animals are contained in a series 
of patches with assumptions about mbdng between patches. Given that 
the badger is a territorial animal and that cattle are normally constrained 
to a relatively specific location this would appear to be an attractive 
model to develop. 
Age structured models 
We derive general age structured SI and SEI p. d. e. models for a single species 
and, by considering steady state solutions, find age distributions for the equi- 
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librium. values of the state variables as well as the sizes of the related equi- 
librium populations of adults and juveniles By transforming the p. d. e. s into 
delay differential equations we establish the well posedness of the SI model and 
show that if the IFE is globally stable then RO < 1. We cannot establish the 
stronger criterion that if the IFE is stable then RO < 1. We find an expression 
for the age distribution of infectives close to the IFE. 
It is difficult to make any analytical progress with the SEI delay differential 
equation model. 
Further work 
The primary interest in studying age-structured models is to be able 
to model age-related disease parameters which appear biologically more 
realistic than constants and to study the effect of culling with age de- 
pendence (such that juveniles are culled at a different rate from adults) 
Transmission by bacteria in addition to direct con- 
tact 
Models of the cattle/badger system incorporating bacterial transmission in 
addition to SIS transmission add considerable algebraic complexity and the 
majority of our results axe in the form of conjectures rather than analytical 
proofs. Presence of bacteria significantly affects the results by comparison 
with SIS models with direct tramsmission only. 
Rirther work 
If the possibility of air and soil borne bacterial transmission is proved in 
the field it will be necessary to incorporate bacteria as a state variable 
in the models used elsewhere throughout this work in order to obtain 
the most relevant results. 
Further analytical investigation is needed to improve the robustness of 
our conjectures. 
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