Traffic flow prediction is essential in Intelligent Transportation System (ITS). Due to the complexity of the traffic environment, predicting future traffic speed is difficult. A lot of methods have been proposed to forecast traffic flow, such as support vector regression (SVR), recurrent neural networks (RNN), and so on. However, there are few ensemble models methods for predicting traffic flow, especially for predicting multi-step traffic speed. Meanwhile, these ensemble methods often use many base models for regression. Thus, the performances of these existing methods are worth exploring for multi-step traffic forecasts with few base models. Besides, this paper proposes a model based on ensemble models, called ''Triplet Decoders Neural Network'' (TDNN), to compare with these methods. By analyzing the characteristic of traffic speed data, this paper also proposes a data preprocessing model called ''T-Conversion'' to help RNN capturing long-term dependencies. Our experiments are implemented based on real traffic speed data from Baidu in Beijing, China because the prediction for complex traffic is more valuable. With these new novel ideas, our experiments show the superior performances of TDNN, and the significant effect of T-Conversion for predicting traffic speed sequences.
I. INTRODUCTION
Traffic speed sequence prediction is predicting the next traffic speed sequence based on the historical traffic speed sequence. Traffic prediction is an essential part of intelligent transportation systems (ITS) and is crucial to many applications, including traffic network planning, route guidance, and congestion avoidance [1] , [2] . However, the transportation network is a complex system mixed with many other factors such as events, weather conditions, and festivals, etc. Due to the highly non-linear and stochastic of the transportation network, it is difficult to predict traffic speed accurately.
There are many research studies in the area of traffic speed prediction [3] , [4] . In the context of prediction methodologies, different time series [5] , [6] and feed-forward neural networks (FFNNs) have been published to predict traffic speed [6] , [7] . In their study, FFNNs have a significant shortcoming on predicting traffic speed, because FFNNs do not The associate editor coordinating the review of this manuscript and approving it for publication was Sabah Mohammed . offer high capability on the mapping from inputs to outputs. That is, it suffers from the critical limitations of having to specify the temporal dependence upfront in the design of the model, neglecting the time dependence for traffic flow, and using a fixed sliding window over the input sequences. Unlike FFNNs, recurrent neural networks (RNNs) have cycles feeding that the output from previous time steps as input to the neural network to predict the current information. RNNs store the outputs of the prior time step in the internal state and provide indefinite temporal contextual. Therefore, RNNs use a dynamic changing contextual window over the input sequence. RNNs are suitable to capture the relationship of time series because of the capability and perform better for sequences prediction, so many methods based on RNNs proposed. However, because the gradients of RNNs computed by backpropagation through time (BPTT) [8] tend to vanish gradient or exploding gradient during training [9] , it's difficult for vanilla RNN cells to learn long-term dependencies in sequences [10] . Many scholars tried to modify the structure of vanilla RNNs to solve these problems, such as long short term memory (LSTM) proposed by Hochreiter and Schmidhuber [11] in 1997 and gated recurrent unit (GRU) proposed by Cho et al. [12] in 2014. LSTM and GRU have comparable performance, so many RNNs with LSTMs or GRUs were intended to predict traffic in the existing literature [13] - [15] . Predicting the next traffic speed is of little significance, multistep traffic forecasts are more critical for ITS. Furthermore, the sequence to sequence model (Seq2Seq) was proposed by Cho et al. [12] in 2014 to solve the problem of the machine translation system. And then, it was used to predict traffic speed sequences successfully [16] , [17] in 2018. The attention mechanism proposed by Dzmitry Bahdanau et al. [18] to improve Seq2Seqs in 2015. Attention mechanisms have become an integral part of models that must capture global dependencies [19] - [21] . Therefore, the attention mechanism was used to predict traffic speed sequences in 2018 [17] .
However, these single models are still unsatisfied with the traffic prediction, and the ensemble model is an effective way of improving the accuracy of individual models [22] . Ensemble models combine the outputs from multiple single models to forecast. For regression problems, neural network ensembles usually use the average of all outputs of individual models as the final outputs, and the ensemble generalization error is less than or equal to the generalization error of a randomly selected single model [23] . Chen et al. [24] first improved prediction capabilities for Freeway Short-Term Traffic Flow through ensemble models. Qiu et al. [25] proposed a new combined manner that aggregated the outputs from base models by a support vector regression (SVR) and proved the advantage of their method on four time series datasets but excludes traffic flow datasets. In a recent study about traffic flow prediction, Zhan et al. [26] proposed a consensus ensemble system that used a flexible combination than the general ensemble models by learning from mistakes in the recent past and applying a pruning scheme.
These previously mentioned ensemble models need multiple base models. Thus it always increases too much training time, storage space, and design complexity in practice. In our study, we define the problem of traffic speed prediction and want to discuss the performance of ensemble models, which composed of only two homogeneous base models for traffic speed prediction. Meanwhile, this paper proposes a novel combined manner that aggregates the outputs from two base models by an RNN. Generally, most of traffic flow prediction is predicting the traffic speed in the next time [3] - [7] , [13] - [15] , [27] , [28] , we wish to make multistep traffic forecasts. The first reason is that the multi-step traffic forecasts are significant for ITS. The second reason is that, to the best of our knowledge, there are few methods based on ensemble models for multi-step traffic forecasts, so it deserves further research. Meanwhile, for regression like traffic flow prediction in ensemble models, there is little research on combined manners, we propose a new combined manner for regression.
The model we propose is composed of three parts: two Seq2Seq models that have the same structure and the final Encoder-Decoder (F-ED), named as ''Triplet Decoders Neural Network'' (TDNN). With two Seq2Seq models, each Seq2Seq model will take attention to the distinct aspect. The F-ED is used to combine two Seq2Seq models and further learns the information of input sequences. Although we wish to make multi-step forecasts, the length of predicted sequences is still not long. This idea is different from the machine translation system, so the encoder and the decoder in F-ED constructed with different cells. Meanwhile, to reduce training time, we use vanilla RNNs as the final decoder. Because the last encoder needs to learn the long-term dependencies, it is constructed with GRUs instead of LSTMs. The reason is that LSTM and GRU have comparable performance [15] , and the connection between GRUs and vanilla RNN cells is more suitable than the relationship between LSTMs and vanilla RNN cells. That can be explained and proved in the following chapters.
Besides, the traffic speed sequence is a series of traffic speed order by time, so it only contains time order information, not the information at the current time of traffic speed. To make the final encoder further learn current time information, a transformation function, called T-Conversion, is proposed to converse the traffic speed sequences to vector sequences. T-Conversion is proposed based on the characteristic of traffic speed sequences. T-Conversion is a simple data processing so that it can apply to other models based on RNN.
The traffic speed dataset was collected from Liao et al. [16] . The traffic speed data of each road segment recorded at an interval of 15 minutes per day. The traffic speed data set organized the traffic situation of Beijing city in China from April to May in 2017. Beijing is one of the most populated cities in the world and most populous capital city. The Beijing expansion has brought to some problems of urbanization, such as heavy traffic, poor air quality, and so on. Thus, we adopted Beijing as the prediction samples of the complex traffic condition. Finally, our study selects some road segments with more complex traffic conditions to prove the performance of TDNN and the importance of T-Conversion. Our experiments show that TDNN has superior performance over mentioned single models and ensemble models, and T-conversion occupied the critical role at that RNNs learn the long-term dependencies.
The rest of this paper is organized as follows. Section II reviews some methods of short-term traffic flow prediction. Section III presents our proposed TDNN method and T-Conversion. Experimental results and results analysis are given in Section IV. The conclusion and future work are described in Section V.
II. RELATED WORK
The success of traffic speed/flow detection much depends on the provision of accurate real-time information and predictions of traffic status. Due to the importance of traffic forecasts, more research attention has focused on this subject in recent decades. By applying statistical methodology or heuristic methods in traffic forecasting, the empirical approaches can classify into two categories: parametric and non-parametric models. This classification is based on the idea of a single model and shown in Sections II-A and II-B. On the other hand, to illustrate the differences between the base (single) and ensemble models, the authors also introduce the ensemble models in Section II-C.
A. THE PARAMETRIC BASE MODELS
To obtain accurate forecasts, since the early 1980s, extensive variety of parametric approaches has been employed ranging from historical average algorithms, smoothing techniques, linear and nonlinear regression, filtering techniques. The most widely used parametric model is the auto regressive integrated moving average (ARIMA) model [29] . ARIMA model is a generalization of standard ARMA model. Supposed that the current traffic speed is x t , ARMA can be expressed as follow:
where B is the backshift operator Bx t = x t−1 , and φ(B)
− · · · − θ q Bis the order of MA polynomial. When the time series x t is non-stationary, ARIMA uses differencing technique to handle non-stationary data and then feeds them in the standard ARMA model as
where d is the order of differencing.
B. THE NON-PARAMETRIC BASE MODELS
The ARMA/ARIMA model proposed above is a linear time series model which assumes constant variance of ε t . Due to the non-linear and stochastic conditions of traffic flow, parameter models may not describe the unique condition well and result in bigger prediction errors than non-parameter models [15] . Therefore, FFNNs were used to predict traffic flow [6] , [7] . The input of FFNNs is traffic speed sequences x = (x 1 , x 2 , · · · , x t ), so the predicted output x t+1 of every cell in FFNNs is as follow:
where F, w i , and b i are respectively the activation function, the weights, and the bias of cell i. FFNNs usually use rectified linear unit (ReLU) or sigmoid function as the activation function. These activation functions make FFNNs map non-linear relationships between historical traffic speed sequences and future traffic speed sequences, they are respectively defined as follow,
In essence, non-parametric statistical regression can regard as a dynamic clustering model that relies on the relationship between dependent and independent traffic variables. It attempts to identify past information that is similar to the state at prediction time, which leads to an easily implemented nature. Non-parametric techniques generally perform well due to their strong ability to capture the non-deterministic and non-linearity of traffic time series. Recently, FFNN, whose connections do not form cycles, only maps the current input sequence to output sequence, but cannot memorize the earlier input data and determine the optimal time lags either. The input sequence must be truncated into a specific length. In contrast, the RNN allows the cyclical design. RNN is especially suitable to capture the relationship of time series, just like traffic flow. Y.Tian et al. used LSTMs to traffic flow prediction with better performance than FFNNs [13] . LSTMs are a special kind of RNN cells and use to solve the shortcoming of capturing the long-term dependencies of vanilla RNN cells.
The typical structure of LSTMs is in Fig.1 . LSTMs mainly contains three gates: an input gate, an output gate, and a forget gate. The input gate controls what new information added. The output gate decides the degree of forgetting current states. The forget gate decides the degree of forgetting previous states. The outputs of three gates are respectively represented as i t , u t , f t . The hidden state of LSTMs is computed as follow,
where W and represent respectively a matrix and the scalar product of two vectors. σ (·), g (·), and h (·) are nonlinear activation function. σ (·) is the standard logistics sigmoid function, g(·) = h(·) = tanh(·) is usually used as the block input and output activation. The tanh function is defined as follow: Seq2Seq models (shown in Fig.2 ) are based on RNNs. The first RNN and the second RNN are respectively its encoder and decoder. The encoder is used to receive data and return a vector that represents the relationship between input sequences and output sequences. The Seq2Seq model with LSTMs has achieved great success on different tasks such as video question answering [30] . Several recent studies used Seq2Seq models to predict traffic speed sequences [16] , [17] . However, a single vector from the encoder can not contain the entire sequence information; especially the input sequence is extended. The attention mechanism was proposed by Dzmitry Bahdanau et al. [18] , and it has become an integral part of models that must capture global dependencies [19] - [21] . The decoder will get the current state by similarity computation with each state from the encoder at every moment, and one of the most common formats show in Fig.3 
. B.Liao et al. used
Seq2Seq models with attention mechanism to predict traffic speed [17] . 
C. THE ENSEMBLE MODELS
The ensemble model refers to a model that combines the outputs from multiple models to make a prediction. Various ensemble models have been developed for different purposes with the aim to provide improved accuracy [31] and robustness over individual models [23] . A common structure of ensemble models show in Fig.4 . An ensemble model can generalize into generation, pruning, and integration step. The generation step involves building a set of base models. In the pruning step, the ensemble is pruned by eliminating some of the based models. The integration step involves combining the outputs from base models to make the final prediction. Some ensemble models have been proposed to predict traffic flow [24] , [26] . Supposed that the predicted output of M i is f i (x), the actual value y is computed as follow,
For traffic prediction, y t is the next x t+1 in the input sequence x. For regression prediction, the objective is to minimize 2 , the generalized mean square error is as follow:
where y is the label value. The combination (13) can reduce the error by reducing the variance. Chen et al. [24] first proved prediction capabilities for Freeway Short-Term Traffic Flow through ensemble models. Zhan et al. proposed consensus ensemble system to predict traffic flow [26] , they reduce the variance and bias by the combination of predicted outputs from base models and adding the prediction for bias. Qiu et al. proposed a novel combined manner that aggregated the outputs from base models by SVR [25] and proved the advantage of their method on time series prediction. SVR is the data driven learning techniques at the time series predictors effectively [27] . SVR is an important application branch of Support Vector Machine (SVM). Its kernel function includes radial basis function (RBF), linear kernel function, and polynomial function. RBF can map non-linear relationships between the inputs and the outputs, and it can be defined as follow,
ψ maps the input vector composed of n base models to a higher dimensional feature space. This method can be applied to predict traffic flow. However, these ensemble models neglect the relation between predicted sequences.
III. OUR PROPOSED METHODS

A. TRIPLET DECODERS NEURAL NETWORK (TDNN)
As mentioned before, ensemble models can improve the accuracy of single models [22] . However, it demands that the base model be uncorrelated or weakly correlated. Otherwise, it can't reduce variance effectively. Supposed that the variance of n models is σ , and the variance of their average is as follow,
where ρ is the correlation coefficient. When the outputs of n models are correlated completely (ρ = 1), the variance is still as σ . Thus, increasing ambiguity is very important in ensemble models. Zhan et al. [26] proposed pruning to select base models. The production and selection of multiply base models are essential for the improvement of accuracy. Thus, it always increases too much training time, storage space, and design complexity in practice, and too many hyperparameters need to be determined. To avoid these problems, we design our model and discuss the differences between regression and classifiers.
Our model is composed of three parts: two Sequence to Sequence models, the final encoder-decoder (F-ED). Due to the excellent performance of Seq2Seq models in sequence prediction [16] , so we use Seq2Seq models as based models for traffic speed prediction. These two Seq2Seq models have the same structure, so few hyperparameters need to be determined. F-ED is used to integrate the outputs sequences of the two Seq2Seq models. The three decoders have different functions, but they all serve the same goal of improving accuracy. Thus, we called the model ''Triplet Decoders Neural Network'' (TDNN).
It supposed that the error of the first Seq2Seq model and second Se2Seq model are respectively 1 i and 2 i . In the best case, 1 i is always the opposite of 2 i , and the average of outputs from two Seq2Seq models would be the actual value. Thus, regression is different from the classifier in this case. That is also one of the reasons that we want only to use two base models. There are many differences between regression and classifier [23] , and using more base models would not obtain the better performance for regression. When two base models are precisely the same, no matter what combination is meaningless. Owning to the excellent performance of Seq2Seq models [16] , [17] , [30] , for multistep traffic forecasts, we use Seq2Seq models as base models to reduce the bias (E[f (x)] − y) in (14) . Thus, we choose the same hyperparameters for two Seq2Seq models when the Seq2Seq model performs well. To increase the ambiguity of the two same Seq2Seq models, we use different loss functions for them. The first Seq2Seq model pays more attention to the condition that the predicted value is lower than the corresponding amount, and the predicted values are usually higher than the corresponding values, so we called it ''High Sub-network'' (HSN). The second Seq2Seq model does the opposite, so it is called ''low sub-network'' (LSN). They have different concerns, and their output distribution would be different. To achieve the purpose, we set different punishment weights for the errors at each moment. We use the mean absolute percentage error (MAPE) as the general loss function, and it is defined as follow,
where y i is the label value of the ith sample,ỹ i is the predicted value. For HSN, we increase the weight of MAPE when the predicted value is lower than the corresponding value, and we define the loss function of LSN oppositely. Supposed that n is the length of the predicted sequence, the loss function of HSN is defined as follow,
where w t is the penalty weight at t time, φ is the penalty factor whose value is greater than one, and n is the next n time. The loss function equation (18) of LSN is the same as that of HSN, but the judgment condition of penalty weight (19) is contrary to that of HSN. The most common combined manner of ensemble models is to use weighted summation of the outputs from two Seq2Seq models as the final results, and it is shown in Fig.5 . The weights of outputs from two Seq2Seq models are calculated by softmax. w 1,t+n and w 2,t+n are both 0.5, the outputs are the average of the outputs from two Seq2Seq models. This combination is not wise for predicting traffic speed sequence; the combination at every moment is unrelated. Figure 6 shows the architecture of TDNN we proposed. The encoder and decoder of F-ED are respectively constructed with GRUs and vanilla RNN cells. A vanilla RNN cell can calculate the output according to the current hidden state like (11) , the propagation of the hidden state is as follow,
Supposed that the vector of the predicted values from two Seq2Seq models isỹ, to illustrate the aggregation of the predicted outputs by vanilla RNNs, the computation of a vanilla RNN cell in TDNN is as follow,
where w x ·ỹ equates to the weighted summation in the ensemble models. In addition, w h · h t−1 can correct error to reduce the bias according to the previous state. Because the traffic speed values are much higher than the output range of tanh function, we use ReLu function as the activation function of the hidden state to increase the effect of h t . The initial state of the final decoder is from the last encoder. GRU was proposed by Cho et al. in 2014 to speed up training and capture the long-term dependencies [12] . The typical structure of GRU shows in Fig.7 . GRU reduces the two gate signals from LSTM. The two gates are respectively called an update gate and a reset gate. The hidden state of GRU is computed as follow,
where z t and r t represent respectively an update gate and a reset gate. x t+1 is computed by (11) , so predicting the next value x t+1 only need. Some studies (e.g., [32] ) have shown FIGURE 7. The structure of GRU.The update gate z selects whether the hidden state is to be updated with a new hidden stateh. The reset gate r decides whether the previous hidden state h is ignored.
that GRUs are comparable to LSTMs or better than LSTMs. In (6)-(10), computing the current hidden states h t needs the current x t , the previous h t−1 and the previous c t− 1 . If the final encoder is constructed with LSTMs, the final decoder only processes the current x t and previous h t−1 , except the previous c t− 1 . Thus, our proposed system uses GRUs as the final encoder for instead.
B. T-CONVERSION
The original input traffic sequences contain only temporal information, not the information at the current time of traffic speed. To make the final encoder further learn time information, we use T-Conversion to process data. In (20) and (21), every input x t uses the same weight w x . During the learning process, a single weight w x needs to learn too much information. Firstly, it is necessary to know the training process in RNNs. We assumed that the corresponding error of predicted valueỹ t is e t . Due to (20) (21), the gradient of w x is computed by BPTT as follow:
so it is easy to cause the gradient vanishing or exploding. Based on analyzing the characteristic of the traffic speed sequences, we find that traffic speed of sequences changed with a weak periodicity. The scalar x t maps to a vector of length T , and T represents the period. The mapping of T Function can express as in the Algorithm 1. Accordingly, when the X replace the x, (20) is rewritten as follow,
where w x = [w x,1 , w x,2 , · · · , w x,T ] and T is the period. After T-Conversion, the time information about traffic speed will Algorithm 1 The Mapping of T Function Input: the period T , the input sequence x = [x 1 .x 2 , · · · , x t ] and the time index time = [time, time + 1, · · · , time + t − 1] Output: X = [x 1 , x 2 , · · · , x t ] 1: Define an empty list X 2: for all i = 1 → t do 3: Get the time index time[i] of x i 4:
Append x i to X 8: end for 9: return X be recorded in the index of x t . Thus, w x will learn more information than the original w x . Suppose that x t is m-th time in the period T , w t · x t equals to w x,m · x i . Meanwhile, when the length of the input sequence is T , the gradient of w x,m−i is derived as follow, (27) every weight in the w x is one of the summation in (25) . The computation of the vector w x is the same as that of w x in (25) . However, the vector w x can learn more information than w x . T function on the RNN is shown in Fig. 8 . 
IV. EXPERIMENTS
In this section, the experiments focused on the hyperparameters selection on TDNN, the comparisons with ensemble models, the improvements of T-Conversion, and the execution time costs for different models. The implemented models include a single-layer Seq2Seq model with different RNN cells, two-layer Seq2Seq model with LSTMs, Seq2Seq model with attention mechanism (Seq2Seq-AT) and twolayer Seq2Seq with an attention mechanism. For evaluating these models, we remove the best and the worst values of the total 10 trained iterations, the average values of the remaining iterations is used to evaluate as its computing performances. 
A. TRAFFIC SPEED DATASET DESCRIPTION
We use the traffic speed dataset from Baidu et al. [16] . This traffic speed dataset was collected in Beijing China between April 1, 2017 and May 31, 2017, Beijing, from the Baidu Map application. They selected 15073 road segments, which are close to the events, from the origin traffic speed dataset that contains about 450k road segments in the 6th ring road. These recorded road segments are difficult to predict because of the effect of events [16] . Figure 9 shows spatial distribution of these road segments. The traffic speed of each road segment is recorded per minute. Since the traffic speed dataset is from real-world urban areas, the traffic lights would have a significant impact on the traffic speed, leading to the traffic speed varies greatly. To make the traffic speed predictable, for each road segment, they use a simple moving average with a 15-minute time window to smooth the traffic speed dataset and sample the traffic speed per fifteen minutes. In these road segments, traffic speed data of some road segments are relatively stable (see Fig. 10 ), others are relatively unstable (see Fig. 11 ) and have high variance. Because the traffic speed of these road segments is more challenging to be predicted, we select the road segments with a larger standard deviation than five in the dataset of our experiments. The traffic speed sequence of the previous day is used as the input to predict the traffic speed in future two-hours. 5753 samples are derived by using the sliding window size as 104. The first ninety six and the last eight traffic speeds are the input and the label values, respectively. We use half of the data (the first month) as the training set and the other half (the second month) as the test set in Baidu dataset.
B. IMPLEMENTATION DETAIL
The dimension of the single-layer Seq2Seq model is set as 128, and each layer of two-layer Seq2Seq model is organized as 32 cells in LSTMs. The final encoder or decoder of TDNN are constructed with 64 cells. HSN and LSN have the same structure as the single-layer Seq2Seq models. The penalty factor φ is set as 10 with our experiences. Besides, the training epochs of the single-layer Seq2Seq model, the two-layer Seq2Seq model, and the Seq2Seq with attention mechanism are defined as 300, 600 and 600 respectively, because these training times are enough to obtain the converged results.
On the other hand, about the TDNN, we first train HSN and LSN 300 epochs respectively, and then train the final encoder and decoder 300 epochs. Thus, the total training epochs of TDNN are equal to 900. The stochastic gradient descent using the RMSProp optimizer is applied to update trainable parameters with a batch size of 128 and the learning rate is set to 0.01 [33] . The models are implemented by Tensorflow and trained on a single NVIDIA Quadro M2000 GPU with 4GB memory [34] . We use the scikit-learn method to implement the SVR in ensemble model and the grid search to select the best kernel function (RBF function or linear kernel function) [35] .
C. THE HYPERPARAMETERS SELECTION ON TDNN
In this experiment, the effects of the different loss functions and the structure of F-ED are proved in Table 1 . There are five different methods derived in Table 1 , TDNN(φ = 1) means that HSN, LSN, and Seq2Seq model have the same structure and the same loss function, TDNN(R-R) and TDNN(G-G) represent the cell types of the final encoder-decoder with RNN and GRUs. TDNN(tanh) and TDNN(ReLU) use the tanh and ReLU as the activation functions of the final decoder. Accordingly, the typical parameters of our proposed TDNN(ReLU) model can hold the best derivation results. The table 1 also reveals that the different loss functions make two base models have different concerns and increase the ambiguity. Besides, the F-ED composed of GRUs and RNN cells individually is proved to be the best connection. Vanilla RNNs as the final decoder can aggregate the outputs and reduce the bias. However, for capturing the high dependencies of input sequences, GRUs are suitable to construct the final encoder instead of vanilla RNNs. Table 1 shows that TDNN(ReLU) obtains the least error than TDNN(tanh). Thus, TDNN(ReLU) effectively integrates the output from two base models and reduces the bias in (14) . In the training process, we find that TDNN(ReLU) converges faster and more stable. For the purpose of representing the converging process, Fig. 12 shows the results of TDNN in the last 100 training epochs. It also suggests that the final decoder could learn the law of outputs from two base models effectively with different loss functions.
D. COMPARED WITH OTHER ENSEMBLE MODELS
Despite many combined manners in ensemble models, a common empirical observation is that the simple average combination, which assigns equal weights for the base models, often outperforms the complicate combination schemes [26] , [36] . Veronique et al. suggested that the trained weights in Ensemble-WS are unstable and unreliable, as a consequence of overfitting [37] . Li et al. proposed The Ridge Regression Ensemble and Lasso Ensemble for freeway traffic estimation [38] . Qiu et al. proposed the combined manner by SVR with the potential ability to deal with complicated datasets [25] . Furthermore, supposed that y and y are the label value and predicted values of two Seq2Seq models respectively, Ridge Regression Ensemble solves min w y − w y 2 2 
and Lasso Ensemble solves
Thus, these models are compared combined manners in this experiment. On the other hand, our proposed TDNN only uses two base models, so there is no pruning process needed herein.
On the contrary, the comparing performances are shown in Table 2 for each different times (predictions time in 15, 30, 45, 60, 75, 90, 105, 120 minutes) . In this experiment, Ensemble-AVE represents assigning equal weights for two base models. Ensemble-WS indicates the combination obtained by weighted summation. Ensemble-Ridge and Ensemble-Lasso represent ridge ensemble and lasso ensemble, respectively. Ensemble-SVR represents the combination at every moment is obtained by a corresponding SVR. With our references, Ensemble-Ridge, Ensemble-Lasso, and Ensemble-SVR are the milestones in the traffic speed prediction recently. In the speed sequence prediction of Table 2 , the performances of Ensemble-SVR, Ensemble-Ridge, and Ensemble-Lasso are almost equal and better than the former ensemble methods, like Ensemble-AVE, Ensemble-WS. Besides, the overall errors of our proposed TDNN(ReLU) model are less than that of others, except for the time periods of 15, 75, and 90 minutes. In these prediction results, our proposed model derives the least errors in five out of eight. The average errors are 14.137, 14.122, 14.072, 13.612, 13.624, 13.588, 13.595, 13.594, and 13 .414 for the models of Seq2Seq, HSN, LSN, Ensemble-AVE, Ensemble-WS, Ensemble-Ridge, Ensemble-Lasso, Ensemble-SVR, respectively. The improvement is relatively obvious in the Ensemble models.
Accordingly, to illustrate the improvement of our proposed models, the authors select another road segment in the Baidu dataset for the certification. This newly road segment has geographical separation from the previous one in Beijing dataset. Accordingly, the MAPE results show in Table 3 . All of the models are the same in Table 2 . The results reveal that our proposed TDNN(ReLU) model still has outstanding performances on the average error. Furthermore, TDNN(ReLU) model derives the least errors except for the time periods of 15 and 30 minutes. That is, Ensemble-SVR has better performances on time periods of 15 and 30 minutes. However, these error values are still very close. Generally, the advantage of the combination by RNNs on predicting traffic speed sequences can correctly learn the relation of predicted sequences. With the time periods increasing, the traffic speed predicting would be more and more challenging to catch. The importance of the sequence relation can be significant in these experiments.
Although we can distinguish the geographical relation between these two road segments, there is another way to demonstrate the differences by the data visualization. In our study, we decompose these two road segments by the STL method proposed in [39] . Fig.13 and 14 show the decomposed data. According to these figures, the trend chart of Fig.13 has more regularity than Fig.14, and the range of its residual is also smaller. We can tell this road segment in 13 is near to the suburbs. On the contrary, the road segment in Fig.14 is at the downtown, because of the less random interference and smaller overall error.
E. THE IMPROVEMENT OF T-CONVERSION
In this experiment, T-Conversion tested as the preprocesses for the input sequences of the final encoder. Hence, we have TDNN(ReLU) and TDNN with T-Conversion models, named as TDNN and T-TDNN, in Table 4 . The daily traffic speed of each road segment is similar to the previous experiments, and the testing environment of T in Algorithm 1 is defined as 96 for one-day emulation. According to the results in Table 4 , the average error with T-Conversion still holds the least value, and the error standard deviations with TDNN and T-TDNN are 2.83 and 2.5, respectively. These results also identify that TDNN with T-Conversion can help RNNs learn the long-term dependencies efficiency.
Accordingly, the comparing experiment is derived to prove the importance of T-Conversion on a single Seq2Seq model. The testing results list on Table 5 with the comparing models Seq2Seq(.) and T-Seq2Seq(.). The number in square brack- . However, when the system model works with T-Conversion, the prediction results are reversed. Then we reduced the cells' number of RNN, and the results reveal the standard RNNs still outperforms LSTMs with the half cell's structure. We believed that the overfitting situations might occur in the computation using T-Conversion. That is, T-Conversion makes RNNs learn more the information on the long-term dependencies' relation. Furthermore, Fig.15 is shown the testification of time information on input sequences. The results reveal that the direct addition of time information to input sequences is the useless trail. On the contrary, The RNN with T-Conversion still holds the advantages of converge time than LSTM. The results also reveal the overfitting exists by using T-Conversion in the Seq2Seq model. Thus, L2 regularization is used to improve the generalization ability. The performance of T-Seq2Seq and T-Seq2Seq with L2 regularization show in Fig.16 . The results indicate that the generalization ability is enhanced by the application of L2 regularization. However, the convergence performance is still far behind from the best performance. Table 6 compares the improvement of Seq2Seq constructed with LSTMs and T-Conversion to the other Seq2Seq models. Our improved Seq2Seq model bases on the structure of LSTM and T-Conversion, and the comparing models include the original Seq2Seq, Seq2Seq with GRUs instead of LSTMs (Seq2Seq(GRU)), two-layer Seq2Seq, Seq2Seq with attention (Seq2Seq-AT), two-layer Seq2Seq with attention (two-layer Seq2Seq-AT), Seq2Seq with T-Conversion (T-Seq2Seq), and Seq2Seq with L2 regularization (Seq2Seq(L2)), respectively. Herein, the attention mechanism is an effective way to capture the long-term dependencies; the improvement of applying T-Conversion still retains the best solution. Moreover, the system performance improved by using T-Conversion is undeniable and easily testified in this experiment.
F. THE TIME COST
In this experiment, the authors compare the execution time on three models, including Ensemble-WS, Ensemble-SVR, and TDNN(ReLU). The time costs are 19, 22, and 300 seconds, respectively. Although the computation time of our proposed method is larger than the other models, the real users' experiences are tolerable. Hence, the trade-off between accuracy and training time is still meaningful. Besides, according to our investigation, the inference step time of these ensemble models is as short as in 0.02 seconds, the additional inference time is no more than 0.002 seconds by using T-Conversion in the model.
V. CONCLUSION AND FUTURE WORK
In this research, we first discuss the problem of regression in ensemble models. And then, we test the performance of these ensemble methods that only have two base models with different loss functions. The other objective is to reduce the training time of generation step and storage space by a few base models. To reduce the bias of the ensemble model, we use two same Seq2Seq models as the base models because of the excellent performance in multi-step traffic forecasts. Meanwhile, to increase the ambiguity of two same base models, we design different loss functions for two base models instead of different models. In this case, we test these methods include our proposed TDNN based on the traffic speed dataset from Baidu.
We compared and discussed the performances of these ensemble methods for multi-step traffic speed forecasts. In the integration step, RNN can learn the relation between predicted sequences compared with other combined manners, and that is necessary to predict a sequence. Results show that TDNN has great potential in predicting longer traffic speed sequence.
Based on our analysis of traffic speed sequences, we first propose T-Conversion to transform traffic speed sequences to vector sequences. Our experiments suggest that using T-Conversion will improve the accuracy of TDNN. Meanwhile, we also tested the effect of T-Conversion for RNNs. The performance improving of T-Conversion for RNNs is greater than that of attention mechanism. T-Conversion is a data preprocessing and can be applied to different RNNs, include RNNs with an attention mechanism.
It is worth noting that LSTMs occur overfitting and strong fitting ability with the help of T-Conversion. We use L2 regularization to prevent overfitting. The performance is much better than before, but overfitting still exists. This problem deserves further research in further work. T-Conversion is also worth applying to another single dimension of the time series dataset with periodicity. These problems deserve additional solutions and study in new work.
