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Abstract
Place recognition is a necessary capability of many autonomous devices and navigation
systems. While many sensory devices are applicable to this task, visual sensors are often
desirable due to their low-cost, wide availability and passive nature. However, visual
imagery is susceptible to perceptual variations caused by weather, season and time of
day: a phenomenon known as condition variance. Furthermore, image appearance is
dependent on the position and orientation (pose) of the camera: a phenomenon known
as viewpoint variance. This thesis presents solutions to both these problems within the
domain of route-based environments, such as walking paths, o ce corridors and public
roads.
The primary theme of this thesis is the development of pragmatic, training-free
algorithms to solve the vision-based place recognition problem over a range of
environmental scenarios. Towards this aim, it has adopted an approach that begins
with techniques that possess condition-invariant properties, relaxes their limitations
and endows them with greater robustness to viewpoint. This paradigm is in contrast
to more common approaches, which begin with viewpoint-robust algorithms, and then
attempt to augment them with condition invariance.
Accurate data association requires suitable condition-invariant image match-
ing. This thesis adopts the established approach of comparing low-resolution,
contrast-enhanced images and searching for coherent sequences of locally-strong
matches. It then builds upon this foundation with algorithms that strongly enhance the
perceived place similarity by exploiting the strengths of the underlying sequence-based
technique. In addition, it integrates odometry to remove dependence on ego-motion in
the sequence search process.
To address the viewpoint-dependent nature of whole-image matching methods, this
thesis introduces image scaling techniques to compensate for viewpoint variation caused
by lateral platform shift. These techniques are applicable to many practical scenarios,
such as localisation along road-based environments from di ering lane positions.
The culmination of this thesis is a condition-invariant, viewpoint-robust,
vision-based place recognition system that is capable of real-time operation. Combining
a directed graph database with a particle filter enables accurate recognition of familiar
places in spite of changes in lateral positioning, as well as e cient localisation in road
networks and environments with loops. These implementations reduce the search space
and reliance on manually-tuned parameters such as image sequence length; resulting in
a more accurate and generally-applicable system.
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“I want to live my life taking the risk all the time that I don’t
know anything like enough yet; that I haven’t understood enough;
that I can’t know enough; that I’m always hungrily operating on
the margins of a potentially great harvest of future knowledge and
wisdom. I wouldn’t have it any other way.”
CHRISTOPHER HITCHENS
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1 | Introduction
For many applications, it is crucial that a robot possesses the ability to navigate
autonomously. To do so, it must correctly localise itself within the world. Localisation
can be achieved through place recognition: the process of identifying a previously-seen
location in an environment. The objective of this thesis is to improve place recognition
for mobile robots and human navigation devices using vision as the primary sensor.
In recent years, visual sensors have become the primary components of many
state-of-the-art place recognition and Simultaneous Localisation And Mapping (SLAM)
systems; largely motivated by their ubiquity, small form factor, minimal weight,
modest power requirements and inexpensiveness (Hager et al., 2007; Neira et al.,
2008; Chaumette et al., 2010). Prior to this advancement, the SLAM approach – a
process in which a robot learns a map of its environment and concurrently tracks its
position within it – received significant research attention with metric sensors, such as
ultrasound (Leonard & Durrant-Whyte, 1992), radar (Dissanayake et al., 2001) and
laser scanners (Diosi & Kleeman, 2005). However, an online SLAM formulation is
unnecessary for many applications, where the goal is to localise within a pre-built map.
Vision-based localisation has largely been facilitated through the advent of local
image features. Feature detection – in addition to techniques such as Structure
from Motion (SfM) or stereo vision – has enabled e cient processing of rich, metric
information from visual scenes. Much of the state-of-the-art work in vision-based
localisation uses local keypoint feature descriptors, such as Scale Invariant Feature
Transforms (SIFT) (Lowe, 1999) and Speeded Up Robust Features (SURF) (Bay et al.,
2006). Feature extraction also enables e cient representations of environments; for
example, each place can be represented by a geometry-free Bag-of-Words (BoW) (Sivic
& Zisserman, 2003) that contains its most pertinent visual features. A notable
algorithm employing this technique is Fast Appearance-Based Mapping (FAB-MAP),
which has been used for large-scale localisation in an environment exceeding 1000 km
in length (Cummins & Newman, 2009). While Global Positioning Systems (GPS)
are commonly used for outdoor navigation, they require line-of-sight to satellites;
causing them to fail in indoor environments (e.g. tunnels), and perform erratically
in dense city environments – known as urban canyons (Cui & Ge, 2003) – where radio
waves are frequently reflected and obscured. GPS is also cost-prohibitive in small-scale
environments, where a higher degree of accuracy is required than what is provided by
consumer-grade systems (typically a few metres). More sophisticated systems require
a nearby base station or internet connection, which may not be practical.
Vision is, however, susceptible to changes in the perceived appearance of places and
1
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Figure 1.1: An example of perceptual change in a panoramic image due to
changing conditions and viewpoint. A place in a road-based
environment was visited during night time (top) and revisited
during daytime in a di erent lane position (bottom).
objects (Figure 1.1). As such, vision-based place recognition systems must be capable of
recognising familiar places, despite drastic appearance changes caused by variations in
weather conditions, time of day or season: a desirable property we refer to as condition
invariance. In addition, the same places are often revisited with a di erent camera
position or orientation (pose) – or with a di erent platform. Thus, an ideal place
recognition system would also possess viewpoint invariance to cope with these changes.
The concept of viewpoint invariance is contextual: for some applications,
observations from di erent camera poses should be considered as di erent places; in
others, they should be considered as the same place. Scale is also relevant – for example,
city-wide vehicular localisation may consider an entire university campus as a single
place, but a student searching for an individual lecture room must consider the locations
of buildings and rooms within the campus. As this thesis focuses on route-based
localisation along a ground-plane, it regards changed viewpoints from longitudinal
translation to correspond to di erent places; and changed viewpoints from lateral
translation, roll, pitch and yaw to correspond to the same place. As the upcoming
chapters will demonstrate, this form of viewpoint invariance is applicable to a wide
range of practical scenarios – such as localisation along dirt tracks and roadways;
requiring long environments to be mapped only once.
While local image features are robust to changes in viewpoint, they lack condition
invariance (Valgren & Lilienthal, 2007; Milford & Wyeth, 2012; Ranganathan et al.,
2013); limiting their stability across environmental conditions. To improve the
robustness of vision in these conditions, three approaches are commonly used:
(i) augmentation with other sensors, such as thermal cameras (Vidas & Maddern,
2012) and lasers (Newman et al., 2009; Gallegos et al., 2010); (ii) environment-specific
training; and (iii) invariant techniques. The disadvantage of the first approach, however,
is that the inclusion of additional complex sensors detracts from some of the benefits
of using vision – particularly in expense and availability. As such, this type of sensor
fusion is outside the domain of this thesis.
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Environment-specific training can be used to learn and predict appearance changes
under di erent conditions (Sünderhauf et al., 2013b; Lowry et al., 2014; Johns & Yang,
2013a, 2014). Alternatively, comprehensive databases can be constructed by learning
new visual experiences as each place’s appearance significantly changes (Churchill
& Newman, 2012); or by observing feature co-occurrences across di erent times of
day (Johns & Yang, 2013b). More recently, machine learning techniques – such as
Support Vector Machine (SVM) classifiers (McManus et al., 2014b) and Convolutional
Neural Networks (CNNs) (Chen et al., 2014b; Sünderhauf et al., 2015a) – have been
used to develop place-dependent visual features for image comparison.
Acquiring training data for the learning approaches is often impractical: places
must be visited multiple times in di erent conditions, and the methods are not
guaranteed to work when previously-unseen conditions are encountered. While new
visual experiences can be recorded, linking them to previous experiences of the same
place may be problematic across large condition variance. Ideally, a place could
be visited once and represented in an invariant form, such that it is recognisable
across all appearance changes. Towards this goal, shadow-invariant image forms were
proposed (Corke et al., 2013; McManus et al., 2014a; Maddern et al., 2014); such that
a stable greyscale appearance can be observed throughout all times of day, provided
a single black-body radiator (i.e. the sun) illuminates the scene. Similarly, imagery
captured with ultra-violet (UV) sensors has been shown to be more consistent across
time of day than traditional RGB cameras (Stone et al., 2014).
Other invariant approaches exploit additional cues – such as motion information – to
filter the match hypothesis process. For instance, evidence accumulation in Sequence
SLAM (SeqSLAM) over sequences of low-resolution, contrast-enhanced imagery has
proven e ective over a range of environments and conditions (Milford & Wyeth, 2012;
Milford et al., 2013; Sünderhauf et al., 2013a; Naseer et al., 2014; Hansen & Browning,
2014). The strength of this approach is that the image matching process is performed
on overlapping local neighbourhoods (locally-best search), such that the best local
matching database candidate has a strong similarity (or low di erence) score to the
current observation – even if the global image pair similarity is poor. Hypotheses are
then formed by searching for optimal global sequences through a matrix of these local
pairwise similarity scores.
Whole-image techniques – including shadow-invariant representations,
machine-learned global features and low-resolution RGB or UV images – are all sensitive
to camera viewpoint. Thus, there is a dichotomy between condition-sensitive, but
viewpoint-robust local feature methods; and condition-robust, but viewpoint-sensitive
whole-image methods. This thesis takes the approach of beginning with whole-image
methods – inspired by the sequence-based approach – and relaxing their constraints
and assumptions to attain greater invariance to both environmental conditions and
camera viewpoints. The presented methods are training-free, which means they do
not require multiple visits to places to learn how appearance changes with varying
3
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conditions. In addition, this thesis adopts strategies from mapping frameworks and
probabilistic back-ends in prior work to evolve the front-end image sequence approach
into a more comprehensive place recognition system.
1.1 Scope
The overarching goal of this thesis is to improve the robustness – and hence suitability to
long-term operation – of vision-based place recognition, in spite of perceptual variations
due to changing conditions and camera viewpoints. In achieving this aim, it adopts
a pragmatic, data-driven approach; focusing on practical techniques that perform
strongly when evaluated empirically in realistic environments.
The thesis confines the scope of the place recognition problem to one-dimensional
routes within two-dimensional indoor and outdoor environments under varying
conditions. The presented algorithms are thus applicable to platforms operating in or
on footpaths, o ce corridors, public roads and dirt tracks. Modelling the problem in
this manner constrains localisation to the direction of translation and enables e ective
searching through sequences of imagery. Its algorithms are demonstrated o ine using
extensive datasets acquired over tens of kilometres of on- and o -road environments
under varying conditions and viewpoints. The final outcome of this thesis is a place
recognition system that is capable of running in real-time and could be deployed on an
online robotics platform: a venture we propose for future work.
1.2 Contributions
This thesis makes the following contributions:
• A sequence-based, condition-invariant place recognition algorithm with invariance
to vehicle motion along a route-based trajectory through the use of odometry.
The algorithm incorporates a novel, training-free technique for classifying and
removing the sky region of images to improve the performance of whole-image
matching across di erent times of day and weather conditions.
• A whole-image rescaling method for performing place recognition across large
changes in lateral platform position, which uses sideways views and exploits
the strengths of the sequence-based approach. Two techniques are presented:
multi-dimensional sequence searching over a finite set of discrete scales, and depth
inference through successive-frame patch tracking.
• A directed graph framework to enable route-based techniques to function in the
presence of intersections in road networks by linking connected places in the image
database.
• A particle filter search algorithm to enable e cient place recognition when
travelling on arbitrary paths through road networks, and in the presence of lateral
4
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platform positional shifts.
These contributions were validated with extensive experimental studies on
purposefully-designed, publicly-contributed datasets that encompass city streets,
suburban roads, highways, railroads and forests.
1.3 Thesis Outline
The narrative of this thesis is presented through a series of published works, prefaced by
a review of the current state of the field, and followed by a discussion of the contributions
and conclusions drawn from its research outcomes. The thesis is organised as follows:
• Chapter 2 presents an overview of prior work in vision-based place recognition
and the interrelated field of SLAM. It examines contributions to the core aspects
of the place recognition problem – describing places and representing the world
– and summarises the current state of progress towards solving the problem of
place recognition in changing environments.
• Chapter 3 presents the first core stage of research: a pilot study with a new
sequence-based place recognition algorithm, Sequence Matching Across Route
Traversals (SMART), which is a more robust evolution of SeqSLAM (Milford &
Wyeth, 2012). The chapter details the new contributions of SMART – including
odometry-informed search, sky removal and o set image matching – and evaluates
them against SeqSLAM on a road-based dataset.
• Chapter 4 deepens the investigation into SMART by introducing a second,
o -road dataset with new challenges – such as lateral platform position shift –
and evaluating the method over a new range of scenarios. In addition, it studies
the impact of changing the image sequence length.
• Chapter 5 builds upon the condition-invariant framework of SMART and places a
greater emphasis on the viewpoint problem. Using sideways views and considering
real-world scenarios – such as a car changing lanes on a public road, this chapter
proposes a means of rescaling imagery to compensate for the appearance change
caused by lateral platform shift. Using a finite collection of image scales and a
multi-dimensional search algorithm, it demonstrates successful place recognition
across entire four-lane, divided roads.
• Chapter 6 – an extension of Chapter 5 – presents an alternative approach,
which removes the requirement to manually-select a collection of image scales
and exhaustively compare them against one another. Instead, its approach infers
depth by tracking patches across successive, equally-spaced image frames and
uses this information to determine the amount by which to rescale images.
5
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• Chapter 7 builds upon the previous chapters and develops a more complete place
recognition system. Firstly, it augments the image database with a directed graph;
informing the connectivity between sequences of images taken along segments of a
typical branched road network, thus enabling SMART to localise along traverses
with loops and repeated paths. Secondly, it replaces the linear search algorithm
with a particle filter, such that branched paths and the multiple image scales
from Chapter 5 are e ciently explored. The resulting place recognition system
is capable of localising a robot or human operator on multiple-lane roads and
intersections under changing conditions.
• Chapter 8 summarises and discusses the contributions of this thesis, including
the research outcomes and key results. It also makes suggestions for future work
based on these findings.
6
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This chapter presents an overview of relevant work within – and related to – the field
of vision-based place recognition. It begins by defining the place recognition problem
and contrasting it with the related field of Simultaneous Localisation And Mapping
(SLAM). It then examines prior research into the core aspects of the place recognition
problem – describing places and representing the world – and summarises work most
relevant to the problem of vision-based place recognition in changing environments.
2.1 The Place Recognition Problem
Place recognition can be considered as a classification task: observed places are
classified as familiar – and matched to a previously-seen place (as in Figure 1.1) – or
novel. A place recognition system has the following essential components (Figure 2.1):
• Sensory inputs – such as vision sensors, as well as a means of pre-processing
observations into a suitable form for comparison or storage, e.g. collections of
feature descriptors or whole images.
• An internal world representation, which stores organised observations, e.g. a
geometric map or a geometry-less image database.
• A means of comparing the current observation to stored observations in the
internal representation, e.g. with feature matching or pixel-by-pixel image
comparison. This component is commonly referred to as data association.
Internal World 
Representation
e.g. image database, 
metric or topological map
Sensory  
Inputs
e.g. camera, laser
Comparison 
Method
e.g. SAD, feature 
correspondence
Hypothesis 
Formation
e.g. probabilistic 
methods, sequences
Novel
Learn new place
Familiar
Recall known place
pre-  
processing
(optional)
similarity score
Figure 2.1: Model of a place recognition system, consisting of four core
components.
7
CHAPTER 2. LITERATURE REVIEW
• A means of hypothesis formation – and hence classification of the observed place,
e.g. similarity thresholding, pose filtering with a motion model or probabilistic
filtering. The current hypothesis also represents the state of the system.
2.1.1 Simultaneous Localisation and Mapping
Much of the prior research in place recognition has been within the context of SLAM: a
process in which a robot starts in an unknown location, then gradually builds a map of
its environment while concurrently estimating its own position within it (Dissanayake
et al., 2001). A SLAM system requires all the aforementioned components of a place
recognition system, with the following distinctions:
• Its internal representation is necessarily spatially meaningful (i.e. not merely a
database of unordered snapshots), and takes the form of a map, which may be
topological, metric or a hybrid.
• A motion model is necessary to infer the spatial relationships between
observations for map formation. This motion model aids in both map building and
hypothesis formation through pose filtering: the process of combining uncertain
observations with motion information to infer the current state of the system.
Throughout the mapping process, motion errors accumulate over time due to sensor
drift. These errors can be reduced through a process called loop closure, which is
where the robot localises itself to a previously-visited location in the map and refines
its previous motion estimates. Thus, the process of place recognition can be considered
as a solution to the loop closure problem, and the majority of the state-of-the-art
techniques and algorithms within this literature review are applicable to both place
recognition and SLAM.
2.2 Describing Places
Each place is a unique location within the system’s world representation. Places must
be described in a way that enables them to be e ciently stored and recognised when
revisited. Within vision-based place recognition, we divide existing techniques into two
broad categories: those that describe places by local features; and those that describe
places by global features, such as the images themselves.
2.2.1 Local Feature Methods
Local feature methods make use of distinct features (or feature keypoints) within
images, such as corners (Figure 2.2) and edges. Keypoints (or regions of interest) are
first detected by analysing images and searching for distinctive pixel patterns, such as
the intensity gradients that characterise edges. Descriptors are compact representations
of the regions around keypoints, thus enabling comparisons to be made between them.
8
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We cannot use the feature coordinates to determine correspondence – the features
will have different coordinates in each image. For example in Fig. 14.1 we see that
most features are lower in the right-hand image. We cannot use the intensity or color
of the pixels either. Variations in white balance, illumination and exposure setting
make it very unlikely that pixels that should correspond will have the same value.
Even if intensity variation was eliminated there are likley to be tens of thousands of
pixels in the other image with exactly the same intensity value – it is not sufficiently
unique. We need some richer way of describing each feature.
In practice we describe the region of pixels around the corner point which provides
a distinctive and unique description of the corner point and its immediate surrounds
– the feature descriptor. In the Toolbox the feature descriptor for a corner point is a
vector – the descriptor property of the PointFeature superclass. For the Har-
ris corner feature the descriptor
>> harris(1).descriptor'
ans =
    0.0805    0.0821    0.0371
is a 3-vector that contains the unique elements of the structure tensor Eq. 13.14. This
low-dimensional descriptor is computationally cheap since the elements were already
computed in order to determine corner strength. These descriptor elements are gradi-
ents which have the advantage of being robust to offsets in image intensity. The simi-
larity of two descriptors is based on Euclidean distance and is zero for a perfect match.
For example, the similarity of corner features one and two is
>> harris(1).distance( harris(2) )
ans =
    0.0518
However it is difficult to know whether this value represents strong similarity or not
since the units are somewhat arbitrary. Typically we would compare feature 1pi with
all features in the other image {2pj,  j= 1! N2} and choose the one that is most
similar.▹ However a short descriptor vector like this is still insufficiently distinctive
and prone to incorrect matching.
We can create a large descriptor vector by representing the square window around
the feature point as a vector. For example
>> harris = icorner(im1, 'nfeat', 200, 'color', 'patch', 5)
creates a 121-element descriptor vector for each corner point from the window
of specified half-width around the feature point – in this case an 11× 11 window.
The pixel values are offset by the mean value and normalized to create a unit vec-
tor. We can rewrite the ZNCC similarity measure from Table 12.1 in 1-dimensional
form as
Fig. 14.2. Corner features com-
puted for Fig. 14.1a. a Harris cor-
ner features; b SURF corner fea-
tures showing scale
If the world point is not visible in image
two then the most similar feature will be
an incorrect match.
14.1  ·  Feature Correspondence
Figure 2.2: An example of local feature keypoint detection. Green squares
indicate detected Harris Corners (Corke, 2011).
Local features typically possess invariance to one or more a ne transformations – such
as scale and rotation, which enables recognition of familiar objects when the camera
pose changes.
The Harris corner detector (Harris & Stephens, 1988) was one of the earliest
feature detectors, exploiting the robustness of corners in images. Harris Corners are
invariant to rotation and some changes in illumination, but not scale. The more recent
Scale-Invariant Feature Transforms (SIFT) (Lowe, 1999) are invariant to orientation
and scale, with some tolerance to a ne distortion. SIFT features are popular in
the robotics literature (Se et al., 2002; Wang et al., 2005; Koöecká et al., 2005;
Newman & Ho, 2005; Gil et al., 2006; Angeli et al., 2008a,b). However, SIFT can
be too computationally-expensive for many applications. Speeded Up Robust Features
(SURF) (Bay et al., 2006) perform similarly to SIFT features, but tout significantly
improved computational speed; making them appropriate for many SLAM and place
recognition applications (Murillo et al., 2007; Cummins & Newman, 2008).
Many state-of-the-art, real-time algorithms use fast or lightweight keypoint features,
including: FrameSLAM (Konolige & Agrawal, 2008), which uses Center Surround
Extremas (CenSurE) (Agrawal et al., 2008); MonoSLAM (Davison et al., 2007), which
uses a sparse map of patch features to enable real-time Structure from Motion (SfM);
Binary Robust Independent Elementary Features (BRIEF) (Calonder et al., 2010,
9
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Detection
Figure 2.3: The BoW approach. Features are extracted from images of places,
which are then represented by orderless collections of visual words
from the system’s vocabulary.
2012), which consist of binary strings that are simple to compare with Hamming
distance; and Features from Accelerated Segment Test (FAST), which is a very fast
corner descriptor (Rosten & Drummond, 2006), used in many live systems (Mei et al.,
2009; Churchill & Newman, 2013). More recently, there has been a trend towards
learned features (McManus et al., 2014b; Chen et al., 2014b; Sünderhauf et al., 2015a,b),
the benefits of which we discuss in Section 2.5.1.
Once visual features are extracted, they must be collated in order to distinctively
describe places. The Bag-of-words (BoW) (Sivic & Zisserman, 2003) approach
is used extensively in the literature (Fei-Fei & Perona, 2005; Wang et al., 2005;
Cummins & Newman, 2007; Ho & Newman, 2007; Filliat, 2007; Angeli et al.,
2008a; Cummins & Newman, 2009; Paul & Newman, 2010), and its main benefit
is that each place is represented by a simple, orderless collection of visual words
(Figure 2.3). Thus, it enables fast, text-like comparisons (e.g. by Hamming distances)
and robustness to changes in camera viewpoint. The downside of BoW approaches is
that feature vocabularies – collections of discriminative words – must be learned for
each environment of interest. Furthermore, extensibility to unfamiliar environments
is typically unpredictable; though Nicosevici & Garcia (2012) have demonstrated a
method to incrementally learn and refine vocabularies online without prior knowledge.
While the BoW model is simple and fast, the addition of geometric information
can enhance place recognition robustness – particularly in cases where environmental
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conditions change. Visual information can be augmented with spatial information
from laser rangefinders, in order to fuse metric and topological maps (Newman
et al., 2009), or to infer the spacing between visual words (Paul & Newman, 2010).
Similarly, vision-based techniques can filter place hypotheses by considering the spacing
of intra-image features (Johns & Yang, 2013b; Milford et al., 2014b) or employing
trajectory-based pose filtering (Mei et al., 2009; Maddern et al., 2012b; Floros et al.,
2013; Latif et al., 2013). In each of these approaches, spatial information constrains
the search process and hence reduces matching ambiguities.
The biggest drawback of local image features – despite their viewpoint-invariant
properties – is that they perform poorly – or fail entirely – in the presence of extreme
condition variance (Valgren & Lilienthal, 2007; Furgale & Barfoot, 2010; Milford &
Wyeth, 2012; Ranganathan et al., 2013). In such cases, either feature detection fails, or
the matching process fails due to the object of interest being represented by di erent
descriptors in di erent conditions. This problem is typical of artificial light sources –
such as street lights – as they change states between day and night. However, such
light sources can be exploited for night time localisation (Nelson et al., 2015).
2.2.2 Global Image Methods
Global image methods describe places using overall image appearance, rather than
collections of local features. The lack of a local feature detection phase can make global
representations more robust to changes in environmental conditions, where particular
features are unrecognisable. State-of-the-art techniques typically aim to describe the
salient components of images, while reducing their dimensionality. Amongst these
descriptors are those using colour histograms (Ulrich & Nourbakhsh, 2000), Principal
Component Analysis (PCA) (Kröse et al., 2001), or simply low-resolution, greyscale
forms of the images themselves (Milford et al., 2004) – see Figure 2.4. Alternatively,
Gist (Oliva & Torralba, 2001, 2006) is a low-dimensionality descriptor that can
e ciently encapsulate both sparse and cluttered scenes. The authors refer to this
representation as a spatial envelope.
Global features can also be constructed by detecting and collecting local features.
Lamon et al. (2001) proposed fingerprints, composed of colour patches and edges
detected from panoramic images. McManus et al. (2014b) proposed scene signatures,
which consist of bespoke, place-dependent visual features. Alternatively, Whole-Image
SURF (WI-SURF) (Badino et al., 2012) applies the SURF algorithm to entire images,
constructing a single feature per place. Similarly, BRIEF-Gist (Sünderhauf & Protzel,
2011) is a whole-image adaptation of BRIEF that demonstrated high computational
e ciency and no requirement for vocabulary training. Other work has attempted
to bridge the gap between global and local features by first finding strong matching
candidates at the whole-image level, then validating the best match based on the spatial
consistency of intra-image patches (Milford et al., 2014b).
While visible light sensors are the most common, other spectra can be used. For
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Figure 2.4: A simple place descriptor: an image of a place (top) converted to
a lightweight, low-resolution, greyscale form (bottom).
example, ultraviolet (UV) images can be used in a similar way to describe places –
either directly as images, or as a means of extracting horizon signatures for use as
scene descriptors (Stone et al., 2014). Similar techniques have also been demonstrated
with infra-red (IR) imagery (Meguro et al., 2008). Horizon signatures are an e ective
way to represent places, as they are compact (typically a 1D vector), and (ideally)
depend only on the geometry of structures – rather than their appearances, which are
sensitive to environmental conditions. However, horizon signatures are not applicable
to indoor environments, and may be ine ective in areas with aliased horizons, such as
open fields and long stretches of road. The horizon signature detection process is also
a ected by camera viewpoint.
In general, global image features su er from the inverse problem to local image
features. While they are better suited to varying conditions (Milford & Wyeth, 2012;
Naseer et al., 2014; Hansen & Browning, 2014) – and can be modified into more robust
patch-normalised or shadow-invariant forms (see Section 2.5.2), they are more sensitive
to camera viewpoint, given that a 2D image represents a rigid, non-unique projection of
a 3D scene. Some practical viewpoint problems – such as those due to vehicle rotation –
can be ameliorated with panoramic imagery and the modified Gist descriptor (Murillo &
Kosecka, 2009; Murillo et al., 2013), or by simply comparing low-resolution panoramas
at di erent rotational o sets Milford & Wyeth (2008). Simultaneous robustness to both
viewpoint and environmental conditions remains an unsolved problem.
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In addition to a means of describing places, a place recognition system must e ectively
store and organise these descriptors for retrieval and comparison. State-of-the-art
approaches can be divided into three main categories: those using place databases, those
using topological maps, and those using maps with metric information. The appropriate
type of world representation depends on the purpose of the place recognition system;
ranging from landmark identification with rudimentary place databases to 2D or 3D
localisation in metric space.
2.3.1 Place Databases
A place database is the simplest means of representing a particular environment. In this
approach, the place recognition problem is one of information retrieval and depends on
appearance alone. In the simplest implementation, a database consists of an unordered
collection of either the images themselves (Milford et al., 2014b) – or more abstractly, a
collection of descriptors (e.g. in a BoW) representing each place (Cummins & Newman,
2008; Sünderhauf et al., 2013b). For practical localisation applications, each place
would be stored alongside a location label or geotag. Storage scalability of such an
arrangement is approximately linear with database size.
The retrieval problem can be computationally prohibitive as the size of the database
grows. Hence, several state-of-the-art approaches employ an e cient technique called
inverted indexing (Sivic & Zisserman, 2003; Cummins & Newman, 2009; Johns & Yang,
2013b), which poses the question: “Given these observations, where am I?”, rather than
“What does place x look like?”. Visual words are mapped to image identifiers in an
index, such that places can be rapidly looked up from observed features, removing the
need for brute-force searching over the entire database.
Vocabulary trees (Nister & Stewenius, 2006) can provide further gains in
computational speed. A hierarchy of visual features allows e cient indexing,
with computational growth logarithmic with the number of leaf nodes. Notable
implementations of trees in place recognition include the work of Schindler et al. (2007),
who demonstrated successful localisation on a feature dense, 20 km city dataset; and
FAB-MAP 2.0, which succeeded in 1000 km cross-country localisation (Cummins &
Newman, 2009).
2.3.2 Topological Maps
A topological map contains only relative information about places in an environment;
depicting their connectivity, but lacking absolute scale (Figure 2.5). In addition to
providing a representation of the environment, a topological map can inform loop
closure by providing constraints on possible solutions to the localisation problem (Ulrich
& Nourbakhsh, 2000; Endo & Arkin, 2003; Ranganathan & Dellaert, 2006; Booij et al.,
2007; Angeli et al., 2008a; Cummins & Newman, 2008; Lui & Jarvis, 2012), and a
13
CHAPTER 2. LITERATURE REVIEW
Hallway
Room 2 Cupboard
Room 1
Room 3
Figure 2.5: A purely topological map. Relationships between places are
denoted, but scale is not.
framework on which to e ciently fuse sensor data from multiple sources (Leivas et al.,
2010). Furthermore, topological mapping can be adaptive (Dayoub & Duckett, 2008),
whereby the robot continually updates its world representation to reflect the current
state of the environment.
More abstractly, a topological map can simply consist of an ordered collection of
imagery: a linear database that reflects the order in which places are consistently
encountered when visiting an environment. This arrangement is applicable to
route-based environments – such as road networks – and the implied relationship
between places is known as a spatial prior. Such an arrangement has been employed in
approaches such as highly-scalable linked image maps (Fraundorfer et al., 2007) and the
SeqSLAM algorithm (Milford & Wyeth, 2012). The use of image sequences to accrue
evidence over this type of topological map is discussed in Section 2.4.
While the simple nature of pure image retrieval algorithms makes them lightweight,
topological mapping in conjunction with probabilistic filtering can result in fast,
accurate systems. Ordinarily, storage and computational growth can be problematic
as larger environments are represented by more nodes in topological space. Particle
filtering approaches (further discussed in Section 2.4) can ameliorate this problem
by capping map exploration to a finite number of particles, rather than allowing
continual growth with size (Maddern et al., 2012a); with the caveat that the particle
space must cover the true robot location, e.g. by initialising it with a location prior.
Exploiting topological mapping to aid the loop closure problem has enabled compact
place recognition with images as small as 8◊ 6 pixels (Latif et al., 2014).
2.3.3 Metric and Topological-Metric Maps
Metric maps are embedded in Euclidean space and depict the absolute scale of
environments; the quintessential example of which is a street map. In practice, many
approaches use a complementary hybrid: topological-metric (or topometric) maps,
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which typically represent large scales with topological maps and small scales with
metric maps (Thrun & Bücken, 1996; Kuipers et al., 2004; Fernández-Moral et al.,
2013). This type of map is said to be globally-topological and locally-metric. Judicious
use of global topology can enable rapid loop closure, while gaining the benefits of local
3D point clouds generated with lasers or stereo vision (Newman et al., 2009; Dayoub
et al., 2013). Wheel encoders (Caltabiano et al., 2004), ultrasonic sensors (Steckel &
Peremans, 2013) and monocular vision (Davison et al., 2007) have also been used to
obtain metric information.
Another form of topological-metric map is one which augments the topological
graph representation with place connectivity represented by edges of determinate
length. Continuous Appearance-based Trajectory Simultaneous Localisation and
Mapping (CAT-SLAM) demonstrated improvements in accuracy on the originally
appearance-only FAB-MAP algorithm by adopting this approach (Maddern et al.,
2012b). Similarly, RatSLAM (Milford et al., 2004) possesses no metric landmark
knowledge; only the approximate spatial relationship between places. Leveraging
this knowledge for loop closure has enabled it to construct and localise within a
globally-consistent map of an entire 66 km suburb using a webcam at 10 Hz (Milford
& Wyeth, 2008).
In addition, it can be beneficial to integrate metric landmark information into each
place node (Se et al., 2002; Konolige & Agrawal, 2008; Mei et al., 2011). Further,
the Atlas framework (Bosse et al., 2004) builds a graph, where each node is a local
metric map with its own coordinate frame, and each edge represents the transformation
between a pair of nodes. This arrangement enables representation of large-scale
environments, while maintaining independent modelling of each local environment.
Arguably, the most popular form of metric map is the occupancy grid (Elfes,
1989), which comprises a collection of discrete cells (a 2D slice of the 3D world).
Within this framework, the robot assumes its pose is known and then estimates the
probabilities of grid locations being occupied by obstacles. Since its inception, the
occupancy grid approach has seen several refinements, including methods to increase
the accuracy of map building in higher dimensional space (Thrun, 2001). Further,
Callaghan et al. (2009) demonstrated more e cient mapping by incorporating an
increased understanding of spatial scale and environmental structure. Occupancy grids
have also been used in conjunction with global topology (Konolige et al., 2011), and
built using vision (Dayoub et al., 2013) in lieu of traditional sonar sensors and laser
rangefinders. Evolving the approach to 3D, OctoMap (Wurm et al., 2010) introduced
the volumetric occupancy map (Figure 2.6). Each of these approaches enables precise
localisation of robots within its respective world.
As metric maps depict environmental structure, clutter and movement of objects can
be problematic in both the map building and exploration processes. To address this
problem, the concept of multiple map hypotheses (Morris et al., 2014) enables robots
to maintain di erent, switchable world representations and commit their observations
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Fig. 9. Resulting octree maps of two outdoor environments at 0.2 m resolution. For clarity, only occupied volumes are shown with height visualized by a
color (gray scale) coding. Top: Freiburg campus (size of the scene: 292m 167m 28m), bottom: New College (size of the scene: 250m 161m 33m).
tree resolutions. We analyze the memory usage of our repre-
sentation with and without performing lossless compression.
For comparison, we also give the amount of memory that
would be required by a minimal full 3D grid which is
initialized linearly in memory. Each map is furthermore
written to disk using the full probabilisitc model and the
binary format described in Sec. III-E, and the resulting file
size is given.
The memory usage for exemplary resolutions are dis-
played in Table I. It can be seen that high compression ratios
can be achieved especially in large outdoor environments.
Here, pruning will merge considerable amounts of free space
volumes. On the other hand, the map structure is also able
to model fine-graded indoor environments with moderate
memory requirements. In very confined spaces, an optimally
aligned 3D grid may take less memory than an uncompressed
mapping octree. However, this effect is diminished as soon
as compression techniques are used.
For the 079 corridor dataset we also analyze the evolution
of memory consumption during mapping (Fig. 10, left). The
robot explored new areas up to scan number 22 and from
scan number 39 to 44. In the remaining time, previously
mapped areas were revisited where memory usage remained
nearly constant. A slight increase can still be noticed which is
due to new information gathered by scanning from different
viewpoints.
As expected, memory usage increases exponentially with
the tree resolution. Figure 10 (right) illustrates this using
the Freiburg outdoor dataset. Please note that a logarithmic
scaling is used in the plot.
Map files generated using the bitstream encoding are
comparably small. For example, the visualization of the
Freiburg outdoor dataset given in Fig. 9 uses 816 kB as
a PNG file while the full 3D model including free and
Note, I have used white squares to clean up 
image by masking debris on edges
Figure 2.6: 3D OctoMap of New College at Oxford University (Wurm et al.,
2010).
to short- or long-term memory as appropriate. Towards a similar goal, the concept of
summary maps (Dymczyk et al., 2015) has been proposed to ensure that map growth
only occurs with the most salient landmarks for plac recognition. Thus, accurate,
reliable loop closure is facilitated in these areas.
2.4 Hypothesis Formation
Th final step of place rec gnition is hypothesis formation. A plac recogni ion syst m
must decide whether the current observation is novel or familiar – and if the latter,
determine its location within its internal world representation. Hypothesis formation
is depende t on how the system represents the world, and h w much information is
available. This ranges from unconstrained, single-shot image recall on an unordered
place database to filtering methods based on spatial priors. Spatial priors can be weak,
in the case of ordered sequences of imagery – or stronger, in the case of topological or
metric maps.
Many approaches pose the place recognition or SLAM problem as probabilistic;
estimating the state of the system based on sensory observations and resulting
likelihoods of locations in the internal world representation. Existing work
includes approaches employing Bayesian filtering (Thrun, 1998), principal component
regression (Vlassis & Krose, 1999), and Extended Kalman Filters (EKFs) (Cheeseman
& Smith, 1986; Guivant & Nebot, 2001; Dissanayake et al., 2001; Davison et al., 2007),
which are arguably the de-facto standard for non-linear estimation problems.
As the number of visual features in an environment grows in a Bayesian system,
computation of the complete joint probability distributions can become unwieldy.
Chow-Liu trees (Chow & Liu, 1968) provide an adequate approximation, and are used in
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conjunction with a BoW model in systems such as FAB-MAP (Cummins & Newman,
2008). With environment-specific training, FAB-MAP localises by considering how
distinctive visual words are, based on their observation frequencies. Thus, if two
locations are similar in appearance, but contain only common words, they will have
a low matching probability. The measure of visual distinctiveness was originally
hand-tuned, but newer approaches determine it through iterative learning (Paul et al.,
2012, 2014). Likewise, Nicosevici & Garcia (2012) proposed an online vocabulary
learning method in lieu of pre-training.
Observing adjacent landmarks over time can help inform the localisation process; a
phenomenon known as covisibility. Covisibility has been employed in conjunction with
dynamic BoW approaches (Mei et al., 2010), generative models (Stumm et al., 2013)
and a global presentation of continuous visual features (Stumm et al., 2015). Similarly,
it can be beneficial to consider the co-occurrences of features – as well as their spatial
relationships – within visual scenes (Johns & Yang, 2013b).
Particle filters are used extensively for SLAM and place recognition (Murphy &
Russell, 2001; Montemerlo et al., 2002, 2003; Hahnel et al., 2003; Hu et al., 2004; Sim
et al., 2005; Stachniss et al., 2005; Ranganathan & Dellaert, 2006; Siagian & Itti, 2009;
Maddern et al., 2012b,c; Liu & Zhang, 2013; Stachniss & Burgard, 2014; Ji et al., 2015).
This approach – also known as Monte Carlo Localisation (MCL) (Fox et al., 1999;
Thrun et al., 2000; Siagian & Itti, 2007, 2009) – analyses the uncertainty of non-linear
systems through the random distribution of a set of discrete particles (each estimating
the system state), and the application Bayesian statistical inference in the presence of
noisy sensory observations. Particle filters have an advantage in generality: they are
applicable to any state space and noise distribution, and allow bounded computational
requirements (linear complexity with the number of particles). Figure 2.7 depicts a
particle filter applied to a 2D localisation problem.
Topographical mapping can benefit from temporal filtering, e.g. by considering
sequences of feature vectors (Newman et al., 2006) or whole images (Milford & Wyeth,
2012). Similarly, metric localisation can be aided through trajectory-based filtering,
such as with road vehicles and street maps, informed by visual odometry (Floros et al.,
2013) or onboard encoders (Merriaux et al., 2015). When multiple observations or
modalities are present, hypotheses can be formed with voting schemes (Koöecká et al.,
2005), sensor fusion (Castellanos et al., 2002; Jacobson et al., 2015) or validation over
multiple spatial scales (Chen et al., 2014a).
Another approach to place recognition is known as semantic mapping: a concept that
considers the context of objects to inform place recognition and vice versa (Torralba
et al., 2003; Filliat et al., 2012; Pronobis & Jensfelt, 2012; Wu et al., 2009). Amongst
this work is the principle of contextual dissimilarity, which takes into account the local
distribution of feature vectors (Jegou et al., 2007, 2010) for context. More broadly, the
COgnitive lAyered Representation of Spatial knowledgE (COARSE) approach forms an
hierarchy of abstraction about a given environment (Pronobis et al., 2010). Considering
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Figure 8.13 Illustration ofMonte Carlo localization: Shown here is a robot operating
in an office environment of size 54m ⇥ 18m. (a) After moving 5m, the robot is still
globally uncertain about its position and the particles are spread through major parts
of the free-space. (b) Even as the robot reaches the upper left corner of the map, its
belief is still concentrated around four possible locations. (c) Finally, after moving
approximately 55m, the ambiguity is resolved and the robot knows where it is. All
computation is carried out in real-time on a low-end PC.
Ti
me
Figure 2.7: Localisation with a particle filter. Initially, particles (black dots)
are randomly distributed with individual estimates of the system’s
state. Over time, continued observations cause clusters of particles
to form around the most likely location estimates. Eventually,
accumulated evidence overcomes ambiguities and a single location
estimate is formed. Adapted from Thrun et al. (2005).
the saliency of landmarks also enables e cient use of storage in map building and
maintenance (Dymczyk et al., 2015).
Place recognition can also take cues from biology. RatSLAM (Milford et al., 2004;
Ball et al., 2013) models the rodent hippocampus with a type of neural network known
as a Continuous Attractor Network (CAN). Belief generation is performed through pose
cells within the network, which activate based on robot position and orientation. The
CAN allows multiple hypotheses to develop from sequences of visual information and
odometry, until one is su ciently strong to trigger a loop closure event; analogous to
topographical particle filtering. Pose cells have also been used to enable arbitrary visual
navigation through open environments with learned landmarks (Giovannangeli et al.,
2006). Furthermore, generic goal-oriented animal models have proven beneficial for
navigation (Milford & Schulz, 2014), as has ant-inspired horizon-based homing (Stone
et al., 2014). Human neuroscience models have also proved e ective in MCL (Siagian
& Itti, 2007, 2009) and for spatial filtering in single-image place recognition (Milford
et al., 2014b).
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2.5 Place Recognition in Changing Environments
Long-term autonomy is an ongoing challenge in robotics, and requires systems to
operate within and across di ering environmental conditions. Seasonal and lighting
variations – such as those due to time of day, season and weather – lead to vast
variations in image appearance. This section reviews condition-invariant approaches to
vision-based place recognition; broadly-grouped into two categories: learning methods,
which visit environments multiple times to learn di erent conditions and in some cases,
predict how environments change; and invariant methods, which attempt to create
a one-size-fits-all model of each environment and recognise familiar places in spite of
these changes.
2.5.1 Learning Methods
Learning approaches to condition-invariant place recognition consist of multiple visits
to environments, in order to either construct databases encompassing the full range of
expected environmental conditions or train learning algorithms to predictively generate
synthetic representations of familiar places under unseen conditions on demand.
A common means of coping with dynamic conditions is to construct a database
of places under each expected condition (Pronobis et al., 2006; Ullah et al., 2008;
Zheng et al., 2009; Churchill & Newman, 2012; Johns & Yang, 2013a). An e cient
means of constructing such a database is by learning a new visual experience when a
place’s appearance changes significantly enough that it can no longer be recognised as
an existing place (Churchill & Newman, 2012, 2013). Alternatively, compact models
of feature co-occurrences can be constructed by visiting a place at di erent times
of day (Johns & Yang, 2013b). When querying against this database, probabilistic
interpolations can be made between the two neighbouring times of day to predict which
features should be visible in the current scene of a particular place and hence verify the
location estimate.
Learning approaches can also consider the context of condition variance within a
scene. By considering landmarks and the changes they experience, dynamic scene
models can be generated to inform the BoW retrieval process (Johns & Yang, 2011,
2013a, 2014). This approach enables adaptation to short- and long-term dynamic
conditions, such appearance changes caused by time of day, weather, season and
occlusions from tra c.
Scene change prediction (Sünderhauf et al., 2013b; Neubert et al., 2015) has been
proposed as a means of generating synthetic views of places under di erent conditions
to improve image matching in algorithms such as BRIEF-Gist (Sünderhauf & Protzel,
2011) and SeqSLAM (Milford & Wyeth, 2012). Figure 2.8 shows how scene change
prediction can be used to construct a vocabulary for each condition by dividing aligned
training imagery into superpixels and assembling a dictionary which maps how these
superpixels change (e.g. from winter to summer). Similarly, linear regression techniques
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Figure 2.8: Place recognition between two di ering environmental conditions
from known correspondences. Descriptors are extracted from
superpixels to form vocabularies for each condition, which are
mapped together in a dictionary (Sünderhauf et al., 2013b).
can be used to predict appearance changes at di erent times of day and generate
synthetic images (Lowry et al., 2014).
More recently, e orts have been made to learn bespoke, place-dependent – rather
than condition-dependent – features by training Support Vector Machine (SVM)
classifiers (McManus et al., 2014b) or employing Convolutional Neural Networks
(CNNs) (Chen et al., 2014b; Sünderhauf et al., 2015a). CNNs are particularly
powerful as generic models can be pre-trained and adapted to perform specific
tasks (Razavian et al., 2014), while simultaneously eliminating the need for feature
hand-crafting or site-specific vocabulary training. While the state-of-the-art algorithms
have demonstrated condition invariance, they lack viewpoint invariance due to the use
of global features. However, there is promise in attaining both by learning landmark
features (Sünderhauf et al., 2015b).
The inherent drawbacks of learning-based approaches are the requirement to visit a
place multiple times, and that failure may occur when previously-unseen conditions are
encountered – even indoors where conditions are less variable (Espinace et al., 2010).
2.5.2 Invariant Methods
Unlike learning-based approaches, invariant methods attempt to recognise familiar
places across di ering conditions after having only visited each place once, or being
provided a map or database under a single condition.
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2.5 Place Recognition in Changing Environments
Local feature-based approaches include techniques such as edge mapping (Eade
& Drummond, 2006; Nuske et al., 2009), which is invariant to scale, rotation and
illumination (provided that su cient keypoints are detected); and more complex
descriptors based on SIFT (Torii et al., 2015), with the ability to synthesise arbitrary
viewpoints to compensate for camera pose. However, these methods bear the limitations
of the underlying feature descriptors, and may fail in the presence of extreme darkness,
motion blur or vegetative environments.
Conversely, whole-image approaches are well-suited to pixel-based modifications to
improve condition invariance. For example, patch normalisation is a process where each
pixel in a greyscale image is modified by first subtracting the mean intensity of a patch
surrounding it, then dividing that value by the patch’s standard deviation (Zhang &
Kleeman, 2009). Thus, pixel intensities are fitted to a standard normal distribution;
maintaining local variations, but removing global ones. Images captured in natural
daylight scenes can also be represented in shadow-invariant forms to provide robustness
to di erent times of day (Corke et al., 2013; McManus et al., 2014a), which also
aids semantic classification (Maddern et al., 2014); a technique which can be used
to selectively remove the uninformative regions of images.
In general, data association is di cult when considering the evidence provided
by a single pair of observations. For this reason, SLAM algorithms employ pose
filtering. In a similar vein, ordered image databases inherently possess a spatial
or temporal relationship between places and allow for evidence accumulation by
considering sequences of observations, rather than individual ones. This technique
has been demonstrated with feature-based representations (Newman et al., 2006) and
with whole-images (Milford & Wyeth, 2012).
The Sequence SLAM (SeqSLAM) algorithm (Milford & Wyeth, 2012) introduced the
concept of locally-best image matching, in which best image matches are found within
local neighbourhoods, rather than attempting to find globally-best image matches.
Globally-best sequences of image matches are then found, exploiting the ordering
of video frames gathered along a route, and assuming a repeated vehicle velocity
profile. Using simple whole-image comparison with Sum of Absolute Di erences
(SAD) and long (over 300 frame) sequences, its initial study demonstrated significant
localisation coverage across day to night transitions where feature-based methods failed
entirely. Figure 2.9 illustrates SeqSLAM’s advantages over single-image, feature-based
approaches in overcoming gross changes in illumination and environmental aliasing.
SeqSLAM has since been evaluated in environments with more extreme illumination
variance, where high-gain and slow shutter speeds were necessary for su cient exposure
in darkness (Milford et al., 2013). Notably, this study showed that reliable image
matching was possible across high noise and extreme motion blur, even when the
exposure duration di ered by up to two orders of magnitude between a pair of frames
from the same location. A further insight from this study was that in the sequence-based
approach, individual image matching only needs to be slightly more accurate than
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Place A’ 
Place A 
Place B 
Same place, 
low similarity 
Place A 
Different place, 
high similarity 
A-A’ A-B 
Figure 2.9: Comparison of a given location in day (Place A) and at night
(Place A’), and completely separate location (Place B). If
comparing single frames with traditional feature-based approaches,
Place A erroneously matches to Place B. Conversely, the
sequence-based approach correctly matches A to A’, but not A
to B. Adapted from Milford & Wyeth (2012).
matches selected by random chance. Thus, any techniques that slightly improve
single-frame image similarity will greatly enhance the accuracy of sequence matching.
Increasing interest in SeqSLAM has led to evaluations of the algorithm with very
low resolution imagery (Milford, 2012, 2013), on large-scale environments of 3000 km
over four seasons (Sünderhauf et al., 2013a), with UV imagery (Stone et al., 2014)
and with ConvNet features (Sünderhauf et al., 2015b). Its search technique has also
been replaced with more sophisticated – albeit less constrained – non-linear approaches,
including unconstrained acceleration (Johns & Yang, 2013b), Hidden Markov Models
(HMMs) (Hansen & Browning, 2014), network flows (Naseer et al., 2014) – later
augmented with GPS priors (Vysotska et al., 2015), and a particle filter approach
to speed up computation and automate the selection of sequence length (Liu & Zhang,
2013). One of SeqSLAM’s most significant drawbacks is its lack of viewpoint invariance
inherited from the use of global image matching. Attempts have been made to
compensate for this shortcoming by employing deep-learning to infer depth and generate
synthetic viewpoints (Milford et al., 2015).
2.6 Conclusions
This chapter has presented a survey of relevant work in the field of vision-based
place recognition and SLAM. In recent years, robot localisation has been studied
extensively, and back-end solutions – particularly probabilistic ones – to the problem
are well-established. Condition-invariant place recognition, however, is a newer area of
research and requires further refinement for long-term robustness – particularly when
the viewpoint problem is considered in tandem.
The contributions of this thesis were motivated by the research reviewed in this
chapter. In particular, the presented work was inspired by sequence-based methods in
Section 2.5.2 and addresses the following:
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• The SeqSLAM algorithm (Milford & Wyeth, 2012) demonstrated impressive
place recognition performance across significant condition variance, but made
the unrealistic assumption that the vehicle velocity profile is repeated between
traverses. Chapters 3 and 4 introduce an odometry-informed search method to
remove this dependence on ego-motion and study the performance implications
if scale error is introduced to the odometry signal. From insights into how the
algorithm accrues evidence (Milford et al., 2013), Chapters 3 and 4 also present
methods to increase the image similarity across di erent conditions through a
novel sky removal technique and o set image matching.
• As discussed in Section 2.5, whole-image methods possess little to no viewpoint
invariance. By considering realistic, real-world scenarios, this thesis presents
image rescaling techniques to compensate for the large appearance changes due
to lateral platform shift, such as when attempting to match across one or multiple
lanes on public roads. Two methods are proposed: Chapter 5 presents an
exhaustive-search, discrete-scale selection method and Chapter 6 presents a depth
inference method; each retaining all the condition-invariant properties of the
underlying techniques.
• The success of sequence-based methods is, in part, due to the underlying
weak topological map of ordered, low-resolution imagery. However, many
practical applications benefit from stronger topological information, such as
the graph-based approaches discussed in Section 2.3.2. Chapter 7 introduces
a directed graph map that enables the sequence-based method to work in
environments with networked paths – such as city streets, where the previous
assumptions on image ordering do not hold.
• Whole-image approaches to condition-invariant place recognition have been
successful with minimalistic image comparison techniques and thresholding, but
the power of probabilistic techniques is well-evidenced in the literature (Thrun
et al., 2005; Cummins & Newman, 2008; Maddern et al., 2012b). As such,
Chapter 7 introduces a particle filter method inspired by those in Section 2.4.
In addition to its multiple-scale capability (adapted from Chapter 5), it di ers
from the work in Liu & Zhang (2013) in that it uses a directed graph map,
incorporates additional state variables to enable the system to e ciently explore
streets with intersections and does not include an explicit sequence length state
variable.
Together, these contributions advance place recognition by reducing the limitations and
increasing the robustness of training-free, condition-invariant methods.
23

3 | Towards Persistent Visual
Navigation using SMART
The literature review motivated further investigation into the use of image sequences
for condition-invariant place recognition and hence persistent visual navigation. The
first published paper in this thesis – “Towards Persistent Visual Navigation using
SMART” – introduces and evaluates the Sequence Matching Across Route Traversals
(SMART) algorithm. SMART is a whole-image place recognition system that builds
upon SeqSLAM in three major areas:
• Image similarity. SMART introduces a technique called sky blackening, which
transforms the uninformative sky region of daytime images to a uniform pixel
representation without sacrificing structural information, such as buildings and
trees (c.f. naïve rectangular cropping). Sky blackening works on all sky types,
including clear, party cloudy and overcast; e ectively emulating a night sky.
• Camera alignment. To improve performance on traverses with shifts in lateral
vehicle positioning or small changes in camera pose, SMART implements variable
o set image matching – a technique used in previous SLAM systems (Milford
et al., 2011), which compares images over a range of o sets and selects the
minimum di erence score of the overlapping region.
• Motion invariance. SMART uses odometry (which can be from any source) to
learn and query frames at fixed-distance, rather than fixed-time intervals. This
constrains the sequence searching process, which searches for lowest-cost linear
paths through the image matching matrix at – or near – 45° angles.
The paper also contributes a new public dataset; consisting of two traverses through
the city streets of Surfers Paradise on the Gold Coast, Australia. This dataset was
deliberately designed to evaluate how SMART performed across significant velocity
profile variations due to peak-hour tra c, in addition to variations between overcast
daytime and night time conditions, where the illumination changed from natural and
uniform to colourful, artificial and dynamic.
The paper presents results from nine test scenarios, beginning with the original
SeqSLAM algorithm and progressively incorporating the new features of SMART. With
all new features, SMART attained up to 81% recall at 100% precision where the original
SeqSLAM algorithm failed entirely. In addition, the paper tested the implications of
introducing scale error to the odometry signal on the query traverse, and demonstrated
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that even with large errors, its performance was superior to the same system without
odometry.
“Towards Persistent Visual Navigation using SMART” was presented at the
2013 Australasian Conference on Robotics and Automation (ACRA) in Sydney,
Australia (Pepperell et al., 2013), where it was a Best Paper Award finalist.
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Abstract 
In this paper, we present SMART (Sequence 
Matching Across Route Traversals): a vision-
based place recognition system that uses 
whole image matching techniques and 
odometry information to improve the 
precision-recall performance, latency and 
general applicability of the SeqSLAM 
algorithm. We evaluate the system’s 
performance on challenging day and night 
journeys over several kilometres at widely 
varying vehicle velocities from 0 to 60 km/h, 
compare performance to the current state-of-
the-art SeqSLAM algorithm, and provide 
parameter studies that evaluate the 
effectiveness of each system component. 
Using 30-metre sequences, SMART achieves 
place recognition performance of 81% recall 
at 100% precision, outperforming SeqSLAM, 
and is robust to significant degradations in 
odometry.  
 
1 Introduction1 
Place recognition is a fundamental problem for 
navigating systems and has been the subject of many 
theoretical and technological approaches. Global 
methods, such as GPS, rely on satellite coverage, 
performing poorly in dense metropolitan areas (“urban 
canyons”) and failing entirely in the absence of satellite 
                                                
1This work was supported by an Australian Research Council 
DECRA grant DE120100995, awarded to Michael Milford 
and an Australian Postgraduate Award to Edward Pepperell. 
signals (e.g. in tunnels). Significant work has gone into 
investigating alternative technologies to navigate 
without global cues, particularly within the field of 
Simultaneous Localisation And Mapping (SLAM) 
[Cummins and Newman, 2008; Davison, et al., 2007; 
Dissanayake, et al., 2001; Konolige and Agrawal, 
2008; Milford, et al., 2004]. 
In recent years, visual sensors have become a 
primary component of many state-of-the-art place 
recognition systems, due largely to their wide 
availability, small form factor, minimal weight, modest 
power requirements and low cost [Chaumette, et al., 
2010; Hager, et al., 2007; Neira, et al., 2008]. In 
parallel with these developments, there has been an 
increasing focus on long-term autonomy for robots and 
navigation systems, with regular international 
conference workshops dedicated to this theme (e.g. 
ICRA, RSS and IROS). Designing a vision-based 
system that can work across commonly encountered 
real-world perceptual change such as day-night cycles, 
seasonal change and varying weather conditions is 
quite challenging. A few systems have demonstrated 
promise in this area [Johns and Yang, 2013; Milford 
and Wyeth, 2012; Sünderhauf, et al., 2013b], but all 
have specific requirements, such as prior training 
[Johns and Yang, 2013; Sünderhauf, et al.], very long 
image sequences and repeatable vehicle speed profiles 
[Milford and Wyeth, 2012; Sünderhauf, et al., 2013a], 
significantly limiting their general applicability. 
In this paper, we overhaul the SeqSLAM 
algorithm by introducing self-motion information and 
new image matching techniques to address challenges 
 
 
Figure 1: With the SMART algorithm, we enhance the change-invariant properties of the SeqSLAM algorithm and add odometry in order to learn 
and compare image sequences with constant inter-image spatial separation, producing velocity-invariant matching performance. 
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of significant velocity variation, extreme perceptual 
change (Figure 1), and the reduction of image 
sequences to practically useful lengths. Each of these 
goals is achieved using consumer-grade sensors, 
uncalibrated imagery and the absence of a training 
phase. We call the new process Sequence Matching 
Across Route Traversals (SMART).  
The paper proceeds as follows: Section 2 provides 
background information on vision-based place 
recognition, mapping and odometry. In Section 3, we 
describe the SMART algorithm, reviewing components 
from SeqSLAM and introducing novel improvements. 
The experimental setup is detailed in Section 4 with 
results presented in Section 5. Finally, we discuss the 
outcomes of this paper and present suggestions for 
future work in Section 6. 
2 Background 
Vision systems have rapidly increased in popularity 
due to their wide availability, rich information content 
and relatively low cost. State-of-the-art visual SLAM 
systems, such as FAB-MAP, have demonstrated 
successful place recognition over repeated paths of 
long (1000 km) journeys [Cummins and Newman, 
2009]. FAB-MAP requires training in an environment 
similar to where it will be deployed to build a 
codebook of features. 
As passive sensors, cameras produce images that 
are highly dependent on changes to their orientation 
(pose) or the surrounding environment. Feature finding 
techniques, such as SIFT [Lowe, 1999] and SURF 
[Bay, et al., 2006] – as used in FAB-MAP, work 
towards addressing the former problem, but fail to 
address the latter – particularly under extreme 
perceptual change [Milford and Wyeth, 2012]. 
To address changes in appearance, vision sensors 
are often fused with auxiliary sensory devices, such as 
thermal cameras [Vidas and Maddern, 2012] and lasers 
[Gallegos, et al., 2010; Newman, et al., 2009], but this 
increases the cost and complexity of the overall system. 
As such, it is desirable to solve the place recognition 
problem using only vision. 
In achieving this aim, SeqSLAM uses featureless 
matching techniques along sequences of images to 
perform place recognition across extreme perceptual 
change [Milford and Wyeth, 2012], even under 
significant motion blur [Milford, et al., 2013] and over 
very long (3000 km) journeys [Sünderhauf, et al., 
2013a]. However, due to the linear nature of its 
sequence searching, SeqSLAM requires approximately 
similar speeds in repeated route traversals. Cooc-MAP 
addresses these shortcomings by allowing accelerations 
in sequence searching, and building a database of 
features seen at different times of day [Johns and Yang, 
2013]. The disadvantage of this approach is that several 
traverses of a route are required to train the system – 
including those at similar times of day to the query 
traversal, increasing time and storage overheads. 
Additionally, allowing accelerations leads to a 
exponential growth in possible sequence matches, 
increasing the likelihood of finding spurious sequence 
matches. 
Augmenting visual place recognition with 
odometry has previously been shown to improve 
performance. For example, CAT-SLAM [Maddern, et 
al., 2012] uses odometry information for pose filtering, 
reducing computational time and increasing loop-
closure accuracy. Other approaches, such as 
OpenStreetSLAM avoid image matching entirely by 
fitting odometry-based trajectory shapes to known road 
networks [Floros, et al., 2013], but this technique relies 
on relatively accurate translational and rotational visual 
odometry. It also struggles in areas where road shapes 
exhibit self-similarities, such as highways and gridded 
street layouts. 
In this paper, we combine the promising 
performance of SeqSLAM with new matching methods 
and odometry to overcome its shortcomings. 
3 SMART 
This section describes the primary components of the 
SeqSLAM algorithm and introduces the novel 
improvements of SMART. 
3.1 Image Comparison Techniques 
As a pre-processing step in SMART, we use a sky 
segmentation technique (which we call Sky Blackening) 
to effectively remove the sky in daytime traverses, 
preventing dissimilar skies (such as from day to night) 
from degrading matching performance (Figure 2).  
 
Figure 2: Each daytime frame (a) is converted to a contrast-
enhanced image (b), which is then thresholded by valley-
emphasis to produce an image mask (c). The original image is 
masked and converted to greyscale for image matching (d). The 
corresponding night time frame (e) and its greyscale form (f) 
are shown for comparison. 
This process is achieved by first producing 
contrast-enhanced greyscale images from the original 
RGB images. The transform function was developed 
by [Thurrowgood, et al., 2009], who manually 
segmented 124 varied images and minimised the sky-
ground overlap using both chrominance and luminance 
information. This transform gives the new image, C: 
 
C = −1.16R+ 0.363G +1.43B−82.3  (1)  
which is then thresholded using the valley-emphasis 
method [Ng, 2006] to form an image mask which 
excludes the sky region of the image (sky pixels set to 
0). The valley-emphasis method was chosen, as it does 
not assume a bi-modal distribution in the image 
histogram. Although not presented in this paper, this 
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method was found to correctly segment the majority of 
our own datasets, including bright blue, partially 
clouded and overcast skies. The image mask is used to 
blacken out the sky in the original image, which is 
converted to a greyscale image, I, using the standard 
transform: 
 
I = 0.2989R+ 0.5870G + 0.1140B  (2) 
To improve performance on traverses with shifts in 
lateral pose, SMART implements variable offset image 
matching – a technique which SeqSLAM lacks, but has 
been previously used in SLAM systems [Milford, et 
al., 2011]. Each query frame is compared to each 
database frame (template) at a range of offsets (Figure 
3), with Sum of Absolute Differences (SAD) 
performed on the overlapping region, and the minimum 
difference score chosen. The compared images are pre-
processed, resolution-reduced and patch-normalised. 
This produces an image difference score, dmin: 
 
dmin =
−xmax left≤u≤xmaxright
−ymaxup≤v≤ymaxdown
mind(u,v)  (3) 
 
d(u,v) = 1XA YA
Axa ,ya −Bxb ,yb
ya∈YAyb∈YB
∑
xa∈XAxb∈XB
∑  (4) 
where Rx and Ry are the dimensions of the images A 
and B being compared. XA, YA, XB and YB are vectors 
representing the overlapping region of images A and B 
respectively: 
 XA =
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Figure 3: For each comparison, query frame B is slid over 
template frame A in a range of offsets (within the dashed 
boundary), with the minimum difference score calculated. 
3.2 Distance-Based Template Learning 
SMART uses odometry information (sourced either 
from wheel encoders or vision), synchronised with 
video data. Resolution-reduced, patch-normalised 
templates are learnt at regular distance intervals, rather 
than fixed time or frame intervals (Figure 4). To 
function effectively, repeatable (but not metrically 
accurate) translational velocity information is required 
at regular intervals. As query frames are compared to 
templates using SAD, we assemble all difference 
scores (dmin values) into a vector, D for each frame. 
 
Figure 4: Instead of fixed-time intervals, SMART learns 
templates and queries frames at a fixed-distance (fdist), allowing 
sequence searching to be invariant to vehicle velocity.  
3.3 Local Neighbourhood Normalisation 
SMART uses the same normalisation process as 
SeqSLAM, as described here. To remove biases caused 
by illumination variation between route traversals, each 
element Di in the difference vector D is normalised 
within a fixed range (l) to enhance the local matching 
contrast. This process gives the new difference vector, 
Dˆ :  
 
Dˆi =
Di −Dl
σ l
 (9) 
where Dl  is the mean value of the difference vector, 
and σ l  is the standard deviation. 
3.4 Localised Sequence Searching 
In searching for image sequences, vectors are joined to 
form an image-matching matrix, M: 
 
M = DˆT−ds , DˆT−ds+1,…, DˆT"# $%  (10) 
where ds is the sequence length and T is the current 
time. Straight-line paths are then projected from each 
element in DˆT−ds to find the lowest-cost sequence, 
which has a normalised difference score, S: 
 
 
S =
Dkt
t=T−ds
T
∑
ds
 (11) 
where k is the index of the column vector Dt that the 
search trajectory passes through: 
 
k = s+ (ds −T + t)tanφ  (12) 
where s is the number of the originating template and ϕ 
is the search trajectory angle (Figure 5). 
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Figure 5: Image sequences are searched by finding the lowest-
cost (dark blue) straight-line segment across recent image 
difference vectors over a varied search angle, ϕ. For clarity, 
only one sequence starting point is shown. 
A vector, S, is then formed with the lowest cost 
trajectory for each template, and sequences are rejected 
or accepted by applying a threshold to their costs. 
The straight-line search process makes the 
assumption that the second traversal of a route is 
performed at a speed proportional to the first, with 
negligible acceleration along each sequence. These 
assumptions obviously do not hold true in 
environments where there is significant speed variation 
(such as in busy city streets), leading to poor 
performance. SMART performs template learning and 
querying in consistent distance intervals, constraining 
the search space within M to approximately 45° 
straight lines. In addition to speeding up the search, this 
eliminates ambiguities when searching for image 
matches, as shown in Figure 6. 
 
Figure 6: Video comparison matrices, without (left) and with 
(right) odometry information. Each pixel represents the 
difference score of a compared frame pair, with weak to strong 
matches from red to blue. The sequence searching process is 
constrained to a straight line, increasing computation speed and 
reducing the potential for spurious matches. 
4 Experimental Setup 
In this section, we describe the equipment, testing 
environment, ground truth analysis, dataset pre-
processing and parameter studies. 
 4.1 Equipment 
All video footage was recorded using a GoPro Hero3 
Black Edition camera. The camera was mounted to the 
dashboard of an unmodified car, facing through its 
front windscreen. The GoPro camera has a wide field 
of view (approximately 170 degrees) due to its short 
focal length of 2.77 mm (15 mm full-frame 
equivalent). 
Odometry information was collected using an 
OBDPro USB Scantool connected to the car’s OBDII 
interface. Data were logged into a comma-separated 
values file as timestamps and speeds on a standard 
laptop computer. The experimental setup is shown in 
Figure 7. This odometry information is available on 
most modern vehicles. 
 
Figure 7: The GoPro camera was affixed to the vehicle’s 
dashboard, facing through the front windscreen (top-left, 
bottom). An OBDPro was used as an interface between the 
vehicle’s OBDII port and the laptop computer (top-right). 
4.2 Dataset 
The dataset consisted of two driving journeys through 
the busy streets of Surfers Paradise on the Gold Coast 
in Australia (Figure 8). One traversal was done during 
the day with intermittent rain in overcast conditions, 
and the other was performed at night time in clear 
weather. Both traversals were done in peak traffic, with 
considerable speed variation and significant amounts of 
stopping and starting. The speed variation within a 
single journey and the speed inconsistencies between 
journeys at corresponding places was much more 
significant than in the original SeqSLAM datasets 
[Milford and Wyeth, 2012]. Each journey was 3.5 km 
long, taking approximately 15 minutes for the night 
traversal and 20 minutes for the day traversal. This 
dataset posed many challenges in perceptual change as 
the environmental illumination transitioned from 
uniform and natural to bright, artificial and colourful. 
Video datasets are available from 
https://wiki.qut.edu.au/display/cyphy/Michael+
Milford+Datasets+and+Downloads 
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Figure 8: Map of Surfers Paradise dataset, showing camera 
path. Source: Google Maps. Note the U-turn in the north-most 
part of the dataset, which was necessary for street access with 
road closures during dataset acquisition. 
4.3 Ground Truth 
As sufficiently accurate GPS was not available when 
gathering the dataset, manual frame correspondences 
were made to assess frame-matching performance. 
Approximately 200 exact frame correspondences were 
marked, with linear interpolation used to generate in-
between correspondences. The manually selected frame 
pairs can be considered correct to within 1 frame, 
corresponding to a distance of approximately 1 metre. 
4.4 Data Pre-Processing 
The original videos were recorded at a resolution of 
1920 by 1440 pixels at frequencies of 30 and 24 frames 
per second for day and night, respectively. The night 
video was recorded at a lower frame rate to enable a 
longer exposure time (approximately 1/48th of a 
second). A rectangular crop was then performed to 
remove visible internal areas of the car, and both 
videos were converted to 480 by 200 pixels at 30 
frames per second as working copies. 
For the tests with sky blackening, a MATLAB® 
script was used to automatically generate the image 
masks, perform thresholding and save the modified 
daytime video file. Patch-normalisation (Figure 9) was 
applied as a final processing step to every frame of 
both traversals. 
The video files were synchronised to their 
corresponding OBD logging files, which were used to 
generate lists of frame numbers with 1-metre 
separations as inputs to SMART. For the non-odometry 
tests, frame lists were generated with fixed frame 
subsampling to give approximately the same total 
frame count as in the odometry case. 
 
Figure 9: Conversion of a frame from the Surfers Paradise 
dataset to a resolution-reduced, patch-normalised image. 
4.5 Studies and Parameters 
To evaluate the performance of SMART, the following 
scenarios were tested: 
 
1. Classic SeqSLAM 
2. Sky blackening and 1-pixel offset matching in 
each direction 
3. Odometry only 
4. Odometry and the top 25% of each frame 
cropped out 
5. Odometry and the top 50% of each frame 
cropped out 
6. Odometry and the top 75% of each frame 
cropped out 
7. Odometry and sky blackening 
8. Odometry, sky blackening and 1-pixel offset 
matching in each direction 
9. Odometry, sky blackening and 2-pixel offset 
matching in each direction 
 
Scenario 1 acts as a benchmark, demonstrating how the 
original SeqSLAM performs on our challenging 
dataset. Scenario 2 was designed to demonstrate the 
best possible result without including odometry. 
Scenario 3 tests odometry integration without the new 
image comparison techniques. Scenarios 4-7 compare 
the effectiveness of the sky blackening technique to 
simply cropping out part or all of the image regions 
containing sky. Finally, scenarios 8 and 9 were used to 
test the performance effects of the image offsetting. 
A sequence length of ds = 30 was used in all cases, 
which corresponds to 30 metres in the odometry 
scenarios – a reasonable real-world sequence length, 
and an order of magnitude shorter than those used in 
the original SeqSLAM studies [Milford and Wyeth, 
2012]. This sequence length corresponds to anywhere 
from 0 to 255 metres in the non-odometry scenarios 
when vehicle speed, camera frame rate and frame 
learning rate are taken into account. The search was 
constrained to angles of 40°, 45° and 50° – further 
intermediate angles make little performance difference 
33
due to the short sequence length. Table 1 shows the 
parameters for each of the testing scenarios. 
TABLE I 
PARAMETER LIST 
Parameter Value Description 
Rx,Ry 64,32 
Reduced image 
size (scenarios 1-
3, 7-9) 
Rx,Ry 64,24 
Reduced image 
size (scenario 4) 
Rx,Ry 64,16 
Reduced image 
size (scenario 5) 
Rx,Ry 64,8 
Reduced image 
size (scenario 6) 
fjump 15 frames 
Frame learning 
rate (scenario 1-
2) 
fdist 1 metre 
Frame learning 
rate (scenarios 3-
9) 
l 80 templates Neighbourhood length 
ds 30 frames Sequence length 
P 8x8 pixels Patch size 
xL, xR, yT, yB 1,1,1,1 
Maximum shift 
offsets (scenarios 
2 and 8) 
xL, xR, yT, yB 2,2,2,2 
Maximum shift 
offsets (scenario 
9) 
ϕ  [40°, 45°, 50°] Trajectory search angles 
 
4.6 Speed Variation 
To test the sensitivity of SMART, we started with 
optimal settings (scenario 8) and artificially 
downgraded the quality of the odometry signal. Each 
velocity value in the query traversal was increased by a 
given percentage to simulate scale error from 10% to 
50% in steps of 10%.  
5 Results 
In this section, we present the speed variation results, 
the sequence matching performance over all testing 
scenarios and the performance with degraded 
odometry. A video accompaniment to this paper 
demonstrates the methodology and results. 
5.1 Speed Variation 
To illustrate the significant speed variation within and 
between each traversal of the Surfers Paradise dataset, 
we present the graph seen in Figure 10. These 
variations were caused by occasional bumper-to-
bumper traffic, roadwork and traffic light stoppages. 
 
Figure 10: Plot of the vehicle’s speed as a function of position 
along the day (blue) and night time (black) traversals of the 
dataset. The dotted red line shows the speed profile of the night 
time traversal in the presence of 50% error. Note the large 
number of stops and starts due to busy traffic. 
5.2 Sequence Matching Performance 
Figure 11 shows example image correspondences 
equally distributed along a sequence of the dataset. For 
ease of visualisation, the original images are shown, 
rather than the pre-processed, resolution-reduced, 
patch-normalised versions that SMART uses. 
 
Figure 11: Example images equally-spaced along a sequence of 
the Surfers Paradise dataset. The centre image pair (outlined in 
red) is the reported match from this sequence.  
Precision-recall curves were generated by varying the 
sequence cost threshold and comparing the midpoints 
of the accepted sequences to ground truth. Reported 
matches were deemed correct if they were within 10 
metres of ground truth – a reasonable figure for a road-
based navigation system. The 10-metre threshold is 
also comparable to or significantly smaller than that 
used in previous studies (e.g. 40-metre threshold in 
[Cummins and Newman, 2009; Milford and Wyeth, 
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2012; Milford, et al., 2013]). Note that achieving 100% 
recall is impossible, as the first and last ds/2 frames do 
not form part of complete sequences. Precision refers 
to the proportion of returned sequence midpoints that 
were correct, and recall refers to the proportion of 
correct sequence midpoints (out of all possible correct 
frame matches) that were returned. 
Figure 12 shows the performance of image 
matching on the Surfers Paradise dataset under the 
varying parameters. The best result yielded 80.72% 
recall at 100% precision with odometry, sky 
blackening and image offsetting of up to 1 pixel in both 
the horizontal and vertical directions (see Table 2). 
 
Figure 12: Precision-Recall performance for all testing 
scenarios (top) and close-up of scenarios 7-9 (bottom). Note the 
poor performance of the original SeqSLAM algorithm shown in 
the bottom-left corner of the full graph (scenario 1). 
TABLE II 
SCENARIO TESTING RESULTS 
Scenario Best Recall at 100% Precision 
1 – 
2 16.97% 
3 – 
4 01.10% 
5 26.60% 
6 04.68% 
7 75.45% 
8 80.72% 
9 79.79% 
 
Scenarios 1 and 3 performed matching using entire 
images without sky blackening, and each achieved less 
than 1% recall at any level of precision. The integration 
of odometry in scenario 3 had a negligible effect on 
recall and only increased best-case precision to 20%. 
Thus, odometry on its own does not radically improve 
performance if individual image matching is poor to 
begin with. 
The presence of sky regions drastically reduced 
matching performance due to their lack of information 
content. Attempting to crop out these regions without 
significantly removing ground objects (scenario 4) did 
not significantly address this problem, nor did 
removing the majority of sky regions at the expense of 
some ground regions (scenario 6). The compromise of 
a 50% sky crop in scenario 5 was found to be optimal. 
The pre-processing step of sky blackening in the 
daytime traversal (scenario 7) made the most 
significant performance improvement, increasing recall 
by almost 50% when used in lieu of simply cropping 
out the top half of the image. This can be attributed to 
the relatively large information content of buildings 
and ground objects at varying heights – all of which 
were preserved with this technique, while preventing 
sky regions from diluting the matching scores. 
Image matching at varying offsets was shown to 
have the least significant performance improvement 
(approximately 5% increase at up to 1-pixel shifting), 
but we attribute this to the relatively repeated pose of 
the dataset (same lane and camera position between 
traversals). The small drop in performance from 
increasing the allowable offset to 2 pixels was most 
likely caused by visual aliasing – erroneously 
strengthening matches between dissimilar images. We 
expect the image offsetting process to provide a greater 
performance contribution on datasets with larger lateral 
pose variations, such as between lanes on a road. 
To visualise the spread of correct sequence 
matches, recalled frames for scenario 5 at 100% 
precision were overlayed on the ground truth line 
(Figure 13). The areas lacking sequence matches 
generally were found on longer stretches of road with 
less scenic change (aliased environments, common 
distal features). 
 
Figure 13: Ground truth plot of Surfers Paradise for the best-
performance case (80.72% recall at 100% precision). The 
absence of matches at the start and end of the dataset is due to 
those frames not forming part of complete sequences. Note that 
the ground truth line is not straight due to imperfect odometry.  
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5.3 Error Performance 
Figure 14 and Table 3 show the performance impact of 
introducing scale error to the odometry signal on the 
night time traversal. 
 
Figure 14: Precision-Recall performance with a scale error 
applied to each velocity timestamp of the query traversal.  
TABLE III 
ERROR PERFORMANCE 
Error on Night 
Odometry 
Best Recall at 100% 
Precision 
None 80.72% 
+10% 82.39% 
+20% 76.66% 
+30% 63.64% 
+40% 57.60% 
+50% 40.75% 
 
As expected, matching performance degraded as the 
introduced error increased, but performance was still 
good (41% recall at 100% precision) even with the 
large 50% odometry error. Surprisingly, there was a 
small performance improvement in the presence of 
10% error. While we cannot conclusively explain this 
apparent outlier, we attribute it to the fact that 
increasing the query velocity causes sequence lines to 
flatten out. A 10% error on ideal odometry corresponds 
to a search angle of approximately 42° – a value still 
within our search range. Observation of the reported 
sequences indicated that this small error pushed a 
higher proportion of false sequences out of the search 
range than true sequences. It is also worth noting that a 
20% error corresponds to a sequence angle of 
approximately 40° (within the search range), thus the 
performance decrease at this error level was relatively 
minor. 
Although not presented here, we also tested a 
range of scenarios with uniform random noise up to 
50% without significantly affecting performance. 
6 Discussion and Future Work 
The results presented in this paper demonstrate how 
adding a velocity signal, even a significantly degraded 
one, results in large improvements in the precision-
recall performance, spatial accuracy, latency and hence 
general applicability of the SeqSLAM algorithm.  
SMART worked successfully in a challenging 
environment with a short sequence length of 30 frames 
– an order of magnitude less than the sequence length 
of 320 previously demonstrated with SeqSLAM. This 
short sequence length proved effective over the 
majority of the dataset, except in bland areas prone to 
aliasing, such as longer road sections with common 
horizons. One possible solution would be to 
automatically lengthen the search sequence based on 
criteria such as trajectory cost or trajectory uniqueness 
– an avenue we are currently investigating. 
Performance remained strong even in the presence 
of significant (up to 50%) error introduced to the 
odometry data. Thus, even a poor odometry signal 
provides a marked benefit to image matching over no 
odometry signal at all (40.75% recall compared to 
16.97%).  
In addition to using odometry to linearise search 
trajectories (as presented in this paper), future work 
could use a characterisation of the odometry source 
quality to appropriately shape the search space and 
improve search speed. For example, if odometry 
information is deemed to be correct within 10%, and 
the camera has travelled a reported 10 metres forward 
since the last sequence match, the current query frame 
should match to a database frame between 9 and 11 
metres since the last known location. Dead reckoning 
using odometry could also be used between sequence 
matches to update the current location estimate until 
the next match. 
While saved frames are small (approximately 2 kB 
per template), the total data requirement becomes 
sizeable when entire road networks are considered. 
Large-scale storage concerns have been previously 
discussed, but go beyond the scope of the paper. 
Instead, we refer the reader to [Milford, 2013]. 
With a fixed database size, there is no 
computational growth in comparing each queried 
image to the database, and real-time computation has 
been calculated to be feasible within a large city 
[Milford, 2013] (a slower initial global localisation 
phase is required if prior spatial context is not used and 
the system has to localise globally). Our method for 
incorporating odometry to constrain the search space 
offers significant speed advantages, likely enabling 
rapid initial localisation in larger environments, such as 
a small country.  
In future, we will continue to develop SMART as 
a place recognition module for real-time navigation 
systems. Odometry is widely available on modern road 
vehicles making deployment relatively straightforward 
on those platforms. The ability of the system to 
function well even with significantly degraded 
odometry is a promising sign for deployment on other 
platforms such as humans, where only alternative 
sources of motion information, such as visual odometry 
or human step counting methods are available.  
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4 | All-Environment Visual Place
Recognition with SMART
The previous chapter introduced SMART and demonstrated how its image matching
techniques and use of odometry significantly improved upon the capabilities of
SeqSLAM. To build upon these results, the following paper further evaluates the
algorithm and presents results from two datasets – including a new o -road, forest
environment, explored with a radio-controlled car. In particular, the following questions
are discussed:
• With respect to SeqSLAM, how well does SMART perform on a visually-bland,
o -road environment?
• What is the impact of variable o set image matching, and does it enable place
recognition across significant (approximately 3 metres) variations in lateral vehicle
positioning?
• How well does sky blackening work on non-uniform skies, such those with
scattered clouds that move throughout the day?
• What is the impact of changing the sequence length parameter?
As with the previous paper, SMART was able to perform place recognition on
a challenging dataset where SeqSLAM struggled. These results motivated further
investigation into the viewpoint problem and hence stimulated the work presented in
the upcoming chapters.
“All-Environment Visual Place Recognition with SMART” was presented at the 2014
IEEE International Conference on Robotics and Automation (ICRA) in Hong Kong,
China (Pepperell et al., 2014a).
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Abstract— This paper presents Sequence Matching Across 
Route Traversals (SMART); a generally applicable sequence-
based place recognition algorithm. SMART provides 
invariance to changes in illumination and vehicle speed while 
also providing moderate pose invariance and robustness to 
environmental aliasing. We evaluate SMART on vehicles 
travelling at highly variable speeds in two challenging 
environments; firstly, on an all-terrain vehicle in an off-road, 
forest track and secondly, using a passenger car traversing an 
urban environment across day and night. We provide 
comparative results to the current state-of-the-art SeqSLAM 
algorithm and investigate the effects of altering SMART’s 
image matching parameters. Additionally, we conduct an 
extensive study of the relationship between image sequence 
length and SMART’s matching performance. Our results show 
viable place recognition performance in both environments 
with short 10-metre sequences, and up to 96% recall at 100% 
precision across extreme day-night cycles when longer image 
sequences are used.  
I. INTRODUCTION 
Visual place recognition systems have been increasingly 
popular within robotics, due in part to the wide availability of 
visual sensors, as well as their lack of reliance on global cues 
(c.f. GPS). These properties make them applicable in areas 
where satellite coverage is not available or the scale of the 
environment is small. Many of such systems reside under the 
banner of Simultaneous Localisation And Mapping (SLAM) 
– an area that is the subject of substantial research [1-5]. 
The increasing deployment of visual sensors as the 
primary sensor modality in state-of-the-art place recognition 
systems is motivated by their inherently high information 
potential, small size, modest power requirements, wide 
availability and low cost [6-8]. There has also been 
substantial focus on long-term autonomy for service robots 
with persistent navigation being a desirable outcome. 
However, persistent visual navigation remains a challenge, 
due to vision being inherently sensitive to changes in 
illumination, such as between different times of the day (such 
as the extreme case of day to night), and across weather and 
seasonal variations. Attempts to solve this problem have 
shown impressive results [9-12], but these existing systems 
either require prior training in similar environments [10, 11], 
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require impractically long image sequences [9, 12], or make 
assumptions about the repeatability of vehicle pose and 
velocity between traversals [9, 12]. Overcoming these 
limitations is essential for a persistent system with 
applicability to the real world. 
Sequence Matching Across Route Traversals (SMART) is 
a route-based place recognition algorithm, which improves 
the general applicability of Sequence SLAM (SeqSLAM) by 
integrating self-motion information to form spatially 
consistent sequences (Fig. 1), and new image matching 
techniques to handle greater perceptual change and variations 
in translational pose. Together, these developments allow the 
sequence-based algorithm to successfully recognise places 
across difficult environmental conditions, and for the first 
time, enable image sequences to be reduced to lengths 
practical for real-world use. SMART achieves these aims 
without professional-grade sensors, calibrated imagery or a 
training phase. In this paper, we build on a preliminary study 
in [13]; we extend the pose invariance capabilities of 
SMART and compare its performance against SeqSLAM on 
a new, varied-pose and visually bland off-road forest dataset, 
and conduct an extensive study of the relationship between 
sequence matching length and performance. 
The paper proceeds as follows: Section II provides 
background into prior work on visual place recognition and 
odometry. Section III summarises the SMART algorithm, 
reviewing its improvements over SeqSLAM. The 
experimental setup and results are presented in Section IV 
and Section V, respectively. Finally, Section VI discusses the 
outcomes of this paper and presents suggestions for future 
work. 
 
Fig. 1: Using condition-invariant, whole-image matching techniques 
and odometry, SMART compares image sequences with constant 
spatial separation between images. 
II. BACKGROUND 
With vision as the primary sensor, SLAM systems have 
previously shown impressive place recognition, as judged by 
accuracy and environmental size. One state-of-the-art 
example is FAB-MAP, which has been successfully 
demonstrated on long routes up to 1000 km [14], but requires 
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a training phase before deployment. The use of features in 
such systems, such as SIFT [15] and SURF [16] allows 
invariance to scale and rotation, but leads to poor 
performance across extreme perceptual change [9].  
Sensor fusion is a common technique to improve the 
perceptual invariance of vision systems, with notable 
examples using thermal camera [17] and laser augmentations 
[18, 19]. The disadvantage of these approaches is that 
systems become more expensive and cumbersome, which has 
motivated further investigation into more invariant vision-
only place recognition. 
SeqSLAM is a place recognition algorithm that uses 
sequences of whole images and local-best matching 
techniques to cope with extreme perceptual change [9], even 
over very long (3000 km) journeys [12]. Its lack of reliance 
on features enables SeqSLAM to work with high levels of 
motion blur [20], allowing slower shutter speeds for greater 
exposure in low light. The linear sequence search process in 
SeqSLAM assumes similar speeds in repeated route 
traversals and negligible accelerations, limiting its 
performance when these criteria are not met. These 
shortcomings have been somewhat addressed by Cooc-MAP, 
which uses feature codebooks for various times of the day 
and allows non-linear sequence searching [10]. However, the 
disadvantage of this approach is that multiple training 
traversals are required, including those in similar conditions 
and similar time of day to the query traversal. Non-linear 
sequence searching also reduces search constraints, 
potentially allowing more spurious sequence matches and 
increasing computational complexity. 
Combining visual place recognition and odometry is a 
demonstrably effective technique for motion estimation and 
pose filtering [4, 21]. Odometry effectively allows constraints 
in searching for loop-closures, improving accuracy and 
reducing computational complexity. An alternative system, 
OpenStreetSLAM, is an odometry-only approach to place 
recognition, which fits trajectory shapes of its path to streets 
on roadmaps [22]. However, locations exhibiting self-
similarity, such as highways and gridded streets pose a 
serious challenge to this approach. 
III. THE SMART ALGORITHM 
This section summarises the SMART algorithm and 
describes the addition of several new components over its 
progenitor, SeqSLAM. 
A. Sky Blackening 
The sky regions of an image offer no localisation 
information and degrade matching performance if conditions 
change between traversals. In such cases, we effectively 
remove the sky in daytime traversals by a process we call Sky 
Blackening. The process begins by applying a transform [23] 
to the original RGB image to enhance the contrast of the 
brighter, bluer sky regions, giving C: 
 
3.8243.1363.016.1  BGRC  (1) 
This image is then converted into an image mask by 
thresholding at the sky-ground boundary using valley-
emphasis [24] – a technique which does not assume a bi-
modal distribution of sky-ground pixel occurrences. The 
mask is then used to effectively zero all pixels of the sky 
regions in a standard greyscale version of the original image, 
which is then used for image comparison (Fig. 2). Despite the 
significantly different types of datasets used in this paper, the 
method leads to consistent performance improvements. 
 
Fig. 2: The sky blackening algorithm takes a daytime frame (a), 
automatically enhances the contrast between sky and ground (b), 
forms an image mask (c) and zeroes sky pixels of the image in its 
greyscale form (d). For comparison, the corresponding night time 
frame (e) and its greyscale form (f) are shown. The similarity of (d) 
and (f) is vastly greater than the original frames (a) and (e). 
B. Image Comparison 
To cope with changes in camera pose, SMART 
implements variable offset image matching – a technique 
absent from SeqSLAM, but used in other SLAM systems 
[25]. Each query frame is compared to each database frame 
(template) over a range of offsets up to a horizontal and 
vertical maximum (notated here as xmax and ymax) such that the 
Sum of Absolute Differences (SAD) score of the overlapping 
region is minimised. 
As with SeqSLAM, comparisons are made with the 
resolution reduced, patch-normalised frames – a process 
performed by dividing the image into patches, then taking 
each pixel and subtracting its patch mean and dividing by its 
patch standard deviation [9]. All difference scores are 
assembled into a difference vector, D for each frame. 
C. Distance-Based Template Learning and Querying 
SMART learns and queries resolution-reduced, patch-
normalised images at constant distance intervals, rather than 
constant time intervals. To function effectively, a consistent, 
but not necessarily metric source of translational velocity 
(e.g. encoder-based or visual) is required. 
D. Localised Sequence Searching 
Like SeqSLAM, SMART employs local neighbourhood 
normalisation to remove biases from lighting variations 
between route traversals. Each element in the difference 
vector D is normalised within a fixed range (l) by subtracting 
the local mean and dividing by the local standard deviation to 
enhance the local matching contrast [9]. 
To search for image sequences, difference vectors are 
joined to form an image-matching matrix, M: 
 
> @TdTdT ss DDDM ˆ,,ˆ,ˆ 1   (2) 
where ds is the sequence length and T is the current frame 
number. Straight-line trajectories are then projected from 
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each element in sdTDˆ to find the lowest-cost sequence, 
which has a normalised difference score, S: 
 s
T
dTt
t
k
d
S s
¦
  
D
 (3) 
where k is the index of the column vector Dt that the search 
trajectory passes through: 
 
Itan)( tTdsk s   (4) 
where s is the number of the originating template and ϕ is the search trajectory angle. As a final step, a global cost 
threshold is applied to determine which sequences are 
accepted or rejected. 
Using straight lines for sequence searching assumes that 
both route traversals were performed at similar speeds 
(depending on the search angle range) with negligible relative 
acceleration. These assumptions are not valid in many 
environments, such as busy city streets. SMART’s use of 
odometry for learning and querying effectively linearises 
sequences in M and constrains the search space to 
approximately 45° straight lines (Fig. 3). The result is a faster 
(fewer angles to search) and more accurate search process as 
spurious sequences are less likely to be selected. 
 
Fig. 3: The search algorithm finds the lowest-cost (dark blue) straight-
line segment across recent image difference vectors as the search 
angle, ϕ, is varied. For clarity, only one sequence starting point is 
shown in each case. SMART’s use of odometry (left) linearises the 
sequence trajectory, allowing a faster, more constrained search, with 
less chance of spurious matching. Without odometry (right), the linear 
trajectory lines do not correctly span over all sequence frames. 
IV. EXPERIMENTAL SETUP 
In this section, we describe the experimental setups, 
vehicular datasets, ground truth measures and the studies 
performed. 
A. Equipment 
A GoPro Hero3 Black Edition camera was used to record 
all video footage, chosen for its short focal length of 2.77 mm 
(15 mm full-frame equivalent). For the off-road dataset, a 
4WD Summit Traxxas 1:10 scale Radio-Controlled (RC) car 
was used to traverse the environment. The car was equipped 
with a Hall Effect sensor to log odometry to an onboard 
laptop computer. 
For the road dataset, the camera was mounted to the 
dashboard of an unmodified car, facing through its front 
windscreen. Odometry information was collected via the 
car’s OBDII port (standard on all modern cars) using an 
OBDPro USB Scantool and a laptop computer. Fig. 4 shows 
the experimental setup for both datasets. 
 
Fig. 4: Experimental setup, showing the RC car with GoPro camera 
and on-board laptop computer (top) and the road vehicle with GoPro 
camera (bottom-left), OBDPro and laptop computer (bottom-right). 
B. Datasets 
We tested SMART on two datasets1, as shown in Fig. 5.  
  
Fig. 5: Maps of the Alderley off-road dataset (top) and Surfers 
Paradise road dataset (bottom). The paths taken are shown in red. Note 
the U-turn in the north-most part of the road dataset, which was 
necessary for street access due to construction and road closures. 
Imagery © 2014 DigitalGlobe, Sinclair Knight Merz & Fugro, Map 
data © 2014 Google. 
 
1 Video datasets are available from tiny.cc/milforddatasets 
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The first dataset was collected with the RC car in an off-
road, forest environment in Brisbane, Australia, and spanned 
approximately 850 metres. This dataset was structured to 
deliberately test both the pose variance and velocity 
invariance capabilities of the new algorithm. The first 
traversal followed the left side of a dirt path with deliberate, 
regular and large speed variations  (Fig. 6). The second 
traversal followed the right side of the same path at a 
relatively constant speed. The two traversals took 
approximately 20 and 10 minutes respectively. The ratio 
between vehicle speeds at corresponding locations during the 
first and second traverses varied from infinite (stopped vs. 
moving) to approximately 50%, while lateral pose variance 
ranged from 1 to 3 metres (average of 2 metres). 
The second dataset consisted of a 3.5 km drive on-road 
through the busy streets of Surfers Paradise on the Gold 
Coast in Australia [13]. The first traversal of this dataset was 
performed during the day in overcast weather with light rain, 
and the second was performed in clear weather at night. As 
both traversals were done in peak traffic, the speed variation 
within and between traversals was significantly greater than 
the original SeqSLAM dataset [9]. Travel times across this 
dataset were approximately 20 and 15 minutes for the 
daytime and night time traversals, respectively. 
C. Ground Truth 
For both datasets, ground truth was constructed by 
manually finding pairs of frame correspondences at regular 
frame intervals. Approximately 200 pairs were found for 
each dataset, with linear interpolation used for in-between 
frames. Ground truth can be considered correct to within 
approximately 1 metre of forward translation for the road 
dataset and 3 metres for the off-road dataset (due to difficulty 
in identifying similar scenes across the changed pose and 
camera perspective). 
D. Data Pre-Processing 
All original videos were recorded at a resolution of 1920 
by 1440 pixels at frequencies of 30 and 24 frames per second 
for day and night, respectively. The road night time video 
was recorded at a lower frame rate to enable a longer 
exposure time (approximately 1/48th of a second) and later 
converted to 30 frames per second. For the road dataset, a 
rectangular crop was then performed to remove visible 
internal areas of the car. For image matching, the lower half 
of each frame was cropped out of the off-road videos to 
prevent spurious localisation from the highly-aliased dirt 
track.  
In cases where it was used, sky blackening was 
performed prior to downsampling and patch-normalisation, 
which was the final step before SAD image comparison. 
Odometry information was used to generate lists of frame 
numbers with fixed-distance separations as inputs into 
SMART. Separations of 0.25 metres and 1 metre (fdist) were 
used between frames for the off-road and road datasets, 
respectively. In the tests without odometry, similar lists were 
generated with fixed frame separations (fjump) to give 
approximately the same number of frame comparisons as in 
the odometry cases. 
E. Studies and Parameters 
For the off-road dataset, we conducted studies 
investigating how odometry, sky blackening and variable 
offset image matching (in increasing amounts) affect 
performance. The following scenarios were tested: 
1. Classic SeqSLAM 
2. Sky blackening and offset matching up to 2 pixels 
horizontally and 1 pixel vertically (no odometry) 
3. Odometry only 
4. Odometry and sky blackening 
5. Odometry, sky blackening and offset matching up to 
1 pixel horizontally and vertically 
6. Odometry, sky blackening and offset matching up to 
2 pixels horizontally and 1 pixel vertically 
7. Odometry, sky blackening and offset matching up to 
2 pixels horizontally and vertically 
8. Odometry, sky blackening and offset matching up to 
3 pixels horizontally and 1 pixel vertically 
An additional set of studies investigated the effect of 
changing the sequence length from 5 to 200 metres on the 
road dataset. Table I shows the parameter settings for all 
studies. 
TABLE I 
PARAMETER LIST 
Parameter Value Description 
Rx,Ry 64,32 
Reduced image size (road 
dataset) 
Rx,Ry 24,8 
Reduced image size (off-
road dataset) 
fdist 1 metre 
Frame learning rate (road 
dataset) 
fjump 10 frames 
Frame learning rate (off-road 
dataset, scenarios 1-2) 
fdist 0.25 metres 
Frame learning rate (off-road 
dataset, scenarios 3-8) 
l 80 templates Neighbourhood  length 
ds Varied 
Sequence length (road 
dataset) 
ds 
40 frames 
(10 metres) 
Sequence length (off-road 
dataset) 
P 8x8 pixels Patch size 
xmax, ymax 1,1 
Maximum shift offsets (off-
road scenario 5, road 
dataset) 
xmax, ymax 2,1 
Maximum shift offsets (off-
road scenarios 2 and 6) 
xmax, ymax 2,2 
Maximum shift offsets (off-
road scenario 7) 
xmax, ymax 3,1 
Maximum shift offsets (off-
road scenario 8) 
ϕ
 [40°, 45°, 50°] Trajectory search angles 
 
V. RESULTS 
In this section, we present the results showing speed 
variation and place recognition performance in the off-road 
dataset, and the results of the sequence length study on the 
road dataset. A video accompaniment to this paper 
demonstrates the matching techniques and results. 
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A. Speed Variation 
There was significant speed variation between the two 
traversals of the off-road dataset (Fig. 6), with the first (left) 
traversal having a significant amount of arbitrary 
acceleration, stops and starts. 
 
Fig. 6: Speed plots of each traversal of the RC car dataset. The 
significant speed variation between each traversal makes sequence 
matching difficult without odometry. 
B. Place Recognition Performance 
Fig. 7 shows example frame matches on the off-road 
dataset. Despite the large variations in vehicle velocity, 
SMART attained good matching performance, especially 
when compared with SeqSLAM, as well as coping with 
moderate changes in shadowing, sky appearance and pose.  
 
Fig. 7: Example frame matches from the off-road dataset. The left 
column shows frames queried from the second traversal, and the 
middle and right columns show the frames recalled by SMART and 
SeqSLAM, respectively. Both algorithms performed well in distinct 
locations (top row), but SeqSLAM struggled to correctly match bland 
scenes (bottom 3 rows). Each frame is the midpoint of a sequence. 
Precision-recall curves (Fig. 8) were generated by varying 
the sequence cost threshold and comparing the chosen 
sequences to ground truth. Sequences were deemed correct if 
their midpoints were within 10 metres of ground truth – a 
stricter threshold than that used in previous studies (40 
metres in [9, 14, 20]). Here, precision is the proportion of 
returned frame pairs that were correct, and recall is the 
proportion of total correct frame pairs that were returned. 
Recall performance at 100% precision is the criterion of 
interest (despite missing some correct matches), as false 
positives are undesirable in a place recognition system. As 
the first and last ds/2 frames do not form part of complete 
sequences, it is not possible to achieve 100% recall. As 
shown in Table II, scenario 6 had the best performance, 
achieving 36% recall at 100% precision. 
 
 
Fig. 8: Precision-Recall curves for the 8 testing scenarios in the off-
road dataset, showing the performance improvement as the new 
features of SMART are added to the SeqSLAM baseline.  
TABLE II 
OFF-ROAD SCENARIO TESTING RESULTS 
Scenario Best Recall at 100% Precision 
1 1% 
2 25% 
3 1% 
4 5% 
5 30% 
6 36% 
7 21% 
8 28% 
 
Odometry alone did not improve performance at the 
100% precision level (scenario 1 vs. 3), but did make a 
significant improvement when used in conjunction with 
optimal settings (scenario 2 vs. 6). Even though both 
traversals were performed at similar times of the day, sky 
blackening made a noticeable performance improvement 
(albeit not to the same enormous recall benefit of 50% as on 
the road dataset between day and night [13]), as it prevented 
cloud pattern variations from diluting matching performance. 
Image offsetting up to 2 pixels horizontally and 1 pixel 
vertically was found to be optimal, with further increases in 
either direction worsening performance. We attribute this to 
larger shifts resulting in a smaller image overlap (comparison 
region), making it more prone to aliasing and returning 
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spurious matching scores. Ground truth performance plots for 
the best cases with and without odometry are shown in Fig. 9. 
 
Fig. 9: Ground truth performance plots for the off-road dataset for 
optimised no-odometry scenario 2 (left – note the scale) and optimised 
odometry scenario 6 (right) at 100% precision. The horizontal axis 
represents frame numbers on the query traversal and the vertical axis 
represents those on the database traversal. Blue lines connect ground 
truth frame pairs and red crosses indicate the correctly reported frame 
matches. 
C. Sequence Length Study 
Table III shows the performance achieved by SMART as 
the sequence length is varied between 5 and 200 metres, as 
well as the theoretical maximum (to the nearest integer 
percentage) for each case. All tests were performed with sky 
blackening and optimal parameters (see Table I). Note that 
increasing the sequence length also reduces the maximum 
possible recall, as the first and last ds/2 frames are not 
midpoints (recalled frame pairs) of complete sequences. 
Thus, over the 2350 query frames, the maximum possible 
recall drops to 96% for 100-metre sequences, and 91% for 
200-metre sequences. This recall limitation applies for each 
new section of contiguous matching frames, with this dataset 
being a special case as the query traversal is a direct repeat of 
the database traversal. 
TABLE III 
SEQUENCE LENGTH PERFORMANCE 
Sequence 
Length 
(1 frame/metre) 
Best Recall 
Achieved at 100% 
Precision 
Maximum Possible 
Recall at 100% 
Precision 
5 12% 100% 
10 37% 100% 
20 47% 99% 
30 81% 99% 
40 86% 98% 
50 88% 98% 
75 91% 97% 
100 96% 96% 
200 68% 91% 
Significant performance improvement was achieved by 
increasing sequence lengths up to 30 metres, after which the 
improvements became more modest. Performance peaked at 
a sequence length of 100 metres, where SMART correctly 
identified all possible matches within complete sequences. 
The drop in performance at a sequence length of 200 metres 
was due to accumulated odometry error – fitting straight lines 
across slightly non-linear sequences resulted in several 
incorrect matches. 
All sequence lengths had strong enough recall 
performance to be viable in a navigation system, although the 
actual required recall at 100% precision rate would depend 
on the specific application. Using 10-metre sequences (37% 
recall), the median and mean match-to-match distances were 
1 metre and 2.6 metres, respectively, with a maximum gap of 
91 metres. Reducing the sequence length to 10 m thus allows 
faster searching and less initialisation lag (5 metres). Fig. 10 
shows ground truth performance plots of the 10, 30, 100 and 
200 metre sequence lengths, and Fig. 11 compares a 10-metre 
and 100-metre sequence from the same location. 
 
Fig. 10: Ground truth performance plots at 100% precision for the road 
dataset with optimal parameters and sequence lengths of 10, 30, 100 
and 200 metres from top-left to bottom-right, respectively. Blue lines 
connect ground truth frame pairs and red crosses indicate the correctly 
reported frame matches. 
 
Fig. 11: Example frames equally-spaced along a 10-metre (left) and 
100-metre (right) matched sequence. Both sequences report the same 
location match (outlined in red), but the 10-metre sequence spans a 
significantly smaller portion of the dataset and requires an order of 
magnitude fewer image comparisons.   
VI. DISCUSSION AND FUTURE WORK 
Our results showed that the new image matching 
techniques and use of odometry in SMART enabled 
successful place recognition in challenging environments 
where SeqSLAM struggled. The sky blackening technique 
proved beneficial for both day-night and day-day cycles, 
even when appearance change was relatively minor. 
Combining a wide field of view camera with image offsetting 
was effective at overcoming moderate and varied changes in 
lateral pose. 
Odometry provided velocity invariance and reduced the 
potential for matching aliased sequences by tightly 
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constraining the search for image sequences, unlike 
alternative methods that search a wide range of possible 
velocities and accelerations [10]. Obviously, a source of 
odometry information is required, but many platforms have 
either wheel-based or visual odometry-based odometry 
sources available.  
The final study showed the implications of varying the 
sequence length on the road dataset, and demonstrated that 
sequences as short as 10 metres could provide viable 
localisation. Shorter sequences enable faster searching and 
less localisation lag, which is equal to half a sequence length. 
This criterion becomes particularly important in instances 
where the second traversal is not a direct overlap of the first, 
such as in a navigation system where frames are unlikely to 
be queried in the same order as database frames. 
In both datasets, SMART achieved regular localisation, 
but had difficulty over a number of regions. The system had 
lower performance in areas with significant self-similarity, 
such as long stretches of road or track with common distal 
features. In a navigation system, this could be mitigated with 
dead reckoning using odometry, or by automatically 
increasing the sequence length – a technique we are currently 
investigating. 
One of the most promising applications for SMART is as 
a real-time navigation system that potentially augments GPS. 
Storage and computational concerns in such an application 
have been previously discussed [26], with databases of low-
resolution imagery shown feasible in environments up to the 
size of a small city. By constraining the search space (after an 
initial global localisation phase) to search database frames 
within only the local area (such as a city), real-time 
computation is feasible on standard embedded hardware. The 
contributions described in this paper represent a significant 
step towards achieving generic applicability across all 
environments and platforms.  
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5 | Towards Vision-Based Pose-
and Condition-Invariant Place
Recognition along Routes
As discussed in Section 2.5.2, whole-image place recognition algorithms – such as
SMART – are robust to changing conditions, but are sensitive to changes in viewpoint.
Chapters 3 and 4 introduced variable o set image matching, which can compensate for
small variations in camera positioning, but becomes less e ective as these variations
change. In practical scenarios, there are many situations where it is desirable to localise
a platform along a particular dimension – the direction of travel – while maintaining
invariance to significant movements along other dimensions. One such example is
vehicular localisation on public roads, where changes in lane positioning lead to large
appearance variations, despite being in the same “place” along the road.
The following paper sought to address this problem by more substantially bridging
the gap between condition-invariant and pose-invariant place recognition solutions. It
extends the SMART algorithm to search through multiple image scales that compensate
for changes in appearance caused by viewpoint. This is achieved through the use of
sideways imagery, which transforms the problem of lateral position shift to one of
forward camera translation. We demonstrate that rescaling one camera view relative
to another – while assuming negligible perspective e ects – improves whole-image
similarity, resulting in strong performance of the sequence-based technique where it
would otherwise fail.
The results demonstrate successful localisation over two challenging day-night
datasets over varying degrees of lane shift in highway and suburban environments –
including the extreme case of outside-to-outside lane matching on divided, four-lane
roads. The implication of these results is that large roadways can be explored once (or
be sourced from public imagery), and be later matched against, regardless of time of
day or vehicle positioning.
“Towards Vision-Based Pose- and Condition-Invariant Place Recognition along
Routes” was presented at the 2014 Australasian Conference on Robotics and
Automation (ACRA) in Melbourne, Australia (Pepperell et al., 2014b), where it was a
Best Paper Award finalist.
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Towards Vision-Based Pose- and Condition-Invariant Place
Recognition along Routes⇤
Edward Pepperell, Peter Corke and Michael Milford
Australian Centre for Robotic Vision
Queensland University of Technology
e.pepperell@qut.edu.au
Abstract
Vision-based place recognition involves
recognising familiar places despite changes
in environmental conditions or camera
viewpoint (pose). Existing training-free
methods exhibit excellent invariance to
either of these challenges, but not both
simultaneously. In this paper, we present
a technique for condition-invariant place
recognition across large lateral platform
pose variance for vehicles or robots
travelling along routes. Our approach
combines sideways facing cameras with
a new multi-scale image comparison
technique that generates synthetic views
for input into the condition-invariant
Sequence Matching Across Route Traversals
(SMART) algorithm. We evaluate the
system’s performance on multi-lane roads in
two di↵erent environments across day-night
cycles. In the extreme case of day-night
place recognition across the entire width
of a four-lane-plus-median-strip highway,
we demonstrate performance of up to 44%
recall at 100% precision, where current
state-of-the-art fails.
1 Introduction
Visual place recognition systems have gained
increasing traction due to their many benefits
over other sensing modalities, including their low
cost, small size, low-power requirements and ability
to work in GPS-denied areas such as tunnels.
However, a place’s visual appearance significantly
varies depending on environmental conditions and
camera pose. While existing systems cope well with
significant camera pose [Cummins and Newman, 2009;
Davison et al., 2007; Klein and Murray, 2007; Konolige
and Agrawal, 2008] or condition variance [Milford
and Wyeth, 2012; Pepperell et al., 2014; Milford
et al., 2013; Su¨nderhauf et al., 2013a; Su¨nderhauf
et al., 2013b], overcoming both simultaneously is
an ongoing challenge. Typical approaches to this
⇤This work was supported by an Australian Research
Council DECRA grant (DE120100995) awarded to
M. Milford.
Match 
Traversal 2 
Traversal 1 
Traversal 1 Traversal 2 
Figure 1: By applying the SMART algorithm
over views of multiple scales, the same place can
be correctly identified across significant changes
in lateral pose and illumination. The example
frame pair above is a match (as the centre of
an image sequence) correctly identified by our
algorithm under the worst case pose change of
3 lanes and a median strip on a divided highway
road, where the 2 traverses were performed in
opposite directions. Note that this technique uses
bilateral cameras, but for clarity, only the east
camera views are shown.
problem have taken pose-invariant systems and
attempted to endow them with invariance to changing
environmental conditions. In this paper, we pursue
an alternative approach by adding pose invariance to
the condition-invariant algorithm, Sequence Matching
Across Route Traversals (SMART) [Pepperell et al.,
2014].
We present a multiple-scale image comparison
method for matching places along a route with
lateral camera shift. Using sideways imagery, e.g.
by combining information from 2 sideways-facing
cameras (Figure 1) – or sideways regions of an
omnidirectional sensor – the lateral pose change
problem is transformed into one of forward camera
translation, which can be emulated using varied image
scales. We evaluate the performance of the new
multi-scale SMART algorithm against its predecessor
on 2 challenging road vehicle datasets in highway
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and suburban environments. The evaluations involve
performing place recognition across varying degrees
of lateral camera shifts up to the complete width of a
4-lane road with a median strip, using images obtained
from car journeys in opposing directions across a
day-night cycle.
The paper proceeds as follows: Section 2 provides
an overview of relevant prior work. In Section 3,
we briefly summarise the SMART algorithm and
describe the new multi-scale image comparison
approach in Section 4. We detail our evaluation
methodology in Section 5 and present the results in
Section 6. Section 7 discusses the results and suggests
improvements to be pursued in future work.
2 Background
A typical goal of place recognition systems is to
work in large-scale environments, which is attainable
by the current state-of-the-art. One such example
is FAB-MAP, which successfully localised within a
1000 km journey [Cummins and Newman, 2009]. This
method uses Speeded Up Robust Features (SURF)
[Bay et al., 2006] for image comparison, which
are e↵ective in coping with changes in scale and
rotation (and hence camera pose), but perform poorly
across significant changes in illumination [Milford and
Wyeth, 2012; Valgren and Lilienthal, 2007]. Other
notable methods using feature descriptors include
MonoSLAM [Davison et al., 2007] and FrameSLAM
[Konolige and Agrawal, 2008]. However, condition
invariance is essential for long-term operation.
Several condition invariant solutions use training to
dynamically model or predict changes in appearance
[Su¨nderhauf et al., 2013b; Lowry et al., 2014;
Johns and Yang, 2013a; Churchill and Newman,
2012; Johns and Yang, 2014], or to build a
database of scenes at di↵erent times of day with
which to match features on query traverses [Johns
and Yang, 2013b]. In the context of place
recognition, these methods are primarily limited
by the overheads in acquiring training data, and
currently have limited applicability to previously
unseen types of environmental change. Many also
lack pose invariance. More recent approaches
attempt to learn invariant place-dependent features
[McManus et al., 2014b], but again require training.
Alternative, training-free approaches have made
significant progress towards producing and using
“illumination invariant” images for place recognition
through knowledge of spectral response to convert
colour images to greyscale forms absent of shadows
[Corke et al., 2013; McManus et al., 2014a; Maddern
et al., 2014].
Exploiting temporal information, Sequence SLAM
(SeqSLAM) [Milford and Wyeth, 2012] addresses
changing environmental conditions by combining
simple whole-image matching techniques with search
methods for finding coherent sequences of image
matches, rather than globally-best single frame
matches. SeqSLAM demonstrated place recognition
in the presence of significant motion blur [Milford
et al., 2013], on very long journeys [Su¨nderhauf et
al., 2013a] and using non-linear [Johns and Yang,
2013b; Naseer et al., 2014] and particle filter-based
search techniques [Liu and Zhang, 2013]. SeqSLAM’s
successor, SMART, introduced odometry-corrected
search, variable o↵set image matching and sky
removal to improve place recognition accuracy and
enable the use of significantly shorter (10 m vs. 320
m) image sequences [Pepperell et al., 2014]. However,
SeqSLAM and SMART have very limited pose
invariance, and neither has demonstrated successful
localisation across multiple lanes of lateral pose
change.
In this paper, we seek to bridge the gap
between pose-invariant, condition-sensitive place
recognition algorithms and the condition-invariant,
but pose-sensitive performance of the SeqSLAM and
SMART algorithms.
3 The SMART Algorithm
This section briefly summarises the SMART
algorithm, which facilitates condition-invariant
image matching in the combined system. For full
details and mathematical formulae, please refer to
[Pepperell et al., 2013].
3.1 Image Comparison
SMART uses normalised Sum of Absolute Di↵erences
(SAD) applied across corresponding pixels to calculate
a di↵erence score between a pair of frames. SMART
already provides a slight degree of pose invariance
by comparing each query frame to each database
frame (template) over a range of o↵sets up to
horizontal and vertical maxima (in the range of
±xmax and ±ymax), such that the SAD score of the
overlapping region is minimised. Prior to comparison,
classification is performed to automatically remove
(by pixel blackening) the sky regions of daytime
frames to improve matching between traverses with
dissimilar sky conditions, such as clear to cloudy or
day to night. Frames are then pre-processed into
low-resolution, patch-normalised greyscale images, as
shown in Figure 2. The multi-scale image comparison
method presented here builds on this technique.
3.2 Odometry-Corrected Local Sequence
Searching
SMART performs place recognition by searching for
coherent sequences of image matches, rather than
assessing individual frame pair di↵erences. Odometry
is used to normalise the spacing between video frames,
such that sequences can be searched as straight-lines
a b c 
Figure 2: Pre-processing stages of an input
image. Each input frame (a) is sky blackened
(if daytime) and converted to greyscale (b),
then resolution-reduced and patch-normalised (c)
prior to image matching.
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Figure 3: Di↵erence matrix, M. For each
image di↵erence vector (column in M), the
search algorithm finds the lowest-cost (dark blue)
straight-line sequence through the matrix as the
starting point (row in M) and search angle,  ,
are varied. With accurate odometry as provided
by a car’s onboard system, video frames are
equally-spaced and the search can be constrained
to   = 45  lines. For clarity, only one sequence
starting point is shown.
through a matrix of pairwise frame di↵erence scores.
As processed, low-resolution query and database
images are compared, an image di↵erence matrix, M,
is formed. Each element of M is normalised within
a neighbourhood (l) in its column by subtracting
the local mean and dividing by the local standard
deviation to normalise scores in the local matching
cohort. Coherent sequences are then found within this
matrix by searching for the lowest-cost linear paths of
fixed length, as shown in Figure 3.
4 Multiple-Scale Image Comparison
Our proposed technique rescales images to generate
approximate equivalent views at all possible lateral
vehicle shifts in both directions. Consider first, a
single camera, providing 1 image per place for each
Figure 4: Example of cropping and resampling
rectangular regions from an image to produce 4
di↵erent scale views of a scene with the same
image size. This process is applied to all database
and query frames.
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Figure 5: Sequences are independently searched
through the combined image di↵erence matrices
at each scale ratio, with the lowest-cost overall
sequence chosen. For clarity, only 3 scale ratios
are shown.
traverse of an environment (as in Figure 1). Scaled
images are produced by cropping out rectangular
regions of varying size above the horizon (Figure 4)
and resampling them to a common image size. The
largest (least zoomed) scaled image for each query
frame is then compared to all scales of each database
frame and vice versa. This process creates a di↵erence
matrix for each scale ratio, giving 2N   1 matrices
for N image scales – e.g. 4 scales per image gives 7
scale ratios: 3 scaling the query views to approximate
database views to the east, 3 scaling the query views
to approximate database views to the west, and the
1:1 scale ratio representing no relative shift.
Each scale ratio matrix, Mn, is then independently
searched for sequences (Figure 5), with the lowest-cost
sequence across rows and scales chosen for each
di↵erence vector. Parallel searching of the scale ratio
matrices in this manner adds another dimension to
the search process shown in Figure 3.
We apply the above process to a pair of sideways
views – in this case, from 2 cameras – providing more
information about a scene, and the ability to localise
Mn
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Figure 6: The corresponding camera views from
the query and database traverses are scaled such
that one database view is enlarged relative to the
corresponding query view, and vice versa. The
scaled views are then concatenated into a single
image for each traverse and compared to form a
di↵erence matrix. This figure shows 1 scale ratio,
appropriate for the case where the query traverse
is closest to western structure and the database
traverse is closest to eastern structure.
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in opposite directions. Images from each camera pair
along a traverse are independently cropped and scaled
as above, then concatenated together into a single
image before being compared to form a di↵erence
matrix for each scale ratio (Figure 6). Note that in
each instance, one database camera view is enlarged
relative to one query camera view, and the other is
reduced.
To enable place recognition across traverses in
opposite directions, the left view on one traverse must
be compared to the right view of the other traverse,
and vice versa. The order of one image sequence
relative to the other also reverses. This situation can
either be accounted for by searching in both directions
(hence doubling compute), or by adding further pose
information, e.g. from a compass, to detect changes
in polarity between traverses.
In selecting the image regions for comparison, we
make 2 assumptions – (1) that the vehicle movement
is planar, such that the camera has a fixed, repeatable
horizon; and (2) that surrounding structure is at an
approximately fixed distance from the road edge (such
that perspective distortion is not significant) over the
length of a sequence. However, the first assumption
could be eliminated by using a gravity signal from an
accelerometer to dynamically find the horizon.
Although the second assumption appears
restrictive, our results demonstrate good performance
using such an approximation. No assumptions are
made as to the lateral position (or lane in the case
of road routes) of the platform on either traverse,
other than that it remains approximately consistent
through each individual sequence. The range of
scales determines the maximum amount of lateral
pose shift.
5 Evaluation
In this section, we describe the experimental setup,
image scaling arrangements, vehicular datasets,
ground truth measures and studies performed. Each
experiment includes a control case as a baseline; using
SMART without the new multi-scaling algorithm
(“vanilla” SMART).
5.1 Experimental Setup
Video footage was recorded using GoPro Hero3 Black
Edition cameras, mounted on each side of a road
vehicle, facing sideways as in Figure 1. Odometry
information was collected via the vehicle’s OBDII
port using an OBDPro USB Scantool and a laptop
computer. All original videos were recorded with
PROTUNETMenabled (for better low-light exposure)
at a resolution of 1920 by 1440 pixels at 24 frames
per second. The videos were then converted to a
resolution of 480 by 360 prior to cropping and scaling.
The cameras were used uncalibrated with no image
rectification performed.
200 m 
200 m 
Figure 7: Aerial maps of the highway (top)
and suburban (bottom) datasets, showing the
traversed paths in red. Imagery c  2014
Cnes/Spot Image, DigitalGlobe, Landsat, Map
data c  2014 Google.
5.2 Datasets
We evaluated our method on 2 road datasets1
acquired in Queensland, Australia (Figure 7), each
consisting of multiple passes across day and night
on approximately 4 km, 4-lane, bidirectional road
sections, divided by median strips. The first dataset
was collected along the Gold Coast Highway in Palm
Beach (“highway”) and the second was collected
along Christine Avenue in Robina and nearby suburbs
(“suburban”). We refer to each lane numerically from
1 to 4, going from east to west on the highway dataset
and going from south to north on the suburban
dataset.
5.3 Image Cropping and Scaling
All frames of the video footage had regions extracted
above the horizon as in Figure 4, which were then
linearly downsampled to 64 by 32 pixels.
Scaling ratios were calculated by assuming a
10-metre distance (D = 10) from the outside lanes
to kerbside structure and using discrete steps based
on a standard lane width of 3.3 m to proportionally
scale the image region of interest. Note that
these quantities are arbitrary approximations and the
1https://wiki.qut.edu.au/display/cyphy/Datasets
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algorithm was found to be insensitive to significant
real-world variations in these distances (see Figures 8
and 9).
Table 1 shows the resultant 7 scale ratios for our
camera setup, comprising 4 scaled views from each
traverse. Each cropping coordinate is taken with the
origin as the top-left corner of the 480 by 360 pixel
frame. For generic place recognition with unknown
lateral shift ranges, scales ratios from 1:1 to 1:D could
be selected using a step size chosen to suit available
computational resources.
Table 1: Cropping Parameters for Multiple Scales
Video 1, 2
Structure
Distances (m)
Video 1 (East)
Video 2 (West)
(x, y, w, h)
Video 1 (West)
Video 2 (East)
(x, y, w, h)
E↵ective
Scale
Ratio
13, 23 30, 70, 420, 120 121, 122, 237, 68 1.77:1
13, 20 30, 70, 420, 120 104, 112, 273, 78 1.54:1
13, 16 30, 70, 420, 120 69, 93, 341, 98 1.23:1
13, 13 30, 70, 420, 120 30, 70, 420, 120 1:1
16, 13 69, 93, 341, 98 30, 70, 420, 120 1:1.23
20, 13 104, 112, 273, 78 30, 70, 420, 120 1:1.54
23, 13 121, 122, 237, 68 30, 70, 420, 120 1:1.77
5.4 Ground Truth
Ground truth was calculated by manually
synchronising the start and end points of the
traversal videos for each tested scenario and
interpolating in-between frame correspondences
using odometry, verified by manual inspection. The
ground truth can be considered correct to within
approximately 3 metres.
5.5 Studies and Parameters
We evaluated the multi-scale method against vanilla
SMART across 1, 2 and 3 lanes of lateral pose shift on
the highway dataset (Table 3), varying which traverse
lane acted as the database and which acted as the
query. To verify these results, the 1- and 3-lane shift
tests were repeated on the suburban dataset with the
same parameters, as shown in Table 4. All tests
were done across a day-night cycle for illumination
variance.
The SMART parameters used in all studies
are shown in Table 2, which were chosen based
on previously successful values [Pepperell et al.,
2013] and applied consistently across both datasets.
Sequence lengths of ds = 30 m and ds = 100 m
were used to be comparable to a previous study
showing typical and perfect results with repeated pose
[Pepperell et al., 2014], in addition to tests with
ds = 200 m to evaluate whether increased sequence
lengths can compensate for degraded image matching
performance.
6 Results
In this section, we present example sequence matches,
precision-recall curves, ground truth plots and failure
cases. A video accompaniment to this paper details
the methodology and presents illustrative results.
Table 2: List of SMART Parameters
Parameter Value Description
Rx, Ry 64, 32 Reduced image size
fdist 1 m Frame distance
P 8⇥ 8 pixels Patch size
  45  Trajectory search angle
l 80 templates Neighbourhood length
xmax, ymax 0, 2 Maximum shift o↵sets
ds 30, 100, 200 m Sequence length, varied
6.1 Precision-Recall Performance and
Dataset Coverage
Tables 3 and 4 show the scenarios tested and
summarise the recall results at 100% precision on the
highway and suburban datasets, respectively. For
comparison, recall figures attained by the vanilla
SMART algorithm without the new multi-scaling
approach are shown in parentheses – except where
100% precision was never reached (denoted by ‘—’).
Table 3: Highway Dataset Results
Scenario
Best Recall at 100% Precision with (without)
Multi-Scaling at Sequence Length (m)
30 100 200
Lane 1 (Night) to
Lane 2 (Day)
40% (6%) 87% (61%) 93% (84%)
Lane 1 (Night) to
Lane 4 (Day)
1% (—) 24% (—) 44% (—)
Lane 3 (Day) to
Lane 1 (Night)
1% (—) 12% (—) 57% (—)
Table 4: Suburban Dataset Results
Scenario
Best Recall at 100% Precision with (without)
Multi-Scaling at Sequence Length (m)
30 100 200
Lane 1 (Night) to
Lane 2 (Day)
49% (9%) 94% (24%) 95% (57%)
Lane 1 (Night) to
Lane 4 (Day)
1% (—) 7% (—) 14% (—)
Precision-recall curves were generated by varying
the sequence cost threshold and comparing reported
matches to ground truth. Precision refers to the
proportion of returned frame pairs that were correct
(within 20 metres of ground truth – similar to past
studies [Milford and Wyeth, 2012; Pepperell et al.,
2013]), and recall is the proportion of total correct
frame pairs that were returned. Recall performance
at 100% precision is of particular interest in a place
recognition system [Cummins and Newman, 2008]. As
the first and last ds/2 frames do not form part of
complete sequences, it is only possible to approach,
but not reach, 100% recall (e.g. maximum of 95%
recall for a sequence length of 200 in a database of
4000 frames).
Figures 10 and 11 show the precision-recall
performance plots and example ground truth coverage
(at 100% precision) for the highway and suburban
datasets, respectively. Performance was significantly
better in all cases with the new multi-scale algorithm
– vanilla SMART performed significantly worse under
1 lane of lateral pose variance, and unusably poorly
(in the order of 1% precision and recall) at larger
pose variances. The multi-scale algorithm attained
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Traversal 1 – Lane 1 (Night) 
Traversal 2 – Lane 4 (Day) 
Figure 8: Overhead satellite image (top) and example frame pairs (middle, bottom) equally-spaced along a
200 m sequence of the highway dataset across lanes 1 and 4 from the viewpoint of the east-facing cameras.
Manually-marked visual key-points are used to show corresponding features, though these are not used by the
algorithm. Overhead imagery c  2014 Nearmap Ltd.
Figure 9: Overhead satellite image (top) and example frame pairs (middle, bottom) equally-spaced along a
200 m sequence of the suburban dataset across lanes 1 and 4 from the viewpoint of the south-facing cameras.
Manually-marked visual key-points are used to show corresponding features, though these are not used by the
algorithm. Overhead imagery c  2014 Nearmap Ltd.
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Figure 10: Precision-Recall curves for each highway dataset scenario, showing performance with sequence lengths
of 30, 100 and 200 metres with the new multi-scale method (top row), as compared to vanilla SMART (middle
row). No usable place recognition performance was attained without multi-scaling for lateral pose changes
greater than 1 lane. The corresponding ground truth coverage plots for the new method at a sequence length
of 200 m are also shown (bottom row). Note the inverted slopes for traverses in opposite directions.
significant matching coverage over all tests, with the
exception of the second scenario on the suburban
dataset – see Section 6.2 for a discussion of failure
cases.
Example frame matches along a 200 m sequence for
the lane 1 (night) to lane 4 (day) scenario in each
of the highway and suburban datasets are shown in
Figures 8 and 9, respectively.
Another statistic of interest is the distribution of
automatically chosen scale ratios. Figure 12 shows
the distribution of scale ratios amongst the matched
sequences for the second highway dataset scenario,
for both all possible matches and matches accepted
at 100% precision. The majority (99%) of matched
sequences at perfect precision were from the scale ratio
representing 3 lanes of lateral pose shift, as expected.
6.2 Failure Cases
Performance was worst on the scenarios with the
largest change in lateral pose. Recall performance
– and hence coverage – was lowest on the suburban
dataset, which can be partly attributed to it having
prevalent occlusions on road dividers. Figure
13 shows example scenes from this dataset where
matching was impossible due to lack of line of
sight across the road. Section 7 discusses possible
mitigation strategies.
6.3 Computation and Storage
Our evaluation consisted of exhaustive image
comparisons and sequence searches through all
database frames across all spatial scales, e↵ectively
emulating random localisation within the tested
environments. This approach results in a linear
growth in computational load with the size of
the database. The calculation below provides the
approximate computational requirements per frame
queried on one of our datasets at 1-metre separation
when travelling at 60 km/h:
Whole Image Comparisons: 4000 images ⇥ 2 cameras
⇥ 7 scales ⇥ 2048 pixels/image ⇥ 5 vertical o↵sets ⇥
17 fps = 9.75 ⇥109 comparisons/s
Sequence Searches: 200 elements/sequence ⇥ 4000
sequences ⇥ 7 scales ⇥ 17 fps = 9.5 ⇥107
comparisons/s
Thus, even with an e cient algorithm; performing
one comparison per clock cycle, exhaustive real-time
computation is currently not feasible on a typical CPU
in 2014 (though could be with a GPU). We propose
further use of odometry to constrain the comparisons
and search to smaller local neighbourhoods within the
database (after an initial slower global localisation).
Likewise, while we demonstrated our method working
successfully with no knowledge of the database
or query traverse lane positions, acquiring some
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Figure 11: Precision-Recall curves for each
suburban dataset scenario, showing performance
with sequence lengths of 30, 100 and 200 metres
with the new multi-scale method (top row),
as compared to vanilla SMART (middle row).
No usable place recognition performance was
attained without multi-scaling for lateral pose
changes greater than 1 lane. The corresponding
ground truth coverage plots for the new method
at a sequence length of 200 m are also shown
(bottom row). Note the inverted slope for
traverses in opposite directions.
knowledge of lane positioning (especially in the
database case, which can be pre-labelled) would
further reduce the scale search space and hence
computational requirements.
Storage requirements also grow linearly with the
size of the database. Prior calculations regarding
the storage of images in large-scale environments
showed that the road networks of a medium country
could be represented by a few gigabytes of very
low-resolution templates [Milford, 2013]. Projecting
these calculations to allow for 2 camera views at 7
scales each at a higher resolution of 64 by 32 pixels,
an environment of this size has storage requirements
in the order of a few terabytes – a feasible ask for a
hard drive in 2014.
7 Discussion and Future Work
We presented a technique for achieving laterally
pose-invariant place recognition along a route, by
using a multi-scale image comparison method that
generates scaled views based on possible lateral
camera shifts. Combined with the SMART algorithm,
the system successfully performed place recognition
across day-night cycles, but would also work across
weather and seasonal variations where sequence-based
approaches have previously been shown e↵ective.
The results demonstrated that short sequences
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Figure 12: Histograms of scale ratios
automatically chosen for the highway dataset
for 200-metre sequences in the lane 1 (night) to
lane 4 (day) scenario, showing the distribution
of scale ratios chosen across all sequences (left)
and after filtering to 100% precision (right).
previously demonstrated e↵ective with SMART over
repeated pose remain e↵ective with the multi-scale
approach in achieving high recall over modest lateral
pose change (e.g. 1 lane). However, as the
lateral shift is increased, matching performance
weakens, as (1) the larger degree of image scaling
exaggerates perspective di↵erences; (2) occlusions
by other vehicles become more frequent; and (3)
in the case of travelling in opposite directions,
matching becomes di cult or impossible in sections
where the road is separated by foliage or tall
concrete barriers. We suspect that using a tall,
roof-mounted omnidirectional camera for a higher
vantage would somewhat ameliorate the second
problem. Additionally, employing a technique to
automatically change the sequence length (such as
with a particle filter [Liu and Zhang, 2013]) would
enable high recall in di cult route sections, while
retaining faster, short-sequence localisation in less
Figure 13: Example failure cases as 2 separate
night-day frame pairs (top row, bottom row) at
the same location from the suburban dataset in
the lane 1 (night) to lane 4 (day) scenario, looking
south. The algorithm failed to correctly match
sequences around these frames due to occlusions
from trees and bushes on the median strip and
roundabout (false negatives).
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challenging sections. Street imagery databases such as
Google Street View often collect imagery along both
sides of large highways; o↵ering another potential
solution.
Our multi-scale approach localised successfully
without making assumptions about the lane of
travel in either traverse. Road networks could be
mapped into databases without any constraints on
their acquisition, potentially making crowd-sourcing
feasible (and enabling usage of existing variable lane
databases such as Google Street View). The traverse
direction polarity – whether a vehicle is travelling
in the same or opposite direction to the database
route – can easily be determined with a compass.
Combining a panoramic camera with a compass could
enable localisation along arbitrary, “squiggly” route
traverses.
The naive assumption of world features being at
fixed distances from the camera worked e↵ectively
in combination with long sequences at correctly
recognising familiar scenes. A potential avenue for
future work would be to leverage 3D reconstruction
or scene understanding techniques. As the frame
spacing is known from odometry, tracking features
(or patches) between adjacent frames would enable
depth to be inferred and used to scale the camera
views accordingly; eliminating the need for brute-force
scale ratio searching. Accurate depth estimation is
contingent on having line of sight to common scene
structure between visits to a given place, and would
likely be challenged by occluding obstacles.
We believe that the approach of starting with
condition-invariant techniques and endowing them
with pose invariance is an under investigated one.
Through the research presented here and in future,
we hope to stimulate others to pursue this approach;
leveraging their expertise in sophisticated techniques
for pose-invariant place recognition.
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6 | Automatic Image Scaling for
Place Recognition in Changing
Environments
The previous chapter demonstrated that a condition-invariant algorithm, such as
SMART – in conjunction with rescaled sideways imagery and some assumptions about
the nature of roadways – could be used to solve practical place recognition tasks where
camera viewpoint vastly a ects image appearance. In achieving this aim, a finite
number of discrete scales had to be constructed, with exhaustive image comparison
and search over each scale ratio pair.
The following paper employs a more general approach to the scale selection process,
while using the same underlying image rescaling principle to solve the multiple-lane
problem on road-based environments. The proposed approach uses patch tracking
to measure the average movement of a scene across successive, equally-spaced frames
and hence estimate approximate scene depth. The ratio of depths between traverses
along an environment indicate which view must be rescaled (“zoomed in”) and by what
proportion.
The paper’s results demonstrate that this approach was functional over a range of
lateral platform shifts in highway and suburban environments, where the unmodified
SMART algorithm was unsuitable. They also highlight some of the challenges in
the new approach – particularly that large errors in depth inference can make place
matching di cult. This problem is evident in aliased environments – such as the
suburban dataset, which had long stretches of road with bland bushes – and in situations
with prevalent occlusions, such as when attempting to match images across foliaged
median strips. As the paper discusses, some of these problems can be addressed by
using an elevated camera setup, which is one of several improvements introduced in
Chapter 7.
“Automatic Image Scaling for Place Recognition in Changing Environments” was
presented at the 2015 IEEE International Conference on Robotics and Automation
(ICRA) in Seattle, United States of America (Pepperell et al., 2015).
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Automatic Image Scaling for Place Recognition in Changing
Environments
Edward Pepperell1, Peter I. Corke1, Fellow, IEEE, Michael J. Milford1, Member, IEEE
Abstract—Robustness to variations in environmental
conditions and camera viewpoint is essential for long-term place
recognition, navigation and SLAM. Existing systems typically
solve either of these problems, but invariance to both remains
a challenge. This paper presents a training-free approach to
lateral viewpoint- and condition-invariant, vision-based place
recognition. Our successive frame patch-tracking technique
infers average scene depth along traverses and automatically
rescales views of the same place at different depths to
increase their similarity. We combine our system with the
condition-invariant SMART algorithm and demonstrate
place recognition between day and night, across entire
4-lane-plus-median-strip roads, where current algorithms fail.
I. INTRODUCTION
Robust vision-based place recognition requires the ability
to recognise familiar places across variations in camera
viewpoint and environmental conditions (including time of
day), which we refer to as condition variance. Despite
these challenges, vision has advantages over other sensor
modalities – such as lasers – including its relatively low
cost and power requirements, small size, passive nature
and ubiquity. Additionally, vision-based place recognition
systems have the potential to work in GPS-denied areas –
such as indoor environments and tunnels, and small-scale
environments where high-resolution GPS is expensive.
Existing place recognition systems cope well with
significant variations in camera viewpoint [1]–[4] or
condition variance [5]–[10], but simultaneous invariance
to both remains an ongoing challenge. In this paper, we
propose an approach which adds significant lateral viewpoint
invariance to existing condition-invariant algorithms, such as
Sequence Matching Across Route Traversals (SMART) [7].
We present a new automatic image scaling technique
that enables place recognition along routes with significant
lateral camera shifts. Using sideways imagery, e.g. from 2
sideways-facing cameras (Fig. 1) – or the side regions of an
omnidirectional sensor – the lateral platform positional shift
problem is transformed into one of observed scene depth,
where similarity can be improved by scaling one image
relative to the other. Our technique combines odometry
and condition-invariant patch tracking to infer average
scene depth along traverses and uses this information
to automatically rescale images prior to assessing their
similarity.
1E. Pepperell, P. I. Corke and M. J. Milford are with the School
of Electrical Engineering and Computer Science in the ARC Centre of
Excellence for Robotic Vision at the Queensland University of Technology,
Brisbane, Australia. e.pepperell@qut.edu.au This work was
supported by an Australian Research Council DECRA grant (DE120100995)
awarded to M. J. Milford.
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Fig. 1: Place recognition is difficult under large changes in
conditions and viewpoint, as encountered in environments such
as multiple-lane roads across day-night cycles. We demonstrate
a patch tracking algorithm, which detects the depth ratio
between 2 images and rescales the far view to approximate
the near view. We combine the new algorithm with the
condition-invariant SMART to enable place recognition under
large variations in appearance.
We evaluate the performance of the complete new system
against the unmodified SMART algorithm on 2 challenging
road vehicle datasets in highway and suburban environments.
Our test scenarios incorporate varying degrees of lateral
camera shifts up to the complete width of a 4-lane road with
a median strip, using images obtained from car journeys in
opposing directions across a day-night cycle.
This paper proceeds as follows: Section II provides an
overview of prior work, Section III summarises the SMART
algorithm, Section IV describes our new auto-scaling image
comparison approach, Section V details the evaluation
methodology, Section VI presents the results, and Section VII
discusses our findings and future work endeavours.
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II. BACKGROUND
In many applications, a place recognition or Simultaneous
Localisation And Mapping (SLAM) system must operate
in large-scale environments or over long periods of time.
Towards the former criterion, algorithms such as FAB-MAP
have demonstrated place recognition on journeys exceeding
1000 km [1]. FAB-MAP – along with SLAM systems
such as MonoSLAM [2] and FrameSLAM [4] – uses
feature descriptors, such as Speeded Up Robust Features
(SURF) [11] to represent places, providing invariance to
scale and rotation (and hence camera viewpoint). However,
feature-based approaches lack condition invariance [5], [12];
limiting their robustness in long-term operation.
Existing condition-invariant approaches either attempt to
represent places in lighting-invariant forms [13], [14]; use a
training approach to dynamically model or predict changes
in appearance [10], [15]–[18]; build a database of scenes
under differing conditions [19]; or attempt to learn invariant
place-dependent features [20]. The drawbacks of these
techniques are their requirement of multiple visits to a place,
and limited applicability to previously-unseen environmental
conditions. Many also lack viewpoint invariance.
Including temporal information can improve place
recognition performance, as demonstrated by Sequence
SLAM (SeqSLAM) [5], which matches sequences of
image to attain condition-invariance. SeqSLAM has been
demonstrated with motion blur [8], on very long
journeys [9] and using non-linear [19], [21] and particle
filter-based sequence searching [22]. SeqSLAM’s successor,
SMART [7], introduced odometry-corrected search, variable
offset image matching and sky removal to surpass the
accuracy of its predecessor. However, whole-image methods
are hindered by their lack of viewpoint invariance; a
shortcoming we work towards addressing in this paper. We
extend the multiple-scale method demonstrated in a pilot
trial [23] by automating the scale selection process.
III. THE SMART ALGORITHM
The SMART algorithm provides the condition-invariant
place recognition component of our combined system. We
briefly summarise its whole-image matching and sequence
search components here. For full details, please refer to [6].
A. Image Comparison
Prior to comparison, images are resolution-reduced and
patch-normalised to enhance contrast. In daytime images, the
sky is automatically detected and removed (blackened) to
improve similarity between images with dissimilar skies.
SMART uses Sum of Absolute Differences (SAD) to
compare each query image (IQ) to each database image (ID)
and calculate a difference score:
d =
1
RxRy
|IQ  ID| (1)
where d is the difference score and Rx and Ry are the
horizontal and vertical image dimensions, respectively. To
add a small degree of alignment tolerance, each image pair is
Query Frames 
D
at
ab
as
e 
Fr
am
es
 
DˆT−ds TDˆ
45° 
Fig. 2: For each column, DˆT , of the difference matrix, M, the
best-matching image sequence is found by taking the sum of
all difference elements along a 45  line as it is moved vertically
down the matrix. The lowest-cost sequence is selected, and its
midpoint represents one frame pair match. A section of M of
one sequence length (ds) in width is shown. Elements with the
lowest difference scores are represented in blue.
compared with variable offsets up to horizontal and vertical
maxima (in the range of ±xmax and ±ymax), such that the
SAD score of the overlapping region is minimised. The
difference scores are assembled into a difference matrix, M.
B. Odometry-Corrected Local Sequence Searching
SMART performs place recognition by searching for
coherent sequences of image matches, rather than selecting
globally-best individual frame matches. Odometry is used to
equalise the spacing between processed video frames, such
that sequences can be searched as 45 straight-lines through
M. Each element ofM is normalised within a neighbourhood
(l) in its column by subtracting the local mean and dividing
by the local standard deviation to enhance local matching
scores. Coherent sequences are then found within this matrix
by searching for the lowest-cost linear paths of fixed length,
as shown in Fig. 2. Finally, a global threshold is applied to
accept or reject the matched sequences.
IV. AUTOMATIC IMAGE SCALING
Whole-image-based place recognition algorithms like
SMART are demonstrably condition-invariant, but sensitive
to changes in camera scene depth between visits to a given
place. Here, we detail our automatic image scaling technique
to enable these methods to function under such variations.
A. Image Scaling and Synthetic View Generation
Our approach exploits the nature of the SMART algorithm,
which can correctly recognise a familiar place, provided its
current appearance is approximately similar over sequences
of low-resolution imagery. With this knowledge, we use
sideways imagery above the horizon and scale (zoom in) the
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Fig. 3: The auto-scaling algorithm rescales images for input
into the place recognition algorithm. As with SMART, 2 image
streams and a source of odometry are required.
far views to approximate the near views, as in Fig. 1. We
make the assumption that the observed scene is relatively
planar or sufficiently distal, such that perspective effects are
minimal. No assumptions are made as to the lateral platform
positions for the database and query traverses.
To determine which view to scale and by what proportion,
we use information already assumed available to SMART
– image data and a source of odometry, as shown in
Fig. 3. Odometry is used to provide a constant spatial
frame separation, which is combined with inter-frame patch
tracking to infer an average scene depth on a per-frame basis.
We employ large patch tracking over more sophisticated
feature-based approaches, as it is analogous to whole-image
matching; robust in the presence of poor illumination and
motion blur [8].
Prior to SMART analysing an image pair, the image
(database or query) with the smaller pixel shift (furthest
distance to scene) is cropped and scaled proportionally to
produce an approximate synthetic view of equal image size.
B. Patch Tracking
Our patch tracking approach assumes 2D motion on a
ground plane. It employs a monolithic patch (see Section V-D
for experimental parameters) to find horizontal pixel shifts
between successive frames, and hence average scene depths.
The use of a single patch tends to track the average
movement of the largest objects in a scene, which are most
significant in SMART’s whole-image comparison.
Approximate scene shift, xs, is measured between adjacent
frames by finding the location of a patch PB, in the next
frame, Fi+1, such that its SAD score with an equal-sized,
static patch, PA, in the current frame, Fi, is minimised
(Fig. 4):
xs = argmin
 ksxsks
|PA PB| (2a)
PA = Fi[Qy : Qy+Py,Qx : Qx+Px] (2b)
PB = Fi+1[Qy : Qy+Py,Qx+ xs : Qx+Px+ xs] (2c)
where ks is the maximum shift distance, (Qx,Qy) is the patch
location (top-left corner) in Fi, Px is the patch width and Py
is the patch height. ks is set to limit large, likely erroneous
xs
Fi+1
Fi
ksks
PA
PB
(Qx, Qy)
Fig. 4: Successive frame patch tracking. A patch (PA) at
location (Qx,Qy) from one frame (Fi) is compared to an
equal-sized patch (PB) in the next frame Fi+1. The location of
(PB) is shifted left and right up to a maximum of ks in each
direction to find the patch displacement, xs, corresponding to
the highest patch similarity (lowest SAD score).
scale ratios from transient spikes in measured shift – typically
caused by dynamic objects, such as other vehicles; and when
passing very to close static structure, such as trees.
This process is applied to all database and all query
frames to assign each with a corresponding pixel shift score.
Additionally, a rolling average of size equal to SMART’s
sequence length is applied to dampen transient variations in
perceived depth.
C. Parallel Sequence Searching
To increase the amount of information – and enable place
recognition in opposing directions, 2 camera views are used.
The above process is applied to both views across traverses
to produce a difference matrix for each camera pair (east
and west), denoted ME and MW, respectively. The matrices
are searched (as in Fig. 2) in parallel, and the sequence with
the lowest cost across both matrices for a given location is
chosen for the current hypothesis.
V. EVALUATION
In this section, we describe our test environments,
experimental setup and data pre-processing, ground truth
measures and studies performed. Each experiment includes
a control case as a baseline; using “vanilla” SMART without
the new auto-scaling algorithm (albeit using the same parallel
matrix searching method for its 2 unscaled camera views).
A. Test Environment and Datasets
We evaluated our method on 2 challenging road datasets1
acquired in Queensland, Australia (Fig. 5); each consisting
of multiple passes in different lanes across day and night
on approximately 4 km, 4-lane, bidirectional road sections;
divided by median strips. The first dataset was collected
1Datasets are available at https://wiki.qut.edu.au/display/cyphy/Datasets
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Fig. 5: Aerial maps of the highway (top) and suburban
(bottom) datasets, showing the traversed sections of road
in red. Overhead imagery c  2014 Cnes/Spot Image,
DigitalGlobe, Landsat. Map data c  2014 Google.
along the Gold Coast Highway in Palm Beach (“highway”),
and the second was collected along Christine Avenue in the
Robina area (“suburban”). We refer to each lane numerically
from 1 to 4 – from east to west on the highway dataset and
from south to north on the suburban dataset.
B. Experimental Setup and Data Pre-Processing
Our experimental platform consisted of an unmodified
road vehicle with a GoPro Hero3 Black Edition camera
facing outwards from each side to produce views similar to
those in Fig. 1. Odometry was collected with an OBDPro
USB Scantool and a laptop computer. All videos were
recorded with PROTUNETM enabled (for better low-light
exposure) at a resolution of 1920 by 1440 pixels at 24 frames
per second. The videos were then rectified with OpenCV
to remove distortion, downsampled and uniformly cropped
above an approximate horizon to a final resolution of 480 by
120 pixels (Tx by Ty). While a static horizon crop assumes a
consistent camera pitch (as in 2D movement along a ground
plane), an accelerometer or IMU could be used to automate
this process and dynamically determine the horizon position.
C. Ground Truth
Ground truth was determined by synchronising the start
and end points of the database and query videos in each
scenario and interpolating in-between frame correspondences
using odometry; verified by manual inspection. Ground truth
can be considered correct to within approximately 3 metres.
D. Studies and Parameters
We evaluated the auto-scaling method against vanilla
SMART across day and night with 1, 2 and 3 lanes of lateral
pose shift on the highway dataset; varying which traverse
lane acted as the database and which acted as the query. To
verify these results, the 1 and 3-lane shift tests were repeated
on the more challenging suburban dataset.
TABLE I: PARAMETER LIST
Parameter Value Description
Rx, Ry 64, 32 SAD image size
fdist 1 m Frame distance
P 8⇥8 pixels Patch size
l 80 templates Neighbourhood length
xmax, ymax 0, 2 Maximum image comparison offsets
ds 200 m Sequence length
Tx, Ty 480, 120 Tracking and scaling resolution
Px, Py 240, 30 Tracking patch size
(Qx,Qy) (120, 90) Tracking patch location
ks 25 px Maximum patch shift
Table I shows the chosen parameter settings. SMART
parameters were selected from previously-successful
values [6], with a longer sequence length of 200 m to
compensate for more difficult conditions. Patch tracking
was performed on the rectified, pre-cropped images at full
resolution with a patch size equal to half the image width
and one quarter of its height (presented to scale in Fig. 4).
The patch was placed at the bottom of the image where
building structure has the most guaranteed presence. The
maximum patch shift, ks = 25, was chosen based on the 1
m frame separation and the rectified GoPro field of view, to
enforce a minimum distance to structure of approximately
8 metres – appropriate for this environment, with a heavy
presence of dynamic objects and occluded median strips.
VI. RESULTS
In this section, we present example sequence matches,
precision-recall curves, ground truth coverage plots and
auto-scaling performance figures. A video accompaniment to
this paper demonstrates our technique and example results.
A. Precision-Recall Performance and Dataset Coverage
Tables II and III show the scenarios tested and
summarise the recall results at 100% (and 90%) precision
on the highway and suburban datasets, respectively. For
comparison, recall figures attained by the vanilla SMART
algorithm without the new auto-scaling approach are
included – except where 90-100% precision was never
reached (denoted by ‘—’). Best results are shown in bold.
Precision-recall curves were generated by varying the
sequence cost threshold and comparing reported matches to
ground truth. Precision refers to the proportion of returned
frame pairs that were correct (within 40 m of ground truth
– similar to past studies [5], [24]; though the majority were
within 20 m), and recall is the proportion of total correct
frame pairs that were returned. Fig. 6 shows an example of
a correctly-matched sequence on the most difficult highway
dataset scenario at the 100% precision level.
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Database Traverse (Night) 
Query Traverse (Day) 
Fig. 6: Overhead satellite image (top) and example frame pairs (middle, bottom) equally-spaced along a correctly-matched 200 m
sequence of the highway dataset across lanes 1 and 4 from the viewpoint of the east-facing cameras. Images are shown prior to
scaling by our algorithm. Overhead imagery c  2014 Nearmap Ltd.
Figs. 7 and 8 show the precision-recall performance plots
and ground truth coverage (at 100% precision) for the
highway and suburban datasets, respectively. Our proposed
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Highway Dataset – Lane 1 (Night) to Lane 4 (Day)"
Highway Dataset – Lane 3 (Day) to Lane 1 (Night)"
Highway Dataset – Lane 1 (Night) to Lane 2 (Day)"
Fig. 7: Highway dataset results for the 3 test scenarios,
showing precision-recall performance of the auto-scaling
approach compared to vanilla SMART (left column) and
ground truth coverage plots of the auto-scaling approach at
100% precision (right column) – note the inverted slope for
traverses in opposite directions.
TABLE II: HIGHWAY DATASET RESULTS
Scenario Best Recall at 100% (90%) Precision
Auto-Scaled Vanilla
Lane 1 (Night) to
Lane 2 (Day) 55% (78%) 43% (68%)
Lane 1 (Night) to
Lane 4 (Day) 30% (51%) —
Lane 3 (Day) to
Lane 1 (Night) 38% (51%) —
TABLE III: SUBURBAN DATASET RESULTS
Scenario Best Recall at 100% (90%) Precision
Auto-Scaled Vanilla
Lane 1 (Night) to
Lane 2 (Day) 65% (83%) 62% (78%)
Lane 1 (Night) to
Lane 4 (Day) 7% (9%) —
auto-scaling method outperformed the baseline in all tests –
particularly in scenarios involving more than 1 lane shift,
where vanilla SMART failed. The auto-scaling algorithm
attained significant matching coverage over all tests, with
the exception of the second scenario on the more difficult
suburban dataset – Section VI-B discusses its challenges.
B. Auto-Scaling Performance and Failure Cases
Fig. 9 shows pixel shift and depth ratio plots and example
images from the highway dataset where the patch tracking
algorithm correctly inferred depth for the majority of the
dataset; using the camera views closest to the scene under 1
lane of lateral shift. Matching failures occurred in indistinct
areas of the environment (e.g. bare land and bridges over
water), where depth inference was frequently incorrect and
image matching was weak.
Fig. 10 shows pixel shift and depth ratio plots and
example images from the most difficult suburban dataset
scenario: 3 lanes of lateral shift. As shown in Fig. 11,
the suburban dataset was particularly plagued by indistinct
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Fig. 8: Suburban dataset results for the 2 test scenarios,
showing precision-recall performance of the auto-scaling
approach compared to vanilla SMART (left column) and
ground truth coverage plots of the auto-scaling approach at
100% precision (right column) – note the inverted slope for
traverses in opposite directions.
environmental corridors and median strips occluded by
trees and bushes, which hindered both depth inference and
image similarity even under correct rescaling. However,
overall precision-recall performance significantly improved
on vanilla (Fig. 8), and succeeded in many areas of extreme
perceptual change (Fig. 10d-f).
VII. DISCUSSION AND FUTURE WORK
Our proposed technique increased the generality of the
SMART algorithm by automatically detecting approximate
scene depths and rescaling to views to compensate for
changes in lateral platform position. Though demonstrated
on public roads, the algorithm could equally be deployed in
any route-based environment, such as building corridors and
footpaths. The naı¨ve planar, 2-frame patch tracking technique
correctly inferred depth in many cases, but had difficulty in
the presence of occluding objects at varying depths.
Unsurprisingly, performance weakened as the lateral shift
amount was increased. This can be attributed to several
compounding factors: (1) patch tracking is less likely to track
the same structure in a scene between traverses; (2) static
and dynamic occlusions become more frequent, affecting
both patch tracking and image comparison; and (3) even
with optimal scaling, perspective distortion becomes more
significant. We suggest possible improvements: (1) a more
sophisticated 3D or filtered depth-tracking approach could be
employed to better infer consistent scene depth over multiple
frames; (2) a confidence metric, to revert to unscaled view
comparisons if the depth ratio is deemed inappropriate; and
(3) an elevated omnidirectional camera to see past some
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Fig. 9: Graphs showing measured pixel shifts from patch
tracking for query frames and their corresponding database
frames (top plot), and inferred depth ratio from dividing the
database shift by the query shift (bottom plot) in the highway
1-2 scenario. As the daytime query traverse was further from
the scene, the blue line should always lie at a variable distance
above the red line (depth ratio   1). The left (circled in red)
example shows a failure case, where an indistinct scene caused
the patch tracking algorithm to (slightly) scale the wrong view
(a to b), and compare it to the unscaled query view (c). The
right (circled in green) example shows a typical success case
in this scenario, where the inferred depth was correct and the
daytime view (d) was rescaled correctly (e) to match the night
time view (f).
occluding objects (particularly vehicles) – similar to the
placement of the Velodyne laser on the Google car.
Our system localised successfully without assuming
the lane of travel in either traverse. Thus, route-based
environments can be mapped into databases without
constraints on their acquisition, potentially making
crowd-sourcing feasible, and enabling usage of existing
variable lane databases such as Google Street View.
Alternatively, if the database lane is known, the system could
be adapted to detect the current lateral vehicle position. The
use of low-resolution imagery allows lightweight databases
without privacy concerns to individuals recorded by the
camera.
Further extensions to this algorithm could enable its use
on arbitrary paths through open-field 2D environments by
combining a panoramic camera with a compass. Through
the research presented here, we hope to stimulate further
research into invariant place recognition and its applications
in low-cost personal and vehicular navigation.
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Fig. 10: Graphs showing measured pixel shifts from patch
tracking for query frames and their corresponding database
frames (top plot), and inferred depth ratio from dividing the
database shift by the query shift (bottom plot) in the suburban
1-4 scenario. As the daytime query traverse was closer to the
scene, the red line should always lie at a variable distance
above the blue line (depth ratio  1). The left (circled in
red) example shows a failure case, where an indistinct scene
caused the patch tracking algorithm to (slightly) scale the
wrong view (a to b), and compare it to the unscaled query
view (c). As the database view looks across an entire road,
prevalent occlusions – such as trees on the median strip (c)
– can cause erroneous depth inference, and especially hinder
image comparison. The right (circled in green) example shows
a success case – uncommon in this challenging scenario, where
the inferred depth was correct and the night view (d) was
rescaled correctly (e) to match the daytime view (f).
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7 | Routed Roads: Probabilistic
Vision-Based Place Recognition
for Changing Conditions, Split
Streets and Varied Viewpoints
The image rescaling techniques in Chapters 5 and 6 showed promise in solving the
lateral viewpoint problem with whole images. While the latter technique – using
patch tracking – was more generic and avoided exhaustive image comparisons over
an arbitrary collection of scales, the former performed more reliably over the two
datasets. In addition, the relative di erence in camera pose on road-based environments
is generally limited to a few possible discrete lateral shifts in viewpoint. Using these
findings, the final paper in this thesis introduces a new framework to more e ciently
perform the multiple-scale approach proposed in Chapter 5, and to progress SMART
towards a more complete place recognition system.
Firstly, the paper employs stronger topology than previously used by SMART.
Instead of an ordered image database, a directed graph is used to depict the
interconnectivity of places that are adjacent in the world, but not necessarily adjacent
in image ordering. As in the prior chapters, place images are spatially separated
uniformly using odometry, and are now distributed along edges of the graph. The nodes
of the graph represent intersections. Possible trajectories through intersections are
linked through the graph’s edges, which correspond to disjoint vertical “jumps” in the
image di erence matrix when sequences are visited in a di erent order on a subsequent
traverse of an environment. Knowing these possible trajectories substantially reduces
relocalisation lag: the period of uncertainty normally incurred by having to rebuild an
image sequence after a jump.
Secondly, sequence matching is performed using a particle filter instead of a linear
search. In this approach, image “sequences” are implicit through the propagation
of particles through image di erence matrices, thus removing the need for a fixed,
arbitrarily-chosen sequence length parameter. Convergence on an hypothesis is
naturally dependent on matching di culty, which is a function of the distinctiveness
of the environment, the nature and amount of illumination, the degree of condition
variance and the degree of viewpoint variance. Thus, provided that true location
matches are at least slightly closer in appearance to the current observation than
erroneous places, eventual convergence on correct hypotheses can be expected. The
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particle filter also enables e cient exploration of changing lane positions and pathways
taken through intersections, which were previously searched exhaustively.
The complete system was evaluated on a total of three datasets: two new panoramic,
road-based datasets – each consisting of a daytime and a night time traverse of the
environment, in addition to a summer-winter train dataset. Each dataset presents a
situation previously not evaluated with SMART, including a gridded city road network
with loops and arbitrary paths taken through intersections; a multiple-lane highway
where the platform frequently changes lanes along one traverse; and a large-scale train
environment that spans approximately 100 km. We demonstrate superior results to
the original SeqSLAM and SMART algorithms on all tested scenarios, and provide
calculations and computational timings that show that the new method is also less
computationally intensive.
“Routed Roads: Probabilistic Vision-Based Place Recognition for Changing
Conditions, Split Streets and Varied Viewpoints” was published in the International
Journal of Robotics Research (IJRR) (Pepperell et al., 2016).
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Abstract
Vision-based place recognition is becoming an increasingly viable component of navigation systems for autonomous
robots and personal aids. However, attaining robustness to variations in environmental conditions – such as time of day,
weather and season – and camera viewpoint remains a major challenge. Featureless, sequence-based place recognition
techniques have demonstrated promise, but often rely on long image sequences, manually-tuned parameters and exhaustive
sequence match searching through multiple locations and image scales. In this paper, we address these deficiencies by
implementing a condition-invariant, sequence-based place recognition algorithm suitable for networked environments, such
as city streets; and routes with lateral platform shift, such as multiple-lane roads. We achieve this capability by augmenting
the traditional 1D image database with a directed graph to describe the branching of contiguous sections of imagery at
intersections. A particle filter is then used to efficiently explore these paths, aswell as various lateral positions synthesised by
rescaling imagery. Our proposed approach eliminates manual tuning of sequence length parameters, improves localisation
on branched routes, improves overall place recognition accuracy and coverage and reduces computational requirements.We
evaluated the newmethod against the original SeqSLAMand SMART algorithms on two day-night, road-based datasets and
a summer-winter train dataset, where it attained superior precision-recall performance and coverage in all environments.
Together, these contributions represent a significant step towards the provision of a robust, near parameter-free condition-
and viewpoint-invariant visual place recognition capability for vehicles and robots.
Keywords
robotic vision, place recognition, localisation
1. Introduction
Vision-based place recognition systems must be capable of recognising familiar places despite drastic appearance changes
caused by variations in weather conditions, time of day or season: a property we refer to as condition invariance. Existing
condition-invariant algorithms typically employ global image descriptors with temporal information in the form of image
⇤Edward Pepperell; e-mail: e.pepperell@qut.edu.au
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sequences (Milford &Wyeth, 2012; Naseer et al., 2014; Pepperell et al., 2014a; Sünderhauf et al., 2013b). However, global
image descriptors inherently lack viewpoint invariance (Johns & Yang, 2013b; Pepperell et al., 2014b; Sünderhauf et al.,
2013a), limiting their utility in recognising familiar places when the camera’s position or orientation changes. A reasonable
degree of viewpoint invariance is essential for route-based applications where the longitudinal position must be inferred,
despite variations in camera positioning along the other dimensions (e.g. when a vehicle changes lanes on a road).
The relative difference in camera pose on road-based environments is generally limited to a few possible discrete lateral
shifts in viewpoint. Recent work has proposed a solution using sideways-facing cameras to perform place recognition across
lane changes (Pepperell et al., 2014b). Using the assumption that the scene was planar and distant, perspective effects were
ignored and image scaling alone was used to determine the likely appearance of the scene. However, the computational
requirements for image scaling, comparison and sequence searching can become prohibitive as they grow linearly with the
number of generated image scales. Furthermore, a constant lane position is assumed throughout the length of an image
sequence and the algorithm has no knowledge of road networks. This work can be considered as a useful building block
for viewpoint invariance, but does not represent a complete navigation system.
Thework in this paper ismotivated by the desire for a camera-based navigation system that can functionwhere traditional
GPS fails – such as in urban canyons (Cui & Ge, 2003) within metropolitan centres, tunnels and office corridors. Here,
we present a condition-invariant, sequence-based algorithm to solve two key road navigation challenges: (1) intersections
and (2) multiple-lane roads, thus progressing towards a complete navigation system. We address these challenges by firstly
employing a directed graph structure in lieu of an unlinked linear image database. Intersections are represented by nodes
in the graph, which are connected with edges of determinate length that represent image sequences collected between
them. The linked structure informs possible trajectories through the image database at intersections and thus substantially
reduces relocalisation lag: the period of uncertainty normally incurred by having to rebuild an image sequence after a jump
in contiguity.
Secondly, we present a new particle filter search algorithm, which eliminates the need to manually select a sequence
length (typically estimated arbitrarily from environmental difficulty), and allays the compute growth associated with
exhaustively comparing multiple image scales in viewpoint-variant localisation. Notably, our implementation does not
require environment-specific training, and thus lacks the need for feature vocabularies or to perform multiple visits to
places to observe them under different conditions.
The following section summarises relevant prior work within the domain of place recognition. Section 3 describes the
SMART algorithm, the directed graph structure and our particle filter implementation. Our experimental setup and studies
are detailed in Section 4 with the results presented in Section 5. Section 6 provides an analysis of storage and computational
requirements. Finally, we conclude with a discussion and suggestions for future work in Section 7.
2. Background
Much of the prior work in visual place recognition is intertwined within the Simultaneous Localisation And Mapping
(SLAM) literature (Davison et al., 2007; Konolige & Agrawal, 2008), and can be thought of as the localisation (L)
component of such systems. Many applications are motivated by a desire for long-term and large-scale operation – both
of which require robustness to real-world challenges and varying conditions. Here, we briefly review prior art in the
following broad categories: feature-based techniques, lighting-invariant image representations, training-based algorithms,
sequence-based place recognition and probabilistic methods.
Traditional vision algorithms used keypoint feature descriptors, such as Scale Invariant Feature Transforms
(SIFT) (Lowe, 1999) or Speeded Up Robust Features (SURF) (Bay et al., 2006) – often contained within a geometry-free,
“Bag-of-Words” (BoW) (Sivic & Zisserman, 2003) representation of each image. A notable example which employs this
technique is FastAppearance-BasedMapping (FAB-MAP),which has demonstrated successful localisation in environments
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exceeding 1000 km in length (Cummins & Newman, 2009). However, feature-based image comparison techniques lack
condition invariance (Milford & Wyeth, 2012; Ranganathan et al., 2013; Valgren & Lilienthal, 2007); limiting their
robustness – and hence suitability – to long-term operation.
One condition-invariant approach consists of representing daytime images in lighting-invariant forms – such as through
shadow removal (Corke et al., 2013; Maddern et al., 2014; McManus et al., 2014a); or through the use of non-visible light
spectra, such as in ultra-violet (UV) imagery. The latter takes its cues from ants in nature, and has been demonstrated
as reasonably stable across weather conditions (Stone et al., 2014), particularly in scene classification and segmentation.
While impressive, it should be noted that these strategies assume a single, solar light source and hence only apply to daytime
observations. Furthermore, the front-end image comparison stage is only part of the place recognition problem; a means
of hypothesis formation is still necessary.
To build an understanding of changing environments, training approaches can be used to learn and predict appearance
changes under different conditions (Johns & Yang, 2013a, 2014; Lowry et al., 2014a; Sünderhauf et al., 2013b); or
to construct a database of each place under each condition – such as by learning a new visual experience when
a place’s appearance significantly changes (Churchill & Newman, 2012), or by forming compact models of feature
co-occurrences across different times of day (Johns & Yang, 2013b). More recently, efforts have been made to
curate bespoke, place-dependent (rather than condition-dependent) features by training Support Vector Machine (SVM)
classifiers (McManus et al., 2014b). The inherent drawbacks of any training-based approach are the requirement to visit
a place multiple times, and that failure may occur when previously-unseen conditions are encountered or when trained in
inappropriate environments – even indoors where conditions are less variable (Espinace et al., 2010).
Another emerging trend is to employ Convolutional Neural Networks (CNNs) to learn whole-image visual features for
place recognition (Chen et al., 2014; Sünderhauf et al., 2015a,b). CNNs are particularly powerful as pre-trained generic
models can be adapted to perform specific tasks (Razavian et al., 2014), while avoiding the need for feature hand-crafting or
judicious, site-specific vocabulary training. While the state-of-the-art algorithms have demonstrated condition invariance,
they lack viewpoint-invariance due to the use of global features.
Other approaches to condition invariance have incorporated temporal information to improve evidence accumulation.
SequenceSLAM(SeqSLAM) (Milford&Wyeth, 2012) achieved training-free condition invariance through the introduction
of locally-best whole-image matching in conjunction with linear image sequence searching. This technique has since been
demonstrated with motion blur (Milford et al., 2013) and on very long journeys (Sünderhauf et al., 2013a). SeqSLAM’s
successor, SMART (Pepperell et al., 2013), introduced odometry-corrected search, variable offset image matching and sky
removal to markedly improve performance. Other work has presented alternative approaches to linear sequence searching
using network flows (Naseer et al., 2014) and hidden Markov models (Hansen & Browning, 2014). While featureless
algorithms, in general, lack viewpoint invariance, we have previously demonstrated a means of compensating for lateral
changes in camera viewpoint through multiple-scale image comparison (Pepperell et al., 2014b, 2015): an idea we expand
upon in this paper.
Probabilistic place recognition and SLAM back-ends are well-established in prior art, such as with the Chow Liu
trees employed by FAB-MAP (Cummins & Newman, 2008). This work was furthered in CAT-Graph (Maddern et al.,
2012), which achieved constant compute through the use of a graphical database representation and particle filtering for
hypothesis formation; and a whole-image implementation, suitable for condition-invariant applications with training-free
probability models (Lowry et al., 2014b). Particle filtering methods have also been used for geo-referencing and control
in noisy conditions within complex urban environments (Ji et al., 2015). Further, Liu & Zhang (2013) proposed using a
particle filter search technique for SeqSLAM (and hence SMART) to reduce its computational requirements. The technique
presented in this paper differs from this work in several ways. Firstly, we use a directed graph image database to define how
images are linked in road networks; secondly, we incorporate additional state variables to enable the system to efficiently
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explore streets with intersections and to enable place recognition across lateral viewpoint changes (see Section 3); finally
– and significantly, our implementation does not include an explicit sequence length state variable.
3. Approach
In this section, we describe the whole-image comparison, linear sequence search, multiple-scale image rescaling, directed
graph and particle filter search approaches. Each component builds upon the previous – except for the particle filter search,
which we present as an alternative to the linear search. A high-level schematic is shown in Figure 1.
Rescaled
Image Pairs
Database
Images
Query
Images
Place
Hypotheses
Image Rescaling
(if enabled)
OR
Image Comparison 
(SeqSLAM/SMART)
Particle Filter
Search
Linear Search
(SeqSLAM/SMART)
Image 
Matching 
Matrices
Figure 1. Schematic diagram of the core algorithmic blocks in the place recognition system. Our proposed technique builds upon
SMART and uses a particle filter, but we also perform our experiments with the SeqSLAM and SMART algorithms as baselines.
(d)
(a) (b)
(c)
(e) (f)
Figure 2. Sky blackening: each daytime frame (a) is converted to a contrast-enhanced image (b), which is then thresholded by
valley-emphasis to produce an image mask (c). The original image is masked and converted to greyscale for image matching (d).
This example shows the corresponding night time frame (e) and its greyscale form (f) for comparison.
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3.1. Image Comparison
Database frames are stored in a 1D vector that represents a path through the environment. Image similarity between query
and database frames is assessed through a three-step process: (1) removal of non-informative pixels, (2) resolution reduction
by bilinear interpolation and (3) greyscale whole-image comparison.
To remove non-informative pixels, SMART uses a sky segmentation technique (which we call Sky Blackening) to
effectively remove the sky in daytime traverses; preventing dissimilar skies (such as from clear to cloudy or from day to
night) from degrading matching performance (Figure 2). Using the fact that sky regions tend to be bluer or brighter than the
ground, the first step is to produce contrast-enhanced greyscale images from the original RGB images with the following
transform (Thurrowgood et al., 2009):
C =  1.16R+ 0.363G+ 1.43B   2.3 (1)
The new image, C, is then thresholded using the valley-emphasis method (Ng, 2006) to form an image mask which
excludes the sky region of the image (sky pixels set to 0). The valley-emphasis method was chosen as it does not assume
a bi-modal distribution of sky and ground pixel classes. Next, we enhance the signal-to-noise ratio by using patch
normalisation in each image to enhance edge information and eliminate image intensity variation. Patch-normalisation
is performed by dividing an image into a grid of square patches and for each pixel, subtracting the patch mean and then
dividing by the patch standard deviation. Finally, a mean difference score, d, is calculated for each query-database image
pair by calculating the L1-norm with the Sum of Absolute Differences (SAD) metric:
d = min
 x2[ ⌘x,⌘x]
 y2[ ⌘y,⌘y ]
g ( x, y) (2)
g ( x, y) =
1
W ⇥H k (IQ, x, y)   0(ID)k1 (3)
where  0(·) returns a centralW ⇥H region of the image, and  (·, a, b) returns aW ⇥H region of the image, offset by
(a, b) from the centre, whereW  Rx   ⌘x and H  Ry   ⌘y , and Rx and Ry are the dimensions of the low-resolution,
patch-normalised greyscale images. We compare central subregions of IQ and ID over a range of offsets up to horizontal
and vertical maxima (±⌘x and ±⌘y , respectively), such that the SAD score of the overlapping region is minimised. As
each query frame is compared with all database frames using SAD, we form a difference vector,D, for each frame. Lastly,
we modify the raw difference scores by considering that we are searching for coherent sequences of locally-best image
matches. Hence, the local matching contrast is enhanced (Figure 3) by normalising each elementDi in the difference vector
D within a neighbourhood centred around it:
Dˆi =
Di   µN
 N
(4)
where µN and  l are the mean and standard deviation of the neighbourhood vector, respectively:
N =
0BBBB@
Dmax(i l,1)
Dmax(i l+1,2)
...
Dmin(i+l,|D|)
1CCCCA (5)
where N is defined by a neighbourhood radius parameter, l, and bounded by the length of D. This process gives the
normalised difference vector, Dˆ.
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to be processed per image, and each image takes around 
10s to process.  
Applying the depth prediction model is computationally 
efficient. The depth prediction involves 3 major steps: 
super-pixel generation, CRF pairwise input feature 
generation and the CNN forward step of our model. The 
network forward step only takes around 0.25 seconds for 
an input image with 640×480 pixels running on a GPU 
(NVIDIA Titan), providing the potential for low frame-
rate real-time operation on a vehicle. 
3.2. Synthetic Viewpoint Generation 
Depth masks are used to generate a range of synthetic 
viewpoints representing lateral shifts (i.e. lane changes) 
for the vehicle. Image warping is performed using an 
crude  simple inverse depth model – pixel shifts being 
inversely proportionate to their depth. 
Due to the higher accuracy of day-time depth masks, 
we generate synthetic day-time viewpoints and match 
them to existing night-time images. Figure 4 shows an 
example of a day-time image and associated depth mask, 
accompanied by the warped synthetic view and the night-
time image from the same location. Note that the result is 
far from perfect; amongst other factors, depth 
compression (the dynamic depth range of the image being 
smaller than reality) means that the nearby sections of 
road are not transformed nearly enough. We generated a 
total of 3 viewpoints approximately covering the range of 
expected viewpoint variation within the dataset. 
 
Figure 4: (a) Day-time image, (b) associated depth mask, (c) 
synthetic sideways shifted viewpoint and (d) corresponding 
night-time frame from the same location. Note the nearby 
roadway is not transformed sufficiently due to depth 
compression issues. 
3.3. SeqSLAM 
In this section we describe SeqSLAM, which has local 
best match and sequence recognition components, and the 
process by which multiple viewpoint streams are 
processed in parallel. 
SeqSLAM frames the image recognition problem not as 
one of finding the single template that best matches the 
current image (global best match), but rather as one of 
finding all the templates within local neighborhoods that 
are the best match for the current image (local best 
match). We apply a local contrast enhancement 
(analogous to a 1D version of patch normalization) 
process to each element i in the image difference vector D 
to produce a contrast enhanced image difference 
vector Dˆ : 
 
l
li
i
DDD V
 ˆ  (5) 
where lD  is the local mean and σl is the local standard 
deviation, in a range of Rwindow templates around template 
i. Figure 5 shows a schematic of the local contrast 
enhancement process operating on a number of Dˆ  vectors 
calculated at different times. 
 
3.3.1 Local Best Match 
 
Figure 5: Contrast enhancement of the original image difference 
vectors increases the number of strongly matching templates. 
Darker shading = smaller image difference = stronger match. 
3.3.2 Localized Sequence Recognition 
Localized image template matching produces a number 
of candidate template matches at each time step. To 
recognize familiar place sequences, a search is performed 
through the space M of recent image difference vectors: 
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where ds determines how far back in time the search goes, 
and T is the current time. Because car-based scenarios 
have an accurate source of translational odometry with 
which frame spacing can be normalized, the search is 
drastically simplified to a set of 45 degree diagonal 
trajectories through the difference matrix. A difference 
score S is calculated for the search trajectory line based on 
the difference values the line passes through in travelling 
from time T-ds to the current time T: 
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Figure 3. Within their surrounding neighbourhoods, difference scores are normalised in columns to a standard normal distribution to
enhance the local matching contrast. Darker squares indicate lower difference (better match) scores (Milford & Wyeth, 2012).
3.2. The Image Matchin Matrix nd Linear Sequence Searching
Under large appearance changes, the evidence from a single image pair is, in general, insufficient to make a confident
es imate on the location of the camera. Here, we briefly summarise the key innovation behind SeqSLAM and SMART –
contributing to our overall proposed system – which is to accrue this weak evidence over a number of frames, and to search
for sequences of locally-best image matches using the knowledge that the camera moves sequentially along a route. As
such, we transform the image similarity data to a matrix form, M, where the effect of spatial coherence is a 2D pattern
(dominant diagonal minima) that can be cheaply and robustly detected. M is fundamental to all methods in this paper
(Figure 1) and is formed by concatenating the image difference vectors together:
M = [DˆT ds , DˆT ds+1, . . . , DˆT] (6)
The search method in SeqSLAM and SMART – which we u as a baseline in our experiments – finds best-matching
sequences using a technique similar to the Dynamic Time Warping (DTW) algorithm proposed by Sakoe & Chiba (1978),
with length, angle and direction (monotonic) constraints. As shown in Figure 4, elements are summed along straight-line
paths projected from DˆT ds to find the lowest-cost sequence, which has a normalised difference score, S:
S =
1
ds
·
TX
t=T ds
Dtk (7)
where ds is the sequence length, T is the current frame index, k is the index of the column vector, Dt, that the search
trajectory passes through:
k = s+ (ds   T + t) tan  (8)
where s is the originating frame index and   is the search angle, which can be set to 45  if the velocity profiles are identical
between two traverses (e.g. if spatial frame separation is constant, which requires a synchronised source of odometry). A
global threshold is then applied to accept or reject the lowest-cost sequence for each query frame and its associated database
location hypothesis. Note that this hypothesis is an image match; geotagged database images are required to ascertain a
physical, real-world location.
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to be processed per image, and each image takes around 
10s to process.  
Applying the depth prediction model is computationally 
efficient. The depth prediction involves 3 major steps: 
super-pixel generation, CRF pairwise input feature 
generation and the CNN forward step of our model. The 
network forward step only takes around 0.25 seconds for 
an input image with 640×480 pixels running on a GPU 
(NVIDIA Titan), providing the potential for low frame-
rate real-time operation on a vehicle. 
3.2. Synthetic Viewpoint Generation 
Depth masks are used to generate a range of synthetic 
viewpoints representing lateral shifts (i.e. lane changes) 
for the vehicle. Image warping is performed using an 
crude  simple inverse depth model – pixel shifts being 
inversely proportionate to their depth. 
Due to the higher accuracy of day-time depth masks, 
we generate synthetic day-time viewpoints and match 
them to existing night-time images. Figure 4 shows an 
example of a day-time image and associated depth mask, 
accompanied by the warped synthetic view and the night-
time image from the same location. Note that the result is 
far from perfect; amongst other factors, depth 
compression (the dynamic depth range of the image being 
smaller than reality) means that the nearby sections of 
road are not transformed nearly enough. We generated a 
total of 3 viewpoints approximately covering the range of 
expected viewpoint variation within the dataset. 
 
Figure 4: (a) Day-time image, (b) associated depth mask, (c) 
synthetic sideways shifted viewpoint and (d) corresponding 
night-time frame from the same location. Note the nearby 
roadway is not transformed sufficiently due to depth 
compression issues. 
3.3. SeqSLAM 
In this section we describe SeqSLAM, which has local 
best match and sequence recognition components, and the 
process by which multiple viewpoint streams are 
processed in parallel. 
SeqSLAM frames the image recognition problem not as 
one of finding the single template that best matches the 
current image (global best match), but rather as one of 
finding all the templates within local neighborhoods that 
are the best match for the current image (local best 
match). We apply a local contrast enhancement 
(analogous to a 1D version of patch normalization) 
process to each element i in the image difference vector D 
to produce a contrast enhanced image difference 
vector Dˆ : 
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where lD  is the local mean and σl is the local standard 
deviation, in a range of Rwindow templates around template 
i. Figure 5 shows a schematic of the local contrast 
enhancement process operating on a number of Dˆ  vectors 
calculated at different times. 
 
3.3.1 Local Best Match 
 
Figure 5: Contrast enhancement of the original image difference 
vectors increases the number of strongly matching templates. 
Darker shading = smaller image difference = stronger match. 
3.3.2 Localized Sequence Recognition 
Localized image template matching produces a number 
of candidate template matches at each time step. To 
recognize familiar place sequences, a search is performed 
through the space M of recent image difference vectors: 
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where ds determines how far back in time the search goes, 
and T is the current time. Because car-based scenarios 
have an accurate source of translational odometry with 
which frame spacing can be normalized, the search is 
drastically simplified to a set of 45 degree diagonal 
trajectories through the difference matrix. A difference 
score S is calculated for the search trajectory line based on 
the difference values the line passes through in travelling 
from time T-ds to the current time T: 
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Figure 3. Within a fixed neighbourhood (of length  ), difference scores are normalised in columns to a standard normal distribution to
enhance the local matching contrast. Darker squares indicate lower difference (better match) scores (Milford & Wyeth, 2012).
such, we transform the image similarity data to a matrix form, M, where the effect of spatial coherence is a 2D pattern
(dominant diagonal minima) that can be cheaply and robustly detected.M is formed by concatenating the image difference
vectors together:
M = [Dˆt ds , DˆT ds+1, . . . , DˆT] (5)
In SeqSLAM and SMART – which we use as a baseline in our experiments, best-matching sequences are then found
using a technique similar to the Dynamic TimeWarping (DTW) algorithm proposed by Sakoe & Chiba (1978), with length,
angle and direction (monotonic) constraints. As shown in Figure 4, straight-line paths are projected from each element in
DˆT ds to find the lowest-cost sequence, which has a normalised difference score, S:
S =
1
ds
·
TX
t=T ds
Dtk (6)
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Figure 4. Difference matrix,M. For each image difference vector (column inM), the search algorithm finds the lowest-cost (dark blue)
straight-line sequence through the matrix as the starting point (row inM) and search angle,  , are varied. For clarity, only one sequence
starting point is shown.
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to be processed per image, and each image takes around 
10s to process.  
Applying the depth prediction model is computationally 
efficient. The depth prediction involves 3 major st ps: 
super-pixel generation, CRF pairwise input feature 
generation and the CNN forward step of our model. The 
network forward step only takes around 0.25 seconds for 
an input image with 640×480 pixels running on a GPU 
(NVIDIA Titan), providing the potential for low frame-
rate real-time operation on a vehicle. 
3.2. Synthetic Viewpoint Generation 
Depth masks are used to generate a range of synthetic 
viewpoints representing lateral shifts (i.e. lane changes) 
for the vehicle. Image warping is performed using an 
crude  simple i v rse depth model – pixel shifts being 
inv sely proportionate to their depth. 
Due to t e higher accuracy of day-time depth masks, 
we generate synthetic day-time viewpoints and match 
them to existing night-time images. Figure 4 shows an 
example of a day-time image and associated depth mask, 
accompanied by the warped synthetic view and the night-
time image from the same location. Note that the result is 
far from perfect; amongst other factors, depth 
compression (the dynamic depth range of the image being 
smaller than reality) means that the nearby sections of 
road are not transformed nearly enough. We generated a 
total of 3 viewpoints approximately covering the range of 
expected viewpoint variation within the dataset. 
 
Figure 4: (a) Day-time image, (b) associated depth mask, (c) 
synthetic sideways shifted viewpoint and (d) corresponding 
night-time frame from the same location. Note the nearby 
roadway is not transformed sufficiently due to depth 
compression issues. 
3.3. SeqSLAM 
In this section we describe SeqSLAM, which as local 
best match and sequence recognition components, and the 
process by which multiple viewpoint streams are 
processed in parallel. 
SeqSLAM frames the image recognition problem not as 
one of finding the single template that best matches the 
current image (global best match), but rather as one of 
fi ding all the templates within local neighborhoods that 
are the best match for the current image (local best 
match). We apply a local contrast enhancement 
(analogous to a 1D version of patch normalization) 
process to each element i in the image difference vector D 
to produce a contrast enhanced image difference 
vector Dˆ : 
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where lD  is the local mean and σl is the local standard 
deviation, in a range of Rwindow templates around template 
i. Figure 5 shows a schematic of the local contrast 
enhancement process operating on a number of Dˆ  vectors 
calculated at different times. 
 
3.3.1 Local Best Match 
 
Figure 5: Contrast enhancement of the original image difference 
vectors incr ases the number of s rongly matching templates. 
Darker shading = smaller image difference = stronger match. 
3.3.2 Localized Sequence Recognition 
Localized image template matching produces a number 
of candidate template atches at each time step. To 
recognize familiar place sequences, a search is performed 
through the space M of recent image difference vectors: 
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where ds determines how far back in time the search goes, 
and T i  the current time. Because car-based scenarios 
have an accurate source of translational odometry with 
which frame spacing can be normalized, the search is 
drastically simplified to a set of 45 degree diagonal 
trajectories through the difference matrix. A difference 
score S is calculated for the search trajectory line based on 
the difference values the line passes through in travelling 
from time T-ds to the current time T: 
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Figure 3. Within a fixed neighbourhood (of length  ), difference scores are normalised in columns to a standard normal distribution to
enhance the l cal matching contrast. Darker squares indicate owe difference (better match) scores (Milford & Wyeth, 2012).
such, we transform the image similarity data to a matrix form, M, where the effect of spatial coherence is a 2D pattern
(dominant diagonal minima) that can be cheaply and robustly detected.M is formed by concatenating the image difference
vectors together:
M = [Dˆt ds , DˆT ds+1, . . . , DˆT] (5)
In SeqSLAM and SMART – which we use as a baseline in our experiments, best-matching sequences are then found
using a technique similar to the Dynamic TimeWarping (DTW) algorithm proposed by Sakoe & Chiba (1978), with length,
angle and direction (monotonic) constraints. As shown in Figure 4, straight-line paths are projected from each element in
DˆT ds to find the lowest-cost sequence, which has a normalised difference score, S:
S =
1
ds
·
TX
t=T ds
Dtk (6)
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Figure 4. Difference matrix,M. For each image difference vector (column inM), the search algorithm finds the lowest-cost (dark blue)
straight-line sequence through the matrix as the starting point (row inM) and search angle,  , are varied. For clarity, only one sequence
starting point is shown.
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to be processed per image, and each image takes around 
10s to process.  
Applying the depth prediction model is computationally 
efficient. The depth prediction involves 3 major steps: 
super-pixel generation, CRF pairwise input feature 
generation and the CNN forward step of our model. The 
network forward step only takes around 0.25 seconds for 
an input image with 640×480 pixels running on  GPU 
(NVIDIA Titan), providing the potential for low frame-
rate real-time operation on a vehicle. 
3.2. Synthetic Viewpoint Generation 
Depth masks are used to generate a range of synthetic 
viewpoints representing lateral shifts (i.e. lane changes) 
for the vehicle. Image warping is performed using an 
crude  simple inverse depth model – pixel shifts being 
inversely proportionate to their depth. 
Due to the higher accuracy of day-time depth masks, 
we generate synthetic day-time viewpoints and match 
them to existing night-time images. Figure 4 shows an 
example of a day-time imag  and associated depth mask, 
accompanied by the warped synthetic view and the night-
time image from the same location. Note that the result is 
far from perfect; amongst other factors, depth 
compression (the dynamic depth range of the image being 
smaller than reality) means that the nearby sections of 
road are not transformed nearly enough. We generated a 
total of 3 viewpoints approximately covering the range of 
expected viewpoint variation within the dataset. 
 
Figure 4: (a) Day-time image, (b) associated depth mask, (c) 
synthetic sideways shifted viewpoint and (d) corresponding 
night-time frame from the same location. Note the nearby 
roadway is not transformed sufficiently due to depth 
compression issues. 
3.3. SeqSLAM 
In this section we describe SeqSLAM, which has local 
best match and sequence recognition components, and the 
process by which multiple viewpoint streams are 
processed in parallel. 
SeqSLAM frames the image recognition problem not as 
one of finding the single template that best matches the 
current image (global best match), but rather as one of 
finding ll the templates within local neighborhoods that 
are the best match for the current image (local best
match). We apply a local contrast enhancement 
(analogous to a 1D version of patch normalization) 
process to each element i in the image difference vector D 
to produce a contrast enhanced imag  differe ce 
vect Dˆ : 
 
l
li
i
DDD V
 ˆ  (5) 
where lD  is the local mean and σl is the local standard 
d viation, in a rang  of Rwindow temp ates around template 
i. Figure 5 shows a sc matic of the local contrast 
enhancement process operating n a number of Dˆ  vectors 
calculated at different times. 
 
3.3.1 Local Best Match 
 
Figure 5: Contrast enhancement of the original image difference 
vectors increases the number of strongly matching templates. 
Darker shading = smaller image difference = stronger match.
3.3.2 Localized Sequence Recogniti n 
Localized image template matching produces a number 
of candidate template matches at each time step. To 
recognize familiar place sequences, a search is performed 
through the space M of recent image difference vectors: 
 
»
»
¼
º
«
«
¬
ª
  TdTdT ss DDDM ˆˆ,ˆ 1  (6) 
where ds determines how far back in time the search goes, 
and T is the current time. Because car-based scenarios 
have an accurate source of translation l odometry with 
which frame pacing can be normalized, the search is 
drastically simplified to a s t f 45 degree diagonal 
trajectories throug  the difference matrix. A difference 
score S is calculated for the search trajectory line based on 
the difference values the line passes through in travelling 
from time T-ds to the current time T: 
Da
tab
ase
 Fr
am
es
Query Frames
t-3    t-2     t-1      t t-3    t-2     t-1      t
l
Figure 3. Within a fixed neighbourhood (of length  ), difference scores are normalised in columns to a standard normal distribution to
enhance the local matching contrast. Darker squares indicate lower difference (better match) scores (Milford & Wyeth, 2012).
such, we transform the image similarity data to a matrix form, M, where the effect of spatial coherence is a 2D pattern
(dominant diagonal minima) that can be cheaply and robustly detected.M is formed by concatenating the image difference
vectors together:
M = [Dˆt ds , DˆT ds+1, . . . , DˆT] (5)
The search method in SeqSLAM and SMART – which we use as a baseline in our experiments – finds best-matching
sequences using a technique similar to the Dynamic Time Warping (DTW) algorithm proposed by Sakoe & Chiba (1978),
with length, angle and direction (monotonic) constraints. As shown in Figure 4, straight-line paths are projected from each
element in DˆT ds to find the lowest-cost sequence, which has a normalised difference score, S:
S =
1
ds
·
TX
t=T ds
Dtk (6)
Query Frames 
D
at
ab
as
e 
Fr
am
es
 
TDˆ
Figure 4. Difference matrix,M. For each image difference vector (column inM), the search algorithm finds the lowest-cost (dark blue)
straight-line sequence through the matrix as the starting point (row inM) and search angle,  , are varied. For clarity, only one sequence
starting point is shown.
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Figure 4. Diff rence matrix,M. For each image difference vect (column inM), the search algorithm finds the lowest-cost (dark blue)
straight-line sequence through the matrix as the starting point (row inM) and search angle,  , are varied. For clarity, only one sequence
starting point is shown.
3.3. Multiple-Scale Image Comp rison
To compensate for appearance changes due to variations in lateral vehicle viewpoint – such as those caused by changing
lanes in road environments, we perform bilinear rescaling on sideways imagery. In doing so, wemake two key assumptions:
(1) roadside structure lies at an approximately constant kerbside distance, and (2) structure depth is small relative to its
distance to the camera, such that perspective effects are negligible. Whil these assumptions appear restrictive, they are
sufficiently loose in practice, such that this model is suitable when applied to sequences of low-resolution imagery.
We extend our previous work (Pepperell et al., 2014b) to include the unscaled front and rear views in the image
comparison step to provide additional place information. The front, rear, left and right sections of the cylindrical panorama
are reprojected to a flat image plane using the following remapping relationships:
x0(x) = f · arctan
✓
x
f
◆
(9)
leftright frontrear
left rightright frontrear
Figure 5. Cylindrical image panorama (top) flattened into four sub-images representing the left, right, front and rear camera views
(bottom).
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Figure 6. Each set of flattened images is rescaled by enlarging the more distant lateral views and comparing with SAD (‘f’ = front and
‘r’ = rear). For the 1:1 scale, the original, unmodified panoramas are compared directly. Sequences are then independently searched
through the image difference matrices at each scale, with the lowest-cost overall sequence chosen. For clarity, only three scales are
shown.
y0(x, y) =
fyp
f2 + x2
(10)
where (x, y) is the original pixel location in the cylindrical image, (x0, y0) is the pixel location in the resultant rectilinear
image and f is the camera focal length in pixels. This process results in four “flat” sub-images per place, as shown in
Figure 5. For each image set, rescaling is then performed on either the left or right view (Figure 6), by cropping out a
rectangular window in the centre of the image and resizing it (with linear interpolation) to its original size. This process
is repeated as necessary to generate the desired number of image scales. Each query sub-image is then compared to each
database sub-image – as per the process detailed in Section 3.1 – and summed to obtain a single difference score for each
query-database image set. Within this process, variable offset matching is performed on the sideways views to provide
some tolerance to ground inclination and camber.
An image difference matrix,Mn, is formed as each set of rescaled images is compared (Figure 6). Each matrix is then
searched in parallel for the best-matching sequences across all scales, thus adding another dimension to the search process
shown in Figure 4. A constant scale ratio is assumed along the length of a sequence.
3.4. Directed Graph and Particle Filter Search
The cost of evidence accumulation in SMART can be high, and requires a fixed-length image sequence over which to
collect evidence. Handling variations in image scale due to travelling the route in a different lane requires the computation
of multiple difference matrices and searching for the dominant path through each of them. Similarly, travelling through a
realistic road network with intersections is problematic with linear sequence searching when the matching sequence length
approaches that of a block in the road network. Here, we augment the 1D database of ordered frames with a directed
graph of image indices (and hence matrix row indices); depicting the connectivity between images taken along segments
of branching and intersected road networks. The graph enables the movement of particles through discontinuous “jumps”
in the image difference matrix (Figure 7).
Our particle filter deploys a collection of N particles, pi – each with three state variables and an importance weight:
pi = {xˆi, si, ci, wi} (11)
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where xˆi 2 R+ is an estimation of the vehicle’s position as a continuous displacement through the database, which can be
rounded to an integer frame index; si 2 N<z is its scale index within z possible scales; ci 2 N is its resampling countdown
– a variable which is decremented by every forward movement step and reinitialised (to a value ) whenever a decision
point (intersection) is encountered, thus excluding a particular particle from resampling until ci reaches its minimum value
of 0; and wi 2 R+1 is its weight. The resampling countdown prevents weak – but potentially correct – location hypotheses
from being erroneously discarded at intersections; each hypothesis is allowed to develop for a specified distance (ci), while
the weights are continuously updated.
Each iteration (i.e. column-wise, rightward step in the image difference matrix) of the particle filter consists of a
movement phase, a weight update phase and a resampling phase. The movement phase consists of incrementing each
current particle position:
xˆ0i = xˆi +X (12)
where xˆ0i is the new particle position and X is drawn from a normal distribution:
X ⇠ N (µm, m) (13)
where µm is the mean distal frame separation (typically 1 metre) and  m is the standard deviation. Note that a synchronised
source of odometry is assumed, and therefore the frame separation is independent of the vehicle velocity. The motion model
parameters are thus dependent on the accuracy and repeatability of the odometry signal. When a particle encounters an
intersection node, its position jumps to one of the possible connected graph locations with equal probability and its residual
movement (if any) continues along the new path.
The scale index (or lane position) corresponds to which matrix in the scale stack (Figure 6) the particle resides in, and
is updated by first drawing from the standard uniform distribution:
S ⇠ U(0, 1) (14)
near Brisbane CBD — Brisbane
1 of 1
0 50 100 m
A D
B C
A D
B C
1
2
3 4Database TraversesQuery Traverse
(a) (b) (c)
C
C
D
D
B
A
Figure 7. Road networks contain intersections, which leads to indeterminate image ordering between database and query traverses of
an environment. This example shows a database traverse, where horizontal streets were mapped, then vertical streets; and a typical query
traverse through some of these streets in a different order (a). A directed graph database structure (b) represents intersections as nodes
connected with edges representing image sequences; thus enabling searching through disjoint regions of the image difference matrix (c).
Note the strong diagonal matching paths through the matrix between each labelled node (white dot). Map data ©2012-2015 Apple Inc.
and ©1992-2014 TomTom.
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then assigning a new value to the scale index:
s0i =
8>>><>>>:
max(si   1, 0), S <  
min(si + 1, z   1), S > 1   
si, otherwise
(15)
where s0i is the new scale ratio index and   is the scale-changing threshold. Scale changes are memoryless, and thus the z
possible scale indices can be regarded as states in a Markov chain. In a road-based environment,   estimates the probability
of the vehicle moving to either adjacent lane. Thus, we assume lane changes are equally likely in each direction and  must
be less than 0.5.
Particle weights are updated through recursive Bayes filtering. For a given particle, we round its position to the nearest
column index and lookup the normalised difference score, di. Its new weight, w0i is then given by:
w0i = wi ·
P (di|xˆi = xi)
P (di)
(16)
where wi is the current weight and xi is the true current location. The normal distributions P (di|xˆi = xi) and P (di)
correspond to the true positive and total distributions, respectively:
P (di|xˆi = xi) = N (µp, p) (17)
P (di) = N (µt, t) (18)
where µp and  p are the mean and standard deviation of the true positive match distribution; and µt and  t are the
mean and standard deviation of the total distribution.
Finally, importance resampling (Liu et al., 2001) is performed to prevent degeneracy. Each particle with a ci value of
zero is replaced by drawing a new particle (with replacement) from our set at random with probability equal to its weight.
After every weight update and resampling step, each particle weight, wi, is normalised to w0i, such that all weights sum to
unity:
w0i =
wi
NP
j
wj
(19)
To select the “best” particle, we apply a kernel density estimation on a neighbourhood around each particle and form
the following distribution of particle confidences (Maddern et al., 2012):
P (xˆi) =
NX
j
h(i, j) (20)
with the spatially-selective function, h(i, j), defined as:
h(i, j) =
8<:wj , |xˆi   xˆj |  r0, otherwise (21)
where r is the specified place recognition resolution; typically set to equal the ground truth match tolerance. A given
particle’s confidence reaches a value of 1 only when all particles are within this range. The system’s current hypothesis
corresponds to the position of the particle with the highest confidence value. This estimation function also provides a means
of false positive filtering, by thresholding particles based on their resultant confidence values.
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Figure 8. Aerial maps of datasets, showing CBD (top) and Highway (bottom). For the CBD dataset, a database of ordered frames was
constructed by collecting imagery in four contiguous sets: 1-5, 6-9, 10-11 and 12-13 (blue, top-left). A path approximately twice as long
was then traversed through the same environment as one contiguous query set of images, shown in points 1-22 (red, top-right). The path
through the Highway dataset for both traverses (albeit in different lanes – see main text) is shown in red in the bottom image. Map data
©2012-2015 Apple Inc. and ©1992-2014 TomTom. Satellite Imagery ©2013 DigitalGlobe.
4. Experimental Setup
In this section, we describe our vehicular platform, experimental apparatus, datasets used, data pre-processing steps, studies
performed and parameters used.
4.1. Datasets
We evaluated our algorithms on a total of three challenging datasets1. The first two datasets were acquired on public roads
in Queensland, Australia (Figure 8), and each consists of a daytime and a night time traverse of a particular environment.
Both road-based datasets were gathered with an Occam Omni60 – a five-lens, 360 , panoramic camera; and an OBD Pro
Scantool connected to a laptop computer (Figure 9). The Scantool was connected to the vehicle’s onboard diagnostics
(OBD) port, where it regularly polled the wheel speed. The integration of vehicle speed with synchronised video data
enabled the platform to record images with an approximately constant spatial separation of one frame per metre.
Thefirst road-based dataset consists of a 3.6 kmdaytime, database traverse ofBrisbaneCBD–an environment consisting
of many one-way streets, followed by a 6 km night time query traverse. The query traverse contains loops and repeated
paths as it covers sections of the environment “out of order”. The second road-based dataset consists of two 5 km traverses
of the Gold Coast Highway – a database traverse in a constant lane position (second from the left); and a query traverse,
which moves arbitrarily between four lanes. Note that vehicles drive on the left side of the road in Australia.
1Our datasets are available at https://wiki.qut.edu.au/display/cyphy/Datasets
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Figure 9. On-road dataset gathering platform, showing the Occam Omni60 camera mounted on roof racks (left) and the OBD Pro
Scantool and laptop computer (right).
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Figure 10. Our arrangement of the Nordland dataset, showing the metric map path (left), synthetic intersections and the ordering of
summer database frames (middle) and the arbitrary path taken in the winter query traverse (right). Satellite Imagery ©2013 Landsat.
We also tested the large-scale performance of each algorithm on a section of Nordlandsbanen Minutt for Minutt2 – a
cross-seasonal Norwegian train dataset that prior work has used to evaluate SeqSLAM (Sünderhauf et al., 2013a). To add
further difficulty to this dataset, we added synthetic intersections and reordered the frames in the query traverse such that the
dataset was travelled out-of-order and with loops (similar to the gridded city environment); thus invalidating the continuous
linear sequence assumptions of SeqSLAM and SMART. We used the most difficult seasonal pairing: the database traverse
consisted of 60 km of summer footage and the query traverse consisted of 100 km of winter footage (including repeats).
Figure 10 shows the dataset map, synthetic intersection arrangement and the paths taken by the database and query traverses.
We refer to the datasets hereafter as CBD, Highway and Nordland, respectively.
2 http://nrkbeta.no/2013/01/15/nordlandsbanen-minute-by-minute-season-by-season
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Figure 11. A cylindrical panoramic image (top), which has been divided and flattened into rectilinear views and rescaled to create a
synthetic viewpoint of one lane change left (middle row) and one lane change right (bottom row). Dashed red lines indicate cropping
regions. When comparing images at the 1:1 scale, the whole panorama is used, albeit with a single crop to remove the bottom third of the
image occluded by the car. At other scales, only the top halves of the images are used so as to remove the ground-plane. Exact scaling
factors used are detailed in Section 4.3.
4.2. Data Pre-Processing
As shown in Figure 11, a single, fixed horizontal crop was performed on all panoramic images just prior to comparison;
one third from the bottom of the image in the full panorama for 1:1 comparisons, and halfway-down the flattened images
to remove the ground-plane for rescaled comparisons. Hence, a fixed horizon line through the image centres is assumed,
which in conjunction with a small amount of vertical offset image matching on the low-resolution imagery, compensates
for road camber. Alternatively, an accelerometer could be used to dynamically determine the horizon. Prior to rescaling, the
flattening process was used to produce 120 field of view (FoV) side views and 60 FoV front and rear views. We allocate
such a large FoV to the side regions as they have the most structural detail, in addition to being rescalable.
The Nordland dataset consisted of forward-facing imagery, with no cropping necessary. We decimated frames to retain
one-fifth of the original count, giving an average frame separation of 5 m.
For the CBD and Nordland datasets, we hand-labelled database intersection images with lists of connection points
(jumps) to other frames in our database to build a directed graph similar to that in Figure 7(b). Additionally, we labelled
these points with map coordinates which were then interpolated for all in-between frames. On a larger scale, the mapping
process could be automated with accurate geo-tagging of panoramic imagery to public map data, such as with Google Street
View or Mapillary. For the road-based datasets, we generated ground truth by manually identifying a sample of matching
frames – such as those at every intersection – and interpolating for those in-between. It can be considered correct to within
approximately five metres. The Nordland dataset was provided with synchronised frame-accurate, GPS ground truth.
4.3. Studies and Parameters
To evaluate the effectiveness and limitations of our place recognition algorithms, we performed ten major studies across
the three datasets, including a baseline test of the “vanilla” SMART and SeqSLAM algorithms on each (Table 1). For the
CBD dataset, we include a sequence length study with SMART to assess its implications on linear searching in branched
environments. As the datasets in this paper have consistent frame spacing – and offset image matching is only performed on
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the multi-scale experiments, the only difference between the baseline SeqSLAM and SMART evaluations is the inclusion
of sky blackening in the latter approach.
Table 1: Experimental Studies
Dataset Algorithm Target Result of Study
CBD
SeqSLAM Baseline performance of SeqSLAM algorithm (ds = 100)
SMART Baseline performance of SMART algorithm at five sequence lengths (Table 4)
SMART PF Impact of directed graph and PF search
Highway
SeqSLAM Baseline performance of SeqSLAM algorithm (ds = 100)
SMART Baseline performance of SMART algorithm (ds = 100)
SMART Multi-Scale Impact of multi-scale image comparison and linear search (ds = 100)
SMART Multi-Scale PF Impact of multi-scale image comparison and PF search
Nordland
SeqSLAM Baseline performance of SeqSLAM algorithm (ds = 100)
SMART Baseline performance of SMART algorithm (ds = 100)
SMART PF Impact of directed graph and PF search
Within each test, we evaluated core place recognition criteria, including precision-recall performance, coverage at
100% precision and longest continuous regions of location uncertainty – all of which are standard benchmarks in the
community (Churchill & Newman, 2012; Cummins & Newman, 2008; Johns & Yang, 2013b; Liu & Zhang, 2013; Lowry
et al., 2014a;McManus et al., 2014b;Milford&Wyeth, 2012).We also analysed the storage and computational requirements
with the various methods and provide some calculations in Section 6.
Table 2 shows the parameters used in all studies. Rx, Ry , P ,  , l, ⌘x and ⌘y are similar to the values used in previous
studies (Milford & Wyeth, 2012; Pepperell et al., 2013, 2014a,b, 2015), albeit with a larger reduced image size for
panoramic datasets. The total distribution parameters, µt and  t, represent average values measured from the normalised
image difference matrices. The true positive mean, µp, was estimated to be a slightly smaller value than µt; reflecting the
assumption that true matches have at least slightly lower difference scores than average.  p was assumed to be equal to  t.
The motion model mean, µm, equals the desired spatial frame separation of 1 database frame movement for each query
frame movement (typically 1 metre), with  m set to allow small deviations due to odometry error.   was set to a value that
Table 2: Parameter List
Parameter Value Description
Rx, Ry 360, 32 Reduced image size, CBD and Highway
Rx, Ry 64, 32 Reduced image size, Nordland
P 4⇥ 4 Patch size (pixels)
  45  Trajectory search angle
l 40 Neighbourhood radius
⌘x, ⌘y 0, 4 Maximum shift offsets (left/right rescaled views only)
ds varies Sequence length
N 1000 Number of particles
µp 0.45 True positive mean
 p 0.167 True positive standard deviation
µt 0.50 Total distribution mean
 t 0.167 Total distribution standard deviation
µm 1.0 Motion model mean (frame distance)
 m 0.1 Motion model standard deviation
  0.25 Lane change probability
 150 Resampling countdown
r 20 Place recognition resolution
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ensures particles frequently explore other lane positions, while assuming that the vehicle is equally likely to maintain its
current lane in a given step. The resampling countdown, , was set to approximately half the length of a typical city block;
a stable value we determined through experimentation on test datasets. r was set to equal the place recognition matching
tolerance, as explained in Section 3.4.
We also provide the scale factors used for the Highway dataset in Table 3. The scale factor corresponds to the query
sub-image (left or right) size fraction of the corresponding database sub-image. Thus, values greater than one indicate
a relative enlargement of the query sub-image, and values less than one indicate a relative enlargement of the database
sub-image. Shift amounts were determined by assuming a kerbside structure distance of 10 m – an arbitrary value that
has worked successfully on two other datasets (Pepperell et al., 2014b) and knowledge of the database vehicle position
and standard lane width of 3.5 m. We also assume a total road width of eight lanes to determine the right-hand distances
(noting that vehicles keep left in Australia). In practice, exact distances and number of lanes (and hence scales) are not
critical, provided enough scales are used to approximately cover all possible views due to lane shift. For example, if there
is a true vehicle shift of +1 lane, but all structure is at infinity, it is likely that the algorithm will still be able to form a
correct hypothesis using the 1:1 scale.
Table 3: Highway Dataset Scale Parameters
Query Lane Position: Assumed Distance to Structure: Scale Factors:
(Relative Shift) Left, Right (m) Left, Right
1 (-1) 11.8, 36.5 0.77, 1.1
2 (0) 15.0, 33.0 No rescaling
3 (+1) 18.5, 29.5 1.23, 0.89
4 (+2) 22.0, 26.0 1.47, 0.79
5. Results
In this section, we present our experimental results across the three datasets. As discussed in Section 4.3, we focus on
the standard place recognition criteria: precision-recall performance metrics and plots, and dataset coverage statistics and
plots. We also include example imagery and discuss the difficulties and failure cases encountered on each dataset.
5.1. Precision-Recall Performance and Dataset Coverage
Precision-recall curveswere generated for each test case by varying the sequence cost threshold (linear search) or confidence
threshold (particle filter) and comparing reported matches to ground truth. Precision refers to the proportion of returned
frame pairs that were correct to within 20 m of ground truth – as in our previous study (Pepperell et al., 2014b); and recall
refers to the proportion of total correct frame pairs that were returned. For each particle filter test, we ran the algorithm
Table 4: CBD Dataset Results
Algorithm Recall at 100% Precision Max. Uncertainty (m)
SMART (ds = 10) 16% 667
SMART (ds = 30) 44% 622
SMART (ds = 50) 51% 629
SeqSLAM (ds = 100) 55% 620
SMART (ds = 100) 57% 587
SMART (ds = 200) 61% 580
SMART (PF) 76% 158
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Figure 12. Precision-recall plots for the CBD dataset, showing results for SMART with linear search at sequence lengths of 10, 30, 50,
100 and 200 metres; SeqSLAM at a sequence length of 100 metres; and SMART with the particle filter search.
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Figure 13. CBD dataset coverage plots for the SMART and SeqSLAM linear search tests, as well as the SMART particle filter test.
Blue lines indicate the ground-truth mapping between query and database frames, and red crosses indicate true positive place location
matches reported by the algorithm. Vertical discontinuities (shown with faint guidelines) correspond to intersections where the query
traverse travelled a different direction to the database traverse.
five times and have presented the median result. Additionally, we present the maximum continuous distance travelled (at
100% precision) without location certainty – also known as the maximum “open loop distance” (McManus et al., 2014a).
Precision-recall curves for the CBD dataset are shown in Figure 12. Unsurprisingly, SMART’s performance improved
with increasing sequence length up to 100 m. Further increasing the sequence length to 200 m had minimal effect on
either precision-recall performance or maximum uncertainty (Table 4). This is partly attributable to this sequence length
approaching that of a city block, hence attempting to fit long linear sequences on disjoint regions of the matching matrix
is prone to error – e.g. query frames from approximately 0 to 100 and 840 to 940 had some coverage with the four
shorter sequence lengths, but not at ds = 200 (Figure 13). The comparison test with SeqSLAM at ds = 100 performed
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Figure 14. Four example sets of correctly-reported frame pair matches from the CBD dataset, using our proposed particle filter
implementation. In each pair, the database frame is on the top and the query frame is on the bottom.
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approximately the same as SMART at this sequence length. Also note that in a real-time application, a complete sequence
must be built before a location hypothesis can be formed. Thus, there is a trade-off: shorter sequences have potentially
lower localisation lag and better ability to cope with “jumps” in the difference matrix, but longer sequences accumulate
more evidence and are more likely to report correct locations.
The particle filter exhibited the best overall precision recall performance and superior coverage to the linear search at
all sequence lengths. Its ability to explore all possible paths through intersections (and searching only those directions,
rather than exhaustively) enabled it to make quick, accurate place hypotheses. However, within a short period after each
intersection, confidence is low until resampling converges all particles to the correct path. Thus, some hypotheses get filtered
out at 100% precision, such as around query frames 840 to 940 (Figure 13). Figure 14 shows example image matches for
the CBD dataset.
Figure 15 shows the overall precision-recall performance for each method on the Highway dataset. Across the whole
dataset, all three SMART methods performed very strongly, while SeqSLAM performed poorly. This is likely due to the
larger number of sky pixels in the Highway dataset, as evident in Figure 16. Note, however, that in depicting a typical
driving scenario, approximately 50% of this dataset consisted of query and database images captured from the same lane
position (Figure 17), which inflated the overall recall figures. As shown in Table 5, the vanilla method suffered a significant
recall drop (to 65%) when positioned one lane to the left, and had very poor recall (26%) when positioned two lanes to
the right – all of which came from the relatively long image sequences having sufficient overlap with the preceding region
of lesser lane shift. As expected, the multi-scale method significantly outperformed the vanilla SMART and SeqSLAM
algorithms at this large lateral shift (93% recall), and performed well in all lanes of travel. Interestingly, all algorithms
Table 5: Highway Dataset Results
Algorithm Recall at 100% Precision at Lane Shift Max. Uncertainty (m)Overall -1 0 +1 +2
SeqSLAM (ds = 100) 43% 3% 79% 5% 0% 767
SMART (ds = 100) 86% 65% 95% 93% 26% 147
SMART Multi-Scale (ds = 100) 93% 75% 95% 98% 93% 144
SMART Multi-Scale (PF) 98% 100% 96% 100% 100% 95
1
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Figure 15. Precision-recall plots for the Highway dataset, showing the overall performance improvement as multi-scaling and particle
filtering are added to SMART. The SeqSLAM result is included for comparison.
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Figure 16. Four example sets of correctly-reported frame pair matches from the Highway dataset, using our proposed particle filter
implementation. From top to bottom, the matches represent -1, 0, +1 and +2 lanes of lateral shift. In each pair, the database frame is on
the top and the query frame is on the bottom.
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Figure 17. Highway dataset coverage plots produced by SeqSLAM, SMART andmulti-scale SMARTwith linear search and multi-scale
SMARTwith the particle filter. Blue lines indicate the ground-truth mapping between query and database frames, and red crosses indicate
true positive place location matches reported by the algorithm. Green shading indicates the relative lane shift (if any) between the query
and database traverse from left to right.
performed equal to or better across a single lane shift to the right than one to the left. This can be attributed to the fact that
a shift to the right corresponds to movement towards the centre of the road, where scaling effects are not as significant as
when moving closer to the road edge.
The particle filter outperformed the linear sequence search methods once it had converged on the true vehicle position
– see the small initialisation delay in Figure 17. As well as exploring lane changes at every step, the particle filter has the
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Figure 18. Precision-recall plots for the Nordland dataset, showing the performance of SeqSLAM and SMART with the linear search,
and SMART with the particle filter search.
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ability to “coast” through regions of poor image similarity, enabling it to provide correct place recognition hypotheses even
in the difficult areas with the linear multi-scale method failed (see Section 5.2). Figure 16 shows example image matches
for the Highway dataset.
Table 6: Nordland Dataset Results
Algorithm Recall at 100% Precision Max. Uncertainty (m)
SeqSLAM (ds = 100) 73% 5930
SMART (ds = 100) 65% 3925
SMART (PF) 94% 760
Figure 18 and Table 6 show the precision-recall performance of each algorithm on the Nordland dataset, and Figure 19
illustrates dataset coverage.While the baseline SMART algorithm had a shortermaximumperiod of localisation uncertainty
than SeqSLAM, it also attained a lower level of recall. This result can be attributed to the sky blackening technique used in
SMART, which worked consistently well on the summer traverse, but inconsistently on the winter traverse (see Section 5.2).
As with the previous datasets, the SMART algorithm with our proposed particle filter approach had superior performance
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Figure 19. Nordland dataset coverage plots for the SMART and SeqSLAM linear search tests, as well as the SMART particle filter test.
Blue lines indicate the ground-truth mapping between query and database frames, and red crosses indicate true positive place location
matches reported by the algorithm. Vertical discontinuities (shown with faint guidelines) correspond to intersections where the query
traverse travelled a different direction to the database traverse. Note that there is an average frame spacing of 5 m, which corresponds to
a query traverse of 100 km and a database traverse of 60 km.
MATCH MATCH MATCH
Figure 20. Three example sets of correctly-reported frame pair matches from the Nordland dataset, using our proposed particle filter
implementation. In each pair, the database frame is on the top and the query frame is on the bottom.
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Figure 21. Difficult query images in the CBD dataset, with dark, bland or missing structure. These images are approximately
representative of regions of poor coverage: frames 100 to 500 (top), 840 to 940 (middle) and 1650-2150 (bottom) – see Figure 13.
to both baseline algorithms in both precision-recall and dataset coverage. Figure 20 shows example image matches for the
Nordland dataset.
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Figure 22. Two example frame pairs within the query frame region 1670 to 1815 on the Highway dataset that all algorithms – except
the particle filter approach – failed to correctly match across a lane shift of -1. The lack of structure in the right camera view (edges of
panoramic images) and overall darkness contributed to weak matching scores. The particle filter correctly reported both matches.
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(a) (c) (d)(b)
Figure 23. Examples of challenging places in the Nordland dataset, including bland environments (a) and dark tunnels (b). The winter
traverse of this dataset also challenged the sky blackening technique, which was successful in some places (c), but not others (d).
5.2. Place Recognition Difficulties and Failure Cases
Each dataset presented its own challenges for our place recognition algorithms. The CBD dataset was particularly difficult
for the linear search technique due to disjointed ground-truth path through the image difference matrix, whereas the new
method was able to explore the possible options and regain confidence as evidence was accrued. For all methods, the gaps
in coverage at 100% precision predominately correspond to regions lacking structure or with poor illumination at night
(Figure 21), where image matching was weaker. In a general sense, the particle filter eventually settles on the correct path,
albeit experiencing a longer period of uncertainty in any situation where matching is weak.
Predictably, the Highway dataset failures predominately occurred under maximal lane shift with the vanilla linear
algorithm (e.g. bottom image pair in Figure 14), and occasionally throughout the linear multi-scale result. Both linear
search methods also struggled around query frames 1670 to 1815 across a lane shift of -1 where a significant part of the
environment was bland (Figure 22). However, the particle filter method continued to track the correct trajectory as the
converged particles represented a significantly more constrained search space.
The Nordland dataset was substantially larger than the other two datasets, and presented its own set of challenges. Place
matching was more difficult in areas with environmental aliasing and dark tunnels. In addition, the presence of snow in the
winter dataset caused sky blackening to erroneously classify some ground regions as sky and blacken them; leaving very
little useful information in the image. Figure 23 shows some examples of difficult regions within the dataset.
6. Storage and Computation Requirements
Towards the deployment of our proposed algorithm in a vehicular navigation system or on an embedded platform, there
are a number of practical considerations to be made. In this section, we assess the feasibility of our system by examining
some typical usage scenarios and detailing our estimates for the storage and computational requirements. We also include
measured execution times for our implementations.
6.1. Storage
Storage requirements are identical for both the linear search SMART (or SeqSLAM) algorithm and our proposed particle
filter approach, with each map location represented by a low-resolution greyscale image. For images consisting of 360⇥32,
8-bit pixels, at a resolution of one frame per metre, approximately 11.5 kB is required per place – or 11.5 MB per kilometre
of road. Thus, the CBD and Highway datasets total approximately 100 MB in this format, which is easily containable on
a hard drive or in RAM.
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Scaling a place recognition system up to enable global operation will obviously entail solving a number of challenges,
including visual aliasing, bland environments, near infinite intersections, and unpredictable road layouts. However, we can
make an informed examination of the storage requirements for such an operation. For example, a moderately-populated
country – such as Canada, France or Australia – has approximately 800,000-1,000,000 km of road (CIA, 2013); and would
hence require 10-12 TB to exhaustively store the uncompressed panoramic imagery at a single scale. In 2015, an array
of inexpensive hard drives could meet this requirement for a few hundred dollars. Alternatively, map imagery could be
deployed on demand; covering only the areas required for navigation – or expansive bland highways could be represented
more sparsely, e.g. one frame per tenmetres for an order ofmagnitude reduction in storage requirements. A further reduction
may be possible by storing the database imagery as compressed videos.
6.2. Computation – Theoretical
Here,we consider the theoretical computational requirements under typical use caseswith the systemdeployed as a real-time
navigation system. We present calculations consistent with those in prior work (Milford, 2013), which demonstrated that
the dominant computational burden is the image comparison stage. The exact computational requirements depend on the
database size (or subset to be searched), the vehicle speed and the image size, in addition to either the sequence length
or the number of particles, depending on the search method. Consider first, a scenario where we travel on a highway at
80 km/h, and compare each query image to every database image:
1000 images/kilometre⇥ 11,520 pixels/image⇥ 9 vertical offsets⇥ 4 scales⇥ 22 m/s
= 9.12 · 109 pixel comparisons per second per kilometre of mapped database
For the Highway dataset, this requirement becomes:
5 kilometres⇥ 9.12 · 109 pixel comparisons per second per kilometre of mapped database
= 4.56 · 1010 pixel comparisons per second
Thus, even with complete processor utilisation and an idealistic alignment of 8-bit pixel data into 64-bit general purposes
registers, a dual-core 3.2GHzCPUwould be required to sustain real-time computation of the image comparison alone.More
realistically, parallel computing would be necessary through the use of a GPU or field-programmable gate array (FPGA).
The advantage of the particle filter approach, however, is that we can build the image matching matrices sparsely – once the
particles converge, we only need to compare the query frame to a small subset of database frames, plus the neighbourhood
normalisation window (2l = 80). Now consider the same scenario again, but on exit of a four-way intersection where the
particles had converged (r = 20) to a confident hypothesis on entry:
(20 location images + 80 in each local neighbourhood)⇥ 3 possible paths⇥ 11,520 pixels/image
⇥ 10 vertical offsets⇥ 4 scales⇥ 22 m/s⇥ 1 frame/m = 3.04 · 109 pixel comparisons per second
With the same 100% (ideal) CPU utilisation above, this scenario only requires a single 0.4 GHz, 64-bit CPU core. The CBD
scenario is even more feasible, as vehicle speeds are significantly slower – especially around intersections. Thus, even with
realistic overheads, the system could easily run in real-time on a modern CPU once the particles begin to converge. Until
that point has been reached (approximately 150 m in our experiments), more exhaustive computation is necessary, but the
vehicle will typically initialise from a stationary position, where computational requirements are smaller. Additionally, a
coarse GPS seed could be used to narrow the search space, as discussed in Section 7.
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We can also consider the computational requirements for linear sequence searching on the Highway dataset, where
each movement step of one metre requires looking up each difference score value (element in M) and adding it to its
corresponding sequence cost sum:
5000 sequences⇥ 4 scales⇥ 22 m/s = 4.4 · 105 element lookups per second
and similarly for the particle filter search, which is non-exhaustive, and requires element lookups only for positions with
particles:
1000 particles⇥ 22 m/s = 2.2 · 104 updates per second
While the particle filter significantly reduces the computational requirements for search, it was already four orders of
magnitude less intensive than the image comparison step. Note that these figures assume that the weight normalisation and
resampling steps are negligible computational burdens. Thus, the image matching phase is the limiting step and has had
the most benefit from our proposed particle filter implementation.
6.3. Computation – Empirical
For each dataset and algorithm, we measured the total execution time and analysed how much time could be attributed
to each of the image comparison and search stages. We also divided each total execution time by the number of query
frames to calculate the average query frame processing time: the time taken for a given algorithm to perform all necessary
operations and localise from a given query image. All research code was written in single-threaded C++ using the OpenCV
library, and run on an Apple MacBook Pro with a 3.0 GHz Intel Core i7 processor and 8 GB of DDR3 RAM. Tables 7, 8
and 9 show the execution timings for the CBD, Highway and Nordland datasets, respectively. Best results in each case are
shown in bold.
Table 7: CBD Dataset Execution Timings
Algorithm
Execution Time (s)
Image
Comparison Search Total
Query Frame
Processing Ave.
SeqSLAM (ds = 100) 360 83 443 0.07385 (13.5 Hz)
SMART (ds = 100) 694 83 777 0.12950 (7.72 Hz)
SMART (PF) 508 154 662 0.01104 (9.06 Hz)
The first point worth noting is that the SeqSLAM algorithm lacks a sky blackening phase, and hence it performed
image comparisons faster than single-scale SMART in all experiments. In the CBD dataset, the particle filter search stage
– which consists of matrix element lookups, state variable updates and weight normalisation – took approximately twice
the time of the exhaustive linear search used by SeqSLAM and SMART (154 v.s. 83 seconds). Its advantage, however
(in addition to superior precision-recall performance), is in the image comparison stage – exhaustive computation of the
complete difference matrix is not necessary, and hence computational growth with database size is not as problematic (see
Section 6.2). The particle filter search also ran faster than SMART.
For the Highway dataset, the image comparison stage saw a significant increase in computational time between single-
and multi-scale SMART (8552 v.s. 927 seconds). This increase can be attributed to the added burden of applying the
panoramic flattening (Figure 11) and offset matching processes to the additional image scales. The growth in linear search
time was approximately four-fold (354 v.s. 95 seconds), as expected. The particle filter was most effective in this dataset,
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Table 8: Highway Dataset Execution Timings
Algorithm
Execution Time (s)
Image
Comparison Search Total
Query Frame
Processing Ave.
Single-Scale
SeqSLAM (ds = 100) 399 95 494 0.08328 (12.0 Hz)
SMART (ds = 100) 927 95 1022 0.17230 (5.80 Hz)
Multi-Scale (4 Scale Matrices)
SMART (ds = 100) 8552 354 8906 1.50100 (0.67 Hz)
SMART (PF) 2047 119 2166 0.34510 (2.90 Hz)
due to its lack of exhaustive image comparisons and search, and ran approximately four times faster than the linear search
multi-scale SMART algorithm (2.9 Hz v.s. 0.67 Hz).
The larger size of the Nordland dataset (and hence larger image matching matrices) more significantly highlighted
the speed advantage of the particle filter approach. Also note that the smaller comparison frame size of 64⇥32 pixels
(compared to the 360⇥32 pixel panoramic images) contributed to faster image comparisons, while the larger matrix
considerably slowed the linear searches.
Table 9: Nordland Dataset Execution Timings
Algorithm
Execution Time (s)
Image
Comparison Search Total
Query Frame
Processing Ave.
SeqSLAM (ds = 100) 1874 1216 3090 0.14160 (7.06 Hz)
SMART (ds = 100) 2124 1216 3340 0.15300 (6.54 Hz)
SMART (PF) 951 641 1592 0.07293 (13.7 Hz)
The approximate online operating frequencies for each algorithm are shown in the right-most columns of Tables 7,
8 and 9. For the CBD and Highway datasets, these figures are equivalent to the maximum vehicle speed (in metres per
second) for which computation could be sustained. The maximum vehicle speed in our implementation of the particle filter
is therefore 9 m/s (32 km/h) for the CBD dataset and 2.9 m/s (10 km/h) for the Highway dataset, respectively. As Nordland
had a frame spacing of approximately 5 m, the maximum operating rate of 13.7 Hz corresponds to a maximum speed of
68.5 m/s (247 km/h) for this dataset.
Overall, our algorithms ran significantly more slowly than indicated by the theoretical calculations in Section 6.2, and
thus require significant optimisation (or a coarser frame spacing) for live operation in many environments. Note that our
research code was written to make diagnostics and visualisation convenient, rather than written for raw speed. Hence, some
optimisations are trivial – for example, our implementation reads in video files and downsamples and patch normalises
both query and database frames on the fly, when this is strictly only necessary for query frames (database frames would be
stored in processed form). Similarly, sky blackening is performed on original imagery and would be significantly faster if
the frames were downsampled first. We also envisage a significant performance increase by future multi-threading of the
algorithms to better utilise dual- and quad-core processors.
7. Discussion and Future Work
The primary contribution of this paper has been to demonstrate how introducing specific knowledge of road network
layouts and a general model of lane configurations to facilitate image rescaling can improve the performance, robustness
and efficiency of condition-invariant place recognition when coupled with an efficient, constrained search technique. While
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simple, whole-image based place recognition techniques traditionally struggle with city block driving and multi-lane roads,
our additions have improved their operation in such environments. This section discusses our assumptions, the benefits
of the directed graph and particle filter implementation, some possible future domains for particle filtering and image
comparison, and the system’s deployment as a personal navigation aid.
The underlying assumptions in our approach are that movement is planar, constrained to a route, and that there is
an approximately-fixed (or infinite) lateral distance to environmental structure in the case of multiple-lane environments.
Through our results, we have verified their validity on two challenging road-based environments, in addition to a rail-based
environment. Equally, these assumptions could be applied to other domains, such as office corridor robots or human
movement along footpaths if some considerations of environmental scale were applied.
The introduction of a directed graph in conjunction with a particle filter allowed us to retain the 1D database of ordered
environment images, while gaining the ability to explore paths through intersections without reverting to re-localisation
through exhaustive searching. As such, the localisation lag associated with traditional linear sequence searching was
greatly reduced: instead of having to build a fixed-length sequence of frames to form a location hypothesis, hypotheses are
constantly formed and grow in confidence at a rate depending on the difficulty of the environment. Another subtle benefit
is the filtering threshold: linear sequence costs are arbitrary and depend on environmental difficulty, whereas particle
confidence is a probability measure that depends on the convergence of the particle set. Thus, tuning to 100% precision is
simpler: the particle confidence acceptance threshold could simply be set to 1.0 to guarantee no false positives (albeit not
necessarily attaining maximum recall).
Futurework could also expand the particle filter to search forward and reverse directions of travel. This could be achieved
with a “direction” state variable; indicating that reverse particles require query image panoramas to be circularly shifted
by 180 degrees and particles propagated in the opposite direction through the difference matrix. A potential challenge,
however, is that the reversed panorama would introduce an additional viewpoint problem and may be problematic on wide
or divided roads. Fortunately, such environments tend to be mapped along both sides (e.g. highways in Google Street View).
Furthermore, the branching at intersections in the CBD and Nordland datasets can be considered somewhat analogous
to lane changes in the Highway dataset, where particles are randomly selected to explore each route alternative. One avenue
for future work would be to integrate some rotational visual odometry such that a detected rotation increases the probability
of an intersection turn or lane change in that direction and apportions particles appropriately. Additionally, a lane-tracking
algorithm (Aly, 2008; McCall & Trivedi, 2004; Wang et al., 2004) could be used to detect lane changes; both to guide
the propagation of particles and to provide another layer of feedback to the driver in a real-time scenario. In a similar
vein, CNNs have shown promise in monocular depth-mapping (Eigen et al., 2014; Milford et al., 2015), which may be
extensible to aiding our synthetic view generation process. Performance benefits would have to be weighed, however, as
these techniques may increase computational overheads by more than they save; noting that adding extra particles in areas
where image comparison is already being performed is very inexpensive – see Section 6.
One of the benefits of the algorithms in this paper is that they do not rigidly prescribe particular featureless image
representations and matching techniques. The condition invariance of our work may improve further with the use of UV
imagery – either to enhance the reliability of our sky blackening technique on visible-spectrum images or as a means of
obtaining accurate horizon signatures, which would potentially require less storage and computation than whole images.
Promising work has already demonstrated that these techniques work well with sequence-based approaches (Stone et al.,
2014), and we believe there is benefit to exploring this avenue further in conjunction with our rescaling algorithms and
particle filter search presented here. Our techniques also do not prescribe a particular type of odometry, and may be suited
to vision-only techniques (Glover et al., 2015).
In the context of personal navigation systems, our proposed approach maintains strong localisation certainty and
coverage on realistic environments, especially on road networks where drivers are mostly likely to become lost. In such
environments, we envisage our system operating either standalone or in conjunction with traditional GPS, which can be
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used for narrowing the search space (particularly on initialisation), with the benefit that our algorithm is not affected by
urban canyons and tunnels. While we demonstrated our system on road and rail applications, appearance-based techniques
maintain their efficacy when downscaled to smaller environments, such as walking paths and indoor corridors (unlike
traditional GPS). An exciting future avenue would be to develop a system that seamlessly continues as a navigation aid
through these environments after the user has exited the vehicle.
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Through a series of published works, this thesis has presented a route-based,
condition-invariant place recognition system that is capable of functioning over
significant variations in lateral camera viewpoint. This chapter summarises its
contributions, discusses the research outcomes and proposes avenues for future work.
8.1 Summary of Contributions
8.1.1 The SMART Algorithm
Chapters 3 and 4 presented Sequence Matching Across Route Traversals (SMART): a
whole-image, condition-invariant place recognition system, which built upon the prior
state-of-the-art algorithm, SeqSLAM (Milford & Wyeth, 2012). SMART introduced
new image matching techniques and odometry-informed search, which enabled it to
perform strongly in challenging environments where SeqSLAM failed.
SMART’s sky blackening technique was e ective at removing the uninformative sky
regions of daytime imagery – while preserving horizon skylines – and proved beneficial
for both day-night and day-day cycles, even when the appearance change of the sky
was minor. This segmentation technique was repeatable over a range of environments,
and was beneficial to all experiments throughout the thesis – with the exception of a
winter scenario in Chapter 7, where some snowy ground regions were misclassified as
sky. However, it is possible that sky blackening could be improved in the future by
weighting image pixels with the assumption that lower pixel positions are more likely
to correspond to ground regions.
SMART also introduced variable o set image matching: a technique where the
common (overlapping) region of an image pair is compared over a range of horizontal
and vertical o sets to determine the minimum di erence score. The technique –
in conjunction with a wide field of view camera – proved e ective at overcoming
moderate (up to three metres) and unpredictable changes in lateral camera viewpoint
on an o -road dataset. However, its underlying assumption that the world is planar
(perspective e ects are ignored) becomes decreasingly valid as the degree of viewpoint
change increases, which prompted investigation into more e ective techniques for
addressing the viewpoint problem in Chapters 5 and 6. Nevertheless, variable o set
image matching is e ective at correcting small image misalignments and was hence
used for this purpose throughout this thesis.
The incorporation of odometry also had a marked e ect on performance, by
providing velocity invariance and enabling the sequence searching stage to be more
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tightly-constrained. This approach can be contrasted with alternative methods that
cover a wide range of possible velocities and accelerations without requiring an
odometry signal (Johns & Yang, 2013b; Naseer et al., 2014; Hansen & Browning,
2014). The lack of dependence on odometry may make these methods applicable to
a wider range of platforms – such as hand-held cameras and underwater robots, but
also increases the likelihood of incorrect sequence matching in ambiguous regions of the
image matching matrix due to the larger and less-constrained search space. However,
these search techniques could be used in conjunction with the other components of
SMART, and hence users are a orded the choice whether to use odometry, based on
the constraints of their deployment platforms.
Chapter 3 also demonstrated that a velocity signal – even with the introduction of
large scale errors – resulted in large improvements in the algorithm’s precision-recall
performance, spatial accuracy, latency and hence general applicability. The most
degraded odometry signal (with 50% scale error) provided a significant improvement
to image matching over no odometry signal at all: approximately 41% recall compared
to 17% at 100% precision.
SMART functioned successfully on a challenging city environment; attaining 81%
recall at 100% precision with a short sequence length of 30 frames, where SeqSLAM
failed entirely. This short sequence length proved e ective over the majority of the
dataset, except in bland areas prone to visual aliasing, such as longer road sections
with less distinctive horizon patterns. Likewise, Chapter 4 evaluated SMART against
SeqSLAM on a visually indistinct, o -road dataset, where the platform’s velocity
and lateral positioning were deliberately varied. The results demonstrated SMART’s
superior place recognition performance to SeqSLAM: up to 36% recall versus 1% recall
at 100% precision. As with the city dataset, the greatest challenges were areas lacking
distinctive appearance (particularly under lateral platform shift), resulting in incorrect
place hypotheses.
Chapter 4 presented a sequence length study on the road dataset, and demonstrated
that sequences as short as 10 metres could provide viable localisation for a significant
portion of the dataset. As a full sequence needs to be built before localisation can
occur, shorter sequences result in less lag. However, using longer sequences results
in better place recognition performance and is necessary to avoid ambiguity in less
distinct environments. This finding highlighted the weakness in using a manually-tuned
sequence length (especially with no dead-reckoning capability); a problem addressed in
Chapter 7.
Overall, SMART can be considered as a topological localiser: it returns location
hypotheses to the nearest place (as represented by a low-resolution image that can
be tagged with geographical location). For applications such as public roadways,
a spatial frame separation of one metre a ords the algorithm more resolution than
consumer-grade GPS, in addition to being functional in tunnels, urban canyons,
foliaged o -road tracks and indoor corridors where satellite signal propagation is
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problematic. However, the algorithm is not suited to metric localisation, and precise
2D or 3D geometric positioning within places would require the augmentation of a
more sophisticated feature-based algorithm – or an additional sensor, such as a laser
rangefinder.
8.1.2 Image Rescaling
One of the most significant limitations of SMART is its sensitivity to large changes
in camera viewpoint that a ect the appearance of visual scenes. As such, Chapters 5
and 6 presented image rescaling techniques to compensate – at the whole-image level
– for these variations. The presented techniques used sideways views and some weak
assumptions about the world to demonstrate successful night-day place recognition
across multiple lane roads where the baseline (“vanilla”) SMART algorithm performed
significantly worse – or failed entirely. These chapters presented two approaches to
determine the amount by which to rescale images: one using a collection of discrete
scales, and another using depth inference. Both approaches employed a similar image
rescaling process, and were tested on the same environments across day-night cycles; a
four-lane, divided highway and an equivalent suburban road.
The approach in Chapter 5 used a discrete set of image scales that were determined
by assuming the approximate geometry of a typical multi-lane road. By estimating
an average distance of 10 metres from the kerb to roadside structure and knowing
the standard lane width, a collection of synthetic image views was generated. The
linear sequence search process was then adapted to find the lowest-cost path through
multiple image di erence matrices in parallel; each representing a particular scale ratio.
While the underlying assumptions appear restrictive, the approach demonstrated a high
degree of consistency – even in places where the roadside structure varied in its distance
to the kerb. The nature of this approach is that a strictly accurate collection of scales
(and hence depth ratios) is not crucial, provided that there is an adequate number
of them to approximately account for all changes in viewpoint. For example, in the
extreme case where all structure is at infinity, matching will occur with the 1:1 scale,
regardless of the degree of position shift.
The results demonstrated significantly better performance with the new method
than vanilla SMART in all test scenarios – e.g. 40% versus 6% recall at 100% precision
across one lane of lateral platform shift on the highway dataset with a short sequence
length of 30 metres, and 87% versus 61% recall at 100% precision for a longer sequence
length of 100 metres. Under two or three lanes (plus median strip) of lane shift, the
vanilla algorithm failed entirely at all sequence lengths, while the multi-scale approach
attained up to 57% and 44% recall at 100% precision, respectively.
The main disadvantage of the approach in Chapter 5 is the need to generate
image di erence matrices for each possible scale combination. The chapter presented
calculations that showed that the computational bottleneck lies in the image comparison
stage, which linearly grows with the number of scale matrices. As such, Chapter 6
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introduced a successive-frame patch tracking method to avoid the need to generate
multiple matrices, or to assume particular distances to structure or road layouts, thus
increasing generality.
The depth inference algorithm also outperformed vanilla SMART and attained
significant matching coverage over all tests, except in the final scenario with three
lanes (plus median strip) of platform shift on the more di cult suburban dataset. We
attribute this shortcoming to the prevalence of median strips occluded by trees and
bushes, which hindered both depth inference and image similarity even under correct
rescaling. Overall, the method did not perform as well as the discrete scale approach
in Chapter 5; attaining approximately two-thirds as much recall at 100% precision
across all tests. Hence, there was a trade-o : increased generality also resulted in a
less-constrained search process that was more prone to failure under environmental
ambiguity.
Place matching di culty increased as the lateral platform shift was increased. This
result is unsurprising, as both the disparity in scene appearance and the frequency of
occlusions from tra c and median strip foliage (particularly on the suburban dataset)
increased. The patch tracking approach was particularly sensitive to the latter problem
and may – in future – benefit from a more sophisticated filtering method to exclude
erroneous depth measurements. These problematic occlusions motivated Chapter 7’s
use of a panoramic camera, which was mounted at a significantly higher elevation on
the vehicle – similar to the laser scanner on Google’s autonomous car.
Both image rescaling approaches lacked a reliance on feature detection, functioned
across di erent environmental conditions, and made no assumptions as to the lane
position in either the database or query traverse. Thus, they imposed no restrictions
on the process of visually mapping a database of an environment: any lane during any
time of day would be suitable for later localisation under di erent circumstances and
conditions. In terms of global compatibility, however, it must be noted that there is
an implicit assumption throughout this thesis that the cameras used for the query and
database traverses have the same field-of-view. If this is not the case, an adjustment
would be required to crop and rescale (digitally zoom) the wider field-of-view camera
such that the two cameras were consistent.
8.1.3 Directed Graph Framework and Particle Filter Search
The final outcome of this thesis was a robust place recognition system that increased
the practical applicability of SMART. Chapter 7 implemented a directed graph map,
which represented intersections with nodes and connected imagery by edges of known
length. This linked structure was e ective at informing possible trajectories through
di erent paths when an environment is revisited, as is typical when travelling through
intersections on road networks. Using a particle filter – instead of linear sequence
searching – enabled e cient exploration of possible routes, as well as multiple scales
using a non-exhaustive version of the approach in Chapter 5.
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The new method was evaluated against the original SeqSLAM and SMART
algorithms on two new panoramic, road-based datasets across day and night, in addition
to a summer-winter, rail-based dataset. In each environment, the new system attained
superior precision-recall performance and dataset coverage to the baseline algorithms,
while making computation more tractable.
An additional benefit of the particle filter approach is that it eliminates the
requirement for a static, manually-chosen sequence length: a parameter that must
otherwise be estimated from environmental di culty (i.e. degree of condition variance,
viewpoint variance, path branching and aliasing). Instead, possible locations are ranked
by a probabilistic confidence measure, which naturally grows as particles propagate
through possible paths through the environment. Final place hypotheses are filtered
by confidence threshold (instead of an arbitrary sequence cost threshold), which can
be set to unity to guarantee that matches are reported only when all particles have
completely converged.
Chapter 7 also provided calculations and empirical timing results that showed that
global, random localisation – as with linear sequence searching – is computationally
expensive and grows linearly with database size. Conversely, the particle filter approach
only requires image comparisons within local neighbourhoods around the current
hypotheses; a ording significantly more bounded compute once initialised. Note,
however, that this approach does not address the “kidnapping problem”, which is
where a robot is randomly relocated in its environment without warning. While
such a situation is unrealistic for guided navigation applications, kidnapping could be
addressed by uniformly reinitialising a small percentage of particles at each timestep (at
the expense of additional computation). An additional benefit of this reinitialisation
step is that it would enable recovery from convergence on an incorrect hypothesis that
would otherwise be unrecoverable.
We also note that opposite-direction matching was not necessary in our experiments,
due to the prevalence of one-way streets used in the chosen datasets. This functionality
could be added by expanding the particle filter to search forward and reverse directions
of travel, using a “direction” state variable. Particles travelling in the reverse direction
would require their associated query image panoramas to be circularly shifted by 180
degrees, with the particles propagated in the opposite direction through the di erence
matrix. A potential challenge, however, is that the reversed panorama would introduce
an additional viewpoint problem (due to being captured from a di erent lane) and may
be problematic on wide or divided roads. Fortunately, such environments are typically
mapped along both sides of the road, e.g. highways in Google Street View.
8.2 Future Work
To further advance place recognition in robustness and generality, there are several
potential directions for future research based on the work presented in this thesis:
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• Arbitrary synthetic viewpoint generation using 3D reconstruction. This thesis
has demonstrated image rescaling techniques that generate synthetic views of
lateral platform motion. However, these methods assume lateral views are
available on all traverses of an environment; requiring either dual sideways
cameras or a panoramic imaging device. As an alternative, depth information
could be inferred on the database traverse from forward-facing stereo cameras or
monocular Structure from Motion (SfM), and used to determine the 3D structure
of a scene. A range of synthetic arbitrary viewpoints could then be generated
by exploiting existing techniques in novel view synthesis (Avidan & Shashua,
1997; Meilland et al., 2011, 2012). The most significant anticipated challenge
in this approach would be in finding inter-image correspondences for geometry
in low-light environments where keypoint feature descriptors often fail. An
investigation into condition-invariant, patch-based approaches may be necessary.
Alternatively, deep learning techniques could be performed on forward-facing
monocular imagery to predict scene depths and hence enable the generation of
synthetically shifted views suitable for algorithms like SMART – an idea that has
shown promise in research we have performed in parallel to this thesis (Milford
et al., 2015). Further research is needed to determine the general applicability
of this approach, by testing it on more environments or potentially integrating it
with SfM to increase the consistency of its depth estimations.
The benefit of each of these potential approaches is that they enable localisation
queries to be performed with a single forward-facing camera; minimising the cost
and complexity of future end-user or distributed robotic systems. In the case
of a public road, a database could be learned by traversing any single lane and
then generating and storing low-resolution, patch-normalised synthetic views of
all other lanes. When the area is revisited, the current forward view would be
matched against the best synthetic view.
• Semantic scene classification and segmentation. Sky blackening was demonstrably
e ective in improving condition-invariant place recognition e cacy. Removing
other uninformative regions of images, such as the road or ground, is likely
to further increase the algorithm’s performance. Future work could have
SMART incorporate semantic classification techniques – such as those proposed
by Sturgess et al. (2009) and Maddern et al. (2014) – to selectively remove
these regions. Alternatively, semantic techniques could be used to predict how
structural elements may change – e.g. a window may light up at night, but
a wall would not. Similarly, filtering out regions that contain dynamic objects
could improve image matching by reducing the number of disparate pixels. While
many of these issues become less significant when sequences of imagery are used,
stronger front-end matching may enable robust localisation with shorter image
sequences.
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• Integrated condition-invariant Visual Odometry (VO). SMART uses odometry to
constrain the domain of sequence searching, and hence lower the computational
requirements and possibly matching ambiguities. The minimum requirement for
this odometry source is local-consistency, such that images are captured at an
approximately constant distal separation each time a given place is visited. In this
thesis, an opportunistic source of wheel encoder-derived odometry was used in all
experiments; however, VO would enable the algorithm to work on an even greater
range of platforms. Future work could adapt state-of-the-art VO approaches –
such as the Library for Visual Odometry 2 (LIBVISO2) (Geiger et al., 2011) –
to be condition-invariant: an avenue we have started investigating (Glover et al.,
2015).
• Crowd-sourced or public imagery. Between the condition-invariant SMART
algorithm, and the image rescaling techniques for varied camera viewpoints,
this thesis has demonstrated a place recognition system capable of working
with imagery gathered over a wide range of circumstances. Future work could
investigate how well these algorithms perform with crowd-sourced or public
imagery, such as that provided by Google Street View and Mapillary1. Using
existing geotagged imagery would eliminate the need for manual labelling of
connected paths at intersections. Ultimately, we envisage a system where users
could download on-demand, up-to-date, visual “maps” of their local streets and
tunnels and seamlessly navigate, regardless of environmental conditions and lane
positioning.
• Integration with lane-tracking algorithms. The place recognition system in this
thesis used a particle filter to uniformly search across multiple scales – and
hence lane positions – on roadways. To inform the particle process, established
lane-tracking algorithms (McCall & Trivedi, 2004; Wang et al., 2004; Aly, 2008)
could be used to detect lane changes – both to guide the propagation of particles
and to provide another layer of feedback to the driver in a real-time navigation
scenario. Similarly, lane tracking is already an essential component of autonomous
vehicles (with steer-by-wire) and could likely be used cooperatively with SMART
to aid the localisation component of such systems.
• Extension to 2D and 3D environments. The SMART algorithm performs strongly
in the presence of changing conditions, using the constraint that vehicle motion
approximately follows a 1D route. However, there are many potential applications
without such a constraint, such as robotic floor cleaners operating through day
and night (Mount et al., 2015), and search-and-rescue in open-field environments
throughout the year. By incorporating rotational (in addition to translational)
motion information, and a higher-dimensional sequence search process, SMART
could be extended for 2D operation. Similarly, the algorithm could be further
1www.mapillary.com
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evolved to 3D, making it applicable to Unmanned Aerial Vehicles (UAVs) for use
in applications such as structural and environmental change monitoring (Milford
et al., 2014a).
8.3 Limitations of Vision-Based Place Recognition
The previous chapters have made evolutionary steps towards a generally-applicable
place recognition system, and this chapter has suggested recommendations for future
work to improve the proposed approach further. There are, however, eventual limiting
factors on the capabilities of vision-based place recognition, such as technology, physics
and the technique itself. While it is di cult to conceive the exact capabilities of future
systems, this section discusses relevant factors for both the systems presented in this
thesis, and in vision-based place recognition in general.
Physical and algorithmic limitations certainly apply to the proposed approaches.
The viewpoint problem is addressed with image rescaling, which in turn requires
specific hardware to capture sideways or panoramic images. Condition variance
is partly addressed by sky blackening – which requires colour imagery – and the
hypothesis generation process, which relies on odometry for frame spacing and motion
estimation. As with all vision-based systems, occlusions can also be problematic, and
are particularly detrimental to this system when matching across large lateral positional
shifts. Finally, some level of parameter tuning – particularly for match acceptance
thresholds and hence false positive filtering – is always required.
At minimum, all vision-based place recognition approaches require a baseline amount
of essential lighting – in both mapping and query traverses of environments – for the
camera to adequately capture the scene and hence perform data association. The actual
amount depends on a number of factors, including the sensitivity of the visual sensor, its
size, its noise floor and the lens aperture relative to its focal length (f -stop). To perform
a correct match, two snapshots of the same place must also share a minimum amount of
mutual information, either in the form of common visual features (see Chapter 2.2.1),
or in the case of whole-image methods – such as the proposed techniques in this thesis
– an overlapping field of view. In the absence of these essential factors, information
from other sensors or odometry can be used to “fill in the gaps” (see Chapter 7) until
direct location matching can resume.
One question of interest is: Given enough technological progress, could a su ciently
well-designed or well-adapted vision-based place recognition system achieve truly
error-free performance? Conceivably, this outcome seems unlikely, given the organic
nature of the world and the infinite number of environmental variations. Even with
sophisticated image modification techniques and context-awareness (e.g. appearance of
objects between day and night), the process of correctly matching an image pair will
always require a search through the space of all possible modifications throughout a set
of locations. However, as hypothesis formation becomes increasingly sophisticated (see
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Section 2.4 for a review of state-of-the-art methods), it is likely that false positive
filtering will become very accurate – a system that can guarantee 100% precision
(albeit at a non-optimal level of recall) may be realisable. Alternatively, more robust
backends may allow lower levels of precision without catastrophic localisation failure.
Methods that achieve these goals may include probabilistic techniques that improve
upon those presented in Chapter 7, or perhaps successors to the emerging machining
learning techniques. In the absence of technical limits on artificial intelligence, one
could envisage a sophisticated human model, for example, being adept at filtering
low-confidence matches.
8.4 Conclusion
Through a series of published papers, this thesis presented the development of a
vision-based, condition-invariant place recognition system; capable of functioning in
a wide range of practical environments without prescribed environmental training. It
took the approach of beginning with a specific, rigid, condition-invariant algorithm
and generalising it to work in more adverse conditions. It also demonstrated that
the integration of odometry could be used to remove prior assumptions about vehicle
velocity. In addition, it explored the viewpoint problem in route-based environments
and presented methods to compensate for perceptual variations caused by lateral
positioning.
The presented techniques achieved robust place recognition over a range of
route-based environments – such as o -road tracks, multiple-lane highways and city
road networks – where prior techniques failed. Through the research presented in
this thesis, we hope to stimulate other researchers to further investigate condition-
and viewpoint-invariant place recognition and progress towards a persistent visual
navigation solution for all environments.
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