ABSTRACT
INTRODUCTION
Saving energy in wireless sensor networks (WSNs) is a critical issue for many research studies.WSNs often consist of a large number of small inexpensive sensors with limited power,processing and computing resources [1] , [2] . These sensors can sense, measure, and gather information from the environment and, based on some local decision processes, they can transmit the sensory data to the base-station (BS). Since the sensors often work in hash conditions without battery re-charge, they need to either reserve or save energy as much as they can to maintain their connections in such networks. There have been many research studies focusing on different network topologies, data processing and data collection methods to reduce power consumption for prolonging the network lifetime. We are expecting to have some energy-efficient combinations between those methods for further energy saving.
In WSNs, clustering algorithms have been shown to be energy efficient methods to collect data to the BS [3] , [4] , [5] , [6] , [7] , [8] . There are different clustering algorithms that focus on differentparameters of the networks. The main goal is to balance and to reduce power consumption for all sensors. In [4] , [5] , some sensors are randomly chosen as cluster-heads (CH) and the rest choose the closest CHs to join to form clusters. Since the power consumption usually falls on CHs, sensors take turns to be CHs that can help balance energy for the entire network. Load balancing is studied in [6] in order to prolong network lifetime. In [7] , the distance between CHs and non-CH sensors can be considered as a certain number of hops based on sensor transmission ranges. The total power consumption for the network is analyzed and minimized based on the hop distances. HEED [8] provides an algorithm to choose CHs based on the sensor residual energy that also helps sensors deplete energy equally. Two very common clustering methods, Kmeans [3] and LEACH [4] , are chosen to compare with our analysis in this work that will be shown in the simulation results.
In order to reduce further power consumption for collecting data in WSNs, compressive sensing(CS) [9] is integrated in many different data routing methods [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , especially in clustering methods [18] , [19] , [20] , [21] . Based on the idea that sensory data can be represented in a small number of large transformed coefficients (K) in some proper domains, the network only needs to collect a certain number of CS measurements, denoted as M, to be able to recover all data from the sensing area that needs to be observed (M > 2K).
The number of measurements required are much smaller than the number of sensors (N) in such networks [22] 
It is motivated that if the sensors could send only a certain number of the large coefficients (K)for data collection and the BS can recover all data based on the received coefficients. Discrete Cosine Transform (DCT) have been utilizing efficiently for numerous applications, especially in data processing. Papers [23] , [24] study data compression for WSNs applying DCT and Wavelet, respectively. An algorithm called RIDA [25] proposed a novel paradigm to compress data in such networks using logical mapping. Sensor readings in each cluster are sorted within each cluster.Virtual indices are assigned to sensors based on their orders and are sent to the BS for a mapping process. Each sensor calculates its own data with DCT coefficients. Only the large products are sent to the BS. None of the algorithms mentioned above consider the power consumption for communication in such networks.
In this paper, a distributed algorithm is proposed to transmit only the large DCT transformed coefficients to the BS for the signal recovery processes. A WSN is partitioned into nonoverlapped clusters by two common clustering algorithms Kmeans [3] and LEACH [4] . At the beginning, all sensors send their raw data to their own CHs which they belong to. These CHs sort the received data and multiply to a DCT sub-matrix to achieve a certain number of large coefficients, and finally send these coefficients to the BS. We offer and also analyze two ways to forward the coefficients from CHs to the BS, directly and in multi-hop routing. At the BS, in order to recover the raw data for a cluster, a transformed vector is built by using the large coefficients received from the corresponding CH. The rest of the vector is chosen to be zeros. We analyze and formulate the power consumption for transmitting all data in such networks and provide simulation results to be compared with the analysis. The compression algorithm is simulated and addressed with real sensor readings in both noise and noiseless environments.
In summary, the contributions of our paper are 1) A new distributed DCT data compression for data collection in WSNs is proposed. 2) All transmission power consumptions for the network are formulated, analyzed and simulated.
3) The proposed method is considered with both noiseless and noisy environments. Some optimal cases for the networks are suggested. The rest of this paper is organized as follows. The main problems and the algorithm are addressed in Section II. The power consumption for all data transmissions is calculated in Section III. Simulation results are shown in Section IV. Finally, conclusions and future work are presented in Section V. 
PROBLEM FORMULATION

A. Network model
In our network model, we assume that N sensors have been distributed randomly with equal probability in either a square sensing area (dimension L×L) or a circular area with the radius R0.The network is partitioned into Nc clusters. The CHs are randomly chosen from all the sensors based on a probability Nc/N. The non-CH sensors choose one CH which is closest to form clusters. In our analysis, we assume all clusters have an equal number of sensors. On average, each cluster has non-CH sensors and one CH which is also randomly distributed in the sensing area. The BS can be outside or inside the sensing area following this fixed positio as shown in Figure 1 . Figure 1 shows the clustered network in general with the BS outside the sensing area. As mentioned in the previous section, we need to observe all sensory readings from the network and send them to the BS. DCT is chosen to create a square sub-matrix ϕ i with dimension (n i × n i ) at each CH, where ni is the number of sensors in the i th cluster. All readings from non-CH sensors are sent to CHs with their indices and then are sorted in descending or ascending order. The significant differences between sorted and unsorted data are presented in the simulation section.After being multiplied with a sparsifying DCT matrix, a large proportion of the signal energy is focused on the very first large coefficients, given as K coefficients. Only these coefficients all CHs are sent to the BS. The rest of the transformed vector can be considered as zeros which are added back to the large coefficients at the BS for the recovery process. By sending only K values to the BS, this method can save significant energy for data collection. We discuss the trade-off later in the simulation section. The DCT compression algorithm can be written in short as: 1) Non-CH sensors send their own readings to their CHs. 2) All received data including the CHs' reading are sorted and then are transformed in DCT domain.
B. DCT data compression algorithm
3) There are only K large coefficients taken to be sent to the BS. The rest of the transformed coefficients are considered as zeros. 4) At the BS, all readings from each cluster are recovered by multiplying the large coefficients to the sub-matrix used at each cluster. In formula, we have the transformed vector s i at the cluster i th as follows
At the BS, we obtain the readings from the i th cluster based on which is created from the received ki large coefficients and additional zeros as Equation (3) shows coefficients of the DCT matrix in general, which is returned by the function dctmtx in Matlab.
This algorithm can also work well with fault tolerance in the network since all sensors take turns to become CHs. Each node is only responsible to the others within its cluster. Network or node faults could be detected and recovered by fault tolerant algorithms for clustered networks [26] or for tree-based network [27] since we apply multi-hop routing to relay the coefficients. In that case, malfunctioned nodes are isolated but could be used for relaying data in the network if possible. This could be an open work for our future research.
POWER CONSUMPTION ANALYSIS
The total power consumption for transmitting and receiving data in WSNs [28] , denoted as P Tx and P Rx , are usually calculated, respectively as
And
where P T0 and P R0 are electronics consuming power depending on some elements such as coding, modulation, and signal processing. These factors do not depend on transmitting distances,denoted as d. Only the consumed power of the power amplifier PA(d) is a function of d which we consider to formulate based on stochastic problem in this paper. The total power consumption for transmitting data in such networks contain two parts, the intra-cluster power consumption denoted as P intra−cluster is for non-CH sensors to transmit their readings to the CHs and the consumed power for all CHs to transmit the large transformed coefficients to the BS, denoted as PtoBS.
A. Analysis of P intra−cluster
We assume to have a uniformly distributed WSN divided into Nc non-overlapped clusters with the same number of sensors as N/Nc, consisting of one CH and non-CH nodes. We have where r is a random variable which represents distances between non-CH sensors to CHs they belong to, and α is the path loss exponent. As mentioned in [29] , α = 2 or 4 in free space or multiple fading channels, respectively. For simplicity, we assume it to be 2 throughout the paper. We can calculate E[r 2 ] as follows:
in which ρ(x, y) is the node distribution. Similar to [4] , we assume that each cluster area is circular with radius and the density of the nodes is uniform throughout the cluster area, i.e. ρ(r′, θ) = 1/(L2/Nc). Equation (8) can be shown as and finally we obtain and the total intra-cluster power consumption
We can see that the total intra-cluster power consumption is a decreasing function of the number of clusters.
*Note: in case the sensing are is circular, Pintra−cluster is calculated as follows where R 0 is the radius of the sensing area.
B. Analysis of P toBS
We assume that all clusters have the same number of sensors. We show that the number of large coefficients taken from a cluster are linearly proportional to the number of sensors in that cluster. Hence, in our analysis case, the number of large coefficients collected from Nc clusters should be equal. The total number of large coefficients is calculated as where ki is the number of coefficients collected from cluster ith. We consider both ways to forward the large coefficients to the BS, transmitting directly or forwarding through intermediate CHs based on a routing tree. Figure 1 , the average consumed power for all CHs to transmit K large coefficients to the BS is where d is the random variable representing the distance between CHs and BS. Assuming that all CHs are randomly distributed in the entire area to balance the power consumption for the network, the expected squared distance between CHs and the BS [15] is given by where is uniform distribution of CHs in the sensing area.
1) Transmitting the large coefficients directly to the BS: As shown in
From Equations (11) and (16), the total power consumption in this method can be formulated in general as When the BS is at the center of the sensing area (Li = L/2), Equation (16) is simplified as , and the total power consumption for the network is *Note: if the sensing area is circular and the BS is at the center, PtoBS is calculated in [20] as Hence, the total power consumption is
2) Transmitting the large coefficients to the BS using inter-cluster multi-hop routing:
As shown in Figure 2 , all sensors are randomly deployed in a circular sensing area with the BS at the center. Since CHs are randomly chosen from the sensors based on a probability Nc/N, they are also randomly distributed in the area. We assume to have an algorithm to form a routing tree connecting all the CHs with the root as the BS at the center of the sensing area as mentioned in [20] . The distance between a random CH and the BS can be considered as a random variable, denoted as x. The probability of being able to make a connection at distance x using hops or Fig. 2 . Transmissions in the network with inter-cluster multi-hop routing when the BS at the center less hops is denoted by P hops(x) . In paper [30] the mean value of the number of hops (hops) is calculated as follows where max(hops) is the maximum number of hops allowed. Finally, we obtain the total consumed power for relaying K large coefficients from CHs to the BS as where R is the CH's transmission range. This value can be changed depending on the CH density. In other words, if the number of CHs reduces, we need to increase R to maintain all CHs connected as a routing tree. We have the total power consumption for data collection in the entire network using multi-hop relaying as
From Equations (18), (20) and (23), the total communication power consumptions are the linear functions of the number of large coefficients K.
SIMULATION RESULTS
In this section, we consider both types of networks, square sensing area with dimension 100 × 100 and circular area with radius R 0 = 50. 2000 sensors are randomly distributed in the areas. K-means [3] and LEACH [4] are applied as two common clustering algorithms to be compared with our analysis; K-means minimizes the intra-cluster power consumption while LEACH balances the power depletion between CHs and non-CH sensors. We consider both sorted and unsorted signals collected from Sensorscope: Sensor Networks for Environmental Monitoring [31] . These types of data provide different values of K that affect not only the transmitting cost from the CHs to the BS but also the reconstruction error at the BS. We first show the power consumption for the network and then the results of DCT compression. For the reconstruction error related to signal recovery, the normalized reconstruction error is applied. Figure 3 compares the histogram of the number of sensors in each cluster between two clustering algorithms, Kmeans and LEACH. We can see that Kmeans provides more uniform size for clusters than LEACH does, which results in the smaller intra-cluster power consumption as shown in Figure 4 . It is shown that the intra-cluster consumed power reduces as the clusters become smaller. The total consumed power for the network to transmit data to the BS at the position of L i = 3L is shown in Figure 5 . Since the total number of large coefficients is chosen as K = 200, this power is decreased as we increase the number of clusters following the intra-cluster power consumption.
In order to work in the circular sensing area with multi-hop routing, we use a greedy algorithm proposed in [20] to form a routing tree between CHs. At each network divided into different numbers of clusters, we use different transmission ranges R = [50 30 25 22 18] corresponding Figure 6 show the intra-cluster power consumptions calculated from K-means, LEACH and the analysis case. Figure 7 shows and compares the total power consumptions for both methods, direct and multi-hop to forward the coefficients to the BS. It is shown that, if the numbers of clusters are small, the direct method still consumes less power than the multi-hop method. As the number of clusters is greater than 150, the multi-hop routing methods consumes less power than the direct one. to that in unsorted signals shown in Figure 9 . That is the reason we chose to sort sensing data at each cluster. Figure 12 shows that both types of sorted data result in the same reconstruction error in different numbers of clusters. The large coefficients in sorted data are focused in the smaller numbered coefficients. With the same number of coefficients being sent to the BS, the ones from sorted signals carry more signal energy than unsorted signals do. That explains the smaller reconstruction errors with sorted data.
As shown in Figure 13 , increasing the number of clusters or reducing the total number of coefficients K transmitted to the BS results in increasing the reconstruction errors. Transmitting more of the larger DCT coefficients to the BS can compensate for the errors as we increase the number of clusters.
In a noiseless environment, using DCT compression consumes very little power since the network only sends K large transformed coefficients (K ≪ N). As shown in our simulation results, K is generally only about 10% as large as N to satisfy an error-target in signal recovery processes. In practical networks, noise is problematic. DCT compression is quickly degraded as shown in Figure 14 . The reconstruction errors keep increasing as the total number of large coefficients increase.
5.CONCLUSIONS AND FUTURE WORK
In this paper, we proposed DCT based data compression algorithms for clustered WSNs to reduce power consumption in collecting sensory data. Based on the fact that almost all data energy focused in relatively small numbers of large coefficients in the transformed vectors, we only send the large coefficients to the BS for the signal recovery process. These coefficients are mapped at the BS to recover all sensory readings from the network. The proposed method significantly minimize the amount of data transmission in such networks. We analyzed and formulated either the intra-cluster power consumption or the total power consumption for the network to transmit data. Simulation results are provided for both consumed power calculation and the DCT compression method. We concluded that this DCT compression method degrades its performance when working in noisy environment. We suggest an optimal case for the networks to use multihop if many clusters are applied. In future work, we will study the boundary for the number of clusters in both noise and noiseless environments.
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