Abstract Multilabel classification has become increasingly important for various use cases. Amongst the existing multilabel classification methods, problem transformation approaches, such as Binary Relevance, Pruned Problem Transformation, and Classifier Chains, are some of the most popular, since they break a global multilabel classification problem into a set of smaller binary or multiclass classification problems. Transformation methods enable the use of two different feature selection approaches: local, where the selection is performed independently for each of the transformed problems, and global, where the selection is performed on the original dataset, meaning that all local classifiers work on the same set of features. While global methods have been widely researched, local methods have received little attention so far. In this paper, we compare those two strategies on one of the most straight forward transformation approaches, i.e., Binary Relevance. We empirically compare their performance on various flat and hierarchical multilabel datasets of different application domains. We show that local outperforms global feature selection in terms of classification accuracy, without drawbacks in runtime performance.
Introduction
Multilabel classification denotes a classification problem where a single instance can be assigned multiple classes. It has gradually attracted significant attention from various communities and has been widely applied to diverse problems from automatic annotation for B6 26 (Room C 1.09), 68161 Mannheim, Germany multimedia contents to bioinformatics, web page classification, information retrieval, tag recommendation, type prediction in knowledge bases, and many others.
There are two general families of multilabel classification algorithms: (1) adaptations of single-label machine learning algorithms which deal with multilabel data directly, and (2) transformation methods, which decompose the multilabel problem into a set of simpler learning problems, usually binary classification. Transformation methods have been widely used and allow standard binary classifiers to be used on the transformed problems, which are independent from each other and can be easily parallelized.
Binary Relevance (BR) is one of the simplest and most popular transformation methods. Its main drawback is that it does not consider dependencies between labels, which can be modeled with more complex transformation methods such as Classifier Chains (CC), Label Power-sets (LP), or Pruned Problem Transformation (PPT). On the other hand, taking those dependencies into account results in higher computational complexity, and scalability requirements might prohibit the use of more sophisticated methods which model dependencies. However, it has has been shown that in many cases, BR can yield predictive performance as good as more complex methods depending on the characteristics of the data (Madjarov et al. 2012) . Hence, in this paper, we focus on BR as a transformation method.
Feature selection is an important part of machine learning, allowing the reduction of training time, as well as the improvement of predictive quality (Dash and Liu 1997; Kira and Rendell 1992; Molina et al. 2002) . When using a transformation approach for multilabel classification, the selection of features can be performed locally or globally. In the global approach, the feature selection is performed only once on the original dataset, and the set of selected features is the same for all local transformed datsets. In the local approach, the selection is performed separately for each local classifier on its correspondent transformed dataset, which means that different local classifiers may work on different sets of class-specific features specialized for each transformed problem. This can be particularly interesting for some datasets where the features which are relevant for predicting one class might not be relevant for another.
In hierarchical multilabel classification, where the labels are structured in a hierarchy, the use of the hierarchies can also influence the predictive performance and runtime of the local and global feature selection processes (Silla and Freitas 2011) . In this paper, we examine the difference between local and global feature selection not only with flat multilabel data, but also on hierarchical multilabel classification problems. So far, the global feature selection approach has been widely studied in the literature (Doquire and Verleysen 2011; Spolaôr and Tsoumakas 2013; Zhang et al. 2009 ), while the local approach, although already considered in the context of multiclass classification (de Lannoy et al. 2011) , has received little attention and has not been systematically evaluated in the multilabel classification problem. The idea of generating class-specific features for the problem transformation method has been considered by LIFT (Zhang and Wu 2015) , however, there are no works considering class-specific feature selection and performing a comparison with the global approach in terms of predictive performance and runtime on transformation based classifiers.
In this paper, we conduct an empirical comparison between the local and global feature selection approaches. We show that when using transformation methods, the local approach results in a better overall predictive performance with similar runtime. To the best of our knowledge, although local and global methods have been discussed in the literature, this is the first systematic empirical evaluation and comparison of the two approaches.
The rest of this paper is structured as follows. Section 2 gives an introduction to multilabel classification, feature selection, and the evaluation metrics used in this paper. Section 3 introduces related works, parts of which are also used for comparison. Section 4 discusses the use of local feature selection with transformation methods, and Sect. 5 presents the empirical results. We close with a discussion and an outlook on future work.
Background
In this section, we present the background work relevant to the understanding of this paper. We define the flat and hierarchical multilabel classification problems and briefly present various state-of-the-art methods, as well as evaluation measures used in the experiments.
Multilabel classification
In the multilabel classification problem, there are multiple classes and, contrary to the multiclass classification problem, instances are allowed to have more than one class. We define the set of classes as C = {c 1 , ..., c |C| }, and we represent the multilabel of an instance x with a binary vector y = (y 1 , ..., y |C| ) ∈ {0, 1} |C| .
Multilabel classification approaches can be divided into transformation and adaptation methods. These will be discussed in more details later in this section. A comprehensive review on multilabel classification algorithms is given in Zhang and Zhou (2014) .
Some of the existing multilabel classification approaches are variations of standard binary classification algorithms, which have been adapted to the multilabel task without requiring problem transformations. This includes, e.g., AdaboostMH (Schapire and Singer 2000) , MLkNN (Zhang and Zhou 2007) , and MLC4.5 (Clare and King 2001) , which are the respective multilabel versions of Adaboost, k-Nearest Neighbors, and C4.5 (a decision tree algorithm):
-AdaBoostMH is an adaptation of AdaBoost with its weak-learning conditions being based on a one-against-all reduction to binary, which was originally designed to use weak-hypotheses that return a prediction for every example and every label. -The retrieval of the multilabel k-nearest neighbors is the same as in the traditional k-NN algorithm. The main difference is the determination of the label set of a test example, where the prior and posterior probabilities of each label within the k-nearest neighbors are considered and the Bayesian rule is use to derive the predicted set of labels. -The multi-label C4.5 algorithm (ML-C4.5) adapted the original C4.5 by modifying the formula for calculating entropy to consider distributions over all labels, which is equivalent to the sums of the entropies for each individual class label, and allowing multiple labels in the leaves of the trees.
Adaptation methods usually learn a single model capable of predicting all classes. In comparison, transformation methods will have as many models as transformed datasets. Therefore, generally speaking, transformation methods require more memory space than adaptation methods.
Transformation methods decompose the multilabel problem into a set of binary classification problems. There are mainly three categories of transformation methods according to Madjarov et al. (2012) : binary relevance, label power-set, and pair-wise methods.
The most popular method is called Binary Relevance (Tsoumakas and Katakis 2007) (BR), which trains a binary classifier for each class (against the others), inherently assuming independence between the classes. Classifier Chains (Read et al. 2009 ) (CC) arrange the local classifiers in a chain where the outcome of a classifier is used as a feature on the next classifiers in the chain, allowing some dependency between labels to be modeled.
In the label power-set category, every different combination of labels occurring in the training data is considered an individual class and the transformed classification problem is multiclass. The potentially high number of label combinations poses scalability challenges, as the number of label combinations can grow exponentially with the number of labels resulting in up to 2 |C| transformed labels. This can significantly increase the complexity of the problem, making it prohibitive for datasets with a high number of classes.
Pruned Problem Transformation (PPT) (Read 2008) , in order to reduce the complexity of the LP approach, selects only the transformed labels that occur more than a minimum number of times. HOMER ) (acronym for Hierarchy Of Multi-labEl leaRners) generates a hierarchy for the labels, with meta-labels being non-leaf nodes representing the union of a subset of labels. A multilabel classifier is then trained for every non-leaf node in the hierarchy having the node's children as labels.
Ensemble methods use multiple adaptation and problem transformation methods as base classifiers and combine the output of the different trained models to make a prediction. Random k-Labelsets (RAKeL) (Tsoumakas et al. 2011) generates random sets of labels and trains a label power-set classifier for each randomly generated subset. Ensemble of Pruned Sets (EPS) ) uses pruning to reduce computational complexity as well as example duplication method in order to reduce the error rate. Ensemble of Classifier Chains (ECC) (Read et al. 2009 ) has classifier chains as base classifiers, the output of each base classifier is summed, and a threshold is applied to select the labels predicted.
An extensive experimental comparison of multilabel classifiers including adaptation transformation and ensemble methods is reported in Madjarov et al. (2012) . The authors recommend the use of four different classifiers, three of which are transformation methods, i.e., HOMER, BR, and CC.
Hierarchical multilabel classification
The hierarchical multilabel classification problem is similar to the multilabel classification problem, but the classes C are additionally arranged in a hierarchy G. The labels of an instance should be consistent with G, i.e., if an instance belongs to a non-root class then it must also belong to its ancestors (i.e., ∀c i c j , if y i = 1 then y j = 1). The class hierarchy can be of two types: a tree, which allows nodes to have a single parent only, and a directed acyclic graph (DAG) which allows nodes to have multiple parents.
Two important aspects of hierarchical multilabel classification approaches are whether they allow partial path predictions, i.e., mandatory vs. non-mandatory leaf node prediction, and whether they guarantee to output labels that are consistent with hierarchy or not.
As for multilabel classification, there are mainly two types of hierarchical multilabel classification approaches: local and global classifiers. The main difference is that the former is basically a transformation method which breaks down the classification problem into smaller and simpler problems exploiting the class hierarchy, while the latter considers the problem as a whole, learning a single more complex model.
The local hierarchical classification algorithms share a similar top-down approach in their prediction phase, where the classifier first predicts its first-level (most generic) classes of an instance, then it uses each predicted class to reduce the choices of classes to be predicted at the second level (the children of the classes predicted at the first level), and so on, recursively, until the most specific prediction is made. According to the hierarchical classification survey from Silla and Freitas (2011) , there are mainly two standard ways of using the local information: a local classifier per node and a local classifier per parent node. The local classifier per level approach, where one local multilabel classifier is trained for every level of the hierarchy, is also mentioned in the survey from Silla and Freitas (2011) . However, very few works consider this approach since it suffers from inherent consistency problems: LCL has a single classifier per level and the children of nodes classified as false might also be classified as true. In contrast, LCN and LCPN guarantee consistency: in the prediction phase, they are applied top down, only predicting labels for lower levels in the hierarchy if their parent(s) have been predicted.
Local Classifier Per Node (LCN): The local classifier per node approach consists of training one binary classifier for each node of the class hierarchy. Similarly to Binary Relevance, each local binary classifier predicts whether an instance belongs to the class associated with the node or not. There are two main ways to define the training set of of the local binary classifiers. When training a local binary classifier for one label at hand, there are two strategies for selecting the negative examples for the local classifier: the all approach, which uses instances of all other labels as negative examples, and siblings, which only uses instances of the label's siblings in the hierarchy, reducing the size of the transformed datasets for classes in the lower levels of the hierarchy. A comparison of different negative example selection approaches is made in Eisner et al. (2005) and Fagni and Sebastiani (2007) . The results indicate that both approaches have roughly the same predictive performance, however, siblings is more scalable than all, as it reduces the average size of the local training sets.
Local Classifier Per Parent Node (LCPN): In this approach, a local multilabel classifier is learned for every parent (i.e., non-leaf) node in the hierarchy. The labels are the direct child nodes, and the training instances are those which belong to the parent node class. Depending on the choice of the local multilabel classifier, it is possible to model dependencies between sibling nodes. LCPN with Binary Relevance as a base multilabel classifier is equivalent to LCN using the siblings negative example selection policy.
In contrast to local classifier approaches, the global classifier approach (also known as big bang approach) learns one single classification model built from the training set, taking into account the class hierarchy as a whole during a single run of the classification algorithm. When used during the prediction phase, each instance is classified by the induced model, a process that can assign classes at potentially every level of the hierarchy to the instance.
One example for a global approach based on the Rocchio classifier is used in Labrou (1999) . Some global methods do not guarantee consistency with the hierarchy and therefore need a post processing step in order to ensure consistency (Kiritchenko et al. 2005 (Kiritchenko et al. , 2006 . Clus-HMC (Vens et al. 2008 ) is a version of the previous method featuring predictive clustering trees (Blockeel et al. 1998) to generate a label hierarchy, which is not necessarily existent at first. Dimitrovski et al. (2011) use ensemble approaches with Clus-HMC and report that the use of ensembles results in increased predictive performance. Otero et al. (2009) propose a global hierarchical Ant-Miner classification method which is able to handle DAG hierarchies.
Further details about hierarchical multilabel classification methods can be found in the survey by Silla and Freitas (2011) , where an extensive comparison of classifiers, evaluation measures, as well as negative example selection policies is presented.
Evaluation measures
In order to evaluate the predictive performance of the transformation based multilabel classifiers with different feature selection approaches, we use some popular measures recommended in the literature (Silla and Freitas 2011; Madjarov et al. 2012) for our experiments. The μP, μR and μF Kiritchenko et al. 2005 are the micro-averaged measures of precision, recall and F-measure per class. By using the micro average, each class is weighted according to the frequency it occurs in the test data. The macro-average measures m F, m R and m F are the average with uniform weights for the classes. Equations 1 and 2 show the definition of these measures, where t p i , f p i and f n i denote respectively the number of true positives, false positives and false negatives of the class c i .
Equation 3 shows the Hamming loss (l h ) for one instance. We denote the true label vector of an instance as y, and the predicted vector asŷ, with y i = 1 if the instance is of class c i , y i = 0 otherwise. Hamming loss reports how many times on average, a class label is incorrectly predicted, i.e., the number of false positives and false negatives, normalized over total number of classes and total number of examples.
Equation 4 shows the hierarchical loss (hl H ) (Cesa-bianchi et al. 2004) , which is a hierarchical multilabel classification measure that extends hamming loss to account for any existing underlying hierarchical structure of the labels.
The idea of hierarchical loss is based on the notion that, whenever a classifier makes a mistake at a given node in a hierarchy, no further loss should be counted for any mistake in its descendants, therefore ignoring all wrong predictions for nodes which are descendants of a wrongly predicted node. Costa et al. (2007) review evaluation measure for hierarchical classification, and the authors conclude that there is no consensus on what measure should be used, and none of them have been widely adopted, while most works use the standard flat measures. Brucker et al. (2011) make an empirical comparison of hierarchical and flat multilabel classification evaluation measures and search for relations between them. The authors report that hierarchical measures improve the quality assessment for hierarchical classification over flat measures, at the same time they state that flat and hierarchical measures agree on whether a classification result is good or not. Cerri et al. (2015) experimentally analyze methods for multilabel classification which are based on decision trees. Various evaluation measures are investigated in terms of consistency, discriminancy and indifferency. The authors suggest the use of h F, h P and h R as evaluation measures. These are equivalent to μF, μP and μR with all observed and predicted labels consistent with the class hierarchy as described in Sect. 2.2, i.e., if one instance is assigned a non-root class, it must also be assigned all the ancestors of the given class. Kosmopoulos et al. (2015) make a detailed study of the problems of hierarchical classification evaluation measures. The authors categorize the evaluation measures into pair-based, which uses graph distance measures to compare predicted and true labels, and set-based, which use hierarchical relations to augment the sets of predicted and true labels (includes h F, h P, h R). Their results indicate that set-based measure F LC A (F-measure with lowest common ancestor), which is highly correlated with h F, with the main difference being in DAG cases, which we do no consider in this paper.
For hierarchical classification we choose to use h F, because it is widely recommended in the literature. Since in our hierarchical classification experiments the labels are always consistent with the class hierarchy, which makes h F equivalent to μF, we choose to call it μF in our paper. In order to emphasize the performance on less frequent classes we also use the its macro-averaged version m F.
It is important to note that in this paper we do not use AUC and ROC, although these measures would be relevant in our evaluation. In order to use AUC and ROC in the multilabel context, it is necessary that all the classes share the same confidence threshold, however, in the transformation methods we allow local classifiers to have their own confidence threshold values as they are trained independently from the other local classifiers.
Feature selection methods
Traditional feature selection methods can be divided into filter, wrapper, and hybrid methods (Dash and Liu 1997; Molina et al. 2002) . Filter methods rank the features based on some relevance measure, and select the k highest ranked features according to that measure. It is the simplest and most scalable of the methods. Two of the most popular relevance measures used are mutual information (MI), which is equivalent to information gain, and chi-squared (χ 2 ). Other filter techniques include, for instance, relief (Kira and Rendell 1992) , which is based on separation capabilities of randomly selected instances, and ensembles of different measures (Saeys et al. 2008; Opitz 1999) , where different ranking measures are used, and the feature ranks are combined. This approach has been extended for the hierarchical multilabel classification problem by Slavkov et al. (2013) .
In wrapper methods, a classifier is repetitively invoked and evaluated with different feature subsets. Exhaustive search is a method where all possible combinations of features are tested, and the one combination which yields the best performance is selected. This, of course, is utterly expensive and feasible only on datasets with small number of features. A popular wrapper method is the greedy forward search, where features are incrementally selected one at time in a greedy way, considering dependencies between features and reducing redundancy. It uses heuristics in order to reduce the search space, and therefore does not guarantee that the selected set of features is optimal.
Hybrid methods, as the name suggests, combine characteristics of both filter and wrapper methods. Huda et al. (2011) include the filter's feature ranking score into the wrapper stage to speed up the search process. Zhu et al. (2007) incorporate a filter ranking method into the memetic evolutionary algorithm accelerating the search and identifying core feature subsets.
Related work
The quantitative effect of local feature selection has not been empirically researched, but some approaches follow similar ideas. Label specific sets of features has been exploited by the Label Specific Features (LIFT) (Zhang and Wu 2015) . The label specific features are generated by clustering the set of negative and positive instances (N k and P k ) into m k clusters each, and for each instance 2m k -dimensional features are generated by computing the distance from the instance to each of the centroids. Qu et al. (2011) use the concept of local feature selection, and propose a relevance measure based on the density of negative and positive instances. It requires the distances between all pair of instances to be calculated, therefore the complexity grows with the number of instances squared, making it prohibitive for larger datesets. Doquire and Verleysen (2011) perform a comparison between multidimensional mutual information (MI) and chi-squared (χ 2 ) using greedy forward search strategy with problem transformation method (PPT). A nearest neighbors based MI estimator is used combined with a simple greedy forward search strategy to achieve feature selection. Their experimental results indicate that the MI based approach has an advantage over the method based on the χ 2 statistic. Particularly, the proposed approach generally leads to an increase in performance both for the Hamming loss and the accuracy compared with the case where no feature selection is considered. Zhang et al. (2009) compare the performance of feature selection strategies based on principal component analysis (PCA) and genetic algorithms (GA) on MLNB (an adaptation of Naïve Bayes for the mutilabel problem), and on Naïve Bayes with binary relevance transformation. Their experiments indicate that the feature selection methods studied lead to an improved performance of the Naïve Bayes based classifiers. The authors raise scalability issues concerning the complexity of GA feature selection and its applicability on larger data with higher dimensional feature spaces. It is important to point out that the PCA requires the features to be numerical, therefore alternative methods or additional preprocessing steps should be considered for handling nominal attributes.
On the multi-class classification problem, de Lannoy et al. (2011) study the local feature selection approach on the one-vs-all and one-vs-one approaches. They focus on correcting a potential bias caused by the fact that the binary classifiers are trained on different feature sets. On the hierarchical multilabel classification problem, Kosmopoulos et al. (2014) uses a more scalable version of PCA for dimensionality reduction on sibling nodes at higher levels of the hierarchy which are the most expensive local classifiers because of the high number of instances. They perform experiments on the large-scale hierarchical text classification challenge data ) (LSHTC). 1 In this paper, we focus on the comparison of local and global feature selection approaches on transformation methods for multilabel classification, in particular binary relevance. To that end, we apply similar feature selection techniques locally and globally, evaluate the performance of transformation based methods with different base classifiers, and compare the results for flat and hierarchical multilabel classification datasets in terms of predictive performance and scalability.
Global feature selection
The global approach selects a set of features which is shared by all the local classifiers. This approach, in contrary to the local approach, can also be applied on adaptation methods. This may be one reason why the global approach has generally received more attention in the literature.
Many global feature selection methods involve the computation of relevance measures individually for every class, followed by the aggregation of the class specific values. Spolaor and Tsoumakas 2013 compare aggregation methods for the binary relevance approach. The approach consists of computing the relevance of each feature for every class individually, exactly like in the binary classification problem. Afterwards the global relevance of a given feature is computed by aggregating the relevance values of the feature for all classes.
The feature selection methods evaluated in the study were Mean, Min, Max, RoundRobin, and Rand-Robin. In Mean, the aggregated value is simply the average relevance of the feature over all classes, in Min the aggregation value is the lowest relevance and in Max the greatest. The features are then ranked by their aggregated values, and those with highest aggregated relevance are selected. Round-robin selects the best feature in the ranking related to each label in turn, while Rand-Robin selects the best feature for a label randomly chosen with probability inversely proportional to its frequency. Each feature taken in turn is removed from the rankings so that they cannot be selected again. The motivation for the Rand and Round-Robin approaches is to reduce the bias to selection of features more relevant to frequent classes to the detriment of less frequent ones.
The authors evaluate these approaches with both Chi-squared and Bi-normal Separation as relevance measures. The experimental results indicate the Max and Mean aggregation methods with chi-squared measure were the best performers.
Other feature selection methods adapts the traditional feature relevance for binary classification to consider all classes at the same time. Doquire and Verleysen (2011) compare the multidimensional mutual information (MI), computed with Kozachenko-Leonenko estimation (Kozachenko and Leonenko 1987) , and chi-squared (χ 2 ) relevance measures on a problem transformed with PPT and greedy forward search strategy for feature selection. The authors report a better performance of the MI based approach in comparison with the method based on the χ 2 statistic in terms of both hamming loss and accuracy. The use of greedy forward selection ensures dependencies between features are considered, however, that also affects scalability, which is an important aspect in our setting.
Local feature selection
The local feature selection approach can be applied on any transformation based multilabel classifier. The idea of local feature selection is to perform the selection for every local transformed dataset separately, i.e., different local classifiers may work on different sets of features, which are specialized for each subproblem. Given a dataset D with features set F, transformed labels t ∈ T , where t is a binary class attribute and T is the set of transformed labels, and transformed datasets {D t |t ∈ T }, where D t is a transformed dataset with binary class t. We define the set of locally selected features for each label as F t ⊆ F for each transformed dataset D t , and F local as the collection of subsets {F t |t ∈ T }.
In order to demonstrate the practical difference between local and global feature selection approaches, we show as an example the top 10 features selected for the Enron dataset with the filter method and information gain. The dataset is a subset of Enron email corpus, 2 labeled with a set of categories. It is based on a collection of email messages exchanged by Enron's board of directors that were categorized into 53 topic categories, such as company strategy, humour, and legal advice. The example from Table 1 shows the set of globally selected features and the sets of locally selected features for the labels B.B2 (Forwarded email(s) including replies), C.C6 (California energy crisis / California politics), C.C10 (legal advice), B.B9 (pointers to url). It is particularly noteworthy that the most relevant local features are very different, in fact, the sets of top-10 most relevant local features for the classes B.B2, C.C6, C.C10 and B.B9 are completely disjoint. The Enron dataset is an example of a dataset where the local feature selection approach clearly outperforms the global approach. Different classes require very different sets of features for the local classifiers, and especially for small numbers of selected features, the difference in the performance is very significant. The predictive performance results for classifiers with the local and global feature selection approaches can be seen in the experiments section in Fig. 1. 
Analysis of local feature sets
In this paper, we define F as the set of all features in a dataset, and F global ⊆ F as the set of globally selected features. In our setting, all the local feature sets F t , t ∈ T , as well as F global have the same number of features k.
In order to measure the differences between the set of globally selected features and the locally selected features we need to define measures which compare a set with a collection of sets. We propose two similarity measures 
Experiments
In our experiments we make an extensive comparison of global and local feature selection approaches on standard flat and hierarchical multilabel datasets, as well as large-scale hierarchical multilabel datasets for type prediction on knowledge bases. We use binary relevance (BR) for flat multi-label classification, and its counterpart (i.e., local classifier per node, LCN) for hierarchical multi-label classification. We also run experiments with different popular binary classifiers as local classifier, and different feature relevance measures. We vary the number of features to be selected, perform the feature selection with equivalent techniques using the local and global approaches, then run the same transformation classifiers on the different sets of selected features and compare their predictive performance, as well as runtime. We restrict the transformation approaches to binary relevance, which is a simple, popular, and generally well performing method, as discussed above. Other transformation methods might transform the labels in different ways, but at the end one classifier will be trained for each transformed label similarly to binary relevance. Therefore, for the goal of comparing the local and global feature selection approaches, the binary relevance method is sufficient.
The choice of the local binary classifier is an important factor in the evaluation, as the feature selection can have different impacts on different classifiers. In this paper we choose four different popular binary classifiers available in Weka 3.7.10: Naïve Bayes, Decision Tree (J48), K-Nearest Neighbors (IBk), Support Vector Machine (LibSVM), and AdaboostM1 (with decision stump).
A comparison against popular adaptation methods and the transformation methods with the adapted methods as local classifier is also performed. We select three popular adaptation method classifiers for our comparison: Multilabel k-nearest neighbors (MLkNN) and Multilabel C4.5 decision tree (MLC4.5). We compare them with Binary Relevance having their adapted binary classifiers (respectively k-NN, C4.5 and AdaboostM1) as local classifiers.
For our experiments, we use MULAN 1.5, which is an open-source Java library for learning from multilabel datasets based on WEKA. It includes a variety of state-of-the-art multilabel classification algorithms, and offers the global feature selection methods for binary relevance with Mean, Min and Max aggregation approaches. It also contains multilabel evaluation measures described in Sect. 2.3.
Datasets
We perform our experiments on popular flat and hierarchical multilabel classification datasets commonly used in performance benchmarking of multilabel classifiers. Furthermore, we created some additional benchmark datasets for hierarchical classification, which we extracted from large-scale cross-domain Linked Open Data sets, such as Wikidata, DBpedia, YAGO and NELL (Melo et al. 2016) , as well as the smaller domain-specific datasets AIFB portal 3 and Mutagenesis.
For creating the benchmark datasets for hierarchical classification, we randomly sampled 10 000 instances from the larger Linked Open Data sets. There, instances usually come with types, which form a hierarchy in an ontology. Hence, predicting the type of an instance is a typical hierarchical classification task. 4 By doing the sampling randomly, we ensure that we do not introduce any bias which could be beneficial for one or the other method.
Multilabel datasets
The flat multilabel datasets we use were obtained from MULAN datasets repository. 5 The datasets used include bibtex , birds (Briggs et al. 2013 ), cal500 (Turnbull et al. 2008 ), corel5k (Duygulu et al. 2002) , emotions (Trohidis et al. 2008) , enron , genbase (Diplaris et al. 2005) , imdb (Read et al. 2012 ) medical (Pestian et al. 2007 ), scene (Boutell et al. 2004 ) and yeast (Elisseeff and Weston 2002) , rcv1 subsets (Lewis et al. 2004) , the Yahoo datasets Arts1, Business1, Computers1, Education1, Entertainment1, Heath1, Science1, Social1, Society1 (Ueda and Saito 2003) , delicious , tmc2007 (Srivastava and Zane-Ulman 2005) , and slashdot. 6 Table 2 show statistics about the aforementioned datasets, where we state the number of labels, instances, features, cardinality (the average number of labels an instance has) and label dependency, which indicates the proportion of label pairs which are dependent (we consider dependent those pairs which fail the χ 2 test of independence, and the computation was performed using MULAN's UnconditionalChiSquareIdentifier class).
Hierarchical multilabel datasets
For the hierarchical mutilabel experiments we use the datasets from the biological domain which are available at the Clus datasets page 7 : cellcycle, church, derisi, eisen, gasch2, pheno and struc. These datasets are available in clus format and were converted to the Mulan format for our experiments using the converter existent in the Mulan library.
Additionally, we use datasets from Linked Open Data ) extracted for the type prediction task, which is another example of hierarchical multilabel classification problem. The types, which are the labels to be predicted, are organized in a hierarchy, and various features can be extracted from the knowledge base graph and textual description of entities which are often available. The datasets we use are NELL (Carlson et al. 2010) , Wikidata (Vrandečić and Krötzsch 2014), DBpedia ), and YAGO (Mahdisoltani et al. 2015) , AIFB, and Mutagenesis (Ristoski et al. 2016 ) As features we use binary attributes which indicate the existence of ingoing and outgoing properties (Paulheim and Fürnkranz 2012; Ristoski and Paulheim 2014) for the first four datasets, and qualified relations (Paulheim and Fürnkranz 2012), which indicate the existence of pairs of outgoing relations and object type, as well as pairs of ingoing relation and subject type. For DBpedia, the types assigned to instances are only single-path, so that the hierarchical classification problem is not multi-label . On the other hand, relation features extracted from YAGO are too scarce to be meaningful. Therefore, we combine the two datasets by using types from YAGO and features from DBpedia. Since there are 384 174 types in YAGO, we select the top-474 most frequent types. We chose 474 because it was the original number of classes in DBpedia. We also use Wikidata, from wich we select the top-474 most frequent types, similarly to what was done to the YAGO types. The NELL dataset (08m.690) we used has only 10.3% of its originally 1 168 998 instances, since the properties are very sparse, and 89.7% of the instances have no features or only have the property haswikipediaurl which provides no information gain. The AIFB portal dataset describes the AIFB research institute in terms of its staff, research group, and publications. The data is an export of the AIFB website and contains around 270 thousand triples. The type hierarchy is originally a wide and shallow tree with average fanout 14.25 and average depth 2.04. The MUTAG dataset is distributed as an example dataset for the DL-Learner toolkit. 8 It contains information about 340 complex molecules that are potentially carcinogenic, which is given by the isMutagenic property. The molecules can be classified as "mutagenic" or "not mutagenic", and the main entity types atoms bonds and compounds which define the molecules. These hierarchical knowledge bases have a directed acyclic graph (DAG) as hierarchy. Since the MULAN framework only support trees, we have to simplify the problem and convert the DAGs into trees. It is important to mention that in the evaluation we ignore the original DAGs and consider only the converted trees. Therefore, for the nodes which have multiple parents, we retain only the subsumption relation with the parent class which is most frequent, i.e. the one with most instances, and remove the other edges. Alternatively, one could replicate the subtree of a node with multiple parents, leaving each replica with a single parent node. This, however, may significantly increase the number of classes, and most importantly generate consistency problems in case a classifier produces different predictions for the subtree replicas, which is a problem we do not address in this paper. Although supporting DAGs instead of converting them to trees can improve results (Bi and Kwok 2011) , and the aforementioned conversion is an interesting approach to be considered, in this paper we restrict ourselves to the first conversion approach because of its simplicity. Table 3 shows the same statistics from the Table 2 of flat datasets, plus average fanout, and the average depth of nodes. The average fanout is computed as the average number of children over all non-leaf nodes, and the average depth is computed over all the nodes in the hierarchy. For the average depth, we define depth of root nodes as one and the depth of non-root nodes as the depth of its parent plus one. The labels dependency is calculated similarly to the flat datasets case, however, instead of considering all possible label pairs, we consider only pairs of labels which are siblings.
Scalability
In our experiments, we use the filter method for feature selection because it is a simple, popular, and highly scalable method. As discussed in Sect. 3, the filter method basically consists of the computation of relevance measures for every feature w.r.t. every label, and the ranking of these features by their relevance value.
For non-hierarchical multilabel classification problems, the computation of relevance measures on the local and global approach have the sample complexity of O(|C| * |F| * |D|), where |C| is the number of classes, |F| the number of features (assumed to be binary) and |D| the number of instances. This is because the relevance measure needs to be computed for every pair of a label and a feature, on all instances in the dataset. In the local case, this is done for a binary class on each transformed dataset (|C| in the case of binary relevance). In the global case with aggregation method, the same computation has to be performed before aggregating the relevance values of each class into global relevance values, while in the multidimensional case, instead of 2-dimensional distributions, distributions over the |C| needs to be computed. Therefore, in any of the cases mentioned before, the computation time grows linearly with the number of classes. The major difference is that the local approach has the disadvantage of having to sort the features by their relevance measure values |C| times, while in the global approach it is performed only once. However, this does not change the overall complexity of the whole feature selection process: the additional effort of sorting the features is |F| * log|F|, and for almost every dataset, log|F| < |D| holds (otherwise, the dataset would be very degenerate, having a few orders of magnitude more features than instances).
For hierarchical classification with siblings examples selection policy, the local feature selection is assumed to scale better since, for labels deeper in the hierarchy, the binary relevance measures are calculated only on a subset of the data. Typically, the number of labels in the lower levels of the hierarchy is higher, and the lower the level of the label node, the smaller is the subset of instances. Assuming that the labels hierarchy has a fanout b and the instances have a single path only, the complexity for computing the relevance measures in the local approach would be O(b * log b (|C|) * |D|), since the average transformed dataset size would be |D| * (b * log b (|C|))/|C| instead of |D|. The average size of the transformed datasets also increases with the cardinality of the multilabel dataset. However, for simplicity and because the cardinality is normally low in most real datasets, we ignore this factor when calculating the average size.
It is important to notice that the use of feature selection can reduce the overall runtime, as the multilabel classifier benefits from the dimensionality reduction. However, depending on the local classifier used and the feature selection method, the cost of performing the feature selection may be higher than the benefit caused by the dimensionality reduction. Therefore, when employing a simple and highly scalable local classifier, such as Naïve Bayes, the overall runtime for some datasets without feature selection may be lower than with feature selection. Figure 1 shows a comparison between the local and global feature selection approaches for different numbers of selected features. The results reported were obtained with J48 as local classifier, the mean aggregation approach for the global feature selection, and ranking based feature selection with information gain as relevance measure. The reported runtime consists of the sum of feature selection and training time. The results reported in this section were obtained with 5-fold cross-validation. Because of space constraints, we show diagrams for only nine of the evaluated datasets. 9 The plots show that the local feature selection approach performs consistently better than the global approach, with a similar runtime for flat multilabel classification, and with significantly lower runtime for hierarchical. The difference in runtime for the hierarchical case is due to the siblings negative examples selection policy, as discussed above.
Results
The difference in the micro F 1 -measure is notably higher for smaller sets of selected features, where the average Jaccard index between locally and globally selected features is lower. Genbase is an example for a dataset which does not significantly profit from the local feature selection. Its average Jaccard index show that the locally selected features are not very different from the globally selected ones, converging very rapidly to a average Jaccard index of 1. Only for small numbers of selected features, the local approach shows an improvement in comparison to the global approach.
Tables 4, 5, 6 and 7 show a summary of the results for the datasets used in the experiments. We computed curves as in Fig. 1 for all the datasets, local classifiers, i.e., micro/macro average F-measure graphed against the ratio of features selected. Instead of showing the plots as in Fig. 1 , we report the ratio of the area under the curves of local and global feature selection for the the micro-averaged F 1 -measure (R μF 1 ) and macro-averaged F 1 -measure (R m F 1 ) . Values greater than 1 for both R μF 1 and R m F 1 mean that the local approach outperforms the global approach. We report the normalized area under the curve of the D 1 and D 2 measures. The closer to 1, the more the local feature sets are similar to the global set. The last row in the tables (AVG) show the average value of the measures over all the datasets evaluated.
The averages show that that the vast majority of the reported ratios are larger than one, indicating that the local feature selection performs better overall. Depending on the method used as local classifier, the impact of the local approach can vary. Adaboost is the method which benefits the most in both flat and hierarchical datasets, while kNN benefits the least. When comparing the ratios of micro and macro-averaged F 1 -measure (R μF 1 and R m F 1 ), the ratio of macro-averaged F 1 -measure is higher than that of micro-averaged. This reveals that on flat datasets, the less frequent classes benefit from the local approach more than the more frequent classes. This can be explained by the fact that global feature selection approaches prefer features which are relevant to the more frequent classes, which means that, in general, the set of global features is more relevant to frequent classes than to infrequent ones.
On the hierarchical datasets, however, the R μF 1 is in general greater than R m F 1 , indicating that more frequent classes benefit more strongly from the local feature selection. The same fact that global feature selection approaches prefer features relevant to more frequent classes should apply in the hierarchical case as well. One possible explanation is that less frequent classes are at lower levels of the hierarchy, and errors for these classes can be caused by classification errors in the ascendant classes, since we used the top-down approach in this paper. That means the improvement in the local classifier of a leaf-node class, for example, is limited to the cases where the predictions of all the local classifiers of ascendant classes are correct.
Figures 2 and 3 show a comparison between adaptation methods and transformation methods using their correspondent adapted binary classifiers locally. We do that for MLC4.5 and MLkNN, which are shown respectively in the first, second and third column of plots. Similar to what was done in Fig. 1 , we vary the number of selected features with the adaptation methods using global feature selection since the local approach is not applicable. We also tried to compare to the AdaboostMH implementation in MULAN, however, the classifier did not seem to work properly, and the results remained constant over all the different sets of selected features used. While we can observe that for transformation methods, local feature selection is generally favorable over global feature selection, the results are not conclusive about whether the adaptation or transformation methods have a better general performance. For some cases, such as the Corel5k dataset and decision tree classifiers, the adaptation method clearly outperforms the transformation method with local feature selection. On the other hand, for the same classifiers on the Enron dataset, the transformation method with local feature selection clearly outperforms MLC4.5. In order to draw any conclusions, a study dedicated to the comparison between adaptation methods and transformation methods with local feature selection would be required, which, however, is out of scope of this paper. It is noteworthy that in this paper, we use binary relevance (BR) as transformation method for flat multilabel classification, and local classifier per node (LCN) for hierarchical multilabel classification. In the former all classes are assumed to be mutually independent, and latter all sibling nodes are assumed to be mutually independent. That means on datasets where labels have dependencies, the transformation methods evaluated are in disadvantage when compared with the adaptation methods which can model more label dependencies.
Statistical analysis
After running all the experiments presented in this section, we need to test the significance of the results. For that we perform the Wilcoxon signed-rank test (Wilcoxon 1945 ) comparing micro-averaged and macro-averaged F 1 -measure of local and global feature selection approaches with transformation methods. Figure 4 shows the p value of the Wilcoxon test over the 44 datasets reported (flat and hierarchical) for the five different local classifiers. This For p-values under 0.05 the difference between local and global feature selection methods is statistically significant according to the Wilcoxon Test. We can observe that, for all local classifiers, the difference is highly significant with a p-value far below the 0.05 line for smaller numbers of features. In particular, for Naïve Bayes, this difference is the most significant amongst the evaluated local classifiers. Adaboost, LibSVM, and J48 also benefit significantly from the local feature selection approach, while IBk profits the least.
The results indicate that for all classifiers on a small set of selected features, the difference is the most significant, while for larger portions of selected features the significance is slightly lower. With that, we can confirm that when performing feature selection on transformation methods, the local approach is a better choice than the global method, especially when the portion of selected features is small. We also point out that the choice of local classifier can influence the benefits of local over global feature selection methods.
We also perform the same test on flat and hierarchical datasets separately with results in Figs. 5 and 6 respectively. Overall the results are roughly similar with kNN and LibSVM having the higher p-values in both the flat and hierarchical datasets. Overall, because the number of datasets considered is smaller, the p-values are higher. Especially for the hierarchical case, the number of datasets is 12, which is too small for the Wilcoxon test, which typically requires a minimum number of 20.
Another investigation we made is how strong the correlation between the variance of local feature selection and the performance gain over global selection is. The hypothesis is that for problems where there are strong differences in the best local feature sets, local feature selection will lead to a more significant performance improvement. In order to test that hypothesis, we measure the correlation of D 1 and D 2 , which capture the variety of features in the different local sets, with the ratio between the performance measures of classifiers with local and global feature selection approaches. For a given dataset and local classifier we compute the values of D 1 , D 2 , and the values of μF 1 , m F 1 and hamm with local feature selection divided by the correspondent measure values with global feature selection for the different numbers of selected features k. Then the correlation is calculated for every dataset and with the different local classifiers evaluated in this paper. Table 8 shows the correlation values across all the datasets with different local classifiers, and, in the last column, the correlation over all classifiers and datasets. For μF 1 and m F 1 , ratios greater than one mean that the local approach performed better, for hamm ratios less than one mean that the local approach performed better. For both measures D 1 and D 2 , the smaller the value, the more distinct the local feature sets are from the global feature sets. Therefore, the negative values of corr(D 1 , μF 1 ), corr(D 1 , m F 1 ), corr(D 2 , μF 1 ) and corr(D 2 , m F 1 ), and the positive values of corr(D 1 , hamm) and corr (D 2 , hamm) show that the more local and global feature sets differ, the better the local approach will be in comparison to the global approach.
In all cases, the correlations are significant, which confirms the original hypothesis. Furthermore, we have observed that the correlation between D 1 and D 2 is 0.957, i.e., both measures are essentially very similar in measuring the variety of the local feature selection.
Conclusion and future work
In this paper, we have presented an experimental comparison of global and local feature selection methods on transformation methods for multilabel classification with flat and hierarchical labels. Although transformation methods are very popular, and allow the feature selection to be performed locally on each transformed dataset, this alternative has not been very extensively explored in the literature.
We performed an extensive evaluation of local and global feature selection approaches on transformation based multilabel classifiers. The results indicate that the local approach performs consistently better than the global approach in terms of predictive performance. Both approaches have similar runtimes and scalability on flat multilabel classification, and for hierarchically structured labels, the local approach scales better than the global approach. Based on these results, the local feature selection approach is considered superior to the global approach when using transformation methods for multilabel classification.
When comparing the local feature selection approach with transformation methods to adaptation methods with global approaches using a global feature selection method, the results are not generally conclusive. However, for many of the datasets, the local approach also performs better in that case.
So far, we have only considered binary relevance as a transformation technique. Performing a similar comparison with other transformation methods, such as classifier chains, would be interesting for future work. Furthermore, it would be interesting if it is possible to compile a better global feature set for adaptation methods, using local feature selection on a number of transformed problems.
Another possibility which the use of transformation brings is the use of different local classifiers for different transformed subproblems. The idea is similar to Vapnik's locality principle, however, the locality is in the class level instead of input space level.
