On the local theory of regular analytic matrix functions  by Gohberg, I. et al.
On the Local Theory of Regular Analytic Matrix Functions 
I. Gohberg 
School of Mathematical Sciences 
Raymond and Beverly Sackler Faculty of Exact Sciences 
Tel Aviv University 
Ramat Aviu, Israel 
and 
M. A. Kaashoek and F. van Schagen 
Department of Mathematics and Computer Science 
Vrije Uniuersiteit 
De Boelelaan 1081 
1081 HV Amsterdam, the Netherlands 
Submitted by Peter Lancaster 
ABSTRACT 
A concise exposition is given of the local spectral the07 of regular analytic matrix 
functions without any reference to elements from the global theory. 
0. INTRODUCTION 
This paper presents a concise exposition of the local spectral theory of 
regular analytic matrix functions, including matrix polynomials. This theory 
was developed in the seventies and the beginning of the eighties (see [2], [l], 
and the references therein). Here we develop the local theory systematically 
without any reference to elements from the global theory. In particular, we 
present a simple way to compute a representation of the Laurent principal 
part of the inverse of an analytic matrix function in terms of the local spectral 
data. 
The starting point is the notion of an extended canonical system of root 
functions, which contains all the ingredients to build the local Smith form. 
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This material is contained in Section 1. In the second section Jordan pairs are 
studied. These pairs organize in a convenient way the basic information 
contained in an extended canonical system of root functions. Section 3 
concerns the completion of a Jordan pair to a triple describing the Laurent 
principal part of the inverse of the analytic matrix function at a point. The 
construction described in Theorem 3.1 seems to be a novelty. 
1. ROOT FUNCTIONS 
We consider a regular analytic matrix function L(A), that is, L(h) is a 
square (say m X m> analytic matrix function in one variable with a determi- 
nant that does not vanish identically. Throughout this paper p is a point in 
the domain of analyticity of L(h) [for short, L(h) is analytic at ~1. We 
assume that det L( ~1 = 0. A Cm-vector function 4(A), analytic in a neigh- 
borhood of CL, is called a root function of L(h) at p if 4(p) # 0 and 
L( ~)4( p> = 0. The order k of p as a zero of the analytic vector function 
L( A)$( A) is called the order of the root function 4(A) at I_L. Thus an analytic 
vector function 4(A) is a root function of order at least k if and only if 
+(~)+Oand 
L(A)4(A) = 2 (A - P)‘Yj. 
j=k 
(1.1) 
If the analytic vector function +(A) and the analytic matrix function L(A) are 
given in a neighborhood of p by 
4(A) = C (A - P)j4j> L(A) = c (A - p)jLj, (1.2) 
j=O j=o 
then (1.1) is equivalent to 
C Lj4r-j = O, r=O,...,k - 1. (1.3) 
j=O 
A sequence of Cm-vectors 40, 41, . . , @k- 1, with duo # 0, sat&es (1.3) if 
and only if the polynomial 
&(A) = 4. + (A - /.L)c$~ + **- + (A - P)k-l#G~ (1.4) 
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is a root function of L(A) at p of order at least k. Thus +(A) in (1.2) is a root 
function of _order at least k if and only if the same holds true for the 
polynomial 4(h) in (1.4). 
The order k of a root function +(A) at /.L is at most the order of p as a 
zero of det L( CL). To see this, choose fi, . . . , fm such that +( p), fi, . . . , fm 
is a basis of @“, and consider the equality 
detL(A)det(4(A) fi -** fm) 
Since det(4( p) fi *** fm) Z 0, th e order of p as a zero of the left hand 
side is the order T of /.L as a zero of det L(A). On the other hand, on the right 
side of the equality (A - p) k is a factor of the first column of the matrix and 
therefore also a factor of the determinant. So in the right hand side I_L is a 
zero of order k at least. This proves that k < r. 
We assume that det L( p) = 0. Therefore there are infinitely many root 
functions at I_L. We will select a special set of root functions as follows. 
Choose from all root functions at I_L a root function +,(A) of the highest 
order K~. Since the orders of the root functions are bounded by the order of 
p as a zero of det L(A), such a function exists. Next choose from all root 
functions +(A), with +( CL) not a multiple of &( p), a root function 4,(A) of 
the highest order, say K~. We proceed by induction. If the functions 
+i( A), . . , &_ ,(A) are already chosen, we choose the next +k(A) to be of 
the highest order K~ among all root functions $(A) such that r#~( p) is 
independent of 4J p), . . . , c#q_ I( /.L). Th’ is p recess stops at the moment that 
the vectors &( p), . . , , c#J~( p) span the finite dimensional space Ker L( CL). 
Any set of root functions +,(A), . . , r#~~,,< A) obtained in this manner is called a 
canonical system of root functions of orders K1, . . , K, of L(A) at p. Such a 
canonical system of root functions is not unique. For instance we could 
replace &(A) by the function +i(A) + (A - P)~~-~Q&,(A). On the other 
hand, the next lemma shows that the sequence of numbers K1 > K2 > *** 2 
K, is uniquely determined by L(A). 
LEMMA 1.1. Let L(A) be a regular matrix function analytic at p and 
c#J~( A), . . , 4,(A) a set of root functions of L( A) at I_L with orders K~ > -** > 
K, such that &( ~1,. . . , 4&p.) is an independent set in Ker L( ~1. Zf 
JI1( A), . . . , IcI,( A) is a canonical system of root functions of L(A) at p with 
orders p1 2 *a- > p,, then r > s and pi > ~~ for i = 1,. . , s. Moreover, 
&(A), . . . , &,(A) is a canonical system of root functions of L(A) at /L if and 
onlyifs =rand pi = ~~ fori = l,...,s. 
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Proof. Since r = dim Ker L( /J) and the set of vectors +r( p), , +s,( p) 
is independent in Ker I,( p), it is immediate that s < T. 
Suppose the set &(A), . . . , +$,(A) is given. From the definition of 
$$(A), . . , @r(h), we see that the root function with the largest order has 
order K~ at least. This proves that pi 2 K~. Let 1 < k < s. We remark that 
4r( CL), . . > 4k( Pu) is an independent set of vectors and therefore 
So at least one of the vectors 4i( p), . . , &(p) is not in 
spad&( ~1, . . . , I,!Q _ I( p)). Since I&( A) has maximial order among all root 
functions r+!~( A) with $4 CL) not in the span of {I,!J,( P), . . . , t,h- I( P>), the 
order of Gk,(A) must be at least K~. This proves that pk > K~. We have 
proved that pk > K~ for k = 1,. . . , s. 
If cPr(A), . . ., 4s(A) is a canonical system of root functions, then we may 
interchange the roles of the sets ~#,,(h), . . . , +s,(A) and @i(A), . . . , $,.(A). This 
gives that also r Q s and K~ 2 pk for k = 1,. . . , r. 
Assume that pi = K( for i = 1, . . , , s and +i( A), . . . , cb,(A) is not a 
canonical system of root functions. This means that for some i the polynomial 
~#+(h) is not a root function with maximal order among all the root polynomi- 
als &(A) with +( ,u) 6 span{+,( P), . , . , c#+ _ r( ,G)}. So we could choose an ith 
root function with order larger than p1 and thus construct a canonical system 
of root polynomials with orders vr, . . . , vs and V, > pi. This contradicts the 
results obtained above. n 
Let +&A), . . . , &(A) be a canonical system of root functions of the 
analytic matrix function L(A) at p. We choose C#Q+ I, , 4, such that 
4i( p), . . . , &( CL), 4k+ i, . . ,c,& is a basis for the space C”. We call the 
system &(A), . . . , &(A), 4k+l,. . , 4, an extended canonical system of root 
functions. The (constant) functions &+ r, . . . , c$,,, are not root functions in 
the strict sense of our definition. Nevertheless it is convenient to assign them 
an order as root functions, and to put this order equal to 0. So in an extended 
canonical system of root functions each function has an order. 
THEOREM 1.2. Let L(A) be a regular m X m matrix function analytic at 
p such that det L,( p) = 0, and let @A) be an m X m analytic matrix 
function such that its columns form an extended canonical system of root 
functions of L(A) at p. Then in a neighborhood of ,u, 
L(A)@(A) = P(A)D(A), (1.7) 
where D(A) is a diagonal matrix polynomial with diagonal entries (A - 
Jo)“‘, . . , ,(A - j,& and P(A) is an m X m matrix function analytic at p 
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such that det P( f_~u) # 0. Furthermore, the exponents K~, . . . , K, in D(A) are 
the orders of an extended canonical system of root fbnctions of L(h) at ,u. 
Proof. Let &(A), . . , +,(A) be an extended canonical system of root 
functions for L(A) at p with orders K~ 2 -0. > K,. Let @(A) be the analytic 
matrix function with columns #r(A), . . . , &(A>. Then we can write 
L(A)@(A) = P(h)D(h) with D(A) as required and @(CL) invertible. It 
remains to show that P( I*) is invertible. Assume that I’( pu>x = 0 for a vector 
x z 0. Without loss of generality we may assume that x has the form 
x = 0 ( *.. 0 1 xj+l *** X,)T 
Write 
$Jj( A) = C#Jj( A) + E (A - /L)KJ-K’Xi(bZ( h)’ 
i=j+ I 
Then c$~( CL) is independent of the vectors cbr( kj,. . . , dj_ 1( ~1. Note that 
L(A)&(A) = L(h)~$~(h) + t (A - ,u)~‘-~‘x~L(A)c&(A) 
i=j+l 
p)(A) + 2 “iPi 
i=j+l 
Here pj(A) is the jth coluyn of P(A). Since pjoi( ,u) + CrEj+l xi pi( /J> = 0, 
it follows that the order of +j( A) as a root function of L(A) is at least K~ + 1. 
This contradicts the choice of +jj(h) as a root function with maximal order 
among those that have a value at lr. linearly independent of 
#r(fi),..., &Jp). W h p e ave roved that P( ~1 is invertible. m 
The next result gives characterizations of an extended canonical system of 
root functions. 
THEOREM 1.3. Let L(A), @(A), D(A), and P(h) be regular m X m 
matrix functions, analytic at k, such that L(A)@(h) = P( A)D( A) in a 
neighborhood of p. Assume that a( II) is invertible and that D(A) is a 
diagonal mat& polynomial with diagonal entries (A - ~1~1, . . . , (A - p)“m, 
where K~ > *.. > K,. Then the following three conditions are equivalent: 
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(1) the columns &(A), . . . , c+,(A) of the analytic matrix fin.&on cP( A) 
form an extended canonical system of root functions of L( A) at p with orders 
K1 2 ‘*’ > K,; 
(2) det P( ~1 # 0; 
(3) Cy! 1 K~ is equal to the order of p us a zero of det L(A). 
Proof. Assume that c#+( A>, . . . , +,(A) is an extended canonical system of 
root functions for L(A) with orders K~ > --- 2 K,. Then we conclude from 
Theorem 1.2 that (2) is satisfied. 
We show that (2) and (3) are equivalent. Consider the equality 
det L( A)det @(A) = det P( A)det D(A). 
If det P( II) # 0, then det @( EL) # 0 implies that the order of I_L as a zero of 
det L(A) is equal to the order of p as a zero of det D(A). This proves that 
x7! r ~~ is equal to the order of p as a zero of det L(A). 
If Cy! 1 ~~ is equal to the order of p as a zero of det L(A), then the 
orders of p as a zero of det L(A) and det D(h) are equal. Since det @( p) # 0, 
this implies that det P(p) # 0. 
Finally we prove that (2) implies (1). Let the orders of an extended 
canonical system of root functions be pi > *-* > p,. We proved that this 
implies that X7! 1 pi is equal to the order of /..L as a zero of det L(A). Since 
P( ~1 and Q,(P) are invertible, the orders of p as a zero of det L(A) and 
det D(A) are equal. So Cy! r K{ = Cr! 1 pi. Let the jth column of @(A) be 
$j( A), and let the jth co umn of P(A) be p,(A). Then $j< pu> # 0, pj( p.) # 0, 1 
and L(A)$j(A) = (A - /#~p&Al and thus +j(A) is a root function of order 
Ki. Apply Lemma 1.1 to see that this proves that K~ Q pj for j = 1, , . , m. 
Since cr! 1 K~ = cys 1 pi, it follows that ~~ = pj for j = 1, . . . , m, and thus 
+r(A), . . . , +,(A) is an extended canonical system of root functions for L(A). 
n 
From Theorems 1.2 and 1.3 it follows that the diagonal factor D(h) in 
(1.7) is uniquely determined by L(A), provided that a( /JL) and P( PL) are 
invertible. One refers to D(A) as the Zocal Smith form of L(A). The positive 
numbers among the degrees of the diagonal elements of D(A) are the 
so-called partial multiplicities of L(A) at p. 
2. JORDAN PAIRS 
Let 
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be a C=m-vector polynomial. With +(A) we construct the matrix X, = 
($+I 0.. r#+ _ , ). We denote the single K X K Jordan block with eigenvalue I_L 
byjP,,. So. _ 
J,,K = 
CL 1 
0 p . . 
. 
. . . . . 
. CL1 
0 P / 
The polynomial +(A) can be expressed in terms of the pair <X,, JP,]) by the 
following formula: 
where ell is the Zth vector in the standard basis of C’. So ell = (0 0.. 0 l>T. 
We now present a characterization of root functions in terms of the 
corresponding pair of matrices. 
LEMMA 2.1. Let L(A) be a regular m X m analytic matrix function, and 
4(A) = I? (A- P)i+i 
i=O 
be an analytic Cm-vector function with &, Z 0. Write 
Then +(A) is a root function of L(A) at p of order at least K if and only if 
is an m X K analytic matrix function. 
Proof. If +(A) is a root function of order at 
j = I,. . . , K, 
j-1 
4j(h) = C (A - P)i+i 
i=O 
least K at /.L, then for 
16 
is a root function of order j at least. Now 
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where eKj is the jth vector in the standard basis of C”. So 
= XJAZ - Jp,x)-l(eKl **- e,,Wg(( A - P), . . , (A - P)~), 
and thus 
= L(A)X,(AZ -JG,K)-ldiag((A - ~),...,(h - F)~). 
Since L(A)&(A)(A - p>-j is analytic at k, we get that L(A)X,(AZ -]P,K>-’ 
is analytic at CL. 
Conversely, we compute 
L(A)ddA) = L(A)X,(AZ -l~.r)-le,,(A - ~1~. 
The right hand side has a zero of order at least K, which proves that &,(A) is 
a root function of order at least K. However, we already noted that this 
implies that also +(A) is a root function of order > K. n 
Let L(A) be a regular analytic matrix function, and let &(A), . . . , &,(A) 
be a canonical system of root functions of L(A) at Z.L of orders K~ > -*- > K,. 
Write 
We define the matrix XP by 
REGULAR ANALYTIC MATRIX FUNCTIONS 17 
With X, we associate the Jordan matrix 
The pair (X,, 1,) is call d J d e a or an p air of L( A) at the point I_L. 
Assume that (X,, J,) is a Jordan pair of L(A) at the point /.L, with X, 
given by (2.1) and J, given by (2.2). For i = 1, . , s, put 
Then &(A) is the truncation to degree K{ - 1 of the root function ~$~(h). So 
c$~( A) is itself a root_function o,f L(A) at p of order at least K~. From Lemma 
1.1 it follows that +r( A), . . . , t#~,( A) is a canonical system of root functions of 
L(A) at I_L. Extend this system to an extended canonical system of root 
functions. A system constructed in this way is called an extended canonical 
system of root functions corresponding to (X,, J,>. 
We have already seen that the matrix J, is fully determined by the 
analytic matrix function. Indeed, the eigenvalue of JG is p, and the sizes of 
the Jordan blocks are given by the partial multiplicities of the analytic matrix 
function at p. A natural question is to what extent the matrix X, is 
determined by the function. We return to this question in the next section. 
First we derive some other properties of a Jordan pair. 
LEMMA 2.2. Let the pair (X,, JJ be a Jordan pair of L( A) at p. Then 
has full rank for each A in @. 
Proof. Put 
R(A) = 
Assume that R( v)x = 0 for some x + 0 and some V. Write X, as in (2.1) 
and J, as in (2.2) and 
x=(xlo ..* xlK,-l *.. X,0 **- x,,,-1 1’. 
18 I. GOHBERG ET AL. 
If v # p, then x = 0. So we assume that Y = Z.L. Then (PI - j,)x = 0 gives 
that xiu = 0 unless QI = 0. Thus X,x = 0 implies that xiO&,, + a.* + ~,~~~a 
= 0. The vectors &,,, . . . , +so are the values at Z.L of a canonical set of root 
functions of L(h) at p. Therefore &, . . . , 4S,, is an independent set of 
vectors, and thus also xi0 = 0 if (Y = 0. This contradicts our assumption on 
x. We have proved that R(h)x = 0 implies that x = 0. n 
Let A be an n X n matrix and C be an m X n matrix. The pair (C, A) is 
called a zero kernel pair if for each A E C 
Ker 
It is well known that this is equivalent to I-l :Lt Kel(CA’) = (0) (e.g. [6, 
Chapter I, Exercise 1.31). This notion also coincides with the notion of an 
observable pair from mathematical systems theory. The next result gives a 
first characterization of a Jordan pair. 
THEOREM 2.3. Let L(h) be a regular m X m analytic matrix function, 
and let J be a Jordan matrix with p as its only eigenvalue and Jordan blocks 
of sizes K1 > *a. > K,. Then (X, J> is a Jordan pair at p E C if and only if 
the following three conditions hold true: 
(1) the order of J is equal to the order of p as a zero of det L(h); 
(2) the pair (X, I> is a zero kernel pair; 
(3) L(A)X(AZ -J>-’ is analytic at p. 
Proof. Assume that (X, 1) is a Jordan pair at CL. Then statement (1) 
follows from Theorem 1.3, statement (2) is proved in Lemma 2.2, and (3) 
follows from Lemma 2.1. 
Assume that the pair (X, J> fulfills conditions (11, (21, and (3). We will 
show that (X, J) is a Jordan pair. Write J = diadJ , J, K >, and decom- 
pose X correspondingly as X = (Xi 0-e x,f’“‘IG r#&> = X&AZ - 
JP,Kt)-leKiK,<h - ~1”~. F rom condition (3) and Lemma 2.1 it follows that the 
polynomial +i(h) is a root function of order at least K~. Condition (2) gives 
that 4ii( ~1,. . . , +s,( p) are linearly independent. To see this use the fact that 
the matrix 
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has independent columns. Let vi, . . . , vk be the orders of a canonical system 
of root polynomials of L(A) at I_L. It follows from Lemma 1.1 that K~ < vi 
and s < k. From Theorem 1.3 we obtain that 
K1 + *‘* + K, < V1 + **- + Vk = ?-, (2.3) 
where r is the order of CL as a zero of det L(A). Now (1) gives that, in fact, in 
(2.3) one has equalities and k = s. Again apply Lemma 1.1 to conclude that 
( X, ]) is a Jordan pair. H 
We single out one partial result from the previous proof. 
COROLLARY 2.4. Let L(A) be a regular m x m analytic matrix function, 
and let ] be a Jordan matrix with Al. as its only eigenvalue and blocks of sizes 
K1 2 *” > K,. If conditions (2) and (3) in Theorem 2.3 are fulfilled, then 
the order of ] is at most the order of k as a zero of det L(A), and (X, ]) is a 
]oro!an pair at I_L if these orders are equal. 
Note that for a regular m X m matrix polynomial 
L(A) = A, + AA, + ... + A’A, 
condition (3) in Theorem 2.3 is equivalent to 
A,X + A,X] + --* + A,X]’ = 0. 
Assume that we have a zero kernel pair ( X, J 1, where ] is a Jordan matrix 
with a single eigenvalue p and Jordan blocks of sizes K~ > *** >/ K, > 0. A 
natural question is whether or not there exists a regular matrix function L(A), 
analytic at p, such that the pair (X, ]> is a Jordan pair of L(A) at p. The 
answer is positive; in fact, as the next theorem shows, one can always find a 
matrix polynomial with this property. 
THEOREM 2.5. Let X be an m X n matrix, and let] be an n X n matrix 
with a single eigenvalue p and Jordan blocks of sizes K~ > -** > K, > 0. If 
the pair (X, ]) is a zero kernel pair, then there exists a matrix polynomial 
L(A) such that the pair (X, J) is a Jordan pair of L(A) at p. 
Proof. Let J = diagC]P,K,, . . , ],,,>, and let the corresponding decom- 
position of X be given by X = (Xi *a* X,). Write 
20 
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Since (x, J) is a zero kernel pair, the values &( LL), . . . , 4s( CL) are linearly 
independent (cf. the proof of Theorem 2.3). Choose 4s+ 1, . . + 1 4, such that 
+I~ p), . . , +s( p), &+ 1,. . . ,4, is a basis for Cm. Write 
Then @( pu) is invertible. Consider the m X m matrix 
D(h) = diag((A - p)“‘,..., (A - ~)~$,l,..., 1). 
Let p(A) be th e d enominator of det[D(A)@(A)-‘I. Since Q(p) is invertible, 
we may choose p( PCL) = 1. The choice of p(A) guarantees that L(A) = 
p(A)D(A)Q(A)- ’ is a matrix polynomial. Because L(A)@(A) = [ p(A)Z]D(A), 
it follows from Theorem 1.3 that the columns of @(A) form an extended 
canonical system of root functions of L(A) at I_L. This proves that (X, 1) is a 
Jordan pair of L(A) at CL. H 
The following theorem describes to what extent a null pair at a point 
determines the analytic matrix function. 
THEOREM 2.6. Two regular m X m matrix functions L,(A) and L,(A) 
which are analytic at p have a common Jordan pair at p E @ if and only if 
L,( A)L,( A)-’ is analytic and invertible at p. 
Proof. Assume that L,(A)L,(A)-’ is analytic and invertible at p. Let 
(X, J) be a Jordan pair of L,(A) at CL. We shall prove that (X, J> is a Jordan 
pair of L,(A) at p. From our hypothesis it follows that the order of F as a 
zero of det L,(A) is equal to the order of p as a zero of det L,(A), and hence 
is equal to the order of 1. Because L,(A)X(AZ -J>-’ is analytic at p, also 
L,(A)X(AZ -J>- ’ is analytic at )(L. So it follows from Theorem 2.3 that 
(X, J) is a Jordan pair of L,(A) at CL. 
Conversely, assume that (X, J> is a Jordan pair of L,(A) and L,(A) at CL. 
Let @(A) be the matrix of which the columns form an extended canonical 
system of root functions corresponding to (X, J). Thus (by Theorem 1.2) 
~lww) = Pl(A)D(A), &z(A)@(A) =Pz(A)WA) 
REGULAR ANALYTIC MATRIX FUNCTIONS 21 
with P,(A) and P,(A) analyt ic matrix functions such that P1( CL) and I’,( k) 
are invertible. It follows that L,(A>L,(A)-’ = P,(A)P,(h)-‘. The right hand 
side of this equality clearly is analytic and invertible at CL. n 
3. JORDAN PAIRS AND LAURENT PRINCIPAL PARTS 
A pair of matrices (A, B), with A an n X n matrix and B an n X m 
matrix, is called a f&I range pair if rank( A - AI B) = n for all A E @. The 
principal part of the Laurent expansion of a regular analytic matrix function at 
a point p can b e expressed in terms of a Jordan pair and one extra matrix. 
The following theorem (which develops further [4, Theorem 7.11) makes this 
statement precise and gives a formula for the additional matrix. 
THEOREM 3.1. Let L(A) be an m X m regular matrix function analytic 
at p with det L( ~1 = 0, and let (X, J> be a zero kernel pair, where the 
matrix] = diag(JCL,K,, . . , ,]p,Ks), with K~ > **a Z K,, is an n X n matrix and 
X is an m X n matrix, The pair (X, J> is a Jordan pair of L(A) at I_L if and 
only if there exists a matrix Y such that X( AI _ J>-‘Y is the principal part of 
the Laurent expansion of L( A)-’ at p and the pair <J, Y > is a fulZ range pair. 
In that case the matrix Y is uniquely determined and is given by 
where, for i = 1,. . . , s, the row vector function 
qi(A) = (A - &qil + ... + (A - &K’qiK, 
(3.1) 
(3.2) 
is the ith row of the Laurent principal part of [L(A)@(A)]-’ at CL. Here 
@(A) is any matrix whose columns form an extended canonical system of root 
functions of L(A) at p corresponding to ( X, 1). 
Proof. Assume that (X, J) is a Jordan pair of L(A) at p. Let 
be a corresponding extended canonical system of root functions with orders 
K1 > ‘** 2 K, > K,+1 = ... = K, = 0. Write @(A) for the matrix which 
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has +r( A), . . . , &,(A) as columns. Put 
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D(A) = diag((A - ~)~l,...,(h - p)“-). 
Then L(A)@(A) = P( A)D( A). Theorem 1.3 gives us that P( p) is invertible. 
Let Q(A) be the Laurent principal part at Z.L of the function [ L( A)@( hII - ’ = 
D(A)-lP(A)-‘. so - _ * 
Q(A) = 
( 41(W 
qsiA) ) 
0 
(3.3) 
\ 0 , 
with qi(A) given by (3.2). Thus the Laurent principal part of L(A)-’ is the 
Laurent principal part of @( A)Q( A). Remark that 
@(A)Q(A) = &(A)ql(A) + -** + k,(A)qs(A). 
The principal part of c#+( A)q,( A) at Al. is easily computed (cf. the first part of 
the proof of Lemma 2.1) to be equal to 
Therefore the Laurent principal part of L(A)-’ is X(AZ - J)-‘Y, with Y 
given by (3.1). Note that the rows qlKl, . . , qsK are rows of P( ~1-l are 
therefore linearly independent. So x(Y AZ -I’, = 0 implies that x = 0. 
Thus (J, Y > is a full range pair. 
Conversely, assume that Y is such that X( AZ - j>-‘Y is the principal 
part of the Laurent expansion of L(A)-l at p. We shall prove that (X, J) is a 
Jordan pair of L(A) at p. Let (X,, Jo> be a Jordan pair at Z_L of L(A). Then 
there exists a matrix Y, such that X,(AZ - ]a)-‘Y,, is the principal part of 
the Laurent expansion of L(A)-’ at Al. and (Jo, Y,,) is a full range pair. So we 
have that the order of Jo is equal to the order of p as a zero of det Z(A). 
Moreover X,,(AZ - Jo)-‘Y, = X(AZ - J)-‘Y. Apply the state space isomor- 
phism theorem from systems theory ([5, Theorem 6.2-41 or [3, Theorem 
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7.1.41) to see that there exists an invertible transformation S such that 
X = X,S and j,,S = Sj. In fact the ordering of the blocks with descending 
sizes in both J and Jo gi ves that J = JO. It remains to prove that this implies 
the pair (X,J) is a Jordan pair of the function L(A) at the point p. Let 
J = diag(l, K,) . . . ) Jp,Ka)p 
and X be given by 
and let the corresponding decompositions of X, 
x = (x,, *.- X,$), x.3 = (x0,, .** &J. 
Apply Lemma 2.1 to see that 
is analytic at Z_L. Again apply Lemma 2.1 to conclude that 
is a root function of order at least K~. Since 
it follows from Lemma 2.2 and the fact that the pair ( X,, J 1 is a Jordan pair 
that the pair (X, J> is a zero kernel pair. So we see that the vectors 
$Ji( PL), . . > 4$ PI are linearly independent. Now apply Lemma 1.1 to see 
that the system c#+( A), . . , 4,(A) is a canonical system of root functions and 
therefore the pair (X, J) is a Jordan pair at p. 
To prove that X, J, and L(A) determine Y uniquely, assume that 
X(AZ - J)-‘Y, = X(AZ - J)-lY,. The state space isomorphism theorem [3, 
Theorem 7.1.41 gives that there exists an invertible S such that XS = X, 
Sj = IS, and Y, = SY,. The state space isomorphism theorem also gives that 
if XS, = X and J = SLIJS,, then S = S,. So from XI = X and JZ = ZJ we 
conclude that S = Z and therefore Y, = Y,. n 
In the following example we compute for a Jordan pair (X, J) the 
corresponding matrix Y using the formula in Theorem 3.1. Let 
L(A) = 
24 
Then 
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is a root function of order 3 at 1. Each other root function +(A) at 1 has the 
property that 4(l) is a multiple of +i(l> and has order at most 3. So the pair 
is a Jordan pair of L(A) at 1. Now construct a matrix Y such that L(A) - 
X(A - J)-iY is analytic in 1. Choose 
0 +=( 12 1 . 
Then 4r( A), +2 is an extended canonical system of root functions of L(A) at 
1. Put @(A) = (I&(A) 42>. So 
[L(A)Q(A)]-~ = 
-(A - l)-” (A - 1)-3A(A + 1)-l 
0 (A+l)-’ 
and the Laurent principal part Q(A) of [U A&N hII_' at 1 is 
-+(A - 1)-l + $(A - l)-” + ;(A - l)-” 
0 
Thus we put 
/ -1 
’ 8 
\ 
y= 0 a. 
It follows that the Laurent principal part of L(A)-’ at 1 is X( A - J>-‘Y. 
Remark that different choices of the vector +2 are possible, but in the end 
the matrix Y does not depend on the choice of +2. 
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The next result shows to what extent a Jordan pair is unique. 
THEOREM 3.2. Let (X,, J) be a Jordan pair at p of the m X m analytic 
matrix function L(h). Then the pair (X,, J) is a Jordan pair of L( A) at p if 
and only if there exists an invertible matrix S such that X, = X,S and 
S] =]S. 
Proof. Assume that (X,, J> is a Jordan pair of L(A) at p. There exist 
matrices Y, and Y, such that the principal part of L(A>-l at /_L is equal to 
X,(AZ - J)-lY, and to X,(AZ - J)-‘Y2 and the pairs <I, Y,) and (1, Y,> are 
full range. From the state space isomorphism theorem it follows that there 
exists an S as desired. 
Conversely, assume that X, = X, S and Sj = JS. The pair (X,, J> is a 
zero kernel pair, since 
and (X,, J> is a zero kernel pair. There exists a matrix Yr such that the 
Laurent principal part of L(A)-’ is X,(AZ - J)-lY, and the pair (J, Y,) is a 
full range pair. Put Y, = Sly,. Then the Laurent principal part of L( A)-r 
is X,(AZ -J)-‘Y,. M oreover, the pair (J, Y,) is a full range pair, as is easily 
seen from the equality 
(AZ-] Y,) = S-‘(AZ-J YI)(; ;) 
and the fact that <J, Y,> is a full range pair. 
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