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Abstract
In general, routing protocols for mobile ad-hoc networks (MANETs) can
be classified into topology-based protocols and position-based protocols.
While for unicast routing many proposals for both classes exist, the exist-
ing approaches to multicast routing basically implement topology-based
algorithms and only a few of them make use of the geographic positions
of the network nodes. These have in common that the sending node has to
precalculate the multicast tree over which the packets are distributed and
store it in each packet header. This involves two main issues: (a) These
approaches are not very flexible with regard to topological changes which
abandons the advantages that position-based routing has against topology-
based routing, and (b) they do not scale with the number of receivers, since
every one of them has to be named in the packet header.
This thesis solves these issues and further advances position-based mul-
ticast routing. Position-Based Multicast (PBM) enhances the flexibility of
position-based multicast routing by following the forwarding principle of
position-based unicast routing. It transfers the choice of the next hops in
the tree from the sender to the forwarding nodes. Based on the positions of
their neighboring nodes, these are able to determine the most suitable next
hop(s) at the moment when the packet is being forwarded.
The scalability with respect to the number of receiving nodes in a group
is solved by Scalable Position-Based Multicast (SPBM). It includes a mem-
bership management fulfilling different tasks at once. First, it administers
groupmemberships in order to provide multicast sources with information
on whether nodes are subscribed to a specific group. Second, it implements
a location service providing the multicast sources with the positions of the
subscribed receiver nodes. And third, it geographically aggregates mem-
bership data in order to achieve the desired scalability. The group man-
agement features two modes of operation: The proactive variant produces
a bounded overhead scaling well with the size of the network. The reac-
iii
ABSTRACT
tive alternative, in contrast, reaches low worst-case join delays but does
not limit the overhead.
Contention-Based Multicast Forwarding (CBMF) addresses the problems
that appear in highly mobile networks induced by outdated position infor-
mation. Instead of basing forwarding decisions on a perception that may
no longer be up to date, the packets are addressed only to the final desti-
nation; no explicit next hops are specified. The receiving nodes, which are
candidate next hops, then decide bymeans of contention which of them are
the most suitable next hop(s) for a packet. Not only is the decision made
based on the most currently available data, but this procedure also saves
the regular sending of beacon messages, thus reducing the overhead.
The lack of multicast congestion control is another unsolved problem ob-
structing high-bandwidth data transmission. Sending out more and more
packets to a multicast group lets the performance decrease. Backpressure
Multicast Congestion Control (BMCC) takes care that the network does not
need to handle more packets than it is able to. It achieves this by limiting
the packet queues on the intermediate hops. A forwarder may not for-
ward the next packet of a stream before it has noticed—by overhearing the
transmission of the next hop—that the previous packet has succeeded. If
there is congestion in an area, backpressure is implicitly built up towards
the source, which then stops sending out packets until the congestion is re-
leased. BMCC takes care that every receiving node will receive packets at
the same rate. An alternative mode of operation, BMCCwith Backpressure
Pruning (BMCC-BP) allows the cutting of congested branches for single
packets, permitting a higher rate for uncongested receivers.
Besides presenting protocols for multicast communication inMANETs, this
thesis also describes implementations of two of the above-mentioned pro-
tocols. The first one is an implementation of SPBM for the Linux kernel
that allows IP applications to send data via UDP to a group of receivers in
an ad-hoc network. The implementation resides between the MAC layer
and the network/IP layer of the network stack. It is compatible with un-
modified standard kernels of versions 2.4 and 2.6, and may be compiled
for x86 or ARM processor architectures. The second implementation is an
implementation of CBMF for the ScatterWeb MSB430 sensor nodes. Due
to their low-level programmability they allow an integration of the rout-
ing protocol with the medium access control. The absence of periodic bea-
conmessagesmakes the protocol especially suitable for energy-constrained
sensor networks. Furthermore, other constraints like limited memory and
computational power demand special consideration as well.
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Zusammenfassung
Im Allgemeinen ko¨nnen Routingprotokolle fu¨r mobile Ad-hoc-Netzwerke
(MANETs) in topologie- und positionsbasierte Protokolle eingeteilt wer-
den.Wa¨hrend es im Bereich des Unicastroutings zahlreiche Vertreter beider
Klassen gibt, beschra¨nken sich die existierenden Multicastprotokolle im
Wesentlichen auf topologiebasierte Ansa¨tze, und nur einige wenige nutzen
Positionsinformationen. Diese Verfahren haben gemeinsam, dass der sen-
dende Netzwerkknoten den Multicastbaum, der fu¨r die Paketzustellung
genutzt werden soll, vorberechnet und ihn in jedem versendeten Paket ab-
legt. Dieses Vorgehen bringt zwei Probleme mit sich: (a) Die Verfahren rea-
gieren nicht flexibel auf topologische Vera¨nderungen und verschenken da-
mit die Vorteile des positionsbasierten Routings. (b) Sie skalieren nicht gut
mit der Anzahl der Empfa¨nger, da jeder einzelne von ihnen im Paketkopf
aufgefu¨hrt werden muss.
Diese Dissertation lo¨st die angesprochenen Probleme und bringt das positi-
onsbasierte Multicastrouting weiter voran. Position-BasedMulticast (PBM)
erho¨ht die Flexibilita¨t des positionsbasierten Multicastrouting, indem es
das Prinzip der Weiterleitung wie es fu¨r Unicastrouting angewandt wird
fu¨r Multicast adaptiert. Es verlagert die Auswahl der Routen im Baum
vom Sender zu den weiterleitenden Knoten im Netzwerk. Basierend auf
den Positionen der benachbarten Knoten ko¨nnen diese die zum Zeitpunkt
der Weiterleitung am besten geeigneten Nachbarn bestimmen.
Die Skalierbarkeit in Bezug auf die Anzahl der Empfa¨nger in der Gruppe
wird durch Scalable Position-Based Multicast (SPBM) erreicht. Dieses Pro-
tokoll schließt eine Mitgliedschaftsverwaltung ein, die mehrere Aufgaben
erfu¨llt. Erstens verwaltet sie die Mitgliedschaften und versorgt die Quell-
knoten mit Informationen daru¨ber, ob eine bestimmte Gruppe Mitglieder
entha¨lt. Zweitens implementiert sie einen Ortungsdienst, der die Quel-
len mit den Positionen der angemeldeten Empfa¨nger versorgt. Und drit-
tens aggregiert sie die Mitgliedschaftsinformationen geographisch, um die
v
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gewu¨nschte Skalierbarkeit zu ermo¨glichen. Die Gruppenverwaltung un-
terstu¨tzt zwei verschiedene Modi: Die proaktive Variante produziert einen
beschra¨nkten Overhead, der gut mit der Netzwerkgro¨ße skaliert. Im Ge-
gensatz dazu erreicht die reaktive Alternative auch im schlechtesten Fall
niedrige Verzo¨gerungszeiten fu¨r einen Gruppenbeitritt, garantiert dabei al-
lerdings nicht die Begrenzung des Overheads.
Contention-Based Multicast Forwarding (CBMF) geht die Probleme an, die
in hochmobilen Netzwerken durch veraltete Positionsinformationen ent-
stehen. Statt dieWeiterleitungsentscheidung auf Basis einerWahrnehmung
zu fa¨llen, werden die Pakete nur an die Zielpositionen adressiert; es wer-
den keine expliziten Weiterleiter angegeben. Die Kandidaten fu¨r die Wei-
terleitung entscheiden selbst in einemWettbewerb, wer von ihnen am bes-
ten geeignet ist. Die Entscheidung wird dadurch nicht nur auf Basis der
bestmo¨glichen Daten getroffen, dieses Vorgehen spart zusa¨tzlich das re-
gelma¨ßige Versenden von Positionsnachrichten ein und reduziert so den
Overhead.
Ein weiteres ungelo¨stes Problem, das der Datenu¨bertragung mit hoher
Bandbreite entgegensteht, ist das Fehlen einer Staukontrolle fu¨r Multicast
in Ad-hoc-Netzwerken. Das Senden von immer mehr Paketen an eineMul-
ticastgruppe verringert den Durchsatz. Backpressure Multicast Congestion
Control (BMCC) sorgt dafu¨r, dass das Netzwerk nicht mehr Pakete auf-
nehmen muss als es kann. Das wird erreicht, indem die Paketwarteschlan-
gen auf den Knoten unterwegs streng limitiert werden. Ein Knoten darf
kein weiteres Paket eines Datenstroms weiterleiten, bevor er nicht — durch
dasMitho¨ren der U¨bertragung des na¨chsten Knotens—mitbekommen hat,
dass das vorherige Paket bereits auf dem Weg zum u¨berna¨chsten Knoten
ist. Dadurch wird, wenn ein Gebiet u¨berlastet ist, implizit ein Ru¨ckdruck
in Richtung der Quelle aufgebaut, die daraufhin das Versenden weiterer
Pakete aussetzt. BMCC sorgt dafu¨r, dass jeder Empfa¨nger Pakete mit der
gleichen Rate erha¨lt. Ein alternativer Modus, BMCCmit Backpressure Pru-
ning (BMCC-BP), erlaubt das Abschneiden u¨berlasteter Zweige fu¨r einzel-
ne Pakete, wodurch Empfa¨nger, die nicht u¨berlastet sind, die Mo¨glichkeit
bekommen, Daten mit einer ho¨heren Datenrate zu empfangen.
Neben der Vorstellung von Protokollen fu¨r die Multicastkommunikati-
on in MANETs beschreibt diese Dissertation auch die Implementierun-
gen zweier oben erwa¨hnter Protokolle. Die erste ist eine Implementie-
rung von SPBM fu¨r den Linuxkern, die es IP-Anwendungen erlaubt, Da-
ten per UDP an eine Gruppe von Empfa¨ngern in einem Ad-hoc-Netzwerk
zu senden. Die Implementierung ist im Schichtenmodell zwischen der
vi
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Medienzugriffs- und der Netzwerkschicht angesiedelt. Sie ist mit den un-
modifizierten Standardkernen der Versionen 2.4 und 2.6 kompatibel und
kann sowohl fu¨r x86- also auch fu¨r ARM-Prozessorarchitekturen kompi-
liert werden. Die zweite Implementierung ist eine Implementierung von
CBMF fu¨r die Sensorknoten ScatterWeb MSB430. Da sie sich auf unterster
Netzwerkebene programmieren lassen, erlauben sie eine Integration des
Routingprotokolls mit der Medienzugriffskontrolle. Das Fehlen periodi-
scher Positionsnachrichten erleichtert den Einsatz des Protokolls in Sensor-
netzwerken mit beschra¨nkten Energievorra¨ten. Daru¨berhinaus erfordern
auch andere Einschra¨nkungen wie ein begrenzter Speicherplatz und eine
eingeschra¨nkte Rechenleistung besondere Beachtung.
vii
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CHAPTER1
Introduction
In today’s world everybody and everything are connected. Everyone is us-
ing email and surfing the Web on a daily basis. From young to great ages,
life without the Internet is just not conceivable anymore. Apart from some
radio or satellite links, conventionally, the Internet and networks in general
have for the most part been wired. Beginning with the commercial launch
of mobile terminal devices of various kinds, more and more people are
connected on the go. Up to now, such mobile devices have been based on
a supporting infrastructure like cellular networks or wireless access points.
During recent years, ad-hoc communications, i. e., communications with-
out any fixed infrastructure, have attracted considerable research interest.
Mobile Ad-hoc Networks (MANETs) pose completely new challenges with
regard to algorithms for communication within such networks as opposed
to conventional wired networks. On one hand, wireless communication
is much more prone to transmission errors than is wired communication,
and, on the other hand, mobility introduces a whole new dimension of dy-
namics. Both issues have to be thoroughly resolved during the design of
new protocols for MANETs. But, let us start at the beginning and briefly
outline the history of MANETs . . .
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1.1 Mobile Ad-hoc Networks
1.1.1 Packet Radio Networks
The roots of mobile wireless ad-hoc networks can be found in the packet
radio networks that evolved in the 1970’s. Before that time, only point-
to-point links had been used for wireless data transmission. These links
were based on the AX.25 data link layer on amateur radio frequencies. Its
current version is described in [19]. The transmission speed achieved by
these links is only a few kilobits per second. Their purpose is to support
text transmission, like electronic mail or articles in bulletin boards.
The first step towards ad-hoc networks was the extension of point-to-point
links to a broadcast shared medium. The basis for the development was
the ALOHA protocol described by Abramson in 1970 [15, 16]. This simple
protocol allows all participants in the network to send their data packets
just when they want to. In the event of a collision, the affected sender will
wait a random backoff time and then try again. This protocol assumes
that every participant is in radio range to one another and is thus able to
communicate with and listen to the communications of all other partici-
pants. ALOHA achieves a maximum relative throughput of around 18%,
i. e., during 18% of the time, successful transmissions take place, while the
remaining 82% is wasted for idle times, collisions, and retransmissions.
In 1972, Roberts extended the ALOHA protocol with the concept of time
slots [158, 159]. It requires a synchronized time on all terminals and defines
points of time when a transmission may start. Thus, collisions may only
occur at beginnings of time slots. Packets that have successfully started
to be transmitted are sure to be completely transmitted without collisions.
This concept increases the maximum relative throughput by the factor of
two. Since then, it has been used in nearly all medium access protocols for
the wireless medium. In the same work, Roberts investigated another im-
portant fact, the packet capture. This effect allows a receiver to successfully
receive a collided packet if its signal strength is sufficiently greater than
that of the other colliding signals.
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The next step towards the ad-hoc networks of today was the introduction
of carrier sense multiple access (CSMA) by Kleinrock in 1975 [111]. While ter-
minals with ALOHA just start to send when they are ready, with CSMA
they sense the medium before transmitting a packet. This reduces the pos-
sibility for collisions and further increases the maximum possible through-
put. If the medium is busy when a terminal wants to start a transmissions,
two different protocols are possible: nonpersistent and p-persistent CSMA.
With the first one, the transmission attempt is repeated after a given time.
In p-persistent CSMA, however, with a probability of p the transmission is
started immediately after the medium has become idle again.
All the protocols described so far have in common that all terminals have to
be within communication range of each other. In 1977, Kahn extended the
ALOHAprotocol to encompassmulti-hop communication [103]. His system
contains fixed stations to organize the network, fixed repeaters to connect
terminals that are not able to communicate directly, andmobile terminals to
be carried around by users. Among other things, Kahn addresses authen-
tication issues and the possible coexistence of other systems on the same
frequency band. In [104], Kahn et al. provide an extensive and detailed
overview of packet radio technology at that point in time, including spread
spectrum transmission, which is also an important part of the MANET tech-
nology used today. It assures that, e. g., wireless LAN can be used on an
ISM frequency band which is also open to any other application.
A few years later, Takagi and Kleinrock [173] investigatedmulti-hop packet
radio networks with randomly distributed terminals. They discovered that
the dominance of CSMA over ALOHA is much smaller in such networks
than in one-hop networks. The identified reason is so-called hidden termi-
nals [178]. The hidden-terminal effect can cause collisions at a receiver that
are not recognized by the involved senders if these are not within range of
each other. The paper can be seen as a milestone towards position-based
routing for MANETs (see Chapter 2.1.1). It already contains theoretical
analyses of a greedy position-based routing strategy.
In 1987, Jubin and Tornow [102] stated that at that time existing protocols
were able to handle mobile networks with up to 50 terminals. These pro-
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tocols include mechanisms for dynamic routing, congestion control, and
channel allocation under varying conditions. A main aspect of packet ra-
dio networks is still the connection of mobile nodes to the Internet. In the
same issue of the journal, Shacham and Westcott [166] discussed future di-
rections for packet radio networks: hierarchical routing for large networks,
the usage of multiple channels for a better handling of high network traf-
fic, and the adaptation of transmission and protocol parameters in order to
cope with changing network conditions.
1.1.2 Current Technology
The boom in mobile ad-hoc networks research during the last few years
started in 1996, when the Internet Engineering Task Force (IETF) held a
so-called Birds-of-a-Feather (BoF) meeting in Montreal. Its purpose was
the formation of a new working group with the title “Mobile Mesh Net-
works (MMNET)”. One year later, the new IETF working group “Mobile
Ad hoc Networks (MANET)” was officially announced, and the first work-
ing group meeting took place in August 1997 in Munich [131]. So far, the
working group has published one request for comments (RFC) regarding
routing protocols for MANETs in general [53] and four RFCs about uni-
cast routing protocols in MANETs [151, 49, 145, 100]. For multicast routing,
there is currently only one draft entitled “Simple Multicast Forwarding for
MANET” [130]. There have been a number of drafts of multicast protocols
[123, 96, 195, 98, 162, 94], but they have since become outdated, and none
of them has ever reached the status of an RFC.
The majority of ad-hoc networks today is based on the IEEE 802.11 suite
[87, 88, 89] of data link and physical layers, also known as wireless LAN
(WLAN). The Wi-Fi alliance [13] is an organization consisting of over 300
manufacturers of WLAN hardware. Their goal is to supervise the adher-
ence of IEEE 802.11 hardware to standards and thus assure interoperabil-
ity. While nowadays nearly every new notebook computer has a built-in
WLAN interface, these are used mainly for connectivity to Internet access
points. Mobile ad-hoc networks are still not widely used.
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There is, however, a number of static ad-hoc networks, also known as mesh
networks [90], that have recently been deployed. They are mainly used for
experimentation purposes with the goal to provide users in metropolitan
areas with wireless Internet access [28, 9]. But there are already a few com-
mercial suppliers of mesh networks (e. g., [12, 4]).
1.2 Multicast
This thesis explores multicast in mobile ad-hoc networks. Multicast is a
form of group communication used when a data source disseminates the
same information to a group of receivers. Examples include video confer-
encing, TV over the Internet, collaboration applications like shared white-
boards, Internet chats, and others. Instead of transmitting the same data
to each of the receivers separately, multicast follows the approach of dis-
semination trees: Each data packet is sent out only once, and is afterwards
duplicated in the network on its way to the destinations. This procedure
avoids duplicate transmissions of the same data over the same link and
thus saves bandwidth in the network, especially at the data sources.
The first research papers on multicast routing were published in the early
1980’s. In his PhD thesis [189], Wall discusses the adaptation of existing
algorithms for broadcasting to all nodes in a network to the problem of
selective broadcast—the communication with a selected set of destinations.
At this time, broadcast algorithms were still a hot topic in network re-
search [35]. The termmulticast first appeared in 1984, when Aguilar [18] de-
scribed howmultidestination routing over shortest paths could be incorpo-
rated into the Internet Protocol (IP). In 1985, Cheriton and Deering [44, 57]
presented a protocol to be used for multicast routing in the Internet. In
the following years, Deering continued his work on this topic [58, 60] and
published his PhD thesis [59].
The described research established a basis for the implementation of the
Multicast Internet Backbone (MBONE) [63]. In 1992, this backbone of mul-
ticast enabled routers was set up. Mainly universities were connected for
the purpose of experimentations with multicast. The employed protocols
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were the Distance Vector Multicasting Routing Protocol (DVMRP) [188],
the Multicast Open Shortest Path First (MOSPF) protocol [141] and, later,
the Protocol Independent Multicast (PIM) [64] with variants for dense net-
works (PIM-DM) [17] and sparse networks (PIM-SM) [66]. PIM uses rout-
ing information that has been collected by any associated unicast routing
protocol. In today’s Internet, PIM-SM is the protocol that is mostly used.
[29] gives a short overview of the current state of research in the area of
Internet multicast.
In local area networks (LAN), multicast is used for a variety of application
protocols. Especially in the field of network autoconfiguration, multicast
plays an important role. Apple Bonjour [1], the multicast domain name
system (multicast DNS or mDNS) [45], and zero configuration network-
ing [46] are based on multicast and allow the quick and easy setup of small
networks without any manual configuration.
As mentioned before, multicast routing did not receive the attention in
the IETF MANET group that unicast routing did. Chapter 2 will give an
overview and a classification of existing multicast routing protocols for
MANETs.
1.3 Overview of this Thesis
Chapter 2 describes the state of the art in research on multicast routing pro-
tocols for MANETs. A classification and short descriptions of the most im-
portant protocols give an introductory overview. The following Chapter 3
describes a first straight-forward proposal for position-basedmulticast that
is derived from position-based unicast forwarding. It shows the shortcom-
ings of such an approach and serves as a basis for the development of the
following protocols. Chapter 4 presents Scalable Position-Based Multicast
(SPBM), comprising a group management mechanism and a multicast for-
warding strategy. While this approach scales well for networks with large
numbers of nodes, it has problems with mobility. These are overcome by
Contention-Based Multicast Forwarding (CBMF), presented in Chapter 5.
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Following the different routing protocols, Chapter 6 introduces a conges-
tion control mechanism based on SPBM, improving the performance of
SPBM in heavy load situations considerably.
While the protocol implementations up to this point are altogether imple-
mentations for network simulations, Chapter 7 describes two real proof-of-
concept implementations of SPBM—one for the Linux kernel, to be used
for multicast forwarding in real-world MANETs, and a second one for FU
Berlin sensor nodes based on an MSP430 processor.
Finally, Chapter 8 concludes the thesis, summarizing the most important
results and contributions.
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CHAPTER2
State of the Art in Ad-hoc
Multicast
There are quite a number of multicast protocols for ad-hoc networks. Be-
ginning in 1995 [50], many different approaches have been proposed. This
chapter will start by describing some characteristics that allow a classifica-
tion of the proposals. In the following, the algorithms of existing protocols
are outlined and classified into the previously defined classes. Finally, this
chapter concludes by summing up the open questions regarding position-
based multicast for mobile ad-hoc networks.
9
CHAPTER 2. STATE OF THE ART IN AD-HOCMULTICAST
2.1 Classification Characteristics
2.1.1 Topology- vs. Position-based Protocols
The classification of a routing protocol according to whether it is topology-
based or position-based depends on how the protocol calculates its routes.
Routing decisions in ad-hoc networks are always based on neighbor rela-
tions in the network. These relations can be used in two different ways.
Topology-based Protocols
Topology-based protocols use the information about existing links between
neighboring nodes to perform packet forwarding. This information can be
seen as a topology graph of the network, and a routing algorithm in this
context is a type of distributed graph algorithm that searches a path from
a source to a destination node. Principally, a route has to be discovered
prior to starting the actual packet transmission. Local topology informa-
tion alone does not give any hints on which of the neighboring nodes a
packet should be sent to—unless one of the neighboring nodes is the des-
tination itself. This introduces a potential delay for packets that should be
sent before any routes have been discovered. Furthermore, if a link within
a previously discovered route breaks due to topological changes caused by
node movement or radio fluctuations, the corresponding route has to be
repaired, or a new route has to be found.
Position-based Protocols
Position-based protocols make use of physical node positions to overcome
the drawbacks of topology-based approaches. These protocols require the
participating nodes to be aware of their geographic positions. This can be
accomplished by means of GPS [105] or some GPS-free technique [41], es-
pecially for indoor scenarios [84, 109]. Position-based protocols do not rely
on discovering routes that are used for all subsequent packets, instead, they
perform forwarding on a hop-by-hop basis. Packets are routed by means
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of the current node’s position, the neighbors’ positions and the destina-
tion’s position. This position information is sufficient to decide which next
hop should receive a packet. In Greedy Forwarding, one form of position-
based routing, nodes periodically exchange beacon messages containing
their own position. In this way, every node is able to build a table contain-
ing information on all its neighboring nodes within radio range. If a node
wants to send a packet, it compares the distances of all its neighbors to the
desired destination and picks the neighbor closest to the destination. Send-
ing the packet to this neighbor will yield the maximum progress towards
the destination. Hop by hop, the packet will be forwarded and eventually
reach its final destination.
While a node’s own position can be obtained by positioning services and
the neighbors’ position by means of beaconing, the position of the desti-
nation can be provided by a Location Service. There are a number of algo-
rithms for location services. A straight-forward one is the Reactive Loca-
tion Service (RLS) [117]. It works as follows: The querying node creates a
request packet including its own position as the source address and the ID
of the destination. It then broadcasts the packet to all its neighbors in radio
range. Each of them again broadcasts the packet. To avoid that the packet
circulates in the network forever, a node receiving the same packet for the
second time simply discards it. The re-broadcasting of a received packet
is delayed for a random backoff time in order to sidestep the broadcast
storm problem [142] that is caused by collisions of packets simultaneously
rebroadcast by different forwarders. Eventually, the destination node re-
ceives the request packet and creates a response packet. This response con-
tains the inquired position as source address and the ID and position of the
querying node, which were contained in the query packet, as destination.
This response packet is then sent back to the querying node using position-
based unicast as described above.
One problem that can occur with position-based routing is the existence of
voids, i. e., regions where no node is located, so that packets reach a local
optimum on their way to the destination. Figure 2.1 shows such a case. A
packet that is on its way from node S to node D gets stuck when it reaches
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node A. There is no node that is located within radio range r to A and
at the same time located closer to D. In order to get out of such a local
optimum, the packet has to accept the loss of some progress before it can
proceed again. For these cases, a variety of Recovery Strategies exists that are
employed whenever a greedy routing algorithms gets stuck [106, 36, 125,
68, 110].
D
S
A
r
B
C
Figure 2.1: Local optimum in greedy forwarding
AWord on Unicast Routing
Unicast routing protocols for mobile ad-hoc networks are generally classi-
fied into topology-based and position-based protocols. [163] gives a survey
of the most important topology-based representatives, while [135, 172, 76]
describe position-based approaches. See also [67], which gives a compre-
hensive overview of geographical routing for a specific application sce-
nario, namely vehicular ad-hoc networks.
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The vast majority of existing multicast protocols for ad-hoc networks are
topology-based. They are described in Section 2.2.1, while Section 2.2.2
deals with the protocols based on geographic forwarding.
2.1.2 Tree vs. Mesh Structure
Tree-based Protocols
Tree-based multicast protocols are characterized by the property that they
construct a tree for the distribution of data packets. Each node that is part of
such a tree has its well-defined successors—unless it is a leaf node. Should
part of a tree be affected by topological changes within the network, a tree
reconstruction is required.
Tree reconstructions may be performed globally or locally. While a global
reconstruction means that the currently used tree is discarded and a new
one is built, a local reconstruction is more sophisticated. It defines addi-
tional protocol elements that allow reconnection of a tree at the point where
it broke. The benefit of this behavior is that the communication overhead
induced by the repair procedure can be kept to a minimum.
Delivery trees can be classified into two categories: source-specific trees and
shared trees. A source-specific tree is a tree that is rooted at a specific source
and that is used only to distribute packets generated by this source. All
other sources have to build and maintain their own trees for their packets.
A special kind of source-specific trees are those based on a rendezvous point.
In these trees it is not the source that is the root of the tree but a rendezvous
point (RP). The RP maintains the tree paths to all receivers of its group and
handles all packets that are sent to the group. A source that wants to deliver
a multicast packet sends its packet to the closest rendezvous point, which
then feeds the packet into the delivery tree.
The second category, shared tree-based protocols, uses a single tree per
multicast group. Each node is root for its own packets and at the same
time tree node for the packets of the other nodes. This reduces manage-
ment overhead for the case that at least some of the nodes simultaneously
act as senders and receivers in the group.
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The first proposals of multicast routing protocols for mobile ad-hoc net-
works were tree-based approaches based on existing multicast protocols
for wired networks like PIM-SM [61] (current RFC: [65]). In 1995, [50] de-
scribed Reservation-Based Multicast, the first multicast protocol for mobile
networks.
Mesh-based Protocols
Mesh-based protocols follow a different approach. A mesh of forwarding
routers is used to disseminate the data packets. Every node that is part of
the mesh can have multiple incoming and outgoing links, i. e., entries in a
forwarding table. Whenever a packet arrives at one of the in-going links, it
is forwarded to every outgoing link.
On the one hand, a mesh is more robust to topology changes than a tree
because it can provide more than one path from a source to each of its
destinations. On the other hand, meshes imply an increased overhead for
this very reason.
2.1.3 Centralized vs. Decentralized Organization
Regardless of whether designing a tree-based protocol or a mesh-based
protocol, the organization of the group management and the data distri-
bution may be done in a centralized or decentralized fashion.
Centralized Organization
Centralized organization means that there is at least one node that acts as
a so-called core. It is responsible for maintaining the group memberships
or for taking care of the data dissemination. In tree-based protocols, e. g.,
the rendezvous point is a core for the data dissemination, and every data
packet is routed to this rendezvous point before it is sent to the tree of
recipients.
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Decentralized Organization
Decentralized approaches try to coordinate the nodes in a distributed man-
ner. This means that senders and receivers contact each other directly in
order to build up the required data distribution structure. Which of the
two, sender or receiver, actually initiates the contact is determined by the
specific protocol.
2.1.4 Sender vs. Receiver Initiation
As mentioned, there are two alternative ways in which a protocol can han-
dle the initiation of a multicast session.
Sender Initiation
A sender initiated session starts with a node that is willing to send data pack-
ets to amulticast group. It announces the start of a new session to the nodes
in the network and invites them to join the group. After all nodes have sub-
scribed, the source is able to use the session and send packets to the group.
Receiver Initiation
The second alternative is receiver initiated sessions. In this case, receivers
announce their subscription to certain multicast groups to all nodes in the
network. Accordingly, data sources are able to start sending packets imme-
diately once these are generated by the application, since group member-
ships are maintained independently of existing sources, and receiver nodes
have already subscribed to the group.
2.1.5 Sender- vs. Group-specific Addressing
The addressing of multicast groups may vary depending on how group
addresses are specified. This influences the way receivers join a multicast
group.
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Sender-specific Addressing
In sender-specific multicast, receiver nodes subscribe to packets generated
by a specific sender. This enables nodes to selectively receive multicast
transmissions from specific senders. In scenarios where senders provide
content and do not require any feedback from the receivers, this addressing
scheme is equivalent to the assignment of group addresses to each single
sender.
Group-specific Addressing
The second kind of multicast addressing is the use of group-specific ad-
dresses. In this scheme, receiver nodes subscribe to a certain multicast
address and receive all packets that are sent to this group by any source.
Group-specific addressing is the standard for IP multicast in the Internet
using PIM [66].
Combined Addressing
The multicast address can also be a tuple of a sender ID and a group ad-
dress, so that a sender can operate different groups of receivers at the same
time. In this case, the receivers join a multicast session by specifying a
sender ID and a group address. The group address may be used by differ-
ent senders. An exemplary application scenario for this addressing scheme
is a group of nodes that are interested in the same topic, and senders in
this group provide messages of different granularity. The receivers may
then decide which kind of messages they receive. This hybrid system also
allows the reuse of group addresses for different multicast sessions. Differ-
ent senders may use the same group address while their sessions can still
be distinguished by their sender ID.
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2.1.6 Hard State vs. Soft State
In most cases network protocols need some kind of state information in or-
der to perform their actions. Principally, there are two different approaches
to the management of state.
Hard State
The first one is hard state. Using the hard-state approach, a protocol changes
its state information only upon a concrete request. For multicast group
memberships this could, e. g., mean that a node has to explicitly request
the leave from a multicast session by sending a message to the group or
sender.
Soft State
The second approach is soft state. In this case, state information is volatile.
It times out after a period of time unless it is periodically refreshed. For
the example of multicast group memberships this means that multicast re-
ceivers have to renew their subscription to a group on a regular basis. If
they fail to do so, they will be excluded from receiving multicast messages
from this group.
There are advantages and drawbacks to both methods. On the one hand,
a protocol that is based on hard state reduces the number of messages that
have to be sent in static scenarios—if nothing changes, no messages have
to be sent. The soft-state approach, on the other hand, is able to handle
unstable links: If a node loses the connection to a multicast group, this
group will after a period of time stop trying to reach the node when the
periodical refresh messages from the node fail to appear—unlike the hard-
state protocol, which will keep trying to deliver messages to the lost node.
Some protocols try to combine the advantages of both methods. They, e. g.,
use hard state for seldom changing settings (like the core of a certain multi-
cast group) and soft state for regularly changing settings (like group mem-
berships).
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2.1.7 Proactive vs. Reactive Maintenance
Every protocol has to maintain its state in order to be able to successfully
route packets to the destinations.
Proactive Maintenance
The difference between proactive and reactive protocols is that the former
continuously maintain up-to-date state information like, e. g., routing ta-
bles. In this way, these protocols are able to immediately start a requested
operation. This comes at the cost of a permanent network load induced by
proactively sent messages.
Reactive Maintenance
Reactive protocols try to minimize this load by only acting if there is a re-
quest and “sleeping” otherwise. The drawback to this approach is that
there is a delay before the reactive protocol is able to fulfill a request—it
first has to collect the required information. Considering routing protocols,
this characteristic means that a proactive protocol always maintains up-to-
date routing tables to every possible destination, while a reactive protocol
only builds up a route to a destination if there is a packet to be sent to this
destination.
Many protocols for ad-hoc networks combine proactive and reactive el-
ements. An optimal trade-off between a low network load and a high re-
sponsiveness to requests could be described as follows: Aminimal number
of proactive messages is used to maintain a basic state that in turn helps to
accelerate reactive operations and thus reduces the reaction delay. An ex-
ample of this is position-based forwarding algorithms as described in 2.1.1:
Proactive periodic beacon messages between neighboring nodes are used
to collect tables containing the neighbors of a node. If there is a packet to be
sent, the node may decide the optimal route based on the previously col-
lected information. Up to this point, the protocol can be seen as a proactive
one. But in the case that the packet reaches a local optimum and cannot
18
2.1. CLASSIFICATION CHARACTERISTICS
be forwarded using the proactively collected information, a reactive recov-
ery mechanism can be used to escape this situation (see Section 2.1.1 on
position-based protocols).
2.1.8 Use of Flooding
An important property of protocols for ad-hoc networks in general is the
way flooding is used. In order to reach all nodes in an ad-hoc network, i. e.,
to broadcast a message to all nodes in the network, some kind of flooding
is needed. Flooding is an expensive task in ad-hoc networks since it has
to be done in a distributed manner and is thus hard to optimize. The sim-
plest approach is that every node repeats the broadcast message once. This
linearly scales with the number of nodes in the network and induces the
broadcast storm problem [142]. Various proposals have been made to allevi-
ate this problem [190] but flooding remains an expensive task, especially if
a protocol requires data packets to be broadcast to the entire network.
Regarding multicast group management and routing protocols for ad-hoc
networks, three characteristics of flooding can be distinguished:
Type of flooded packets: As mentioned, packets to be flooded can either
be control packets or data packets. While control packets usually
have sizes of some tens of bytes, data packets may contain up to over
two kilobytes of data when using IEEE 802.11 [87]. Thus, periodic
flooding of data packets should generally be avoided.
Occasion of flooding: The reasons for a packet to be flooded may be dif-
ferent. Some protocols try to minimize the amount of flooded mes-
sages by only requiring messages to be broadcast that build up or
reconstruct a distribution structure. Those messages appear on an
irregular basis and only if needed. Other protocols make use of peri-
odically flooded messages—either control or data packets—stressing
the entire network with a continuous load.
Type of flooding: The way flooding is performed also affects the load in-
duced in the network. In contrast to a broadcast which is intended to
19
CHAPTER 2. STATE OF THE ART IN AD-HOCMULTICAST
reach all nodes in the entire network, the following kinds of flooding
are restricted to only a selection of nodes.
Scoped flooding limits the number of hops a message is allowed to tra-
verse during the flooding process. This topologically limits the region
where the message is delivered. Very similar is geographically scoped
broadcast, which does not specify a maximum hop count but a ge-
ographical region within which the message shall be broadcast. A
special and well-known form of scoped flooding is the expanding ring
search (ERS). When looking for a certain node, ERS uses a series of
scoped flooding attempts with growing hop limits for each attempt
until the desired node is reached. The idea is to prevent the flooding
of unnecessarily large regions when a smaller region is sufficient. The
trade-offs of ERS have been analyzed in [80].
Restricted flooding is limited to a defined group of nodes which can be
distributed over the entire network. This method has the constraint
that every member of this group can reach all other members in the
group via a multi-hop route using only group members.
2.1.9 Conclusions
When designing a new multicast protocol for MANETs a large number of
design decisions has to be taken. Some depend on the technical require-
ments, like the question of whether a position-based or a topology-based
protocol should be applied. Others depend on the intended usage scenario.
Concluding this classification section, the most important design criteria
are the following:
Position-based vs. topology-based: Positions are only available with the
existence of a positioning service. Position-based protocols also re-
quire location services. But usually the use of additional information
yields a more effective packet forwarding.
Tree vs. mesh structure: Trees are better suited for less dynamic or even
static networks where tree rebuilds are rarely necessary.
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Centralized vs. decentralized organization: A centralized approach pays
off, e. g., if the core is able to filter messages and can thus save band-
width for the receivers. However, a centralized protocol suffers from
a single point of failure and may induce high repair costs.
Sender vs. receiver initiation: A sender initiation is better suited if nodes
only sporadically want to send data packets. Vice versa, in the case
of permanently transmitting senders, the protocol should act in a re-
ceiver initiated manner.
Hard state vs. soft state: Similar to the distribution structure, this criterion
depends mainly on the dynamics in the network. Hard state ap-
proaches only qualify for mainly static networks.
Proactive vs. reactive maintenance: Proactive protocol elements are able
to help save maintenance bandwidth by keeping state up-to-date per-
manently, especially when there is traffic to be routed on a regular
basis.
Use of flooding: Flooding should generally be avoided or, at least, kept
at a minimum. However, sometimes there is no other way to find a
specific node.
2.2 Overview of Existing Multicast Routing Protocols
In this section, we present a selection of the most important existing proto-
col proposals for multicast in MANETs in order to give an insight in their
designs. We briefly describe their algorithms and classify them according
to the characteristics described in the previous section (2.1). During the re-
cent years, a large number of proposals have been made. We selected the
algorithms described in the following such that they represent a good cov-
erage of the mechanisms ad-hoc multicast protocols are built on. Table 2.1
gives an overview of the described protocols and some more and lists their
classifying properties.
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Several surveys on multicast routing protocols for MANETs exist: [167]
(AMRoute, ODMRP, AMRIS, CAMP, IMAHN), [56] (AMRoute, AMRIS,
MAODV, LAM, LGT, ODMRP, CAMP, DDM, FGMP, MCEDAR), and [170]
(in German; MAODV, AMRIS, MZR, AMRoute, ADMR, FGMP, ODMRP,
NSMP, CAMP). Performance comparisons have been published in [124]
(AMRoute, ODMRP, AMRIS, CAMP), [115] (MAODV, ODMRP), and [139]
(ADMR, ODMRP, SRMP).
2.2.1 Topology-based Protocols
Tree-based Protocols
ST-WIM Motivated by the PIM sparse mode protocol for wired networks
[61], the Shared Tree Wireless Multicast protocol (ST-WIM) [47] was one of
the first multicast routing protocols for wireless networks. The data are dis-
seminated over a group-shared tree which is rooted at a rendezvous point.
To join a group, a receiver sends a JOIN REQUEST to the rendezvous point
via unicast. The nodes in between remember that the request has passed
and mark the corresponding link as a downstream link of the multicast
group. Depending on the chosen scheme, the node memberships are peri-
odically refreshed (soft state), or the nodes stay members until they decide
to send a QUIT REQUEST to the rendezvous point (hard state).
With soft state no specific tree repair strategy is needed as the nodes pe-
riodically rejoin and thus refresh or build new tree branches. In the case
of hard-state tree maintenance, there are two possibilities to accomplish a
tree reconstruction: either the downstream node which has lost the con-
nectivity rejoins its branch by sending a new JOIN REQUEST, or it sends
a FLUSH TREE down the branch and the members downstream rejoin by
themselves.
The authors assume a clustered multihop network structure in which only
clusterheads or gateway nodes take part in supporting the multicast tree
while leaf nodes may only join as members via their appropriate cluster-
head node.
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AMRoute The Ad hoc Multicast Routing protocol (AMRoute) [128, 196]
uses unicast tunnels to connect multicast group members via a group
shared tree. Before constructing the data deliver tree, a mesh is created that
connects all nodes that are either sender or receiver of a group. Initially,
each group node represents a mesh consisting of only one node of which it
is the core node. A core node periodically sends JOIN REQmessages with
increasing TTL values and performs an expanding ring search (ERS) to dis-
covers other members. A merge between two meshes is done by setting up
a tunnel link between the the answering node from the other mesh and the
requesting core node or any other mesh node on the path. One of the two
core nodes in the combined mesh is selected as the new core.
To construct a tree the core node of the mesh periodically sends
TREE CREATE messages over the tunnels in the mesh. A mesh node re-
ceiving such a message relays it to all links but the one where the message
came from. If a node receives the same TREE CREATEmessage for the sec-
ond time, it discards the packet and responds with a TREE CREATE NAK
message. The corresponding tunnel is removed from the tree. This process
sets up the tree.
MAODV The Multicast Ad-hoc On-Demand Distance Vector (MAODV)
protocol [161] is based on the Ad-hoc On-Demand Distance Vector (AODV)
routing protocol [152, 151]. Its unicast routing basically operates as follows:
A node willing to send data to a destination node checks whether it has a
routing entry in its table. If so, the packet is sent to this node. If not, a Route
Request (RREQ) is sent out via flooding. Any node receiving this RREQ
checks whether it is the requested destination or whether it has an entry for
this destination. If one of these applies, it generates a Route Reply (RREP)
message, directed back to the requesting node. The RREP is then forwarded
back to the requesting node using the information collected while flooding
the RREQ. Each node forwarding the RREP also adds an entry to its routing
table, building up the originally requested route.
In multicast mode, a node that wishes to send data to or receive data from
a group generates a RREQmessage. Senders and receivers are handled dif-
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ferently: A sender simply broadcasts a RREQ indicating the group it wants
to send data to. The first node that is part of the tree or has a route towards
the tree responds to this message, setting up a reverse route to the sender
node—similar to the unicast case. A receiver, however, requires more ac-
tion. It would want to join the tree in order to receive data from it. For
this purpose it sets the so-called J flag in the generated RREQ. Such join
requests are answered by any nodes that are already part of the multicast
tree for the required group. While these responses may generate multi-
ple routes from the tree to the receiver, only one of them is then selected
by means of a newly introduced message type: the Multicast Activation
(MACT) message. This message may also be used to leave a group, prun-
ing the leaf path to the tree.
For maintenance, MAODV follows a centralized approach: The first mem-
ber of a group will become the group leader responsible for sending out
periodic maintenance messages that allow the detection of link breakages
within the tree or the detection of partition merges.
AMRIS AMRIS (Ad hoc Multicast Routing Protocol Utilizing Increas-
ing ID-numbers) [194] uses so-called multicast session IDs to build group
shared trees for the data delivery. The protocol works in two phases: Dur-
ing Tree Initialization one of the senders of a group chooses an ID and broad-
casts a NEW-SESSION packet containing that ID. On the first reception,
the neighboring nodes choose an ID that is higher than the one contained
in the packet, leaving some space for nodes joining the network at a later
time, and rebroadcast the message. By means of regular beacon messages,
the nodes maintain a neighbor table containing the IDs of all neighboring
nodes. When a node wants to join the multicast group, it picks one of the
neighbors that have a lower ID than the node itself and contacts it with a
JOIN-REQ message. If that node is not already part of the tree it will also
select a parent node to propagate the JOIN-REQ.
The second phase is called TreeMaintenance. During that phase broken links
are handled in two way: (a) if possible, a child node having lost the link to
its parent simply rejoins like during the initialization phase; (b) if there is
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no potential parent node, the child node broadcasts a JOIN-REQ which is
flooded over a limited number of hops to search for a new parent node.
Mesh-based Protocols
FGMP The Forwarding Group Multicast Protocol [48] was one of the
first mesh-based solutions for multicast and simultaneously introduced the
flooding of control packets instead of data packets. It offers two variants for
the advertising of a multicast group, one of which is initiated by a receiver
(FGMP-RA) and the other one by a source (FGMP-SA). Depending on the
chosen scheme, either receivers or senders broadcast their membership in-
formation to the entire network. Whichever number of nodes is smaller,
that of the sources or that of the receivers, it reduces the control overhead
to choose the corresponding advertisement strategy.
For the maintenance of forwarding andmulticast groupmembership infor-
mation, a soft-state approach is used. A forwarding group node is deleted
from this group after timeout. The selection of forwarding nodes is made
through the exchange of forwarding (in case of FGMP-RA) oder joining ta-
bles (for FGMP-SA) which are built on-the-fly and contain the next hop in-
formation for a specific multicast group. Forwarding tables are addressed
to the sources of the group, and joining tables to the receivers. The nodes
that forwarded one of these messages consider themselves to be part of the
forwarding group building the mesh.
ODMRP The On-Demand Multicast Routing Protocol (ODMRP) [122] is
an approach based on meshes which gained most respect within the re-
search community in recent years. ODMRP can be seen as the successor to
FGMP (see above). It uses soft-state information tomanage forwarding and
multicast group memberships. Control packets, which optionally can con-
tain data payload, are periodically broadcast through the whole network.
The protocol has an extension allowing to exploit position information (if
available) to predict node mobility. A distinctive feature is that the proto-
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col can be also used for unicast routing, thus making an additional protocol
unnecessary.
The building of a new multicast mesh is initiated by the source. A node
wanting to send data to a multicast group periodically creates Join Request
messages. These are broadcast to all nodes within the ad-hoc network in
order to advertise a multicast group.
While forwarding such a Join Request, the nodes keep track of the nearest
upstream node to a source from which the first copy of the request was
received using a Routing Table. When a multicast group member receives a
Join Request, it updates the entry according to the source in itsMember Table.
As long as a node has entries in itsMember Table, it periodically broadcasts
a Join Table message containing the upstream nodes which were stored in
the Routing Table. A neighbor whose ID is listed in this message considers
itself a member of the forwarding group, adds an entry to its Forwarding
Group Table, and broadcasts its own Join Table to the neighbors. This way,
the Join Tables construct the shortest path routes from each member to the
multicast source, which altogether form a mesh.
PatchODMRP PatchODMRP [120] adds a mesh reconstruction feature to
ODMRP (see above). To accomplish this, the forwarding group nodes build
up neighbor tables by sending MAC layer beacons, and watch the avail-
ability of their upstream neighbors. In case an upstream link breaks, the
forwarding node floods an ADVT packet with a small time-to-live value to
search for other possible upstream neighbors. Nodes which forward this
advertisement add a corresponding entry to their routing table so that they
can forward a potential answer to the request.
If theADVT arrives at a forwarding nodewhich serves the requested group
and source and which is nearer to the source than the sender of the ADVT,
the node replies by sending a PATCH packet. The intermediate nodes are
now temporary forwarding group nodes until either the next ODMRP Join
Table from a receiver passes, or the patched route expires because the initia-
tor decides to use a more favorable PATCH packet it got.
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NSMP The principle functionality of the Neighbor Supporting ad-hoc
Multicast Protocol (NSMP) [121] for multicast mesh creation is identical
to that of ODMRP (see above). A source that has data to send announces
itself once via a network broadcast (FLOOD REQ), initiating reply packets
(REP) from the interested receivers. The REP packets build up a forward-
ing group which in turn will be responsible for the data delivery. An ad-
ditional class of nodes introduced by NSMP are the neighbor nodes of the
mesh, which do not belong to the mesh themselves but know that there is
a mesh node within their transmission range.
Once the source has established an initial mesh, it starts to periodically send
out LOCAL REQ packets. The difference between FLOOD REQ and LO-
CAL REQ packets is that the latter are forwarded only by mesh and neigh-
bor nodes. Thus only nodes located at most two hops away from the mul-
ticast mesh know about the source. If a node further away wants to join
the group, it floods aMEM REQmessage, using an expanding ring search
(ERS) starting at three hops. The new receiver will probably get more than
one route discovery packet in answer to his request, and subsequently it
chooses the shortest path containing the most forwarding group nodes to
minimize the expansion of the mesh.
A group leader is chosen from among all the sources within each group. As
every source also receives the LOCAL REQ’s of its colleagues, they all have
the same notion of sources and select the one with the lowest ID as their
leader. This special node periodically broadcasts FLOOD REQ messages
which help to recover network partitions.
DCMP The Dynamic Core based Multicast routing Protocol (DCMP) [55]
was also modeled on ODMRP (see above). The main difference from
ODMRP is that DCMP classifies sources into active sources, core active sources
and passive sources. Active sources are sources as known fromODMRP, and
core active sources send out JoinReq’s on behalf of their passive sources. In
this way control overhead is reduced.
The classification is done as follows: Initially, all sources are active, i. e.,
they send out JoinReq messages to the whole network that contain a pa-
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rameterized counter of howmany passive sources they are able to support.
If an active source receives such a JoinReq, it checks three conditions to de-
cide whether to request the passive status. First, the received JoinReq must
contain a CoreAcceptance flag which is set if the originating source is able to
support additional passive sources; second, the originating source has to
be at most as far as two hops away; and last, its ID has to be smaller the the
one of the other source. On conformance to all three requirements, it sends
a PassReqmessage to the desired core, while a locking mechanism prevents
that two of these operations constrain each other.
CAMP The Core-AssistedMesh Protocol (CAMP) [74] was the first mesh-
based protocol not to use periodic flooding of control packets in the whole
network. Instead, a node willing to join a group uses an expanding ring
search to reach one of the current members of that group. It then chooses
one of the reverse paths constructed through replies from different mem-
bers. This way, the nearest path from the joining node to the mesh is added
to the mesh.
To avoid even this kind of flooding, CAMPmay use an arbitrary number of
cores, which are responsible for a certain group andwhich can be contacted
directly for a join. To operate correctly, the protocol relies on the existence
of a unicast routing protocol which finds the shortest path to every desti-
nation. Once built up, the mesh of CAMP provides the shortest paths from
each sender to each multicast receiver. This property is ensured by a mech-
anism that works as follows: If a destination node has not received any data
packet on the shortest path for a certain time, it starts sending out heartbeat
messages across the next hop on the last known shortest path. These heart-
beat messages are forwarded as long as all the hops already belong to the
mesh, and they are converted into push joins if there is a ’mesh gap’ on the
shortest path.
Each receiver selects at least one of its neighboring nodes as an anchor to
the group and announces its choice to them. This ensures that no mesh
member which is required for the maintenance decides to leave the group.
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In the event that a node wants to send data to a group without receiving or
forwarding the packets from other sources within this group, it can join as
a simplex instead of as a duplexmember. Thus, the node will become part of
the mesh but no packets will be delivered into its mesh branch.
Mesh partitions are handled by the cores through a periodic exchange of
messages among each other. Nodes that are forwarding these messages
and that are not a member of the mesh at the same time, are forced to join.
Thus two mesh partitions will eventually merge.
MCEDAR TheMCEDAR (Multicast Core-Extraction DistributedAd-Hoc
Routing) protocol [168] is an extension to the CEDAR unicast protocol [169]
by the same authors. CEDAR provides a core of the network and specifies a
corresponding core broadcast mechanism which uses unicast messages be-
tween the core members to distribute messages. For its multicast function-
ality, MCEDAR builds a mesh which is calledmgraph and which consists of
a subgraph of the network core. The multicast forwarding is performed by
flooding data packets within the mgraph.
If a node wants to join the multicast group, it depends on whether it be-
longs to the CEDAR core or not. In CEDAR, nodes that themselves do not
belong to the core have a core node in their one-hop neighborhood, the so-
called dominating core node. Only core nodes can join the mgraph directly,
the other nodes have to ask their dominating core node to join for them.
During the join process, each mgraph node is assigned a JoinID which rep-
resents the order in which the nodes joined the multicast group. They are
used to prevent loop formation during mesh reconstructions such that only
nodes with smaller IDs search for nodes with higher IDs.
A robustness factor R determines how many parents each node should
have within the mgraph to ensure a certain degree of connectivity and ro-
bustness against mobility.
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2.2.2 Position-based Protocols
OLAM / DSM Basagni et al. describe a multicast protocol that uses the
positions of the nodes in the network. In its first version it was called
On-Demand Location Aware Multicast (OLAM) [21], later the name was
changed into Dynamic Source Multicast (DSM) [20] (probably following
Dynamic Source Routing (DSR) [101]). However, both papers basically de-
scribe the same algorithms. The principle of the protocol is that all nodes
are aware of their position and all the positions of the other nodes in the
network. I. e., each node that wants to send data to a multicast group
must have a complete snapshot of the nodes’ positions in the network.
Also, it is assumed that it knows about the group membership information
for its destination group. It then locally calculates a geographical Steiner
tree [86] spanning all group members. This tree is encoded using a Pru¨fer
sequence [153] and is added to every multicast packet. The advantage of
such a sequence is that the length of the code is limited to n − 2, where n
is the number of nodes in the tree. Based on the information contained in
the packet, all intermediate nodes are then able to forward the packet to all
group members. Thus, OLAM/DSM implement a geographical multicast
source routing.
Location Guided Tree Construction A very similar approach was pro-
posed by Chen and Nahrstedt in [43]. In contrast to the DSM protocol
described in the paragraph above, Chen and Nahrstedt additionally pro-
pose a mechanism to disseminate the locations of all group members to
each other. This mechanism follows a proactive approach in the sense that
it forces nodes to generate packets addressed to the multicast group even
if they do not have any data to send. Every packet contains the geographic
location of the sending node. Thus, all group members are constantly kept
aware of the other group members’ positions. If a node stops transmitting
these position updates, it is removed from the group, applying a soft-state
procedure. Still missing is a possibility to join a group. This is assumed to
be handled externally by some application level mechanism.
31
CHAPTER 2. STATE OF THE ART IN AD-HOCMULTICAST
For the construction of multicast trees out of the geographic locations of the
destination nodes the authors investigate two different methods. The first
one, location-guided k-ary tree (LGK) construction, tries to build trees with
a degree of k, a predefined parameter. The second one uses location-guided
Steiner trees (LGS) in order to build minimum spanning trees, similar to
DSM (see above). The comparison of these two methods reveals that LGS
trees provide a low-bandwidth packet distribution if position information
is up-to-date. LGK trees, however, have a much lower computational com-
plexity and distribution delay, even with not so up-to-date positions.
2.3 Conclusions
There are many different protocol proposals for multicast in MANETs that
vary according to a number of classification characteristics. During the
past few years, nearly all possible combinations of design decisions have
been investigated, and their performance is now well documented. How-
ever, the proposed protocols are mostly topology-based. Only very few ap-
proaches to position-based multicast were designed. What is more, these
approaches only allow multicast in small groups using a tree that is prede-
termined by the sender. Thus, these protocols are inflexible with respect to
mobility.
The protocols presented in this thesis will fill this gap, allowing multicast
for scalable group sizes in networks with high mobility. Starting from a
generalization of greedy position-based unicast routing, the remaining is-
sues are identified and solved step by step, finally resulting in a position-
based multicast protocol for scalable group sizes that allows for highly mo-
bile nodes.
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Position-Based Multicast
In this chapter we present Position-Based Multicast (PBM) [119, 132, 134,
133], a first approach to position-based multicast routing for MANETs. It
was developed by Lang et al. and represents an important step towards
the scalable protocols that we will describe in the following chapters. PBM
neither requires the maintenance of a distribution structure (e. g., a tree or
a mesh) nor resorts to flooding of data packets. Instead, a forwarding node
uses information about the positions of the destinations and its own neigh-
bors to determine the next hops that the packet should be forwarded to. It
is thus very well suited for highly dynamic networks. PBM is a generaliza-
tion of existing position-based unicast routing protocols such as face-2 [36]
or GPSR [106]. The key contributions of PBM are rules for the splitting of a
multicast packet’s path and a repair strategy for situations where no direct
neighbor exists that makes progress toward one or more destinations. The
characteristics of PBM are evaluated in detail by means of simulation.
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3.1 Introduction
Position-based routing can be divided into two main functional elements:
the location service and position-based forwarding. The location service is
used to map the unique identifier (such as an IP address) of a node to its
geographical position. For the remainder of this chapter we assume that
an appropriate location service is present which supplies the sender of a
packet with the geographical position of the packets’ destinations. Ex-
amples of existing location services that can be used for this purpose are
Homezone [75], the Grid Location Service (GLS) [126] or the location ser-
vice part of DREAM [22].
Position-based forwarding for unicast is performed by selecting one of the for-
warding node’s neighbors in transmission range as the next hop the packet
should be forwarded to. Usually, for the forwarding decision, the geo-
graphical positions of the node itself, its direct neighbors, and the packet’s
destination need to be known. With this information, the forwarding node
selects one of its neighbors as a next hop such that the packet makes
progress towards the geographical position of the destination.
It is possible that there is no neighborwith progress towards the destination
although a valid route to the destination exists. The packet is then said to
have reached a local optimum. In this case, a recovery strategy is used to
escape the local optimum and to find a path towards the destination.
The most important characteristic of position-based routing is that for-
warding decisions are based on local knowledge. It is not necessary to create
and maintain a global route from the sender to the destination. Therefore,
position-based routing is commonly regarded as being highly scalable and
very robust against frequent topological changes. It is particularly well
suited for environments where the nodes have access to their geographical
position, such as in inter-vehicle communication [137, 191, 67].
In order to extend position-based routing to multicast, two key problems
have to be solved. First, at certain nodes, the path of a multicast packet
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has to be split into multiple directions in order to reach all destinations1.
The challenge here is to decide when such a node is reached and a copy of
the packet should be created. Second, the recovery strategy used to escape
from a local optimum needs to be adapted to take multiple destinations
into account. The key contributions of this chapter are solutions to both
problems. The proposed algorithms are evaluated by means of simulation.
3.2 The Position-Based Multicast Algorithm
For multicast it is necessary to establish a distribution tree among the
nodes along which packets are forwarded towards the destinations. At
the branching points of the tree, copies of the packet are sent along all the
branches. Two—potentially conflicting—properties are desirable for such a
distribution tree: (1) The length of the paths to the individual destinations
should be minimal and (2) the total number of hops needed to forward the
packet to all destinations should be as small as possible. If the topology
of the network is known, a distribution tree that optimizes the first crite-
rion can be obtained by combining the shortest paths to the destinations.
Wherever these paths split, the packet is duplicated. The second criterion
is optimized by means of Steiner trees (see e. g., [86]) which connect the
source and the destinations with the minimum number of hops. A for-
mulation of the Steiner problem for wireless networks where packets are
broadcast to neighboring nodes is given in [193]. It has also been investi-
gated in DSM [20] and LGT [43] (see Section 2.2.2). However, with greedy
position-based routing, routing decisions are based solely on local knowl-
edge; thus neither the shortest paths to all destinations nor (heuristics for)
Steiner trees can be used directly. Instead, PBM uses locally available infor-
mation to approximate the optima for both properties.
For the remainder of this work we assume that each node that forwards a
packet has access to the following information:
1In the following, we will use the term “to split a packet” whenever the destinations
in the packet are divided into multiple sets, the data payload is copied into as many new
packets, and the packets are sent out to different next hops.
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1. The node’s own geographic position: This information can be provided
by a positioning service such as GPS [105] or WLAN-based position-
ing [84, 109].
2. The position of all neighbors within transmission range: The position of a
node is made available to its direct neighbors in the form of periodi-
cally transmitted beacons.
3. The positions of the destinations: These may be included in the packet or
available locally (i. e., because a location service distributes position
information about all nodes to all other nodes within the network,
such as in DREAM [22]).
Given this information, the main task of a forwarding node in PBM is to
find a set of neighbors that should forward the packet next. We call these
neighbors the next hop nodes. The current node will assign each destina-
tion of the packet to exactly one next hop node. Each next hop node then
becomes the forwarding node for this packet towards the assigned desti-
nations. If the current node selects more than one next hop node, then the
multicast packet is split. This may be required in order to reach destina-
tions which are located in different directions relative to the forwarding
node. The most important property of PBM is that each forwarding node
autonomously decides how to forward the packet. This decision requires
no global distribution structure such as a pre-established tree or mesh.
There are two distinct cases that can occur when a forwarding node selects
the next hop nodes: Either for each destination there exists at least one
neighbor which is closer to that destination than the forwarding node itself,
in which greedy multicast forwarding is used. Otherwise, the node employs
perimeter multicast forwarding.
3.2.1 Greedy Multicast Forwarding
As discussed above, a multicast distribution tree ideally optimizes two cri-
teria. First, the distance towards the destination nodes should be mini-
mized and hence the progress of the packet towards the destinations max-
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imized. Second, the (global) bandwidth usage should be minimized. Thus
the objective function of a forwarding node should consist of two elements,
one for each objective. Optimizing the progress of the packet can be done
in the following way. Let k be the forwarding node, N the set of all neigh-
bors of k, W the set of all subsets of N , Z the set of all destination nodes,
and d(x, y) a function which measures the distance between nodes x and
y. Given a set of next hop nodes w ∈ W , the overall remaining distance
to all destinations of a multicast packet can be calculated as shown in the
following equation:
fd(w) =
∑
z∈Z
min
m∈w(d(m, z)). (3.1)
In this equation, for each destination the next hop node in the set w is cho-
sen which is closest to that destination. Using Equation 3.1 as the sole opti-
mization criterion would lead to a splitting of the multicast packet as soon
as there is no single neighbor which provides the greatest progress towards
all destinations. This may be undesirable since it ignores the bandwidth us-
age.
In order to consider the bandwidth usage, we include the number of next
hop nodes as a second element in the optimization criterion. The overall
optimization criterion that determines which set of next hop nodes w ∈ W
should be selected as the next forwarding nodes is then given as:
f(w) = λ
|w|
|N | + (1− λ)
∑
z∈Z minm∈w(d(m, z))∑
z∈Z(d(k, z))
. (3.2)
The first part of the equation determines the number of next hop neighbors
and normalizes it to a value between [0, 1] by dividing it by the total num-
ber of neighbors of k. The second part determines the remaining overall
distance from the next hop nodes to the destinations and normalizes this
to a value between [0, 1] by dividing it by the remaining overall distance
calculated from the forwarding node k to the destinations. λ ∈ [0, 1] de-
termines the weight of each objective. If λ is close to 0, multicast packets
will be split early, while if λ is close to 1, the multicast packet will only be
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Figure 3.1: Effect of parameter λ on the multicast paths
split if this is enforced by the restriction that there must be progress at each
destination. An example for the impact of λ on the path that a multicast
packet takes through the network is shown in Figure 3.1.
It can be expected that the number of hops that a packet traverses from
the source to a given destination increases with increasing λ, i. e., the path
towards each destination becomes less direct. On the other hand, the total
number of single-hop transmissions required to deliver the packet from the
source to all destinations is likely to decrease when λ increases from 0 up
to a certain value s < 1. The decrease of single-hop transmissions when λ
is increased from a value close to 0 to s is caused by the fact that packets
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are split later, thus less single-hop transmissions are needed. However, if
a packet is split very late, i. e., λ > s, then the total number of hops may
increase again.
These considerations can be illustrated by the simple topology given in
Figure 3.2. Let A be the forwarding node and B and C the destinations
of a multicast packet. Let us further assume that the node density is high
enough that a packet can be split virtually anywhere and that the distance
to the destinations is much greater than the radio range. If A decided to
split the packet, the copies would be forwarded along AB and AC, tak-
ing the most direct path to the destinations. To keep the number of total
hops needed to distribute the packet to all destinations to a minimum, the
packet should be forwarded along AD, and node D should then split the
packet and send copies to the final destinations (as indicated by “Steiner”
in the graph). If the packet is not split at D but forwarded further, the total
number of hops, as well as the lengths of the individual paths to the desti-
nations, increase again. Therefore, the packet should ideally be split some-
where between A and D. Since λ determines how early a packet should be
split, there will be a value s < 1 for λ, where the total number of single-hop
transmissions will be minimal. We determine a value for s by means of
simulation in Section 3.3.
A D
C
B
Steiner
direct
late split
Figure 3.2: Effect of λ on the number of single-hop transmissions
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3.2.2 Perimeter Multicast Forwarding
As mentioned before, applying greedy multicast forwarding may lead to a
situation where the packet arrives at a node that does not have neighbors
providing progress to one or more destinations. An example of this is de-
picted in Figure 3.3: The copy of the multicast packet which is on its way to
D2, D3, and D4, as well as the copy for D5, gets stuck in a local optimum.
Figure 3.3: Greedy Multicast Routing Failure
For position-based unicast, this problem has been solved by applying a
modification of the right-hand rule ([36, 106]). The basic idea is to traverse
the boundaries of gaps in the network until greedy forwarding can be re-
sumed. To this end, the graph formed by the connections (edges) between
mobile nodes is planarized, i. e., intersecting edges are removed. This pla-
narization is based on Relative Neighborhood, or Gabriel Graphs [181, 73].
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It can be done individually by each node based on local knowledge and
does not partition the graph.
On the planarized graph the right-hand rule can be used to escape the local
optimum: The nodewhere the local optimum is reached calculates a virtual
edge from itself to the destination. The packet is then transmitted over the
next edge counter-clockwise to that virtual edge. A packet transmitted in
this way is said to be in perimeter mode. When a packet is received by a node
in perimeter mode, then this node checks whether it is closer to the desti-
nation than the node at which the packet entered perimeter mode. If this
is the case, the packet is reverted to greedy mode and forwarded in greedy
fashion. If this is not the case the packet is forwarded over the next edge
counter-clockwise to the edge it arrived on. The combination of perimeter
and greedy forwarding guarantees that the destination is reached, as long
as the network is static and as long as a valid connection between source
and destination exists.
For PBM we generalized this algorithm to support packets with multiple
destinations. If a node in PBMdetects that it has no neighbors with forward
progress to one or more destinations, multicast perimeter mode is initiated
for these destinations, while for all other destinations, greedymulticast for-
warding is used. As in the unicast case, the parameter mode is performed
on the planarized graph (PBM uses Gabriel Graphs for planarization). The
virtual edge used for the initialization is calculated as the connection be-
tween the current node and the position representing the average of the
positions of the affected destination nodes. The average of a number of
positions can be obtained by calculating the arithmetic mean of each co-
ordinate. The multicast perimeter packet is then transmitted over the first
edge counter-clockwise to the virtual edge.
When a node receives a perimeter multicast packet, it checks for each des-
tination whether it is closer to that destination than the node at which the
packet entered perimeter multicast mode. For all destinations where this is
the case, greedymulticast forwarding can be resumed; for all other destina-
tions, perimeter multicasting is continued by transmitting the packet over
the next edge counter-clockwise to the edge on which the packet arrived.
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Automatically splitting a packet into copies that are to be forwarded in
greedy multicast mode and a copy that is to use perimeter multicast mode
may cause the transmission of the same packet to two nodes which are lo-
cated in the same direction, or even to the same node twice. In order to
reduce the load on the network, PBM includes an optional combination
of greedy and perimeter multicast forwarding: If some, but not all, desti-
nations of a packet require perimeter multicast forwarding, then the next
hop is determined using the perimeter rules listed above. All copies of the
packet with destinations for which greedy forwarding could be used also
select this node as the next hop if it provides progress towards the copy’s
destination. This reduces the number of copies of the same packet circu-
lating in the network. It comes at the cost of a potentially increased path
length towards the individual destinations. Figure 3.4 shows how the prob-
lem depicted in Figure 3.3 is solved using perimeter multicast routing with
and without combining perimeter and greedy packets.
3.3 Evaluation
We evaluated the performance and behavior of PBM by means of simula-
tion. The primary goal of these simulations was to understand the pro-
posed routing algorithm with acceptable empirical significance when used
in network topologies of reasonable size. For this purpose, our implemen-
tation in the well-known network simulator ns-2 [5] was not suitable for
the following reasons:
• The protocol is highly complex. In order to determine the minimum
of the objective function given in Equation 3.2, every possible subset
of neighbors has to be considered—at each forwarding node, for each
packet. This results in an exponential increase in the computational
complexity, which depends on both the number of neighboring nodes
and the number of destinations in the packet.
• The simulated network should be sufficiently large to be able to dis-
tinguish between flooding and multicasting a packet. Given a radio
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(a) Paths taken without combining perimeter and greedy
packets (solid lines: greedy mode, dashed lines: perimeter
mode)
(b) Paths taken combining perimeter and greedy packets
(solid lines: greedy mode, dashed lines: perimeter mode)
Figure 3.4: Perimeter multicast routing
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range of 250 meters and 5 or more destinations, areas with a side
length of a few hundred meters are too small for this purpose. Larger
areas also require a higher number of nodes. In ns-2, the number of
nodes is highly constrained by the available computing power and
main memory.
• The early loss of a multicast packet will lead to a loss for multiple
destinations. Thus the loss rate is subject to a much higher variance
than for unicast. As a consequence, the number of simulation runs
should be high enough.
For these reasons, we decided to implement our own simulator in C++
without the use of a dedicated simulation environment. Thus, wewere able
to simulate networks that contained more than 1,000 nodes on an area of
4,000m× 4,000m or larger, and the number of simulation runs was on the
order of 1,000 for a large number of parameter combinations (about 200).
In our simulation, nodes can communicate if they are within radio range;
the transmission of a packet takes 10ms, and there is no simulation of a
MAC layer. This approach significantly reduces the simulation complexity.
We are fully aware that this does not allow the investigation of MAC layer
interaction with PBM. However, this approach had the key advantage that
we were able to observe the characteristics of the routing algorithm itself in
a much more detailed manner and with much more empirical significance
than could otherwise be done.
3.3.1 Simulation Setup
We simulated the behavior of PBM using three different simulation ar-
eas: small (2,000m× 2,000m), medium (4,000m× 4,000m), and large
(8,000m× 8,000m). For each area we investigated multiple node densi-
ties (30, 40, 50, 60 nodes per km2), with the nodes initially being randomly
placed in and equally distributed over the simulation area. Node move-
ment follows the RandomWaypoint (RWP) mobility model [101, 38]: Each
node is assigned a random destination position to which it moves with an
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assigned speed. The node speedwas randomly chosenwith an equal distri-
bution for each node out of an interval between 0m/s and a certain max-
imum speed (0m/s, 10m/s, 20m/s, 30m/s, 40m/s, 50m/s); the pause
time, i. e., the time before a node arriving at its destination is assigned a
new destination and speed, was set to 0 seconds. One sender and a num-
ber of receivers (5, 10, 15, 20, 25, 30) for each packet were chosen such that
all destinations were in the same network partition as the sender. Then
one packet was transmitted. After the packet traversed the network, the
nodes were redistributed, and a new sender as well as new receivers were
selected. This process was repeated 1,000 times.2
3.3.2 Delivery Rate
As in position-based unicast, PBM is guaranteed to successfully deliver all
packets in a static network where the sender and all receivers reside within
the same network partition. In a dynamic network, the use of the perimeter
modemay lead to routing loops and thus to packet drops. Figure 3.5 shows
how such a loop can come into existence. In this figure, the source of the
packet is S, the destination is D, and at node u the packet enters perimeter
mode. While the packet traverses the link from v to w, a connection is
established between x and v because of node movement. The packet will
then be caught in the triangle formed by v, w and x and will consequently
be dropped.
We investigated the likelihood of packet loss caused by this type of event
with respect to mobility and node density. Only those simulation runs were
taken into account where the sender and all receivers resided within the
same partition for the complete simulation run. We counted the number
of destinations that were not reached and related it to the overall number
of destinations. The result constitutes the loss rate. Figure 3.6 shows the
loss rate for the medium-size area with five destinations per transmitted
2[26, 40, 197, 27] describe some negative properties of the RWP model which apply to
scenarios running for a few minutes. E.g., after some time, average mobility decreases and
the node distribution is not uniform anymore. However, these effects did not occur in the
simulations described here since the scenarios were reset for each single packet.
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Figure 3.5: Routing loop in a dynamic network
packet. It can be seen that the likelihood of a packet drop caused by a
routing loop increases as node density decreases. This happens because
routing loops can only occur in perimeter mode, and the likelihood of a
packet using the perimeter mode increases as node density decreases. Also
it can be observed that the likelihood of a routing loop increases if node
mobility increases. This is not surprising since node mobility is the reason
why a routing loop is formed. Examining the values of the loss rate, it can
be noted that it remains fairly low (below 2%) for node densities above 50
nodes per km2, even if the node mobility is extremely high.
The second problem that perimeter routing may encounter is caused by the
fact that the border of an area without nodes is always traversed counter-
clockwise, even though half of the time a clockwise traversal would lead
to a shorter route. If the area traversed in this way is very large, or if it is
the outer boundary of the network, the required number of hops for this
traversal may be unacceptably high if the wrong choice for the orientation
of the traversal is made. An example of this is depicted in Figure 3.7.
In order to determine the effect of this problem, we assigned each packet
a hop-count. If this hop-count exceeds a predefined value, the packet is
dropped. The value was set to 200, which prevents a packet from travers-
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Figure 3.6: Lossrate without a hop limit
ing the outer boundary of the network. Any packet exceeding this hop
count was dropped. This was done in addition to the packet drops reported
above. The result of this simulation is shown in Figure 3.8. It should be
pointed out that this figure does include the drops caused by looping pack-
ets. Given this fact, it is remarkable that the total number of lost packets
is almost completely independent of node speeds. It is easy to see that
the likelihood of encountering a perimeter that leads to a traversal of the
boundaries of the network depends only on the node density. However,
at first glance one would expect that this is in addition to the packet drops
caused by routing loops. This is not the case since packets that traverse
the boundary of the network have a much longer path than other packets.
Thus the likelihood that they will encounter a routing loop is much higher
than for other packets. As a consequence, the vast majority of packets that
are caught in routing loops are packets that traverse the boundary of the
network. An increase in speed therefore only changes the reason to dis-
card a packet (routing loop vs. hop count exceeded) but has no significant
impact on the overall loss rate in Figure 3.8.
47
CHAPTER 3. POSITION-BASEDMULTICAST
Figure 3.7: The perimeter problem in a static network (solid lines: greedy mode,
dashed lines: perimeter mode)
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Figure 3.8: Lossrate with a hop limit of 200
It can be said in conclusion that for node densities of about 50 nodes or
more per km2, PBMwill have very low loss rates. The main cause of packet
loss is the traversal of the network boundary. If the network boundary is
sufficiently removed from communication partners, the loss rates should
decrease substantially. Furthermore it seems worthwhile to investigate ap-
proaches to improve the decision about the orientation of the traversal if
information about the boundaries of the network (e. g., rivers, lakes) is
available. Since PBM is a generalization, these observations also hold for
position-based unicast routing as proposed in face-2 and GPSR.
3.3.3 Average Path Length
We define the average path length as the average number of hops that a
packet traverses on its path from the sender to the receivers. Thus the av-
erage path length measures how direct the path towards the destinations is
and thereby howmuch delay the packet will encounter. Wewere interested
in understanding how the choice of λ would influence the average path
length. Our hypothesis was that the average path length would increase
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with increasing λ, since a small value for λ would lead to an optimization
of the packet’s progress, while a large value for λwould delay the splitting
of the packet. We varied λ from 0 to 1 in increments of 0.05 for all com-
binations of the remaining simulation parameters as described above. We
considered only those simulation runs which did not include packet loss or
packets which traversed the outer boundary of the network.
Figure 3.9 shows how the path length depends on λ for the medium-size
region. This figure contains 24 graphs, each representing one combination
of parameters: 40, 50 and 60 nodes per km2, maximum speed of 0, 20, 40,
60, and the optional combination of greedy and perimeter packets turned
on and off. There are three groups of graphs, one group for each node
density. It is clear that with an increase in node density the path length will
decrease since a more direct path becomes possible. All 24 graphs show
the same main characteristic: The path length increases steadily while the
value for λ is increased.
Surprisingly, the combination of greedy and perimeter multicast packets
did not have a major impact in any of our simulation runs. A further inves-
tigation suggested that it rarely alters the path of the packet significantly.
As one would expect, the maximum speed of the nodes had no impact on
the path length.
3.3.4 Number of Single-Hop Transmissions
The number of single-hop transmissions is determined by counting all trans-
missions that are required to forward the multicast packet to all destina-
tions. It is a measure of the load on the network, caused by the multicast
packet. As described in the previous section, we expected that for a given
set of parameters the number of single-hop transmissions would reach a
global minimum for a value of λ between 0 and 1.
Figure 3.10 shows how the number of single-hop transmissions depends on
λ for the medium-size region. Again, the node density has a major impact:
the more nodes, the fewer single-hop transmissions are required. This re-
sults in the same grouping of graphs as was observed for the path length.
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Figure 3.9: Effect of parameter λ on the average path length
Over all simulations the shape of the graph is almost identical for all pa-
rameter combinations, with the minimum between 0.3 and 0.6. Neither the
maximum speed nor the combination of greedy and perimeter packets had
a significant impact on the number of single-hop transmissions.
These results indicate that a true trade-off between the goals of minimizing
the average path length and minimizing the number of single-hop trans-
missions exists only for values of λ between 0 and 0.6. Values greater than
0.6 do not lead to a further improvement in the number of single-hop trans-
missions.
3.3.5 Bandwidth Reduction
Multicast is primarily used to reduce the bandwidth requirement if the
same packet needs to be delivered to multiple destinations. Thus it is in-
teresting to compare the number of single-hop transmissions required to
transmit the packet when unicast is used to the number required when the
packet is delivered via multicast. In order to enable this comparison, we
determined the average path length with λ set to 0. We then multiplied this
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Figure 3.10: Effect of parameter λ on the number of single-hop transmissions
value by the number of destinations. This results in the number of single-
hop transmissions that would be required had position-based unicast been
used. We compared this value to the number of single-hop transmissions
in PBM, with λ selected such that the number of single-hop transmissions
is minimal. This was done by dividing the multicast value by the unicast
value for distinct settings of area size, number of nodes, and number of des-
tinations. Figure 3.11 shows how the reduction in single-hop transmissions
increases as the number of destinations grows. The setting from which
this graph was derived is a medium-sized area with a node density of 60
nodes per square kilometer and a maximum node velocity of 30 meters per
second. Other combinations of parameters yield similar results, with the
reduction of single-hop transmissions reaching about 66% for 30 destina-
tions.
In addition to reducing the number of single-hop transmissions, the usage
of multicast also prevents an overload of the network close to the sender.
These hot-spots appear at the sender if the same unicast packet is transmit-
ted once per destination. While the overall load on the network is reduced
by the amount shown in Figure 3.11, the reduction in those critical areas of
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the network is actually much higher: It is reduced by a factor depending
linearly on the number of destinations.
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Figure 3.11: Reduction of single-hop transmissions
3.4 Group Membership and Position Information
In order to work as described in the previous sections, PBM requires that
a forwarding node know the identity and the position of all destinations.
While it is conceivable that the sender of a packet gathers this information
and places it in the packet header, this does not seem to be viable for large
receiver sets. In particular, this would increase the size of the header and
thus limit the key benefit of multicast, i. e., the reduction of the required
bandwidth. The next chapter will present a solution to this problem, intro-
ducing a location-oriented group membership management mechanism.
This allows an advanced and scalable multicast routing protocol that is able
to make the forwarding decision at each node without including overhead
in the data packets. Furthermore, it is possible to aggregate multiple desti-
nations that are located in one geographic region, such that the distribution
of location and membership information requires only minimal resources.
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This aggregation can be done hierarchically such that more detailed infor-
mation about the membership and position of members becomes available
as the packet approaches those members.
3.5 Conclusions
In this chapter we presented a multicast routing algorithm for mobile ad-
hoc networks. Position-Based Multicast (PBM) is a generalization of exist-
ing unicast routing algorithms (e. g., face-2 or GPSR) which use the geo-
graphic position of the participating nodes to forward packets. PBM con-
sists of a greedy forwarding part that selects the next hop(s) of a packet
based on the positions of the forwarding node, its neighbors, and the desti-
nations. Furthermore, a recovery strategy is specified for situations where
greedy forwarding fails. The key advantage of PBM is that no permanent
distribution structure like a tree or mesh needs to be constructed and main-
tained. Thus PBM is very well suited for highly dynamic networks without
resorting to flooding of the data packets. The rule for splitting a multicast
path includes a parameter λ that may be used to adapt the algorithm to
different application scenarios by controlling the trade-off between latency
and bandwidth. The application of PBM to a large number of different net-
work parameters (node speed, network size, node density) has been inves-
tigated by means of simulation. As a consequence, the theoretical behavior
of PBM in terms of drop rate, potential for bandwidth reduction, and the
effect of the parameter λ is very well understood. The key issue remaining
open for now is the scalable distribution of group membership and posi-
tion information. The next chapter will present a solution to this problem,
thereby reducing the computational complexity of the forwarding process
by means of aggregation.
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Scalable Position-Based
Multicast
In this chapter we present Scalable Position-Based Multicast (SPBM) [184,
185, 186]. SPBM utilizes the geographic position of nodes to provide a
highly scalable group membership scheme and to forward data packets in
a manner robust to changes in the topology of the network. SPBM bases the
forwarding decision on whether or not there are group members located in
a given direction. It allows a hierarchical aggregation of membership infor-
mation. The farther away a region is from an intermediate node, the higher
the level of aggregation for this region will be. Because of aggregation,
the overhead for management of group membership scales logarithmically
with the number of nodes and is independent of the number of multicast
senders for a given multicast group. Furthermore, we show that group
management overhead is bounded by a constant if the frequency of mem-
bership updates is scaled down with the aggregation level. This scaling
of the update frequency is reasonable since the higher the level of aggre-
gation is, the lower the number of membership changes for the aggregate
will be. The performance of SPBM is investigated by means of simulation,
including a comparison with ODMRP, and through mathematical analysis.
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4.1 Introduction
Scalable Position-Based Multicast (SPBM) is an ad-hoc multicast routing
protocol that comprises a multicast forwarding strategy and a group man-
agement scheme to determine where members of a multicast group are
located. The forwarding strategy uses information about the geographic
positions of group members to take forwarding decisions. In contrast to
existing approaches, it neither requires the maintenance of a distribution
structure (i. e., a tree or a mesh) nor resorts to flooding. The group manage-
ment scheme uses knowledge about geographic positions to hierarchically
aggregate membership information.
The forwarding of packets by means of SPBM is similar to that introduced
by PBM in Chapter 3, and as such, a generalization of position-based uni-
cast routing as proposed, e. g., in [36] and [106]. In these protocols, a for-
warding node selects one of its neighbors as a next hop in a greedy fashion,
such that the packet progresses towards the geographic position of the des-
tination. The big difference, however, is that SPBM uses group addresses to
deliver packets to a subset of the nodes in the network, while PBM uses all
the addresses of each single destination node to distribute the data packets.
This feature makes the SPBM protocol scalable in terms of the group size.
It is possible that a node will have no neighbor with progress towards the
destination, although a valid route to the destination exists. The packet is
then said to have reached a local optimum. In this case, a recovery strat-
egy is used to escape the local optimum and to find a path towards the
destination. In order to extend position-based unicast routing to multicast,
SPBM provides an algorithm for duplicating multicast packets at interme-
diate nodes if destinations for that packet are no longer located in the same
direction. This algorithm includes both greedy forwarding and the recov-
ery strategy.
The second important element of SPBM is its group management. It re-
lies on geographic information to achieve scalability: Instead of maintain-
ing a fixed distribution structure, an intermediate node just needs to know
whether or not group members are located in a given direction. This al-
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lows a hierarchical aggregation of membership information: The farther
away a region is from an intermediate node, the higher the level of aggre-
gation for this region can be. Thus, group membership management can
be provided; its overhead scales logarithmically with the number of nodes
and that is independent of the number of multicast senders in a multicast
group. A second observation is then used to further reduce this overhead:
The higher the level of aggregation is, the lower the frequency of member-
ship changes for the aggregate will be. In SPBM, we therefore propose to
scale down the frequency of membership update messages exponentially
with the level of aggregation. This results in a constant upper bound on the
overhead as the size of the network increases.
4.2 The Scalable Position-Based Multicast Protocol
We now introduce the two building blocks of our algorithm. The group
management scheme is responsible for the dissemination of the membership
information for multicast groups, to inform forwarding nodes about the
directions in which receivers are located. The multicast forwarding algorithm
is executed by a forwarding node to determine which neighbors should
receive a copy of a given multicast packet. This decision is based on the
information provided by the group management scheme. In the follow-
ing, we assume that each node in the network is able to determine its own
position, e. g., through the use of GPS.
4.2.1 Location-Oriented Group Management
Position-based multicast requires that the forwarding nodes know the lo-
cations of the destinations. Including all of the destinations explicitly in the
data packet header does not scale well as the size of the multicast group in-
creases. To improve scalability, our proposal introduces hierarchical man-
agement of group memberships.
To this end, the network is subdivided into a quad-tree with a predefined
maximum level of aggregation L. Figure 4.1 shows a quad-tree with four
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levels. Single squares are identified by a number that is composed of their
square numbers on all levels from n to 1. In the example, the identifier
“442” identifies a level-0 square that is located in the level-3 square com-
prising the whole network, in the level-2 square “4” and in the level-1
square “44”. In level-0 squares, by definition, all nodes are within radio
range of each other (i. e., level-0 squares have at most a diameter the size of
the radio range).1
12
4142
43
441
443 444
442
level 3
level 2
level 1
level 0
3
Figure 4.1: Network represented by a quad-tree (L = 3)
Algorithm
The membership update mechanism aims to provide each node in the ad-
hoc network with an aggregated view of the position of group members.
Each node maintains a global member table containing entries for the three
1For the design of the protocol, we assume the Unit Disk Graph radio model. There is no
model that perfectly describes reality, and thus it is reasonable to choose this simple model,
which also allows us to provide a strong theoretical analysis.
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neighboring squares for each level from level 0 up to level (L − 1). In ad-
dition, each node has a local member table for nodes located in the same
level-0 square.
Each entry in the global member table consists of the square’s identifier and
the aggregated membership information for all nodes in that square. Each
entry in the local membership table consists of a node ID and the member-
ship information for that node. Additionally, every entry in the tables is
assigned a validity time. Membership information is stored and transmit-
ted as membership bit vectors. For the sake of simplicity, we assume that
each bit represents onemulticast group. A bit that is set to 1 indicates group
membership. This encoding enables us to accommodate 256 groups in 32
bytes. If there is a need for a much greater number of groups, a Bloom fil-
ter [33] scheme could be applied, in which the number of encodable groups
is greater than one per bit, trading in the possibility of false positives, i. e.,
a multicast group could be falsely believed to have receivers in a square.
With the simple bit vector scheme, the amount of state maintained in a
node scales logarithmically with the size of the network. Table 4.1 shows
an example of a node located in square “442” with a membership vector
length of 8 (for groups 0 to 7). In this example, the first entry in the global
member table can be interpreted as follows: There is at least one multicast
receiver for groups 3, 4 and 5 located in the level-2 square “1”. The first
entry in the local member table contains the information that node 14 is in
the same level-0 square as the node maintaining the table, and that 14 is
member of group 7. Validity times are omitted here since they do not affect
the following algorithmic details.
A node indicates its group membership status by broadcasting announce
messages within its level-0 square (i. e., to its direct neighbors). An an-
nouncemessage contains the ID of the node, its position, and amembership
vector describing its subscribed groups. Announce messages are broadcast
periodically, but do not need to be forwarded by any other node since all
nodes within the same level-0 square are within radio range of each other.
These messages replace the beacon messages of position-based routing.
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Table 4.1: Global and local member table of a node located in square “442”
Square Groups
1 00011100
2 01000000
3 10100010
41 01010100
42 00010001
43 00100000
441 00000000
443 00010100
444 00100100
Node Groups
14 00000001
23 01000100
51 00000100
A node stores the membership information for all nodes in its level-0
square. Update messages are then used to provide all nodes that are lo-
cated in a level-1 square with the aggregated membership information for
the four level-0 squares contained in the level-1 square. This is done by
periodically selecting one node in each level-0 square. For now, we assume
that such a selection mechanism is in place. We will show later how it can
be realized by means of random timers. The selected node floods the level-
1 square with an update message that includes the ID of the selected node,
a membership vector describing the aggregated group membership infor-
mation, the identifier of the destination square that is to be flooded, and a
sequence number so as to enable duplicate message detection. The aggre-
gation is done by a bitwise disjunction (’OR’) of the membership vectors
of the nodes located in the level-0 square. In order to perform flooding,
each node in the level-1 square forwards this message once. Thus, a total of
four update messages will be flooded in each level-1 square per period: one
from each level-0 square. In the example, one node in each square “441”,
“442”, “443”, and “444” is selected. Those nodes aggregate their level-0
membership information and flood them in an update packet within the
level-1 square “44”.
The same mechanism is used to aggregate the membership information
from an arbitrary level-λ square and flood it in the area of a level-(λ + 1)
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square. In the example, one node in each square “41”, “42”, “43”, and “44”
was selected to aggregate its level-1membership information and flood an
update message within square “4”. If the node with the membership tables
depicted in Table 4.1 were to be selected for square “44”, it would perform
the aggregation by a bitwise OR operation on the membership vectors for
the individual nodes 14, 23, and 51, and on the aggregated information
from the level-0 squares “441”, “443”, and “444”.
Since the size of a square increases exponentially with each level, the likeli-
hood that the aggregated group membership information will change in
a given time-span decreases rapidly. We therefore propose to decrease
the frequency of membership information flooding exponentially with the
level of aggregation. Let f0 be the frequency of announce messages. Then
the frequency fλ of update messages from a single square on level λ is de-
fined as follows:
fλ = qλ · f0 for λ = 1, . . . , L and 0 < q ≤ 1,
where q is a selectable factor that determines the decrease of the update
frequency from one level to the next. All update messages have a validity
time 2.5 times the length of the update interval of the respective level. After
this validity time has expired, the corresponding entry is eliminated from
the membership table. This avoids the use of outdated information should
no current messages have been received.
It remains to be shown how one node is selected to send an update mes-
sage. The selectionmechanism is performed by random timers. Every node
maintains an update timer for each level. When the timer expires, the node
is selected, the update message for the appropriate level is transmitted, and
the timer is reset. When a node receives an update message for a square to
which it belongs, its timer is reset without sending the packet, thereby sup-
pressing the transmission of the update message. The main component
of each timer is determined by the update frequency of that level. In or-
der to prevent all nodes in a given square from flooding the same update
information simultaneously, each timer also has a random exponential el-
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ement. It was shown in [143] that exponentially distributed timers lead to
good suppression ratios, even for large groups of nodes. To generate an ex-
ponential distribution, we use the inverse transform of the corresponding
distribution function and feed it with random values x that are uniformly
distributed between 0 and 1:
f(x) = −T
β
· ln
(
x ·
(
eβ − 1
)
+ 1
)
for 0 ≤ x ≤ 1,
where T determines the interval from which the timers are chosen, and
β is a parameter that, while increasing, shifts the weight of the resulting
distribution towards the end of the interval. The total runtime of a timer
for a given level λ is then chosen as follows:
t(x) =
(
1
f0
+
T
β
· ln
(
x ·
(
eβ − 1
)
+ 1
)
− E[M ]
)
·
(
1
q
)λ
for 0 ≤ x ≤ 1.
The first part of this equation, 1f0 , describes the basic update interval at level
0. Added is an exponentially distributed random value between 0 and T .
The parameters T and β can be used to tune the probability of collisions:
Lower values for both of them lead to tightly chosen timers and thus likely
result in collisions, whereas higher values increase the expected value and
thus create additional delay. [143] suggests a β value between 0 and 10, T
has been set to half of the basic update interval which is 12f0 . Having chosen
the parameters, the expected value of the minimal timer can be estimated
as, according to [143],
E[M ] = T ·
∫ 1
0
(
1− e
βm − 1
eβ − 1
)R
dm,
where R is the number of competing nodes. The resulting value is then
scaled by the factor 1q , powered by the level λ. Thus, the exponential part
also depends on the level, and therefore on the area in which the nodes
should be suppressed. Through the exponential distribution, the probabil-
ity of having a low timeout value is much less than the probability of a high
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timeout value. Thus, the vast majority of timers will not expire before an
update message from another node has been received. Note that the largest
part of the timer is deterministic. The random component used for the se-
lection process therefore has no significant impact on the frequency with
which squares are flooded. Given a constant node density, it can be shown
that the amount of data transmitted per square meter by this group man-
agement scheme is bounded by a small constant, as the size of the network
increases to infinity.
Scalability Analysis
The group management algorithm is proactive; thus, its overhead is inde-
pendent of actual data traffic and the number of senders in a given mul-
ticast group. In the following, we quantify this overhead to examine the
algorithm’s performance and scaling characteristics.
Let the radio range r be constant. To ensure connectivity within level-0
squares (under the assumption of a unit disk graph), the area A0 of level-0
squares (see Figure 4.2) is:
A0 ≤ r
2
2
and the area covered by the network with respect to the number of levels
can be determined as:
A(L) = A0 · 4L.
We need to determine how often a level-0 square is flooded with update
messages from all levels in a fixed period. In a first step, let us consider the
case that q = 1 and the update frequency is therefore the same for all levels.
Then, at level 0, four update messages are generated by four squares which
form a level-1 square. These messages are received by each node within the
level-1 square. The same holds for each level from 1 up to L− 1. Thus, the
overhead c linearly depends on the number of levels L. If we quadruple the
area of the network, thereby increasing the number of levels by one, each
single lowest-level square has to be flooded with four more messages. This
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A0 r
Figure 4.2: The area of a level-0 square
means that a multiplication of the size of the network area A stresses only
a single node with a constant additional load.
Considering the spatial frequency reuse occurring in a network of growing
size, we study the overhead per area. In terms of complexity, the total cost
c2 per area in the network conforms to
c(A(L))
A(L)
= O (logA(L)) ,
whichmeans that the cost per area only grows logarithmically with the size
of the area.
More generally, if 0 ≤ q ≤ 1, and if n is the number of nodes in the network,
then the total cost of update messages in the network c is
c(L) = n · f0
(
1 + 4
L∑
λ=1
qλ
)
,
where again f0 is the frequency of the update messages at level 0 and q the
factor which decreases this frequency from one level to the next.
Theorem 1 (Cost Function). Consider an ad-hoc network of square geometry
containing n nodes. Let L be the maximum hierarchy level, 0 < q ≤ 1 the timer
frequency coefficient, and f0 the smallest-square frequency. Then the average num-
2This cost metrics assumes constant-length update messages. If we increase the number
of multicast groups, the length of the messages grows linearly.
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ber of (proactive) radio transmissions per time of the SPBM group management
protocol is given as
c = nf0
(
1 + 4
L∑
λ=1
qλ
)
(4.1)
=
 nf0 (1 + 4L) q = 1nf0 (1 + 4(1−qL1−q )) 0 < q < 1.
Proof. Let cλ be the average number of transmissions per second on level
λ (λ = 0, . . . , L) for the whole network. At level 0, each node sends f0
packets per second. Thus
c0 = nf0.
At every higher level λ (λ = 1, . . . , L) 4L−λ squares exist, each with n
4L−λ
nodes on average. At a frequency of fλ, one of the nodes of each square at
level λ sends update packets. Each of these packets is relayed by all nodes
in the four adjacent squares of level λ which belong to the same square of
level λ + 1. This leads to
(
4 n
4L−λ
)
packet transmissions for each square of
level λ:
cλ = 4L−λ · 4 · n4L−λ · fλ = 4 · n · fλ (λ = 1, . . . , L).
Aggregating the cost on all levels, we have
c = c0 +
L∑
λ=1
cλ
= nf0 +
L∑
λ=1
4nfλ
= n
(
f0 + 4
L∑
λ=1
fλ
)
.
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Incorporating the definition of the frequencies fλ = qλf0 gives
c = nf0
(
1 + 4
L∑
λ=1
qλ
)
,
leading directly to the theorem.
If 0 < q < 1, the sum in Equation 4.1 represents a geometric series which
has an upper limit for all values of L. Thus, for q < 1, the total cost per area
in the network is bounded by a small constant number of update messages
per time when growing the area of the network:
c(A(L))
A(L)
= O(1) if q < 1.
Corollary 1 (Cost Complexity). With the definitions of Theorem 1, the SPBM
group management protocol overhead per area and time has a complexity of O(1)
for q < 1 and O(logA) for q = 1 with respect to the total size of the network area
A.
Proof. Let us assume that we have a network consisting of only one square
of size A0. We further assume that we have a limited node density d denot-
ing the number of nodes per A0 area. The number of nodes in the complete
network is then given as n = dA, where A is a multiple of A0. Whenever
the network area increases, we quadruple the network area by increasing
the hierarchy level by one, such that the new area is covered by the new
square, i. e., the number of hierarchical levels is calculated as
L(A) = dlog4Ae < 1 +A0 log4A. (4.2)
With the increase of the area, the possibility of spatial frequency reuse
grows linearly. Thus, we consider the cost per area cA. Following Equa-
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tion 4.1, the average overhead cost per time and area is
cA =
c
A
= df0
(
1 + 4
L∑
λ=1
qλ
)
.
Using Equation 4.2, an upper bound cA for the cost per area can be speci-
fied:
cA = df0
1 + 4 1+log4 A∑
λ=1
qλ
 .
Considering the case q = 1, this upper bound results in
cA = df0 (5 + 4 log4A) ,
which conforms to O(logA).
Since 0 < q < 1, the geometric row converges and is bounded:
cA = df0
(
1 + 4
L∑
λ=1
qλ
)
< df0
(
1 + 4
q
1− q
)
,
which is independent of the chosen area size or the maximum level, respec-
tively. Thus, the complexity is O(1).
On the other hand, the worst-case join latency grows exponentially with
the number of levels, or linearly with the network size. This worst case
occurs if a node joins a group where a sender resides in a different level-L
square and the following situation arises: The node has just sent an update
message at level 0 and, for each other level λ, the update at level λ + 1
was sent just before the update at level λ arrives. Thus, at each level a full
update period elapses before the membership is propagated the next level
up. The sum of all timer durations counts towards the latency until the join
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is completed:
ttimer(L) ≤
L∑
λ=0
1
qλ · f0 =
1
f0
·
1−
(
1
q
)L
1− 1q
.
This scales exponentially with the number of levels L and, since
L = log4
A(L)
A0
,
linearly with the size A(L) of the network:
ttimer(L) = O
(
eL
)
= O (A(L)) .
Additionally, the worst case when selecting the propagating nodewould be
that the selected node is located in the corner of the square that is farthest
from all other points of the area that has to be flooded. The maximum
distance scales with the diameter of the network, and the total time for the
distribution of an update message thus conforms to
ttx(L) = t0tx ·
L∑
λ=0
2L = t0tx ·
(
2L+1 − 1) = O(eL),
which does not further influence the complexity of the worst case join la-
tency:
tjoin(L) = O (A(L)) .
This worst-case join latency has to be accepted in favor of the good scaling
properties of the network load for larger networks. The average join delay,
however, is much shorter since the worst case occurs only if a joining re-
ceiver is the first receiver of a certain group in a highest-level square. The
membership information has to be propagated only up to the level where
other receivers have already subscribed. For dynamic groups this means
that high latencies do not occur if there is always a certain number of re-
ceivers distributed in the area where the group communication takes place.
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The same holds formobile receivers. A receiver which enters a square with-
out any subscribed nodes has to wait until its membership has been prop-
agated at least to the level where the senders or further receivers of this
group are. However, if a receiver crosses a square boundary to a square
where other nodes are already subscribed, it will be able to receive multi-
cast messages immediately after sending its first announce beacon.
Alternative: Reactive Group Management
The key advantage of the described group management is that its over-
head is bounded. However, there are two possible drawbacks: (a) A high
worst-case join latency may occur and (b) even if no multicast sessions take
place, group management messages are transmitted and cause load in the
network. We thus propose an alternative group management [39] which
provides the same membership information to the participating nodes but
works in a reactive way. It propagates membership updates whenever a
node joins a group or crosses a square boundary. Group leaves are han-
dled in a soft-state manner; group joins have only a limited validity and
have to be refreshed on a regular basis. Overall, the approach described
in this paragraph yields greater accuracy in membership information than
the proactive algorithm.
The reactive algorithm uses two separate membership tables. The first one
will store the updates sent to the network (sent table). The second one stores
the received membership updates (received table). Both tables store update
atoms which consist of a group, a square that is subscribed to this group,
and a validity time. When the validity time has elapsed, the entry may be
removed. An update packet consists of one or several such update atoms.
Whenever an update is received, it will be added to the received updates
table. Instead of simply redistributing the update message, the receiving
node checks whether there is a difference between the membership infor-
mation stored in the sent table and the membership information stored in
the received table. Such a difference may be either a group join for a square
or a longer validity for a square. Relevant are only entries for squares the
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node has to be aware of (or aggregates of the entries for sub-squares of
these squares), and only membership information for these squares will be
sent out. If there are differences between the tables the differing entries
will be sorted in the order of their importance: most important are those
entries that are not contained in the sent table at all, followed by entries
with a small residual validity—they need to be refreshed more urgently.
Beginning with the most important updates, an update packet is created
containing all updates or as many updates as fit into the packet.
It remains to describe how the validity values are calculated. On level 0,
i. e., in the smallest squares, movement prediction is used. A node joining a
group chooses a validity according to the expected point in time at which it
will leave the square—at most a predefined maximum validity. The valid-
ity times of memberships for squares on higher levels are calculated upon
sending an update for such a square. This is done based on all existing en-
tries for its sub-squares. If an update in the received table is an update for a
sub-square, the corresponding validity is multiplied by a factor sm, where
s > 1 andm is the difference between the levels of the square itself and the
level of the sub-square the update comes from. The resulting validity for
the high-level square is then determined as the maximum of the validity
values of all sub-squares that belong to that square.
Let us look at an example. A node that wants to send an update for square
“1” previously received an update for square “131”. It calculates the va-
lidity of the memberships for square “1” as s2 times the validity of square
“131”’s entry because square “131” is 2 levels lower than square “1”.
Themembershipmanagement variant chosen depends on the expected join
behavior and movement of the nodes in the network. Few membership
changes and a low mobility favor reactive management, while proactive
management pays respect to a high agility that would otherwise cause a
high amount of generated update messages.
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4.2.2 Multicast Forwarding
In the following we will assume that the proactive membership manage-
ment is in place; equivalent information may be provided by the reactive
algorithm described in the previous paragraphs.
To deliver multicast packets from a source to the subscribed members of
a group, the nodes use the information stored in their member tables. By
dividing the network into a quad-tree, geographic regions are built which
can be used to aggregate multicast traffic to group members located geo-
graphically close to each other.
The forwarding decision is based on information about neighboring nodes.
Each node maintains a table of the nodes in its transmission range. This is
accomplished by having each node periodically broadcast beaconmessages
containing their ID and their position. Beacon messages are not forwarded
by the receiving nodes.
Algorithm 1 shows how forwarding works. As input, the algorithm re-
quires the current node n, the packet p, and the list of neighbors N of n.
The packet includes a list of destinations, which initially contains one entry
comprising the whole network, and a group address indicating the group
to which the packet is being sent. When the algorithm is invoked, it first
checks whether the current node n is a member of the multicast group the
packet is being sent to. If so, the packet is delivered.
In the next step, the algorithm looks at each entry in the list of destinations
in the packet: If the global or the local membership tables contain a de-
aggregation of the entry, then the entry is subdivided into those squares
of the next lower level that include members for the group to which the
packet is being transmitted. At level 0, a de-aggregation is performed by
replacing the square with the IDs of the nodes that are group members.
Consider, for example, the situation where a node in square “442” (see Fig-
ure 4.1) sends a multicast packet to the group number 1. It initializes the
packet with the whole network as the single destination area and sets the
multicast address to 1. The packet is then handed to the forwarding algo-
rithm. After checking whether the current node is a receiver of multicast
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Algorithm 1 The forwarding algorithm
Require: node n, packet p, list of neighbors N
if n ∈ receivers(group(p)) then
deliver(p)
end if
D ← ∅
for all d ∈ destinations(p) do {for all destinations packet p is addressed
to}
ifmysquare ⊆ d then {mysquare is the current level-0 square of node
n}
D ← D ∪ subdivide(d) {replace destination d by its sub-squares}
else
D ← D ∪ {d}
end if
end for
F [N ]← ∅ {stores the destinations for a given next hop}
for all d ∈ D do
ν ← ∅ {stores the next hop}
if recover(d) then {is destination d in recovery mode?}
ν ← rightHand(prevHop, d)
else
ν ← forwardGreedy(N, d)
end if
if ν = ∅ then
ν ← rightHand(n, d)
if ν = ∅ then
drop(d)
end if
end if
F [ν]← F [ν] ∪ {d}
end for
for all ν ∈ N do
if F [ν] 6= ∅ then
send(p, ν, F [ν]) {send packet p to neighbor ν for destinations F [ν]}
end if
end for
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group 1, the destinations are de-aggregated. Based on the membership ta-
bles given in Table 4.1 for multicast group 1, the complete network can be
de-aggregated into the level-2 square “2” (since bit 1 of the membership
vector is set), the level-1 square “41”, and the individual node 23 in the
same level-0 square as the forwarding node.
After de-aggregation of the destinations, it is checked which neighbor is
best suited to forward the packet to each destination. This is done in a
fashion similar to position-based unicast routing (see [135]): In order to
determine the most suitable next hop for a packet and a given destination,
the source compares the geographic progress of each of the neighbors with
respect to the destination and picks the neighbor with the best progress. If
the destination is a square, the position of the nearest point in that square
is used as the destination position.
After finding the next hop for each destination, the current node n makes
a copy of the data packet for each of these next hops. In the list of desti-
nations, it enters a list of the destinations which shall be reached through
this specific next hop, and sends the packet to the next hop by means of
unicast transmission. The use of unicast increases the reliability of data de-
livery at the expense of bandwidth utilization, as each copy of the packet
will be acknowledged on the MAC layer, but at the cost of multiple mes-
sages. In Chapter 6 we will investigate the use of broadcast for single-hop
forwarding.
Figure 4.3 shows an example of the forwarding procedure.3 Node Awants
to send a packet to the group of which nodes C, E and F are members.
ThusA’s member table contains the information that there is at least one re-
ceiver in square “4”. It sends the packet in this direction, and node B is the
first node located in the level-2 square “4”. Consequently, it has the infor-
mation that there are nodes subscribed to the group in the level-1 squares
“41” and “44”. It therefore updates the information in the packet header
accordingly. Node C is the first forwarding node in square “41”. Besides
delivering the packet, it checks its member table and recognizes that it does
3The figure depicts only nodes which are involved in the process of refining the destina-
tion square information.
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Figure 4.3: Forwarding in the quad-tree
not need to forward the packet to any additional receivers in square “43”.
In square “44”, node D replaces square “44” in the packet header with the
level-0 squares “443” and “444”. After receiving the packet, nodes E and
F replace their square with potential additional destination nodes in this
square. If there are any, the packets will now be sent directly to the re-
ceivers since the radio ranges of E and F cover the complete squares “443”
and “444”, respectively.
Recovery from Greedy Failures
If, for one or more destinations, a forwarding node does not find a next hop
that yields geographic progress, a recovery strategy has to be employed.
Similar to position-based unicast routing [106, 36], SPBM uses a distributed
planarization of the network graph combined with the right-hand rule to
route around void regions. If there is a destination with no suitable next
hop, the algorithm first planarizes the surrounding network graph. Then,
the node determines the angles counter-clockwise between the line from
the node to the destination, and the line from the node to each remaining
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neighbor. The neighbor with the smallest angle is chosen as the next hop.
This destination is marked as a recovery destination, and the current position
is stored in the packet in order to inform the following hops about the po-
sition where the recovery mechanism started. The chosen next hop is then
handled as a normal destination.
Upon receipt of a packet containing a recovery destination a node first
checks whether it is itself located closer to the destination than the position
which is stored in the packet as the recovery starting point. The destination
is always known by every node in the network since the recovery mode is
only needed for destination squares, whose positions are known by defini-
tion. In this case, regular forwarding is resumed. If this is not the case and
the node is located farther away from the destination than the recovery
starting point, the node has to continue the recovery process. After per-
forming planarization, it chooses the next hop according to the right-hand
rule.
The recovery strategy works independently of the grid structure. As long
as a destination is marked as a recovery destination, it is not necessary to
change or replace it because only the nodes at the destination have enough
information to refine the destination square.
Figure 4.4 shows an example of the case in which one destination cannot
be reached using a greedy strategy. In this example, a packet arriving at
node C is addressed to the three destination squares I, II, and III, which are
depicted as the shaded areas. Direct communication is only possible where
the nodes are connected by a line. Thus, node C selects B as a forwarder to
destination III, andD as a forwarder to destination I. Since there is no node
with geographical progress towards destination II, this destination has to
be handled as a recovery destination. Applying the right-hand rule, node
D is selected as the next hop to destination II. In the following, C sends a
packet to node D addressed to the destinations I and II where II is marked
as a recovery destination. Destination III is reached in a greedy fashion and
shall no longer be part of this example. Node D now checks whether it is
closer to the recovery destination II than the nodewhich put the destination
into this mode. Since it is not, destination II remains in recovery mode. The
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Figure 4.4: Recovery from a greedy failure
next hop according to the right-hand rule is node F , whereas destination I
can be reached greedily via node E. The packet from D to F contains only
the recovery destination II. Arriving at node F , the packet is closer to the
destination than at the point where the recovery mode was started. Hence,
it can be switched back into greedy mode and routed toK via H .
4.3 Evaluation
4.3.1 Simulation Setup
The simulations were performed using the network simulator ns-2 [5].4
TheODMRP implementation from [6] was chosen as a reference and ported
to ns-2.27. We discovered and rectified some misbehaviors of this imple-
mentation: First, the calculation of the header sizes was corrected; second,
the delay for join queries was changed so as to contain a constant part in
addition to the random backoff. This reduces the overhead by about 10%
4In contrast to PBM (see Section 3.3), the forwarding decision in the SPBM protocol has
a much lower computational complexity. Thus, it is feasible to perform simulations with
ns-2 allowing packet level simulation and investigation of the protocol’s operation.
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without affecting the packet delivery ratio. Third, according to the ODMRP
draft [123], duplicate join queries and join replies are suppressed, further
reducing the overhead of the protocol.
The MAC layer in all simulations was IEEE 802.11, with a maximum band-
width of 2MBit/s. The transmission power resulted in a radio range of
250 meters. Since the transmitted packets were relatively small, the use of
RTS/CTS was disabled. All runs were simulated 20 times with different
random seed values and in different movement scenarios; we report on the
average of those runs, the vertical bars in the graphs showing the variance
of the results. A run represents the simulated time of 180 seconds, where
nodes joined at the beginning of the simulation, and the first data packet
was sent after 60 seconds in order to give the group management enough
time to initialize. The data payload size was 64 bytes per packet, and each
source transmitted one packet per second.
The protocol-specific parameters of SPBMwere as follows: The basic group
membership update frequency for an level-0 square f0 was set to 13 s . The
value for the timeout of entries in the member table was 2.5 times the cor-
responding update interval. ODMRP’s protocol-specific parameters were:
a 3-second join refresh interval, a 25-millisecond acknowledgment time-
out for join table messages, and a maximum of 3 join table transmissions.
To improve comparability, all these protocol-specific parameters were kept
constant throughout all simulations.
Some other simulation parameters were varied to investigate their influ-
ence on the results. During each series of simulation runs, only one param-
eter was changed. The varied parameters were: The modeled scenarios
were squares measuring from 350m× 350m to 2,800m× 2,800m, where
100 nodes per square kilometer moved according to the RandomWaypoint
(RWP)mobilitymodel as described by [101, 38], with a pause time of 10 sec-
onds and, for mobile scenarios, a minimum speed of 1 meter per second.
The maximum speed varied from 0 to 15 meters per second.5 The number
5Again, the effects described in [26, 40, 197, 27] (mobility decrease and non-uniform node
distribution after some minutes) did not occur in the simulations described here since the
scenarios only had a duration of 180 seconds.
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of senders ranged from 1 to 15, and the number of receivers from 5 to 25.
While all senders and receivers belonged to one multicast group, they were
disjoint.
4.3.2 Performance Metrics
The metrics used to evaluate the protocol performance are packet delivery
ratio, overhead, and delay. The packet delivery ratio (PDR) is defined as the
sum of all unique data packets received, divided by the sum of all data
packets that should have been delivered (sum of sent packets multiplied
by the number of receivers).
The overhead is the total number of bytes transmitted at the MAC layer, in-
cluding acknowledgments in the case of unicast transmissions. To measure
the overhead on theMAC layer, it is necessary to captureMAC layer retries
induced by mobility or packet collisions. These effects would be invisible
if the overhead were counted at the network layer.
The delay is defined as the interval that elapses between the time a packet is
sent and the time at which the packet is successfully delivered. This value
is averaged over all packets and all receivers.
4.3.3 Results
Number of Senders
Figure 4.5 shows the respective PDR, overhead, and delay for an increasing
number of senders. The other parameters were kept constant in this setup.
While the PDR of SPBM is quite stable for different numbers of senders (up
to 15 in these experiments), ODMRP suffers from the load generated by the
additional senders. This is due to the fact that each sender floods the entire
network with data and control packets at regular intervals in order to build
its forwarding group. The group management of SPBM is independent of
the existingmulticast sources. If only one sender is active, the network load
induced by ODMRP is lower than with SPBM. This is because the proac-
tive group management of SPBM is responsible for maintaining a certain
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Figure 4.5: Performance with respect to number of senders (25 receivers,
1 Pkt/s, 5m/s, 1400m× 1400m, 100 nodes/km2)
79
CHAPTER 4. SCALABLE POSITION-BASEDMULTICAST
constant overhead (in these experiments the cumulated average bit rate of
update messages is about 6.89 kBit/s). For ODMRP, the high increase in
load is accompanied by a high decrease in the ratio of delivered packets.
SPBM, in contrast, sustains a satisfactory packet delivery ratio. The in-
crease in overhead is mainly due to the increased number of forwarding
operations for the data packets of the additional senders. The proactive
group management overhead of SPBM remains constant while the number
of announce messages decreases. This is due to the use of implicit beacon-
ing, where information for announce packets is prepended to data packets
whenever possible.
A similar result was achieved when varying the number of receivers while
keeping the number of senders constant. ODMRP quickly saturates the
network, resulting in a constantly heavy network load, while SPBM still
operates at a satisfactory packet delivery ratio, with a load increase caused
mainly by a higher number of forwarding operations.
Regarding the end-to-end-delay (see Figure 4.5(c)), the results show that
ODMRP performs slightly better than SPBM if the number of senders is
small. Since ODMRP’s forwarding algorithm is a form of scoped flood-
ing and the delay is measured as the first copy of a certain packet arrives,
ODMRP is able to use the direct route from the source to each destination.
At the same time, the overhead introduced through the scoped flooding
leads to a steep increase in the delay once the network becomes saturated
due to the increase in senders.
However, the hierarchical approach of SPBM entails routes that in some
cases are slightly longer than the optimum. But once the load in the net-
work has reached a certain level, ODMRP is no longer able to deliver pack-
ets in a timely manner. SPBM, in contrast, shows no weaknesses regarding
the delay with increasing network load.
Node Mobility
Figure 4.6 shows the impact of node mobility on the packet delivery ra-
tio and the bytes transmitted at the MAC layer. While SPBM performs very
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Figure 4.6: Performance with respect to maximum movement speed (15
senders, 1 Pkt/s, 25 receivers, 100 nodes/km2)
well for low-to-medium node mobility, the packed delivery ratio drops sig-
nificantly at high node speeds. Further investigation revealed two reasons
for this behavior: (1) When group members cross square “boundaries” into
a square that did not previously contain a group member, they will not
receive packets until the group management scheme has spread the new
information. (2) When node mobility increases, forwarding failures ap-
pear that are induced by discrepancies in the neighbor table used for the
next-hop selection. If a node is selected as a forwarder but has moved
out of radio range, the current forwarder has to wait for four unsuccess-
ful retransmissions followed by a link layer notification before it is able
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to select a different node.6 This reduces the packet delivery ratio and in-
creases the number of MAC packets transmitted. To avoid this problem,
we will adapt the ideas of contention-based forwarding, as described in
[71], to SPBM. The next chapter will describe the contention-based multi-
cast protocol CBMF that makes both the delivery rate and the number of
transmitted packets largely independent of node mobility.
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Figure 4.7: Performance with respect to network size (3 senders, 1 Pkt/s, 10 re-
ceivers, 100 nodes/km2)
In these experiments we varied the size of the network from 350m× 350m
to 2,800m× 2,800m. This corresponds to L (numbers of levels) from 1 to
6This effect has been extensively described in [71].
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4. The node density was left constant, as was the number of senders and
receivers. Thus, the number of nodes ranged from 13 for L = 1 to 784 for
L = 4. Figure 4.7(a) indicates that the packet delivery ratio is independent
of the number of levels (or the network area). As expected, the network
load grows linearly with the area of the network (see Figure 4.7(b)). Be-
cause of the limitations of ns-2, it is not easily possible to perform simula-
tions with larger scenarios. However, the obtained results exactly comply
with the results of the theoretical analysis and it is to be expected that larger
scenarios behave similarly.
4.4 Conclusions
We described in this chapter a novel position-based ad-hoc multicast rout-
ing protocol. It differs significantly from previous work in that it intro-
duces a hierarchical organization of nodes to manage membership, as well
as to forward packets. Bymeans of simulation we demonstrated that SPBM
performs very well, particularly if the number of multicast senders and re-
ceivers increases.
We are convinced that a hierarchical approach to position-based multicast
is a very promising solution if the protocol is intended to scale to a reason-
able number of nodes.
The biggest problem of the protocol presented in this chapter is its behavior
in highly mobile networks. In the next chapter we will address this prob-
lem and show that it is possible to eliminate the impact of very high node
mobility on the performance of position-based multicast routing.
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CHAPTER5
Contention-Based Multicast
Forwarding
The main problem of SPBM, presented in the previous chapter, is its
behavior in highly mobile networks. Outdated neighbor tables cause
failed packet transmissions, which compromise the packet delivery ratio.
Thus, in this chapter we propose Contention-Based Multicast Forwarding
(CBMF) [39, 183]. In CBMF, the candidate next hops determine the best-
suited next hops by contention. The winners of such a contention will be
the nodes providing the highest geographical progress towards the des-
tinations. This principle helps to overcome the problems with outdated
neighbor tables and makes the CBMF protocol resilient to node mobility.
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5.1 Introduction
In this chapter, we propose a novel approach to position-based multicast
forwarding in mobile ad-hoc networks. Like SPBM in Chapter 4, it is de-
signed to be scalable with respect to group and network sizes. We will
show by simulation that it also copes perfectly with node mobility.
Multicast routing requires that groupmembership information be available
to at least some of the nodes. In Section 4.2.1 we described a groupmanage-
ment scheme for position-based multicast that provides this information in
a highly scalable way. Thus, we base our novel forwarding algorithm on
this group management scheme.
A few years ago, Contention-Based Forwarding (CBF) [71] was proposed
by our team in Mannheim as a novel way to perform position-based uni-
cast forwarding in MANETs. It abandons the periodic sending of beacon
messages containing node positions that is used inmost otherMANET pro-
tocols and transfers the choice of the best-suited next hop from the forward-
ing node to its neighbors. The neighbors compete by means of timers to be
the chosen next hop: Upon packet reception, every node computes a time
value based on the forwarding node’s position, the destination’s position
(which are both stored in the packet), and their own position. The better
suited a node is, i. e., the more progress it yields to the destination, the
lower will its computed timer value be. The node whose time runs out first
will forward the packet and suppress the other neighbors.
Since this algorithm does not rely on beacon messages for the retrieval of
positions of neighboring nodes, its forwarding decisions are always based
on the current positions of the participating nodes. It will not select neigh-
bors which have moved out of range between the time when the last bea-
con was sent and the time when the forwarding takes place, nor will it miss
neighbors that have moved into radio range since the last beaconing. This
makes it much more robust against node mobility.
In multicast routing, a packet may require to be sent to more than one next
hop. Since CBF uses broadcast to forward packets and since usually more
than one neighbor receives the packets to be forwarded, we want to exploit
86
5.2. THE CONTENTION-BASEDMULTICAST FORWARDING
ALGORITHM
this property for potential use in multicast forwarding. The idea is that a
packet is sent out once, and the receiving nodes then decide which subset of
themwill forward the packet.
5.2 The Contention-Based Multicast Forwarding Al-
gorithm
Contention-Based Multicast Forwarding is a forwarding algorithm that is
based on the location and group management scheme described in Sec-
tion 4.2.1. It may be used alternatively to the forwarding algorithm defined
by Scalable Position-Based Multicast.
To recapitulate: The group management scheme of SPBM divides the area
of the ad-hoc network into different levels of squares, using a quad-tree
structure. The network area, which all nodes must be aware of, is divided
into four level-(L−1) squares. Each of these level-(L−1) squares is then di-
vided into four level-(L− 2) squares, and so on. This is continued until the
resulting level-0 squares are small enough that each node is able to com-
municate with all the other nodes within the same level-0 square directly,
i. e., they are within radio range.
The group management provides every node in the ad-hoc network with
aggregated group membership information for a number of squares. Each
node is aware of the group memberships of all three neighboring squares
on each of the levels. How this information is actually provided has been
described in detail in Section 4.2.1.
5.2.1 Contention-Based Forwarding
The forwarding of CBMF uses the basic concepts of the Contention-Based
Forwarding protocol (CBF) [116, 70, 72, 71], a unicast routing algorithm for
mobile ad-hoc networks invented by our team in Mannheim. Following
CBF, several other contention-based unicast routing protocols were pro-
posed [81, 82, 200, 199, 34, 31, 30, 32, 192]. These all have in common that
they use the geographic progress provided by the candidate forwarding
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nodes for a contention. In the following we will focus on the details of
CBF.
In position-based unicast routing, the destination is a single geographical
point. The mapping of a destination node to a geographical destination po-
sition is done by means of a location service. See [135, 67] for an overview
of location services for position-based unicast routing. In the following, we
will focus on the actual forwarding procedure.
The CBF algorithm consists of two major parts: the forwarder selection de-
termines the next hop best suitable to forward a packet, and the suppression
tries to minimize the chance that more than one hop is selected as the next
hop. In contrast to common position-based routing [135], the forwarder
selection is not performed by the current forwarding hop but by the can-
didate next hops themselves. This is achieved by means of backoff timers
that are dependent on the progress a node is able to offer to a packet. On re-
ception of a packet that has to be forwarded, each candidate next hop starts
a backoff timer before forwarding the packet. The better suited a node is,
the lower will its timer value be. This has the effect that the best-suited
node will win and thus forward the packet, while the others overhear this
transmission and may cancel their backoff timers.
[116] defines the backoff timer duration according to the following func-
tion:
tbackoff(p) = T · (1− p) = T ·
1− √(dx − nx)2 + (dy − ny)2√
d2x + d2y
 , (5.1)
where
(
nx
ny
)
is the position of neighbor n,
(
dx
dy
)
is the position of the desti-
nation, T is the maximum contention delay, and p ∈ [0, 1]. The maximum
contention delay is a protocol parameter that has to be defined when im-
plementing the protocol. Its setting creates a trade-off between a short for-
warding delay and a delay that is long enough to allow a good suppression
of contending nodes.
CBF defines three different suppression methods: basic suppression, area-
based suppression, and active selection. The basic mode does not make any
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arrangements to avoid packet duplications, which may occur if the sup-
pression fails to identify them on time. Especially if possible forwarders
are far apart from each other, they might not suppress each other because
they simply cannot receive each other’s transmissions. The other two sup-
pression mechanisms alleviate the chance of packet duplicates. In order
to achieve this, the area-based scheme defines a forwarding area with the
property that all nodes located in this area are within transmission range of
each other. The maximum area that fulfills this property has the shape of a
Reuleaux triangle [156, 157], which is the intersection of the circles around
the edges of an equilateral triangle with a radius of the side length of the
triangle. Theoretically, all nodes taking part in the contention are able to
suppress each other, eliminating the chance of duplicate packet transmis-
sions altogether.
The third suppression method, called active selection, is a two-phase ap-
proach. Contention is performed as in the basic scheme, but instead of
forwarding the packet, the nodes only send an RTF (ready to forward) noti-
fication back to the previous hop, which may then actively decide on the
next forwarding hop. Having chosen the forwarding hop, the previous hop
sends a CTF (clear to forward) packet. This method is the one most effective
with regard to duplicate suppression, but it introduces an additional delay
and additional control packets.
Our newmulticast protocol is based on the area-based suppression scheme.
Figure 5.1 presents an example of this scheme. It shows a node N that
has to forward a packet to destination D. All nodes located in the white
Reuleaux triangle contend for selection as the best-suited node. Because of
the geometric properties of the Reuleaux triangle, the nodes inside this area
are all at a distance that is at most the radius of the radio distance. They
are able to receive each other’s packets and thus to suppress each other’s
forwarding of a packet. When contention starts, the nodes calculate a timer
value according to Equation 5.1. The node that is located closest to the
destination will win the contention, i. e., will have the earliest timeout and
forward the packet, suppressing the others.
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Forwarding area
D
N
Figure 5.1: The Reuleaux triangle in CBF area forwarding.
5.2.2 Multicast Forwarding
In multicast, things are somewhat different. The destination for a packet
that has to be forwarded is not a single geographic position, rather it is a
list of square-shaped destination areas. If each of the destination squares
is assigned a different Reuleaux triangle as a forwarding area, there will be
as many different forwarding regions as there are destinations the packet is
addressed to. In order to profit frommulticast, i. e., transmit a packet to dif-
ferent destinations that are located in a similar direction only once, CBMF
merges destinations according to the following heuristic: If the destination
square is located to the north of the current node’s square, the resulting
forwarding region is the Reuleaux triangle that is oriented to the north.
Similarly, this holds for squares in the south, east, and west. Destination
squares that are located in between two of these directions are assigned
to the corresponding diagonal Reuleaux triangles north-west, south-west,
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south-east, and north-east. Figure 5.2 shows the described predefined for-
warding areas.
N
NE
E
SE
S
SW
W
NW
Figure 5.2: The predefined forwarding areas in CBMF
The complete multicast data distribution process works as follows: Before
sending a data packet to a certain multicast group, a source locally looks up
the squares that are currently subscribed to this group. It adds the squares
to the packet header and broadcasts the packet to its neighbors. The neigh-
bors receiving this packet are then able to determine whether they are lo-
cated in one of the forwarding areas. This depends on their own position
as well as on the positions of the source and the destinations. The posi-
tions of the destinations in relation to the position of the source determine
the forwarding areas used. For all these areas the neighboring nodes then
check whether they are located in one or two of the areas—since the areas
overlap, it is possible that a neighbor may be located in two areas at once.
In order to perform this check, a neighbor first calculates the corners of
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each area based on the source’s position and the area orientation. Then it
verifies whether its distance to the source, which marks one of the corners,
and to the other two corners is less than the nominal radio range. If this is
the case, the neighbor is located in the corresponding forwarding area. If a
neighbor is in at least one of the areas, it will calculate the backoff time for
each area it is located in according to the following equation:
tibackoff = T ·
(
i
2
+ 1− d(S, F )
r
)
, (5.2)
where i is the number of the forwarding area. The forwarding areas in
which contention will take place are numbered consecutively, starting from
1 for the first of the areas that is located in the north-west, and counting
clockwise up to the area in direction west. Further, T is the maximum con-
tention period, r is the maximum transmission radius, and d(S, F ) specifies
the distance between the two nodes S (the sender) and F (the forwarding
candidate).
The candidate nodes calculate and start their timers upon reception of a
packet. During the first contention period the best-suited forwarder for the
first forwarding area (i = 1) will be selected. Immediately after the end
of the first contention period, the contention in the second forwarding area
that is used (i. e., that has destinations in its direction) starts, and so on.
The difference between Equation 5.2 and the backoff function used by CBF
is the following: While CBF uses the position of the destination node as
a reference for the progress of a node, CBMF has to use a different refer-
ence; remember that packets are not addressed to a single destination that
could be used as a reference. The approach of Equation 5.2 therefore is to
calculate the backoff timer based on the distance of the current node from
the sender of the packet; note that the node must be located in the cor-
rect forwarding region which implies that it provides a progress. A simple
and intuitive way to accomplish this is to set the timer linearly depending
on the distance—as done in Equation 5.2. However, this assumes that the
nodes within a forwarding area are equally distributed over distance. The
distribution of nodes in a Reuleaux triangle in fact corresponds to the arc
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length of the circle describing equidistant nodes around the source node
(see Figure 5.3):
a(d) =
∫ d
xi
√
1− x√
r2 − x2 dx,
where xi is the x coordinate of the intersection points of the Reuleaux tri-
angle and the circle with radius d. r, again, refers to the maximum radio
range and thus to the radius of the Reuleaux triangle.
Figure 5.4(a) plots the arc length a(d) with respect to the distance from the
sender. If we assume that nodes are equally distributed over space, this
means that the longer the arc is, the more nodes there are located at the cor-
responding distance. Since the backoff timer values are calculated based
on the distance, the probability of a collision of two simultaneous transmis-
sions by contending nodes is higher if more nodes are located at the same
distance and thus share the same backoff value. In order to keep the colli-
sion probability low, the backoff timer function must take the probability of
the nodes’ distances into account. This probability can be described by the
cumulative distribution function (CDF), which can be derived from l(d)
by means of integrating. We get Pu(d) (for uniformly distributed nodes),
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shown in Figure 5.4(b). The linear backoff timer function assumes the CDF
described by Pl(d) in the same figure. The fact that the gradient of Pu(d) is
smaller than the gradient of Pl(d) for distances less than approximately 100
meters means that the linear function accounts for more nodes than are ac-
tually present in a network with uniformly distributed nodes. In contrast,
at greater distances fewer nodes are assumed. Nodes at greater distances
provide a greater progress for a packet and will thus calculate a smaller de-
lay. In effect, the linear function leads to more nodes per time interval for
nodes with greater progress and thus to a higher collision probability for
those nodes.
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Figure 5.4: Investigating the backoff function
An alternative to the linear calculation of timer values is the assumption of
a quadratically increasing distribution. This bears the advantage that the
timer value will depend on the square distance. Since distances between
two geographic locations are based on the Euclidean distance, the use of
square distances saves the step of extracting the root in order to retrieve
the distances. Especially for small devices like sensor boards that do not
have a high CPU capacity this can be a good idea.1 The node distribution
that is assumed when using the square distances as a basis for the delay
1On a Texas Instruments MSP430 processor, the duration of the extraction of a root from
a number around 100,000 varies between 67ms and 75ms, depending on the actual num-
ber. These delays and their variance are much too high for the use in a linear backoff func-
tion [118].
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calculation is given as Pq(d) in Figure 5.4(b). The quadratic delay func-
tion grants an even greater part of the backoff interval to the more distant
nodes. This is reasonable because in dense networks there will be many
nodes at great distances that will compete to forward a packet, while in
sparse networks—if there is no node at a great distance—only few nodes
will compete to forward at short distances.
Taking into account that a quadratic delay function has both better sup-
pression properties and less computation complexity, we change the delay
function given in Equation 5.2 to:
tibackoff = T ·
(
i
2
+ 1− d(S, F )
2
r2
)
.
Improving the Timer Efficiency
Having multiple contention periods for each hop on the forwarding path
from the sender to the receivers induces a high end-to-end delay. For
contention-based unicast forwarding in CBF, the authors elaborate on the
trade-off between a low forwarding latency and a better resolution of the
backoff timers, leading to a more efficient suppression of contenders [71].
In the following, we will present a method to reduce the maximum and
expected delay for CBMF.
The time between the answer of the forwarder in one area and the start of
the next contention period is unused. Especially if there is a well-suited
forwarder for one area, it will answer at an early point in time within the
contention period, thereby making the rest of the period dispensable. But
since it may be the case that not all nodes that are waiting to take part
in the following contention periods are aware of this early answer, it is
not possible to shift the beginning of the following contention period to an
earlier point in time.
The idea is now to split the contention periods into two parts. Instead of
performing a complete contention period for each of the different forward-
ing areas, at first only the outer halves of the areas contend, reducing each
single contention period to 75% of the duration. The outer half of a con-
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tention area covers about 68.8%2 of the area of the complete Reuleaux trian-
gle, and the best-suited forwarding candidates are located there. However,
if for any of the contention areas no suitable forwarder could be found,
an additional contention period will follow. During this period all nodes
that are located in the inner parts of the Reuleaux triangles compete for
medium access. Since these nodes are located within a circle whose radius
is half of the nominal radio range, they are able to share a contention period.
This contention period’s duration is a third as long as the other preceding
contention periods, the remaining 25% of the original contention periods.
Thus, the backoff timers can be computed according to the following equa-
tion:
tibackoff =
 T ∗
(
3
4N + 1− d(s,f)
2
r2
)
if d(s, f) < r2
T ∗
(
3
4 i+ 1− d(s,f)
2
r2
)
if d(s, f) ≥ r2
,
where N is the number of contention areas that are actually used for for-
warding.
The inner area is used as a fallback for all outer areas. However, only nodes
located in the respective Reuleaux triangles compete to forward the packet.
Thus, it may happen that more than one next hop has to be chosen. Nodes
that are located in the inner half of the radio range circle around a send-
ing node are always located in two or three Reuleaux triangles at the same
time. Thus, the worst case in terms of the number of forwarding operations
within the inner area is four, i. e., four next hops within the inner area are
able to cover all eight forwarding areas. If this worst case occurs, a packet
will have to be sent four times during the contention period of the inner cir-
cle. The maximum duration of a CBMF contention period for a single area
is between 10 and 20ms, depending on how the value is configured. (Sec-
tion 5.3 will deal with the determination of the optimal value for this pa-
rameter.) The IEEE 802.11 standard [87] recommends a maximum size for
packets of 400 bytes when using a basic rate of 1MBit/s for broadcast, re-
sulting in a maximum transmission duration of 3.5ms. Accordingly, there
is enough time to forwardmultiple copies of a packet during the contention
2See Appendix A for the calculation of this value.
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period in the inner area. Simulations showed that it is not necessary to halt
contention for further forwarding directions during the transmission of the
first packet.
The introduction of two phases for the contention periods significantly re-
duces the worst-case packet forwarding delay. Without this optimization,
the worst-case delay is
twcbackoff = T ·N,
while the optimization leads to a worst-case delay of
twcbackoff = T ·
3
4
N +
1
4
.
E. g., if a packet has to be forwarded three times, and the maximum con-
tention period is set to 20ms, the optimization reduces the worst-case delay
in the forwarding from 60ms to 50ms. If using the linear backoff function
from Equation 5.2, the reduction will even be greater. Instead of 60ms, the
worst-case one-hop delay is then 40ms, which is lower by one third than
without optimization.
5.3 Evaluation
5.3.1 Simulation Setup
In order to evaluate the performance of CBMF, especially with respect to
node mobility, we performed simulations with the network simulator ns-
2 [5]. Since CBMF uses no beacon messages, it has an even lower simula-
tion complexity in terms of generated packets than SPBM. Thus, the argu-
mentation outlined in Section 3.3 does not hold for CBMF either and it is
feasible to conduct the simulation experiments with ns-2. In the following
we describe the scenarios and simulation parameters we used to simulate
CBMF. To compare the performance of CBMF with that of SPBM, we also
conducted the same experiments with SPBM. The MAC layer in all simula-
tions was again IEEE 802.11 with a maximum bandwidth of 2MBit/s. The
transmission power was set to a value that yielded a radio range of 250m.
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In the simulations with mobility, the nodes were moving according to the
Modified Random Direction (MRD) mobility model [160] in a 3-level area
of 1,000m× 1,000m. Note that the mobility model has no effect on the
static scenarios. The difference between MRD and the Random Waypoint
model (RWP) used in the previous chapters is the following: instead of
picking a destination (RWP), the nodes pick a direction and a time how
long to move in the chosen direction (MRD). Acknowledging the results
from [26, 40, 197, 27] we decided to switch the mobility model. The du-
ration of each simulation run was again set to 180 seconds. After a setup
phase of 60 seconds, one sender was sending 60 packets to a group of 10
nodes, at a sending rate of 1 packet per second. The results presented below
show the average over 10 runs with different random seeds.
In all simulations, CBMF used reactive group management as described
in Section 4.2.1, while SPBM used proactive group management. Hence,
the results for mobility include the reactively produced groupmanagement
messages.
5.3.2 Determining the Optimal Contention Period
At first, we will determine a suitable value for the maximum contention
period in CBMF. This parameter influences the end-to-end delay and the
number of packet drops due to collisions during contention. There is a
trade-off between a low delay and a low collision probability, both of which
are desirable.
The results in Figure 5.5 show that at low values for the contention period,
a variation of the value does not impact the end-to-end delay as much as
it does at high values. The reverse holds true for the number of packet
drops. Thus, a good value would be a medium contention period of 15ms.
A period of 10ms would lead to many more collisions and thus to packet
drops, while a period of 20ms leads only to a slight increase of the end-to-
end delay. The simulations described in the following sections will use a
maximum contention period of 15ms.
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5.3.3 Effects of Node Mobility
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Figure 5.6: Packet delivery ratio with respect to mobility
The maximum node mobility in these experiments varied between 0m/s
and 30m/s. The node density was set to 100 nodes/km2, i. e., 100 nodes
were simulated. Figure 5.6 shows the results for the packet delivery ratio.
As can be seen, SPBM suffers a little bit frommobility, and the packet deliv-
ery ratio decreases to approximately 98% at a speed of 30m/s. However,
CBMF is able to retain a perfect delivery ratio even at high speeds. This is
due to two reasons:
(a) The contention-based forwarding is always based on themost current
position information. Thus it does not suffer from stale or missing
nodes in an outdated neighbor table.
(b) The reactive group management updates the membership informa-
tion as soon as a node crosses a square boundary. Hence, all packets
are routed to the squares where receiver nodes reside.
Figure 5.7(a) shows the average end-to-end delay of the data packets. The
delay of SPBM increases with the mobility because of outdated neighbor
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Figure 5.7: Delay and overhead with respect to mobility
tables that lead to unsuccessful MAC layer retransmissions of packets and
finally to the re-addressing of these packets on the network layer. Although
CBMF has a highworst-case delay for each single hop, the end-to-end delay
is still lower than with SPBM.
Another very interesting metrics is the protocol overhead. SPBM has a con-
stant overhead, nearly independent of the mobility. The update messages
of the proactive group management and the announce beacons sum up to
between 10 kB and 15 kB per simulation run. The reactive group manage-
ment used with CBMF produces a linearly growing overhead through up-
date messages that are sent when a group member crosses a square bound-
ary. At speeds below 10m/s, the reactive group management yields a
lower overhead, at higher speeds the proactive management has less over-
head, but this sacrifices the accuracy of the provided data and thus the
overall performance of the routing protocol.
5.3.4 Effects of Node Density
The node density plays an important role when selecting a next hop. A
higher node density means that the probability of a very well-suited next
hop is higher, too. Figure 5.8 shows the packet delivery ratio for an increas-
ing node density. The simulations were performed at a maximum move-
ment speed of 10m/s. At low densities, neither protocol is able to deliver a
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reasonable fraction of the packets. This is not surprising since the network
is likely to be partitioned, and thus not all routes that are required for a
successful delivery to all receivers exist. In scenarios with low to medium
node density, CBMF delivers a significantly higher ratio of the packets than
does SPBM. This is due to the fact that in these scenarios the average dis-
tance between neighboring nodes is higher. Thus, the probability to choose
a node that is located at the border of the transmission range is higher. And
in SPBM, that node could havemoved out of the transmission range during
the last beacon period. CBMF, however, alway uses the current positions
and is able to profit from far-away nodes yielding a better progress. In high
density scenarios, SPBM is able to catch up with CBMF.
5.4 Conclusions
In this chapter we presented CBMF, a contention-based multicast forward-
ing algorithm. It is based on the group management of SPBM (see Chap-
ter 4), inheriting the scalability with respect to the group size. The main
problem of SPBM is its behavior in highly mobile networks. With CBMF
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we addressed this problem and created a position-based multicast proto-
col that is independent of mobility. The choice of the next hops is trans-
ferred to the candidate next hops. They contend in order to determine the
best-suited next hops for a packet. Simulations show that at any speed
up to 30m/s, all packets are successfully delivered. Furthermore, CBMF
improves the routing in sparse networks by using the the most up-to-date
position information available.
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CHAPTER6
Backpressure Multicast
Congestion Control
In this chapter, we consider the problem of congestion control for multicast
traffic in wireless multihop networks. We propose to apply a congestion
control concept which is tailored to the very special properties of the wire-
less multihop medium: implicit hop-by-hop congestion control. The idea,
so far only having been considered for unicast traffic, is here generalized
to multicast. We implement it in the Backpressure Multicast Congestion
Control (BMCC) protocol [165], with a focus on how to realize it in com-
bination with geographic multicast routing in the Scalable Position-Based
Multicast (SPBM) protocol (see Chapter 4). Our evaluation points out a
number of highly desirable properties of the proposed scheme. In partic-
ular, it achieves and maintains high throughput and high packet delivery
ratios at low packet latencies, even in the presence of significant network
load.
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6.1 Introduction
MANETs use a shared broadcast medium. All the nodes within a collision
domain share the medium capacity, which is therefore a scarce resource.
The multicast protocols presented in this thesis so far help to conserve re-
sources when delivering data to multiple destinations. A shared broadcast
medium, however, is also much more prone to network congestion than,
for example, traditional wireline networks. Reducing the number of trans-
missions required to deliver the data to all receivers is therefore only half
the battle. Especially in wireless multihop networks, it is also absolutely
vital to efficiently control congestion to prevent a congestion collapse.
In this chapter, we propose a novel congestion control scheme for multicast
in mobile ad-hoc networks. While generally exhibiting very competitive
performance, it focuses particularly on the most demanding class of appli-
cations: those depending on very low packet latencies in combination with
high packet delivery ratios.
Our protocol is based on implicit hop-by-hop congestion control, which is a
paradigm introduced in the Cooperative Cross-layer Congestion Control
protocol (CXCC) [164], but which thus far only has been considered for uni-
cast traffic. CXCC combines simple packet scheduling rules and medium
overhearing to implement backpressure with very short queues in the in-
termediate nodes. What we will describe here is how these concepts can
be applied to multicast traffic. Since implicit backpressure is the key con-
cept in our protocol, we call it Backpressure Multicast Congestion Control
(BMCC).
We focus on an implementation of BMCC in combination with Scalable
Position-Based Multicast (SPBM) (see Chapter 4). Implementing conges-
tion control over such a scheme is particularly challenging: The source
node has neither information on the continuously changing topology of
the multicast tree nor on the number of group members. But BMCC not
only works for SPBM, it can be used whenever a multicast routing protocol
guarantees that forwarders know their set of next hop nodes in the multi-
cast distribution tree. This holds for SPBM and also for a large variety of
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other multicast routing approaches. Therefore, the ideas and concepts in-
troduced here are not specific to SPBM. CBMF, however, performing much
better in the presence of mobility, does not meet this requirement.
In our evaluation, we assess the performance obtained with BMCC using
ns-2 simulations. We compare it to plain SPBM, to a variant of SPBMwhich
is also introduced here, and to ODMRP [122]. The results of the simulations
underline the very good performance of our approach.
6.2 Related Work
While multicast routing for mobile ad-hoc networks has received some at-
tention over the last years (see Chapter 2), congestion control for this type
of traffic in a wireless multihop environment has only been studied spo-
radically.
In [174] the MANET multicast protocol ODMRP is evaluated with a differ-
ent MAC protocol than IEEE 802.11. Congestion control in that approach
is performed in an end-to-end fashion. Explicit notifications inform the
sender about the average load on the used links. The authors propose to
use an explicit procedure (that further increases the load in the network)
and argue that a backpressure mechanism would react too slowly. Our
protocol, however, proves the opposite, reacting virtually immediately if
the forwarding of a packet is delayed.
Similar to the above approach, Tang et al. [176, 175, 177] introduce an end-
to-end congestion control protocol for multicast traffic. The authors pro-
pose to use negative acknowledgments to detect congestion. The sender
reacts by reducing its rate until one affected receiver acknowledges a recep-
tion explicitly. Rajendran et al. [155] also use end-to-end rate adaptation.
In addition, in anticipation of upcoming congestion they employ a local re-
pair strategy that allows the retransmission of lost packets by intermediate
nodes, thus reducing the amount of explicit congestion notifications. Both
approaches, however, depend on feedback from the group members, gen-
erating a substantial amount of feedback traffic. Our protocol builds up
backpressure immediately and locally, and avoids explicit feedback.
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In [24, 25, 23], Baumung proposes a congestion-controlled multicast over-
lay for MANETs. Besides using a local recovery strategy to overcome
packet losses, hierarchical aggregation of acknowledgments provides the
source with feedback on the progress of the worst receiver. This feedback
is then leveraged for congestion control. This approach is well-suited for
overlay multicast, abstracting from the underlying network. However, de-
tecting packet loss at the receivers and propagating the aggregated feed-
backmay take a significant length of time. This is avoided by our approach.
Peng and Sikdar propose a congestion control scheme for layered multi-
cast in MANETs [150]. In their protocol, multicast layers are blocked and
released in intermediate nodes, based on the observation of per-link out-
put queue lengths and throughput measurements. Thus it is not possible
to make adjustments finer than a whole layer. The scheme also does not
take into account all aspects of the shared medium: Links are considered to
be heterogeneous and lossy, but independent of each other in terms of ca-
pacity. The packets of a blocked layer are still delivered to the blocking in-
termediate node and dropped there. This wastes valuable shared medium
capacity in the bottleneck area. These problems do not exist in our protocol.
Substantial work exists in the area of MAC layer multicast in wireless envi-
ronments. It does not deal with congestion control for multihop multicast
traffic, but with delivering a packet to multiple (local) receivers. As one
amongst other aspects, our scheme also has to address this question. A
typical example is the Multicast MAC (MMAC) protocol [77]. In MMAC,
the receivers of a transmission are listed in the packet header. Each of them
acknowledges the successful receipt, in the order given by their index po-
sition in the header. In [93], a scheme is introduced which transmits a data
packet to up to four receivers at once, and collects acknowledgments from
them; for more than four addressees, clusters of at most four nodes are
formed, and the packet is transmitted separately to each cluster. This pa-
per also provides a broader overview of the area. We consider single-hop
delivery to multiple addressees in a larger context, conjointly with multi-
hop backpressure. This allows a different view of the problem. All previ-
ously proposed approaches result in significant control overhead, like, e. g.,
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round-robin polling of all destinations, or many additional feedback fields.
None of this is necessary in our approach.
6.3 Implicit Hop-by-Hop Congestion Control
BMCC extends the approach of implicit hop-by-hop congestion control to
multicast. This concept has been introduced with CXCC [164], a cross-layer
unicast congestion control protocol. Its key concept states that for each
end-to-end connection an intermediate nodemay only forward a packet to-
wards the destination after its successor along the route has forwarded the
previous one. This creates a backpressure mechanism reacting very rapidly
and effectively avoids excessive packet inflow into congested network ar-
eas. It hence recombines two functions traditionally located on the MAC
and transport layers: single-hop reliability and congestion control. The
concept is termed implicit hop-by-hop congestion control because there are
no explicit congestion feedback messages and no dedicated mechanisms
for congestion detection, nor are any windows or rates maintained. Con-
gestion control itself is thus not an action that is performed by the nodes of
the network, but an implicit effect of the packet forwarding rules. In CXCC,
there are no multihop control packets at all.
CXCC obtains the information when a successor has further forwarded
a packet by overhearing the channel (passive or implicit acknowledgment,
see [102]). Until a further forwarding by the downstream node is heard,
the respective connection is “blocked”: No further packets originating from
this sender and addressed to this receiver may be transmitted. This is de-
picted in Figure 6.1(a). Overhearing then serves two purposes at once: It
constitutes an implicit acknowledgment, indicating the successful recep-
tion by the downstream node, and it also allows forwarding of the next
packet. The final destination acknowledges the packet explicitly in that
there is no next hop.
The overheard feedback on the successful reception of a packet by the next
hop node may arrive with substantial delay. Immediate feedback is not re-
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quired by CXCC, the protocol is built to deal well with such asynchronous
feedback. This design principle is called soft timing.
However, wireless connections are potentially error-prone. The reception
of a transmission by the successor along the route may fail, for example
due to a collision, as it is shown in Figure 6.1(b). In CXCC, if a packet is not
forwarded and thereby implicitly acknowledged after some time, a Request
For Acknowledgment (RFA) packet is sent, a small control packet containing
just enough information to identify the packet it refers to. Upon reception
of an RFA, a node checks whether it has received the respective data packet.
If not, it reacts with a Negative Acknowledgment (NACK), thereby triggering
a retransmission. The RFA handshake avoids unnecessary payload retrans-
missions.
The transmission might also have been successful, but perhaps the implicit
acknowledgment could not be overheard, like in Figure 6.1(c). The sending
node cannot distinguish this situation from the previous one, and will send
an RFA. The next hop node, however, is able to detect the difference. It then
is aware that the implicit ACK has been lost. If no further (re)transmissions
of the packet are pending and thus there is no possibility to acknowledge
the packet implicitly later, this node will send an explicit acknowledgment
to resolve the situation.
Finally, the forwarding may be delayed by contention or backpressure. In
case of a very long such forwarding delay, an RFA might be sent for a
packet. From a congestion control perspective, the reception of an RFAmay
then simply be ignored. Neither is a retransmission (triggered by a NACK)
necessary, nor may the packet be acknowledged through an explicit ACK.
This is undesirable since it would also release the backpressure.
If the receiver has moved out of range and the implicit acknowledgment
is thus lost, the sender retries sending a predefined number RFAs before it
notifies the routing protocol about the unreachable forwarding node. The
routing protocol then determines how to proceed.
CXCC allows only one untransmitted packet to be queued in every inter-
mediate node along the route. Note that this actually suffices not to waste
any capacity: Since the shared medium enforces a local serialization of
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Figure 6.1: Packet forwarding with the CXCC protocol
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transmissions, one packet per hop allows enough parallelism to make full
use of the available bandwidth. Furthermore, CXCC does not increase the
delay of the data stream since the first packet of a stream is forwarded as
fast as without using CXCC and the remainder of the stream will use the
full available bandwidth.
6.4 Backpressure Multicast Congestion Control
The central difference between unicast and multicast from the perspective
of packet forwarding is that in unicast each forwarder has exactly one next
hop node, while with multicast there may be more than one. Essentially,
each packet is forwarded along a tree of nodes, originating at the source
node. Therefore, in order to apply implicit hop-by-hop congestion control
to multicast traffic, we need to generalize the implicit feedback concepts to
that situation. This generalization forms the core of BMCC.
6.4.1 Packet Forwarding with Local Broadcasts
Implicit hop-by-hop congestion control exploits the local broadcast prop-
erty of the wireless medium by not using explicit feedback, but instead
gathering information through overhearing. SPBM as described in Chap-
ter 4 uses unicast to accomplish the packet forwarding. Here, we follow the
approach of transmitting the payload of a packet directed to multiple next
hops only once by using MAC layer broadcast.
As a first step, we introduce a corresponding, alternative method of packet
forwarding in SPBM, called Broadcast SPBM (SPBM-BC). The group man-
agement and the selection of the next hops are done as described in Chap-
ter 4. But instead of a separate unicast transmission for each next hop, a
single broadcast transmission is used for all of them. The forwarding node
adds all designated next hops to the packet header, including for each a
list of destination squares. When the packet is sent via MAC layer broad-
cast, all neighbors receive it and check whether they are contained in the
list of designated next hops—if not, they discard the packet. This proce-
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dure is complemented by implicit acknowledgments: If the original sender
does not overhear the retransmission of a packet from all of the designated
next hops, it will rebroadcast the packet after removing all next hops from
the header that have already successfully acknowledged the packet. This
mechanism replaces theMAC layer acknowledgments and retransmissions
of IEEE 802.11 unicast.
SPBM-BC is the basis for SPBM with Backpressure Multicast Congestion
Control, but it will also serve as a benchmark: SPBM-BC will show us the
performance that can be obtained by using local broadcasts and implicit
acknowledgments without BMCC’s backpressure mechanism.
To avoid parallel medium access attempts bymultiple addressees that want
to forward the packet, a node waits a random backoff time before it trans-
mits. Multiple next hop nodes may not all be within mutual communica-
tion range, but it is reasonable to assume that they are often within car-
rier sense range. In combination with carrier sensing and medium access
backoff, the jittering desynchronizes the responses, thus avoiding the syn-
chronization problem. This solution matches the soft timing principle very
well, avoids complex coordination, and saves significant overhead.
6.4.2 Backpressure with Multiple Next Hops
By not allowing the transmission of a subsequent packet before its prede-
cessor has been forwarded by the next hop, CXCC builds up backpressure.
This guarantees that a downstream bottleneck rapidly propagates back-
wards along the route towards the source. In BMCC, we apply the same
concept, but along a tree structure. We strive for high packet delivery ra-
tios to all receivers in this tree, i. e., towards all leaves. As a consequence,
we need to adjust the source data rate to the tightest bottleneck in the for-
warding tree. In other words, we need to ensure that the data inflow into
any branch does not exceed the bottleneck capacity within that branch.
In this form, the schemewill be susceptible to the well-known “crying baby
problem” [85]. If one group member has a particularly bad connection, this
will result in a reduction of the service quality for all other group members.
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We will devise a way to deal with this effect later. For now we concentrate
on a backpressure protocol that adjusts the source data rate to the tightest
point in the multicast tree.
BMCC achieves the desired congestion controlling behavior by generaliz-
ing the CXCC backpressure rule in the following way: The next packet may
only be forwarded if all the next hop nodes for that packet have forwarded
the previous one. Similar to the backpressure building up backwards along
the route with CXCC, this rule in BMCC results in backpressure along the
tree. Thereby, packets that are not able to traverse the network will not be
allowed to leave the source node. This implicitly regulates the source data
rate, and it keeps the queues in the intermediate nodes extremely short.
Each forwarder can queue at most one untransmitted packet. The source
node can also communicate the backpressure to the application. This al-
lows to adapt the packet generation to the medium’s situation, for example
by adjusting the bit rate dynamically.
Since transmissions in BMCC are directed towards a set of next-hop nodes,
the situation is significantly more complex than in the single next-hop case
of unicast forwarding. Each single next-hop node may have received the
transmission correctly or not. If the packet has been received correctly, each
of the next hops may already have forwarded it again or might still have
held it back due to backpressure. Finally, for each successor having for-
warded the packet, the implicit acknowledgmentmay have been overheard
or not. The central challenge in BMCC is to deal with this additional com-
plexity efficiently while following the principles of implicit feedback and
soft timing, and avoiding unnecessary control traffic.
To tackle this challenge, a forwarding node in BMCC keeps track of the
list of next hop nodes from which an acknowledgment has not yet been
received. After transmission of a packet addressed to a set of one or more
next hops, this list is initialized to contain all these next hops. If an implicit
(or explicit) acknowledgment from one of them is detected, the respective
node is removed from the list. The transmission of the subsequent packet
is not allowed until the last entry has been removed from the list.
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If acknowledgments are missing for too long a time, a generalization of
CXCC’s RFAs is used. Analogous to data packets, RFAs in BMCC are di-
rected to awhole set of next hop nodes: They address all the next hop nodes
from which an acknowledgment is still missing. The addressed forwarders
may then decide individually whether they should react with an explicit
ACK or NACK.
A number of optimizations is possible to exploit the information contained
in these handshakes most effectively. Since a single next-hop node that did
not receive the data packet already necessitates a retransmission, it is not
necessary to wait for feedback from all nodes if a NACK from this single
node is received. Instead, an immediate retransmission of the data packet
to the nodes from which acknowledgments are missing is triggered. Ide-
ally, this makes the transmission of further NACKs by other next hop nodes
unnecessary. Furthermore, such a retransmission may also fulfill the pur-
pose of an RFA for nodes that have already received and forwarded the
packet. If their forwarding has not been overheard by their predecessor,
they will be addressees of the retransmission. They can easily detect this
situation and repeat the lost feedback by means of an explicit ACK.
Like for the packet transmissions themselves, a possible synchronization
of the answers to an RFA needs to be considered. If multiple addressees
all access the medium immediately after receiving the RFA, this will cause
severe collisions. For this reason, such reactions by forwarders, just like
forwarded data packets, are sent with artificially generated jitter.
The design of BMCC is of course a trade-off. The protocol needs to keep
track of the receivers from which no acknowledgment has yet arrived, con-
struct RFA packets, etc.; this requires little, but not totally negligible storage
and computational effort. However, BMCC is tailored to wireless multihop
networks, and there the trade-off between computation power and com-
munication bandwidth is very different from the situation in, for instance,
high-speed Internet routers. We consider the—still limited—additional ef-
fort in the intermediate nodes appropriate because it helps to use the scarce
MANET bandwidth more efficiently.
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6.4.3 Dealing with Unavailable Next Hops
In order to perform effective congestion control, backpressure should be
maintained as long as the downstream nodes are not able to forward the
previous packet. However, indefinite waiting for an implicit acknowl-
edgment from a downstream node which is no longer reachable must be
avoided. Such a node will obviously not react to RFAs. But since this
also applies to a node retaining a packet due to backpressure, a lightweight
mechanism is needed helping to distinguish these two cases.
SPBM already provides a basic solution to this problem: If no more up-
date beacons from a neighbor are received over some time, it is considered
unavailable. But due to the relatively low beaconing frequency, this mecha-
nism reacts rather slowly. In BMCC, we speed up the detection of no longer
available next hops by using keepalive (KAL) packets. A KAL is a small con-
trol packet sent if an RFA is received for a packet which has arrived, but is
currently being held back due to backpressure. It may also be sent immedi-
ately, i. e., without waiting for an RFA, when a new packet is received from
the previous hop, but an acknowledgment for the preceding one has not yet
been received. The KAL indicates that its sender is reachable, but it does
not release the backpressure. With this extension, the link to a next hop
node may be considered broken if the number of consecutive unanswered
RFAs exceeds a certain threshold.
While at a first glance the additional feedback messages seem to increase
the protocol overhead in a situation in which the medium’s bandwidth is
particularly scarce, they can in fact help to reduce the total amount of control
traffic. The reception of a KAL indicates that backpressure definitely exists.
Consequently, RFAs are then sent less aggressively, resulting in a lower
overall network load.
6.4.4 Handling Inhomogeneous Receivers: Backpressure Prun-
ing
One issue mentioned earlier still deserves attention: BMCC will adjust the
data rate to the tightest bottleneck in the multicast tree, i. e., to the slowest
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receiver. While this is necessary in order to achieve high delivery ratios at
all receivers—and might well be desirable in certain usage scenarios—, it is
susceptible to the “crying baby problem”. If there is one groupmember that
is particularly hard to reach, this will thwart a higher data rate to all other
receivers. It is thus of interest to see whether a variant of BMCC can be built
that behaves differently in this regard: Is it possible tomodify the algorithm
to adjust the inflow into each branch of the multicast tree to the highest
rate sustainable by at least one receiver in that branch, thus maximizing
the throughput to each individual receiver? Depending on the application,
the version described above or such a variant may be favorable.
However, due to the shared broadcast medium the rates to the receivers
cannot be individually and independently maximized. For clarification, let
us consider two simple examples in a scenario as depicted in Figure 6.2.
There is one sender and two receivers. While receiver 1 is directly reach-
able from the source, receiver 2 is further away. In the first example, there
is no additional traffic in the network. Transmissions from the source to
receiver 1 are affected by transmissions made by at least the first two for-
warders towards receiver 2, because of the shared medium and carrier
sensing at the source node. BMCC aims at high packet delivery ratios to
all receivers. The backpressure rule as presented above will achieve the fol-
lowing: It will always allow to forward a packet towards receiver 2 before
the next packet enters the network—even though this reduces the through-
put to receiver 1. Ideally, receiver 1 should not receive data at a higher rate
if this comes at the cost of receiver 2’s rate.1 If aiming to achieve fairness
among multiple receivers and high packet delivery ratios, this is generally
the desired behavior.
1This is actually related to the notion of max-min-fairness, which states that a resource
allocation is max-min-fair if increasing the share of any component is possible only at the
cost of decreasing the share of an already lower component (for an in-depth discussion in
the networking context see, e. g., [154]). We do not claim that the variant of BMCC to be
introduced now will guarantee max-min-fair bandwidth allocations—due to the complex-
ity and stochastic nature of a wireless multihop environment such a guarantee is hardly
possible. But we aim for a heuristic that follows this general idea.
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Sender
Receiver 1
Receiver 2
Figure 6.2: Simple scenario with unequal receivers
As a second example, let us consider a situation in which the medium
around receiver 2 is severely congested. Then, backpressure towards the
sourcewill build up, and forwarding of packets along the route to receiver 2
may be substantially delayed. But this behavior can result in substantial
underutilization of the medium around the source and receiver 1. Depend-
ing on the application, it may be desirable to use such otherwise unused
medium bandwidth to forward additional packets to more easily reachable
receivers. Nonetheless, only those packets should enter the network for
which the bandwidth towards at least one receiver suffices.
We will now present a modification of the backpressure rule of BMCC that
is able to yield just these effects. We call it BMCC with backpressure pruning
(BMCC-BP). This backpressure pruning mechanism allows branches to be
cut off if they contain backpressure. It makes use of the keepalive packets
introduced above to improve detection of unavailable forwarders. Recall
the conditions under which a KAL packet is sent: backpressure situations,
when the forwarding of packets is delayed. Thus, the reception of a KAL
from one next hop node indicates that the respective subtree is currently a
bottleneck.
In standard BMCC, a nodemust wait for all next hop nodes to acknowledge
the packet (neglecting, for simplicity of discussion, possible unavailable
next hop nodes). BMCC-BP replaces this with a slightly more complex rule
set as follows. A node may stop further attempts to deliver a packet to all
next hop nodes if
1. at least one next hop node has acknowledged the packet,
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2. a KAL has been received from all other next hops, and
3. a subsequent packet is already available for forwarding.
At the source node, the latter criterion is fulfilled if the application has al-
ready generated a subsequent packet which is waiting in the queue. In in-
termediate nodes, it holds as soon as a follow-up packet has been received
from the upstream node. This may happen when the upstream node, in
turn, has received at least one implicit or explicit ACK and KALs from all
its remaining next hops.
The first backpressure pruning criterion guarantees that each packet will
eventually arrive at at least one receiver: If one next hop node has acknowl-
edged the packet, this implies that it has been forwarded into at least one
branch. Packets will thus still not enter the network at a rate higher than
what can be sustained by the fastest group members. The second criterion
antagonizes the choking of the bandwidth in other branches by providing
each next hop with a chance to access the medium and thus at least with an
opportunity to forward a packet.
Backpressure pruning may result in situations where a node receives a
follow-up packet before it has attempted to forward the previous one. In
this case, it should drop the previously received packet (for which it has
sent a KAL), and instead enqueue the newly received one.
Figure 6.3 shows an exemplary sequence diagram with a sender and two
receivers for a situation where the described criteria apply. Receiver 1 is
able to receive all data packets, while on the path to receiver 2 a packet gets
lost. Although the sender does not receive an acknowledgment for the sec-
ond data packet from the next hop towards receiver 2, it continues sending
the third packet. Since it received a KAL from forwarder 1, it is aware that
there is backpressure in the right branch and keeps on sending packets for
the faster receiver 1. Upon receiving the third data packet, forwarder 1 will
drop the second one and enqueue the third one instead. Note that the first
data packet, which is currently being handled, will not be dropped.
Summarizing so far, BMCC, as originally introduced, is designed to result
in an adjustment of the source data rate to the tightest bottleneck in the net-
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Figure 6.3: Packet forwarding with backpressure pruning
work. This ensures high delivery ratios whenever possible. BMCC-BP is in
some sense complementary: It is built to deliver the maximum individu-
ally sustainable rate to each receiver, accepting that not all receivers will
necessarily receive the same set of packets, as long as this does not come
at the cost of other branches of the tree. Both adjust the rates of the source
and those of intermediate nodes without explicit rate feedback andwithout
multihop control packets, by using implicit backpressure.
6.5 Evaluation
For the evaluation we implemented SPBM with BMCC and BMCC-BP in
the network simulator ns-2.30 [5]. As a comparison, we used the plain
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(unicast) version of SPBM as described in Chapter 4, the broadcast version
introduced in Section 6.4.1, and an implementation of ODMRP [122] that
was originally obtained from [6], ported to ns-2.30, and optimized as de-
scribed in Section 4.3.1. For the results presented below, we simulated a
network area of 1400m× 1400m with a total of 196 nodes (which corre-
sponds to a node density of 100 nodes per square kilometer). Each data
point is an average of multiple simulation runs in different scenarios. One
multicast group was defined with two senders and ten receivers; thus, two
independent multicast trees were used in parallel. We consider scenarios
with and without node mobility. The source applications generate data
packets with 64 bytes of payload at an increasing rate between 1 and 50
packets per second, or the highest frequency at which packets are able to
leave the source node, whichever is lower. While BMCC can provide fine-
grained feedback to the application about when packets may be sent, the
other protocols used here are not able to generate such feedback. By ac-
counting only for packets that are able to leave the source, we thus avoid
distortions of the results for the other protocols and keep the comparison
fair.
6.5.1 Delivery Ratio and Throughput
Shown in Figure 6.4 is the packet delivery ratio achieved by the different
protocols in a static setting without mobility. A value of 1 means that all
packets that leave the source nodes arrive successfully at each receiver. Ad-
justing the source rate in order to allow for high packet delivery ratios was
a main design goal of BMCC. The results show that it has been achieved.
At packet generation rates below 20 packets per second, the delivery ratios
of unicast SPBM and ODMRP are very similar, with slight advantages for
SPBM. For higher rates, ODMRP delivers a greater fraction of the pack-
ets. However, the fact that the delivery ratio continuously decreases for all
three shows that more and more packets are able to leave the sources, but
then do not make it to the receivers. Interestingly, the broadcast version
of SPBM with implicit acknowledgments does not reach the performance
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level of unicast SPBM—although it theoretically needs fewer packet trans-
missions. Obviously, it is not enough to use implicit acknowledgments on
the network layer. It is the backpressure mechanism in BMCC that turns
the balance. It is able to outperform all others and reach delivery ratios
very close to 100% at all sending rates. This shows that the congestion con-
trol mechanism successfully regulates the source rate. The sending nodes
only put on air as many packets as the network is able to deliver. Thus,
the protocol is able to maintain high delivery ratios even for high packet
generation rates.
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Figure 6.4: Packet delivery ratio at an increasing packet generation rate
In Figure 6.4, there is barely a visible difference between the results for
standard BMCC and those for BMCCwith backpressure pruning. This will
likewise be the case in all our other random topology simulations. As we
will soon demonstrate, the reason is not that the protocols generally be-
have identically; the effect is rather caused by the relative homogeneity of
the receivers and therefore the load distribution in these networks. There
seems to be virtually no free medium capacity that could be used to de-
liver data faster to certain receivers, without at the same time negatively
affecting others.
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Figure 6.5 shows how the packet delivery ratio develops in the presence of
mobility. In these simulations, the nodes move according to the Modified
Random Direction (MRD) mobility model [160], at a maximum speed of
5 meters per second and a pause time of 10 seconds. Data are again gen-
erated by the source applications at varying rates. It can be seen that the
relative performance of the protocols remains largely unchanged, all deal
reasonably well with moderate mobility—losing only a few packets. Rapid
topology changes cause inconsistencies in SPBM’s routing tables, and thus
also affect SPBM with BMCC. At low packet generation rates, ODMRP
slightly outperforms BMCC. But starting at 15 packets per second, the
highest packet delivery ratio is consistently obtained with BMCC.
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Figure 6.5: Packet delivery ratio in mobile scenarios (maximum speed: 5m/s)
Avery high packet delivery ratio could of course be achieved relatively eas-
ily if the total number of packets in the network is kept at a low level. Fig-
ure 6.4 only shows that almost all out of a so far unknown number of pack-
ets leaving the source do arrive with BMCC. We therefore have to consider
these results in conjunction with the obtained data rate. Figure 6.6 presents
the average data rate received by the group members. For packet genera-
tion rates of up to 15 packets per second, all examined protocols are able
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to deliver all the data produced by the applications. Since each data packet
carries 64 bytes of payload, the resulting optimal data rate is 1,280 Byte/s at
10 packets per second from two senders. The simple broadcast version of
SPBM (SPBM-BC) breaks first. Starting at 10 packets per second, its good-
put increases much less than the data generation rate. Plain SPBM and
BMCC show similar trends at different levels: the goodput grows up to a
certain saturation and stays at the same level for all higher packet genera-
tion rates. While the unicast version of SPBM delivers on average around
2.3 kB/s, BMCC regulates the source rates to a level of 2.8 kB/s of goodput.
ODMRP delivers higher data rates starting at 33 packets per second. This,
however, comes at a high cost: Not only does ODMRP, as seen before, then
lose at least 20% of the packets. As we will soon see, it also allocates re-
sources unfairly, preferring near-by receivers, burdens the network with a
heavy traffic load, and suffers from high end-to-end delays.
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Figure 6.6: Receiver data rate in static scenarios
Figure 6.7 shows the average receiver data rate for mobile scenarios, i. e.,
the bandwidth at which data arrives at the receivers. Again, BMCC
achieves a perfectly shaped throughput curve. As can be seen, ODMRP
is nearly unaffected by mobility. The variants of SPBM, including BMCC,
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achieve lower rates in the presence of mobility. Starting from the point
where ODMRP achieves higher data rates, it also—as described above—
exhibits decreasing packet delivery ratios. In Chapter 4, it has already been
shown that SPBM suffers from mobility because of its group management.
Nevertheless, with BMCC, it is able to keep up high delivery ratios.
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Figure 6.7: Receiver data rate in mobile scenarios (maximum speed: 5m/s)
A considerable benefit of using a congestion control scheme like BMCC
is that feedback on the sustainable rate to the application is possible. In
contrast to approaches where a substantial fraction of the packets leaving
the source node are lost in the network, this allows for an adaptation of the
application behavior to the network’s capabilities.
6.5.2 Fairness between Senders
The previous evaluation raises the question why BMCC does not achieve
the somewhat higher data rates obtained with ODMRP if the network is
seemingly able to support them. The key to understanding this property
lies in the vastly different effort that is required to deliver a packet to differ-
ent receivers, depending on their distance from the source. It is much more
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resource intensive to bring a packet to a distant receiver than to one close
by. A high data rate might simply be obtained by preferring transmissions
over shorter distances. This issue is closely related to the fairness among
senders: Do receivers preferably receive packets from closer source nodes?
In order to analyze this aspect, we look at the distribution of packet sources
amongst the packets arriving at the receivers, with an increasing number of
senders in a multicast group. To quantify the fairness of this distribution,
we use Jain’s fairness index as introduced in [92]. This index establishes
a measure of the fairness of resource allocation in a multi-user system. It
yields a value between 0 and 1, where 1 means perfect fairness and 0 is ap-
proached if one out of more andmore participants is assigned all resources.
The fairness index is defined as
(
∑n
i=1 xi)
2
n ·∑ni=1 x2i ,
where xi is the resource share assigned to the i-th participant.
Here, we apply Jain’s fairness index to the packet counts received from
each source, thereby gaining a fairness value for each receiver. In our case
xi is the number of packets received from the i-th source. In Figure 6.8,
the average of the resulting index values for all receivers is shown, for an
increasing number of senders. ODMRP achieves better fairness than does
plain unicast SPBM. Broadcast SPBM does not meet the performance of the
unicast version in this metrics either. But BMCC again clearly outperforms
ODMRP. Herein lies the reason why BMCC does not allow higher data
rates: These seem possible only at the cost of increased unfairness.
6.5.3 Delay and Protocol Overhead
Another important metrics of protocols is the overhead incurred by their
use. This is related not only to the efficiency of the medium use by the
protocol, but also to the energy consumption caused by the transmissions.
Figure 6.9 shows the average total amount of data that has been transmit-
ted on the physical layer during one simulation run. ODMRP has the high-
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Figure 6.8: Jain’s fairness index for packet distribution over senders
est resource requirements. The reasons lie in the structure of the protocol.
ODMRP floods data packets through the whole network on a regular ba-
sis, and it uses redundant paths in a mesh structure, both of which result
in a higher number of transmissions. The broadcast and unicast version
of SPBM produce similar amounts of data on the physical layer. If local
broadcasts are used with SPBM without employing BMCC’s backpressure
mechanism, even somewhat more bandwidth will be needed, instead of
saved. This results from the high number of retransmissions performed in
this approach. The backpressure mechanism of BMCC, because of its effec-
tive ways to avoid unnecessary retransmissions, is once again able to turn
this into the opposite, avoiding unnecessary control traffic and retransmis-
sions. One could ask why BMCC does not utilize more of the bandwidth
(given that ODMRP is able to). But ODMRP only manages to put such
high amounts of data on the medium because it regularly floods the whole
network and thus also delivers data packets to nodes that are located in
regions where no receiver is around.
Last but not least let us have a look at the end-to-end delay. Figure 6.10
depicts the average end-to-end delay of all delivered data packets, from
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Figure 6.9: Data transmitted on the physical layer
the time the packet leaves the source node until the time it arrives at the
receiver. Again, up to a packet generation rate of 15 packets per second
in each source, all protocols deliver the packets with sufficiently short de-
lays. At higher data generation rates, only BMCC is able to maintain short
packet latencies. The other protocols delay the packets for up to two to four
seconds, which is definitely unacceptable. This problem stems from long
queues building up in the intermediate nodes, a problem avoided in BMCC
by the very design of the protocol, which implies very short queues. Note
that the unstable results for SPBM-BC at high packet generation rates stem
from the fact that the protocol does not behave stable at these rates and the
results thus show a high variance.
6.5.4 Backpressure Pruning
So far, it seemed that backpressure pruning does not have any noteworthy
effect. This, however, is not true. The impression is a result of the relative
homogeneity of the so far considered settings. To analyze the behavior of
BMCC-BP in a scenario in which a difference must clearly appear, we use
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a simple static topology similar to the one depicted in Figure 6.2. Based
on an equidistant chain topology, the nodes are set up such that the source
is a direct neighbor to one receiver, R1, while a second one, R2 is seven
hops away. An additional interfering data stream transmits packets contin-
uously in the neighborhood of this second receiver. The source node again
generates data packets at an increasing rate.
We analyze the packet delivery ratio as well as the data rate for each re-
ceiver separately. This allows a detailed analysis of the operation of BMCC-
BP. The respective results are depicted in Figure 6.11. There are six curves,
describing the results for ODMRP and for the two BMCC variants. For
improved readability of the charts we omit the results with SPBM. Not
surprisingly, all protocols are able to transmit packets with a high delivery
ratio to the first receiver. BMCC, aiming at the maximum possible fair-
ness, notices the congested area via its implicit backpressure mechanism
and thus maintains a high delivery ratio also towards the second receiver—
which is possible only at a limited rate for both receivers. ODMRP, lacking a
mechanism to deal with such a congestion situation, results in a high num-
ber of packets lost on the path to the second receiver; the first receiver gets
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Figure 6.11: Results for receivers R1 and R2 in a simple static scenario with
congestion at R2
130
6.6. CONCLUSIONS
packets at a high data rate, while the second receiver is generally cut off.
The backpressure pruningmechanism in BMCC-BP handles the congestion
situation correctly. It reduces the data rate to the second receiver (and thus
the packet delivery ratio) without affecting the ability of the non-congested
receiver to receive more packets.
6.6 Conclusions
In this chapter, we have proposed a novel way to effectively control conges-
tion ofmulticast traffic inwirelessmultihop networks. Our scheme is based
on implicit feedback, establishing multihop backpressure through simple
packet forwarding rules. It solves single hop reliability and implicit mul-
tihop backpressure congestion control conjointly, thereby avoiding many
unnecessary control messages and packet retransmissions.
A concrete simulation of the approach in combination with the geographic
multicast routing protocol SPBM exhibits superior performance, demon-
strating the effectiveness of the source rate limitation. Two flavors meet
different demands: Adapting to the slowest receiver ensures that all group
members receive the same packets, or supplying all receivers with as many
packets as they are able to receive, accepting packet losses in the multicast
tree if necessary.
In all cases, our scheme yields competitive throughput while maintaining
very high packet delivery ratios for all receivers, combining these traits
with very low end-to-end packet delays thanks to extremely short queues.
It achieves all this at a small protocol overhead.
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Ad-hoc Multicast for the Real
World
Having presented a number of protocols, it is time to show how they can be
implemented for use in the real world. In this chapter, we will present two
proof-of-concept implementations of multicast routing protocols for wire-
less networks. The first one is a Linux kernel module for Scalable Position-
Based Multicast (see Chapter 4) [182]. It is designed for cross-platform
usability on i386, as well as on ARM architectures, does not require any
changes to the kernel sources, and offers a fully functional multicast pro-
tocol for MANETs on top of IEEE 802.11 [87]. The second implementation
is Contention-Based Multicast Forwarding (CBMF) (see Chapter 5) for sen-
sor networks [118]. It is based on the MSB430 sensor boards designed by
FU Berlin and shows that the protocol is feasible even on resource-limited
devices that especially do not provide any MAC layer.
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7.1 Kernel Implementation of Ad-hoc Multicast
7.1.1 Introduction
Although interest in mobile ad-hoc networks has grown quickly in recent
years, research in this area still strongly relies on discrete event simulation.
However, recently published work challenges the value of simulations and
forcefully argues in favor of real-world experiments [149, 187]. In this con-
text, the number of real-world implementations for ad-hoc routing proto-
cols continues to grow.
The advancing miniaturization and the availability of positioning systems
allows the deployment of position-based routing algorithms [135] in mo-
bile ad-hoc networks.
The first part of this chapter presents a real-world implementation of the
position-based multicast routing protocol SPBM [182] that was described
in Chapter 4. It is the first implementation of an algorithm of this class.
Other implementations that were described in the literature include but
are not limited to: a series of OLSR implementations [7], AODV-UU [129],
AODV-UCSB [42], Kernel AODV [3], the FleetNet Demonstrator [79, 69],
the CoRe project [2], and BLR [83]. A survey focusing on measurements
with real-world implementations of ad-hoc networks is available in [107].
The C sources of our implementation are available from our web site [11].
They are compatible with Linux kernels 2.4 and 2.6 and do not require any
modifications to the core kernel sources. Moreover, the module is prepared
for x86 and ARM processor architectures. Figure 7.1(b) shows a screenshot
of a GUI for the SPBM kernel module running on a Linux-based HP iPaq
hand-held device (Figure 7.1(a)).
7.1.2 Preliminary Considerations
Before proceeding to the design details, we will briefly recapitulate the ba-
sic functionality of the SPBM protocol (see Chapter 4 for a more detailed
description).
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(a) HP iPaq device (b) Screenshot of an iPaq GUI for the ker-
nel module
Figure 7.1: The kernel module also runs on HP iPaq hand-held devices
The protocol can be divided into two main parts: group membership man-
agement and multicast forwarding. Either is based on a quad-tree structure,
which is used to aggregate membership information by region, thereby al-
lowingmulticast forwarding to proceed in a hierarchical fashion. To use the
protocol in a mobile ad-hoc network, each of the participating nodes has to
be aware of the geographic dimensions of the network area. The quad-
tree is then organized as follows: The entire network is divided into four
equally-sized squares, each of which is again divided in turn into four sub-
squares. This process continues until the diameter of the smallest squares
is small enough to enable all nodes within the same square to communi-
cate with one another directly. The subsequent splittings generate different
“grid levels”, and the number of splittings is referred to as “grid depth”.
Figure 7.2 shows an example of a network divided into a quad-tree of grid
depth 3.
135
CHAPTER 7. AD-HOCMULTICAST FOR THE REAL WORLD
Sender
Receiver0000
0000
FFFF
FFFF8000
8000
A
B
C
D
E F
Figure 7.2: Evaluation setup with six devices
Information about multicast group memberships, i. e., the set of multicast
groups in which a node is a member, is managed by means of bit vectors
containing one bit per group (1 = subscribed, 0 = not subscribed). Each
node periodically sends its vector to the nodes within its own lowest-level
square. The disjunction of all vectors of one square constitutes the com-
bined membership information for that square. This combined vector is
propagated to the next higher level by sending a packet to all the nodes
within the square on that level. The frequency of these propagation mes-
sages decreases with the level of aggregation, resulting in a very good scal-
ability with respect to the size of the network.
Multicast forwarding is then done using the information collected by group
management packets overheard by each node. When forwarding a packet,
the forwarder stores the information about the remaining receiver nodes
and/or squares inside the packet header. At the source, this is the infor-
mation about all known group members, and at every consecutive hop,
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the information about the set of remaining receivers. For the exact next-
hop selection mechanism, please refer to Section 4.2.2. Roughly speaking,
the forwarding and splitting process uses position-based routing towards
node and square positions, relying on the fact that information grows more
detailed as a packet approaches the final receivers.
Consequently, an implementation of SPBM has to comprise the following
elements: First, it has to receive and send group membership update pack-
ets while managing the information about current memberships of adjacent
nodes and squares; second, it must provide interfaces for incoming and
outgoing data packets, as well as for data packets that have to be relayed;
third, the protocol has to be controllable by the applications in regard to
multicast group memberships; and finally, it has to implement a facility for
obtaining the node’s own position from a positioning device.
7.1.3 The Linux IP Architecture
In the following, we briefly point out how the Linux implementation of
the IP protocol—as a representative of layer-3 protocols—works. This
overview will serve as the starting point for the description of our imple-
mentation and is supposed to be of help in understanding the design prob-
lems and decisions that have to be taken during the implementation of a
new ad-hoc routing protocol. A more detailed description can be found
in [54].
Incoming Packets
On a Linux system, packets received from the network by an interface are
differentiated on the basis of their layer-3 protocol type. In the case of Eth-
ernet, this protocol type can be found in the header field ETH PROTO IP.
Each layer-3 protocol provides a handler for incoming packets to which
these are delivered. In the case of IPv4, packets are piped through a num-
ber of functions. Alongside checksum, lifetime and similar calculations and
checks, the IP protocol’s basic operation is the routing of packets. Depend-
ing on the destination address, a packet is delivered to the higher protocol
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layers at the local host, or it is handed out to the forwarding functions of
the IP protocol. The forwarding part is responsible for IP options, memory
allocation for the outgoing MAC header, and fragmentation of those pack-
ets that are too large for the layer 2 via which they are going to be sent out.
Finally, the packet is passed on to the outgoing network interface.
Packets addressed to the local host are defragmented as needed, and deliv-
ered to a raw IP socket or the designated transport protocol.
Outgoing packets
Packets created by the transport layer are handled by a different part of the
IP implementation. It provides various functions for the receipt of locally
generated packets. In general, the first step is to determine a route for each
incoming packet, i. e., to decide on which next hop the particular packet
should be sent. Furthermore, the packet has to be fragmented if it is too
large for the designated layer 2, and an IP header has to be added to the
resulting packet(s).
Netfilter Hooks
During the processing of packets in the IP protocol, there are dif-
ferent hooks to which a different protocol or process can attach fil-
ter functions. These five so-called netfilter hooks are defined at sig-
nificant places in the protocol implementation. They are in detail:
IP PRE ROUTING is called immediately after receiving an incoming
packet from the network, IP LOCAL INPUT just before delivering a packet
to the local transport layer, IP FORWARD during the forwarding pro-
cedure, IP LOCAL OUTPUT when a packet is received from the own
transport layer, and IP POST ROUTING will be called before an outgoing
packet is sent to the network interface.
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7.1.4 Implementation
Fundamental Design Decisions
When implementing a routing protocol in Linux, the first main decision is
whether to implement the protocol in kernel or in user space. While user
space programs are much easier to debug, every routed network packet
has to be transferred out of the kernel into user-accessible memory and
back again, leading to higher additional latencies and thereby decreasing
the usability of the protocol. For this reason, the SPBM protocol was imple-
mented as a Linux kernel module, accepting the potential difficulties for
the development process.
The goal of our implementation is to enable UDP communication between
a sender and a multicast group. In terms of network layers, the module
resides on layer 2.5, i. e., above the MAC protocol but below the IP layer.
Consequently, the SPBM packet header is located after the MAC header
and before the IP header.
An important requirement for the easy deployment of a kernel module is
its compatibility with a non-modified standard kernel. In our case, this has
implications for the use of IP addresses. Standard IP multicast addresses
(ranging from 224.0.0.0 through 239.255.255.255 in IPv4) are handled by the
multicast routing implementation already included in the kernel. This can-
not be circumvented without modifying the original kernel sources. Thus,
we defined the valid address range for SPBMmulticast groups as 10.255.0.0
through 10.255.255.255. A drawback to this approach is that applications
on the host must use unicast sockets rather than multicast sockets [171]
to send and receive multicast traffic. This forces one to employ a differ-
ent means of initiating multicast communication. We decided to make use
of the /proc interface, being a standard method of the kernel to provide
easy-to-use kernel-to-user-space communication. Figure 7.3 shows the ar-
chitecture of the implementation which we will describe in detail in the
following.
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Figure 7.3: Architecture of the Implementation
Packet Handling
The basic mode of operation is as follows: Upon initialization the kernel
module registers a new MAC packet type number for the SPBM protocol.
Incoming packets comprising this type number are then automatically de-
livered to a handler provided by the module. This handler function is re-
sponsible for the further processing of the incoming packets: classifying
them into control and data packets, changing the local state appropriately,
and forwarding the packet if required.
Packets generated at the local host are filtered via the netfilter interface
at the hook NF IP LOCAL OUT and—if they are addressed to an SPBM
address—captured by the routing module.
Outgoing packets are directly sent to the wireless network interface (de-
vice). In preparation, a buffer space is filled with an Ethernet header and
the packet data. The Ethernet header contains the protocol type number
of SPBM, the node’s own MAC address as the source, and the next hop’s
MAC address as the destination.
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While these techniques are common and likely to be used in many imple-
mentations of new protocols for the Linux kernel, packets coming from the
network and addressed to the local host are handled in a way unique to
SPBM. This is because we want to provide multicast communication via
unicast sockets. The module deals with this issue by converting the re-
ceived packets into standard unicast packets and handing them over to the
IP stack. For this purpose, a new buffer space is allocated, MAC and IP
headers are created, and the actual packet is appended. The IP stack itself
is then able to deliver the packet to the application.
The group management part of the protocol requires that packets be sent
at a certain time. Thus, a time-based event scheduler is necessary, which
consists of a priority queue that holds the events and a kernel thread that
processes them at the defined time. Separate threads yield two major ad-
vantages: First, an implementation bug occurring in an own kernel thread
does not bring down the whole system. Second, it enables the routingmod-
ule to serialize all function calls through the scheduler. Incoming pack-
ets and those waiting to be sent generate an event rather than being pro-
cessed immediately. This provides a simple locking mechanism, allowing
for conflict-free reading and writing of the SPBM data structures. Basically,
the event list contains entries that consist of a time denoting the arrival
of an event, a pointer to a function to be executed at event arrival, and a
pointer to a socket buffer that possibly contains the packet to be processed.
Configuration Interface
As mentioned above, the /proc interface is used to configure the SPBM
module. In order to enable applications to communicate with the kernel,
/proc basically provides a virtual file system. Applications can read or
write files in this part of the file system tree in order to communicate with
the kernel.
If an application intends to initiate a multicast communication it writes the
desired group ID to /proc/spbm/join, telling the SPBM kernel module
to initiate a group join. To leave a group, a corresponding call can be made
141
CHAPTER 7. AD-HOCMULTICAST FOR THE REAL WORLD
to /proc/spbm/leave. Reading from /proc/spbm/join gives a list
of the currently subscribed groups. When communication is initiated by
joining a group, a datagram socket to the corresponding IP address hence-
forth supplies the application with the multicast packets received from the
group. Sending to this socket implies sending to the multicast group.
Another task of the configuration interface is to provide an easy way to in-
form the kernel about the current geographic position. To accomplish this,
writing to /proc/spbm/position communicates the current position to
the kernel, while reading from this file returns the current position of the
node as perceived by the kernel.
Receiving Positions from a Positioning Service
Since the kernel itself does not provide trigonometric functions, the posi-
tion format used on this interface (and in all protocol operations) complies
to a two-dimensional Cartesian coordinate system using 16 bit per dimen-
sion, as opposed to the floating-point geocentric angular coordinate format
provided by most of the currently available GPS systems. The process of
reading coordinates from a positioning service, converting them to proto-
col coordinates and feeding them to the module has to be accomplished by
a daemon specific to the positioning service used. It is evident that each
participating node has to be configured with the geographic dimensions of
the network in order to participate in multicast communication.
To make the kernel aware of the current position of the device, we employ
a user space daemon. It has to regularly write its position to the virtual file
/proc/spbm/position as 16-bit integer coordinates. A software prod-
uct that may be used to accomplish this task is Loclib [108]. Amongst data
from other positioning services, it is also able to parse NMEA 0183 mes-
sages from a GPS receiver. A customized version, that is available from the
SPBMweb page [11], translates the coordinates obtained from GPS into the
coordinates required by the kernel module.
The usage of 16-bit integer coordinates introduces some position inaccu-
racy. Depending on the size of the network that is mapped to these coordi-
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nates, the maximum positioning error is
√
2 · s
216·2 , which is about four cen-
timeters for a network size of 2,000m× 2,000m, and thus, far smaller than
the inaccuracy of GPS. Of course, handling networks of a much greater size
could require positions to be encoded with greater precision.
7.1.5 Proof-of-Concept Deployment
To validate the correct operation of our implementation, we carried out
simple tests with a setup of six nodes. In the experiment the nodes were
“virtually” located as depicted in Figure 7.2 on page 136. In order to enable
reproducible experiments, the nodes were physically positioned directly
next to each other, with the topology being enforced by filtering packets
from nodes with a virtual position beyond the transmission range, as de-
picted by circles in Figure 7.2. This setup causes an increase in the conges-
tion level of the network since all nodes are in one another’s interference
range.
During each experiment we transmitted packets from nodeA to a multicast
group that was joined by all other nodes. The sending rate of node A was
limited only by the rate accepted by the MAC layer of node A, the size of
the data payload was set to 1,000 bytes, IEEE 802.11 was set to 11MBit/s,
thus we have about 2.2MBit/s gross for each link in Figure 7.2. We carried
out the experiment 10 times. As a result, all nodes B through F , which
were iPaq 3660 devices, received on average data at the rate of 408 kBit/s;
no packet loss occurred. The latter was to be expected since there was no
node mobility, and all transmissions of data packets were performed using
unicast and MAC-level retransmissions.
7.1.6 Conclusions
We have presented a Linux kernel implementation of SPBM, a position-
based multicast routing protocol. We have outlined how the protocol im-
plementation module fits into the kernel architecture and how it communi-
cates with the user space and the standard networking stack. Furthermore,
we have shown basic protocol design components as well as a combination
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with the GPS positioning system. Finally, with a proof-of-concept deploy-
ment, we have demonstrated that the described implementation is work-
ing.
7.2 Multicast for Sensor Networks
7.2.1 Introduction
The term “sensor network” refers to a network whose main purpose is
to communicate sensor readings or even more complex data, like photos
taken by a camera connected to a sensor node. In wireless sensor networks,
the nodes are equipped with a radio interface to communicate with each
other. Some platforms employ the IEEE 802.15.4 standard [91], e. g., in the
form of ZigBee [14]; others, like the ScatterWeb MSB430 sensor node [10]
made by the FU Berlin, offer full access to the lower network layers.
Contention-Based Multicast Forwarding as it has been introduced in
Chapter 5 was designed for MANETs. These are usually based on the
IEEE 802.11 MAC layer [87]. Due to its timer concept, CBMF can easily
be combined with a medium access protocol. It already provides most of
the required functionality, such as medium contention and backoff timers.
Since existing IEEE 802.11 hardware does not allow the protocols to be
modified, we decided to implement CBMF for the MSB430 sensor nodes
in order to investigate its usability for real-world applications when it is
combined with a MAC layer.
7.2.2 Preliminary Considerations
Let us quickly recapitulate some properties of the CBMF protocol that have
to be considered when thinking about an implementation (see Chapter 5
for a detailed description).
Based on a quad-tree, group membership information is managed in hier-
archical squares. We will use the reactive group management as described
in Section 4.2.1. It is particularly well suited for sensor networks where en-
ergy resources are limited because it refrains from sending periodic mainte-
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nance messages and, hence, saves battery power. Only when a new mem-
ber joins a group does this membership have to be propagated upwards
through the quad-tree up to the level where groupmembers are subscribed.
Update messages are thus kept at a minimum.
Furthermore, our target is static networks. This means we will not need
the movement prediction part of the reactive group management. Instead
of validity timers that are dependent on the current speed of a joining node,
we will be able to use static validity timers that do not depend on synchro-
nized clocks.
Forwarding is based on contention. A sender broadcasts the packet within
its radio range, and the nodes within radio range decide upon reception
whether or not they will contend to forward the packet. This depends on
whether they are located in one of the required forwarding areas. The size
of these forwarding areas has to be meticulously chosen. For a good sup-
pression of duplicate packet transmissions, a forwarding area should be
small enough for a high likelihood of successful transmissions between two
nodes within the same forwarding area. Furthermore, it should be large
enough to provide a high progress for packets since only nodes within ra-
dio range will try to forward the packet. Thus, the size of the forwarding
areas is in this case a protocol parameter like the contention delay. Both
have to be chosen carefully for an optimal operation. We will do that based
on measurements performed with the actual hardware platform.
7.2.3 The ESB430 Hardware
Microcontroller
The heart of the ScatterWeb MSB430 [10] sensor nodes is a microcontroller
from the Texas Instruments MSP430 family: the MSP430F149. It features a
16-bit RISC CPU that offers 27 instructions and seven addressing modes.
The controller is designed especially for ultra-low-power applications. It
provides, among other things, 60 kB of EEPROM, 2 kB of RAM, and two
clocks. One of the two clocks, the Auxiliary Clock (ACLK), is driven by a
32 kHz quartz crystal, which is also available in low-power modes for pe-
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ripherals. The other, the SubsystemMaster Clock (SMCLK), is fed by a dig-
itally controlled oscillator with a frequency of 2.4576MHz. The controller
may be programmed in C or assembly language using a freely available
toolchain based on the GNU Compiler Collection.
Timers
For the realization of the CBMF protocol, the timers are of central impor-
tance. The performance of the implementation will largely depend on the
timer granularity. When programming the MSP430, two hardware timers
are available that can individually be fed by either the ACLK or the SM-
CLK. Each timer is represented by a 16-bit register that is incremented at
each clock tick. Depending on the chosen clock source, a timer tick takes
either 30.5µs (ACLK) or 0.407µs (SMCLK). To generate a timer-driven in-
terrupt, one of the Capture Compare Registers (CCR) has to be supplied with
the desired timer value at which the interrupt should occur.
The two available hardware timers with a limited number of CCRs are not
sufficient to implement the CBMF protocol, which needs timers for a se-
ries of purposes. Thus, we decided to use the concept of software timers,
allowing a number of timers that is limited only by the available memory.
Software timers are maintained in a linked list containing an entry for each
timer. The first entry stores the timer ticks that have to pass before the first
event is to occur. Further entries then contain a value that is relative to the
preceding timer. Thus, on the one hand, during each hardware timer in-
terrupt, only the first software timer value has to be decremented. On the
other hand, it is much more complex to insert a new timer. However, it oc-
curs much less often than the hardware timer interrupt. To implement the
software timers, we will need only one of the hardware timers, and we can
call it at any interval that is a multiple of one of the two hardware clocks.
Radio Transceiver
The ESB430 sensor board is equipped with an RF Monolithics TR1001 hy-
brid transceiver for short-range wireless communication. Its theoretical
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transmission range is 300meters and more, but this transmission range
is reached only under optimal conditions in open space. Because it oper-
ates in the ISM band at 868MHz, interference with other radio equipment
is common. The transmission power is adjustable between 0 and 99 on
a non-linear scale. The TR1001 supports two different modulations: On-
Off Keying (OOK) and Amplitude Shift Keying (ASK). OOK switches the
transceiver on and off to transmit a 1 or a 0, respectively. ASK uses dif-
ferent power levels instead and thus is more robust to interference. Our
implementation uses ASK and, in order to further increase robustness, a
Manchester encoding that is provided by the ScatterWeb firmware. For our
experiments we used a data rate of 38,400 Baud.
7.2.4 Implementation
Medium Access Control
TheMACused in our implementation is based on the ScatterWeb firmware.
It has been considerably adapted for the use with CBMF. In the following
we will line out how carrier sensing and collision detection work.
A MAC frame starts with a four byte preamble to allow the receivers to
tune in to the tranmission. After a synchronization byte, two start bytes
follow that indicate the transmission of a packet. Packet header and data
are then sent in Manchester encoding. Concluding the packet, a two-byte
Cyclic Redundancy Check (CRC) and a six-byte postamble are added.
Physically, the transceiver is not able to detect the sending of another node
in range. But the synchronization byte, which consists of 8 bits that are
set to 1, triggers an interrupt from the Analog-to-Digital Converter (ADC)
at the receivers. Thus, these are aware that a transmission is going to
start, and they are able to virtually detect a carrier. The following header
then contains information on the length of the packet being transmitted.
Based on this, the duration of the transmission is stored in a virtual carrier-
sensing counter similar to the Network Allocation Vector (NAV) defined
by IEEE 802.11 [87]. To decrement the virtual carrier sensing counter, we
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chose a main timer interval that approximately corresponds to the dura-
tion of one byte.
Since the transceiver has two different modes, one for transmitting and
one for receiving, it is not able to detect a collision while it is transmitting.
The node will in any case finish the transmission of a packet once it has
started. The only way to detect the failure of a transmission is the absence
of an acknowledgment that should have been (implicitly) received on the
routing layer.
Memory and Computational Constraints
Memory is available in two flavors. While RAM is fast, its size is limited
to 2 kB. It is used for data that changes during execution, like, e. g., packet
buffers ormembership tables. The available flashmemory (EEPROM) has a
size of 60 kB and can be written only about 100,000 times during its lifetime
cycle. Furthermore, it may only be written in chunks of 512 bytes, which
takes about 20ms, and writing in flash is an exclusive operation, i. e., no
other task can be performed in parallel. For these reasons, flash memory
will store only the program code and variables that do not change their
value during execution of the program, i. e., that are declared as “const”.
This has implications, e. g., with regard to the number of packet buffers for
packets in the receive queue and packets that currently take part in con-
tention. It limits the number of flows that may cross the network at the
same time. Furthermore, the stack should be kept small—i. e., as few stack
variables and function calls as possible should be used.
The microcontroller contains a 8MHz CPU. Floating point arithmetic
causes especially high latencies and should be avoided wherever possi-
ble. This is accomplished by performing calculations based on square dis-
tances, superseding the calculation of square roots and, thus, floating point
results. E. g., the floating point calculation of a distance between two posi-
tions takes up to 70ms, the floating point calculation of the square distance
takes about 5ms, and the integer calculation of the square distance is done
in less than 1ms.
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Another problem that arises from the weak CPU occurs if a node is lo-
cated in two forwarding areas at the same time. Then it has to calculate
the contention delay twice, which takes considerably more time than the
calculation of the value for one contention delay at the nodes that are only
located in one area. Since the time difference can be several milliseconds,
such a node will have to subtract its additional calculation time from the
resulting delay value in order to get a fair chance during contention.
Similarly, the check whether a node is in a given forwarding area requires
the calculation of its distance from two reference points. Normally, if the
first condition fails, the second will not have to be evaluated. But again,
this would introduce a considerable imbalance if there are at least two for-
warding areas to check. We thus have to ensure that both conditions are
always checked. Replacing the operator “&&” by “&” in C performs this
task and makes sure that both conditions are always checked.
Summarizing, one of the main challenges in the implementation is to give
all nodes as equal a chance in contention as possible.
7.2.5 Measurements
Protocol Parameters
Setting the nominal radio range to an appropriate value is vital since timer
calculation is based on this value. If the value of the radio range param-
eter chosen was less than the real distance, nodes farther away than this
value would successfully receive the transmission and choose a timer of
length zero. Hence, collisions would occur. However, if this parameter
was chosen at a value larger than the real radio range, this would lead to a
higher overall delay because there would be fewer nodes with small timer
delays. Both effects should be avoided. Nevertheless, in this trade-off be-
tween delay and collisions, it is preferable to choose a more conservative
and, thus, higher value for the radio range. In preliminary experiments we
determined a value of 50 cm for the radio range in combination with the
transmission power set to a value of 16, which suit the described require-
ments.
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The second important parameter that influences contention is the maxi-
mum contention delay. It should be chosen as low as possible to minimize
the overall delay but high enough to enable an effective suppression be-
tween nodes that are located close to each other. For the time taken to
detect a carrier we measured a value below 112ms in 98% of the cases.
Based on this value and the delay timer function, the collision range can be
determined in which no suppression is possible at all. For a radio range of
50 cm, the measured 112ms for the carrier sensing delay, and a maximum
contention delay of 40ms, we get a collision range on the order of 1mm.
Preliminary experiments showed that 40ms is indeed a good choice for the
maximum contention delay in order to achieve an effective suppression.
Test Scenario Setup
In order to evaluate the performance of our implementation of the CBMF
protocol, we set up a grid scenario with 20 sensor nodes. With a radio
range of 60 cm, the resulting scenario had a size of approximately 2m2 (see
Figure 7.4). One of the nodes was declared to be a master node, responsible
for the organization of the test runs. Before starting a run, the master node
sends the values of the variable parameters, like packet size or sending rate,
to all the other nodes. Then it schedules the synchronized start of the test
run. After the run it collects the results from all participants so that they
can be easily evaluated. In contrast to the test runs themselves, which were
performed with a transmission power value of 16, the communication for
the setup was done with the maximum possible transmission power. This
ensured that no packet losses during setup occurred.
The positions used for the routing were predefined. Each node in the grid
was assigned x and y coordinates according to its position in the grid. The
positions were slightly jittered in order to avoid exactly identical distances
in the grid, which would have led to collisions. The grid distance was
chosen to be 50 cm so that a node in the grid was able to communicate
directly with all its eight neighbors in horizontal, vertical, and diagonal
directions.
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Figure 7.4: Test scenario setup with 20 sensor nodes
Results
We conducted two experiments. The first one with a varying number of
receivers (1 to 4) in one group, and the second one with a varying num-
ber of senders (1 to 3), each sending to a different group of three or four
receivers. The packet size in all experiments was 32 bytes, sent at a rate of
one packet per second; the number of retries in case a packet loss occurred
was set to 2. Each experiment was run five times with different nodes that
were sending and receiving. Figure 7.5(a) shows the average packet deliv-
ery ratio for the first set of experiments. It can be seen that the protocol’s
performance does not decrease when the number of receivers grows. The
high standard deviation in the one receiver case hints that performance of
the single receivers is quite different. If there are more receivers, this is
statistically compensated, and the standard deviation shrinks.
The results of the second set of experiments is shown in Figure 7.5(b). The
more senders there are sending their packets at the same time, the lower
will be the achieved packet delivery ratio. The nodes have only a limited
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Figure 7.5: Performance of the CBMF protocol on sensor nodes
buffer space for packets and thus are not able to store further packets that
arrive from another sender when they are currently taking part in a con-
tention.
7.2.6 Conclusions
In the second part of this chapter, we have described an implementation of
CBMF for sensor networks consisting of ScatterWeb MSB430 sensor nodes.
This includes the close combinationwith aMACprotocol and resource con-
straints that had to be taken care of. The results show that it is possible to
use CBMF in sensor networks. Best performance is obtained when a single
sender at a time is sending packets to a multicast group. Otherwise, data
streams constrain each other because of the limited packet-caching capabil-
ities in the sensor nodes.
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Conclusions and Outlook
Mobile Ad-hoc Networks offer a great possibility for research on a wide
area of different problems that still have to be solved before MANETs can
be deployed. One aspect is multicast routing protocols, which are required
whenever a group of participants desires to communicate with each other.
While topology-basedmulticast protocols had been numerously developed
and thoroughly investigated, position-based approaches had been mostly
disregarded. This thesis fills this gap and explores the potential of position-
based multicast routing for MANETs.
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8.1 Contributions
Prior to this thesis, only few approaches to position-based multicast for
MANETs had been made. All of them had in common that the sending
node had to precalculate the multicast tree over which the packets are dis-
tributed and store it in each packet header. This involves two main is-
sues: (a) These approaches are not very flexible with regard to topological
changes which abandons the advantages that position-based routing has
against topology-based routing, and (b) they do not scale with the number
of receivers, since every one of them has to be named in the packet header.
This thesis has started by solving the first issue, the flexibility. With
Position-Based Multicast (PBM), Chapter 3 presented the design of a pro-
tocol following the forwarding principle of position-based unicast routing
transferring the choice of the next hops in the tree from the sender to the
forwarding nodes. Based on the positions of their neighboring nodes, these
are able to determine the most suitable next hop(s) at the moment when
the packet is being forwarded. Still remaining is the inaccuracy induced
by outdated beacon messages and the location service which provides the
source with the positions of the destinations.
The scalability with respect to the number of receiving nodes in a group
is then solved by Scalable Position-Based Multicast (SPBM), introduced in
Chapter 4. It includes a membership management fulfilling different tasks
at once. First, it administers group memberships in order to provide multi-
cast sources with information on whether nodes are subscribed to a specific
group. Second, it implements a location service providing the multicast
sources with the positions of the subscribed receiver nodes. And third,
it geographically aggregates membership data in order to achieve the de-
sired scalability. The group management features two modes of operation,
a proactive one and a reactive one. It has been shown analytically that the
overhead produced by the proactive variant is bounded and scales with
O(logA) with the size of the network. The reactive alternative, in contrast,
reaches lowworst-case join delays but does not limit the overhead. Overall,
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the scalability issue is solved, but possibly outdated beacon messages from
neighboring nodes still affect performance in highly mobile networks.
Contention-Based Multicast Forwarding (CBMF), described in Chapter 5,
then addresses the problems that appear in highly mobile networks. In-
stead of basing forwarding decisions on a perception that may no longer
be up to date, the packets are addressed only to the final destination; no
additional explicit next hops are specified. The receiving nodes, which are
candidate next hops, then decide by means of contention which of them
are the most suitable next hop(s) for the respective packet. Not only is the
decision made based on the most currently available data, but this proce-
dure also saves the regular sending of beacon messages, thus reducing the
overhead. In the presence of mobility, the performance with CBMF is much
better than it is with SPBM.
Having solved the principle problem of position-based multicast group
management and packet forwarding, another unsolved problem obstructs
high-bandwidth data transmission: the lack of multicast congestion con-
trol. Sending out more and more packets to a multicast group lets the per-
formance decrease. The network should not accept more packets than it is
able to handle. Backpressure Multicast Congestion Control (BMCC, Chap-
ter 6) achieves this by limiting the packet queues on the intermediate hops.
A forwarder may not forward the next packet of a stream before it has
noticed—by overhearing the transmission of the next hop—that the previ-
ous packet has succeeded. If there is congestion in an area, backpressure is
implicitly built up towards the source, which then stops sending out pack-
ets until the congestion is released. BMCC takes care that every receiving
node will receive packets at the same rate. An alternative mode of opera-
tion, BMCC with Backpressure Pruning (BMCC-BP) allows the cutting of
congested branches for single packets, permitting a higher rate for uncon-
gested receivers.
Chapter 7 presented two different implementations of two of the above-
mentioned multicast protocols. The first one (Section 7.1) is an implemen-
tation of SPBM for the Linux kernel that allows IP applications to send
data via UDP to a group of receivers in an ad-hoc network. In the network
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stack, the implementation resides on layer 2.5, between the MAC layer and
the network/IP layer. It is compatible with unmodified standard kernels
of versions 2.4 and 2.6, and may be compiled for x86 or ARM processor
architectures.
The second implementation (Section 7.2) is an implementation of CBMF for
the ScatterWeb MSB430 sensor nodes. Due to their low-level programma-
bility they allow an integration of our routing protocol with the medium
access control. The absence of periodic beacon messages makes the pro-
tocol especially suitable for energy-constrained sensor networks. During
realization, a series of other constraints had to be respected: Limited mem-
ory and computational power demanded special consideration in order to
avoid spoiling the correct operation of the protocol.
8.2 Outlook
Having extensively studied position-based multicast in design, simulation
and small real-world setups, it remains to perform large-scale experiments
and, finally, deployments, e. g., in metropolean-area wireless mesh net-
works [90]. As a preparation to the deployment, simulations employing
different radio models which better meet the conditions of reality could
provide valuable results.
With preset positions in static mesh networks the SPBM protocol is a good
choice, since the frequency of SPBM beacon messages could be consider-
ably decreased. At the same time, it would not be necessary to combine the
routing protocol with a MAC layer, allowing deployment of the protocol
on top of existing standard hardware. However, slight modifications of the
MAC firmware would allow to deploy SPBM together with BMCC, which
should be seen as an integral building block of position-based multicast
since it perfectly optimizes the packet delivery performance for multicast
applications.
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Area of the Outer Part of a
Reuleaux Forwarding Region
Corollary 2. The area of the outer part of a Reuleaux triangle R with radius r
given as
O =
⋃
P (xP |yP ) | P ∈ R ∧
√
x2P + y
2
P >
r
2
(A.1)
covers approximately 68.8 percent of R.
Proof. Figure A.1 shows the Reuleaux triangleR as4ACE. The outer part,
described by Equation A.1, is limited by the points A, B, D, and E.
Let 2a be the radius of the Reuleaux triangle. Then the small circle around
the origin with radius a is given as the equation
x2 + y2 = a2
y = ±
√
a2 − x2
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Figure A.1: A Reuleaux forwarding area
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and the circle around E is given as(
x−
√
3a
)2
+ (y + a)2 = 4a2
y = ±
√
−x2 + 2
√
3ax+ a2 − a.
The x-coordinate xB of the intersection B of the two circles can be deter-
mined by setting√
a2 − x2B =
√
−x2B + 2
√
3axB + a2 − a
xB = a
(√
15 +
√
3
8
)
.
Now we can calculate the area of the inner part of the Reuleaux triangle
I = R \O as the sum of its part left of xB
AlI = 2
∫ a√15+√3
8
0
√
−x2 + 2
√
3ax+ a2 − a dx
= 8a2
(
arctan
√
15
15
+
7
4
√
3− 15
4
√
15
)
and its part right of xB
ArI = 2
∫ a
a·
√
15+
√
3
8
√
a2 − x2dx
= a2
(
2
3
arctan
√
15
9
+
1
6
pi − 1
32
√
15− 7
32
√
3
)
.
Together, this can be reduced to:
AI = 2a2
(
arctan
√
15
39
+
5
12
pi − 1
4
√
15
)
.
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In [8], the area of the Reuleaux triangle R is given as
AR = 2a2
(
pi −
√
3
)
.
Thus, the sought-after coverage is:
AO
AR
= 1− AI
AR
= 1− arctan
√
15
39 +
5
12pi − 14
√
15
pi −√3
≈ 0.688 .
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