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BOUND STATE SOLUTIONS FOR NON-AUTONOMOUS
FRACTIONAL SCHRO¨DINGER-POISSON EQUATIONS WITH
CRITICAL EXPONENT
KEXUE LI
Abstract. In this paper, we study the fractional Schro¨dinger-Poisson equation{
(−∆)su+ V (x)u +K(x)φu = |u|2
∗
s
−2u, in R3,
(−∆)sφ = K(x)u2, in R3,
where s ∈ (3
4
, 1], 2∗
s
= 6
3−2s
is the fractional critical exponent, K ∈ L
6
6s−3 (R3) and
V ∈ L
3
2s (R3) are nonnegative functions. If ‖V ‖ 3
2s
+ ‖K‖ 6
6s−3
is sufficiently small,
we prove that the equation has at least one bound state solution.
1. Introduction
In this paper, we are concerned with the existence of bound state solutions for
the following fractional Schro¨dinger-Poisson equation (−∆)
su+ V (x)u+K(x)φu = |u|2
∗−2
s u, in R3,
(−∆)sφ = K(x)u2, in R3,
(1.1)
where s ∈ (3
4
, 1], 2∗s =
6
3−2s is the fractional critical exponent, K ∈ L
6
6s−3 (R3) and
V ∈ L
3
2s (R3) are nonnegative functions, (−∆)s is the fractional Laplacian defined
by
(−△)su(x) = csP.V.
∫
R3
u(x)− u(y)
|x− y|3+2s
dy, (1.2)
where
cs = 2
2sπ−
3
2
Γ(3+2s
2
)
|Γ(−s)|
.
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2When s = 1, (1.1) is the classical Schro¨dinger-Poisson equation or the more
general one  −∆u+ V (x)u+K(x)φu = f(x, u), in R
3,
−∆φ = K(x)u2, in R3,
(1.3)
The Schro¨dinger-Poisson system has been introduced in [5] as a model describing a
quantum particle interacting with a electromagnetic field. In recent years, (1.3) has
attracted much attention, we refer to [3, 1, 17, 27, 7, 34, 39, 14] and the references
therein.
When V (x) = 1, K(x) = λ and f(x, u) = up, Ruiz [22] studied the problem
−∆u+ u+ λφu = up,
−∆φ = u2, lim
|x|→+∞
φ(x) = 0,
where u, φ : R3 → R are positive radial functions, λ > 0 and 1 < p < 5. The
existence and nonexistence are established with different parameters p and λ. In
the case that p ∈ (2, 3), Ruiz developed a new approach consists of minimizing
the associated energy functional on a certain manifold which is a combination of
Nehari manifold and Pohozaev equality. In the case that p ∈ (1, 2) and λ is small
enough, the existence results are obtained. Liu and Guo [21] considered the following
Schro¨dinger-Poisson equation with critical growth −∆u+ V (x)u+ λφu = µ|u|
q−1u+ u5,
−∆φ = u2,
where q ∈ (2, 5), λ > 0. Under some assumptions on the potential V , they used the
variational methods to prove the existence of positive ground state solutions. In [38],
the authors considered (1.3) with f(u) = u5 and applied a linking theorem to prove
the existence of bound state solutions when V (x), K(x) satisfy some conditions. If
V (x) = 1, f(x, u) = a(x)|u|p−2 + u5, p ∈ (4, 6), when K(x) and a(x) satisfy some
assumptions, Zhang [37] studied the existence of ground state solutions and nodal
solutions for (1.3).
3If φ = 0, (1.1) reduces to a fractional Schro¨dinger equation, which is a fund-
mental equation in fractional quantum mechanics [18, 19]. In fact, if one extends
the Feynman path integral from the Brownian-like to Le´vy-like quantum mechanical
paths, the classical Schro¨dinger equation will change into the fractional Schro¨dinger
equation. In the last decade, the existence of solutions for fractional Schro¨dinger
equations has been investigated by many authors, we refer to [16, 20, 2, 6, 15, 4, 23].
To the best of our knowledge, there are few papers which considered the equa-
tion (1.1). In [36], the authors considered a fractional Schro¨dinger-Poisson system (−∆)
su+ λφu = g(u), in R3,
(−∆)tφ = λu2, in R3,
where g(u) satisfies the Berestucki-Lions conditions, the existence of positive solu-
tions is proved. Teng [28] studied the existence of ground state solutions for the
nonlinear fractional Schro¨dinger-Poisson equation with critical Sobolev exponent (−∆)
su+ V (x)u+ φu = µ|u|p−1 + |u|2
∗
s−2u, in R3,
(−∆)tφ = u2, in R3,
where µ > 0 is a parameter, 1 < p < 2∗s − 1 =
3+2s
3−2s , s, t ∈ (0, 1) and 2s + 2t > 3,
the author prove the existence of a nontrivial ground state solutions by using the
method of Nehari-Pohozaev manifold and the arguments of Brezis-Nirenberg, the
monotonic trick and global compactness Lemma. Shen and Yao [24] applied Nehari-
Pohozaev type manifold to prove the existence of a nontrivial least energy solution
for the nonlinear fractional Schro¨dinger-Poisson system (−∆)
su+ V (x)u+ φu = µ|u|p−1, in R3,
(−∆)tφ = u2, in R3,
where s, t ∈ (0, 1), s < t and 2s+ 2t > 3, 2 < p < 3+2s
3−2s
. In [35], the authors studied
the fractional Schro¨dinger-Poisson system ε
2s(−∆)su+ V (x)u+ φu = K(x)|u|p−2u, in R3,
ε2s(−∆)sφ = u2, in R3,
4where ε > 0, 3
4
< s < 1, 4 < p < 6
3−2s , V (x) ∈ C(R
3) ∩ L∞(R3) is has positive
global minimim, K(x) ∈ C(R3) ∩ L∞(R3) is positive and has global maximum.
They proved the existence of positive ground solution and determined a concrete
set related to the potentials V and K as the concentration position of these ground
state solutions as ε→ 0.
In this paper, we are devoted to establishing the existence of bounded state
solutions for the fractional Schro¨dinger-Poisson equation (1.1). We consider the
nonlinear term f(x, u) = |u|2
∗
s−2 without the subcritical part and we deal with the
problem (1.1) in Ds,2(R3) instead of in Hs(R3). Under some assumptions on the
potentials V and K, we prove that (1.1) can not be solved by constrained mini-
mization on the Nehari manifold. After we prove some concentration-compactness
results, the existence of a bounded state solution is obtained by linking theorem.
Our main result is as folows:
Theorem 1. Assume that V ≥ 0, V ∈ L
3
2s (R3), K ≥ 0, K ∈ L
6
6s−3 (R3) and
0 < S−1s ‖V ‖ 3
2s
+ S
3
2s
−3
s ‖K‖
2
6
6s−3
≤ 2
2
∗
s−4
2s∗ − 1, (1.4)
where
Ss = inf
u∈Ds,2(R3)\{0}
∫
R3
|(−∆)
s
2u|2dx
(
∫
R3
|u|2∗s)
2∗s
2
is the best Sobolev constant for the embedding Ds,2(R3)→ L2
∗
s(R3), then the problem
(1.1) has at least one bound state solution.
This paper is organized as follows. In Section 2, we first present the variational
setting of the problem, then we prove some lemmas. In Section 3, we study the
Palais-Smale sequence and get a compactness theorem. In Section 4, we prove the
existence of bounded state solutions by linking theorem.
52. Variational setting and preliminaries
For p ∈ [1,∞), we denote by Lp(R3) the usual Lebesgue space with the norm
‖u‖p =
(∫
R3
|u(x)|pdx
) 1
p . For any r > 0 and for any x ∈ R3, Br(x) denotes the ball
of radius r centered at x. For any s ∈ (0, 1), we recall some definitions of fractional
Sobolev spaces Hs(R3) and the fractional Laplacian (−∆)s, for more details, we
refer to [12]. Hs(R3) is defined as follows
Hs(R3) =
{
u ∈ L2(R3) :
∫
R3
(1 + |ξ|2s)|Fu(ξ)|2dξ <∞
}
with the norm
‖u‖Hs =
(∫
R3
(|Fu(ξ)|2 + |ξ|2s|Fu(ξ)|2)dξ
)1
2
, (2.1)
where Fu denotes the Fourier transform of u. As usual H−s(R3) denotes the dual of
Hs(R3). By S(Rn), we denote the Schwartz space of rapidly decaying C∞ functions
in Rn. For u ∈ S(Rn) and s ∈ (0, 1), (−∆)s is defined by
(−∆)sf = F−1(|ξ|2s(Ff)), ∀ξ ∈ Rn. (2.2)
In fact, (2.2) is equivalent to (1.2), see [30]. By Plancherel’s theorem, we have
‖Fu‖2 = ‖u‖2, ‖|ξ|sFu‖2 = ‖(−∆)
s
2u‖. Then by (2.1), we get the equivalent norm
‖u‖Hs =
(∫
R3
(|(−∆)
s
2u|2 + |u|2)dx
) 1
2
.
From Theorem 6.5 and Corollary 7.2 in [12], it is known that the space Hs(R3) is
continuously embedded in Lq(R3) for any q ∈ [2, 2∗s] and the embedding H
s(R3) →֒
Lq(R3) is locally compact for q ∈ [1, 2∗s), where 2
∗
s =
6
3−2s is the fractional critical
Sobolev exponent.
For s ∈ (0, 1), the fractional Sobolev space Ds,2(R3) is defined as follows
Ds,2(R3) =
{
u ∈ L2
∗
s (R3) : |ξ|sFu(ξ) ∈ L2(R3)
}
,
which is the completion of C∞0 (R
3) with respect to the norm
‖u‖Ds,2 =
(∫
R3
|(−∆)
s
2u|2dx
) 1
2
=
(∫
R3
|ξ|2s|Fu(ξ)|2dξ
)1
2
.
6The best Sobolev constant is defined by
Ss = inf
u∈Ds,2(R3)\{0}
∫
R3
|(−∆)
s
2u|2dx(∫
R3
|u|2∗sdx
) 2
2∗s
. (2.3)
By C, we denote the generic constants, which may change from line to line. We
consider the variational setting of (1.1). For u ∈ Ds,2(R3), define the linear operator
Tu : D
s,2(R3)→ R as
Tu(v) =
∫
R3
K(x)u2vdx.
For K ∈ L
6
6s−3 (R3), by the Ho¨lder inequality, we have
|Tu(v)| ≤ ‖K‖ 6
6s−3
‖u‖2 6
3−2s
‖v‖2∗s ≤ ‖K‖ 66s−3S
− 3
2
s ‖u‖2Ds,2‖v‖Ds,2. (2.4)
Set
η(a, b) =
∫
R3
(−∆)
s
2a · (−∆)
s
2 b dx, a, b ∈ Ds,2(R3).
It is clear that η(a, b) is bilinear, bounded and coercive. The Lax-Milgram theorem
implies that for every u ∈ Ds,2(R3), there exists a unique φsu ∈ D
s,2(R3) such that
Tu(v) = η(φ
s
u, v) for any v ∈ D
s,2(R3), that is∫
R3
(−∆)
s
2φsu(−∆)
s
2 vdx =
∫
R3
K(x)u2vdx. (2.5)
Therefore, (−∆)sφsu = K(x)u
2 in a weak sense. For x ∈ R3, we have
φsu(x) = cs
∫
R3
K(y)u2(y)
|x− y|3−2s
dy, (2.6)
which is the Riesz potential [25], where
cs =
Γ(3−2s
2
)
π3/222sΓ(s)
.
Moreover,
‖φsu‖Ds,2 = ‖Tu‖L(Ds,2,R). (2.7)
Since K ∈ L
6
6s−3 (R3), by (2.5), (2.4),
‖φsu‖
2
Ds,2 =
∫
R3
K(x)φsuu
2dx ≤ ‖K‖ 6
6s−3
‖u‖2 6
3−2s
‖φsu‖2∗s
≤ S
− 1
2
s ‖K‖ 6
6s−3
‖u‖2 6
3−2s
‖φsu‖Ds,2 . (2.8)
7Then
‖φsu‖Ds,2 ≤ S
− 1
2
s ‖K‖ 6
6s−3
‖u‖2 6
3−2s
≤ CS
− 1
2
s ‖K‖ 6
6s−3
‖u‖Hs. (2.9)
Substituting φsu in (1.1), we have the fractional Schro¨dinger equation
(−∆)su+ V (x)u+K(x)φsuu = |u|
2∗s−2u, x ∈ R3, (2.10)
The energy functional I : Ds,2(R3)→ R corresponding to problem (2.10) is defined
by
I(u) =
1
2
∫
R3
(|(−∆)
s
2u|2 + V (x)u2)dx+
1
4
∫
R3
K(x)φsuu
2dx−
1
2∗s
∫
R3
|u|2
∗
sdx.
(2.11)
It is easy to see that I is well defined in Ds,2(R3) and I ∈ C1(Ds,2(R3),R), and
〈I ′(u), v〉 =
∫
R3
(
(−∆)
s
2u(−∆)
s
2v + V (x)uv +K(x)φsuuv − |u|
2∗s−2uv
)
dx,
for any v ∈ Ds,2(R3).
Definition 1. (1) We call (u, φ) ∈ Ds,2(R3)×Ds,2(R3) is a weak solution of (1.1)
if u is a weak solution of (2.10).
(2)We call u is a weak solution of (2.10) if∫
R3
(
(−∆)
s
2u(−∆)
s
2 v + V (x)uv +K(x)φsuuv − |u|
2∗s−2uv
)
dx = 0,
for any v ∈ Ds,2(R3).
Let Φ : Ds,2(R3)→ Ds,2(R3) be the operator
Φ(u) = φsu,
and set
N(u) =
∫
R3
K(x)φsuu
2dx.
Lemma 1. Let un ∈ Ds,2(R3) be such that un ⇀ 0 in Ds,2(R3). Then, up to
subsequences, un → 0 in L
p
loc(R
3) for any p ∈ [2, 2∗s).
8Proof. By the fractional Hardy inequality (see (1.1) in [32]),∫
R3
u2n
(1 + |x|)2s
dx ≤ cs
∫
R3
|(−∆)
s
2un|
2dx ≤ C.
Let r > 0 and let A ⊂ R3 be such that A ⊂ Br(0). We have∫
A
u2ndx ≤ (1 + r)
2s
∫
Br(0)
u2n
(1 + |x|)2s
dx ≤ C˜.
this together with un ∈ Ds,2(R3) yield that un is bounded in Hs(A). Since un ⇀ 0
in Ds,2(R3), then up to a subsequence, un → 0 in L2(A). By Lp interpolation
inequality, for all p ∈ [2, 2∗s),(∫
A
|un|
pdx
) 1
p
≤
(∫
A
|un|
2dx
)α
2
(∫
A
|un|
2∗sdx
) 1−α
2∗s
,
where α
2
+ 1−α
2∗s
= 1
p
. Then the conclusion follows. 
Lemma 2. Let K ∈ L
6
6s−3 (R3) with s > 1
2
, then Φ and N have following properties:
(1) Φ : Ds,2(R3) 7→ Ds,2(R3) is continuous and maps bounded sets into bounded sets;
(2) If un ⇀ u in D
s,2(R3), then up to a subsequence Φ(un)→ Φ(u) in Ds,2(R3) and
N(un)→ N(u).
Proof. (1) By (2.5), we see that
‖Tu‖L(Ds,2,R) = ‖Φ(u)‖Ds,2, ∀ u ∈ D
s,2(R3). (2.12)
Assume that un ∈ Ds,2(R3), un → u in Ds,2(R3). Since Ds,2(R3) →֒ L
6
3−2s (R3),
we have ||un − u|| → 0 in L
6
3−2s (R3), then ||un − u||
3
2s → 0 in L
4s
3−2s (R3). Since
K ∈ L
6
6s−3 (R3), we have
∫
R3
|K(x)|
3
2s |un − u|
3
2sdx → 0. For any v ∈ Ds,2(R3), by
Ho¨lder inequality,
|Tun(v)− Tu(v)| ≤
∫
R3
K(x)|(u2n − u
2)v|dx
≤
(∫
R3
|K(x)|
3
2s |un − u|
3
2sdx
) 2s
3
‖un + u‖ 6
3−2s
‖v‖2∗s
→ 0.
Since v is arbitrary, we get limn→∞ ‖Tun − Tu‖L(Ds,2,R) = 0. By (2.9), Φ maps
bounded sets into bounded sets.
9(2) By (2.12), we only need to show that
‖Tun − Tu‖L(Ds,2,R) → 0 as n→∞.
Let ε be any given positive number. There exists rε > 0 large enough such that
‖K‖
L
6
6s−3 (R3\B(0,rε))
< ε. For any v ∈ Ds,2(R3), by Ho¨lder inequality,
|Tun(v)− Tu(v)| =
∫
R3
K(x)|(u2n − u
2)v|dx
≤
∫
R3\B(0,rε)
K(x)|u2n − u
2||v|dx+
∫
B(0,rε)
K(x)|u2n − u
2||v|dx
≤ ‖K‖
L
6
6s−3 (R3\B(0,rε))
‖u2n − u
2‖ 3
3−2s
‖v‖ 6
3−2s
+
(∫
B(0,rε)
(K(x))
6
3+2s |u2n − u
2|
6
3+2sdx
) 3+2s
6
‖v‖2∗s
≤
(
εC +
(∫
B(0,rε)
(K(x))
6
3+2s |u2n − u
2|
6
3+2sdx
) 3+2s
6
‖v‖2∗s
)
‖v‖Ds,2.
(2.13)
Set BM = {x ∈ B(0, rε) : K(x) > M}. Since K ∈ L
6
6s−3 (R3), then the volume
|BM | → 0 as M → ∞. By Lemma 1, up to a subsequence, un → u in L
12
3+2s
loc (R
3).
Then for large M , we have(∫
B(0,rε)
(K(x))
6
3+2s |u2n − u
2|
6
3+2sdx
) 3+2s
6
=
∫
BM
(K(x))
6
3+2s |un + u|
6
3+2s |un − u|
6
3+2sdx
+
∫
B(0,rε)\BM
(K(x))
6
3+2s |un + u|
6
3+2s |un − u|
6
3+2sdx
≤
(∫
BM
(K(x))
6
6s−3dx
) 6s−3
3+2s
(∫
R3
|un + u|
6
3−2sdx
) 3−2s
3+2s
(∫
R3
|un − u|
6
3−2sdx
) 3−2s
3+2s
+M
6
3+2s
(∫
B(0,rε)
|un + u|
12
3+2sdx
) 1
2
(∫
B(0,rε)
|un − u|
12
3+2sdx
) 1
2
≤ εc+ co(1). (2.14)
Therefore,
Φ(un)→ Φ(u) in D
s,2(R3).
10
Since Ds,2(R3) →֒ L2
∗
s (R3) and φsun → φ
s
u in D
s,2(R3), then by Ho¨lder inequality, we
have ∫
R3
K(x)(φsun − φ
s
u)u
2dx ≤ ‖K‖ 6
6s−3
‖u‖22∗s‖φ
s
un − φ
s
u‖2∗s = o(1). (2.15)
By the same argument as in (2.13) and (2.14), replacing v by φsun, we get∫
R3
K(x)φsun(u
2
n − u
2)dx→ 0 as n→∞. (2.16)
From (2.15), (2.16) and
N(un)−N(u) =
∫
R3
K(x)(φsun − φ
s
u)u
2dx+
∫
R3
K(x)φsun(u
2
n − u
2)dx,
it follows that N(un)→ N(u) as n→∞. 
We consider the limiting problem (−∆)
su = |u|2
∗
s−2u in R3,
u ∈ Ds,2(R3).
(2.17)
It is known that every positive solution of (2.17) assumes the form (see [8])
Ψδ,x0,κ(x) = κ
(
δ
δ2 + |x− x0|2
) 3−2s
2
, κ > 0, δ > 0, x0 ∈ R
3. (2.18)
By [10], the best constant Ss is only attained at Ψδ,x0,κ(x). It is known that [9] if
we choose
κ = bs = 2
3−2s
2
(
Γ(3+2s
2
)
Γ(3−2s
2
)
) 3−2s
4s
,
then
ψδ,x0(x) = bs
(
δ
δ2 + |x− x0|2
) 3−2s
2
(2.19)
satisfies (2.17), and ∫
R3
|(−∆)
s
2ψδ,x0|
2dx =
∫
R3
|ψδ,x0|
2∗sdx = S
3
2s
s . (2.20)
The energy functional related to (2.17) is defined on Ds,2(R3) by
I∞(u) =
1
2
∫
R3
|(−∆)
s
2u|2dx−
1
2∗s
∫
R3
|u|2
∗
sdx.
Then
I∞(ψδ,x0) =
s
3
S
3
2s
s .
11
We define the Nehari manifold corresponding to (1.1) and (2.17) by N and
N∞:
N = {u ∈ Ds,2(R3)\{0} : 〈I ′(u), u〉 = 0},
N∞ = {u ∈ D
s,2(R3)\{0} : 〈I ′∞(u), u〉 = 0}. (2.21)
Set
m = inf
u∈N
I(u), m∞ = inf
u∈N∞
I∞(u). (2.22)
Lemma 3. Assume that K ∈ L
6
6s−3 (R3) and V ∈ L
3
2s (R3) are nonnegative functions.
Then m = m∞ and m can’t be attained when ‖V ‖ 3
2s
+ ‖K‖ 6
6s−3
> 0.
Proof. Let u ∈ Ds,2(R3) and define the function
γ(t) : = 〈I ′(tu), tu〉
= t2
∫
R3
(|(−∆)
s
2u|2 + V (x)u2)dx+ t4
∫
R3
K(x)φsuu
2dx− t2
∗
s
∫
R3
|u|2
∗
sdx
= at2 + bt4 − ct2
∗
s , (2.23)
where a =
∫
R3
(|(−∆)
s
2u|2 + V (x)u2)dx, b =
∫
R3
K(x)φsuu
2dx, c =
∫
R3
|u|2
∗
sdx. Since
s > 3
4
, by a similar argument as the proof of Lemma 3.3 in [22], we know that
there exist unique t(u) > 0, s(u) > 0 such that t(u)u ∈ N , s(u)u ∈ N∞, and
I(t(u)u) = maxt>0 I(tu), I∞(s(u)u) = maxt>0 I∞(tu). For any u ∈ N ,
m∞ ≤ I∞(s(u)u)
≤
1
2
‖s(u)u‖2Ds,2 +
s2(u)
2
∫
R3
V (x)u2dx+
1
4
N(s(u)u)−
1
2∗s
‖s(u)u‖2
∗
s
2∗s
= I(s(u)u). (2.24)
Since u ∈ N , it is easy to see that I(tu) attains its maximum at t = 1, then for any
t > 0,
I(tu) ≤ I(u). (2.25)
By (2.24), (2.25), we have
m∞ ≤ m. (2.26)
12
Assume that w is a positive solution of (2.17) centered at zero, (zn)n ⊂ R3 satisfying
|zn| → ∞ as n→∞, wn(·) = w(· − zn) and tn = t(wn). It is clear that ‖wn‖Ds,2 =
‖w‖Ds,2, ‖wn‖2∗s = ‖w‖2∗s and wn ⇀ 0 in D
s,2(R3) as n→∞. It follows from Lemma
2 that
N(wn)→ 0. (2.27)
Since Ds,2(R3) →֒ L2
∗
s(R3), then w2n ⇀ 0 in L
2
∗
s
2 (R3), this together with V ∈ L
3
2s (R3)
yield that ∫
R3
V (x)w2n → 0. (2.28)
By (2.27), (2.28), we have
I(un) =
t2n
2
‖w‖Ds,2 +
t2n
2
on(1) +
t4n
4
on(1)−
t
2∗s
n
2∗s
‖w‖2
∗
s
2∗s
. (2.29)
Since wn ∈ N∞ and tnwn ∈ N , then
‖wn‖
2
Ds,2 = ‖wn‖
2∗s
2∗s
, (2.30)
and
t2n‖wn‖
2
Ds,2 + t
2
n
∫
R3
V (x)w2ndx+ t
4
nN(wn) = t
2∗s
n ‖wn‖
2∗s
2∗s
. (2.31)
From (2.30) and (2.31), it follows that
(1− t2
∗
s−2
n )‖wn‖
2
Ds,2 +
∫
R3
V (x)w2ndx+ t
2
nN(wn) = 0. (2.32)
By (2.27), (2.28) and (2.31), for sufficiently large n, we have
‖w‖2
∗
s
2∗s
t2
∗
s−2
n ≤ ‖w‖
2
Ds,2 + on(1) + t
2
non(1).
Then (tn)n is bounded. This together with ‖wn‖Ds,2 = ‖w‖Ds,2 and (2.32) yield that
limn→∞ tn = 1. By (2.29), we see that limn→∞ I(un) = m∞. Therefore by (2.22)
and (2.26), m = m∞.
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Now we will prove that m can’t be attained. Arguing by contradiction, we let
u¯ ∈ N be a function such that I(u¯) = m = m∞. Then, since s(u¯)u¯ ∈ N∞, we have
m∞ ≤ I∞(s(u¯)u¯)
≤
1
2
‖s(u¯)u¯‖2Ds,2 +
s2(u¯)
2
∫
R3
V (x)u¯2dx+
1
4
N(s(u¯)u¯)−
1
2∗s
‖s(u¯)u¯‖2
∗
s
2∗s
≤ I(u¯) = m∞.
We deduce that
s2(u¯)
2
∫
R3
V (x)u¯2dx = 0, N(s(u¯)u¯) = 0, s(u¯) = 1,
then u¯ ∈ N∞, I∞(u¯) = m∞. Therefore u¯ admits the form (2.18), contradicting∫
R3
V (x)u¯2dx = 0 and N(u¯) = 0. 
3. A compactness theorem
Lemma 4. (see Lemma 2.5 in [33]) Let {un} ⊂ H
s
loc(R
N) be a bounded sequence of
functions such that un ⇀ 0 in H
s(RN). Suppose that there exist a bounded open set
Q ⊂ RN and a positive constant γ > 0 such that∫
Q
|(−△)sun|dx ≥ γ > 0,
∫
Q
|un|
2∗sdx ≥ γ > 0.
Moreover suppose that
(−∆)sun − |un|
2∗s−2un = χn,
where χn ∈ H−s(RN) and
|〈χn, ϕ〉| ≤ εn‖ϕ‖Hs(RN ), ∀ ϕ ∈ C
∞
0 (U),
where U is an open neighborhood of Q and εn is a sequence of positive numbers
converging to 0. Then there exist a sequence of points {yn} ⊂ RN and a sequence of
positive numbers {σn} such that
vn := σ
N−2s
2
n un(σnx+ yn)
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converges weakly in Ds,2(RN) to a nontrivial solution of
(−∆)su = |u|2
∗
s−2, u ∈ Ds,2(RN),
morover,
yn → y¯ ∈ Q¯ and σn → 0.
Lemma 5. Let {un} be a Palais-Smale sequence for I, such that un ∈ C
∞
0 (R
3) and
un ⇀ 0 weakly in D
s,2(R3)
un 9 0 strongly in D
s,2(R3).
Then there exist a sequence of points {yn} ⊂ R3 and a sequence of positive numbers
{σn} such that
vn(x) = σ
3−2s
2
n un(σnx+ yn)
converges weakly in Ds,2(R3) to a nontrival solution of (2.17) and
I(un) = I∞(v) + I∞(vn − v) + o(1) (3.1)
‖un‖
2
Ds,2 = ‖v‖
2
Ds,2 + ‖vn − v‖
2
Ds,2 + o(1). (3.2)
Proof. Since un ⇀ 0 in D
s,2(R3), by (2.28) and (2) of Lemma 2, we get∫
R3
V (x)u2n → 0, N(un)→ 0. (3.3)
For any h ∈ Ds,2(R3), by the Ho¨lder inequality,∫
R3
V (x)unhdx ≤
(∫
R3
(V (x)un)
6
3+2sdx
) 3+2s
6
(∫
R3
|h|2
∗
sdx
) 1
2∗s
.
From un ⇀ 0 in L
2∗s(R3), we have u
6
3+2s
n ⇀ 0 in L
3+2s
3−2s (R3). This together with
V
6
3+2s ∈ L
3+2s
4s (R3) yield that ∫
R3
V
6
3+2su
6
3+2s
n dx→ 0.
Since Ds,2(R3) →֒ L2
∗
s (R3), then ‖h‖2∗s ≤ C‖h‖Ds,2. So∫
R3
V (x)unhdx = o(1)‖h‖Ds,2. (3.4)
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By the similar argument as that in the proof of (2) in Lemma 2, we have∫
R3
K(x)φsununhdx = o(1)‖h‖Ds,2. (3.5)
Therefore
I(un) = I∞(un) + o(1), (3.6)
I ′(un) = I
′
∞(un) + o(1) = o(1). (3.7)
Put σn = ‖un‖
1/s
2 and define
u˜n(x) = σ
3−2s
2
n un(σnx).
From Proposition 3.6 in [12], up to a positive constant, it follows that
‖(−∆)
s
2u‖22 =
∫
R3
∫
R3
|u(x)− u(y)|2
|x− y|3+2s
dxdy. (3.8)
Then we can get
‖u˜n‖Ds,2 = ‖un‖Ds,2, ‖u˜n‖2∗s = ‖un‖2∗s . (3.9)
By the invariance of these two norms with respect to rescaling u→ r
3−2s
2 u(r·), note
that (3.7), we have
I∞(u˜n) = I∞(un), I
′
∞(u˜n) = I
′
∞(un) = o(1). (3.10)
By the scale change,
‖u˜n‖2 = 1. (3.11)
If u˜n ⇀ u˜ 6= 0 in Ds,2(R3), we are done: the wanted functions vn and v are precisely
u˜n and u˜, and yn = 0. In fact, since u˜n ⇀ u˜ in D
s,2(R3), by the Bre´zis-Lieb Lemma
[40],
I∞(u˜n − u˜) = I∞(u˜n)− I∞(u˜) + o(1). (3.12)
From (3.6), (3.7), (3.10) and (3.12), it follows that
I(un) = I∞(u˜) + I∞(u˜n − u˜) + o(1). (3.13)
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By (3.9),
‖un‖
2
Ds,2 = ‖u˜n‖
2
Ds,2 = ‖u˜‖
2
Ds,2 + ‖u˜n − u˜‖
2
Ds,2 + o(1).
If u˜n ⇀ 0 in D
s,2(R3). We cover R3 with balls of radius 1 in such a way that
each point of R3 is contained in at most 4 balls. Set
dn = sup
B1
|u˜n|L2∗s (B1) = sup
x∈R3
(∫
B1(x)
|u˜n|
2∗s
) 1
2∗s
.
We claim that there exists γ > 0 such that
dn ≥ γ > 0, ∀ n ∈ N. (3.14)
Otherwise, by Lemma 2.2 in [11], we have
u˜n → 0 in L
2∗s (R3). (3.15)
By (3.7), 〈I ′∞(u˜n), u˜n〉 = o(1). This together with (3.15) yield that
‖u˜n‖
2
Ds,2 = ‖u˜n‖
2∗s
2∗s
+ o(1) = o(1).
Then by (3.9), we have ‖un‖Ds,2 = o(1). This contradicts un 9 0 strongly in
Ds,2(R3).
We choose y˜n such that ∫
B1(y˜n)
|u˜n|
2∗sdx ≥ dn −
1
n
(3.16)
and let
wn = u˜n(x+ y˜n). (3.17)
By (3.14), (3.16) and (3.17), ∫
B1(0)
|wn|
2∗sdx ≥
γ
2
. (3.18)
If wn ⇀ w 6= 0 in Ds,2(R3), we are done: the wanted functions vn and v are precisely
wn and w, and yn = σny˜n. Suppose that wn ⇀ 0 in D
s,2(R3). By Lemma 1, wn → 0
17
in L2loc(R
3). Then by (3.18), we have∫
B1(0)
|(−∆)
s
2wn|
2dx = ‖wn‖
2
Hs(B1(0))
− ‖wn‖
2
L2(B1(0))
≥ C‖wn‖
2
L2
∗
s (B1(0))
+ o(1)
≥ C
(γ
2
) 2
2∗s + o(1) > 0.
By (3.10), (3.17), the invariance of the Hs(R3) and L2
∗
s (R3) norms by translation, we
apply Lemma 4 to wn and to claim that there exists a sequence ηn → 0 of numbers
and a sequence yn of points: yn → y¯ ∈ B1(0) such that
vn = η
3−2s
2
n wn(ηnx+ yn)⇀ v 6= 0.
By (3.9), it is easy to see that
‖vn‖Ds,2 = ‖un‖Ds,2, ‖vn‖2∗s = ‖un‖2∗s . (3.19)
Since vn ⇀ v in D
s,2(R3), by the Bre´zis-Lieb Lemma [40], (3.6), (3.7) and (3.19),
we have
I(un) = I∞(un) + o(1) = I∞(vn) + o(1) = I∞(v) + I∞(vn − v) + o(1),
‖un‖
2
Ds,2 = ‖vn‖
2
Ds,2 = ‖v‖
2
Ds,2 + ‖vn − v‖
2
Ds,2 + o(1).
So vn and v are the wanted functions. 
Theorem 2. Suppose that V ∈ L
3
2s (R3), V ≥ 0 and K ∈ L
6
6s−3 (R3), K ≥ 0.
Let {un} be a Palsis-Smale sequence of I at level c. Then up to a subsequence,
un ⇀ u¯. Moreover, there exists a number k ∈ N, k sequences of points {yin}n ⊂ R
3,
1 ≤ i ≤ k, k sequences of positive numbers {σin}n, 1 ≤ i ≤ k, k sequences of
functions {uin} ⊂ D
s,2(R3), 1 ≤ i ≤ k, such that
un(x)− u¯(x)−
k∑
i=1
1
(σin)
3−2s
2
ui
(
x− yin
σin
)
→ 0,
where ui, 1 ≤ i ≤ k, are solutions of (2.17). Moreover as n→∞,
‖un‖
2
Ds,2 → ‖u¯‖
2
Ds,2 +
k∑
i=1
‖ui‖2Ds,2
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I(un)→ I(u¯) +
k∑
i=1
I∞(u
i).
Proof. Since un is a Palais-Smale sequence for I, it is easy to show that un is bounded
inDs,2(R3) and in L2
∗
s (R3). Up to a subsequence, we assume that un ⇀ u¯ inD
s,2(R3)
and in L2
∗
s (R3) as n→∞. By the weak convergence, we have I ′(u¯) = 0. Note that
V ∈ L
3
2s (R3), V ≥ 0 and K ∈ L
6
6s−3 (R3), K ≥ 0, by Proposition 5.1.1 in [13] and
Lemma 2.7 in [29], we have u¯ ∈ L∞(R3). Set z1n = un − u¯, then z
1
n ⇀ 0 in D
s,2(R3).
If z1n → 0 in D
s,2(R3), we are done. Suppose that z1n = un − u¯9 0 in D
s,2(R3), for
any v ∈ C∞0 (R
3),
〈I ′(z1n), v〉 =
∫
R3
(−∆)
s
2 z1n(−∆)
s
2vdx+
∫
R3
V (x)z1nvdx+
∫
R3
K(x)φsz1nz
1
nvdx
−
∫
R3
|z1n|
2∗s−2z1nvdx
= 〈I ′(un), v〉 − 〈I
′(u), v〉+
∫
R3
K(x)(φsz1nz
1
n + φ
s
u¯u¯− φ
s
usn
un)vdx
−
∫
R3
(|z1n|
2∗s−2z1n + |u¯|
2∗s−2u¯− |un|
2∗s−2un)vdx. (3.20)
Since u¯ ∈ L∞(R3), by arguments similar to those of Lemma 8.9 in [40], we get
|un − u¯|
2∗s−2(un − u) + |u¯|
2∗s−2u¯− |un|
2∗s−2un → 0 in (D
s,2(R3))′. (3.21)
Since un ⇀ u¯ in D
s,2(R3), it is easy to see that∫
R3
K(x)φsz1nz
1
nvdx = o(1)‖v‖Ds,2,∫
R3
K(x)φsu¯u¯− φ
s
usn
un)vdx = o(1)‖v‖Ds,2.
Then ∫
R3
K(x)(φsz1nz
1
nvdx+ φ
s
u¯u¯− φ
s
usn
un)vdx = o(1)‖v‖Ds,2. (3.22)
From (3.20), (3.21) and (3.22), it follows that 〈I ′(z1n), v〉 = o(1)v, then z
1
n is a Palais-
Smale sequence for I.
By the definition of Ds,2(R3), for any n, there exists z˜1n ∈ C
∞
0 (R
3) such that
‖z1n − z˜
1
n‖Ds,2 <
1
n
and ‖I ′(z1n)− I
′(z˜1n)‖Ds,2 <
1
n
.
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Thus z¯1n is a Palais-Smale sequence, and
z1n − z˜
1
n → 0 in D
s,2(R3), (3.23)
z˜1n ⇀ 0 in D
s,2(R3). (3.24)
By a similar argument to that in proof of Lemma 2, we get that as n→∞,
∫
R3
K(x)z˜1n(x)(z
1
n − z˜
1
n)(x)dx→ 0
K(x)u¯(x)z˜1n(x)dx→ 0
K(x)u¯(x)(z1n − z˜
1
n)(x)dx→ 0.
(3.25)
By (3.23), (3.24), (3.25) and the Bre´zis-Lieb Lemma, we conclude that
‖z˜1n‖
2
Ds,2 = ‖un‖
2
Ds,2 − ‖u˜‖
2
Ds,2 + o(1), (3.26)
I(z˜1n) = I(un)− I(u¯) + o(1), (3.27)
I ′(z˜1n) = I
′(un)− I
′(u¯) + o(1). (3.28)
Then z˜1n is a Palais-Smale sequence for I. Since z
1
n ⇀ 0 in D
s,2(R3) and z1n 9 0,
we have that z˜1n ⇀ 0 in D
s,2(R3) and z˜1n 9 0. Thus z˜
1
n satisfies the assumptions
of Lemma 5, so there exist a sequence of points {x1n} and a sequence of positive
numbers η1n such that
v1n(x) = (η
1
n)
3−2s
2 z˜1n(η
1
nx+ x
1
n)
converges weakly in Ds,2(R3) to a nontrival solution u1 of (2.17) and by (3.1), (3.2),
(3.26) and (3.27), we have
I∞(v
1
n − u
1) = I(z˜1n)− I∞(u
1) + o(1) = I(un)− I(u¯)− I∞(u
1) + o(1) (3.29)
‖v1m − u
1‖2Ds,2 = ‖z˜
1
n‖
2
Ds,2 − ‖u
1‖2Ds,2 + o(1) = ‖un‖
2
Ds,2 − ‖u¯‖
2
Ds,2 − ‖u
1‖2Ds,2 + o(1).
(3.30)
Iterating this procedure, we get Palais-Smale sequences of functions
zjn = v
j−1
n − u
j−1, zjn ⇀ 0 in D
s,2(R3),
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and
z˜jn ∈ C
∞
0 (R
3), z˜jn ⇀ 0 in D
s,2(R3)
such that zjn = z˜
j
n + (z
j
n − z˜
j
n) and
zjn − z˜
j
n → 0 in D
s,2(R3). (3.31)
We can obtain sequences of points {xn}j ⊂ R3 and sequences of numbers ηjn such
that
vjn(x) = (η
j
n)
3−2s
2 z˜jn(η
j
nx+ x
j
n)
converges weakly in Ds,2(R3) to a nontrivial solution uj of (2.17). Furthermore, by
(3.29), (3.30) and (3.31), we have
I∞(v
j
n) = I∞(z˜
j
n) = I∞(v
j−1
n − u
j−1) + o(1)
= I(un)− I(u¯)−
j−1∑
i=1
I∞(u
i) + o(1)
and
‖vjn‖
2
Ds,2 = ‖z˜
j
n‖
2
Ds,2 = ‖v
j−1
n − u
j−1‖2Ds,2 + o(1) = ‖vn‖
2
Ds,2 − ‖u
j−1‖2Ds,2 + o(1)
= ‖un‖
2
Ds,2 − ‖u¯‖
2
Ds,2 −
j−1∑
i=1
‖ui‖2Ds,2 + o(1). (3.32)
By the definition of Ss, we have ‖uj‖2Ds,2 ≥ Ss‖u
j‖22∗s . Since u
j is a solution of (2.17),
then we have
‖uj‖2Ds,2 ≥ S
3
2s
s . (3.33)
This together with the boundedness of un and (3.32) yield that the iteration must
terminate at some k > 0. The proof is complete. 
Corollary 1. Assume that {un} ⊂ Ds,2(R3) satisfies the assumption of the Theorem
2 with c ∈ ( s
3
S
3
2s
s , 2s3 S
3
2s
s ), then {un} contains a subsequence strongly convergent in
Ds,2(R3).
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Proof. By Lemma 3, any nontrival solution u have energy I(u) > s
3
S
3
2s
s . From (3.15)
in [9], any sign-changing solution v of (2.17) satisfies I∞(v) ≥
2s
3
S
3
2s
s . Since any
positive solution of (2.17) has energy s
3
S
3
2s
s , by Theorem 2, we get the conclusion. 
Corollary 2. If {un} is a minimizing sequence for I on N , then there exist a
sequence of points {yn} ⊂ R3, a sequence of positive numbers {δn} ⊂ R+ and a
sequence {wn} ⊂ Ds,2(R3) such that
un(x) = wn(x) + ψδn,yn(x),
where ψδn,yn(x) are functions defined in (2.19) and wn → 0 strongly in D
s,2(R3).
Proof. The result follows from Theorem 2 and Lemma 3. 
4. Proof of the main result
Set
σ(x) =
{
0, if |x| < 1
1, if |x| ≥ 1
and define
α : Ds,2(R3)→ R3 × R+
α(u) =
1
S
3
2s
s
∫
R3
(
x
|x|
, σ(x)
)
|(−∆)
s
2u|2dx = (β(u), γ(u)),
where
β(u) =
1
S
3
2s
s
∫
R3
x
|x|
|(−∆)
s
2u|2dx, γ(u) =
1
S
3
2s
s
∫
R3
σ(x)|(−∆)
s
2u|2dx.
Lemma 6. If |y| ≥ 1
2
, then
β(ψδ,y) =
y
|y|
+ o(1) as δ → 0.
Proof. From (2.19), it follows that
|∇ψδ,y(x)| = (3− 2s)bsδ
3−2s
2
|x− y|
(δ2 + |x− y|2)
5−2s
2
.
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By (3.8) and Proposition 2.2 in [12], we have∫
R3\Bε(y)
|(−∆)
s
2ψδ,y|
2dx ≤ C
∫
R3\Bε(y)
|∇ψδ,y|
2dx
= (3− 2s)bsCδ
3−2s
2
∫
R3\Bε(y)
|x− y|2
(δ2 + |x− y|2)5−2s
dx
= C1δ
3−2s
2
∫ +∞
ε
ρ4
(δ2 + ρ2)5−2s
dρ
≤ C1δ
3−2s
2
∫ +∞
ε
ρ4s−6dρ. (4.1)
By (4.1), for every ε > 0, there exists a δˆ such that ∀δ ∈ (0, δˆ],
1
S
3
2s
s
∫
R3\Bε(y)
|(−∆)
s
2ψδ,y|
2dx < ε.
Then ∣∣∣∣∣β(ψδ,y)− 1S 32ss
∫
Bε(y)
x
|x|
|(−∆)
s
2ψδ,y|
2dx
∣∣∣∣∣ < ε. (4.2)
If ε is small enough, for |y| ≥ 1
2
and x ∈ Bε(y),∣∣∣∣ x|x| − y|y|
∣∣∣∣ < 2ε.
Then by (2.20),∣∣∣∣∣ y|y| − 1S 32ss
∫
Bε(y)
x
|x|
|(−∆)
s
2ψδ,y(x)|
2dx
∣∣∣∣∣
=
∣∣∣∣∣ 1S 32ss
(
y
|y|
−
x
|x|
)
|(−∆)
s
2ψδ,y(x)|
2dx+
1
S
3
2s
s
∫
R3\Bε(y)
y
|y|
|(−∆)
s
2ψδ,y(x)|
2dx
∣∣∣∣∣
≤
2ε
S
3
2s
s
|(−∆)
s
2ψδ,y(x)|
2dx+ ε = 3ε. (4.3)
By (4.2) and (4.3), we have ∣∣∣∣β(ψδ,y)− y|y|
∣∣∣∣ < 4ε.

Define
M =
{
u ∈ N : α(u) = (β(u), γ(u)) = (0,
1
2
)
}
,
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and define
cM = inf
u∈M
I(u).
Lemma 7. Suppose that V ≥ 0, V ∈ L
3
2s (R3), K ≥ 0, K ∈ L
6
6s−3 (R3) and ‖V ‖ 3
2s
+
‖K‖ 6
6s−3
> 0. Then
cM >
s
3
S
3
2s
s .
Proof. It is obvious that c0 ≥
s
3
S
3
2s
s . To prove c0 >
s
3
S
3
2s
s , we argue by contradiction.
Suppose that there exists a sequence {un} ⊂ N such that
β(un) = 0, γ(un) =
1
2
(4.4)
lim
n→∞
I(un) =
s
3
S
3
2s
s . (4.5)
By Corollary 2, there exist a sequence of points {yn} ⊂ R3, a sequence of positive
numbers {δn} ⊂ R+ and a sequence of functions {wn} ⊂ Ds,2(R3) converging to 0
in Ds,2(R3) such that
un(x) = wn(x) + ψδn,yn(x).
Since wn → 0 in Ds,2(R3), then for n big enough, we have
α(wn + ψδn,yn) =
1
S
3
2
s
∫
R3
(
x
|x|
, σ(x)
)
|(−∆)
s
2 (wn + ψδn,yn)|
2dx
=
1
S
3
2
s
∫
R3
(
x
|x|
, σ(x)
)
|(−∆)
s
2wn|
2dx
+
2
S
3
2
s
∫
R3
(
x
|x|
, σ(x)
)
((−∆)
s
2wn, (−∆)
s
2ψδn,yn)dx
+
1
S
3
2
s
∫
R3
(
x
|x|
, σ(x)
)
|(−∆)
s
2ψδn,yn|
2dx
=
1
S
3
2
s
∫
R3
(
x
|x|
, σ(x)
)
|(−∆)
s
2ψδn,yn|
2dx+ o(1)
= α(ψδn,yn) + o(1). (4.6)
From (4.4) and (4.6), it follows that
(i) β(ψδn,yn)→ 0 as n→∞.
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(ii) γ(ψδn,yn)→ 0 as n→∞.
For δn, up to a sunsequence, one of these cases occurs
(a) δn →∞ as n→∞
(b) δn → δ˜ 6= 0 as n→∞
(c) δn → 0 and yn → y¯, y¯ <
1
2
as n→∞
(d) δn → 0 as n→∞ and |yn| ≥
1
2
for n large.
We will prove that none of the possibilities (a)-(d) can be true. If (a) holds,
γ(ψδn,yn) =
1
S
3
2s
s
∫
R3
σ(x)|(−△)
s
2ψδn,yn|
2dx =
1
S
3
2s
s
∫
R3\B1(0)
|(−△)
s
2ψδn,yn|
2dx
= 1−
1
S
3
2s
s
∫
B1(0)
|(−△)
s
2ψδn,yn|
2dx = 1− o(1) as n→∞.
This contradicts (ii). If (b) holds, then |yn| → +∞, otherwise ψδn,yn would converge
strongly in Ds,2(R3), so un would converge strongly in D
s,2(R3) against Lemma 3.
Then we have
γ(ψδn,yn) = γ(ψδ¯,yn) + o(1) =
1
S
3
2s
s
∫
R3
σ(x)|(−∆)
s
2ψδ¯,yn|
2dx+ o(1)
=
1
S
3
2s
s
∫
R3
σ(x− yn)|(−∆)
s
2ψδ¯,0|
2dx+ o(1)
= 1−
1
S
3
2s
s
∫
B1(yn)
|(−∆)
s
2ψδ¯,0|
2dx+ o(1)
= 1 + o(1) as n→∞.
This contradicts (ii). If (c) holds, then
γ(ψδn,yn) =
1
S
3
2s
s
∫
R3\B1(0)
|(−∆)
s
2ψδ¯,yn|
2dx
=
1
S
3
2s
s
∫
R3\B1(yn)
|(−∆)
s
2ψδ¯,0|
2dx
= o(1).
This contradicts (ii). If (d) holds, by Lemma 6, we have
β(ψδn,yn) =
yn
|yn|
+ o(1) as n→∞.
This contradicts (i). 
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Define θ : Ds,2(R3)\{0} → N :
θ(u) = t(u)u,
where t(u) is the unique positive number such that t(u)u ∈ N . Let T be the operator
T : R3 × (0,+∞)→ Ds,2(R3)
defined by
T (y, δ) = ψδ,y(x).
Lemma 8. Assume that V ≥ 0, V ∈ L
3
2s (R3), K ≥ 0, K ∈ L
6
6s−3 (R3). Then for
any ε > 0, there exist δ1 = δ1(ε), δ2 = δ2(ε) such that
I(θ ◦ T (y, δ)) <
s
3
S
3
2s
s + ε
for any y ∈ R3 and δ ∈ (0, δ1] ∪ [δ2,+∞).
Proof. Since V ∈ L
3
2s (R3), then for any ε > 0, there exists R > 0 such that(∫
R3\BR(0)
|V (x)|
3
2sdx
) 2s
3
<
ε
2S
3−2s
2s
s
. (4.7)
From limδ→+∞ supy∈R3 |ψδ,y| = 0, it follows that limδ→+∞
∫
BR(0)
|ψδ,y|2
∗
sdx = 0.
Therefore there exists δ2 = δ2(ε) such that
sup
y∈R3
(∫
BR(0)
|ψδ,y|
2∗sdx
) 3−2s
3
<
ε
2‖V ‖ 3
2s
, δ ≥ δ2. (4.8)
By (4.7) and (4.8), we have∫
R3
V (x)ψ2δ,ydx =
∫
BR(0)
V (x)ψ2δ,ydx+
∫
R3\BR(0)
V (x)ψ2δ,ydx
≤
(∫
BR(0)
|V (x)|
3
2sdx
) 2s
3
(∫
BR(0)
|ψδ,y|
2∗sdx
) 3−2s
3
+
(∫
R3\BR(0)
|V (x)|
3
2sdx
) 2s
3
(∫
R3\BR(0)
|ψδ,y|
2∗sdx
) 3−2s
3
≤ ‖V ‖ 3
2s
(∫
BR(0)
|ψδ,y|
2∗sdx
) 3−2s
3
+
(∫
R3\BR(0)
|V (x)|
3
2sdx
) 2s
3
‖ψδ,y‖
2
2∗s
<
ε
2
+
ε
2
= ε. (4.9)
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Since V ∈ L
3
2s (R3), for any ε > 0, there exists r > 0 small enough such that
sup
y∈R3
(∫
Br(y)
|V (x)|
3
2sdx
) 2s
3
<
ε
2S
3−2s
2s
s
. (4.10)
By (2.19), ∫
R3\Br(y)
|ψδ,y|
2∗sdx = Cδ3
∫
R3\Br(y)
1
(δ2 + |x− y|2)3
dx
= C˜δ3
∫ +∞
r
ρ2
(δ2 + ρ2)3
dρ,
so there is a δ1 = δ1(ε) such that for any δ ∈ (0, δ1], there holds(∫
R3\Br(y)
|ψδ,y|
2∗sdx
) 3−2s
3
<
ε
2‖V ‖ 3
2s
, 0 < δ ≤ δ1. (4.11)
By (4.10) and (4.11), we get∫
R3
V (x)ψ2δ,ydx =
∫
Br(y)
V (x)ψ2δ,ydx+
∫
R3\Br(y)
V (x)ψ2δ,ydx
≤
(∫
Br(y)
|V (x)|
3
2sdx
) 2s
3
(∫
Br(y)
|ψδ,y|
2∗sdx
) 3−2s
3
+
(∫
R3\Br(y)
|V (x)|
3
2sdx
) 2s
3
(∫
R3\Br(y)
|ψδ,y|
2∗sdx
) 3−2s
3
≤
(∫
Br(y)
|V (x)|
3
2sdx
) 2s
3
(∫
Br(y)
|ψδ,y|
2∗sdx
) 3−2s
3
+ ‖V ‖ 3
2s
(∫
R3\Br(y)
|V (x)|
3
2sdx
) 2s
3
<
ε
2
+
ε
2
= ε. (4.12)
From (4.9) and (4.12), it follows that∫
R3
V (x)ψ2δ,ydx < ε, for any y ∈ R
3 and δ ∈ (0, δ1] ∪ [δ2,+∞). (4.13)
Similarly, we can get that
N(ψδ,y) < ε, for any y ∈ R
3 and δ ∈ (0, δ1] ∪ [δ2,+∞). (4.14)
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Since ψδ,y ∈ N∞, it is easy to show that there exists tδ,y = t(ψδ,y) such that tδ,yψδ,y ∈
N . By an argument analogous to (2.27)-(2.32), we verify that for any y ∈ R3,
tδ,y → 1 as δ → 0 or δ → +∞. (4.15)
By (4.13), (4.14) and (4.15), we obtain
I(θ ◦ T (y, δ)) =
1
2
t2δ,y‖ψδ,y‖
2
Ds,2 +
1
2
t2δ,y
∫
R3
V (x)ψ2δ,ydx+
1
4
t4δ,yN(ψδ,y)
−
1
2∗s
t
2∗s
δ,y‖ψδ,y‖
2∗s
2∗s
= I∞(tδ,yψδ,y) +
1
2
t2δ,y
∫
R3
V (x)ψ2δ,ydx+
1
4
t4δ,yN(ψδ,y)
< I∞(tδ,yψδ,y) + ε
=
s
3
S
3
2s
s + ε,
for any y ∈ R3 and δ ∈ (0, δ1] ∪ [δ2,+∞). 
Lemma 9. Assume that V ≥ 0, V ∈ L
3
2s (R3), K ≥ 0, K ∈ L
6
6s−3 (R3). Then for
any fixed δ > 0,
lim
|y|→+∞
I(θ ◦ T (y, δ)) =
s
3
S
3
2s
s .
Proof. It is obvious that lim|y|→+∞
∫
R3
V (x)ψ2δ,ydx = 0, lim|y|→+∞N(ψδ,y) = 0. By a
similar argument to (2.29)-(2.32), we have
tδ,y = t(ψδ,y)→ 1 as |y| → +∞,
where tδ,y is the unique positive number such that tδ,yψδ,y ∈ N . Then
s
3
S
3
2s
s ≤ I(θ ◦ T (y, δ))
=
1
2
t2δ,y‖ψδ,y‖
2
Ds,2 +
1
2
t2δ,y
∫
R3
V (x)ψ2δ,ydx+
1
4
t4δ,yN(ψδ,y)
−
1
2∗s
t
2∗s
δ,y‖ψδ,y‖
2∗s
2∗s
< I∞(ψδ,y) + o(1)
=
s
3
S
3
2s
s + o(1) as |y| → +∞.

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By Lemma 7, there exist a positive number µ such that s
3
S
3
2s
s + µ < c0.
Lemma 10. There is a δ1 : 0 < δ <
1
2
such that
(a) I(θ ◦ T (y, δ)) < s
3
S
3
2s
s + µ, ∀y ∈ R3
(b) γ(θ ◦ T (y, δ)) < 1
2
, ∀y : |y| < 1
2
(c)
∣∣β(θ ◦ T (y, δ))− y|y|∣∣ < 14 , ∀y : |y| ≥ 12 .
Proof. By Lemma 8, (a) holds. By (3.8) and Proposition 2.2 in [12],
γ(θ ◦ T (y, δ)) =
t2δ,y
S
3
2s
s
∫
R3
σ(x)|(−∆)
s
2ψδ,y|
2dx
=
t2δ,y
S
3
2s
s
∫
R3\B1(0)
|(−∆)
s
2ψδ,y|
2dx
=
t2δ,y
S
3
2s
s
∫
R3\B1(y)
|(−∆)
s
2ψδ,0|
2dx
≤ Ct2δ,y
∫
R3\B1(y)
|∇ψδ,0|
2dx
= C˜t2δ,yδ
3−2s
2
∫
R3\B1(y)
|x|2
(δ2 + |x|2)5−2s
dx,
this together with (4.15) yield that (b) holds. By Lemma 6 and (4.15), we get
(c). 
Lemma 11. There exists a δ2 >
1
2
such that
(a) I(θ ◦ T (y, δ)) < s
3
S
3
2s
s + µ, ∀y ∈ R3
(b) γ(θ ◦ T (y, δ)) > 1
2
, ∀y : |y| > 1
2
.
Proof. By Lemma 8, (a) holds. Since
lim
δ→+∞
∫
B1(0)
|(−∆)
s
2ψδ,y|
2dx = 0,
and
lim
δ→+∞
tδ,y = 1,
we have
γ(θ ◦ T (y, δ)) = tδ,y
(
1−
1
S
3
2s
s
∫
B1(0)
|(−∆)
s
2ψδ,y|
2dx
)
→ 1 as δ → +∞,
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then (b) holds. 
Lemma 12. There exists R > 0 such that
(a) I(θ ◦ T (y, δ)) < s
3
S
3
2s
s + µ, ∀y : |y| ≥ R and δ ∈ [δ1, δ2]
(b) (β(θ ◦ T (y, δ)) · y)R3 > 0, ∀|y| ≥ R and δ ∈ [δ1, δ2].
Proof. Since
tδ,y → 1 as |y| → +∞, (4.16)
by Lemma 9 and the compactness of [δ1, δ2], we can get R1 big enough such that
I(θ ◦ T (y, δ)) <
s
3
S
3
2s
s + µ, ∀y : |y| ≥ R and δ ∈ [δ1, δ2].
For |y| large enough, by (4.16) and a similar argument as that in the proof of Lemma
6, the result follows. 
Let δ1, δ2 and R be the constant in Lemma 10, Lemma 4.4 and Lemma 12,
respectively. Define a bounded domain D ⊂ R3 × R by
D =
{
(y, δ) ∈ R3 × R : |y| ≤ R, δ1 ≤ δ ≤ δ2
}
,
and define the map ϑ : D → R3 × R+ by
ϑ(y, δ) = (β ◦ θ ◦ T (y, δ), γ ◦ θ ◦ T (y, δ)) .
Lemma 13. Assume that V ≥ 0, V ∈ L
3
2s (R3), K ≥ 0, K ∈ L
6
6s−3 (R3) and
‖V ‖ 3
2s
+ ‖K‖ 6
6s−3
> 0. Then
deg
(
ϑ,D, (0,
1
2
)
)
= 1.
Proof. We consider the homotopy
ζ(y, δ, s) = (1− s)(y, δ) + sϑ(y, δ).
By the homotopy invariance of the topological degree, and by the fact that
deg
(
id,D, (0,
1
2
)
)
= 1,
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we need to prove that
ζ(y, δ, s) 6= (0,
1
2
) for any (y, δ) ∈ ∂D and s ∈ [0, 1].
We have
∂D = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4,
where
Γ1 = {(y, δ1) : |y| <
1
2
}
Γ2 = {(y, δ1) :
1
2
≤ |y| ≤ R}
Γ3 = {(y, δ2) : |y| ≤ R}
Γ4 = {(y, δ) : |y| = R, δ ∈ [δ1, δ2]}.
If (y, δ) ∈ Γ1, by Lemma 10 (b),
(1− s)δ1 + sγ ◦ θ ◦ T (y, δ1) <
1
2
.
If (y, δ) ∈ Γ2, by Lemma 10 (c),∣∣β(θ ◦ T (y, δ))− y
|y|
∣∣ < 1
4
,
then ∀s ∈ [0, 1],
|(1− s)y + sβ(θ ◦ T (y, δ1))| ≥
∣∣∣∣(1− s)y + s y|y|
∣∣∣∣− ∣∣∣∣sβ(θ ◦ T (y, δ1))− s y|y|
∣∣∣∣
≥ (1− s)|y|+ s−
s
4
≥
1
2
.
If (y, δ) ∈ Γ3,
(1− s)δ2 + sγ ◦ θ ◦ T (y, δ2) >
1
2
for any s ∈ [0, 1].
If (y, δ) ∈ Γ4, by Lemma 12 (b),
([(1− s)y + sβ ◦ θ ◦ T (y, δ)] · y) > 0 for any s ∈ [0, 1].
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Therefore,
deg(ϑ,D, (0,
1
2
)) = deg(id,D, (0,
1
2
)) = 1.

Proof of Theorem 1. In order to apply the linking theorem in [26], we define
Q = θ ◦ T (D), M =
{
u ∈ N : α(u) = (β(u), γ(u)) = (0,
1
2
)
}
.
We claim that M links ∂Q, that is,
(a) ∂Q ∩M = ∅;
(b) h(Q) ∩M 6= ∅ for any h ∈ Γ = {h ∈ C(Q,N ) : h(∂Q) = id}.
In fact, if u ∈ θ ◦ T (∂D), by Lemma 10 (a), Lemma 11 (a), Lemma 12 (a),
I(u) < m+ µ < cM,
then u /∈M.
To prove (b), for any h ∈ Γ, we define η : D → R3 × R+ by
η(y, δ) = (β ◦ h ◦ θ ◦ T (y, δ), γ ◦ h ◦ θ ◦ T (y, δ)) .
Since h(∂D) = id, then
η(y, δ) = (β ◦ θ ◦ T (y, δ), γ ◦ θ ◦ T (y, δ)) = ϑ(y, δ) for any (y, δ) ∈ ∂D.
This together with Lemma 13 yield that
deg(η,D, (0,
1
2
)) = deg(ϑ,D, (0,
1
2
)) = 1.
Then there exists (y′, δ′) ∈ D such that h ◦ θ ◦ T (y′, δ′) ∈M.
Define
d = inf
h∈Γ
max
u∈Q
I(h(u)). (4.17)
By linking theorem, d ≥ cM >
s
3
S
3
2s
s . From Q = θ ◦ T (D) and (4.17), it follows that
d ≤ max
u∈Q
I(u) ≤ sup
(δ,y)∈D
I(tδ,yψδ,y).
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By tδ,yψδ,y ∈ N , we have
t2δ,y‖ψδ,y‖
2
Ds,2 + t
2
δ,y
∫
R3
V (x)ψ2δ,ydx+ t
4
δ,yN(ψδ,y) = t
2∗s
δ,y‖ψδ,y‖
2∗s
2∗s
, (4.18)
this together with ‖ψδ,y‖
2∗s
2∗s
= ‖ψδ,y‖2Ds,2 yield that
(1− t2
∗
s−2
δ,y )‖ψδ,y‖
2
Ds,2 +
∫
R3
V (x)ψ2δ,ydx+ t
2
δ,yN(ψδ,y) = 0. (4.19)
Since ψδ,y > 0, V (x) ≥ 0, K(x) ≥ 0 and ‖V ‖ 3
2s
+ ‖K‖ 6
6s−3
> 0, by (4.19), we get
that tδ,y > 1. From (4.18) and the Ho¨lder inequality, it follows that
t
2∗s−2
δ,y ‖ψδ,y‖
2∗s
2∗s
= ‖ψδ,y‖
2
Ds,2 +
∫
R3
V (x)ψ2δ,ydx+ t
2
δ,yN (ψδ,y)
< t2δ,y‖ψδ,y‖
2
Ds,2 + t
2
δ,y
∫
R3
V (x)ψ2δ,ydx+ t
2
δ,yN (ψδ,y)
≤ t2δ,y‖ψδ,y‖
2
Ds,2 + t
2
δ,y‖V ‖ 3
2s
‖ψδ,y‖
2
2∗s
+ t2δ,yS
− 1
2
s ‖K‖ 6
6s−3
‖Φ(ψδ,y)‖Ds,2‖ψδ,y‖
2
2∗s
. (4.20)
By (2.4) and (2.7),
‖Φ(u)‖Ds,2 ≤ S
− 3
2
s ‖K‖ 6
6s−3
‖u‖2Ds,2. (4.21)
By (4.19), (4.21) and ‖ψδ,y‖
2∗s
2∗s
= ‖ψδ,y‖2Ds,2 = S
3
2s
s , we have
t
2∗s−4
δ,y < 1 + S
−1
s ‖V ‖ 3
2s
+ S
3
2s
−3
s ‖K‖2 6
6s−3
. (4.22)
Then, by (2.11), (4.18), (4.22) and (1.4),
I(tδ,yψδ,y) =
1
2
t2δ,y‖ψδ,y‖
2
Ds,2 +
1
2
t2δ,y
∫
R3
V (x)ψ2δ,ydx+
1
4
t4δ,yN(ψδ,y)−
1
2∗s
t
2∗s
δ,y‖ψδ,y‖
2∗s
2∗s
=
s
3
t2δ,y‖ψδ,y‖
2
Ds,2 +
s
3
t2δ,y
∫
R3
V (x)ψ2δ,ydx+
4s− 3
12
t4δ,yN(ψδ,y)
≤
s
3
t2δ,y(‖ψδ,y‖
2
Ds,2 +
∫
R3
V (x)ψ2δ,ydx+ t
2
δ,yN(ψδ,y))
=
s
3
t
2∗s
δ,y‖ψδ,y‖
2∗s
2∗s
<
s
3
S
3
2s
s (1 + S
−1
s ‖V ‖ 3
2s
+ S
3
2s
−3
s ‖K‖
2
6
6s−3
)
2
∗
s
2∗s−4
≤
2s
3
S
3
2s
s .
Therefore, s
3
S
3
2s
s < d < 2s3 S
3
2s
s . By Corollary 1, d is the critical value of I. The proof
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