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We consider specific additive decompositions d = d, + . . + d. of metrics, defined 
on a finite set X (where a metric may give distance zero to pairs of distinct points). 
The simplest building stones are the split metrics, associated to splits (i.e., biparti- 
tions) of the given set X. While an additive decomposition of a Hamming metric 
into split metrics is in no way unique, we achieve uniqueness by restricting our- 
selves to coherent decompositions, that is, decompositions d= d, + . . . + d. such 
that for every map f: X+ Iw with f(x) +f( y) 2 d(x, y) for all x, y E X there exist 
maps fi, . . . . f,:X+ W with f=f, + ... +f, and fi(x)+fi(y)adi(x, y) for all 
i = 1, . . . . n and all X, y E X. These coherent decompositions are closely related to a 
geometric decomposition of the injective hull of the given metric. A metric with a 
coherent decomposition into a (weighted) sum of split metrics will be called totally 
split-decomposable. Tree metrics (and more generally, the sum of two tree metrics) 
are particular instances of totally split-decomposable metrics. Our main result 
confirms that every metric admits a coherent decomposition into a totally split- 
decomposable metric and a split-prime residue, where all the split summands and 
hence the decomposition can be determined in polynomial time, and that a family 
of splits can occur this way if and only if it does not induce on any four-point 
subset all three splits with block size two. 0 1992 Academic Press, Inc. 
1. INTRoDDCT~~N 
Let us commence by recalling what is known about the structure of the 
closed convex cone M(X) of (pseudo-)metrics’ definable on a finite set X, 
i In this paper a map d: Xx X + R will be called a metric on X, if it vanishes on the 
diagonal (d(x, x) = 0) and satisfies the triangle inequality (d(x, y) < d(x, z) + d(y, z)), while d 
is not required to vanish exclusively on the diagonal, that is, d(x, y) = 0 does not necessarily 
imply x = y. Sometimes such maps have been called pseudo-metrics. Only by including such 
“pseudo-metrics” in the set M(X) of metrics on X does this set become a closed convex cone 
in the linear space R Xxx of all maps from Xx Xinto R (topologized with respect to pointwise 
convergence, say). For further information on the “metric cone” see [3] or [16]. 
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in case the number n = #X of elements in X is small. If X= (a, b, c} has 
cardinality 3, then the dimension (‘;) = 3 of the linear space 
(M(X))={d:XxX+R)d(x,y)=d(y,x) and 
d(x, x) = 0 for all x, y E X} 
generated by M(X) equals the number of extreme rays in M(X) which are 
generated by the three split metrics 6ja),(b,c), c?~~),~~,+, and Blc),Co,bJ, 
where for a partition (or split) X= A u B of X into two disjoint nonempty 
subsets A, B the associated split metric 6,,, is defined by 
~A,&, Y) := 
0 if x, y E A or x, y E B, 
1 otherwise. 
(Split metrics are also called binary dissimilarities or binary metrics by [ 14, 
15, 201.) Hence, if #XT 3, the cone M(X) is a “simplicial” convex cone 
generated by the three linearly independent metrics a,,,, jb,c), dfb), 10,C), and 
6 {c),ja,b)* As a consequence, any metric d defined on X can uniquely be 
expressed in the form 
with nonnegative real numbers a,, &,, I&, namely with 
a .= 4. (4x, Y) +4x, 2) - d(y, z)) X’ 
for {x, y, z) = {a, 6, c} (see Fig. 1). 
If X = f i, j, k, I} has cardinality 4, then (M(X)) has dimension (;) = 6, 
while we have 7 extreme rays of metrics in M(X), corresponding to the 
2”- ’ - 1 = 7 splits of X. Hence one and the same metric may be expressed 
in many different ways as a sum of extremal metrics. For instance, if 
d: Xx X-t R is defined by 
4x, Y):= 
2 if x# y, 
o if x = y, 
a 
? 
b 
FIG. 1. A generic metric on three points. 
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then for all LX, p 2 0 with tl + /l= 1 one has 
d=a’G(i),~j,k,l)+a’~{j},{i,k,l}+a’6(k},(i,j.l) fa~6(~},(i,j,k} 
+B~S~i,j~,(k,lJ+8’8(i,k),{j,I}+B’B(i,l),~j,R)~ 
and so in particular 
d=6(i),~j,k,1)+8{j},(i,k,l}+~(kJ,(i,j,,J +‘{~,{i,j,k} 
as well as 
d=‘{i,j),(k,,)+‘(i,k),(j,,)+‘{i,~~,~j,k)’ 
It is well known (cf. [ 23 ] or [ 111) that any metric d on X can uniquely be 
represented by a “network” as depicted in Fig. 2; that is, d has a canonical 
decomposition as a sum of nonnegative multiples of 6 split metrics, chosen 
according to the particular structure of d. Indeed, if in case {i, j, k, l> = 
(u, u, x, Y} and 
max(d(i,j) + d(k, l), d(i, k) + d(j, I), d(i, I) + d(j, k)} = d(u, v) + d(x, y), 
one excludes the split metric 6,,,,, IX,v) from participating in the decom- 
position, one has the unique decomposition 
d = f. (d(u, x) + d(u, Y) - 4x, Y)) . $,,, iv,x,yl 
+ i. (40, x) + d(u, Y) -4x, Y)) ~~~v~,~t,,x,v~ 
+ f 44x, u) +4x, u)-4% u)) .$l,tu,v,yl 
+f.(d(y,u)+d(~,u)-d(u,u)).6~,~,(,,,~ 
+ t. Mu, u) + 4x, Y) - d(w xl - d(u, Y)) - 6 fu.xl,iv, ,,I 
+$(d(u, u)+d(x, y)-d(u, y)-d(u, ~)).~~u,yl.~v,x~. 
u 
FIG. 2. A generic metric on four points. 
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This observation is also important in view of the applications of metrics 
in data analysis, since it allows one to assign well-defined “preference 
indices” to each of the three possihle nondegenerate tree topologies which 
can be established over X (see Fig. 3) and which correspond to the three 
nontrivial splits {{i, j>, (k, I}}, {{i, k}, {j, Z]}, and {{i, I}, {j, k}} of X. 
Namely, the respective preference index is the coefftcient of the corre- 
sponding split metric in the above canonical decomposition of d, so that 
the index of the “maximal” and therefore “most unlikely” split {u, u}, 
(x, JJ} will always be zero, while the coefficients of the other two splits 
depend on the difference between the corresponding distance sum and 
d(u, 0) + 4x, Y). 
The applications of metrics in hierarchical clustering make it desirable to 
have similar “canonical” preference indices also in case X has more than 
four elements. It is the purpose of this paper to provide such indices and 
to discuss their basic properties. To this end we first observe that a 
split metric 6,,, occurs in the above decomposition of d, defined on 
X = (i, j, k, 1}, with a nonzero coefficient if and only if 
d(a, a’) + d(b, b’) < max{d(a, b) + d(a’, b’), d(a, b’) + d(u’, b)) 
for all a, a’ E A and b, b’ E B, that is, if and only if the isolation index 
aA,B = %i,, := i.min{max{d(u, b)+d(u’, b’), d(u, b’) 
+ d(u’, b), d(u, a’) + d(b, b’)} 
- d(u, a’) - d(b, b’) 1 a, a’ E A; b, b’ E B} 
of A, B with respect to d is positive. In this case the split A, B of X will be 
called a d-split, also if #X > 4. Then for #X = 4 the above decomposition 
of a metric d on X can be reformulated as d = C CX~,~. 6A,B, where the sum 
runs over all (d-)spZits of X. 
Note that for arbitrary X a similar formula holds if d satisfies the 
so-called four-point condition 
d(u, a’) + d(b, b’) < max{d(u, b) + d(u’, b’), d(u, b’) + d(b,u’)} 
FIG. 3. The nondegenerate tree topologies with four labels. 
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for all a, a’, b, b’ E X; that is, the two larger ones of the three expressions 
d(a, a’) + d(b, b’), d(a, 6) + d(a’, b’), and d(a, b’) + d(a’, b) are equal for all 
a, a’, b, b’ E X. This condition is well known to be characteristic for tree 
metrics; cf. [lo]. Indeed, if d is a tree metric, then a split A, B of X is a 
d-split if and only if 
d(a, a’) + d(b, b’) < d(a, b) + d(a’, 6’) = d(a, b’) + d(b, a’) 
for all a, a’ E A and b, b’ E B, in which case this split corresponds to a 
unique edge of length aA,B in the tree representing d (see [9]). Hence the 
basic results concerning metrics d satisfying the four-point condition can be 
summarized as follows: 
Such a metric can be written in the form 
d= C adAgB. dA,B9 
where the sum runs through the collection 9$ of all d-splits A, B. Moreover, 
a family Y of splits is of the form Y= Yd for some metric d satisfying the 
four-point condition if and only if any two splits A, B and A’, B’ in 9 are 
compatible in the sense that one of the four intersections A n A’, A n B’, 
B n A’, B A B’ is empty, in which case any nonnegative linear combination 
d:=C A,LieY aA,B * 8A,B satisfies the four-point condition as well as the 
equalities a”,,, = aA,B for all A, B in Y and a;,g = 0 for all other splits of X 
Problems of applying metrics in cluster analysis arise when the metric d 
which is to be analysed does not satisfy the four-point condition. In such 
a case it has been suggested by Imrich and Stotskii [ 17 J to search for splits 
A, B of X such that 
d(a, a’) + d(b, b’) < d(a, b) + d(a’, b’) = d(a, 6’) + d(a’, b) 
for all a, a’ E A and b, 6’ E B. Indeed, if such splits exist, they are very useful 
to decompose d into a family of simpler metrics (see [ 12]), and, of course, 
any two such splits will be compatible, so they will induce a hierarchical 
structure on X. Unfortunately, this structure is in general far from being 
“resolved” (using the terminology of [7]); that is, different elements in X 
will not be distinguishable relative to this structure. If one relaxes the 
above condition by allowing splits A, B of X for which 
d(a, a’) + d(b, b’) < d(a, b) + d(a’, 6’) for all a, a’ E A and b, b’ E B, 
one obtains a system of pairwise compatible splits, inducing an even “finer” 
hierarchical structure on X But still one would loose much valuable infor- 
mation, as is demonstrated by the above discussion of the case #X= 4 
(and similar considerations in case #X= 5) and by many examples from 
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biological taxonomy. Indeed, the set M,(X) of metrics which can be 
reconstructed from this information has dimension 2n - 3, while the set 
M(X) of all metrics on X has dimension (;), so M,(X) is a rather com- 
plicated subset of measure 0 in M(X). 
All this suggests that one relax the above condition even further to the 
defining condition for d-splits. Still, the main reason for doing so is that the 
family of d-splits (along with their isolation indices) possesses an amazing 
wealth of attractive structural features. Among those features we want to 
emphasize the following ones: 
l It is quite clear that Yd G 9$ for all metrics d’ E M(X) which are 
sufftciently close to d and that for a given d-split S the map d - eSS is a 
metric and has isolation index a”, - E relative to S for all E d a”,. Certainly 
much less obvious is the fact that the isolation indices of all other splits 
remain constant when E varies in (- co, a”,]. In particular, the residue 
do := d- Cs US. 6, of d with respect to its splits is always in M(X) and it 
is split-prime; that is, it has isolation index 0 with respect to every split 
of x. 
l A given collection Y of splits of X is of the form Y = 9, for some 
metric dEM(X) if and only if any three splits {A,,B,}, {A,,&}, and 
{A3, B,} in Y are weakly compatible in the following sense: there are no 
four points a, a,, u2, a,EXwith {a, a,, u2, u3} nAi= (a, ui} for i= 1,2, 3. 
In this case, for any choice a, of positive real numbers, the metric 
d:=C SE Y a,. as satisfies 9’ = Yd as well as a$ = as for every SE Y (and 
hence a$ = 0 for every split of X not in 9’). In particular, the collection of 
split metrics ds (SE 9) is linearly independent (as a subset of (M(X))) for 
any such 9, so its cardinality does not exceed dim (M(X) ) = (g). 
l If # Yd= (;), then the residue do of d is zero, and there exists a 
bijection between X and the set Z, := { [ E @ 15” = 1 > of all nth roots of 
unity in the complex plane such that the splits in 9, correspond precisely 
to splits of Z, induced by straight lines through the unit disc. This happens, 
for instance, when X= Z, and d([, 5’) := 15 - [‘I, in which case the above 
bijection can be chosen to be the identity. In general, we can deform d 
homotopically so that eventually X becomes isometric to (Z,, I...) ), keeping 
the set of splits fixed all the way. 
l More generally, metrics d with a vanishing split-prime residue 
d,=d- c ad,.S,=O 
are characterized by the following ‘five-point condition”: 
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for all t, U, V, w, x E X (where a , := f. (max(d(a, a’) + d(b, b’), 
d(a, 6) + d(a’, b’), d(a, b’) + d(a’, b$%&:ir’) - d(b, b’))). Such metrics 
will be called totally (split-)decomposable. 
l Finally, the decomposition d = do + C a$. as is closely related to 
the polytopal structure of the injective hull (alias “tight span”) T(d) of 
(X, d). To be more specific, let P(d) denote the (non-compact) convex 
polytope in RX which consists of all maps f: X+ IR satisfying 
d(x, y)<f(x)+f(y) for all x, yoX. Then 
P(d) = P(dd + c JYa”, a Jd, (*) 
and if d = d& + C a;. 6, is a further decomposition of d into a split-prime 
metric do and a sum of nonnegative multiples a$. 6, of split metrics 6,, 
also satisfying 
Z’(d) = P(db) + c P(a;-6,), 
then d& = d,, and a$ = a; for every split S. So, the decomposition we have 
constructed above can be characterized axiomatically as the unique decom- 
position into a split-prime metric and a sum of (nonnegative multiples of) 
split metrics satisfying (*). 
All these results generalize in a straigthforward way what is known 
about tree metrics (which indeed can be deduced from the above results as 
a simple corollary), but allow a much more detailed analysis of the com- 
binatorial and cluster-theoretical properties of a given metric than its 
approximation by almost never unambiguously determined tree metrics. 
We will discuss and exemplify possible implications of our approach for 
data analysis in subsequent papers (see for example forthcoming papers of 
Dress et al., in which our technique is applied to the family of foot-and- 
mouth disease viruses and other biological data sets). 
The outline of this paper is as follows. In Section 2 we will discuss the 
basic properties of d-splits. In Section 3 collections of (triplewise) weakly 
compatible splits will be studied, and in Section 4 totally decomposable 
metrics will be characterized. Finally, the relation between the injective hull 
T(d) of d and the injective hulls of its components ai.6, (where S is a 
d-split) and d,, = d-C ai. ~5~ will be studied in Section 5. The concluding 
Section 6 links the decomposition theory developed here with the clustering 
technique established in [8]. 
2. DECOMPOSITION VIA d-SPLITS 
In what follows d is a symmetric function from Xx X to R, where X is 
a finite set. For the sake of brevity, whenever possible without causing 
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misunderstanding, we will always write uu instead of d(u, u) for u, u E X. To 
every pair A, B of nonempty subsets of X we associate the isolation index 
adA,B (Or aA,B for short) with respect to d, defined as follows: 
aA,B := 2 ’ . .rnpA (max{ ab + a’b’, a’b + ab’, aa’ + bb’ } - aa’ - bb’). 
d,b’e$ 
Since the quantities over which the minimum is taken in this expression 
occur frequently in the sequel, we reserve a special symbol for them, 
namely: 
P {a.a’), (63) := 4. (maxlab + a’b’, a’b + ab’, aa’ + bb’} - aa’ - bb’). 
Then the isolation index aA,B is just the minimum of all /?fa,o,),lb,b,) with 
a, a’ E A and b, b’E B. Note that /?l,,,,,,(b,bS) 20 and a,,,>0 for all a, a’, 
b, b’E X and A, BG X, and that aA,B=O whenever A n B# 0. Further, 
notice that we do not require here that in these expressions a and a’ (or b 
and b’) be different. If d is a metric, then the b-indices coincide with the 
corresponding isolation indices: 
a{I,u),{“,w) =B{,L!),{“,w, for all t, U, u, w E X whenever xy + yz B xz 
and xx = 0 for all x, y, z E X. 
Indeed, 
Consequently, if d is a metric and mini #A, PB) 2 2, then aA,B equals 
ai~,~fl,Ib,bfl for some a # a’ in A and b # b’ in B. 
An unordered pair A, B for which aA,B is positive is called a partial 
d-split. The pair A, B is a d-split if, in addition, A v B= X. In this case both 
A and B must be d-conuex; that is, whenever for two points x, y either in 
A or in B we have xz + zy = xy for some z E X, then this element z is also 
contained in A or in B, respectively. We say that a partial d-split A, B 
extends another partial d-split A’, B’ if A’ G A and B’ E B. Note that in this 
case aA.,B. 2 aA,+ 
Our lirst result, linking the isolation indices of partial d-splits and their 
extensions to d-splits, paves the way to the basic decomposition theorem 
we aim at. 
THEOREM 1. Let d: Xx X + R be a symmetric function on a set X and let 
A,,, B, be a partial d-split. Then 
1 {aA,B( A, B is a d-split extending A,, B,} 6 a&&. 
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Proof: First we claim that for ah a,, a2 E&, b,, &E B,,, and 
XEX-(&uB,,) we have 
u{~,,~~rx},(b,.b~) + a{ad{bl,bz,xl G bw~~~W4~ (*I 
Suppose this inequality fails for some a,, CI*, b,, bZ, X. Then necessarily all 
three quantities are positive. Let {i, j} = ( 1,2} so that 
4 QI.x},{~I.~) = 2 l+,bj+xbi-a,x-b,b,). 
It follows that 
= 
4 al,x),{bl,bz) + hw,,,{x,bi) 
au {al.oz.x)+(b1.b2} + u{a,.=zL{b,,b2,x) 
‘PC al,azl.{bl,bz) 
=~~(max{a,b,+u2b2,a,b2+u2b,)-ala,-b,b,). 
Hence 
a,bj-a,x+max{u,x+u2bi, ulb,+u,x) 
> max(u, b, + u2bZ, alb2 + u2bl}. 
This strict inequality can only hold if 
u,x+a,b,<u,b,+a,x. 
Therefore 
qbl +u,b,- u,x+u2x=u,bj-u,x+u,bi+u2x 
~max(u,b,+u2b2,u,b2+u2bl), 
whence 
u,b,+u2x>u,x+a2b, for k=l,2. 
By symmetry (that is, by interchanging the role of a, and u2) we also 
obtain the reverse strict inequality. Since this is impossible, our claim (*) 
is proved. 
Next choose a,, a, E A0 and bl, b2 E B,, such that 
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From (*) we then infer that for every x E X- (A, u B,) 
So, we have established the desired inequality in case that 
#(X- (A, u B,)) = 1. A simple inductive argument on #(X- (A, u B,)) 
finally completes the proof of the theorem: 
1 {aA,B I A,B is a d-split extending A,, B,} 
= C {aA,B( A,B is a d-split extending A, u (x}, B,} 
+I (aA,,IAB is a d-split extending A,, B, u {x} } 
G aAOv {.xj,Bo + aAo.Bov {.+ 
<a AO,BO, 
as claimed. m 
A particular instance of the ’ preceding theorem is worth mentioning 
separately: 
COROLLARY 1. Let A, B be a d-split with respect to a symmetric function 
d:XxX-+R. Ifa,,a,EAandb,,b,EBaresuch that 
‘A,B- {q,w).tbl,bz} -B 
then A, B is the unique d-split extending the partial d-split {al, a,}, { bl, b2}. 
Proof. From Theorem 1 we infer 
aA,L3 G 1 iaA’,B ) A’, B’ is a d-split extending {a,, a*}, {b,, b2)} 
<a {~~.“z~.{h.bz~ 
a{ al,wl,{h,bz) = ‘AB* 
Hence there is no d-split other than A, B which extends {a,, a*}, 
hbd. I 
The building stones in the decomposition we want to study are the split 
metrics. Notice that we use the term “metric” in the broader sense that the 
“points” of the space actually constitute those subsets of X whose elements 
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are pairwise at distance zero. For every pair A, B of disjoint, nonempty 
subsets of X define the split metric 6A,B on A v B by 
8A,B(U, v) := 0 ifeither u,uEA or u,uEB, 1 otherwise. 
Then A, B is the unique 6 A,B-split, and its isolation index with respect to 
S,,, equals 1. There are functions d: Xx X+ R which do not admit any 
d-split; they are called split-prime. For instance, the metric d realized by the 
bipartite graph J&3 (see Fig. 4) is of this kind since for this metric there 
does not even exist a split into two d-convex disjoint subsets. Actually, up 
to a scalar, the Kz,,-metric is the only split-prime metric on five points (see 
Lemma 1 below). 
A symmetric function d: Xx X + R is a dissimilarity function if 
xy>xx=O for all x, yoX 
Here is our main theorem: 
THEOREM 2. Every symmetric function d: Xx X + R on a finite set X 
can be expressed in the form 
where do is a split-prime (symmetric) function. More generally, tf I,,, 
(A, BE X) are (not necessarily nonnegative) real numbers such that 
AA,, G a2.By whenever A, B is a d-split, and A,,, = 0 otherwise, then 
d’ := d- 1 A~,~. aA,B 
is a symmetric function such that 
d’ d 
‘A,B = ‘A,B - 1A,B 
for all pairs A, B. In addition, if d is a dissimilarity function (or a metric), 
then d’ is also a dissimilarity function (or a metric, respectively). 
FIG. 4. A split-prime (graph) metric. 
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Proof: It suffices to prove our assertions for 
where A,, B, is a d-split and ;I< CC&~. Evidently, a is a symmetric 
function. For U, u E X, one has 
ah, 4= if {u, o}cA, or {u, u} cB,, otherwise. 
If d is a dissimilarity function, then a(u, U) = 0 clearly holds, and for u E A0 
and v E B0 we get 
A<u A,E G b{u},{“) = “3 
whence a@, u) = uu - 2 2 0. Now assume that d is a metric. We have to 
verify the triangle inequality for d Let U, u, w E X, and assume that a 
majority of U, u, w belongs to A,. If U, u, w E A,, then d and a agree on 
{u, u, w}. Otherwise, say, U, u E A, and w E B,, in which case we get 
uw-I<uu+(uw-A) 
and, since 
also 
A<c! AII,& G &“,. {w) = ~.(uw+uw-uu), 
uu<((uw-l)+(uw-A). 
This proves that ;ir is a metric whenever d is. 
For the remainder of the proof d is an arbitrary symmetric function. 
While the isolation indices u and /I refer to d, we let B and fl denote~the 
corresponding indices with respect to a. Let {t, u}, {u, w} be disjoint 
subsets of X. We claim that 
B {r,u),{u,w} =P{t,u},{“,w} (**) 
unless {t, u}, {u, w} extends to A,, B,,, in which case we have 
B {r,u},{v,w} =B{w,,r”,~) -1. (***I 
If either A, or B, contains at least three of t, U, u, w, then /I and p agree 
for {f, u>, (0, w}. If (6 u}, ( u, w is a partial d-split extending to Ao, B,, > 
then the assertion is easily verified as well. So we may assume that t, u E A,, 
and u, w E B,. Since 
B ~I,UJ,~U,w~=~~(max{tu+uw,tw+uu}-ftv-~w) 
au Ag,E,, 2 A, 
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we obtain the inequality 
tv+uw<max{tu+vw-21, tw+uv-2A). 
Hence 
B (,,U),(Y,V)=4.(max{lU+ow-2n,tu+Uw, tw+uv-2212}-tu-~~+2A) 
=f.(max{tu+uw-221, tw+uv-2A}-tu-uw+212) 
=$.(max(tu+uw, tw+uu}-ftu-uw) 
=D{w),{“,w,Y 
as required. 
Finally we assert that 
a A,B= 
{ 
GIA,B -A if A, B equals A,, B,,, 
aA,B otherwise 
for every pair A B of complementary subsets. Clearly L?~,,~ = aA,,BO - 1 by 
(***). In what follows let A, B be a pair different from &, BO. Then 
choose a, a’ E A and b, 6’ E B such that 
aA,B = ~{a,.‘),(b,b’J’ 
Since A,, B, is a d-split, it cannot extend (a, a’}, {b, b’) by Corollary 1 if 
aA,B > 0, and by a trivial reason if aA,B = 0. Hence 
aA,B - (a,a’},(b,b’} - {a,a’),{b,b’} 2 aA,B B 3 - 
by (**). To prove the reverse inequality assume that t, u E A and u, w E B. 
Observe that by (**) 
aA,B~~{t,u),{v,w} =8{t,u),{4 
if A,, B, does not extend {t, u}, ( u, w}. Otherwise, if A,,, B,, extends {t, u}, 
{u, w>, then 
aA,B < aA,B + aAg,Bg-J 
<a {f,U),{U,W) - 1 
G B{*,4,{“.wl- 1 
=a {t,u),{v,w} 
by Theorem 1 and (**lr). So, tLA,B < EA,B holds. This proves the desired 
equality and completes the proof. 1 
COROLLARY 2. If d: Xx X + R is a metric and x E X, then for any I 2 0 
and any split A, B not equal to {x}, X - {x}, the isolation index a$, with 
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respect to the metric d’ := d+ A -6iXj,xp C.rI coincides with the isolation 
index cc”, B 
with d,. ’ 
with respect to d, and the split-prime residue db of d’ coincides 
Proof Since d= d’ - 1.6 tIj,X- Ixi, it suffices to observe that for 
u, u E X- {x} we have 
~~~,,,,iu,u~ = f. (max{d(x, u) + 4x, 0) + 2Ad(x, x) + d(u, u)> 
- 4x, x) - d(u, 0)) 
= I + $. (d(u, x) + d(x, u) - d(u, u)) 2 L 
and therefore a‘&) Xp ts) > A. 1 
COROLLARY 3. Zfd?d,,+Cad,,,.6,,, is the canonical decomposition of 
the symmetric function d, then every partial do-split A,,, B, is also a partial 
d-split and every partial d-split A,, B, which does not extend to a (total) 
d-split is also a partial do-split. 
Proof: Put A’, := A0 u B, and apply Theorem 2 to the restrictions of d 
andd,toX,,. 1 
Theorem 2 asserts that any metric d can be expressed in a canonical 
fashion as a sum of certain split metrics 6, (where S runs through all 
d-splits) and a split-prime residue d,. To go on with the theory we want to 
develop, the collections of splits which qualify as the collections of all 
d-splits for some metric d need to be characterized. Clearly, for any sym- 
metric function d: Xx X+ R and t, u, u, w E X, not all three isolation 
indices a~t,u~,~,w~~ a{t,u~,~u,w~~ a{t,Ns),{u,v) can be positive; that is, the d-splits 
are “weakly compatible” once we define a collection 9 of splits of X to be 
weakly compatible if there are no four points t, u, u, w E X and three splits 
Sr, SZ, S,EY such that S, extends the partial split {t, u}, (u, w}, while S2 
extends {t, II}, { u, w}, and S, extends {t, w}, {u, v}. The forbidden situa- 
tion is depicted in Fig. 5, where each split Sj is represented by a line (giving 
rise to two complementary halfplanes). 
THEOREM 3. The d-splits with respect to any symmetric function d on a 
set X are weakly compatible. Conuersely, let Y be any collection of weakly 
compatible splits of X. For each SE 9 choose some 1, > 0 and consider 
d:= c 1s.6,. 
SE.9 
Then Y is the set of all d-splits, and moreover, the isolation index as = a; 
equals A, for each S E Y. 
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FIG. 5. Three splits that are not weakly compatible. 
Proof: Let the pair A, B be a split from Y. Pick t, u E A and u, w E B 
such that 
a{l,u},{“,w) = tl,Q. 
By weak compatibility we may assume that there is no split in Y 
extending, say, (t, w}, {u, u>. Put 
YO := {SEYIS extends {t, u>, (u, w}], 
q := {SEYl(Sextends {t, D}, {u, w}). 
All splits in 9 - (YO u Y;) equally contribute to each of the three distance 
sums involving t, U, u, w, so that 
a{t,uj, (u,W) = 4. (max{ tv + uw, tw + UU} - cu - VW) 
Therefore A, B is a d-split. Now, decompose d according to Theorem 2. 
Then 
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d=d,+ 1 ~s.6~ 
d-splits S 
B 1 crs.6.y 
SE9 
2 c 1,.6,=d, 
SEY 
whence equality holds throughout. This yields 
d,,=O, c+=A, for SET, and 01~ = 0 otherwise, 
as claimed. 1 
COROLLARY 4. Let 9’ be a collection of weakly compatible splits of X. 
Then the split metrics 6, (SE 9’) are linearly independent. Consequently, Y 
has at most ( “;‘) members. 
Proof: Assume that 
2 1,.6,=0 
SE9 
for some real numbers 1, (SE 9’). Put 
9+ := {SE9y&>O}, 
Y- := (SELqls<O}. 
Then consider the metric d given by either expression 
c 2,.a,= 1 (-A,).d,. SEYp+ SEYP- 
Since Y+ and Y- are disjoint, weakly compatible collections of splits, 
we infer from Theorem 3 that both Y + and Y - must be empty; that is, 
I, = 0 for all SE 9. Therefore the split metrics 6, (SE Y) are linearly 
independent. 
Finally, as the linear space of all symmetric functions d: Xx X -+ IR with 
“zero diagonal,” i.e., d(x, x) = 0 for all x E X, has dimension (“;“), the 
collection Y has at most that many members. 1 
Since the number of d-splits of an n-set X is bounded by (;), one can 
compute all d-splits and thus determine the corresponding decomposition 
in polynomial time. Namely, suppose that the d) yX .-splits have already 
been determined for a proper k-subset Y of X. Then pick any XE X- Y, 
and check whether {xl, Y is a partial d-split and whether A u {x}, B or A, 
Bu (x} is a partial d-split for any dJ yX .-split A, B. In this way we obtain 
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all splits of Yu {x} which are partial d-splits. This step requires no more 
than 
const.(k’+k”.(t)) 
comparisons, so that the whole algorithm is of complexity U(n6). The isola- 
tion indices are updated in each iteration, and hence the decomposition of 
d is found in 0(n6) time. 
Another consequence of the above results is the following fact. 
COROLLARY 5. Let a symmetric function d: Xx X + R on an n-set X be 
decomposed as d= d,, + Cs ai. 6, according to Theorem 2. Then do is 
linearly independent from (6,I S is a d-split). In particular, if there are (‘;) 
d-splits, then do = 0. Similarly, tf d is a metric, then d,, is linearly independent 
from { 6s ) S is a d-split or S = {x}, X - {x} for some x E X}. Consequently, 
d,, = 0 in case that there are (;) - n d-splits A, B with min{ #A, #B} > 2. 
Proof Suppose that do is a linear combination of the split metrics ds 
for which ad,>O, 
where each 1, is a real number, and the sum extends over all d-splits S. Put 
Y+ := {SlS is a d-split with I,>O}, 
Y- := (Sl S is a d-split with Izs < O}. 
Consider the metric 
For any split S of X, 
if SEY+, 
if SEY-, 
otherwise, 
by Theorem 3. On the other hand, as 
d’=d- C 1,-o,, 
SEYP- 
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we infer from Theorem 2 that 
if SEY+, 
if SEY-. 
Hence 1, = 0 for all SE 9’. Consequently, do is the zero metric, thus 
proving the first assertion of the corollary. The second assertion is then 
immediate from Corollary 4. 
Finally, the first two assertions, applied with respect to 
yield the last assertions in view of Corollary 2. 1 
We record another straightforward consequence of Theorem 3 that will 
be of use in the next section. The trace of a collection Y of splits of X on 
a subset Y of X is the set 
YJ.:=((AnY,BnY})(A,B}E~with Yg,4and Y&B}. 
COROLLARY 6. Let Y and F be collections of weakly compatible splits 
of a set X (with at least five points). Then Y = F whenever the traces of 9’ 
and F on each 4-subset of X are identical. In addition, for every member S 
of Y there exists a partial split {t, u}, (v, w} such that S is the unique 
member of Y extending { t, u >, {v, w }. 
Proof. Compare the metrics 
d, := c 6, and d,:= 1 6, 
SE9 TEL?- 
on X. The isolation index of a partial split {t, u}, {v, w} is positive with 
respect to d, if and only if it is positive with respect to d2 since 9’1 t,,U,U,w) 
equals 9- I( ,, u, “, w ) . Therefore 
a~~>Ooa~~>O for all splits A, B of X, 
whence 9’ = F by Theorem 3. The second assertion then follows from 
Corollary 1. 1 
Next we provide an extension of Theorem 3, allowing one to recover 
certain collections of split metrics from their sums with a given nonzero 
symmetric function d from Xx X to R. 
Let us call a split S= (A, B} of X a virtual d-split if 
aa’ + bb’ < max { ab + a’b’, ab’ + a’b } for all a, u’ E A and b, b’ E B, 
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or equivalently, if S is a (d+ il .b,)-split for every 1> 0. In other words, S 
is a virtual d-split if and only if there exists a sequence dj (i = 1, 2, . ..) of 
symmetric functions converging to d such that S is a drsplit for all 
i= 1, 2, . . . . Two virtual d-splits S, = (A,, B,) and S2 = {A,, B,} of X are 
said to be d-compatible if 
xy+uu2xu+yu, xy+uu>xo+yu 
forall xEA,nA,,yEB,nB,, u~ArnB,, 0oA2nB,, 
or equivalently, if Si and Sz are (d+ 2, .S,, + I, .8,,)-splits for all 
1,) & > 0; this in turn is equivalent to the condition that for every positive 
L E IF! the split S2 is a virtual (d + 1. a,,)-split. By definition, two compatible 
virtual d-splits are d-compatible. Given any collection Y of weakly com- 
patible splits S with positive weights rZs, Theorem 3 says that each S’ E 9’ 
is a virtual (C sEYp-l(s,) 1,.b,)-split. Moreover, three splits Si, &, Ss are 
weakly compatible if and only if S, and S, are b,,-compatible. 
THEOREM 4. Let d: Xx X + R be a symmetric function on X, and let 9 
be a collection of splits of X. Then 9 is included in the system of all d’-splits 
for every function d’ of the form 
d’ := d+ c &.6,, SEY 
where 1, > 0 for all SE 9 tf and only tf all splits in 9 are virtual d-splits, 
any two splits in 9 are d-compatible, and any three splits in 9 are weakly 
compatible. 
In particular, if do and dl are symmetric functions on X such that do is 
split-prime and the canonical decomposition of d, leaves no nonzero residue, 
then d,, is the residue of do + d, exactly when the system of all d,-splits 
consists of virtual do-splits which are pairwise d,-compatible. 
Proof: As to the first assertion, necessity is clear. So assume that 9 
consists of virtual d-splits that are pairwise d-compatible and triplewise 
weakly compatible. 
First we claim that for any two symmetric functions d, and d, two splits 
S and T of X are (d, + d,)-compatible whenever S and T are virtual splits 
with respect to d,, d2, and d, + dz which in addition are d,-compz.tible for 
i= 1,2. Indeed, if S= {A,, B,}, T= {AZ, B,}, xeA, nA,, y~B,nl3,, 
u~A,n&, and veA,nB,, then 
di(x, Y)+di(u, ~)>max{di(x, u)+di(y, u), di(x, ~)+di(y, u)} 
66 BANDELT AND DRESS 
for i = 1,2, and therefore also 
(4 + 4)(x, Y) + (4 + Mu, VI 
2 max{ (4 + d,)Cx, u) + (4 + d,)(y, ~1, (4 + d2)(x, u) 
+ (4 + MY? u)>. 
Hence for any SE Y and 1, > 0 all splits S’ in Y’ := Y - (S} are virtual 
(d+ Izs f b,)-splits (since S and S’ are d-compatible virtual d-splits) and any 
two splits in 9” are (d + il, .6,)-compatible by the above claim. So the first 
assertion follows immediately by induction (in view of the observations 
preceding Theorem 4), while the second assertion of the theorem is an 
immediate consequence of the first one. 1 
Finally, as announced above, we characterize the split-prime 5-point 
metrics. 
LEMMA 1. Up to a scalar every split-prime metric d on X with #X = 5 
and d(x, y) # 0 for x # y is isometric to the metric induced by K2,3; that is, 
there exists a split X = Y u 2 with # Y = 3 and #Z = 2 such that for some 
a > 0 one has d( y, z) = a for y E Y and z E Z, and d( y, y’) = d(z, z’) = 2a for 
any distinct y, y’ E Y or z, z’ E Z. 
In particular, tf d is a metric on a five-point set X with nonzero split-prime 
residue d,, then one can label the elements of X so that X = { y,, y,, y3} u 
~z~~zzI and (~1, Yi>v (~2, Yj> is a partial d-split for all i, jE { 1, 2, 3) with 
i# j. 
Proof. First note that the assumption that d is split-prime is equivalent 
to the assertion that for every pair a,, a2 E X there exist b,, b2 E X- 
(‘1, ‘21 with C({a,,q),{b, bz} = 0, where without loss of generality we may 
assume that b, # b,; this fact will henceforth be used without explicit 
mention. On the other hand by the definition of the isolation index, there 
exists for any four distinct elements a,, a,, a3, a4E X a split {a,, a,>, 
{ak, a,} of {a,, a2, a3, a4} with a(,,,) lak a,1 =O; that is, we have at least 5 
different pairs {a,, a2}, {b,, b2} of disjoint subsets of cardinality 2 with 
u1a,,aZ),(bl,b2) =O. If there are no more such pairs, then it follows that for 
every a,, a, E X with a, #a, there exists precisely one set {b,, b2} E 
X- {a,, a2} with bI # b2 such that ~~~~~~~~~~~~~~~~ = 0. Consequently, we have 
a,a2+b,b2>~~(a,b,+a2b2+a,b,+a2b,)forallsucha,,a2,b,,b,inX, 
and summing up for all such pairs we get on the right-hand side as well as 
on the left-hand side the sum over all distances in X, a contradiction. 
Hence there must exist at least one set {al, a2, b,, b2} E X of cardinality 4 
with, say, CL{a,,b~},(a~,b2) = a{a,,b~},(a~,b,) =O. Then, according to our discus- 
sion in the introduction (cf. Fig. 2), one can represent the distances 
between a,, a,, b,, b2 by the tree depicted in Fig. 6. 
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FIG. 6. The tree considered in the proof of Lemma 1. 
So, there exist tli, CQ, /Ii, j12, ~30 with 
ala2 = a1 + a2, blbz=D,+Pz, 
and 
NOW let c denote the remaining element in X, so that 
X= {a,, u2, b,, b2, c}. Without loss of generality assume that a,c > yc for 
all y E Y := {a,, b,, b,}. Then ya, + a,c > yc for all y E Y, so the two 
elements y,, y,cX- (ai} = Yu (c} satisfying ~l(~~,~,),~,,,,~~) =0 (that is, 
y, y2 = y,a, + a, y2) must be contained in Y. Hence a, = 0, that is, 
a2al +ulbi=azbi for i= 1, 2. 
Next we want to show that y = 0. In view of IX, = 0 and d(a,, u2) # 0 we 
necessarily have a2 # 0, and therefore one of the two elements 
x1, x,EX- {a2} with x1x2=x,a2+a2x2 must be equal to c; that is, we 
obtain ca2+a2x=cx for some XE {a,, b,, b2}. If cu2+a2bi=cbi for some 
ie { 1,2}, then 
that is, cur = ca2 + a2al. So in any case we get ca, = cu, + a2al. It follows 
that 
cu,+a,b,=ca,+a,a, +a,b,=ca2+2~a2a,+u,bi 
>ca,+u,b, for i= 1, 2. 
Hence, since (c, a,>, { a,, b,, b,} is not a d-split, we must have 
ca2+b,b2~cb,+a2b2=cb,+u2+y+j?2 
68 BANDELT AND DRESS 
and 
cu,+b,b,>cb,+a,b,=cb*+C1*+y+~1. 
Suppose that y > 0, that is, 
~1~2+blb,=~*+al+s2 
<a,+p,+~~+2y=a,b,+a,b,=a,b,+a,b,. 
As {a,, u2}, (b,, b,, c} is not a d-split this implies that for at least one 
ie (1,2), 
ulu2 + bit B u,c + u2b,. 
It follows from a, a, + u,c = a, c that 
bit 2 a2 c + u2 bi 2 bit, 
whence b,c = uzc + u,bi. Together with 
cu2 + b, b, 2 cbi + a,bj 
for {i, j} = { 1, 2) this yields 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
a contradiction. We conclude that y = 0 must be true. In consequence, one 
must have B r, f12 > 0, and as above we infer that 
cbi + b,u, = cul for i= 1,2. 
Now rename u2, b,, b, by y,, y,, y, and a,, c by zr, z2, so that 
Y= {yi, yz, y3). Put Z := (zr, z2>, So far we have established the 
following equations: 
Yizl + z1 Uj’ YiYj for l<i<j<3 
and 
zlYi+ Yiz2=zlz2 for l<i<3. 
It remains to show that also 
Yiz2 + z2Yj” YiYj for 1 <i<j<3 
holds, for, this implies 
2zlYi=ZlYi+ZlZ2-Z2Y~=ZlYi+ZlYj+Z2Yj-Z2Yi 
=yiyj+Z2yj-Z2yj=222yj 
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for all i, j E { 1, 2, 3 }, whence 
a:=a2=z1y,=z2y2=z1y3=z2yl=z1y2=z2y3 
and 
zlz2=Y1Y2=y~y3=y2y3=2a. 
To establish the above equalities, first note that for {i, j, k} = { 1,2, 3) we 
have 
Z~Z2+YiYj=z2Yi+Yizl+Ylzl+zlYj’z2Yi+z1Yj 
and similarly 
Thus the fact that {z2, y,}, {z,, yi, yk} is not a d-split yields 
and consequently, 
In addition, the two elements x1, x2 E X- (z2} with x1x2 = x,z2 + z2x2 
must be contained in Y = {y,, y,, y3} since zlz2 + z2yi = 
z1 yi + yiz2 + z2yi > z1 yi for all i= 1,2,3. So we may assume that, say, 
y, y, = ylz2 + z2y2 holds. Hence we obtain 
as claimed. 
In view of the fact that all these relations imply that {zr, yi}, {z2, yj} is 
a partial d-split for all i, jtz { 1,2, 3 } with i # j the last assertion is an 
immediate consequence of Corollary 3. 1 
Lemma 1 and Theorem 4 pave the way to a painless verification of the 
useful fact (first stated in (1.16) of [ll]) that there are exactly three 
“generic” types of Spoint metrics. Let X be a set of cardinality 5. Note that 
a family 9’ of splits of X is weakly compatible if and only if 
9(2):={{A,B)EYImin{#A, #B}=2} 
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is weakly compatible. The members of P’(‘) are then conveniently coded as 
the edges of an undirected graph with vertex-set X, briefly referred to as the 
graph of Y’(‘) (or Y). Weak compatibility simply rephrases in graph- 
theoretic terms as follows: there are no triangles and no vertices of degree 
larger than 2. Hence Y is weakly compatible if and only if its graph is 
isomorphic to a subgraph of the 5-cycle or the 4-cycle plus an isolated ver- 
tex. There are thus exactly two types of weakly compatible split systems 
that are maximal with respect to inclusion. In view of Theorem 3 and this 
observation one can easily describe the metrics on X which totally decom- 
pose into split metrics (thus yielding only zero residues); see Fig. 8 and 
Fig. 9 (with CI = 0) below. 
So assume that the canonical decomposition of a metric d on X leaves 
a nonzero split-prime residue d,. According to Lemma 1 we can partition 
X into two disjoint subsets { yr, y,, y3) and {zr, z2} such that for some 
GI > 0, 
dO(zi, Yj) = c( for i= 1, 2 andj= 1, 2, 3, 
b(.Yi, Yj) = dO(zl > z2) = 2cr for l<i<j63; 
then ~1~’ . d is the metric of the graph K2,3 with vertex-set X in which each 
pair zi, yj forms an edge. Let Y, denote the system of d-splits. A split A, 
B of X with min{ #A, #B} > 2 is a virtual &split if and only if both A 
and B intersect {zl, z,}. Hence the graph of YL2) must be a subgraph of 
the above graph K,., and therefore is a subgraph of one of the two graphs 
(up to reindexing the yls) depicted in Fig. 7. 
Note that the four splits S,, SZ, S,, S, corresponding to the edges of 
either graph are triplewise weakly compatible virtual &splits. In addition, 
one verities easily that any two such splits are &,-compatible. Hence, by 
Theorem 4, each Si is a split with respect to the metric d, + x4= 1 Ai. 6, 
(where li > 0). 
So we arrive at three generic types of 5-point metrics d: (I) the residue 
do of d is zero and the graph of Yy) is a 5-cycle; (II) do # 0 and the graph 
FIG. 7. The two graphs associated with maximal systems of virtual &-splits for a S-point 
metric d with d,, # 0. 
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of 92) is a 4-cycle plus an isolated vertex; (III) d,, # 0 and the graph of 
YLz) is a path (of length 4). More explicitly, these metrics are generated as 
follows. 
Type I. For X= {x,, xi, x2, x3, x4} and positive real numbers ri, jIi 
(i’ 0, 1,2, 3,4) put 
4 
(indices modulo 5) cf. Fig. 8. 
Type II. For X= {zi, z2, y,, yz, y3} and positive real numbers Cl, 
52, ?lT 1129 ?3, PI9 B2. P39 849 a Put 
2 3 
d:= C li*dtq),x- {ri) + C Vi.fiiyi),x-{y,) 
i=l i= 1 
+A*$ Yl.zl),X- ~YlJl) +& %,Y*w- tzl.Yz) 
+B3-J{ yz,zz},X- ~YZ,ZZ} + P4 * %*,y,),X- {ZLYI) 
+ a . d’, 
where d’ is the K2,3 metric defined by 
d’(z, 7 ~2) = d’(.Yi, .Y~J = 2 (1 <i<j<3), 
d’(zi, yi) = 1 (i= 1,2;j= 1,2, 3) (see Fig. 9). 
x2 
X4 
FIG. 8. A generic S-point metric: type I. 
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FIG. 9. A generic S-point metric: type II. 
Type III. The labels and parameters are as in type II, but now Put 
2 3 
d:= 1 ii.btz,),x- {z,) + C Vi.‘(yt),x- (.vlj 
i=l i=l 
+B1.S (y,,:1},X- {y1,z1} + P2 ~~hY2Lx-hY*~ 
+P3.6 (y2,22},X- {yz,z2} + P4 %2.Y3hx- {ZZ%Y31 
+ a. d’. 
FIG. 10. A generic 5-point metric: type III. 
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All other (“degenerate”) Spoint metrics are obtained by setting some of 
the parameters equal to zero. For instance, the Spoint tree metric with 7 
splits is obtained from each type by letting either p1 = B3 = /I4 = 0 (type I), 
or j& = p4 = LX= 0 (types II and III), say. 
3. MAXIMUM COLLECTIONS OF WEAKLY COMPATIBLE SPLITS 
The upper bound (1) in Corollary 4 for the total number of d-splits is 
actually attained for a circular configuration. Namely, let x0, . . . . X, =x,, (in 
this order) be the vertices of a convex n-gon. Any pair of distinct edges 
(xi, xi+i), (xi, xj+ i), where i< j, gives rise to a split (xi+i, x~+~, . . . . xj}, 
{xj+19 ***9 xi-,, xi}, that is, the split induced by any line crossing the edges 
(xi, xi+ 1) and (xi, xj+ 1). It is clear that the forbidden configuration of par- 
tial splits on four points cannot occur here. Hence the collection of all these 
(;) splits is weakly compatible. We call any subset of such a collection of 
splits circular. 
Next we want to show that every “maximum collection” of (;) weakly 
compatible splits is circular. To this end we first give a convenient descrip- 
tion of cycles in terms of the crossing relation ) : four distinct points are 
related as tu 1 uw in a cycle when the line segment from t to v crosses the 
line segment from u to w (see Fig. 11). Notice that a cycle is uniquely deter- 
mined by its crossing relation. 
The following result should actually belong to folklore. 
hOPOSITION 1. A quaternary relation ( on a set X is the crossing rela- 
tion of a cycle if and only if the following three conditions hold for distinct 
t, u, u, w, XEX 
(1) tu 1 VW implies ut 1 VW and VW 1 tu; 
(2) either tu I VW, or tu I uw, or tw I uu (exclusively); 
(3) tu)uw and tw(ux imply tulux. 
FIG. 11. The instance tu 1 uw on a pentagon. 
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Proof. If X is a cycle, then evidently (1) and (2) hold. Further, if tu ( uw 
and TV 1 ux then the five points are arranged as t, u, u, w, x, t on the cycle, 
whence to 1 ux (see Fig. 11). 
Conversely, assume that (1 ), (2), (3) are satisfied. If #X= 4, then X is 
a cycle according to condition (2). Now let X= { t, U, u, w, x}, and assume 
tu ( UW. Suppose that x substitutes each of t, u, u, w in this relation, that is: 
xu ( uw, tx 1 uw, tu I xw, tu ( 24x. 
From xu I uw and xw I ut we infer xu ) ut, which contradicts to 1 UX, however, 
in view of (2). Therefore we can assume without loss of generality that 
tw I ux. We claim that tu 1 UX, tw I UX, and uw I ux, so that X is the cycle t, U, 
u, w, x, t. Indeed, tu ( ux follows directly from (3), and by interchanging the 
roles of u and x, and of u and w, (1) and (3) yield tw I UX. Then from wu I ut 
and wt 1 ux we finally get wu I ux, thus proving the claim. 
Finally, let #A’> 5 and proceed by induction. Choose any live points t, 
U, u, w, x in X. By what has been shown we can assume that the relation 
) on this 5-subset is realized by the cycle t, U, u, w, x, t. Since, by virtue of 
the induction hypothesis, both X- (u} and X- (.x} are cycles extending 
the cycle X- (u, x}, there are two pairs u’, U” and x’, x” of neighbours on 
the cycle X- {u, x} such that u is between U’ and U” on the cycle X- (x>, 
and x is between x’ and x” on the cycle X- {x}, as indicated in Fig. 12. 
Then U’ # x’ because ux ) tu and ux I tw. Let Y denote the halfcircle x3” 
of X- {u, x} containing t, and let 2 be its complement, i.e., the halfcircle 
x$! of X - {u, x > containing u, w. We have to show that yz ) ux for all y E Y 
and ZE Z and that for y, y’ E Y (z, Z’E Z) we have yxl y’u (or zxlz’u) if 
FIG. 12. The circular configuration of points considered in the proof of Proposition 1. 
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yx 1 y’u’ (or 2x 1 z’z/, respectively). First assume that z Zx’. Then the 
instance yz / UX’ is included in X- {x}, while yx’ 1 xz is included in X- {u}. 
Applying (3) yields yzl XU. Similarly, we arrive at the same conclusion 
when z # u’. Finally, yx I y’u’ (or zx I z’u”) implies yx I y’u (or zx I Z’U, respec- 
tively) by (3) in view of yu’lxu (or zu”Ixu). This proves that X is a 
cycle. 1 
THEOREM 5. The following conditions are equivalent for a weakly 
compatible collection 9’ of splits of an n-set X: 
(i) 9’ is the circular collection of all splits of a convex n-gon with 
vertices from X; 
(ii) #Y = (2); 
(iii) the split metrics 6, (SE 9’) form a basis of the linear space 
(M(X)) of all symmetric functions d: Xx X + R satisfying d(x, x) = 0 for 
all x E X; 
(iv) for every SE Y there is exactly one partial split (t, u}, {v, w} 
which extena!s to S but to no other member of 9. 
Proof: We already know that (ii) and (iii) are equivalent (cf. 
Corollary 4). Evidently, (i) implies (ii). 
To prove that (ii) or (iii) implies (i), first note that for every subset Y 
of X, the restrictions 6J yx y (SE 9’) generate the space of all symmetric 
functions on Y with zero diagonal. This is because every such function 
extends to a symmetric function on X with zero diagonal, which then can 
be expressed as a linear combination of the split metrics 6, (SE 9’). The 
splits corresponding to the nonzero metrics of the form 6,l yx y (SET’) 
constitute the trace of 9’ on Y. Therefore #Y I y = ( #!‘). In particular, for 
any subset Y with # Y = 4, exactly two of the three splits A, B of Y with 
#A = #B = 2 extend to splits in 9’. So, the relation I, defined for distinct 
6 u, v, w by 
tu I VW if and only if the partial splits {t, v}, {u, w} and 
{t, w}, (u, v} extend to members of 9, 
satisfies condition (2) of Proposition 1. Condition (1) is trivial. To verify 
(3) it suffices to show that 9 I y is circular for each subset Y with # Y = 5. 
To see this, consider any collection W of splits A, B of Y (where # Y> 5) 
such that #A = 2. Then W corresponds to the graph with vertex-set Y and 
edges A for which #A = 2 and the pair A, Y - A belongs to W. We claim 
that W is weakly compatible if and only if its graph is a disjoint union 
of cycles of length at least 4 and some paths (of any lengths). Indeed, 
if the graph of W is of this kind, then certainly W is weakly compatible. 
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Conversely, if U, u, w is a triangle in the graph of 8, then for any t different 
from U, u, w we get the configuration violating weak compatibility (see 
Fig. 5). Similarly, if a vertex t has at least three distinct neighbours U, u, w, 
then again we get the forbidden configuration. This proves the claim. 
From the preceding fact we infer that for # Y = 5 the graph of W 1 y must 
be a 5-cycle because it has at least five edges. By Proposition 1 it follows 
that ( is the crossing relation of a cycle on X since its restriction to each 
5-subset is such. Now, let r be the collection of splits associated with the 
cycle (i.e., the convex n-gon) representing the relation I. Then the traces of 
Y and F on each 4-subset of X are equal. Hence Y = y in view of 
Corollary 6. This proves that conditions (i), (ii), and (iii) are equivalent. 
The implication (i) = (iv) is obvious: Assume that Y is the set of all 
splits associated with a convex n-gon. Then a partial split {t, u}, {u, w}, 
where tu ( UW, say, uniquely extends to a given split in Y if and only if (u, u) 
and (w, t) are the corresponding edges of the n-gon. 
Finally, to show that (iv) implies (i), assume that each SE Y includes 
only one partial split (ai, a*}, {b,, b2) which extends to no other member 
of 9’. We claim that for any x E X the trace of Y on X- {x} also has this 
property. Let {t, u}, {u, w} and {t’, u’}, { u’, w’} be partial splits uniquely 
extending to a member A, B of Y Ix- t.x1, where t, t’, U, U’ E A and u, u’, w, 
w’ E B. Assume that the split A, B u (x} belongs to 9’. Suppose that none 
of the partial splits {t, u}, (u, w} or (t, u}, (0, x> or {t, u}, {w, x} 
uniquely extends to {A, B u {x} >. Then the split A u {x}, B also belongs 
to 9, and there exist splits S,, Sz ~9’ different from A, Bu (x} such that 
S, extends {t, u}, {u, x} and S, extends {t, u}, {w, x>. Necessarily, Si and 
Sz are different from A u {x}, B as well. So, the restrictions of S, and Sz 
to X- {x} cannot equal A, B. Therefore, by the choice of {t, u}, {u, w}, 
the splits S, and S2 cannot extend {t, u>, {u, w, x}, whence they must 
include (t, u, w}, {u, x} and (t, u, u}, {w, x}, respectively. But now all 
three partial splits of {u, u, w, x} into two 2-subsets extend to splits in 9, 
violating weak compatibility. We conclude that some partial split of the 
form {t, u}, D with #D < 2 and DE {u, w, x} uniquely extends to 
A, Bu {x}. By the same argument, there is a partial split of the form 
(t’, u’}, D’ with #D’ < 2 which uniquely extends to A, B u {x} as well. 
Then, by the hypothesis on 9, we must have (t, U} = {t’, u’}. By 
symmetry, we obtain (u, w} = { u’, w’}. Hence A, B includes exactly one 
partial split which uniquely extends to A, B. This proves the claim. 
Repeated application of the preceding fact yields that every 5-subset Y of 
X has the property that each split TE 9’ I y includes exactly one partial split 
{t, u}, (u, w} which uniquely extends to T. First assume that 9’ ( ,, contains 
a split A, B with #A = 2. If 9’ 1 y is circular but not maximum, then one 
can find two edges (t, U) and (u, w) on a representing pentagon (as in 
Fig. 11) such that {u, u}, {t, w} extends to a member of Y( y but (u, w}, 
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{t, x} does not, where x is the neighbour of w different from U. Conse- 
quently, both {u, u>, (t, w} and (u, o}, {t, X} uniquely extend to the same 
split in 9 I,,. If Y 1 y is not circular, then its graph contains a 4-cycle with 
edges (t, ~1, (u, ~1, (0, w), (w, t), say, so that (1, u}, (0, x} and (6 u}, 
{w, x} uniquely extend to the split (t, u}, {u, w, x} in Y ly. Therefore Y 1 y 
is in fact a maximum collection of weakly compatible splits. 
If for all splits A, B in 9’1 y one has mini #A, #B} = 1 and if {x}, 
{u, V, w, t} is such a split, then both {x,x}, (u, V} and {x,x}, {u, w} 
extend uniquely to (x], {u, V, w, t}. 
It remains to show that there is no 5-subset Z for which the trace Y lz 
is empty. Suppose there is such a set Z. Then let Y be a 5-subset with non- 
empty Y 1 y such that Y n Z is as large as possible. Choose any y E Y - Z 
and ZEZ- Y. Then the trace of 9’ on (Y- {y})u {z} is not empty, 
contrary to the choice of Y. 
Summarizing, we have shown that the trace of 9’ on every 5-subset is 
maximum. Therefore, as (i) and (ii) are equivalent, we infer that each trace 
is circular, and so Y is the collection of all splits of a convex n-gon by 
virtue of Proposition 1 and Corollary 6. This concludes the proof of the 
theorem. 1 
Circular collections of splits (which are not necessarily maximum) are 
further studied in a forthcoming paper by Bandelt, Dress, and Moller. 
Finally note that if Y is a circular collection of splits S with positive 
weights as then the “circular” metric d= CSEY as e 6, admits an optimal 
travelling salesperson tour of length 2 a C s E y as. If d is an arbitrary metric 
and 9 is its system of d-splits S with isolation indices as, then this length 
is still a lower bound for the lengths of tours through all points (because 
each d-split must be “traversed” at least twice). 
4. TOTAL DECOMPOSABILITY 
In Theorem 1 we have seen that the isolation index of a partial d-split T 
is greater than or equal to the sum of the isolation indices of the d-splits 
extending T. When does equality always hold? To state the answer, let us 
define a symmetric function d: Xx X + iT&’ to be totally decomposable if d 
equals the sum of a”, .ds where S runs through all d-splits. That is, in 
the decomposition of d according to Theorem 2 there is no split-prime 
remainder: d,, = 0. Then d is necessarily a metric. As we have seen in the 
introduction, metric spaces having at most four points are always totally 
decomposable. In contrast, on a 5-set there is a nonzero split-prime metric, 
namely the one associated with the graph J&3 (see Fig. 4). In general, the 
following holds. 
78 BANDELT AND DRESS 
THFOREM 6. The following conditions are equivalent for a symmetric 
function d: XxX + R with zero diagonal: 
(i) d is a totally decomposable metric; 
(ii) every partial d-split T extends to d-splits so that 
CI== c {as 1 S is a d-split extending T}; 
(iii) for all t, 2.4 v, w, x E X, 
“ir,ul,Iv,w) =~~I,u,xJ,~u,w)+~~I,u),{“,w,I)~ 
(iv) for all t, 2.4, v, w, x e X, 
air,~).(~,W)~a(I,X},{U,W}+~{I,U),(”,X)~ 
Proof: (i) implies (ii). By definition we have 
d=‘&&. 
s 
For any proper subset Y of X, 
4 YxY=Cas.GsJrXr=x {A...6.)Tis a split of Y}, 
s 
where 1, is the sum of aA,* for all d-splits A, B extending T. Since the 
collection of splits T of Y for which I,> 0 is weakly compatible, it follows 
from Theorem 3 that each 1, is the isolation index of T. 
(ii) implies (iii). This is clear, for 
~(r,u),{v.w) =I {asI S extends it, ~1, iv, w> > 
=c {asIS extends {t, U, x}, {v, w>} 
+c {clslS extends {t, u}, {v, w, x}} 
=O! ~r.U,xl.(V,W}+a(r.“).(“.~.~l~ 
(iii) implies (iv). This is also clear, for 
a(~,ul.(V.~~=a(I,U,X}.(“,WJ+~(I,U),(”,W,X) 
~a(t.x).(“,w) +a(r,u),i”,x). 
(iv) implies (iii). By Theorem 1, we always have 
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On the other hand, 
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a{tJ4x),{u,W} =min~aw.{“,w)~ “{t,x),{v,w}, “{u,x),(“,w)} 
and 
a{w)*{,wJ) =minb(t,u),(“,wp “{1,U},(“,X)’ a(t,uJ,(w,x)~ 
implies that a(t,u,x~~~~,w~ + a{t,ul,{,w,x) is not smaller than the minimum 
Ofa{r,u},(“,w)~ a{r,xl,(“.W}+a(t,UJ,(“,XJ~ a(,~},(“,~}+a(,~}*(~,~}~ a{u,x),(“,w) + 
“(W),(” x)3 and a(u,xJ.{“,w) +“(r,u),{w,x)’ Hence, (iv) applied with respect to 
x and either t, U; tr, w, or t, U; w, u, or u, t; u, w, or U, t; w, u, implies 
and therefore 
(iii) implies (i). Clearly d is a metric: from (iii) and the equality 
aa=O for all aEXwe infer 
u” = Qful,(v) =a(u,x),(“) +a{u),{“,xl 
s aw9 {u) + a(u), 1x1 
=xu+ux 
for all 24, u, xEX. 
Now, suppose that the metric space (X, d) is not totally decomposable, 
where #X is as small as possible. In addition, assume that the number of 
d-splits is minimal under this condition. We claim that in this case d must 
be split-prime. To verify this it suffices to show that 
a:=d-a,,,.6,,, 
for any d-split A, B would also satisfy condition (iii), contrary to the 
minimality assumption. So we assert that for all t, U, u, w, XE X the 
isolation indices with respect to a satisfy the inequality 
First observe that 
aAo,Bo -aA,B if A, B extends Ao, Bo, 
aAo.Bo = (++) 
aAo,B~ otherwise 
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for all A,, &, G X This follows immediately from Theorem 2 applied to the 
restriction of d to A,u &,. Now, either A, B extends {t, u], {a, w}, in 
which case it extends (t, U, x}, (u, w} or {t, u}, {u, w, x} but not both, or 
A, B does not extend {t, u}, { u, w}, in which case it extends neither 
{t, 4x}, (0, w} nor (t, u}, { u, w, x}. In either case (+ ) follows from 
( + + ) and (iii). We conclude that indeed d is split-prime. 
Next assume that #X= 5. If ~l~~,~),~~,,,) =0 for all distinct t, u, u, w E X, 
then 
tu+uw=tu+uw=tw+uu 
would hold throughout, and thus letting X= {ai, a,, a3, a4, as} and 
ai := f. (a,aj + aiak - ajak) for i = 1,2, 3,4, 5 (which would be independent 
of j, k E { 1, 2, 3,4, 5} as long as # {i, j,k} = 3) d would be totally decom- 
posable in the form 
a contradiction. On the other hand, if the partial split {t, a}, {v, w ) has a 
positive isolation index, where X= {t, U, u, w, x}, then by (iii) either 
%,u,x~,~~“.w~ Or a~wl,~“,w.xl is positive as well, contrary to our assumption 
that d is split-prime. This settles the case #X= 5. Conditions (i), (ii), (iii), 
and (iv) are therefore equivalent whenever #X = 5. 
Finally assume that #X> 5. By the initial hypothesis (viz., minimality of 
#X), d 1 rx y is totally decomposable for every proper subset Y of X. Let 
9- be the set of all partial d-splits A, B of X such that #(A u B) = #X- 1. 
We claim that maxi #A, #B} = 3 for each member A, B of r. Say, 
A u B = X- {x}. If a,, a2, a3 are distinct points in A, then for at least one 
index i we have 
for otherwise, A, B u {x} is a d-split of X. Suppose that A contains at least 
four distinct points a,, a,, as, a4. Then, by the preceding argument, there 
are two distinct indices if j such that neither A - (a,}, Bu {x} nor 
A - {ai}, Bu {x} belongs to y. Hence, as A - {a,}, B and A - {ai>, B are 
partial d-splits of the totally decomposable subspaces X- {ai> and 
X- {aj}, respectively, they must extend to the respective members 
(A - {ai}) u {x}, B and (A - {ai}) u (xl, B of 9. But then A u {x}, B is 
a d-split which is impossible. This proves our claim. 
So, given A, B as before, we may assume that #A 2 2 and #B= 3. 
Then, as above, there exists a E A such that (A - {a}) u {x}, B is not in 9, 
whence A - {a}, B u {x} belongs to y. This contradicts the just proven 
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claim since # (B u {x}) = 4. This final contradiction concludes the proof of 
the theorem. 1 
As an immediate consequence of the above equivalence (i) o (ii) we note 
the following fact (compare Corollary 1). For a totally decomposable 
metric d and a d-split A, B with a,, a2 E A and b,, b2 E B, the partial d-split 
{a,, a,}, (b,, b2} extends to no d-split other than A, B if and only if 
a{wz}.(b,,bd = ‘4B’ 
The preceding theorem confirms that total decomposability is a “five- 
point” condition. Therefore deciding whether a symmetric function d 
on an n-set X is totally decomposable is of complexity at most 0(n5). 
In this case one can also determine all d-splits S and their isolation indices 
in at most O(n’) simple computational steps. Indeed, for each 
quadruple (a,, u2, u3, u4) E X4 with ~~~~~~~~~~~~~~~ > 0 one determines in 
#(X- {a,, u2, u3, u4}) steps whether for all XEX- (a,, a,, u3, u4} the 
identity ~{a,,az),{o~,a4) = ~{al,nz,x},(a~.o4) + a(a,,“*),{ag,aq,xJ holds* If this is true, 
consider 
A := {XEXIM(,,,,,~,(,,,,,,) =o>, 
B := {XEXIa(o,,o*.x),(na,n4) =o>* 
and check whether A u B = X, in which case A, B is a d-split whose isola- 
tion index equals ~~.1,~21.~a3.a4~. According to Corollary 1 every d-split is 
found in this manner. This algorithm for finding all d-splits improves the 
O(n6)-algorithm described after Corollary 4 in case that d is totally decom- 
posable. It would be interesting to find out whether there exists an 0(n’)- 
algorithm for computing all d-splits along with their isolation indices in the 
case of a general metric d. 
Note that the set of all totally decomposable metrics on a finite set X is 
a closed subset of RXxX and that it contains an open subset of 
(M(X)) = (dE Rxxx ) d is symmetric and vanishes on the diagonal}. 
Indeed, if a metric d is the (pointwise) limit of metrics di (i + cc), then 
atB + a $,B for all A, BE X when i --) co. Therefore if the metrics di satisfy 
condition (iii) of Theorem 6, then so does d. On the other hand, if Sp 
is a maximal collection of weakly compatible splits as discussed in the 
preceding section, and if d := CSE9 6,, then a$ > 0 for all SE Y and all 
d’ E (M(X)) sufficiently close to d. Hence d’ must be totally decomposable 
in view of Corollary 5. 
As an illustrative example, consider any finite subspace X of the 
boundary of a convex polygon (or any compact convex set) in the 
Euclidean plane. We assert that X is totally decomposable. First assume 
that X is the set Y of all vertices of this polygon. Obviously, every 4-subset 
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{ t, u, U, w > gives rise to a convex quadrangle. If tv ( uw with respect to the 
natural crossing relation I defined on Y, then tv + uw > max{ tu+ uw, 
tw+uu}. Hence both {t, u}, (v, w} and {t, w}, {u, v> are partial d-splits. 
Therefore all “circular” splits of the convex n-gon are d-splits. Hence X is 
totally decomposable by Corollary 5. 
In general, if the vertex set Y of the polygon is a proper subset of X, then 
for every i 2 1 put x(‘) = x if x E Y, and for x E X- Y let x(‘) be some point 
with xx(‘) < l/i such that X ’ := (x”) 1 x E X> gives a convex n-gon. Then d . . is the limit of the metrics(‘)d w defined by d(“(w, x) := d(‘)(w(‘), xc’)) for 
w, x E X. This proves that the space X is totally decomposable. 
Arbitrary finite subspaces of the Euclidean plane, of course, are not 
totally decomposable in general. For instance, let t, U, u, w be the vertices 
of any convex quadrangle in the plane such that tvl uw. Let x be any 
interior point of the line segment from w to the crossing point of the two 
diagonals (see Fig. 13). Then 
a{r.x),{“,w) +a (r,u},{u.x) -“{t,u),{u.w} 
=$.max{tv+wx--tx-vw, tw+vx-tx-vw,O} 
+$(tv+ux-ttu-ux)-$((tv+uw-tfu-VW) 
=- iemax{to-tx-vx,tw-fx-wx,vw-vx-wx}<O, 
thus violating condition (iv) of Theorem 6. 
Examples of totally decomposable metrics are, of course, the tree 
metrics, as was already mentioned in the introduction. Indeed, the well- 
known results concerning tree metrics (cf. [9]) can be deduced quite easily 
from Theorem 6 in the following form: 
COROLLARY 7. For a metric d defined on X, the following two conditions 
are equivalent : 
FIG. 13. A S-subspace of the Euclidean plane which is not totally decomposable. 
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(i) d is totally decomposable and any two d-splits A, B and A’, B’ are 
compatible (that is, one of the four intersections A A A’, A n B’, B n A’, and 
Bn B’ is empty); 
(ii) for any four points t, u, v, w E X the four-point condition 
tu+vwGmax(tv+uw, tw+uv} 
is fulfilled. 
Proof. (i) implies (ii). This follows trivially from the fact that condi- 
tion (i) holds for dl Yx Y for all Y 5X, once it is true for X, so it holds in 
particular for {t, u, v, w}. Hence (ii) follows from the standard analysis of 
4-point metrics. 
(ii) implies (i). At first we show that d is totally decomposable. 
Indeed, if t, u, v, w, XEX and if alr,U),CV,WI>O then tu+vw<tw+vu= 
tv + wu and therefore 
=$(tw+xv-ttx-vw)+f.(tx+uv-tu-vx) 
In addition, if there would be two incompatible d-splits A, B and A’, B’, 
so that for, say, t, u, v, w E X one has t, UE A, v, w E B, t, VE A’, and 
u, w E B’, then one verifies easily by restricting d to ( t, u, v, w } that tw + uv 
exceeds tu + VW as well as tv + uw, contradicting condition (ii). 1 
Further examples of totally decomposable metrics that are not simply 
tree metrics are provided by the sums of two tree metrics. In this case the 
system of d-splits is obtained as the union of the respective systems of splits 
of the summands. So, as a corollary to Theorem 3 we record here the 
following 
COROLLARY 8. The sum d = d, + d2 of two tree metrics on a set X is 
totally decomposable. A split of X is a d-split tf and only tf it is a d,- or 
d,-split. 
Proof: Let 9’ be the union of the compatible systems Y; and Y; of 
d,-splits and d,-splits, respectively. Then Y does not contain any triple of 
pairwise incompatible splits and hence is weakly compatible. Now, as 
we get 
di= c ag’.S, for i= 1, 2, 
S.59, 
d=d,+d,= c (a$)+ag)).6,. 
SE.!7 
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Therefore, by Theorem 3, 9’ is the system of d-splits, and the isolation 
index of a split S (with respect to d) equals a:’ + a!‘. 1 
It follows that we can decide whether or not a metric d on an n-set X is 
a sum of two tree metrics in at most O(n’) simple computational steps: in 
that many steps we can decide whether or not d is totally decomposable, 
as well as produce its decomposition in case d is such. Since two systems 
of pairwise compatible splits encompass together at most 3n - 6 different 
splits, d cannot be a sum of two tree metrics when the number of d-splits 
exceeds this bound. Then it remains to check whether the incompatibility 
graph of the d-splits is bipartite; in this graph the vertices are the d-splits, 
and two vertices are adjacent if and only if the respective d-splits are 
incompatible. The feasible decompositions correspond to the 2-colourings 
of this graph, however modified in the following way: each isolated vertex 
may simultaneously receive both colours. 
We conclude this section with a brief look at operations which preserve 
total decomposability. The first operation that comes to mind is the 
Cartesian product, for which the distance between two points is the sum of 
the coordinate distances. This operation, however, preserves total decom- 
posability only in a fairly special case. Namely we have the following result, 
which is an easy consequence of Corollary 8 and Theorem 6. 
COROLLARY 9. Let di be a nonzero metric on a set Xi (having therefore 
at least two points), for i = 1,2. Then the metric d= dI x d2 of the Cartesian 
product of the two spaces is totally decomposable if and only if both dl and 
d2 are tree metrics. 
Proof Let d, and d, be tree metrics. Either metric lifts to a metric di 
on X= X, x X, by letting 
Ji((Xl,X,h (YIY Yz)) :=di(xi, Vi) for i= 1, 2. 
Then d, and & are, of course, tree metrics on X such that d = d, + $. So, 
from the preceding corollary we know that d is totally decomposable. 
Conversely, suppose that d is totally decomposable but d, is not a tree 
metric. Then there are four points t, U, v, w in X, such that {t, u}, {u, w} 
and (6 w}, ( u, u > are partial d,-splits. Pick any two points y, z in X, with 
d,(y, z) ~0. Then we have (using the shorthand ab also for distances with 
respect to d, or dJ 
~~(~.,,~(“,,,l~~(~,~~.cr.~,l 
=~.(max{tu+vt+2.yz,ou+2.yz}-tu-ut)=yz, 
~{(f.Y),(w.I)}.~(u.z),(l,r)} 
=$.(max{tu+wt+yz,wu+yz}-tw-yz-ttu)=O, 
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and 
in contradiction to Theorem 6. 1 
A (weighted) tree is built up by successively glueing together subtrees 
along single points. There is a more general operation available which 
preserves total decomposability. First some necessary terminology: a sub- 
space Y of a metric space X is guted if for every point x E X there exists a 
(up to distance zero unique) point x’ E X (the gate for x in Y) such that 
xy = xx’ + x’y for all y E Y, if x E Y, then trivially x’ = x. See [ 131 for 
further information on gated subspaces. A gated subspace Y is convex in 
the following sense: for all W, y E Y and x E X such that x is between w and 
y, that is, d(w, x) + d(x, y) = d(w, y), it follows that x belongs to Y. The 
same holds, for example, for the two sides A and B of any d-split A, B 
because otherwise, if x E B were between t, u E A, then {t, u}, {x} could not 
be a partial d-split. 
~OFQSITION 2. Let Y, Z be gated, totally decomposable subspaces of a 
metric space X such that X = Y v Z and Y n Z # @. Then X is totally 
decomposable. 
Proof It is well known and easily verified that the intersection of any 
two gated subspaces of X is gated, too. Denote the gate for XEX in the 
gated subspace Yn Z by x’. Observe that x’ is also the gate for x in Y 
whenever x 4 Y (or in Z whenever x # Z). In view of Theorem 3 it suffces 
to prove that every 5-subspace W of X is totally decomposable. If W is 
contained in Z, then there is nothing to show. If Wn ( Y - Z) = {t], then 
replace t by its gate t’: since the subspace (W- {t}) u {t’} of Z is totally 
decomposable, so is W because tz = tt’ + t’z for all z E Z and hence 
“{r,u)*{v,w) =Q{I’,u),{“,w) for U, 0, WE W- {t}. 
Therefore we may assume that t, u E Y - Z, u, w E Z - Y, and x E Z, where 
W= {t, u, u, w, x}. Then tt’ + t’u’ = tu’ and t’u = t’u’ + u’u, whence 
Q{SU),{f,U) =$(tu’+t’u-tu-t’u’)=$, 
a(t}*{t:lwd) = 2 i.(tt’+tu-t’u)=:A, 
aIu)*{l,?‘,~‘) = ; - (tu + uu’ - tu’) =: p, 
so that 
tt’ = j3 + 1, uu’ = p + p, tu = A+ t’u’ + p. 
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Now, extend each dl zX ,-split A, B of Z to a split A”, B of Z u (t, U} by 
letting t EA”~ t’ E A and UE A” o U’E A. Then we can decompose d on 
Z u {t, 24} as follows: 
dl (Zu(r,u)p= c F4d2,z2+Ws,,,.,,z 
dlz Y z-sp,,ts~.~ 
+~~~(t},z”{U}+~~~{,},z”(r). 
We claim that the splits of Zu (t,u} involved in this decomposition are 
weakly compatible. If there is an obstruction to weak compatibility, then 
the split {t, u}, Z must take part in view of the essentially obvious 
LEMMA 2. Zf 9’ is a system of weakly compatible splits of X and if 
f: X’ + X is a map, then the system 9” of splits f - '( A), f-'(B), where A, 
B runs through all splits in 9, is weakly compatible, too. 
Thus it suffices to show that there are no two partial d-splits {t’, z,}, 
{u’, z2} and {t’, z,}, {u’, zi} for some z , , z2 E Z in case that /? > 0. Suppose 
there were such partial d-splits. Since zi is between zi and t’ as well as U’ 
for i= 1, 2, these two partial d-splits uniquely extend to splits of the totally 
decomposable subspace {t’, u’, zi, z2, z;, z;}, namely to {t’, z,, z; }, 
(u’,z2,z;l and (t’,z2,4), ( u’, zi , z; 1, respectively. We can therefore 
assume that zi, z2 are chosen from Y n Z, that is: z; = z1 and z; = z2. Now, 
by a similar argument, the partial dy, .-splits (t’, zi}, {u’, z2} and {t.‘, z2), 
{u’, zi} necessarily extend to the partial d,, ,-splits (t, t’, zl}, {u, u’, z2} 
and {t, t’, z,}, { U, u’, zi >, respectively (since Y is totally decomposable). 
Further, the partial dy, .-split {t, u}, {t’, u’} extends to the partial d,, ,,- 
split {t, u>, (t’, u’, zi, z2> because t’ (or u’) is between t (or U, respectively) 
and zi as well as z2. But then we have the three weakly incompatible splits 
of {t, U, zi, z2} as partial d-splits, which is impossible. This proves 
the claim. Therefore dl Czv (,, U,,2 is totally decomposable by virtue of 
Theorem 2, whence so is the restriction of d to the 5-subset W. This finishes 
the proof. 1 
Still another simple consequence of Theorem 6, phrased in the termi- 
nology of abstract convexity, is worth mentioning. Recall that a subset A 
of a metric space X is called d-convex if every point x of X satisfying 
ax + a’x = aa’ for some a, a’ E A belongs to A (cf. [24]). The d-convexity of 
the space is the collection of all d-convex sets. The d-convex hull of a subset 
Y of X is the smallest d-convex set containing Y. A d-conuex split A, B con- 
sists of complementary d-convex sets A and B. We have already observed 
that every d-split is a d-convex split. As one would expect the converse is 
not true in general (see Fig. 14 below). The d-convexity is said to be regular 
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FIG. 14. A split-prime Hamming metric. 
if for every d-convex set C and x $ C there exists a d-convex split A, B with 
C E A and x E B. The Curathtodory number is the least number k such that 
the d-convex hull of every subset Y of X with # Y > k is the union of the 
d-convex hulls of the k-subsets of Y (cf. [19]). 
PROPOSITION 3. The d-convexity of a totally decomposable metric space 
has CarathPodory number at most 2 and is regular. 
Proof: Let x be a point outside a d-convex set C. Then, C, {x} is a 
partial d-split. This extends to some d-split A, B by Theorem 6, giving the 
desired d-convex split. 
Next we claim that for any subset Y of X, the d-convex hull of Y equals 
{x~XIxy+xz= yz for some y,zo Y}. 
Trivially, this set is contained in the d-convex hull of Y. Now assume that 
x is a point outside this union, that is 
xy+xz> yz for all y, z E Y, 
so that Y, (x> is a partial d-split. This extends to a d-split A, B, yielding 
Y G A and x 4 A, whence x is not in the d-convex hull of Y. This proves the 
claim and shows that the Caratheodory number is at most 2. 1 
In some instances the preceding fact can be used to verify that a given 
metric space is not totally decomposable. For example, the d-convexity of 
the graph K,,, (see Fig. 4) has Caratheodory number 2 but is not regular. 
On the other hand, the cube graph (see Fig. 14) has a regular d-convexity, 
but its Caratheodory number equals 3. Actually, the metric d of this graph 
is split-prime since there are evidently no more than three d-convex splits 
(corresponding to the pairs of opposite “faces”), each of which fails to be 
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a d-split because each d-convex set with d-convex complement contains 
exactly two of the four vertices uO, ui, u2, u3 (mutually at distance 2) in 
Fig. 14. 
The latter example indicates that the class of (graph) metrics belonging 
to the Hamming cone (cf. [2,4,5]) is considerably larger than the class of 
(graph) metrics that are totally decomposable. It also shows that the condi- 
tion Y n Z # 0 cannot be dropped from the above Proposition 2. Indeed, 
the split-prime cube is the (disjoint) union of its two gated subspaces 
Y={ u,,, ui, ul, u3} and Z= {uO, vi, u2,u3}, both of which are totally 
decomposable. 
5. COHERENT DECOMPOSITION 
The decomposition of metrics via splits can be identified as a particular 
instance of a more general additive decomposition scheme that respects the 
combinatorial structure of the metrics in question. Isbell [18] already 
observed that the injective hull T(X, d) of a finite metric space (A’, d) (in 
the category of metric spaces and nonexpansive mappings) has a certain 
polytopal structure. If d is a tree metric, then the space T(X, d) is nothing 
but the tree representing d. More generally, optimal graphical representa- 
tions of metric spaces (as considered by Imrich and Stotskii [ 171 and others) 
are closely related to the corresponding injective hull (see [ 111). The case 
of trees suggests that certain additive decompositions of d correspond to 
decompositions of the polytopal structure of the given metric. 
To be more specific, let us recall that the injective hull of a metric space 
(A’, d) can be regarded as the set 
T(X,d):= {f~R”lf(x)=sup(d(x, y)-f(y)) for all XEX} 
YEX 
endowed with the L,-metric 
Ilf, gll := sup If(x) - dx)l 
XEX 
The canonical embedding x of, (XE X) of (A’, d) into T(X, d) is delined 
by 
L(Y) := 0, Y) for yoX. 
In what follows the set X is fixed, and so we briefly write T(d) instead of 
T(X, d). The set T(d) is included in the closed convex subset 
P(d):= (f~R”lf(x)+f(y)2d(x, y) for all x, YEA’} 
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of the linear space Rx. Namely, T(d) consists of the minimal members of 
P(d) with respect to the pointwise (partial) ordering (where f< g if and 
only if f(x) < g(x) for all x E X). To give an example, let S = {A, B} be a 
split of X; then P(S,) is the collection of all mappings f: X+ IRK satisfying 
f(a) + f(b) 2 1 for all a E A and b E B, while T(6,) is an isomorphic copy of 
the closed interval [0, 11. 
Next we study how P(d, + d,) compares with P(d,) + P(d,) for metrics 
d, , d2 on X. Here a linear combination I . Q + p . R of two sets Q, R of real- 
valued mappings reads as { Iz .f + ~1. g 1 f o Q, g E R}. It is clear that 
is always true. Further, equality holds if and only if the minimal members 
of P(dl + d2) decompose, that is, T(d, + d2) E T(d,) + T(d,), in which case 
we call dl and d2 coherent metrics (on X). More generally, we define k 
metrics dl, . . . . dk to be coherent if P(d, + ... +dk)=P(dl)+ . . . +P(d,), 
and we also say that in this case the metrics d,, . . . . dk constitute a coherent 
decomposition of d := d, + a.- + dk. Our next result relates this concept 
with d-splits. 
THEKXCEM 7. Let d = d, + A . as be a decomposition of a metric d on X 
such that rZ > 0 and S is a split of X. Then 
P(d) = P(d,) + 1. P(c~,) 
if and only if S is a d-split and one has 1 G as. 
Proof. Assume that P(d) = P(d,) + 1. P(c~,) and S = (A, B). We have 
to show that 
$ . (max { ab + a’b’, ab’ + a’b} - aa’ - bb’) 2 I 
for all a, a’ E A and 6, 6’ E B. Trivially 
for any subspace Y of X We may therefore assume without loss of 
generality that A = {a, a’} and B = {b, b’}, whence #X< 4. Define a 
mapping f on X by 
f(a) = f. (au’ + ab - a’b), 
f (a’) = 4 . (au’ + a’b - ab), 
f(b) = 1. (ab + a’b - au’), 
f(b’)=max(ab’-f(a),a’b’-f(a’),bb’-f(b)}. 
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Then the following equalities hold: 
f(u) +f(u’) = au’, 
f(a) +f(b) = ab, 
f(u’) +f(b) = u’b. 
Further, f(u), f(u’), f(b) are evidently nonnegative. From 
ub’ - f( a ) + u’b’ - f( a’ ) = ub’ + u’b’ - au’ 2 0 
we infer that f(b’) 20. Therefore f is a member of T(d) G P(d). By 
hypothesis, there exist fi E P(d,) and f2 E P(J,) such that 
f=f1+~*f*. 
Then, as 6,(u, a’) = 0 and hence &(a, a’) = au’, we obtain 
fih) +f1(4 = aa’ and f*(u) = fi(u’) = 0 
because f(u) + f( a’ ) = au’. Hence 
f*(b) 2 1 and f2(b’) 2 1. 
Moreover, 
fi(u)+f,(b)+A.fAb)=f(u)+f(b)=ub 
=&(a, b) + ,I <fi(u) + f,(b) + A 
and therefore f2(b) = 1. Similarly, 
fi(u’) + f,(b) + A = u’b. 
Observe that f(b) +f(b’)>bb’ because A.f2(b)=A>0. So, as we may 
interchange the role of a and u’, we can assume that 
f(u) + f(b’) = ub’. 
This yields f2(b’) = 1 in the same way as we obtained f*(b) = 1. Summa- 
rizing we have 
f . (ub’ + u’b - au’ - bb’) 
= 1. (fi(u) +f,(b’) + A +fi(u’) 
+f,(b) + A -fi(u) -fi(u’) - bb’) 
= 4. (f,(b) + f,(b’) - bb’) + 1 
>I 
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since f,(b) + f,(P) 3 di(b, b’) = bb’. This settles the “only if” part of the 
theorem. 
Conversely, assume that I does not exceed the isolation index of 
S = {A, B} with respect to d. Let f be a member of P(d). To f we associate 
the graph with vertex-set X and edge-set 
K(f):={@ v)If(x)+f(v)=KYl. 
We use induction on the number k of bipartite components of this graph. 
Note that any bipartite component is necessarily loopless. 
First assume that the graph off is not bipartite (thus covering the case 
k = 0). Then not all pairs in K(f) are edges between A and B, say, 
f(a)+f(a')=aa' 
Define a mapping fi on X by 
for some a, a’ E A. 
Clearly fz is in P(S,). We claim that 
f,:=f-A*f* 
belongs to P(d, ). Indeed, if x, y E A, then 
fi(x)+fi(v)=f(x)+f(v)~xy=dl(x, Y); 
and ifxEA andyEB, then 
f1(x)+f,(y)=f(x)+f(y)-2 
2 xy - A = d,(x, y). 
Finally, if x, y E B, then 
f1(x) +f,(y) =f(x) +f(r) -21 
=f(x)+f(y)+f(a)+f(a’)-au’-2212 
~max(ux+u’y,u’x+uy)-uu’-2U 
2xy 
because as 2 Iz. 
So we can assume that the graph off has some bipartite component. 
This yields a partial split X, , X, such that K(f) consists of edges between 
X, and X, and edges within the (possibly empty) set X0 :=X- (X1 u X,). 
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Now we perturb f by subtracting a suitably defined E > 0 from the values 
off on X1 while adding the same E to the values off on X,. Then we inter- 
change the role of X, and X, to get a second mapping. Specitically, we 
define for i = 1,2 
~~:=rnin{~y;~ f.(f(x)+f(y)-xy), 
2. I 
It~~~xo(f(X)+f(y)-xy)}. 
Since there are no edges in K(f) between Xi and X0 or within Xi, both s1 
and s2 are positive. Then define mappings g,, g, by 
if xEX,, 
if xeXi, (xEX, i= 1,2). 
otherwise 
The choice of si guarantees that gi E P(d) for i = 1, 2. Furthermore, K(f) is 
contained in either set K(g,), and there is at least one edge (xi, yi) in K(gi) 
such that either xi, yi E Xi or xi E Xi and yi E X0 (observe that (xi, yi) is a 
pair for which the minimum in the definition of ei is achieved). Hence the 
graph of g, (with edge-set K(gi)) has fewer bipartite components than the 
graph off: So the induction hypothesis applies, thus yielding mappings 
gi, E P(d,) and gi, E P(6,) such that 
gi=gil +I’gi* for i= 1, 2. 
An easy computation shows that f is a convex combination of g, and g,: 
Put 
for j= 1,2. Then fi E P(d,) and f2 E P(6,) since either set is convex in RX. 
We conclude that f = fl + 1 .fi gives a decomposition of the required form. 
This completes the proof. 1 
THEQREM 8. Let d be a metric on X. Assume that 
d=d,,+ 1 1,.6, 
SE9 
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is a decomposition of d such that d, is a split-prime metric, 9 is a collection 
of splits, and Is > 0 for all members S of Y. Then this constitutes a coherent 
decomposition of d, that is, 
holds, if and only if 9 is the system of all d-splits and each 1, equals the 
isolation index as. 
Proof The “if” part follows immediately from Theorems 2 and 7 since 
we can split off the split metrics one by one. 
Conversely, assume that the given decomposition of d is a coherent 
decomposition such that # 9’ 2 1. Pick any So E Y and put dl := 
d-&.6,. Then 
f’(4) + As,, - Pk%,) = P(d) = P(dcJ + c 1,. P(Js) 
SeY 
c PM I+ 1, . P(&,J 
whence equality holds throughout. It follows from Theorem 7 that S,, is a 
d-split with 1, < as,,. Consequently, 0 < Izs < as for all SE 9’. Hence as 
d- c &.6s=d,, 
SEY 
is split-prime we infer from Theorem 2 that every d-split belongs to 9’ and 
that 1, = a, for all SE 9, as required. 1 
From Theorems 3 and 8 we obtain yet another description of weak 
compatibility: 
COROLLARY 10. Let Y be a collection of splits of X. Then 9 is weakly 
compatible tf and only if d = C sE Y 6, constitutes a coherent decomposition 
of d. 
Does the concept of coherent decomposition actually go beyond the 
decomposition scheme via d-splits? A simple example affirming this is the 
following. Consider the metric subspace (X, d) consisting of the vertices a, 
and bi (i = 0, 1,2,3) of the left-hand graph in Fig. 15. 
It is readily seen thatd is split-prime, yet a coherent decomposition of 
d into two metrics d, and db is suggested in Fig. 15. To check this, first note 
that for i = 0, 1,2,3, one has 
d,(ai, b,) = aibo - 2, 
d,(a,, b,) = aibi- 1 
d,(a,, bi)=aobi-2, 
d,(aj, bi) = ajbi - 1 
for j= 1,2, 3, 
for j= 1, 2, 3. 
94 BANDELT AND DRESS 
b,,...,b, 
ao,. . .,a3 
d = da + db 
FIG. 15. A coherent decomposition of a split-prime metric. 
Now let f~ P(d). Then either 
f(a,) 2 2 and f(q) 2 1 for j= 1, 2, 3 
or 
f(bo) > 2 and f(bj) 2 1 for j= 1, 2 3. 
Assume the latter, say. Define mappings f, and fb by 
fatail :=ftai) for i = 0, 1, 2, 3, 
fa(hA :=f(bo)-29 
foCbj) := f tbj) -  l for j= 1, 2, 3, 
fb(ai) := 0 for i=O, 1, 2, 3, 
fb(hJ := 2, 
f,(bj) := 1 for j= 1, 2, 3. 
Then f = fa + fb with f, E P(&) and fb E P(d,). We conclude that d = da + db 
is in fact a coherent decomposition. 
In the preceding example, the metric induced by the graph K2,3 (see 
Fig. 4) constitutes a component of the metric displayed in Fig. 15. More 
generally, we say that a nonzero metric d, on X is a coherent component of 
a metric d on X if there exists a coherent decomposition of the form 
d = Iz . d, + d, for some 1> 0 and a metric d2. Trivially, every multiple of d 
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is a coherent component of d. If there are no other coherent components, 
then d is said to be coherently prime or briefly prime. Note that every prime 
metric is split-prime (but not conversely). The smallest example of a prime 
metric is provided by the &,-metric. In fact, this metric generates an 
extremal cone of M(X) (see [3 J or [21]): the argument rests on the 
following lemma, involving the following two notions. Let us say that two 
pairs (x, U> and (v, y} are perspective in the metric space (.I’, d) if X, u, v, 
y form a rectangle, that is if {x, u}, {v, y} is a d’-split of the metric space 
(X’:=(x,u,v, y>, d’:=dlX’,,, ) and no trivial &-splits of the form (z>, 
X’- {z} (zEX’) exist, or equivalently, if either the d’-convex hulls of 
{x, y> and of {u, v> both coincide with x’ or the same holds for (x, U} and 
{u, y}. The transitive closure of the perspectivity relation on the set of all 
pairs with nonzero distance is dubbed projectiuity. A pair {x, U) with 
d(x, u) > 0 is called an edge in the space (X, d) if there is no point properly 
between x and U, that is, d(x, z) + d(z, U) = d(x, U) implies z E {x, ti>. Then 
Theorem 2.4 and Lemma 2.2 of [3] can be restated (in a more general 
form) as follows. 
LEMMA 3. Let d= dI + d2 be any decomposition of a metric d on X. Then 
every dt- (or d2-) convex set is d-convex and, hence, the d,- (or d2-) convex 
hull of a subset of X contains its d-convex hull. In particular, if {x, u} and 
{v, y} are projective with respect to d, then di(x, u) = d,(u, y) for i = 1,2. 
Further, if 
4(x, u)/d(x, u) = d,(u, yh’d(u, Y) 
for all incident edges (x, u>, (u, y } of the space (X, d), then d, and dz are 
multiples of d. 
We have already seen at the end of Section 4 that the metric of the cube 
graph is split-prime although it is not extremal. As one would now expect 
this metric is even prime. This is caused by the “cubic” product structure: 
the cube graph is the Cartesian product of three copies of the graph K2. 
The argument immediately carries over to arbitrary Cartesian graph 
products with at least three factors: 
~oPOsITroN 4. The Cartesian product G of any three nontrivial, 
connected graphs (or, more generally, any graph G which for every pair of 
incident edges (t, u}, {u, II> contains either an isometric subgraph isomorphic 
to the cube and including t, u, and v, or one additional edge (u, w} and two 
isometric subgraphs isomorphic to the cube, one containing t, u, w, and the 
other one containing v, u, w) yields a prime metric. 
Proof Let (X, d) be the metric space given by G. The edges in this 
space (defined as above) are exactly the graph edges. Suppose that d admits 
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a proper coherent decomposition d= d, + d2 (so that d, and d, are not 
multiples of d). Then we can tind two edges {t, U} and {u, u} such that 
d,(t, U) # d,(u, v), by Lemma 3. Consequently, there exists an isometric 
subgraph isomorphic to the cube such that, with labels as in Fig. 14, one 
has, say, 
d,(oo, ~3) < d,(uo, ~1). 
Now consider a (minimal) member f of P(d) with f(ui) = 1 for 
i = 0, 1,2,3. By hypothesis we can find fi E P(d,) and f2 E P(d,) such that 
f=fr +f2. From Lemma 3 we infer that 
d,(uo, ~1) = dl(u,, 4 and d,(u,, 4 = d,(u,, 4 
Hence 
and further, 
i=O 
Similarly, 
i=O 
The preceding two inequalities are actually equalities because their sides 
add up to 
i (f*t”i) +fzt”i)l = i .ft”ijz4 
i=O i=O 
and 
2.(d,(uo> ul)+dz(uo, ul))=2.d(u,, u1)=4, 
respectively. Therefore 
d,(uo,u,f=r.(f,(uo)+f,(u,)+fi(u,)+f,(u,)) 
2 t . (di(uo, 4 + d,(u,, 4) 
= dduo, 4 
= d,(uo, 00) - d,(uo. 4 
(because the corresponding equality holds ford) 
> d,(uov uo) - d,(uo, ~1) 
= Wo, u,), 
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yielding a contradiction. We conclude that every coherent component of d 
is a multiple of d. 1 
A slight modification of the above argument shows that the graph 
obtained from the cube by deleting one vertex also yields a prime metric. 
The relaxed condition in Proposition 4 applies to graphs which are not 
necessarily factorizable but still have a local cube structure. Such graphs 
do exist: consider, for instance, the extended odd graphs Ek (k 2 3) con- 
structed in [22]. 
The above observations conlirm that prime metrics exist in abundance. 
It is more interesting, however, to find all prime coherent components of 
a given metric d and thus to determine the set M(d) of all coherent com- 
ponents of d. Which split metrics belong to M(d) is clear by what has been 
shown: Theorem 7 says that these split metrics are precisely the ones 
associated with the d-splits. Consequently, a totally decomposable metric 
d’ is a coherent component of d if and only if every d’-split is a d-split. In 
this case M(d’) consists of totally decomposable metrics, viz., the non- 
negative linear combinations of the split metrics 6, associated with the 
d’-splits S. Hence, as these split metrics are linearly independent (by 
Corollary 4), M(d’) is a simplicial closed convex subcone of M(X). It is 
therefore not really surprising that, in general, M(d) turns out to be a 
closed convex subcone of M(X), which consists of those metrics d’ 
satisfying the following requirement: for each f~ P(d) there exists some 
f’ E P(d’) such that K(f) s K(f’). Then, if d’ E M(d), the convex cone 
M(d’) is the smallest subcone of M(d) in the lattice of “boundary cones” 
of M(d) that contains d’. Thus, the family (M(d) I dE M(X)) constitutes an 
interesting stratification of M(X) by closed convex cones. We conjecture 
that all these subcones M(d) (de&f(X)) are simplicial, that is, their 
extremals are linearly independent: 
Conjecture. There exists a unique coherent decomposition d= 
d,+ -.- + dk of d into linearly independent metrics d,, . . . . dk E M(d) such 
that 
M(d)= i li.diIli>O for i= 1, . . . . k 
i=l 
Actually, it was this conjecture, originally suggested by the analysis of 
Spoint metrics as performed in [ 111, which prompted us to investigate the 
relationship between a metric d and the split metrics LiS in M(d). We view 
the results presented here as substantial evidence for our conjecture. 
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6. SPLITS VERSUS CLUSTERS 
In a previous paper (see [S] ) we developed a decomposition theory for 
similarity functions, which parallels the split-decomposition of metrics in a 
way. While the latter makes use of splits and split metrics, the key 
ingredients of the former are systems of clusters (i.e., subsets) and elemen- 
tary similarity functions (i.e., binary characteristic functions of clusters). 
Alluding to the scenario of [25], one can interpret splits as distinctiue 
features and clusters as common features. 
A brief description of the additive decomposition theory for similarity 
functions will be given next. In what follows X is a finite set. Given a 
system &’ of nonempty subsets of X, the proper-intersection graph of 2 has 
the members of Y? as its vertices, where two vertices are adjacent if and 
only if the respective members of YP intersect properly (that is, their inter- 
section is nonempty and neither set is contained in the other). S? is a 
hierarchy over X if its proper-intersection graph is without edges, that is, 
for all C,, Cz E 2, either C, n Cz = 0, or C, c C2 or C, E Ci. More 
generally, a weak hierarchy is a system 2 such that there are no three 
elements xi, x2, x3 E X and three sets C,, Cz, C3 E X satisfying X~E Cj if 
and only if i # j. In the hypergraph terminology weak hierarchies are 
precisely the “hypergraphs without triangles” (cf. [ 11). We assume here 
that the empty set is not a member of (weak) hierarchies. For every non- 
empty subset C of X define a similarity function crc by 
o&u, u) := 
1 if 24, v E C, 
0 otherwise 
(u, u E X). 
A similarity function s is said to be additive if it is of the form 
s= 1 a,.a, 
CEJI” 
for some weak hierarchy X and positive weights c+ (C E &“), and it is said 
to be strictly additive if X can be chosen to be a proper hierarchy. The 
members of JP (along with their weights L+) can be reconstructed from the 
function s (in a recursive manner): the intersections of members of X are 
recovered as the s-clusters, that is, subsets C with 
m,(u, ulx) :=s(u, u)-min{s(u,x),s(u, x),s(u, 0)) >O 
for all u, v E C and x q! C. The isolation index of a cluster C is defined as 
I(C) := mFc (m,(a, b 1 x)}. 
x:x-c 
Note that this terminology slightly deviates from the one in [S]. 
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One way to code a system 9’ of splits of X is to select a point w E X and 
record the system .Z(“‘) of the parts C for which {C, X- C} E 9’ and w # C. 
It is this transformation which sets up the analogy between systems of 
splits and systems of clusters. 
LEMMA 4. Let 9’ be a system of splits of X, and let 
s@“” = S(“@’ := {C 1 {C, X- C} E 9’ and w $ C} denote the associated 
system of clusters with respect to a point w E X. Then the incompatibility 
graph of Y coincides with the proper-intersection graph of SC”“. In 
particular, Y is the union of k systems of pairwise compatible splits if and 
only tf .@“’ is the union of k hierarchies. 
Proof Let A,, B, and AZ, B, be two splits, and assume w E B, n B,. 
Then A, and A, intersect properly if and only if the splits A,, B, and AZ, 
B2 are incompatible. Therefore the incompatibility graph of Y is the same 
as the proper-intersection graph of &@ (“‘). Its chromatic number is the least 
number k for which Y is the union of k systems of pairwise compatible 
splits (cf. the argument for k = 2 following Corollary 8 above), or 
equivalently, +“’ is the union of k hierarchies (cf. the observation 
following Proposition 2 of [8]). 1 
LEMMA 5. The following statements are equivalent for a system 9’ of 
splits of X and its family of cluster systems SF(~) (w E X): 
(i) 9’ consists of triplewise weakly compatible splits; 
(ii) ~9’~“” is a weak hierarchy with respect to all w E X; 
(iii) for at least one w E X, the system &‘(“” is a weak hierarchy such 
that there are no points uI, u2, u3 E X and clusters C, , C2, C3 E Y?(“‘) with 
nonempty intersection which satisfy ui E Cj if and only tf i = j. 
Proof (i) implies (ii). Suppose that some H(“‘) is not a weak hierarchy. 
Then there are u1 , u2, uj E X and C, , C2, C3 E &‘@” such that w, ui E X - Ci 
and ui E Cj for i # j. The three splits Ci, X- Ci (i = 1,2, 3) are thus not 
weakly compatible. 
(ii) implies (iii). Suppose that some &‘(“) contains clusters C1, Cz, 
C3 with C,nCC,n Cg#@, say w~C,nC,n C,, and that we have 
elements ul , z+, u3 E X with ui E Cj precisely when i = j. Then ui E X - Ci if 
and only if i # j, and X- Cie &‘(“‘) for j= 1,2, 3, whence %‘(“‘) is not a 
weak hierarchy. 
(iii) implies (i). Suppose that u, ul, u2, uj E X and (Cj, X- Cj} E Y 
(j= 1,2, 3) satisfy # ( u,u,,u2,uj}=4 and {u,uI,u2,uj}nCi={u,uj} 
for j= 1,2, 3. If w is contained in exactly one or all three of the clusters C1, 
C1, C3, then &‘@) is not a weak hierarchy; otherwise, we get a forbidden 
configuration of the type described in (iii). 1 
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PROPOSITION 5. Let Y be a collection of splits of X. Then the incom- 
patibility graph of Y is bipartite if and only if 9 is weakly compatible and 
satisfies the following two conditions: 
(1) there is no subset Y= {y,, y,, . . . . yS} of X such that each 
{Y;Y Y~+I, Yi+2), {Y~+x, Yi+4, Yi+5) (’ d m ices module 6) belongs to the 
trace of Y on Y, 
(2) there is no subset Z = {zO, z,, . . . . z/, _ 1} of X such that k 2 5 is odd 
and each {zi, z~+~}, Z- {zi, z,+ 1 } (indices module k) belongs to the trace 
of 9 on Z. 
Proof First observe that the incompatibility graph includes a triangle 
whenever Y is not weakly compatible or violates (1). If (2) is not satisfied, 
then the graph includes an odd cycle. 
To prove the converse, assume that Y is weakly compatible, while its 
incompatibility graph is not bipartite. Pick any point w E X, and consider 
the associated cluster system J’? (n’). According to Proposition 3 of [S], the 
proper-intersection graph of X0(‘“) is bipartite if and only if the following 
two requirements are met: 
for every triple of pairwise intersecting clusters AO, A,, 
A, E #tw) at least one inclusion Ai c Aj with i #j holds; (+I 
there is no sequence of sets A,, A,, . . . . A,- 1 G X of odd 
length ka5 such that AinAj#@ if and only if i=j-1 
or i=j or i=j+ 1 (modulo k), A,, Ax, . . . . Akpl ES(~), 
and either A,,, A, E X0(“‘), or X- AO, A, E XCW), or X-A,, 
X-A, E J’C’(“‘). (++I 
By the assumption and Lemma 4, X(“‘) must violate ( + ) or ( + + ). 
Assume that ( + ) does not hold for some A,, A,, A, E XC”“. Since Y is 
weakly compatible, &‘@‘I is a weak hierarchy by Lemma 5, so we may 
assume that, say, A, n A, E A, holds. Moreover, as A,, & A, and A, G A*, 
there exist points yOg A, - (A, u AJ and y4 E A, - (A,u A,), but 
A, E A,u A, (by weak compatibility). Since A, & A, and A2 @ A,, we 
canfindy,EA,nA,-A,andy,EA,nA,-A,.Thereexistsapointy,in 
A, n A, n A2 because A,, n AI # 0. Finally put y, := w. Then the traces of 
the three splits Ai, X-A, (i=O, 1, 2) on Y := { yO, yi, . . . . y,} yield the 
configuration forbidden by ( 1). 
We now assume that A,, A,, . . . . A,- I is a sequence violating (+ + ). 
Choose zigAinAi+I for i=O, 1, . . . . k - 1 (indices modulo k). Then the 
traces of the splits Ai, X-A, (i=O, 1, . . . . k- 1) on Z:= {zO, zi, . . . . zk-,} 
constitute the forbidden configuration of (2). 1 
Combining this proposition with Corollary 8 we arrive at another 
characterization of the sum of two tree metrics: 
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COROLLARY 11. A metric d on X is the sum of two tree metrics on X if 
and only if d is totally decomposable and satisfies the following two condi- 
tions: 
(1) there is no subset Y= {y,, yl, . . . . y,} of X such that each 
(Yip Yi+lp Yi+2), {Yi+3, Yi+4v Y~+s) (’ d’ m ices modulo 6) is a partial d-split, 
(2) there is no subset Z= {zo, zl, . . . . zkPl} of Xsuch that k> 5 is odd 
and each {zi, z~+~}, X- {zi, z~+~} (’ d m ices modulo k) is a partial d-split. 
So far, we have associated a family of cluster systems &‘(w) (w E X) to a 
system of splits of X. In an analogous fashion, every metric d on X is 
accompanied by a family of similarity functions sew) (w E X). To begin with, 
assume CE X and w E X- C. Then the companion of the split metric 
&,x-c with respect to w is the elementary similarity function 
o(cw)=~cl~X-~wJ~~, namely: 
@%4 0) = 4. &,,- c(u, w) + && c(u, w) 
-&,x-&9 II)) for u, VEX- {w}. 
More generally, given a metric d on X, the Farris transform of’d (to a 
similarity function) with respect to a given point w E X is defined by 
s”“)(u, u) = s(“‘*“)(u, u) := f . (d(u, w) + d(u, w) - d(u, u)) 
for 24, VEX- {w}. 
Tree metrics are linked with strictly additive similarity functions and hence 
with ultramerics via this transformation, viz.: d is a tree metric if and only 
if s(‘“) is strictly additive, or equivalently, if and only if the dissimilarity 
function 
d’“‘(u u)= 
0 if u = 0, 
, c - s@)( 24, u ) otherwise, 
where c 2 s”“‘(u, u) for all u, u E X- {w}, is an ultrametric on X- {w} for 
some (and hence for all) w E 4 (see [6]). Further relationships between a 
metric d and its Farris transforms s(“‘) are established next. We briefly write 
m’“’ instead of m&d). 
LEMMA 6. Given a symmetric function d: Xx X + R, 
D - m@)(a, a’ 1 b) (%~‘I, 1b.w) - 
for every w E X and all a, a’, b E X- {w }. Hence, if d is a metric on X and 
A, B is a split of X with w E B # (w }, then A is an s”“)-cluster if and only lf 
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A, {w, b} is a partial d-split for all b E B - {w }, and A, B is a d-split if and 
only if A is an s(w)-cluster for all w E B. In the latter case the isolation index 
d CL~,~ of the split A, B relative to d coincides with the smallest isolation index 
of the cluster A with respect to the junctions s(‘+” (w E B). 
Proof. Indeed, with xy := d(x, y) as above, one has 
Bln,o,j,Ib.wJ = f. (max{ab + a’w, aw + a’b, aa’ + bw} - aa’ - bw) 
= $.(max{ab- aw - bw, a’b - a’w - bw, aa’ - aw - a’w} 
- aa’ + aw + a’w) 
= s”“‘(a, a’) - min{s’““(a, b), sCw)(a’, b), s(“‘)(a, a’)} 
= mCw)(a, a’ 1 b). 1 
In order to establish the link between totally decomposable metrics and 
additive similarity functions, recall from [S] that a similarity function s is 
said to be almost additive if 
m,( t, u 124) = 0 and 
for all t, u, x, y, z E X. 
m,(t, u I x) G m,(t, 24 I y) + ms(tr 24 Iz) + m,( y, z I X) 
PROPOSITION 6. The following conditions are equivalent for a metric d on 
X and its family of Farris transforms s(“‘) (w E X): 
(i) d is totally decomposable; 
(ii) sCw) is additive for all w E X; 
(iii) sCW” is almost additive for all w E X; 
(iv) for all t, 24, v, w, x E X, 
mCW’( t, u ( v) < mCw)( t, 24 1 x) + mCW’( t, x 1 v). 
Proof: (i) implies (ii). Let ST(~) be the set of all CG X- {w} for which 
C, X- C is a d-split. From the representation 
d= c %,x-dcx-c CE Ad*’ 
it follows that 
s(W) = 
c 
(WI ac.x-c.oc T 
CE JIC’W’ 
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using the above equality that expresses CT$“) in terms of 6, X--c. By 
Lemma 6, XC”) consists of s(“)-clusters and hence is a weak hierarchy. 
Therefore s(“‘) is additive. 
(ii) implies (iii). See the Remark in [8, p. 1411. 
(iii) implies (iv). For m = m”“’ we obtain 
m(t, uIo)Gm(t, uIx)+m(t, uIt)+m(x,tIu) 
= m( t, u I x) + m( t, x I v). 
(iv) implies (i). In view of Lemma 6 condition (iv) of this proposition 
immediately translates to that of Theorem 6, and so d is totally decom- 
posable. 1 
COROLLARY 12. A metric d on X is the sum of two tree metrics if and 
only if each Farris transform st”‘) (w E X) is a sum of two strictly additive 
similarity functions. More generally, d is a sum of k coherent tree metrics 
d 1, . . . . dk f and only ifsCw’ (w E X) is a sum of k “coherent” strictly additive 
similarity functions sl, . . . . sk (that is, strictly additive similarity functions such 
that every cluster of s :=sl + . . . + sk is a cluster of some of the si 
(i = 1, . . . . k)). 
Proof. This follows immediately from Proposition 6, Lemma 6, and 
Lemma 4. 1 
Observe that a metric d need not be totally decomposable when there 
exists just one point w E X such that s(‘“) is additive. For instance, the K2 3 
metric d has two additive Farris transforms and three nonadditive Farhs 
transforms. 
The preceding observations emphasize that much of the information on 
a metric d is preserved when shifting to the family stw) (w E X) of Farris 
transforms and analyzing them within the additive clustering model. Quite 
another approach is, of course, taken when one computes the clusters of 
the similarity function s = const - d directly corresponding to d. Whether 
the decomposition based on d-splits or the one based on s-clusters is more 
appropriate to study the structure inherent in a given data set depends on 
the nature of the data and the potential interpretation. Note that the 
d-splits remain unchanged when d undergoes a linear transformation 
dH 1. d+ ,U with A> 0, while s-clusters are invariant under all strictly 
monotone transformations of the reals. So, if the measurement of (dis) 
similarities is subject to systematic error which considerably deviates from 
linear transforms of the ideal or “true” distances, then the s-cluster model 
might be preferable. In any case one should routinely compute both, the 
d-splits as well as the s-clusters (for s = const - d). 
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In many case studies the d-splits tend to be small in number (and thus 
more informative) compared with the s-clusters. Computer simulations 
(performed by Rainer Wetzel) confirm that perturbing a tree metric d or an 
ultrametric const - s decreases the number of d-splits quite drastically, but 
typically increases the number of s-clusters of size at most 2. 
How “successful” a decomposition of a given metric d on X into d-splits 
is can be measured by the following quantity 
c c C%(x, A/ 1 4x, ~1, 
x, y E X d-splits S / x,veX 
which we call the splitting index of d. That is, if d= do + d, is the coherent 
decomposition of d into a split-prime metric do and a totally decomposable 
metric d,, then the splitting index equals 
l- 1 4(x, Y) 1 4x, Y) 
x,yeX i X,.vEX 
A splitting index close to 1 indicates that the split-prime residue possibly 
is a negligible error term. 
For some data sets taken from biology or psychology the observed split- 
ting indices are fairly large, so that much of the structure inherent to the 
data is then reflected by the corresponding system of d-splits. Detailed 
analyses of some instructive cases will be performed in subsequent papers. 
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