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INEQUALITIES FOR DERIVATIVE OF POLYNOMIAL
APPROXIMATION WITH ERDO˝S TYPE WEIGHT
KENTARO ITOH, RYOZI SAKAI AND NORIAKI SUZUKI
1. Introduction
Let R = (−∞,∞). We consider an exponential weight
w(x) = exp(−Q(x))
on R, where Q is an even and nonnegative function on R. Throughout
this paper we always assume that w belongs to a relevant class Fλ(C
2+)
(see Section 2). We consider a function T = Tw defined by
(1.1) T (x) :=
xQ′(x)
Q(x)
, x 6= 0
is very important. We call w a Freud-type weight if T is bounded, and
otherwise, w is called an Erdo¨s-type weight.
For x > 0, the Mhaskar-Rakhmanov-Saff number (MRS number)
ax = ax(w) of w = exp(−Q) is defined by a positive root of the equation
(1.2) x =
2
pi
∫ 1
0
axuQ
′(axu)
(1− u2)1/2
du.
When w = exp(−Q) ∈ F(C2+), Q′ is positive and increasing on (0,∞),
so that
(1.3) lim
x→∞
ax =∞ and lim
x→∞
ax
x
= 0
hold. Note that those convergences are all monotonically.
For 1 ≤ p ≤ ∞, we denote by Lp(I) the usual Lp space on an
interval I in R. For fw ∈ Lp(R) (1 ≤ p ≤ ∞), the degree of weighted
polynomial approximation Ep,n(w, f) is defined by
Ep,n(w; f) := inf
P∈Pn
‖w(f − P )‖Lp(R),
where Pn is the class of all polynomials with degree n at most.
In [1], H. N. Mhaskar obtained the following result. Let w = exp(−Q)
be a Freud-type weight, and let 1 ≤ p ≤ ∞. Let f be absolutely con-
tinuous with f ′w ∈ Lp(R). There exists a constant C > 0 such that
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for n ∈ N and P ∈ Pn, if
‖w(f − P )‖Lp(R) ≤ η
holds for η > 0, then
‖w(f ′ − P ′)‖Lp(R) ≤ CEp,n−1(w; f
′) +
n
an
η.
In particular, if we take η = 2Ep,n(w, f), then
‖w(f ′ − P ′)‖Lp(R) ≤ CEp,n−1(w; f
′)
holds (see [1, Theorem 4.1.7]).
Now, we will obtain a counterpart of the above theorem for an Erdo˝s-
type weight. The following result is main theorem in this paper.
Theorem 1.1. Let w = exp(−Q) be a Erdo˝s-type weight. Suppose
that
(1.4) T (an) ≤ c
(
n
an
)2/3
holds some constant c ≥ 0. For any C1 ≥ 1, 1 ≤ p ≤ ∞ and absolutely
continuous function f with f ′w ∈ Lp(R), if
(1.5) ‖(f − P )w‖Lp(R) ≤ C1Ep,n(w; f),
holds for some n ∈ N and P ∈ Pn, then there exists constant C2 ≥ 1
(1.6) ‖w(f ′ − P ′)‖Lp(R) ≤ C2(1 + C1)T
3/4(an)Ep,n−1(w; f
′)
holds.
In particular, when we denote the n-degree best approximation poly-
nomial of f with the weight w by Pf,n, that is,
(1.7) Ep,n(w; f) = ‖w(f − P )‖Lp(R),
then there exists a constant C > 0 such that
(1.8) ‖w(f ′ − P ′)‖Lp(R) ≤ CT
3/4(an)Ep,n−1(w; f
′).
Here if p =∞, then we suppose that f ′ is continuous and w(x)f ′(x)→
0 as |x| → ∞. When f ′ is continuous and w(x)f ′(x) → 0 as |x| → ∞
we see w(x)f(x) → 0 as |x| → ∞. In fact, it follows from Lemma 2.
11.
Using (1.7) and (1.8), we have the following corollary.
Corollary 1.2. Let w ∈ F(C2+) satisfy the condition (1.4). Let
1 ≤ p ≤ ∞, for integer r ≥ 1 and n ≥ 1, there exists a constant C1 >
0, and f r−1 be absolutely continuous in each compact interval with
f (r)w ∈ Lp(R), where for p = ∞, we suppose that f (r) is continuous
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and w(x)f (r)(x) → 0 as |x| → ∞ (then we see w(x)f (j)(x) → 0 as
|x| → ∞, for j = 0, 1, · · · , r). If for P ∈ Pn, we have
‖w(f − P )‖Lp(R) ≤ C1T
1/4(an)Ep,n(w; f),
then there exists a constant C2 > 0 such that
‖w(f (j) − P (j))‖Lp(R) ≤ C2T
(2j+1)/4(an)Ep,n−j(w; f
(j)).
2. class F(C2+) and some fundamental notations
We say that an exponential weight w = exp(−Q) belongs to class
F(C2+), when Q : R → [0,∞) is a continuous and even function and
satisfies the following conditions:
(a) Q′(x) is continuous in R and Q(0) = 0.
(b) Q′′(x) exists and is positive in R \ {0}.
(c) lim
x→∞
Q(x) =∞.
(d) The function
(1.1) T (x) :=
xQ′(x)
Q(x)
, x 6= 0
is quasi-increasing in (0,∞)(i.e. there exists C > 1 such that T (x) ≤
CT (y) whenever 0 < x < y), and there exists Λ ∈ R such that
T (x) ≥ Λ > 1, x ∈ R \ {0}.
(e) There exists C > 1 such that
Q′′(x)
|Q′(x)|
≤ C
|Q′(x)|
Q(x)
, a.e. x ∈ R.
Moreover, if there also exist a compact subinterval J(∋ 0) of R, and
C > 1 such that
C
Q′′(x)
|Q′(x)|
≥
|Q′(x)|
Q(x)
, a.e. x ∈ R \ J.
Let w ∈ F(C2+) and λ > 0. We write w ∈ Fλ(C
2+) if there exist
K > 1 and C > 1 such that for all |x| ≥ K,
|Q′(x)|
Q(x)λ
≤ C
holds.
A typical example of Freud-type weight is w(x) = exp(−|x|α) with
α > 1. It belongs to Fλ(C
2+) for λ = 1. For u ≥ 0, α > 0 with
α + u > 1 and l ∈ N, we set
Q(x) := |x|u(expl(|x|
α)− expl(0)),
where
expl(x) := exp(exp(exp(· · · (exp x))))(l − times).
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Then w = exp(−Q(x)) is an Erdo¨s-type weight, which belongs to
Fλ(C
2+) for λ > 1.
Throughout this paper we always assume that w belongs to a class
F(C2+). Let {pn} be orthogonal polynomials for a weight w, that is,
pn is the polynomial of degree n such that∫
R
pn(x)pm(x)w
2(x)dx = δmn.
For a function f with fw ∈ Lp(R), we set
sn(f)(x) :=
n−1∑
k=0
bk(f)pk(x) where bk(f) =
∫
R
f(t)pk(t)w
2(t)dt
for n ∈ N (the partial sum of Fourier series). Also it is given by
sn(f)(x) =
∫
R
Kn(x, t)f(t)w
2(t)dt,
where
Kn(x, t) =
n−1∑
k=0
pk(x)pk(t).
It is known that by the Cristoffel-Darboux formula
Kn(x, t) =
γn−1
γn
pn(x)pn−1(t)− pn(t)pn−1(x)
x− t
holds, where γn and γn−1 are the leading coefficients of pn and pn−1,
respectively. Then
an ∼
γn−1
γn
.
The de la Valle´e Poussin mean vn(f) of f is defined by
vn(f)(x) :=
1
n
2n∑
j=n+1
sj(f)(x).
The Christoffel function λn(x) = λn(w, x) is defined by
λn(x) :=
1
Kn(x, x)
=
(
n−1∑
k=0
pk(x)
2
)−1
.
Then
λn(x) = inf
P∈Pn−1
1
P (x)2
∫
R
|P (t)w(t)|2dt.
holds on R. We denote the zeros of the orthonormal polynomial pn(x)
by xn,n < xn−1,n < · · · < x1,n. And then we define Christoffel numbers
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λk,n, k = 1, 2, . . . , n such as λk,n := λn(xk,n). We also use the following
function for u > 0:
ϕu(x) :=


au
u
1− |x|
a2u√
1− |x|
au
+ δu
, |x| ≤ au,
ϕu(au), au < |x|,
where δu := {uT (au)}
−2/3.
The facts described below are very important.
Lemma 2.1. (1) [2, Lamma 3.5 (3.27)-(3.29)] For fixed L > 0 and
t > 0,
aLt ∼ at, T (aLt) ∼ T (at),
and for j = 0, 1
Q(j)(aLt) ∼ Q
(j)(at).
(2) [2, Lamma 3.4 (3.17), (3.18)] For t > 0,
Q′(at) ∼
t
√
T (at)
at
, Q(at) ∼
t√
T (at)
.
(3) [2, Lamma 3.11] For fixed L > 0 and t > 0,∣∣∣∣1− aLtat
∣∣∣∣ ∼ 1T (at) .
Lemma 2.2. (a) [2, Corollary 13.4 (a) (12.20)] Uniformly for n ≥ 1,
1 ≤ k ≤ n− 1,
xk,n − xk−1,n ∼ ϕn(xk,n), ϕn(xk,n) ∼ ϕn(xk+1,n).
(b) [3, Lemma 3.4 (d)] Let max |xk,n|, |xk+1,n| ≤ an/2,
w(xk,n) ∼ w(xk+1,n) ∼ w(x), (xk+1,n ≤ x ≤ xk,n).
So, for given C > 0 and |x| ≤ an/3, if |x− xk,n| ≤ Cϕn(x),
w(x) ∼ w(xk,n).
Lemma 2.3. [2, Theorem 9.3 (c)] Let 1 ≤ p ≤ ∞ and L > 0. Then
uniformly for n ≥ 1 and |x| ≤ an(1 + Lηn),
λn(x) ∼ ϕn(x)w
p(x).
Moreover, uniformly for x ∈ R,
λn(x) ≥ Cϕn(x)w
p(x).
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For any nonzero real valued functions f(x) and g(x), we write f(x) ∼
g(x) if there exist positive constants C1 and C2 independent of x, such
that C1g(x) ≤ f(x) ≤ C2g(x) holds for all x. Similarly, for any positive
numbers {cn}
∞
n=1 and {dn}
∞
n=1, we write cn ∼ dn.
Throughout this paper, C1, C2, . . . denote positive constants inde-
pendent of n, x, t or polynomials Pn(x). The same symbol does not
necessarily denote the same constant in different occurrences. We con-
sider the numbers p and q are 1 ≤ p ≤ ∞ with 1/p+1/q = 1, if p =∞
then q = 1 and p = 1 then q =∞.
3. Lemmas
We prepare some important lemmas.
Lemma 3.1. [cf. 1, Appendeix A.1.1.] Let fw ∈ Lp(R), then
(3.1) Ep,0(w; f) = sup
‖gw‖Lq(R)≤1∫
R
g(t)w2(t)dt=0
∫
R
f(t)g(t)w2(t)dt.
[Proof] For fw ∈ Lp(R), gw ∈ Lq(R) such that ‖gw‖Lq(R) = 1,
∫
R
g(t)w2(t)dt =
0 and any fixed a ∈ R, we have∣∣∣∣
∫
R
f(t)g(t)w2(t)dt
∣∣∣∣ =
∣∣∣∣
∫
R
(f(t)− a)g(t)w2(t)dt
∣∣∣∣(3.2)
≤ ‖(f − a)w‖Lp(R) ‖gw‖Lq(R)
= ‖(f − a)w‖Lp(R) .
That is
(3.3) Ep,0(w; f) ≥ sup
‖gw‖Lq(R)≤1∫
R
g(t)w2(t)dt=0
∫
R
f(t)g(t)w2(t)dt.
Next, we will proof the opposite direction. We first show the case of
1 < p < ∞. For fw ∈ Lp(R) and c ∈ R, then (f − c)w ∈ Lp(R). We
put
I(c) : =
∫
R
sign |f(t)− c|
p
qw
p
q
+1(t)dt.
=
∫
R
(f(t)− c)
|f(t)− c|
|f(t)− c|
p
qw
p
q
+1(t)dt.
Because I(c) is continuous for every c ∈ R and lim
c→∞
I(c) = −∞, lim
c→−∞
I(c) =
∞, so we can find a constant c0 such that I(c0) = 0. So we put
g(t) :=
(f(t)− c0)|f(t)− c0|
p
q
−1w
p
q
−1(t)
‖(f − c0)w‖
p
q
Lp(R)
,
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then
‖gw‖Lq(R) =
(∫
R
|f(t)− c0|
pwp(t)
‖(f − c0)w‖
p
Lp(R)
dt
) 1
p
= 1,
∫
R
g(t)w2(t)dt =
∫
R
sign
|f(t)− c0|
p
q
‖(f − c0)w‖
p
q
w
p
q
+1(t)dt
=
I(c0)
‖(f − c0)w‖
p
q
= 0
and∫
R
f(t)g(t)w2(t)dt =
∫
R
(f(t)− c0)g(t)w
2(t)dt
=
∫
R
(f(t)− c0)
(f(t)− c0)|f(t)− c0|
p
q
−1w
p
q
+1
‖(f − c0)w‖
p
q
Lp(R)
dt
=
1
‖(f − c0)w‖
p
q
Lp(R)
∫
R
|f(t)− c0|
p
q
+1w
p
q
+1dt
=
1
‖(f − c0)w‖
p
q
Lp(R)
‖(f − c0)w‖
p
Lp(R)
= ‖(f − c0)w‖Lp(R).
That is,
(3.4) Ep,0(w; f) ≤ sup
‖gw‖Lq(R)≤1∫
R
g(t)w2(t)dt=0
∫
R
f(t)g(t)w2(t)dt.
If p = 1, we put
I(c) : =
∫
R
(f(t)− c)
|f(t)− c|
w(t)dt
=
∫
R
signw(t)dt.
and let
c1 := sup
c
{I(c) > 0}, c2 := inf
c
{I(c) < 0}.
We note that c1 ≤ c2. If c1 < c2, we put c0 := (c1+c2)/2, then I(c0) ≤ 0
and I(c0) ≥ 0, that is I(c0) = 0. On the other hand, if c1 = c2 = c0,
we put
lim
c→c0
I(c) = A, lim
c→c0
I(c) = B,
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E+ := {x ∈ R; f(x)− c0 > 0} ,
E− := {x ∈ R; f(x)− c0 < 0} ,
E0 := {x ∈ R; f(x) = c0} .
We may suppose B < A, then
∫
E0
w(t)dt > 0.
We note that
A =
∫
E+∪E0
w(t)dt−
∫
E−
w(t)dt
and
B =
∫
E+
w(t)dt−
∫
E0∪E−
w(t)dt.
So
A−B = 2
∫
E0
w(t)dt.
Now we consider the case of A ≤
∫
E0
w(t)dt (tha case of −B ≤∫
E0
w(t)dt is similarly). We put
g(t) :=
1
w(t)
×


1 t ∈ E+
1− A/(
∫
E0
w(t)dt) t ∈ E0
−1 t ∈ E−
.
Then
‖gw‖L∞(R) = 1
and∫
R
g(t)w2(t)dt =
∫
E+
w(t)dt+
∫
E−
(−1)w(t)dt+
∫
E0
w(t)g(t)dt
= A−
∫
E0
w(t)dt+
∫
E0
w(t)g(t)dt
= A−
∫
E0
A∫
E0
w(t)dt
w(t)dt = 0,
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furthermore,∫
R
f(t)g(t)w2(t)dt =
∫
R
(f(t)− c0)g(t)w
2(t)dt
=
∫
E+
(f(t)− c0)w(t)dt−
∫
E−
(f(t)− c0)w(t)dt
+
∫
E0
(f(t)− c0)g(t)w
2(t)dt
=
∫
E+
|f(t)− c0)|w(t)dt+
∫
E−
|f(t)− c0)|w(t)dt
+
∫
E0
|f(t)− c0)|w(t)dt
= ‖(f − c0)w‖L1(R),
That is,
(3.5) E1,0(w; f) ≤ sup
‖gw‖L∞(R)≤1∫
R
g(t)w2(t)dt=0
∫
R
f(t)g(t)w2(t)dt.
Next, we show the case of p =∞. For fw ∈ L∞(R), we put
I(c) := ess inf(f − c0)w + ess sup(f − c0)w.
As the previous case, there exists a constant c0 such that I(c0) = 0.
For any small ε > 0, let
F+ :=
{
x ∈ R; (f(x)− c0)w(x) > ‖(f − c0)w‖L∞(R) − ε
}
,
F− :=
{
x ∈ R; (f(x)− c0)w(x) < −‖(f − c0)w‖L∞(R) + ε
}
.
Then F+ and F− are disjoint. Let
A :=
∫
R
χF+(t)w
2(t)dt > 0, B :=
∫
R
χF−(t)w
2(t)dt > 0
and
C :=
1
2A
∫
R
χF+(t)w(t)dt+
1
2B
∫
R
χF−(t)w(t)dt.
Moreover,
g(t) :=
1
C
(
1
2A
χF+(t)−
1
2B
χF−(t)
)
.
Then
‖gw‖L1(R) =
∫
R
1
C
∣∣∣∣ 12AχF+(t)− 12BχF−(t)
∣∣∣∣w(t)dt
=
1
2C
(
1
A
∫
R
χF+(t)w(t)dt+
1
B
∫
R
χF−(t)w(t)dt
)
= 1
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and∫
R
g(t)w2(t)dt = C
(
1
2A
∫
R
χF+w
2(t)dt−
1
2B
∫
R
χF−w
2(t)dt
)
= 0.
Moreover,∫
R
f(t)g(t)w2(t)dt =
∫
R
(f(t)− c0)g(t)w
2(t)dt
=
∫
R
C
(
(f(t)− c0)
2A
χF+ −
(f(t)− c0)
2B
χF−
)
w2(t)dt
=
∫
F+
C(f(t)− c0)
2A
w2(t)dt +
∫
F−
−C(f(t)− c0)
2B
w2(t)dt
≥
∫
F+
C(‖(f − c0)w‖L∞(R) − ε)
2A
w(t)dt
+
∫
F−
−C(‖(f − c0)w‖L∞(R) − ε)
2B
w(t)dt
= ‖(f − c0)w‖L∞(R) − ε.
So we have
(3.6) E∞,0(w; f) ≤ sup
‖gw‖
L1(R)≤1∫
R
g(t)w2(t)dt=0
∫
R
f(t)g(t)w2(t)dt.
By (3.4), (3.5) and (3.6), the proof of the opposite direction is com-
pleted
Lemma 3.2 Let P ∈ Pn. Then we have∫
R
(f(t)− vn(f)(t))P (t)w
2(t)dt = 0.
[Proof] Let j ≥ n + 1. For P ∈ Pn, we have P (t) =
n∑
k=0
akpk(t).
Therefore, we denote that ck :=
∫
R
f(x)pk(x)w
2(x)dx,∫
R
(f(t)− sj(f)(t))P (t)w
2(t)dt
=
∫
R
(
f(t)− p(t)
j−1∑
k=0
∫
R
f(x)pk(x)w
2(x)dx
)
P (t)w2(t)dt
=
∫
R
(
f(t)−
j−1∑
k=0
ckpk(t)
)
n∑
l=0
alpl(t)w
2(t)dt
=
n∑
l=0
alcl −
j−1∑
k=0
akck = 0.
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Since vn(f) =
1
n
2n∑
j=n+1
sj(f), we have the result. 
Lemma 3.3. For x ∈ R and n ∈ N, we have
(3.7) E1,2n−1(w;χx) ≤ C
an
n
w(x).
[Proof] Let n ∈ N be a fixed and integer 0 ≤ k ≤ n + 1 be found
so that x ∈ (xk+1,n, xk,n]. Then there exist P := Pk ∈ P2n−2 and
R := Rk ∈ P2n−2, such that
(3.8) Rk(t) ≤ χ(−∞,x](t) ≤ Pk(t), (t ∈ R)
and
(3.9)
∫
R
(Pk(t)− Rk(t))w
2(t)dt ≤ λk+1,n + λk,n.
(see [2, Corollary 1.2.6].). Let |x| ≤ an/3. First, we estimate E1,n(w
2;χ(−∞,x]).
let k be an positive integer such tha x ∈ [xk+1,n, xk,n] ⊂ [−an, an]. Here,
we note that x1,n < an. There exist polynomials P and R satisfying
(3.8) and (3.9), so that
E1,2n−1(w
2;χ(−∞,x])
≤
∫
R
(P (t)− χ(−∞,x](t))w
2(t)dt+
∫
R
(χ(−∞,x](t)−R(t))w
2(t)dt
≤λk+1,n + λk,n.
By Lemma 2.3 (a), we have
λk,n ∼ ϕn(xk,n)w
2(xk,n),
and by Lemma 2.2 (b), if |x − xk,n| ≤ Cϕn(x), then w(x) ∼ w(xk,n).
We also have ϕn(xk,n) ∼ ϕn(x) by Lemma 2.2 (a). Therefore
λk,n ∼ Cϕn(x)w
2(x).
Similarly, from ϕn(xk+1, n) ∼ ϕn(xk,n) ∼ ϕn(x) and |x − xk+1,n| ≤
Cϕn(x), we have
λk+1,n ∼ Cϕn(x)w
2(x).
Conseqently
E1,2n−1(w
2;χ(−∞,x]) ≤ Cϕn(x)w
2(x) ∼
an
n
√
1−
an
n
w2(x) ≤ C
an
n
w2(x).
Now, we estimate E1,2n−1(w;χx). Since the MRS number for the weight
w2 equals a2n,
E1,2n−1(w;χx) = E1,2n−1((w
1/2)2;χ(−∞,x]) ≤ C
a2n
n
w(x) ≤ C
an
n
w(x).
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Next, we consider |x| ≥ an/3. By Lemma 2.1 (2), we have
Q′(x) ≥ Q′(an/3) ≥ C
(n/3)
√
T (an/3)
an/3
≥ C
n
√
T (an)
an
.
Suppose x > 0,
E1,2n−1(w;χ(−∞,x]) ≤ E1,0(w;χ(−∞,x])
≤
∫
R
(1− χ(−∞,x](t))w(t)dt =
∫ ∞
x
exp(−Q(t))dt
≤
−1
Q′(x)
∫ ∞
x
(−Q′(t)) exp(−Q(t))dt =
w(x)
Q′(x)
≤ C
an
n
√
T (an)
w(x) ≤ C
an
n
w(x). 
For hw ∈ Lp(R), we set
I(h)(t) :=
1
w2(t)
∫ ∞
t
h(u)w2(u)du.
In following Lemma, weight w is Erdo˝s type.
Lemma 3.4. (1) If hw ∈ Lp(R) and
(3.10)
∫
R
h(t)w2(t)dt = 0,
then
(3.11) ‖I ′(h)w‖Lp(R) ≤ C‖hw‖Lp(R)
Moreover, if g is absolutely continuous in each compact interval and
wg′ ∈ Lq(R), then
(3.12)
∫
R
g(x)h(x)w2(x)dx =
∫
R
g′(t)I(h)(t)w2(t)dt.
(2) If hw ∈ L∞(R), and
(3.13)
∫
R
h(t)P (t)w2(t)dt = 0, P ∈ Pn,
then
(3.14) ‖I(h)w‖L∞(R) ≤ C
an
n
‖hw‖L∞(R).
[Proof] We see that
I ′(h)(t)w(t) =
2Q′(t)
w(t)
∫ ∞
t
w2(u)h(u)du− h(t)w(t)
= 2Q′(t)w(t)I(h)(t)− h(t)w(t).
So, in order to prove (3.11), it is enough to show that
(3.15) ‖Q′I(h)w‖Lp(R) ≤ C‖hw‖Lp(R).
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First we estimate for p =∞. For t > 0, we have∫ ∞
t
w(x)dx ≤
∫ ∞
t
w(x)
(
1 +
Q′′(x)
Q′2(x)
)
dx.
Since,
d
dx
(
w(x)
Q′(x)
)
= −w(x)
(
1 +
Q′′(x)
Q′2(x)
)
,
we have
w(t)
Q′(t)
=
∫ ∞
t
w(x)
(
1 +
Q′′(x)
Q′2(x)
dx
)
≥
∫ ∞
t
w(x)dx.
So, for all t > 0, we have
(3.16)
Q′(t)
w(t)
∫ ∞
t
w(x)dx ≤ 1.
Therefore
|Q′(t)I(h)(t)w(t)| =
∣∣∣∣Q′(t)w(t)
∫ ∞
t
h(x)w2(x)dx
∣∣∣∣
≤ ‖hw‖L∞(R)
∣∣∣∣Q′(t)w(t)
∫ ∞
t
w(x)dx
∣∣∣∣
≤ ‖hw‖L∞(R).(3.17)
If t < 0, (3.16) gives∣∣∣∣Q′(t)w(t)
∫ t
−∞
w(x)dx
∣∣∣∣ = Q′(|t|)w(|t|)
∫ ∞
|t|
w(x)dx
≤ 1.(3.18)
We may rewrite the condition (3.10) in the form∫ ∞
t
h(x)w2(x)dx = −
∫ t
−∞
h(x)w2(x)dx,
so by (3.18), for t < 0,∣∣∣∣Q′(t)w(t)
∫ ∞
t
h(x)w2(x)dx
∣∣∣∣ =
∣∣∣∣Q′(t)w(t)
∫ t
−∞
h(x)w2(x)dx
∣∣∣∣
≤ ‖hw‖L∞(R)
∣∣∣∣Q′(t)w(t)
∫ ∞
|t|
w(x)dx
∣∣∣∣
≤ ‖hw‖L∞(R).
Therefore, hor all h satisfying (3.10), we have shown that
(3.19) ‖Q′I(h)w‖L∞(R) ≤ ‖hw‖L∞(R).
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Next, we estimate for p = 1. Let H(x) := |h(x)|+ |h(−x)|, we have
‖Q′I(h)w‖L1(R) =
∫
R
∣∣∣∣Q′(t)w(t)
∫ ∞
t
h(x)w2(x)dx
∣∣∣∣ dt
=
∫ ∞
0
∣∣∣∣Q′(t)w(t)
∫ ∞
t
h(x)w2(x)dx
∣∣∣∣ dt+
∫ 0
−∞
∣∣∣∣Q′(t)w(t)
∫ ∞
t
h(x)w2(x)dx
∣∣∣∣ dt
=
∫ ∞
0
∣∣∣∣Q′(t)w(t)
∫ ∞
t
h(x)w2(x)dx
∣∣∣∣ dt+
∫ 0
−∞
∣∣∣∣Q′(t)w(t)
∫ t
−∞
h(x)w2(x)dx
∣∣∣∣ dt
=
∫ ∞
0
∣∣∣∣Q′(t)w(t)
∫ ∞
t
h(x)w2(x)dx
∣∣∣∣ dt+
∫ ∞
0
∣∣∣∣Q′(s)w(s)
∫ −s
−∞
h(x)w2(x)dx
∣∣∣∣ ds
≤
∫ ∞
0
Q′(t)
w(t)
(∫ ∞
t
H(x)w2(x)dx
)
dt =
∫ ∞
0
H(x)w2(x)
(∫ x
0
Q′(t)
w(t)
dt
)
dx
=
∫ ∞
0
H(x)w2(x)
(
1
w(x)
− 1
)
dx ≤
∫ ∞
0
H(x)w2(x)
1
w(x)
dx
=
∫
R
|h(x)|w(x)dx = ‖hw‖L1(R).
(3.20)
Now, let fw ∈ Lp(R)(1 ≤ p ≤ ∞). We define a linear operator
F (f) :=
∫
R
f(x)w2(x)dx∫
R
w2(x)dx
.
Then we have
(3.21) |F (f)| ≤ C‖fw‖Lp(R)
for p = 1,∞. And so
(3.22) ‖(f − F (f))w‖Lp(R) ≤ C‖fw‖Lp(R)
for p = 1,∞, that is (f −F (f))w ∈ Lp(R) for p = 1,∞. Next, we have∫
R
(f(t)− F (f))w2(t)dt =
∫
R
f(t)w2(t)dt− F (f)
∫
R
w2(t)dt
=
∫
R
f(t)w2(t)dt−
∫
R
f(x)w2(x)dx = 0,
that is h := f − F (f) satisfies (3.10). Let p = 1,∞ and fw ∈ Lp(R),
we consider the operator
U(f) := Q′I(f − F (f)).
Then, from (3.17), (3.20) and (3.22), we conclude that
(3.23) ‖U(f)w‖Lp(R) ≤ C‖(f − F (f))w‖Lp(R) ≤ C‖fw‖Lp(R)
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By Riesz-Thorin interpolation theorem, the estimate (2.28) holds for
all 1 ≤ p ≤ ∞. Therefore
(3.24) ‖U(f)w‖Lp(R) = ‖Q
′I(f − F (f))w‖Lp(R) ≤ C‖fw‖Lp(R).
Now we see that if h satisfies (3.10), then we have F (h) = 0. So applying
(3.24) to f = h, we conclude
‖Q′I(h)w‖Lp(R) ≤ C‖hw‖Lp(R)
for all 1 ≤ p ≤ ∞. This completes the proof of (3.15), that is (3.11).
Next, for 1 < p <∞, in the same way as (3.18), for t < 0, we have
|qQ′(t)|
∫ t
−∞
wq(x)dx ≤ wq(t)
and since w is Erdo˝s type, we have
1
|Q′(t)|
≤ C
1
|t|2q/p
holds (see [4, (2.4)]). Now let g′w ∈ Lq(R), then gw ∈ Lq(R) (cf. [4,
Theorem 6]), hence∫ −1
−∞
|g′(t)|
(∫ t
−∞
|h(x)|w2(x)dx
)
dt
≤
∫ −1
−∞
|g′(t)|
(∫ t
−∞
(|h(x)|w(x))pdx
)1/p(∫ t
−∞
wq(x)dx
)1/q
dt
≤ ‖hw‖Lp(R)
∫ −1
−∞
|g′(t)|
(
wq(t)
Q′(t)
)1/q
dt
= ‖hw‖Lp(R)
∫ −1
−∞
|g′(t)|w(t)
1
(Q′(t))1/q
dt
≤ ‖hw‖Lp(R)‖g
′w‖Lq(R)
(∫ −1
−∞
1
t2
dt
)1/p
<∞.
If p =∞, then∫ −1
−∞
|g′(t)|
(∫ t
−∞
|h(x)|w2(x)dx
)
dt
≤
∫ −1
−∞
(
|g′(t)|‖hw‖L∞(R)
∫ t
−∞
w(x)dx
)
dt
≤ ‖hw‖L∞(R)
∫ −1
−∞
w(t)
|Q′(t)|
|g′(t)|dt
≤ C‖hw‖L∞(R)
∫ −1
−∞
|g′(t)|w(t)dt <∞.
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Finally, we consider p = 1, then∫ −1
−∞
|g′(t)|
(∫ t
−∞
|h(x)|w2(x)dx
)
dt
=
∫ −1
−∞
|h(x)|w2(x)
(∫ −1
x
|g′(t)|dt
)
dx
=
∫ −1
−∞
|h(x)|w(x)
(∫ −1
x
|g′(t)|w(t)
w(x)
w(t)
dt
)
dx.
We note that∫ −1
x
w(x)
w(t)
dt = w(x)
∫ −1
x
Q′(t)
w(t)
1
Q′(t)
dt ≤
w(x)
C
∫ −1
x
Q′(x)
w(t)
dt <
1
C
.
holds. So ∫ −1
−∞
|g′(t)|
(∫ t
−∞
|h(x)|w2(x)dx
)
dt <∞.
And ∫ 0
−1
|g′(t)|
(∫ t
−∞
|h(x)|w2(x)dx
)
dt <∞.
By (3.10), we may assume thet g(0) = 0 in (3.12). Then∫ ∞
−∞
g(x)h(x)w2(x)dx
= −
∫ 0
−∞
h(x)w2(x)
(∫ 0
x
g′(t)dt
)
dx
= −
∫ 0
−∞
(∫ 0
−∞
g′(t)χ[x,0](t)dt
)
h(x)w2(x)dx
= −
∫ 0
−∞
(∫ 0
−∞
h(x)χ(−∞,t](x)w
2(x)dx
)
g′(t)dt
= −
∫ 0
−∞
g′(t)
(∫ t
−∞
h(x)w2(x)dx
)
dt
=
∫ 0
−∞
g′(t)
(∫ ∞
t
h(x)w2(x)dx
)
dt
=
∫ 0
−∞
g′(t)I(h)(t)w2(t)dt.
Similarly, ∫ ∞
0
g(x)h(x)w2(x)dx =
∫ ∞
0
g′(t)I(h, t)w2(t)dt.
Hence, (3.12) is proved.
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Moreover, let h satisfies (3.13), we get for t ∈ R and Pχ,t ∈ P2n−1 is
the best approximation for χ[−∞,t] in L
1(R). Then
|I(h)(t)| =
∣∣∣∣ 1w2(t)
∫ ∞
t
h(x)w2(x)dx
∣∣∣∣
=
∣∣∣∣ 1w2(t)
∫ t
−∞
h(x)w2(x)dx
∣∣∣∣
=
∣∣∣∣ 1w2(t)
∫
R
χ(−∞,t](x)h(x)w
2(x)dx
∣∣∣∣
=
∣∣∣∣ 1w2(t)
∫
R
(χ(−∞,t](x)− Pχ,t(x))h(x)w
2(x)dx
∣∣∣∣
≤
‖hw‖L∞(R)
w2(t)
∫
R
|χ(−∞,t](x)− Pχ,t(x)|w(x)dx
≤
‖hw‖L∞(R)
w2(t)
E1,2n−1(w;χ(−∞,t])
≤ C
1
w(t)
an
n
‖hw‖L∞(R),
By Lemma 3.3. Therefore
‖I(h, t)w‖L∞(R) ≤ C
an
n
‖hw‖L∞(R). 
Lemma 3.5. [4, Theorem 1]. Let g be absolutely continuous in each
compact interval and g′w ∈ Lp(R). Then we have
Ep,n(w; g) ≤ C
an
n
‖g′w‖Lp(R),
and equivalently,
Ep,n(w; g) ≤ C
an
n
Ep,n−1(w; g
′).
Lemma 3.6. [5. Theorem 1.1]. Let 1 ≤ p ≤ ∞ and T (an) ≤
c(n/an)
2/3 for some c > 0. If T 1/4fw ∈ Lp(R), then
‖(f − vn(f))w‖Lp(R) ≤ CT
1/4(an)Ep,n(w; f).
Lemma 3.7. Let g be absolutely continuous and g′ ∈ Lp(R), T (an) ≤
c(n/an)
2/3 for some c > 0.. Then for n ∈ N there exists a polynomial
Vn(g) ∈ P2n such that V
′
n = vn(g
′) and
(3.25) ‖(g − Vn)w‖Lp(R) ≤ C
an
n
T 1/4(an)Ep,n(w; g
′).
17
[Proof] Without loss of generality, we may assume the g(0) = 0. Let
G(x) :=
∫ x
0
(g′(t)− vn(g
′)(t))dt,
and take a constant a such that
‖(G− a)w‖Lp(R) ≤ 2Ep,0(w;G).
Then
Vn(x) : = a +
∫ x
0
vn(g
′)(t)dt
= a + g(x)−G(x) ∈ P2n,(3.26)
and
(3.27) ‖(g − Vn)w‖Lp(R) = ‖(G− a)w‖Lp(R) ≤ 2Ep,0(w;G).
By the duality principle and Lemma 3.1, we find h such thae hw ∈
Lq(R) and satisfies (3.1), ‖hw‖Lq(R) = 1 and by Lamma 3.2, in the
same way as changing the order of integration in proof of (3.12),
‖(g − Vn(g))w‖Lp(R) ≤ 2Ep,0(w;G)
≤ 4
∣∣∣∣
∫
R
G(x)h(x)w2(x)dx
∣∣∣∣
= 4
∫
R
(∫ x
0
g′(t)− vn(g
′)(t)dt
)
h(x)w2(x)dx
= 4
∫
R
(g′(t)− vn(g
′)(t))
(∫ ∞
t
h(x)w2(x)dx
)
dt
= 4
∫
R
(g′(t)− vn(g
′)(t))I(h)(t)w2(t)dt
= 4
∫
R
(g′(t)− vn(g
′)(t))(I(h)(t)− PI(h))w
2(t)dt
holds(cf. [4. Theorem 6]). Where PI(h) ∈ Pn is the best approximation
polynomial for I(h) with Lq(R). From Lemma 3.5 with q and Lemma
3.4 (3.11) with q, we have
Eq,n(w; I(h)) ≤ C
an
n
‖I ′(h)w‖Lq(R) ≤ C
an
n
‖hw‖Lq(R) = C
an
n
.(3.28)
Since by Lemma 3.6,
‖(g′ − vn(g
′)w‖Lp(R) ≤ CT
1/4(an)Ep,n(w; g
′).(3.29)
From (3.28) and (3.29), we have the result. .
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4. Proof of Theorem 1.1
Theorem 4.1. Let w ∈ F(C2+) is Erdo˝s type and suppose that
T (an) ≤ c(n/an)
2/3 holds some constant c > 0. Then there exists a
constant C ≥ 1 such that for any absolutely continuous function f
with f ′w ∈ Lq(R), if
‖(f − P )w‖Lp(R) ≤ η
holds for some n ∈ N, P ∈ Pn and η > 0, then
(4.1) ‖w(f ′ − P ′)‖Lp(R) ≤ C
(
T 3/4(an)Ep,n(w; f
′) +
n
an
T 1/2(an)η
)
.
[Proof] By [2, Theorem 1.15 and Corollary 1.16], we see
‖P ′w‖Lp(R) ≤ C
nT 1/2(an)
an
‖Pw‖Lp(R)
and by Proposition 3.3, we have
‖(f − Vn)w‖Lp(R) ≤ C
an
n
T 1/4(an)Ep,n(w; f
′)
where V ′n = vn(f
′). Also by (3.29), we have
‖(f ′ − vn(f
′))w‖Lp(R) ≤ CT
1/4(an)Ep,n(w; f
′).(4.2)
Hence
‖(f ′ − P ′)w‖Lp(R) ≤ ‖(f
′ − vn(f
′))w‖Lp(R) + ‖(V
′
n − P
′)w‖Lp(R)
≤ CT 1/4(an)Ep,n(w; f
′) + C
2n
a2n
T 1/2(a2n)‖(Vn − P )w‖Lp(R)
≤ CT 1/4(an)Ep,n(w; f
′)
+ C
n
an
T 1/2(an)(‖(f − Vn)w‖Lp(R) + ‖(f − P )w‖Lp(R))
≤ C
(
T 1/4(an)Ep,n(w; f
′) + T 3/4(an)Ep,n(w; f
′) +
n
an
T 1/2(an)η
)
,
which shows (4.1). 
[Proof of Theorem 1.1] In (4.1), we take η = C1T
1/4(an)Ep,n(w; f).
Then since Lemma 3.5, we have
‖(f ′ − P ′)w‖Lp(R)
≤ C2
(
T 3/4(an)Ep,n(w; f
′) + C1
n
an
T 3/4(an)Ep,n(w; f)
)
≤ C2
(
T 3/4(an)Ep,n−1(w; f
′) + C1T
3/4(an)Ep,n−1(w; f
′)
)
= C2(1 + C1)T
3/4(an)Ep,n−1(w; f
′).
The desired result follows from above. 
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Using Theorem 4.1 inductively, we have an estimate in the case of
higher order derivative.
Corollary 4.2. Let w = exp(−Q) be the same as in Proposition 4.1.
and j ∈ N. For any C1 ≥ 1, 1 ≤ p ≤ ∞ and absolutely continuous
function f j−1 with f (j)w ∈ Lp(R), if
‖(f − P )w‖Lp(R) ≤ C1Ep,n(w; f),
holds for some n > j and P ∈ Pn, then there exists constant C2 ≥ 1
‖w(f (i) − P (i))‖Lp(R) ≤ C2(1 + C1)T
(2i+1)/4(an)Ep,n−i(w; f
(i))
holds for all i = 1, 2, · · · , j.
[Proof ] We note if f ′w ∈ Lp(R) implies fw ∈ Lp(R), it follows from
f (j)w ∈ Lp(R) that f (i)w ∈ Lp(R) for all 0 ≤ i ≤ j − 1. We see
‖(f ′ − P ′)w‖Lp(R) ≤ C2(1 + C1)T
3/4(an)Ep,n−1(w; f
′).
Applying Theorem 4.1 to n− 1, f ′, P ′ and
η : = C2(1 + C1)T
3/4(an)Ep,n−1(w; f
′)
≤ C2(1 + C1)T
3/4(an)
an−1
n− 1
Ep,n−2(w; f
′′),
we have
‖(f ′′ − P ′′)w‖Lp(R)
≤ C2
(
T 3/4(an−1)Ep,n−1(w; f
′′) +
n− 1
an−1
T 1/2(an−1)η
)
≤ C2(1 + C1)T
5/4(an)Ep,n−2(w; f
′′),
This shows the case i = 2. Repeating this process, we have the result
for 1 ≤ i ≤ j. 
20
References
[1] H. N. Mhaskar, Introduction to the Theory of Weighted Polynomial Approxi-
mation, World Scientific, Singapore, 1996.
[2] A. L. Levin and D. S. Lubinsky, Orthogonal Polynomials for Exponential
Weights, Springer, New York, 2001.
[3] H. S. Jung and R. Sakai, Mean and uniform convergence of Lagrange inter-
polation with the Erdos-type weights, JIA 2012, 2012:237, doi.10, 1186/1029-
242X-2012-237.
[4] R. Sakai and N. Suzuki, On the Favard-type inequalities for exponential
weights, Pioneer J. of Math. 3, No. 1 (2011), 1-16.
[5] K. Itoh, R. Sakai and N. Suzuki, The de la Valle´e Poussin mean and polynomial
approximation for exponential weight, arXiv:1311.3337 [math.CA].
Kentaro Itoh
Department of Mathematics
Meijo University
Tenpaku-ku, Nagoya 468-8502
Aichi Japan
133451501@ccalumni.meijo-u.ac.jp
Ryozi Sakai
Department of Mathematics
Meijo University
Tenpaku-ku, Nagoya 468-8502
Aichi Japan
ryozi@crest.ocn.ne.jp
Noriaki Suzuki
Department of Mathematics
Meijo University
Tenpaku-ku, Nagoya 468-8502
Aichi Japan
suzukin@meijo-u.ac.jp
21
