This paper investigates the asymptotic performance of Bayesian target recognition algorithms using deformable-template representations. Rigid CAD-models represent the underlying targets; low-dimensional matrix Lie-groups extend them to particular instances. Remote sensors observing the targets are modeled as projective transformations, converting three-dimensional scenes into random images. Bayesian target recognition corresponds to hypothesis selection in the presence of nuisance parameters; its performance is quanti ed as the Bayes' error. Analytical expressions for this error probability in small noise situations are derived, yielding asymptotic error rates for exponential error probability decay.
Introduction
A variety of civilian and military applications require recognizing targets of interest, either stationary or moving, situated in unknown surroundings, using standard remote sensors such as cameras and radars. The data collected by sensors are analyzed by computer algorithms for detection and recognition of the targets in the observed scene. This data-collection and the algorithmic-inference together form an automated target recognition (ATR) system. An inherent part of any recognition system description are its performance speci cations. In view of the diverse recognition algorithms proposed (please refer to the special issue of IEEE Transactions on Image Processing 19] ) and the advancing sensor technology, resulting in new modalities and better performance, the need for methods of evaluating recognition systems is becoming more acute. Several target recognition performance studies have been presented in the literature. Lower and upper bounds, on the performance in localization and recognition I D , the Bayesian hypothesis-testing problem is: p(I D jH 1 ) p(I D A similar ratio, of the maximized posterior densities under the two hypotheses, is proposed in 3]. In a recent paper 22] (and the references therein), these pseudo-likelihood functions, their modi cations and approximations are studied, suggesting that hypothesis-selection may be improved if quantities other than the MLEs are utilized. To obtain analytical expressions, which are often more attractive, asymptotic approximations using Laplace's method can be derived. In this paper, we seek analytical expressions by restricting to the target pose as the only nuisance parameter. The other parameters can be handled similarly; see, for instance, the discussion in 9] on group-theoretic representations of general variabilities through cascades of low-and/or high-dimensional groups. Let A be the set of possible target labels, TsI be the (ideal) signature of target 2 (1) m = dim(S), H is the hypothesis denoting the target type , E is the Gibbs' energy function associated with the likelihood and E denotes the Hessian matrix of E as a function of s. This result is then used in approximating the likelihood ratios, the probability distributions of these likelihood ratios and the associated probabilities of successes and failures in hypothesistesting.
This asymptotic analysis also highlights the importance of nuisance-parameter estimation accuracy in hypothesis-testing. E ( ) plays an important role both in statistical inference and computation. Classical Cramer-Rao lower bound (CRB) on the estimator variance is given by the inverse of Fisher information which in the asymptotic case ( ! 0) is shown to be E (s; ) 2 2 . In practical situations, where the true pose is unknown, the asymptotic variance of the MLE is estimated by 2 2 E (s ; ) , inverse of the estimated Fisher information. Since E (s ; ) 2 2 determines the accuracy of estimating nuisance parameter under hypothesis , the presence of its determinant in (1) demonstrates the connection between pose-estimation accuracy and target identi cation.
In 4], the authors evaluate a lower bound on the Bayes' factor after allowing the nuisanceparameter density to vary over a given class. Schwartz 21] shows that, for exponential noise models, the likelihood ratio is completely determined by the posterior mean estimates and the optimal detector has an estimator-correlator structure. For asymptotic approximations of integrals or moments, Laplace's method has been a common technique 28, 13] . The paper 24] considers a general hypothesis-testing problems: establishing a p?value for hypothesisselection in the presence of nuisance-parameters. In 2], the authors discuss a variety of asymptotic techniques used frequently in statistical analyses, including the Laplace's method, and its extensions. Our focus is on the problem of automated target recognition in the context of pattern-theoretic representations and Bayesian inferences. Beyond integrating out nuisance parameters, we study the statistics of the likelihood ratios and derive analytical expressions for approximate probabilities of error.
The paper is organized in the following way: Section 2 describes the statistical representations of targets and sensors, and states a basic result on the consistency of Bayesian recognition. The asymptotic probabilities of error in binary hypothesis-testing are derived analytically in Section 3 with an extension discussed in Section 4. In Section 5, the asymptotic properties of the MLE are studied and the estimation error is associated with the asymptotic recognition error probability.
Basic Setup
In the context of automated target recognition, there are three principal sources of variation in the observed images: (i) the targets being observed, (ii) the sensors being used, and (iii) the background which is also called the clutter. For a comprehensive recognition system, all three sources have to be statistically modeled and accounted for in the inference. In this paper, we focus on the variability in observed images due to the sensors and the targets. In principle, a direct incorporation of future statistical models for clutter in the following results should be straightforward.
Target Models
Deformable-templates address the fundamental variations in pose, location, thermal pro les, lighting etc. associated with the target occurrences. In the context of rigid target recognition, a template is constructed by choosing a CAD representation of the two-dimensional surface of a rigid target. Let A = f ; 1 ; 2 ; : : : ; n g, stands for no target or the null hypothesis. Associated with each label, 2 A, we assume a template I . This template constitutes all the target attributes which a ect the sensor output. Shown in the top row of Figure 1 are three-dimensional graphical renderings of I truck ; I plane and I tank . Restricting to modeling only the pose and location variations, we introduce rigid transformations, translation and rotation, on these templates. In general, for a transformation group S and an element s 2 S, sI denotes the action of s on the template I . The translation group is IR n and the rotation group is SO(n). Their combined action is represented by the special Euclidean group SE(n) SO(n) IR n , n = 2 for ground-based target and n = 3 for air-borne target. In this formulation, pose estimation and target recognition tasks reduce to solving optimization problems on the curved spaces of Lie-groups (see 10] for details).
Remote Sensors
We must now specify how a target is "seen" by the sensor, or, in other words, specify the transformation from three-dimensional target to the one-or two-dimensional sensor output. We shall assume that remote sensing corresponds to a mapping, denoted by T, from the space of target descriptions fsI g to the images, T : sI 7 ! I D , I D 2 I D the measurement space, assumed to be a nite dimensional vector space. I D is the observed image of the target at the transformation s; it is modeled as a random realization with mean given by TsI , with the mapping T depending upon the sensor used. T is mostly assumed to be an orthographic or a perspective projection from the three-dimensional volume containing the target to the two-dimensional image space.
Let the likelihood of a sensor output, given the target representation ( ; s), be given by 
where p(s; ) is the prior probability on S A. Let 
Consistency of Inference
Consistency implies that when the signal to noise ratio increases in nitely, the estimates restrict to a family of parameters representing the true underlying targets. More precisely, as the sensor-noise variance goes to zero, the estimated nuisance parameters and the selected hypothesis converge to the true values. It should be noted that the sensor map T is, in general, a many-to-one transformation from a target occurrence sI to the observed image I D . Multiple target occurrences can map into the same observed image because of two main reasons: (i) the target may have inherent symmetries so that at di erent pose it leads to the same image at the sensor, and (ii) the features distinguishing di erent poses may get lost in the projective transformation constituting T. Since any recognition algorithm will be limited by this manyto-one mapping T, we must make this precise. If the target t with the parameter s t is observed, then for ! 0, the inference should lead to the set M(s t ; t ) for consistency. This result is made precise by the following proposition.
Proposition 1 For any xed 0 2 A and s 0 2 S, the support of likelihood function (P (I D js; ) as a function of s and ) contracts, as # 0, to the set M(s 0 ; 0 ).
According to this Proposition, the limiting probability concentrates on the proper equivalent class and it follows that representation can be estimated consistently only if each pair (s; ) has multiplicity one; otherwise the results are accurate only up to the set of equivalent con gurations. Keeping this result in mind, we will simplify the rest of the paper by assuming jM(s; )j = 1. The next question is: given the consistency, how well can an estimator perform? We analyze that question next.
Error in Target Recognition
In a Bayesian approach, target recognition are performed via hypothesis-testing while the unknowns, such as targets pose, location, thermal pro le etc., are treated as nuisance-parameters. Recognition requires integrating out or estimating these nuisance-parameters, as we will discuss in this section. The recognition performance can be speci ed through the variations of error probabilities, such as false alarm or misrecognition, as a function of targets, sensors, noise and sample size.
For an observation I D 2 I D , the recognition problem is to decide which target 2 A best describes that I D . Associate with each target i 2 A, a hypothesis H i which selects i as the best match. H 0 is the null hypothesis signifying that no target is present. A Bayesian approach is to solve a series of binary likelihood-ratio tests (see 29])
The likelihood of I D given that a target i is present is, using (2) Note, s is the MLE of the target pose under the hypothesis associated with the target type . A1 is based on the physical properties of the sensor map T. Even though there is an equivalence among the representations due to limitations of the sensor we will ignore them in this analysis via assumption A2 (assuming jM(s; )j = 1). A3 implies that the sensor is sensitive to all components of s in a neighborhood around s . A4 is a restriction on the choice of probability models for the sensors. These assumptions (A1-A4) clearly limit the applicability of the following results and can be relaxed for more general situations.
We will use the notation x( ) y( ) to mean that x( ) is asymptotically equal to y( ) as ! 0 (or lim !0 x( ) y( ) = 1). Note that x( ) y( ) implies that log(x( )) log(y( )).
De nition 1 A random variable x is said to be O( n ) in probability, denoted x = O p ( n ), if for any > 0, there exists a constant M such that Prf jxj n > M g < as ! 0. In other words, j x n j is bounded (in probability) and hence, x is going to zero with speed at least n , in probability. Under assumptions A1-A4, the nuisance integral can be approximated asymptotically as follows: Lemma Our goal is to calculate the probabilities of error in the recognition process, which requires a study of the likelihood ratio as a random variable. To start with, we restrict to the binary case: there are only two targets: A = f 0 ; 1 g and let H 0 ; H 1 be the associated hypothesis.
Given an observation I D , the goal is to select which target is a-posteriori more probable. Consider a speci c case when H 0 is the true hypothesis: I D is generated by imaging the target 0 located at s 0 , that is ( t ; s t ) ( 0 ; s 0 ). Let s 1 = argmin S E 1 (s; 0), and from Proposition 1, s 0 = argmin S E 0 (s; 0 
To investigate the statistical properties of log(L(I D )), we specify a model for the image I D .
The noise model should be appropriate for the imaging scenario and satisfy assumptions A1-A4. As an example, we will consider the Gaussian model for VIDEO imagers. Remark 1: Recognition error probability reduces to detection error probability if one of the hypotheses is the null hypothesis.
VIDEO Model
For VIDEO images with additive, Gaussian noise, we consider the asymptotic situation that the noise variance goes to zero, for a single observed image. Particularizing (8) As ! 0, the probability of type-I error reduces to the probability of a standard normal random variable being greater than some value > 0, where depends upon , the true parameters, and the two candidate targets.
Theorem 1 For the asymptotic situation ! 0, the probability of type-I error (selecting H 1 when H 0 is true with parameter s 0 ) is given by 1 p 2 e ? 2 =2 ; (10) where is given by (9) .
Proof: Under this testing criterion, the probability of error can be computed using the formula According to Theorem 1, the error probability is dependent upon the targets and their images through the quantity . A similar result is derived in 16], where it is concluded that for target recognition the asymptotic error probability depends on a parameter which characterizes the separation between the most similar but incorrect target and the true target. Or, in other words, the binary error probability is governed by the distance between the true target occurrence and the closest occurrence of the other, with respect to some distance measure. In our result this parameter is , which quanti es the separation between most similar occurrence of the wrong target (T s 1 I 1 ) to the true target occurrence (T s 0 I 0 ), relative to the noise standard-deviation . Error exponents for the LADAR and FLIR models can be derived similarly, please refer to 11] for details. In view of the non-normality of the su cient statistics, the calculation of error probability requires results from the large-deviation theory, Sanov's theorem in particular 6].
For automated target recognition from observed images, it is well known that the contextual information (temporal, spatial) can be very useful. In a Bayesian framework, it is easy to incorporate any contextual information available as a prior on the target unknowns. Although Theorem 1 assumes a uniform prior, the result extends to the cases with more interesting priors. Earlier we have derived priors on target motion using Newtonian rigid body dynamics ( 17, 26] ). In the case of observations at multiple times, and the targets changing con gurations in the scene, the nuisance-parameter space S is now a Cartesian product of pose and location parameters at each observation time. Let R (s) denote the prior energy function on S, corresponding to a prior density on S. It 
Experiments
We present an experimental study by evaluating the (approximate) error probabilities and analyzing them as functions of the noise-variance. In the case of VIDEO, we have also empirically approximated the error probabilities to establish a correspondence between the approximate analytical results and the empirical results. As an example consider 1 = truck and 0 = tank, let T be the orthographic transformation associated with the sensors and S = SO (2) . The true target is tank at an orientation shown in the middle panel of Figure 2 . Shown in Figure 4 are the plots for the probability of identifying truck when the actual target used in generating I D was tank, using the VIDEO sensing model. For comparison, the experimental approximation of this error probability is plotted along with the analytical approximation of Theorem 1. At each noise level, the experimental probability is computed from multiple realizations of additive noise, performing nuisance integration on SO(2) using trapezoidal method for each realization, and nding the relative frequency of incorrect decisions. The solid line plots the analytical expression and the broken line plots the experimental approximation. Shown in the other three panels are the sample VIDEO images of the tank at the noise levels given by = 0:01; 0:02 and 0:1.
Extensions
These results on binary recognition error can be extended in several ways. To illustrate, we study an extension: from binary to the multiple-target case. Consider a situation where the target can be any element of a nite alphabet A of size M and the recognition now implies M-ary hypothesis-testing. Let H i be the hypothesis associated with the target type i 2 A, det(CRB 0 ) ; assuming that the ratio of priors is one. The rst term quanti es the separation between the true target and the closest occurrence of the incorrect hypothesis. CRB 0 and CRB 1 are the lower-bounds for estimating s under the two hypotheses, respectively. This highlights the fundamental connection between the accuracy in nuisance-parameter estimation and the associated hypothesis-selection. Depending upon the value of , these two terms in uence the probability of type-I error.
In an earlier paper 10], we have de ned a family of lower bounds on squared errors associated with the estimators on compact matrix Lie-groups. This bound, called HilbertSchmidt bound (HSB) is de ned as the minimum expected squared error attainable with the error speci ed using the Hilbert-Schmidt norm. This analysis is exact for any value of , as opposed to the asymptotics of CRB discussed above. It is interesting to note that in asymptotic situation ( ! 0), HSB reduces to the trace of the asymptotic covariance matrix, given by trace( ? E 2 2 ).
Conclusion
In this paper, the problem of of Bayesian target recognition, in the presence of nuisance parameters such as target pose, location etc., is analyzed. Targets are represented using deformable-templates and commonly-used statistical models for the sensors are adapted. Bayesian hypothesis-selection, involves integrating out the nuisance parameters. These integrals are approximated, in an asymptotic setting of low sensor-noise using the Laplace's method, and utilized to study the statistical behavior of the likelihood ratios. Analytical expressions for the probabilities of error are derived for the binary-recognition and extended to the multiple-target case. The relationship between accuracy in parameter estimation and recognition performance is formalized. 
