We construct radially symmetric self-similar blow-up profiles for the mass supercritical nonlinear Schrödinger equation i∂tu + ∆u + |u| p−1 u = 0 on R d , close to the mass critical case and for any space dimension d ≥ 1. These profiles bifurcate from the ground state solitary wave. The argument relies on the classical matched asymptotics method suggested in [33] which needs to be applied in a degenerate case due to the presence of exponentially small terms in the bifurcation equation related to the log-log blow-up law observed in the mass critical case.
Introduction
1.1. The energy subcritical problem. We consider the nonlinear Schrödinger (NLS) equation
in any space dimension d ≥ 1.
-Local Cauchy theory. For energy subcritical nonlinearities, i.e. under the restriction 1 < p < 2 * − 1 = d + 2 d − 2 when d ≥ 3
(no restriction on p > 1 when d = 1, 2), the Cauchy problem for (1.1) is wellposed in the energy space H 1 (R d ): for any u 0 ∈ H 1 , there exists a unique maximal solution u ∈ C([0, T ), H 1 ) of (1.1) (see [4, 9] ). Moreover, if the maximal time of existence T is finite, then lim t↑T u(t) H 1 = ∞.
-Conservation laws. Such H 1 solutions satisfy the conservation of mass and energy:
-Scale invariance and critical space. -Global existence versus blow up. On the one hand, for the mass subcritical case, i.e. s c < 0, the conservation of mass and energy combined with the Cauchy theory ensure from classical arguments (the Gagliardo-Nirenberg inequality, see e.g. [4] ) that all H 1 solutions are global and bounded in H 1 . On the other hand, for the intercritical case 0 ≤ s c < 1, a consequence of the classical virial law
implies that any negative energy initial data with finite variance (xu 0 ∈ L 2 ) yield blowup in finite time. By such a contradiction argument, the only qualitative information u(t) H 1 ≥ C(T − t) − 1 2 (1−sc) on the blow-up solution u close to the blow-up time T is provided by the Cauchy theory (see e.g. [4] ).
-Ground state. For 1 < p < 2 * −1, the existence, uniqueness and further properties of the ground state solitary wave Q, positive radial H 1 solution of ∆Q − Q + Q p = 0 on R d , are well-known. See e.g. [33, §4.2] and [4] . The function Q is seen as a function of r = |x| ≥ 0, and it is standard to check that it satisfies, for two constants κ, C > 0 depending on the dimension d, for all r ≥ 1,
(1.2) 1.2. Description of blowup. Let us recall the main known results concerning the qualitative description of blow-up solutions of (NLS) for 0 ≤ s c < 1.
-Mass critical case s c = 0. In this case, the stable blow-up regime formally predicted in [15] corresponds to a log-log deviation from self-similarity, with rate of concentration
3)
The series of works [23, 24, 25, 26, 29] provides a complete description of such singularity formation for initial data near the ground state solitary wave Q. The corresponding solutions blow up by concentrating the profile Q u(t, x) ∼ e iγ(t)
at a blow-up rate λ(t) satisfying (1.3) which is not self-similar since lim t↑T λ(t) √ T − t = 0.
Such behavior is often called type II blow up. Other (unstable) blow-up solutions, obtained through the pseudo-conformal transform enjoy a distinct blow-up rate u(t) H 1 ∼ (T − t) −1 . We refer to [22] for multi-bubbles blow-up scenario and to [19, 20, 21] for the case of the mass critical generalized KdV equation, which displays a similar critical structure.
-Intercritical case 0 < s c < 1. In contrast with the mass critical case, on the basis of formal arguments and numerical simulations, the existence of blow-up bubbles with self-similar concentration rate λ(t) ∼ √ T − t is conjectured in the intercritical case 0 < s c < 1; see [32, 35] and references therein. More precisely, given T ∈ R and b > 0, the ansatz u(t, x) = 1 (2b(T − t)) The existence and stability of such type I blow-up regimes λ(t) ∼ √ T − t have been proved in [28] for (NLS) with 0 < s c ≪ 1, using a deformation argument of the stability analysis performed in [23, 25] for the mass critical case. However, this approach cannot address the sharp description of the singularity and the local asymptotic stability of the blow-up profile which is observed numerically in [32] . The missing piece in the analysis is precisely the proof of existence of finite energy solutions to equation (1.4) , and the determination of the spectral properties of the associated linearized operators. We also mention that for the full intercritical range 0 < s c < 1, completely different non self-similar type II blow-up solutions have been constructed; see [8, 27] .
1.3. Statement of the result. The aim of the present paper is to complete the first step towards a complete description of self-similar blowup, by constructing rigorously finite energy solutions of the stationary self-similar equation (1.4) .
Theorem 1 (Existence of a finite energy self-similar profile for 0 < s c ≪ 1). Let d ≥ 1. Let p * be the mass critical exponent
There exists ǫ > 0 such that for any p satisfying 0 < p − p * < ǫ, (1.5) there exist b = b(p) > 0 and a non zero radially symmetric solution Ψ to (1.4)
Moreover, it holds, as p ↓ p * : 1. Law for the nonlinear eigenvalue: b = b sc (1 + o(1)) where b sc is defined by Comments on Theorem 1.
1. Matched asymptotics and the log-log law. Theorem 1 and the computation of the asymptotics of the nonlinear eigenvalue (1.6) as p ↓ p * is explicitly conjectured in [32] . This law is deeply connected to the log-log law (1.3) . The formal argument in [33, Chapter 8] , see also [14, 15, 16, 17, 31, 32] , is performed on the near critical dimension problem for p = 3 and d ↓ 2 :
i∂ t u + ∂ rr u + (d − 1) ∂ r u r + |u| 2 u = 0.
For equation (1.4) , following the classical matched asymptotic approach, we aim at finding directly the law b(p) such that we can glue the non oscillatory outgoing solution at r → +∞ which has finite energy, with the smooth radially symmetric solution which emanates from the origin in space as a small deformation of the ground state Q. A similar strategy, in a situation where it was simpler to implement, has been used to construct self-similar blow-up profiles for the energy supercritical nonlinear heat equation; see [1, 6] . See [11, 12, 30, 35] for studies of the asymptotic behavior of self-similar (NLS) solutions. We also refer to [2, 3, 34] for formal and numerical investigations on multiple bumps solutions.
Global bifurcation.
For the slightly mass supercritical generalized Korteweg-de Vries equation, which displays a similar structure, an even larger set of profiles is constructed in the very nice work [13] . The author uses an abstract Lyapunov-Schmidt bifurcation argument which is more general since it applies to PDE as well, while gluing is an ODE tool. Conceptually, the approach of [13] could be applied to prove Theorem 1. However, let us stress that the presence of exponential smallness in the bifurcation law (1.6) makes the analysis delicate (compare with Theorem 2 in [13] ). In such a context, one advantage of the gluing method is to make the dominant terms and the matching procedure appear more naturally and explicitly. It also allows a flexible functional framework in order to treat separately the neighborhood of the origin and the neighborhood of ∞. A classical difficulty is to analyse the behavior of the solution near the turning point r = 2 b , and here we shall adapt the quantitative WKB approach (see e.g. [7] ) as very nicely explained in [10] .
We see two main open problems in the continuation of the present work. First, understand the dynamical properties of (NLS) in the vicinity of the profiles provided by Theorem 1 and prove that these profiles are asymptotic attractors of the flow after renormalization. Second, extend such results to the full intercritical range 0 < s c < 1, which is a challenging problem.
1.4.
Outline of the proof. We outline the strategy of the proof of Theorem 1 (see the extended formulation in Theorem 2, Section 5). step 1. One dimensional equations and turning point. Looking for a radial solution Ψ ∈Ḣ 1 (R) of (1.4), we change variables
The equation for P : [0, ∞) → C becomes
Note that the condition (1.5) for ǫ > 0 small is equivalent to assuming that s c > 0 is small. More generally, we will consider the equation
for any p ≥ p * and any σ > 0 small enough, not necessarily related (see the general existence result Theorem 2 in Section 5). The problem of existence of a suitable solution P can be seen as a nonlinear spectral problem, where only one specific value of b (depending on σ and p) provides an admissible solution P close to Q, i.e. such that the corresponding Ψ belongs toḢ 1 (R), see [33, Remark p.135 ]. Setting P (r) = r − d−1 2 U (r), the nonlinear equation (1.8) will also be considered under the following form
which makes the turning point r ∼ 2 b apparent. step 2. A priori control of the free parameters. We consider b in the interval
Note that using (1.10), one has
Additional free parameters denoted by ρ > 0, γ ∈ R and θ ∈ R will be needed in the construction, under the following constraints
Since σ is to be taken small, we work under the following smallness conditions, tacitly used throughout the article
(1.16) step 3. Three regimes and the matching. We decompose [0, ∞) into three regions I, J and K, defined as follows
First, we construct a family of solutions on I whose asymptotics as r → ∞ is admissible, see (5.1)-(5.2). The free parameter ρ is related to the amplitude of each solution -see Proposition 2.1. Second, we extend this family of solutions to the region J ∪ I including the turning point (this is the point r close to r J where the real part of the coefficient of U in (1.9) vanishes) -see Proposition 3.1. We obtain a family of solutions P ext on J ∪ I whose specific form at r K is given by (3.7)-(3.10). Here we shall be particularly careful when tracking exponentially small terms. Last, the resolution of the equation in the interval K involves the construction of an approximate solution close to Q. For this, we use the well-known properties of the linearized operator (see (4.1)and (4.2)) around Q. See Proposition 4.1. In this step, we introduce two additional free parameters: γ related to a zero direction of the linearized operator, and θ related to the phase invariance of equation (1.8) .
A key point to match P ext and P int is that the general forms obtained for the solutions P ext , P int and their derivatives P ′ ext , P ′ int coincide at r = r K ; compare (3.7)-(3.10) and (4.9)-(4.12). Thus, one only needs to adjust the four free small parameters b, ρ, γ and θ to exactly match P ext and P int . This is done using the Brouwer Fixed-Point Theorem and the continuous dependence of the solutions P ext and P int in the free parameters b, ρ, γ and θ (see Section 5) .
Notation. We denote for r ∈ R,
Let d ≥ 1. Letp > p * > 1 and p ∈ [p * ,p]. All constants C > 0 are independent of p, σ, b, ρ, γ and θ but may depend on d andp. For any A ⊂ R, and for any functions g : A → C, f : A → [0, ∞), the notation g(r) = O(f (r)) means that there exists a constant C > 0, independent of p, σ, b, ρ, γ, θ and A, such that it holds |g(r)| ≤ Cf (r) for any r ∈ A.
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Solutions of the nonlinear equation on I
In this section, we construct a family of solutions U of (1.9) on the interval I = [b −2 , ∞), with admissible behavior at ∞, see Proposition 2.1 and Remark 2.3. The first step is to investigate the asymptotic behavior of solutions of the corresponding linear problem (also neglecting for now the term (d−1)(d−3) 4r 2 ).
2.1.
Construction of approximate linear profiles at infinity. We construct approximate solutions of the equation
where θ is a function to be chosen. Using the form (2.2) into the equation (2.1) gives
Identifying terms of order b 0 , we find
which can also be integrated explicitly. We set
Setting
3) is not exactly solved but we have obtained instead
Lemma 2.1. Let σ > 0 be small and let b be as in (1.10). There exist smooth
, for any k ≥ 0.
(ii) Asymptotics of V ± : on the interval I, it holds
7)
and
is not constant since V + and V − do not satisfy the same linear equation; however, it does not vanish and it has a non zero limit as r → ∞.
Remark 2.2. The point of constructing explicitly approximate solutions V ± of (2.1) is to be able to track very precisely their asymptotic behavior for r > 2 b , as well as the size of the error term, in terms of the small parameters b and σ. The error term will be easily absorbed by the fixed-point procedure needed anyway for the full nonlinear problem (1.9).
Proof. Proof of (i)-(ii). We set
We study the asymptotics of V 0 and V ± 1 . First, for V 0 , by Taylor expansion, we observe
Thus,
.
(Observe that V − is also obtained by taking the complex conjugate of V + and changing σ into −σ.) The continuity property is clear by the explicit expression of V ± . By the computations preceding the lemma, the functions V ± satisfy (2.4). Moreover, the above asymptotic computations imply the asymptotics (2.5)-(2.6).
Since |V 0 | = 1, we also have
, which is (2.7). Last, we observe that
Together with a similar computation for V − , this proves the estimates in (2.8).
Proof of (iii). We recall that
which completes the proof of the lemma.
2.2.
Construction of a family of solutions of (1.9) on I. Using the method of variation of constants and the approximate solutions of the linear problem given in Lemma 2.1, we construct by a fixed-point procedure a family of solutions of (1.9) whose asymptotic behavior follows the one of the function V + . The additional free parameter ρ introduced in the following result corresponds to the amplitude of each solution of the family.
Proposition 2.1. For σ > 0 small enough and for any b, ρ satisfying (1.10), (1.13), there exists a C 2 solution U of (1.9) on I satisfying
11)
We check that with such asymptotics, the function Ψ defined on I by
does not belong to L 2 (|x| > r I ), but belongs toḢ 1 (|x| > r I ). Indeed, it holds
and so by (2.12),
Proof. We apply the method of variation of constants, looking for a solution U of (1.9) under the form
Recall from (2.9) that w(r) = W(V + , V − ) = −ib − 2b 2 σ b 2 r 2 −4 never vanishes. By standard computations and (2.4), we obtain the system
The system (2.14) writes equivalently
For ρ ∈ (0, 1], we set
We work in the following complete metric space
equipped with the distance associated to the norm
Using (2.7), we have the bounds, on I,
For the term Γ + 4 , we first observe using (2.7) that
. Thus, using also p ≥ p * = 1 + 4 d , one has
Moreover, using the inequality
for any (λ + , λ − ), (λ + ,λ − ) ∈ E I , and the above estimates, we have
We also have
Moreover, as before
Recall that we work here for r ∈ I, i.e. r ≥ b −2 . It follows from these estimates that for b and σ small enough, 
Inserting the above estimates into (2.13) yields
Using (2.5) and (2.6), we find (2.10) and (2.11). Using (2.8), we also find (2.12).
The continuity of the map (σ, b, ρ, r) → (U [σ, b, ρ](r), U [σ, b, ρ] ′ (r)) follows from the continuity of the functions F , V ± and their derivatives, and the application of the Banach Fixed-Point theorem with parameters.
Solution of the nonlinear equation on J ∪ I
In this section, we prove that the solutions of (1.9) constructed on
, and we describe precisely their behavior at r = r K = b − 1 2 . A classical difficulty is that the equation (1.9) has a turning point around r J = 2b −1 . To deal with this, we follow the approach described in [32, 33] , [7] and implemented in a similar context in [10] . It consists in changing variables to reduce to the use of classical Airy functions, independent solutions of y ′′ (s) = s y(s). An alternative approach is to use a richer class of special functions (hypergeometric functions, solutions of the Kummer equations), as in [14] , [30] and [31] . As in the previous section, we have preferred to reduce to the simplest possible setting to track precisely the dependence on the small parameters.
Preliminary on Airy functions. Recall that the classical Airy function
Ai : C → C is defined by
We recall some properties of Ai and B seen as functions of a real variable (see e.g. [7] and [18] ).
The Airy function on R. The function Ai on R is real-valued. Moreover, it satisfies the following asymptotics:
(ii) The complex-valued Airy function on R. The function B on R does not vanish. Moreover, it satisfies the following asymptotics: 
1)
Construction of a family of solutions on J. To construct solutions of the nonlinear equation (1.9) on J, we adapt the strategy of the proof of Lemma 1 in [10] (see also [7] , Chapter 4). We perform several changes of variables to deal with the (approximate) turning point r J = 2b −1 of the equation (1.9), using the classical Airy functions. We reduce to the method of variation of constants using Ai and B, and to a fixed-point procedure to deal with the nonlinear term and some linear error terms. Once general solutions of (1.9) are constructed on J, we use them to extend the solutions constructed in Proposition 2.1 on J ∪ I. Last, we relate the special asymptotic behavior of these solutions to the special form (3.7)-(3.10) at the point r = r K , after a change of phase and tracking precisely the (exponentially small) dependence in the parameter b. 
is a solution of (1.8) on J ∪ I and satisfies
Proof. We proceed in two steps as described above. First, we give a general construction argument on J, for any given small data at r I . Second, we extend the solutions given by Proposition 2.1 and describe precisely their behavior at r K .
Step 1. Construction of a family of solutions on J. Let
Let u I ,ũ I ∈ C be such that
In this step, we construct a solution U J of (1.9) on J satisfying
For the equation (1.9) with d = 1 and d = 3, the turning point is not exactly at r J , but we still use the following change of variable
Define the function
The function ζ can be determined explicitly but we will not need its expression. Note that
Moreover,
We define the function X of the variable ζ by
in the equation of W , we obtain in the variable τ ∈ (−∞, 2), the following equation
Define g, q and m three real-valued functions of ζ such that for any τ ,
Then, the equation of X writes, in the ζ variable,
Moreover, the functions g, q and m have the following asymptotics in ζ:
Last, we set
Note also from (3.13)-(3.14) and
and s I , s K satisfy
We also justify for future use that
Indeed, by an elementary Taylor expansion, it holds
and thus, using (3.25), we obtain the following refinement of the expansion (3.29)
and proves (3.30) . Recall from Lemma 3.1 that the functions Ai and B are two independent solutions of the equation Y ′′ = sY on R whose Wronskian Ai B ′ − Ai ′ B was normalized to 1. We use these functions to apply the method of variation of constants to the equation
where α and β are unknown complex-valued functions. By standard computation, from (3.22) and (3.23), we obtain the system
which writes equivalently
The problem of solving equation (3.22) reduces to find a fixed point (α, β) of (Γ α , Γ β ). We work in the following complete metric space 
Similarly, for s ∈ M , s ≤ 0,
Second, for s ∈ M , s ≥ 0, using (3.5) and (3.17) ,
Indeed, we have used that for 0
Similarly, for s ∈ M , s ≥ 0, using (3.4) and (3.35) ,
It follows that for all s ∈ M , 
(3.37)
We deduce from (3.36)-(3.37) and the definition of · M that, for any (α, β),
and 
(3.40) Similarly, for s ∈ M , s ≥ 0, using (3.5) and (3.40), 
. It follows that for all s ∈ M ,
Estimate for Γ α, 3 . First, we note that for any (α, β) ∈ E M , by (3.3) and then (3.34), (3.30) , it holds on M ,
Similarly, by (3.4), and then (3.34), (3.30),
These estimates imply the following uniform estimate on M , 
It follows that for any s ∈ M , 
It follows that for any s ∈ M ,
We deduce from (3.47)-(3.48), for any (α, β) ∈ E M , by homogeneity,
For any (α, β), (α,β) ∈ E M , using the inequality
and the above estimates (in particular, (3.45) for (α, β) and (α,β) in E), we obtain 
In particular, the functions α and β are of class C 1 on M , and satisfy (3.33) and equivalently (3.32) .
Therefore, for any α I , β Consider the solution Y constructed above for given α I and β I satisfying (3.34), and the corresponding function U obtained from Y by the above changes of variables. The following relation between Y (s I ) and U (r I ) holds
(3.51)
To relate Y ′ (s I ) to U (r I ) and U ′ (r I ), we first observe from X(ζ(τ )) = ζ ′ (τ )W (τ ) that 
, and thus
Using also (3.11), we obtain for b small enough,
, which means that (3.34) is satisfied. Therefore, we have proved the existence of a solution U J satisfying equation (1.9) on J and the conditions (3.12) at r = r I .
The continuity of U J in (σ, b, u I ,ũ I , r) follows from standard arguments using the Fixed-Point Theorem with parameter.
Step 2. Here, we construct admissible solutions of (1.9) on J ∪ I = [r K , ∞), and describe their behavior at the matching point r K = b − 1 2 . Let U be a solution of (1.9) constructed in Proposition 2.1 on I. In order to use the construction of
Step 1 with u I = U (r I ) andũ I = U ′ (r I ), it suffices to check that (3.11) holds, i.e.
But this is a direct consequence of (2.10)-(2.11) and (1.10)-(1.13), for σ small enough. Now, we will prove the existence of a real θ ext ∈ [0, 2π) such that the function U ext defined by U ext (r) = e iθext U (r) for any r ∈ J ∪ I,
It is clear by phase invariance that U ext is solution of (1.9) on J ∪ I. From the specific behavior (2.10)-(2.11) of the solution U at r I and the relations (3.53) and (3.54), we give refined information on α I and β I and on the solution Y on [s I , s K ] (we follow the notation introduced in Step 1). Proof. First, note that from (2.10)-(2.12), r I = b −2 and (1.10), we have .
For β I , using (3.54), Lemma 3.1 and next |s I |
where we have set
Using (3.64), we obtain
We continue using (3.61)-(3.62), O(b| ln b|) ) .
In particular,
which completes the proof of (3.59 Proof. From S(s K ) = 0 and S ′ (s K ) = ℜ( 1 Z(sK ) ) = ℜ(Z(sK )) |Z(sK )| 2 , we compute
where the last estimate is obtained from (3.68) and Lemma 3.1. 
. This completes the proof of (3.72).
We decompose ℑ(Z) using R and S: 
(3.75)
We claim the following identity
(3.76)
Indeed, from (3.73), we have first,
But multiplying W(Z, T ) = 1 byZ, we deduce the identity |Z| 2 T ′ −ZZ ′ T =Z, so that ℜ |Z| 2 T ′ −ZZ ′ T = ℜ(Z) = R. Thus, (3.76) is proved. From (3.75) and (3.76), we have obtained
We deduce from (3.70), (3.72) and (3.4 ) that for any s ∈ [s I , s K ],
and using ω(s ′ ) = 1 for s ′ ≤ 0,
Thus, using |ℓ| ≤ Cσ from the definition of ℓ in (3.65) and (3.19 ), next using (3.30), (1.12), (1.16) and we obtain
This completes the proof of (3.74). Proof. We claim that there exists
(3.81)
Indeed, we first setθ K = − arctan(η(s K )), so that the equation on θ K becomes sin(θ K −θ K ) = sin(θ K ) cos(θ K ) − cos(θ K ) sin(θ K ) = π cos(θ K ) Ai(s K ) ℜ(Z(s K )) .
Note thatθ K = O(b 1 4 ) by (3.74 ). Note also from (3.70), Lemma 3.1 and then (3.29)-(3.27), that (for b small enough)
Thus, θ K defined by
is solution of (3.81) and satisfies θ K = O(b 
Proof of (3.79)-(3.80). By (3.73), S(s K ) = 0 and (3.81), it holds ℑ(Z(s K )) = ℜ(Z(s K )) sin θ K + ℑ(Z(s K )) cos θ K = (sin θ K + η(s K ) cos θ K ) ℜ(Z(s K )) = π Ai(s K ).
By (3.73), (3.74) and (3.81), it also holds
Note that by (3.68), (3.70) and Lemma 3.1
Thus, ℑ(Z ′ (s K )) = π Ai ′ (s K )(1 + O(b 
Therefore, using the definition of U ext in (3.82), similarly as in (3.51) and (3.52), we have 
and ℑ(U ext (r K )) = ρb 
Second, from (3.59), next (3.77)-(3.80) and Lemma 3.1, last (3.31), we have
Since bℜ(U ext (r K )) = O ρb
we obtain from (3.84),
Last, using the same estimates as before,
Since bℑ(U ext (r K )) = O ρb
We have proved (3.55)-(3.58). Finally, note that (3.7)-(3.10) then follow immediately from the definition of P ext in (3.6).
Solutions of the nonlinear equation on K
The objective of this section is to construct a family of solutions P int of (1.8) on the interval K with sufficiently many free parameters to perform later the matching at r = r K with the solutions P ext of (1.8) on the interval J ∪ I constructed in Proposition 3.1. It is also important to obtain precise information on the general form of these solutions at the matching point r = r K that coincide with (3.7)-(3.10). The expected solutions P int are close to the ground state solitary wave Q, and we will construct them by fixed-point using the properties of the linearized operator around Q.
Preliminaries on linearized operators. Let
We gather in the next lemmas standard information concerning L + and L − . 
(iii) Moreover, for all r > 0,
Proof. (i) We consider the equation L + A = 0 with initial condition at r = 0, A(0) = 1 and A ′ (0) = 0. This problem rewrites under the following integral form
This equation is solved locally around r = 0 by a usual fixed point method. For r > 0, the equation is not anymore singular and standard methods apply. In particular, the local solution extends globally for r ≥ 0 since the equation is linear.
By standard ODE techniques, if A converges to zero as r → ∞, then it decays exponentially. This is ruled out by Lemma 2.1 of [5] which describes the spectrum of the operator −∆ + 1 − pQ p−1 on L 2 (R N ). The exact behavior of A as r → ∞ then follows from standard ODE techniques.
(ii)-(iii) We define D on (0, ∞) by
It is easily checked that D is a solution of L + y = 0 on (0, ∞) that also satisfies W(A, D)(1) = 1. The asymptotic behavior of D and D ′ as r → ∞ and as r → 0 are direct consequences of the definition of D.
Next, we define the following norms
For future use, we remark that since r K = b − 1 2 , by (1.2) , Then, it holds
Moreover, 
for any 0 < r < r K . Those estimates prove (4.4).
Next, we observe that
and similar estimates yield (4.5). In particular, note that Then, it holds L − (I − (f )) = f. 
Moreover,
for any 0 < r < r K , which proves (4.6).
Next, we have
where the first term on the right-hand side is estimated exactly as I − (f ). For the second term, we proceed as follows
and similarly,
for any 0 < r < r K , which implies (4.7). 
Proof. We define 14) ). Note that the special behavior of the imaginary part of P ext described in (3.9)-(3.10) will exactly coincide with the exponential growth of B and prescribe the free parameter σ.
Concerning real parts, we observe that the special behavior of the real part of P ext in (3.7)-(3.8) will correspond at the main order to the ground state Q itself and will prescribe the choice of the small parameter ρ. Moreover, even if the function A introduced in Lemma 4.1 has an exponentially growing behavior, it is essential to introduce it in the construction, in relation with the additional parameter γ to have enough free parameters for the matching. The growth of the function A will be compensated by the smallness of γ.
Proof. We look for a solution P of (1.8) on the interval K of the form
where φ + , φ − are small (in some sense) continuous real-valued functions on K to be determined by a fixed point argument. 
where N + and N − are the real and imaginary parts of the nonlinear error term
Using the equation of Q and L + A = 0, L − B = −Q, we deduce that P satisfies (1.8) if and only if
Therefore, setting
we are reduced to solve the system
We look for a fixed point to the application
By the Banach Fixed-Point Theorem, we only have to show that Γ K maps E K to itself and is a contraction on E K for the norm · K . Now, we estimate the terms in Γ K (φ + , φ − ). First, by (4.4), r K = b − 1 2 and next (4.15), one has
Using also (4.3), for b small enough, one sees that
Second, by (4.6) and (4.15) ,
Third, to treat the terms N + and N − in the definition of F + and F − , we need the following lemma.
(4.16) (The notation g = O R (f ) means that g is real-valued and |g| ≤ Cf ). Applying those estimates to z = γA + φ + + i(bσB + φ − ) (note that |z| ≪ Q by (4.15)), we obtain (4.16). Let Z be a complex-valued function close to Q such that C 1 Q ≤ |Z| ≤ C 2 Q on K for C 1 , C 2 > 0, and let z ∈ C be such that |z| ≪ Q on K. Using (4.18) with Q replaced by |Z| and z replaced by zZ |Z| , we compute Similarly, we obtain We estimate △ 3 and △ 4 as follows
Combining those estimates, we conclude Estimates (4.17) thus follow from (4.19) .
Observe from (4.15) that Again, it follows from (4.16), (4.15) and then (4.20) that
Therefore, using (4.6) and (4.15), it holds
Gathering all the previous estimates, we have proved that Γ K (φ + , φ − ) K = (I + (F + (φ + , φ − )), I − (F − (φ + , φ − ))) K ≤ Cb 1 12 .
(4.21)
In particular, for b small enough, Γ K maps E K to itself. We turn to the estimate of Γ K (φ + , φ − ) − Γ K (φ + ,φ − ). First, we see that
It follows from the previous arguments (using (4.3) and (4.4)) that
Next, from (4.17) and (4.20) , it follows that
Thus, proceeding as before, using (4.4) and then (4.3), one obtains
In particular, b − 1 3 N + (I + (N + −Ñ + )) ≤ Cb
Last, we observe that
The estimates
follow from (4.6) and previous arguments. Next, from (4.17), (4.15) and (4.20) , it follows that
Note that (4.6) and the definitions of N + and N − imply
Using (4.6), proceeding as before,
Thus, we obtain
In particular, b − 5 4 σ −1 N − (I − (N − −Ñ − )) ≤ Cb 1 12 (φ + , φ − ) − (φ + ,φ − ) K . Gathering the previous estimates, we have proved
which implies that the map Γ K : E K → E K is a contraction for the norm · K provided that b is small enough. The Banach Fixed-Point Theorem shows the existence of a unique fixed point (φ + , φ − ) of Γ K in E K .
Note that φ ′ + = [I + (F + (φ + , φ − ))] ′ , φ ′ − = [I − (F − (φ + , φ − )))] ′ . Since (4.5) and (4.7) are the same estimates for [I + (f )] ′ and [I − (f )] ′ as (4.4) and (4.6) for I + (f ) and I − (f ), the bound (φ ′ + , φ ′ − ) K ≤ Cb 1 12 ≤ 1 follows readily from the proof of (4.21).
By (4.14) , we obtain a solution P of (1.8) on K, whose estimates (4.9)-(4.12) at r = r K follow directly from the asymptotic behaviors of Q, A and B as r → ∞ as described in (1.2), Lemmas 4.1 and 4.4, and the fact that (φ + , φ − ) K ≤ 1 and (φ ′ + , φ ′ − ) K ≤ 1. Note that these estimates, the definitions of N + , N − and the definition of P in (4.14) also show that P − Q Ḣ1 (K) ≤ Cb The continuity statement follows from usual arguments.
Matching
The goal of this final section is to prove the following general existence result, obtained by matching at the point r K = b − 1 2 the solution P ext constructed in Proposition 3.1 and the solution P int constructed in Proposition 4.1. In Remark 4.1, we have already pointed out the main analogies between the behaviors of P ext (r K ) (3.7)-(3.10) and of P int (r K ), (4.9)-(4.12). Theorem 2. Let d ≥ 1 and p * <p. There exists σ 0 > 0 such that for any σ ∈ (0, σ 0 ) and p ∈ [p * , p], there exist b, ρ, γ and θ satisfying (1.10), (1.13), (1.14) and (1.15) , such that the solutions P ext [σ, b, ρ] of (1.8) on I ∪ J given by Proposition 3.1 and P int [σ, b, γ] of (1.8) on K given by Proposition 4.1 satisfy the following matching conditions: P int (r K ) = e iθ P ext (r K ) and P ′ int (r K ) = e iθ P ′ ext (r K ). In particular, the function P defined on [0, ∞) by P (r) = e iθ P ext (r) for r ∈ I ∪ J, P int (r) for r ∈ K, 
