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Abstract
Let H be a fixed graph. A graph G has an H -decomposition if the edge set of G can be partitioned into subsets inducing graphs
isomorphic to H . Let PH denote the following decision problem: “Does an instance graph G admit H -decomposition?” In this
paper we prove that the problem PH is polynomial time solvable if H is a graph whose every component has at most 2 edges.
This way we complete a solution of Holyer’s problem which is the problem of classifying the problems PH according to their
computational complexities.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
In 1981 Holyer published a short paper [13] in which he proved that the problem to decide if, for a fixed p ≥ 3, the
set of edges of a graph can be partitioned into subsets inducing complete graphs K p is NP-complete. He also showed
a similar result for cycles of length at least 3. In view of these results a natural problem, known as the Holyer problem,
arises.
The Holyer Problem: Given a fixed graph H , what is the computational complexity of the problem PH of
deciding if the edge set of an instance graph G can be partitioned into subsets inducing graphs isomorphic to
H .
It is important to understand that in this problem the graph H is not a part of the input. We shall call such partitions
H -decompositions of a graph G.
Formally, a set of graphs {G1, . . . ,G p} is called a decomposi tion of a graph G if E(G1)∪ · · · ∪ E(G p) = E(G)
and E(Gi ) ∩ E(G j ) = ∅, for i 6= j , where E(G1), . . . , E(G p), E(G) denote the sets of edges of the graphs
G1, . . . ,G p,G, respectively. For a fixed graph H , by an H -decomposition of a graph G we mean a decomposition
{G1,G2, . . . ,G p} such that each Gi is isomorphic to H . We denote by G ∪ H the union of vertex-disjoint graphs G
and H , by pH the graph with p components, each of them being isomorphic to H , and by Pm the m-vertex path.
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Holyer [13] conjectured that for every graph H with more than two edges the problem PH is NP-complete. He
was wrong, if P 6= NP. In 1982 Bialostocki and Roditty [2] showed a characterization theorem of the class of graphs
which admit a 3P2-decomposition (recall that 3P2 is a 3-edge matching). Their result implies that the problem P3P2
to decide if an instance graph has a 3P2-decomposition is polynomial time solvable. A year later Alon [1] generalized
the result of [2] by proving that for a fixed positive integer s, there is a polynomial time algorithm that decides if an
instance graph has an s P2-decomposition. As is pointed out in [6], the same result was obtained independently and
earlier in an unpublished paper by Brouwer and Wilson [4].
It is a well-known fact attributed to many authors (see [5,15,16]) that a graph G has a P3-decomposition if and
only if every connected component of G has an even number of edges. This statement obviously implies the existence
of a polynomial time algorithm solving the problem PP3 . Favaron, Lonc and Truszczyn´ski [10] gave a theorem
characterizing the class of graphs admitting an H -decomposition, for H = P3∪P2. This theorem implies the existence
of a polynomial time algorithm solving the problem when H = P3 ∪ P2. Their result was later extended by Priesler
and Tarsi [18] who showed that the problem PH is polynomial time solvable when H = P3 ∪ t P2, for any fixed
positive integer t .
As we have already mentioned, Holyer [13] proved NP-completeness of the problem PH when H is a complete
graph with at least 3 vertices or a cycle. Moreover, in his Ph.D. dissertation Holyer [14] also showed NP-completeness
of PH when H is a path Pm , where m ≥ 4. Cohen and Tarsi [6] gave a proof of NP-completeness of the problem PH ,
if H belongs to a large family of graphs including forests with at least one component of size at least 3.The paper by
Dor and Tarsi [9] was a real breakthrough in the effort to solve the Holyer problem. They proved that the problem PH
is NP-complete whenever H has a connected component with at least 3 edges. They conjectured that the problem is
polynomial time solvable for the remaining graphs H , i.e. when H = s P3 ∪ t P2. Lonc [17] proved polynomiality of
the problem for H = s P3.
In view of these results, to solve completely the Holyer problem, we need to establish the computational complexity
status of the problem PH for H = s P3 ∪ t P2, where t ≥ 1 and s ≥ 2. This is precisely what we do in this paper. The
following theorem is our main result.
Theorem 1. Let s and t be integers such that t ≥ 1 and s ≥ 2. There is a polynomial time algorithm to decide if an
instance graph has an s P3 ∪ t P2-decomposition.
This way we can answer the question posed in Holyer [13]:
If a graph H has a component with at least 3 edges then the problem of deciding if an instance graph has an
H -decomposition is NP-complete. Otherwise it is polynomial time solvable.
It is perhaps interesting to note that a vertex-partition problem analog of the Holyer problem has a bit different
solution and is generally easier to solve. For a fixed graph H we define a strong H -factor to be a set {G1, . . . ,G p}
of induced subgraphs of G such that their vertex sets V (G1), . . . , V (G p) form a partition of the vertex set V (G) of
G and each graph Gi is isomorphic to H . Hell and Kirkpatrick [12] proved that the problem S-FACT(H ) of existence
of a strong H -factor of an instance graph G is NP-complete if H has at least 3 vertices and polynomial time solvable
otherwise.
It is natural to ask questions similar to the question answered in this paper for packings of graphs isomorphic to a
given graph H . More precisely, we define a problem PACK(H ): Given a graph G and an integer k, does G contain
at least k copies of H as subgraphs with disjoint sets of edges. Corneil, Masuama, and Hakimi [7] proved that the
problem PACK(H ) is NP-complete if G has a component with at least 3 edges. (By the way the same result is implied
by the decomposition results of Cohen and Tarsi [6] and Dor and Tarsi [9]). The problem of finding computational
complexity of PACK(H ) remains open for graphs H = s P3∪ t P2, when s+ t > 1.1 However, the results of this paper
suggest that the problem PACK(H ) is in this case polynomial time solvable.
The proof of our main result is long and contains many technical difficulties. Nevertheless, the basic idea is quite
simple.
1 It is easy to verify that for s + t = 1 the problem is polynomial time solvable.
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We shall outline this idea now. Any s P3 ∪ t P2-decomposition of a graph G defines an edge decomposition, say
pi , of G into se(G)2s+t copies of P3 and
te(G)
2s+t copies of P2. Since the number of copies of s P3 ∪ t P2 in an s P3 ∪ t P2-
decomposition of G is e(G)2s+t , every vertex of G belongs to at most
e(G)
2s+t graphs in pi . Thus, the condition
(n) there exists a decomposition pi of G into se(G)2s+t copies of P3 and
te(G)
2s+t copies of P2 such that every vertex
of G belongs to at most e(G)2s+t graphs in pi
is an obvious necessary condition for an s P3∪ t P2-decomposition of a graph G to exist. We show that the condition
can be verified in polynomial time.
The main part of the paper is devoted to giving a proof that this condition together with a trivial one e(G) ≡
0 (mod 2s + t) is sufficient for the existence of an s P3 ∪ t P2-decomposition of a graph G for “most” graphs. More
precisely, we show that if it is not sufficient for a graph G then G belongs to a relatively simple and easy to characterize
infinite family of graphs that we call Gs . For the family Gs , we are able to decide in polynomial time if any of its
members has an s P3 ∪ t P2-decomposition. Using these results one can easily design an algorithm which verifies if an
instance graph has an s P3 ∪ t P2-decomposition and runs in polynomial time.
The rest of the paper is organized as follows. In Section 2 we introduce definitions and notation. In Section 3 we
study properties of so-called k-good decompositions. By a k-good decomposition of a graph G with respect to a fixed
set of vertices X we mean a decomposition pi of G into copies of P3 and P2 such that every vertex of X ⊆ V (G)
belongs to at most k members of pi . In the main result of this section (Theorem 2) we characterize graphs that admit
a k-good decomposition with respect to a fixed set of vertices. This theorem allows us to show (Theorem 4) that the
condition (n) can be verified in polynomial time. Section 4 is the most technical and tedious part of the paper. We define
the family of graphs Gs mentioned above. Speaking informally, it consists of two types of graphs: graphs of a bounded
size and graphs with precisely s or s + 1 vertices of a very large degree. The main result of this section (Theorem 8)
says that all sufficiently large graphs which are not members of Gs and satisfy the necessary conditions (n) and
e(G) ≡ 0 ( mod 2s+t) have an s P3∪t P2-decomposition. To show Theorem 8, we first need to prove several technical
lemmas. A detailed description of a plan of the proof of this theorem will be given at the beginning of Section 4.
The objective of Section 5 is to prove that we can decide in polynomial time if a graph in Gs has an s P3 ∪ t P2-
decomposition. In Lemma 20 we show that the problem of existence of an s P3 ∪ t P2-decomposition, for graphs in Gs ,
is essentially equivalent to the problem of existence of such a decomposition for some subgraphs of members of Gs
(that we call almost bipartite graphs). These graphs have even a simpler structure than members of Gs themselves. We
design a standard dynamic programming algorithm Decomps,t (G) which checks if an input almost bipartite graph
has an s P3∪ t P2-decomposition. The algorithm runs in polynomial time for almost bipartite graphs that are subgraphs
of members of Gs (Theorem 9). To prove its polynomiality we first need to describe a polynomial time algorithm
checking if two almost bipartite graphs with a bounded center are isomorphic (algorithm IPD and Lemmas 21–23).
We shall assume in this paper that s ≥ 2 and t ≥ 1, so consequently, r = 2s + t ≥ 5. The remaining cases are
covered by results of [1,17,18].
2. Definitions and notation
By |G| and e(G) we denote the order and the size of a graph G, respectively.
The only vertex of degree 2 in the graph P3 will be called its central vertex. The remaining two vertices of P3 will
be called external vertices.
Let pi be a family of edge-disjoint graphs, each isomorphic to a copy of P3 or P2. Let pˆi (respectively p¯i ) be
a subfamily of pi consisting of graphs isomorphic to P3 (respectively to P2). By G = G(pi) we denote the graph
induced by the edges of pi . We shall write V to denote V (G(pi)) when it does not cause any confusion.
For any vertex x , by pi(x) we denote the set of elements of pi whose vertex sets contain x . We say that a family pi
is k-good with respect to X ⊆ V (G) if for all x ∈ X , |pi(x)| ≤ k. A decomposition pi of G is k-good if it is k-good
with respect to V (G).
We denote
pi Xi = { f ∈ pi : |V ( f ) ∩ X | = i and the central vertex of f is in X, if f ∈ pˆi},
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Fig. 1. Examples of elements of pi : f ∈ pˆiV−X1 , g ∈ pˆi X1 , h ∈ pˆiV−X2 , e1 ∈ p¯i X1 , and e2 ∈ p¯i X2 .
for i = 1, 2, 3. Moreover we define pi X = pi X1 ∪pi X2 ∪pi X3 , pi Xi (x) = pi(x)∩pi Xi , for i = 1, 2, 3 and pi X (x) = pi(x)∩pi X .
Examples of elements of pi are shown in Fig. 1.
A collection pi (respectively ν) of graphs isomorphic to P3 (respectively P2) is called a P3-star (respectively P2-
star) if there is a vertex x (the center) such that V ( f ) ∩ V (g) = {x}, for all f, g ∈ pi (respectively, for all f, g ∈ ν).
A P3-star is regular if its center is the central vertex of every copy of P3 that forms this P3-star. By a P3-matching
(respectively, a P2-matching) we mean a collection pi of graphs isomorphic to P3 (respectively, to P2) such that
V ( f ) ∩ V (g) = ∅, for all f, g ∈ pi .
By o(F) we denote the number of components of odd size in a graph F . For X ⊆ V (G), let δG(X) =
e(G − X) − o(G − X). For any graph G, we denote by eG(x, X) the number of edges which join the vertex x
with a vertex in X ⊆ V (G).
A collection pˆi of graphs isomorphic to P3 is called fair with respect to X ⊆ V (G) = V , where G = G(pˆi), if it
satisfies the following conditions:
pˆiV−X2 (x) is a P3-star, for all x ∈ X, (1)∣∣∣pˆiV−X1 ∣∣∣ ≤ |X | − 1, and (2)∣∣∣pˆiV−X2 ∣∣∣ ≤ o(G − X)+ 2(|X | − 1). (3)
Recall that r = 2s + t . By an (s, t)-decomposition of a graph G we mean a decomposition of G into se(G)r copies
of P3 and
te(G)
r copies of P2. We say that an (s, t)-decomposition pi of G is fair with respect to X ⊆ V (G) if pˆi is fair
with respect to X .
Let pi1, . . . , pis (respectively, ν1 . . . νt ) be P3-stars (respectively, P2-stars) with centers x1, . . . , xs (respectively,
y1, . . . , yt ) such that |pii | = pi and
∣∣ν j ∣∣ = q j , for each 1 ≤ i ≤ s, 1 ≤ j ≤ t . Let p1 ≥ · · · ≥ ps and q1 ≥ · · · ≥ qt .
The set pi = pi1 ∪ · · · ∪ pis ∪ ν1 ∪ · · · ∪ νt is called an (s, t)-pseudoconstellation of type (p1, . . . , ps; q1, . . . , qt )
with the base {x1, . . . , xs, y1, . . . , yt } if
1. for every 1 ≤ i ≤ s, xi is a vertex of none of the P2-stars ν1, . . . , νt and none of the P3-stars
pi1, . . . , pii−1, pii+1, . . . , pis ,
2. for every 1 ≤ j ≤ t , y j is a vertex of none of the P3-stars pi1, . . . , pis and none of the P2-stars
ν1, . . . , ν j−1, ν j+1, . . . , νt , and
3. the stars pi1, . . . , pis, ν1, . . . νt are edge-disjoint.
If the P2-stars and P3-stars of a pseudoconstellation are vertex-disjoint, then pi = pi1∪· · ·∪pis ∪ν1∪· · ·∪νt is called
an (s, t)-constellation of type (p1, . . . , ps; q1, . . . , qt ) with the base {x1, . . . , xs, y1, . . . , yt }.
Denote by k × l the sequence (l, . . . , l), where l occurs k times. An (s, t ′)-constellation, where t ′ = j + (t − j)m,
is called an m-constellation if it is of type (i × m, (s − i)m × 1; j × m, (t − j)m × 1), for some 0 ≤ i ≤ s and
0 ≤ j ≤ t . By an (s, t)-matching we mean a collection of s copies of P3 and t copies of P2, which are vertex-disjoint.
Notice that any (s, t)-matching is a 1-constellation. Obviously, an m-constellation has a decomposition into m copies
of s P3∪ t P2. An (s, t)-pseudoconstellation, an (s, t)-constellation, and an m-constellation are said to be regular if the
P3-stars contained in them are regular.
3. k-good decompositions
We start with two preliminary lemmas.
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Lemma 1. Let a bipartite graph G = (A, B; E), where A and B are bipartition classes and E is the set of edges of
G, be a forest. If all vertices of degree at most 1 belong to A then |V (G)| ≤ 2|A| − 1.
We leave a routine proof of this lemma to the reader.
Lemma 2. Any connected graph of size m can be decomposed into `, ` = 0, 1, . . . bm/2c, copies of P3 and m − 2`
copies of P2.
Proof. Suppose first that m is even. It is well known (see [5]) that in this case every connected graph of size m can
be decomposed into m/2 copies of P3. To show the lemma for m even it suffices to observe that we can decompose
m/2 − ` of the copies of P3 into m − 2` copies of P2. For m odd the lemma follows by a similar reasoning and an
observation that every connected graph can be decomposed into a copy of P2 and a connected graph. 
Let G be a graph, X ⊆ V (G), and let Y be the set of components of G− X . Define Y1 and Y2 to be two disjoint sets
such that the elements of each of them are in a one-to-one correspondence with the elements of Y . For every y ∈ Y ,
we shall denote the member of Y1 (respectively of Y2) corresponding to y by y1 (respectively by y2). Moreover denote
by Z1 and Z2 two disjoint sets such that the elements of each of them are in a one-to-one correspondence with the
edges of G whose both endvertices are in X . Finally, let ` be a nonnegative integer and let U be a set of cardinality `
disjoint from each of the sets X, Y1, Y2, Z1, and Z2. Clearly, the sets X, Y1, Y2, Z1, Z2, and U are pairwise disjoint.
Define B(G) to be a graph with the vertex set X ∪ Y1 ∪ Y2 ∪ Z1 ∪ Z2 ∪U . The edge set E consists of five types of
edges.
1. xy1 ∈ E , for every x ∈ X and y1 ∈ Y1 such that there is an edge in G with one endvertex in x and the other one in
any vertex of the component y ∈ Y corresponding to y1,
2. xe1 ∈ E , for every x ∈ X and e1 ∈ Z1 such that x is an endvertex of the edge in G corresponding to e1,
3. y1 y2 ∈ E , for every y1 ∈ Y1 and y2 ∈ Y2 such that y1 and y2 correspond to the same y ∈ Y ,
4. e1e2 ∈ E , for every e1 ∈ Z1 and e2 ∈ Z2 such that e1 and e2 correspond to the same edge in G,
5. uv ∈ E , for every u ∈ U and v ∈ X ∪ Y2 ∪ Z2.
Theorem 2. The following conditions are equivalent:
(a) G admits a k-good with respect to X decomposition into ` copies of P2 and
e(G)−`
2 copies of P3.
(b) G admits a k-good with respect to X decomposition into ` copies of P2 and
e(G)−`
2 copies of P3 such that the
copies of P3 form a collection fair with respect to X.
(c) The graph B(G) has a subgraph F such that
(i) ∀x ∈ X, degF x ≤ 2k − degG x,
(ii) ∀x ∈ X, degF x ≡ degG x (mod 2),
(iii) ∀y1 ∈ Y1, degF y1 ≡ 0 (mod 2),
(iv) ∀y2 ∈ Y2, degF y2 ≡ e(y) (mod 2),
(v) ∀y2 ∈ Y2, degF y2 ≤ e(y),
(vi) ∀e1 ∈ Z1, degF e1 = 2,
(vii) ∀e2 ∈ Z2, degF e2 = 1,
(viii) ∀u ∈ U, degF u = 1.
Proof. (a) ⇒ (c)
Let pi = pˆi ∪ p¯i be a k-good with respect to X decomposition of G such that p¯i consists of ` copies of P2 and pˆi
consists of e(G)−`2 copies of P3. Identify elements of U with distinct elements of p¯i . Let F be a subgraph of B(G)
induced by the following edges:
1. xy1, where x ∈ X , y1 ∈ Y1 and
∣∣pˆi y(x)∣∣ ≡ 1(mod 2), for the component y ∈ Y corresponding to y1,
2. xe1, where x ∈ X , e1 ∈ Z1, x is an endvertex of the edge e in G corresponding to e1 and the member of pˆi ∪ p¯i
containing e is not a copy of P3 with the center at x ,
3. xu, where x ∈ X , u ∈ U = p¯i and x is an endvertex of the edge u whose other endvertex is not in X ,
4. y2u, where y2 ∈ Y2, u ∈ U = p¯i and u has both endvertices in the component y corresponding to y1,
5. e2u, where e2 ∈ Z2, u ∈ U = p¯i and e2 corresponds to the edge u in G,
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6. y1 y2, where y1 ∈ Y1, y2 ∈ Y2 and |p¯i y2 | 6≡ e(y)(mod 2), for the component y ∈ Y corresponding to y1 and y2,
7. e1e2, where e1 ∈ Z1, e2 ∈ Z2 and e1 and e2 correspond to the same edge in G which does not belong to U .
Since
2
∣∣∣pˆi {x}(x)∣∣∣+ ∣∣∣pˆiV−{x}(x)∣∣∣+ |p¯i(x)| = degG x, (4)
for any x ∈ X ,
k ≥ ∣∣pˆi(x) ∪ p¯i(x)∣∣ = ∣∣∣pˆi {x}(x)∣∣∣+ ∣∣∣pˆiV−{x}(x)∣∣∣+ |p¯i(x)|
=
∣∣∣pˆiV−{x}(x)∣∣∣+ 1
2
(
degG x −
∣∣∣pˆiV−{x}(x)∣∣∣− |p¯i(x)|)+ |p¯i(x)| = 1
2
(
degG x +
∣∣∣pˆiV−{x}(x)∣∣∣+ |p¯i(x)|) ,
so by the definition of F , degF x ≤
∣∣pˆiV−{x}(x)∣∣+ |p¯i(x)| ≤ 2k − degG x , which proves the condition (i).
Clearly,
degF y2 =
{|p¯i y2 | + 1, when |p¯i y2 | 6≡ e(y) (mod 2)
|p¯i y2 |, otherwise
≡ e(y) (mod 2), (5)
so we get (iv).
Recall that for any y ∈ Y , p¯i y2 is the set of these members of p¯i which have both endvertices in y. The edges of
y ∈ Y , that do not belong to any element of pˆi y2 ∪ p¯i y2 must belong to the members of pˆi with both edges in y. Thus
e(y)− ∣∣pˆi y2 ∪ p¯i y2 ∣∣ is an even number.
For a fixed y ∈ Y , we count the number of pairs (x, a) such that x ∈ X and a ∈ pˆi y1 (x) in two ways. On one hand,
for a fixed x , there are
∣∣pˆi y1 (x)∣∣ of them so the total number of the pairs is ∑x∈X ∣∣pˆi y1 (x)∣∣. On the other hand, for a
fixed a, there are 2 such pairs corresponding to the external vertices of a. Thus the total number of the pairs is 2
∣∣pˆi y1 ∣∣.
Hence
∑
x∈X
∣∣pˆi y1 (x)∣∣ is even. Observe that
e(y) ≡ ∣∣pˆi y2 ∪ p¯i y2 ∣∣ =
(∑
x∈X
∣∣pˆi y2 (x)∣∣
)
+ ∣∣p¯i y2 ∣∣ ≡∑
x∈X
∣∣pˆi y1 (x)∣∣+∑
x∈X
∣∣pˆi y2 (x)∣∣+ ∣∣p¯i y2 ∣∣
=
∑
x∈X
∣∣pˆi y(x)∣∣+ ∣∣p¯i y2 ∣∣ = ∑
x∈X O
∣∣pˆi y(x)∣∣+ ∑
x∈X E
∣∣pˆi y(x)∣∣+ ∣∣p¯i y2 ∣∣ ≡ |X O | + ∣∣p¯i y2 ∣∣
≡ degF y1 + degF y2 (mod 2), (6)
where X O (respectively X E ) denotes the set of these vertices x ∈ X for which
∣∣pˆi y(x)∣∣ is odd (respectively even).
By (5) and (6) we immediately get (iii).
To prove (v) observe that, for any y ∈ Y ,
e(y) = 2 ∣∣pˆi y3 ∣∣+∑
x∈X
∣∣pˆi y2 (x)∣∣+ ∣∣p¯i y2 ∣∣ ≥ ∣∣p¯i y2 ∣∣ .
Moreover, if |p¯i y2 | 6≡ e(y) (mod 2) then e(y) >
∣∣p¯i y2 ∣∣. Hence, by (5), degF y2 ≤ e(y).
To show (i i) we apply the equality (4). For any x ∈ X , we get
degG x ≡
∣∣∣pˆiV−{x}(x)∣∣∣+ |p¯i(x)| = ∣∣∣pˆiV−X (x)∣∣∣+ ∣∣∣pˆi X−{x}(x)∣∣∣+ |p¯i(x)|
=
∑
y∈Y
∣∣pˆi y(x)∣∣+ ∣∣∣pˆi X−{x}(x)∣∣∣+ |p¯i(x)| = ∑
y∈YO
∣∣pˆi y(x)∣∣+ ∑
y∈YE
∣∣pˆi y(x)∣∣
+
∣∣∣pˆi X−{x}(x)∣∣∣+ |p¯i(x)| ≡ |YO | + ∣∣∣pˆi X−{x}(x)∣∣∣+ |p¯i(x)| = degF x(mod 2),
where YO (respectively YE ) denotes the set of these components y ∈ Y for which
∣∣pˆi y(x)∣∣ is odd (respectively even).
We prove (vi) and (vii) now. Clearly, the edge e in G corresponding to e1 ∈ Z1 (and e2 ∈ Z2) is an edge of some
member of pˆi or p¯i . If e is an edge of some f ∈ pˆi , then degF e1 = 2 because e1 is connected in F to e2 ∈ Z2
and to this endvertex of e which is an external vertex of f . The vertex e2 ∈ Z2 is connected in F to e1 only. Thus
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degF e2 = 1. If e is a member of p¯i then, by the definition of F , e1 is joined in F with both endvertices of e in G.
So we have degF e1 = 2. The vertex e2 ∈ Z2 corresponding to the edge e in G is connected in F only to the vertex
u ∈ U corresponding to the member of p¯i whose only edge is e. Thus degF e2 = 1.
To show (viii) note that any u ∈ U is either an edge with both endvertices in X or both in V − X or an edge with
exactly one endvertex in X . By the definition of F , u is joined in F either with e2 ∈ Z2 such that e2 corresponds to
the edge forming u in G, or with y2 ∈ Y2 corresponding to the component y of G − X in which u is contained, or
with its only endvertex in X . Thus degF u = 1.
(c) ⇒ (b)
For every edge xy1 in F , x ∈ X , y1 ∈ Y1, choose an edge eyx in G with one endvertex at x and the other one in
the component y ∈ Y corresponding to y1. Such an edge exists by the definition of B(G). Let, for y ∈ Y , G y be the
connected graph induced in G by the union of the edge set of y and the set Ey = {eyx : xy1 ∈ E(F)}. Clearly the
degree in G y of every vertex x ∈ X ∩ V (G y) is equal to 1 as the edges in Ey are pendant in G y . Let `y1 = eF (y1, X)
and `y2 = eF (y2,U ). Clearly, by the definition of B(G),
`
y
i =
{
degF yi , when y1 y2 is not an edge in F
degF yi − 1, otherwise, (7)
for i = 1, 2, and
e(G y) = e(y)+ `y1 .
By (i i i), (iv), and (7), e(y)+ `y1 − `y2 is even. Moreover, by (v)
1
2
(e(y)+ `y1 − `y2) =
1
2
(e(y)+ degF y1 − degF y2) ≥
1
2
(e(y)− degF y2) ≥ 0.
Since, obviously, 12 (e(y) + `y1 − `y2) ≤ 12 (e(y) + `y1) = 12 e(G y), by Lemma 2, G y can be decomposed into
1
2 (e(y)+ `y1 − `y2) copies of P3 and `y2 copies of P2.
Denote by pˆiy (respectively p¯iy) the set of P3’s (respectively P2’s) in this decomposition. Since the edges in Ey are
pendant in G y , we can assume that min(|Ey |, `y2) of the edges in Ey belong to p¯iy .
Let, for x ∈ X , Gx be the connected graph induced in G by the union of the following two sets of edges. One of
them consists of these edges with one endvertex at x and the other one not in X , which do not belong to any graph
G y , y ∈ Y . The other one is the set of edges e with both ends in X , one of which is x , such that xe1 6∈ E(F), where
e1 is a vertex in Z1 corresponding to the edge e in G. Clearly, each graph Gx is a star. By (i i)
e(Gx ) = degG x − degF x + eF (x,U ) ≡ eF (x,U ) (mod 2)
so Gx has a decomposition pˆix into 12 (degG x − degF x) copies of P3 that form a collection pˆix and eF (x,U ) copies
of P2 that form a collection p¯ix . By (vi) and the fact that the degree of any vertex of Z1 in B(G) is 3 it follows that
the graphs Gx1 and Gx2 are edge-disjoint for x1, x2 ∈ X , x1 6= x2.
Denote by p¯i0 the set of copies of P2 whose edges correspond to vertices e2 in Z2 which are adjacent in F to
vertices of U . Let e be the edge in G corresponding to some e2 ∈ Z2 which is adjacent in F to a vertex u ∈ U and let
e1 be the vertex in Z1 corresponding to e. Then, by (vi) and (vi i), for every such edge e with endvertices x1 and x2,
x1e1, x2e1 ∈ E(F). Thus e 6∈ p¯ix1 ∪ p¯ix2 .
Let pˆi := ⋃w∈X∪Y pˆiw and p¯i := p¯i0 ∪⋃w∈X∪Y p¯iw. It is routine to check (applying (vi i i)) that pi = p¯i ∪ pˆi is a
decomposition of G such that p¯i consists of ` copies of P2 and pˆi of
e(G)−`
2 copies of P3.
By the construction of pˆi and p¯i and by (i) we get
|pˆi(x) ∪ p¯i(x)| ≤ 1
2
(degG x − degF x)+ degF x
= 1
2
(degG x + degF x) ≤ k,
for every x ∈ X . Thus pi is a k-good decomposition with respect to X .
Consider any x ∈ X and a, b ∈ pˆiV−X2 (x), a 6= b, and suppose that there is v ∈ (V (a) ∩ V (b)) − {x}. Clearly
v ∈ y for some component y ∈ Y . Then, by the definition of pˆi , a, b ∈ pˆiy . Thus the central vertices of a and b belong
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to y and consequently x has degree at least 2 in G y , a contradiction with the fact that vertices x ∈ X ∩ V (G y) have
degrees equal to 1 in G y . Thus the condition (1) in the definition of a fair collection is satisfied.
To show the condition (2) in the definition of a fair collection notice that by the definition of pˆi∣∣∣pˆiV−X1 ∣∣∣ =∑
y∈Y
∣∣pˆi y1 ∣∣ ≤ ∑
y1∈Y1
⌊
1
2
eF (y1, X)
⌋
≤ 1
2
∑
y1∈Y ′1
eF (y1, X), (8)
where Y ′1 is the set of vertices y1 belonging to Y1, for which eF (y1, X) ≥ 2.
Notice that we can assume without loss of generality that the subgraph induced in F by X ∪ Y1 is a forest. Indeed,
if it contains a cycle then we can remove its edges and the resulting graph still satisfies the conditions (i)–(vi i i). The
subgraph F ′ of F induced in F by X ∪ Y ′1 is therefore a forest and has all vertices of degree at most 1 in X . By
Lemma 1∑
y1∈Y ′1
eF (y1, X) = e(F ′) ≤
∣∣F ′∣∣− 1 ≤ 2 |X | − 2. (9)
By (8) and (9) we get (2).
Let Yo = {y1 ∈ Y1 : eF (y1, X) = 1 and e(y) is odd} and Ye = {y1 ∈ Y1 : eF (y1, X) = 1 and e(y) is even}. For
y1 ∈ Ye, by (i i i), y1 y2 is an edge in F so consequently, `y2 = eF (y2,U ) ≥ 1. By the construction of p¯iy , the only edge
in Ey belongs to p¯iy so decompositions pˆiy ∪ p¯iy of G y’s, for y1 ∈ Ye, do not contain members of pˆiV−X2 .
Thus, by the definition of pˆi , we get∣∣∣pˆiV−X2 ∣∣∣ ≤ eF (X, Y1)− eF (X, Ye) = |Yo| + e(F ′) ≤ o(G − X)+ e(F ′). (10)
By (9) and (10)∣∣∣pˆiV−X2 ∣∣∣ ≤ o(G − X)+ 2(|X | − 1).
Thus the collection pˆi is fair with respect to X .
The trivial implication (b) ⇒ (a) completes the proof. 
We prove now that we can verify if there exists a subgraph F of B(G) satisfying the conditions (i)–(vi i i) of
Theorem 2 in polynomial time. Let us formulate the following problem first.
A general graph factor problem.
Instance: A graph G with the set of vertices V (G) = {v1, v2, . . . , vn} and a family of sets B =
{B(v1), B(v2), . . . , B(vn)} such that, for every 1 ≤ i ≤ n, B(vi ) ⊆ {0, 1, . . . , degG(vi )}.
Question: Does there exist a spanning subgraph F of G such that degF (vi ) ∈ B(vi ), for every 1 ≤ i ≤ n?
In general this problem is NP-complete. However if the sets B(vi ) satisfy some special conditions the general graph
factor problem is polynomial time solvable. One of such conditions was given by Cornue´jols [8].
A set A ⊆ {0, 1, 2, . . .} is said to have a gap of length p if there exists an integer k such that
1. k ∈ A, k + p + 1 ∈ A and
2. k + 1, . . . , k + p 6∈ A.
Theorem 3 (Cornue´jols [8]). If, for every vertex v of a graph G, the set B(v) has no gap of length greater than 1
then the general graph factor problem in G can be solved in polynomial time. 
Using this theorem we prove the following.
Lemma 3. The problem of existence of a subgraph F of a graph B(G) satisfying the conditions (i)–(viii) in Theorem 2
(c) is polynomial time solvable in terms of the order of B(G) (even if k is a part of the instance).
Proof. Observe that the problem of existence of a subgraph F of B(G) satisfying conditions (i)–(viii) of Theorem 2(c)
is equivalent to the general graph factor problem in B(G), where the family B is defined as follows.
Let, for every x ∈ X , p(x) be the largest positive integer such that
2p(x) ≤
{
min(2k − degG x, degB(G) x), when degG(x) ≡ 0 (mod 2);
min(2k − degG x, degB(G) x)− 1, when degG(x) ≡ 1 (mod 2).
1302 K. Brys´, Z. Lonc / Discrete Mathematics 309 (2009) 1294–1326
For every x ∈ X , we define
B(x) =
{{0, 2, . . . , 2p(x)}, when degG(x) ≡ 0 (mod 2);
{1, 3, . . . , 2p(x)+ 1}, when degG(x) ≡ 1 (mod 2).
Let, for every y1 ∈ Y1,
r(y1) =
⌊
1
2
degB(G) y1
⌋
.
For every y1 ∈ Y1, we define
B(y1) = {0, 2, . . . , 2r(y1)}.
Let, for every y2 ∈ Y2, q(y2) be the largest positive integer such that
2q(y2) ≤
{
min(e(y), degB(G) y2), when e(y) ≡ 0 (mod 2);
min(e(y), degB(G) y2)− 1, when e(y) ≡ 1 (mod 2).
For every y2 ∈ Y2, we define
B(y2) =
{{0, 2, . . . , 2q(y2)}, when e(y) ≡ 0 (mod 2);
{1, 3, . . . , 2q(y2)+ 1}, when e(y) ≡ 1 (mod 2).
Finally, for every e1 ∈ Z1, let B(e1) = {2}, for every e2 ∈ Z2, let B(e2) = {1}, and for every u ∈ U , let B(u) = {1}.
Thus, for each vertex v of B(G) the set B(v) satisfies the assumptions of Theorem 3. Consequently, the problem of
existence of a subgraph F of the graph B(G) which satisfies the conditions (i)–(viii) of Theorem 2(c) is polynomial
time solvable. 
Theorem 4. Let s and t be fixed nonnegative integers and let r = 2s + t . Deciding whether a graph G has an
e(G)/r-good (s, t)-decomposition is a polynomial time solvable problem.
Proof. Applying Lemma 3, Theorem 2, for ` = te(G)r and the fact that we can construct B(G) in polynomial time,
the problem of existence of an e(G)/r -good (s, t)-decomposition of a graph G is polynomial time solvable. 
4. Decompositions of “most” graphs
Obvious necessary conditions for existence of an (s P3 ∪ t P2)-decomposition of a graph G are
1. e(G) ≡ 0 (mod r) and
2. G has an e(G)/r -good (s, t)-decomposition,
where r = 2s + t . Our objective in this sections is to prove Theorem 8 which says that all sufficiently large graphs
satisfying these necessary conditions and not admitting an (s P3 ∪ t P2)-decomposition belong to a relatively simple
family of graphs Gs . Speaking informally, the family Gs consists of graphs which either are small or have exactly s or
s + 1 vertices of a very large degree. For a precise definition of Gs see the first paragraph of Section 4.2.
The proof of Theorem 8 is long and tedious but the general idea is simple. In order to make reading of this section
easier we below describe the main steps of the reasoning.
We consider a set X of vertices in G of degree at least e(G)/2mr (the constant m is defined appropriately in each
lemma or theorem) and an e(G)/r -good (s, t)-decomposition pi of G which satisfies some additional conditions. We
consider two cases.
If pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 = ∅ then we are eventually able to show (Lemma 19) that, for G large enough and
satisfying the necessary conditions, G has an (s P3 ∪ t P2)-decomposition. There are two basic subcases in this cases.
The easier one is when none of the vertices of X is a vertex of a large number of members of p¯i . In this subcase
(Lemma 13) we decompose the subgraph of G induced by the edges of members of pˆi into copies of s P3 (using
Theorem 6 and Lemma 11) and the subgraph of G induced by the edges of members of p¯i into copies of t P2. Then we
combine these two decompositions (using Lemma 12) and finally get an (s P3 ∪ t P2)-decomposition of G.
The harder subcase is when some of the vertices of X is a vertex of a large number of members of p¯i . In this
subcase we first find a constellation C of a large size in the graph G and such that after removing the edges of C from
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G we get a graph H which still satisfies the necessary conditions for the existence of an (s P3 ∪ t P2)-decomposition
(Lemma 14). Next we decompose (using Lemma 18) the graph H into a large subgraph which admits an (s P3 ∪ t P2)-
decomposition and a small subgraph, denoted by F , which still satisfies the necessary conditions for the existence of
an (s P3∪ t P2)-decomposition. Finally, we apply Lemma 15 to decompose the graph induced by the edges of the large
constellation C and the small graph F into copies of s P3 ∪ t P2.
If pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 6= ∅ then we are able to prove that our decomposition pi has very special properties
described in Lemmas 16 and 17. Using these properties we show an important Theorem 7 which says that if G is large
enough and there is no set Y of vertices of cardinality at most s + 1 in G for which the value of the parameter δG(Y )
is small then the necessary conditions for the existence of an (s P3 ∪ t P2)-decomposition of G are also sufficient. Our
target Theorem 8 is an easy corollary from Theorem 7.
4.1. Some technical lemmas
Lemma 4. Let s, t, u be arbitrary positive integers and pi an (s, t)-pseudoconstellation with the base X =
{x1, . . . , xs, xs+1, . . . , xs+t }, where x1, . . . , xs are centers of the P3-stars and xs+1, . . . , xs+t are centers of the P2-
stars that form pi . If |pi(xi )| ≥ (2s + t)u, for i = 1, . . . , s and |pi(xi )| ≥ (2s + t)u, for i = s + 1, . . . , s + t , then
there is an (s, t)-constellation ν ⊆ pi with the base X of type (s × u; t × u).
Proof. We define recursively vertex-disjoint P3-stars νi ⊆ pi(xi ), |νi | = u, for i = 1, . . . s and P2-stars νi ⊆ pi(xi ),
|νi | = u, for i = s + 1, . . . s + t . Let ν1 be any u-element subset of pi(x1). Suppose we have already defined νi for
some i < s. We define νi+1. By the definition of a pseudoconstellation, each of the elements of ν1 ∪ · · · ∪ νi may have
a common vertex with at most 2 elements of the star pi(xi+1). Thus at most i · 2u elements of pi(xi+1) have a common
vertex with some element of ν1 ∪ · · · ∪ νi . Since |pi(xi+1)| − 2iu ≥ (2s + t)u − 2(s − 1)u ≥ 2u we can choose u
elements of pi(xi+1) vertex-disjoint from ν1∪· · ·∪νi . Denote the P3-star they form by νi+1. Now, let s ≤ i ≤ s+t−1.
Suppose we have already defined νi . Each of the elements of ν1 ∪ · · · ∪ νs may have a common vertex with at most
2 elements of the P2-star pi(xi+1) and, for i > s each element of νs+1 ∪ · · · ∪ νi may have a common vertex with at
most 1 element of the P2-star pi(xi+1). Thus at most s · 2u + (i − s) · u elements of pi(xi+1) have a common vertex
with some element of ν1 ∪ · · · ∪ νi . Since |pi(xi+1)| − (2su + (i − s)u) ≥ (2s + t)u − (2su + (t − 1)u) = u, we
can choose u elements of pi(xi+1) vertex-disjoint from ν1 ∪ · · · ∪ νi . Denote the P2-star they form by νi+1. Clearly,
ν = ν1 ∪ · · · ∪ νs+t is the required constellation. 
The following simple lemmas shall be useful.
Lemma 5. If q ≥ χ ′(G) then the edge set of a graph G can be decomposed into matchings M1, . . . ,Mq such that
be(G)/qc ≤ e(Mi ) ≤ de(G)/qe, i = 1, . . . , q.
Proof. As q ≥ χ ′(G), one can decompose the graph G into q matchings M ′1, . . . ,M ′q (some of them possibly
edgeless). We shall use the following lemma (see [3], Lemma 6.3, p. 97, for its proof):
Let M and N be disjoint matchings of G with e(M) > e(N ). Then there are disjoint matchings M ′ and N ′ of
G such that e(M ′) = e(M)− 1, e(N ′) = e(N )+ 1 and E(M ′) ∪ E(N ′) = E(M) ∪ E(N ).
By successive application of this lemma we get a decomposition of G into q matchings M1, . . . ,Mq satisfying the
required conditions. 
This lemma implies the next one.
Lemma 6. Let p¯i be a collection of graphs isomorphic to P2 and G the graph induced by p¯i . If ` ≤ e(G)∆(G)+1 then p¯i
contains a P2-matching of size `.
Proof. Suppose that G does not contain a P2-matching of size `. Then in any good edge coloring of G into χ ′(G)
colors, there are less than ` edges colored with the same color. Thus the total number of edges in G is less than
χ ′(G)` ≤ (∆(G)+ 1)` ≤ e(G), a contradiction. 
Lemma 7. If A, B, and Y are sets such that |A| ≥ s, |B| ≥ t , |A ∪ B| ≥ s + t , Y ⊆ A ∪ B, |(A − B) ∩ Y | ≤ s,
|(B − A)∩ Y | ≤ t , and |Y | ≤ s + t then there exist disjoint sets A′ ⊆ A and B ′ ⊆ B such that |A′| = s, |B ′| = t and
Y ⊆ A′ ∪ B ′.
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Proof (Induction on |A ∩ Y | + |B ∩ Y |). If |A ∩ Y | + |B ∩ Y | = 0 then, as Y ⊆ A ∪ B, we get Y = ∅. In this case
the assertion of the lemma obviously holds because |A| ≥ s, |B| ≥ t and |A ∪ B| ≥ s + t .
Let us assume that |A∩Y |+|B∩Y | = k > 0 and that the lemma holds for smaller than k values of |A∩Y |+|B∩Y |.
As |A ∩ Y | + |B ∩ Y | > 0, A ∩ Y 6= ∅ or B ∩ Y 6= ∅. Assume that A ∩ Y 6= ∅ (the case B ∩ Y 6= ∅ is analogous).
We consider two cases.
Case 1. |(A − B) ∩ Y | 6= ∅.
Let y ∈ (A−B)∩Y . We define A1 = A−{y} and Y1 = Y −{y}. Observe that |A1| ≥ s−1, |A1∪B| ≥ (s−1)+ t ,
Y1 ⊆ A1 ∪ B, (A1 − B) ∩ Y1 = (A − B) ∩ Y − {y} so |(A1 − B) ∩ Y1| ≤ s − 1, (B − A1) ∩ Y1 = (B − A) ∩ Y .
Consequently, |(B − A1) ∩ Y1| ≤ t . Moreover, |Y1| ≤ (s − 1) + t . Hence, by the induction hypothesis, there exist
disjoint sets A′1 ⊆ A1 and B ′ ⊆ B such that |A′1| = s − 1, |B ′| = t and Y1 ⊆ A′1 ∪ B ′. The sets A′ = A′1 ∪ {y} and
B ′ satisfy the conclusion of the lemma.
Case 2. |(A − B) ∩ Y | = ∅.
Since A ∩ Y 6= ∅, there exists y ∈ A ∩ B ∩ Y .
Assume first that |B| > t . Then we define A2 = A − {y}, Y2 = Y − {y} and B2 = B − {y}. Observe that
|A2| ≥ s− 1, |B2| = |B| − 1 ≥ t + 1− 1 = t , |A2 ∪ B2| ≥ (s− 1)+ t , Y2 ⊆ A2 ∪ B2, |(A2− B2)∩ Y2| = 0 ≤ s− 1,
|(B2 − A2) ∩ Y2| = |(B − A) ∩ Y | ≤ t and |Y2| ≤ (s − 1) + t . By the induction hypothesis, there are disjoint sets
A′2 ⊆ A2 and B ′2 ⊆ B2 such that |A′2| = s− 1, |B ′2| = t and Y2 ⊆ A′2 ∪ B ′2. Then the sets A′ = A′2 ∪ {y} and B ′ = B ′2
satisfy the conclusion of the lemma.
Finally, let |B| = t . In this case let B ′ = B and let A′ be an arbitrary subset of A− B of cardinality s (observe that
|A− B| = |(A∪ B)− B| = |A∪ B|− |B| ≥ (s+ t)− t = s). It can be readily verified that the sets A′ and B ′ defined
this way satisfy the conclusion of the lemma. 
We shall need the following result.
Lemma 8 (Fiorini and Wilson [11]). If e(G) < 18 (3(∆(G))
2 + 6∆(G)− 1) then χ ′(G) = ∆(G).
Lemma 9 (Lonc [17], Lemma 2). Let pˆi be a collection of graphs isomorphic to P3. If k ≤ e(G(pˆi))6∆(G(pˆi)) then pˆi contains
a P3-matching of size k.
4.2. s P3-decompositions
Following Lonc [17], we define a kernel of a graph to be a set of vertices of degree at least 2R, where
R = 5 × 109s10. Moreover, let Gs denote the set of graphs G such that e(G) < 10Rs or the kernel of G has s
or s + 1 elements.
We shall use the following two theorems proved in Lonc [17].
Theorem 5 (Lonc [17], Theorem 3). Let G be a graph such that δG(Y ) ≥ R, for every Y ⊆ V (G), |Y | ≤ s + 1. Then
G admits an s P3-decomposition if and only if e(G) ≡ 0 (mod 2s) and G admits an e(G)/2s-good P3-decomposition.
Theorem 6 (Lonc [17], Theorem 4). If G admits an e(G)/2s-good P3-decomposition, e(G) ≡ 0 (mod 2s) and
G 6∈ Gs then G admits an s P3-decomposition.
Lemma 10. If a graph G admits an e(G)/2s-good P3-decomposition and e(G) ≥ 500s3 + 2s then G can be
decomposed into a copy of s P3 and a graph G ′ admitting an e(G ′)/2s-good P3-decomposition.
Proof. This lemma follows from a stronger Lemma 6 in [17]:
If G admits an e(G)/2s-good P3-decomposition then G can be decomposed into graphs G1 and G2 such that
G1 admits an s P3-decomposition, G2 admits an e(G2)/2s-good P3-decomposition and e(G2) ≤ 500s3.
Clearly, e(G) ≥ 500s3 + 2s so the graph G1 occurring in the statement above is nonempty and there is at least
one copy of s P3 in its s P3-decomposition. Removing a copy of s P3 from G1, we get a graph G ′1 which still has
an s P3-decomposition. This s P3-decomposition defines an e(G ′1)/2s-good P3-decomposition of G ′1. The union of
this decomposition and the e(G2)/2s-good P3-decomposition of G2 assured by the statement above forms a required
e(G ′)/2s-good P3-decomposition of the graph G ′ induced by the union of the edge sets of G ′1 and G2. 
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Lemma 11. Let n be a positive integer such that n ≥ s + 4, let X be any set of vertices in a graph G such that
degG x >
e(G)
2ns − 2r , for every x ∈ X and degG x < e(G)2ns + 2r , for every x 6∈ X. If G ∈ Gs , e(G) ≥ 18nsr R,
e(G) ≡ 0 (mod 2s), and there is an e(G)/2s-good P3-decomposition pi of G such that piV−X1 ∪ piV−X2 = ∅ then G
has an s P3-decomposition.
Proof. Clearly, all vertices of X belong to the kernel of G. By our assumptions, the kernel of G has either s or s + 1
vertices so |X | ≤ s + 1.
Suppose first that |X | < s. Let Y ⊆ V (G) = V and |Y | ≤ s + 1. Then∑
x∈Y
|pi(x)| =
∑
x∈X∩Y
|pi(x)| +
∑
x∈Y−X
|pi(x)| ≤ |X ∩ Y |e(G)
2s
+ (|Y − X |)
(
e(G)
2ns
+ 2r
)
≤ |X |e(G)
2s
+ |Y |e(G)
2ns
+ 2r(s + 1) ≤ (s − 1)e(G)
2s
+ (s + 1)e(G)
2ns
+ 2r(s + 1)
≤ e(G)
2
− R,
because e(G) ≥ 18nsr R. Since |pi | = e(G)2 ≥
∑
x∈Y |pi(x)| + R, at least R members of pi have no vertex in Y . Each
of them contributes at least 1 to δG(Y ), so δG(Y ) ≥ R. By Theorem 5, G has an s P3-decomposition.
We assume now that s ≤ |X | ≤ s + 1. Then at most one vertex of the kernel is not in X . We shall show that if
|piV−X3 | ≥
e(G)
2ns
+ R + 2r
then G has an s P3-decomposition.
Let Y ⊆ V (G) be any set of vertices of cardinality |Y | ≤ s + 1. If some vertex x0 of X is not in Y then the
component of G − Y containing x0 has at least degG x0 − (s + 1) ≥ e(G)/2ns − 2r − (s + 1) ≥ R + 1 edges. Thus
e(G − Y ) ≥ o(G − Y )− 1+ R + 1 so δG(Y ) ≥ R.
Assume now that X ⊆ Y . Then either Y = X or Y = X ∪ {y}, for some y 6∈ X . In the former case
G − Y = G − X contains the edges of all members of piV−X3 . Every member of piV−X3 contributes at least 1 to
δG(Y ). Thus δG(Y ) ≥ e(G)2ns + R + 2r ≥ R.
If Y = X ∪ {y} then degG y < e(G)2ns + 2r so y belongs to less than e(G)2ns + 2r members of piV−X3 . Hence G − Y
contains edges of more than |piV−X3 |− e(G)2ns −2r ≥ R members of piV−X3 . Each of them contributes at least 1 to δG(Y )
so δG(Y ) ≥ R. By Theorem 5, G has an s P3-decomposition.
Therefore we can assume in the following that |piV−X3 | < e(G)2ns + R + 2r .
Let pi be such a P3-decomposition of G that satisfies the conditions of the Lemma and |pi X3 | is as small as possible
(subject to these conditions). We claim that pi X3 = ∅. Indeed, suppose that it is not so and that f ∈ pi X3 is a copy of P3
centered at x ∈ X . Since piV−X1 ∪ piV−X2 = ∅, |pi(x)| ≥ 12 degG x ≥ e(G)4ns − r ≥ s + 1 and |pi X2 (x) ∪ pi X3 (x)| ≤ s, we
get |pi X1 (x)| = |pi(x)| − |pi X2 (x) ∪ pi X3 (x)| ≥ 1. Let g ∈ pi X1 (x). By exchanging an edge between f and g we get an
e(G)/2s-good P3-decomposition of G which satisfies the conditions of the lemma and contradicts the minimality of
pi . Hence, pi X3 = ∅.
Observe that since piV−X1 ∪ piV−X2 ∪ pi X3 = ∅, pi = pi X1 ∪ pi X2 ∪ piV−X3 . Clearly, p = |pi X2 | ≤
(
s+1
2
)
. Let
pi X2 = { f1, . . . , f p}. Moreover, label the vertices in X = {x1, . . . , x`} such that |pi(x1)| ≥ · · · ≥ |pi(x`)|, where
` = |X | (` = s or ` = s + 1).
For each i = 1, . . . , p, we shall construct pairwise disjoint collections µi ⊆ pi inducing copies of s P3 such that
fi ∈ µi and the P3-decomposition θi = pi − (µ1 ∪ · · · ∪µi ) of the graph Gi = G(θi ) is e(Gi )/2s-good. Suppose we
have already defined pairwise disjoint collections µ1, . . . , µi−1, i ≤ p. We construct µi .
If ` = s + 1 then for every x ∈ X which is not a vertex of fi choose from each of the collections pi X1 (x) one
of its members (not chosen for any of µ1, . . . , µi−1) such that they are pairwise vertex-disjoint and they are vertex-
disjoint from fi . This is possible because each pi X1 (x) is large enough (more precisely, |pi X1 (x)| = |pi(x)|− |pi X2 (x)| ≥
1
2 degG x − s ≥ e(G)4nr − r − s ≥ 2(p− 1)+ 2(s − 2)+ 1). Denote the union of this collection of s − 1 members of pi
and fi by µi .
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If ` = s then notice that at most ∑si=1 |pi(xi )| − p ≤ se(G)/2s − p = e(G)/2 − p members of pi have a vertex
in X . Hence at least p members of pi have no vertex in X . Thus, for every fi there is ei ∈ piV−X3 which has no vertex
in X and the ei ’s are pairwise different. We can assume that for each i , fi and ei are vertex-disjoint. Otherwise, we
exchange the edge of fi (centered at some x ′ ∈ X ) which does not have both ends in X with an edge of some member
of pi X1 (x
′) which is vertex-disjoint from ei (we can do it because pi X1 (x ′) is large enough). For every x ∈ X which is
not a vertex of fi choose from each of the collections pi X1 (x) one of its members (not chosen for any of µ1, . . . , µi−1)
such that they are pairwise vertex-disjoint and they are vertex-disjoint from fi and ei . It is possible because each
pi X1 (x) is large enough. Denote the union of this collection of s − 2 members of pi , fi , and ei by µi .
Clearly, each µi induces a copy of s P3. Moreover, each µi covers all vertices in X . Since, for y 6∈ X ,
|pi(y)| ≤ degG(y) < e(G)2ns + 2r ≤ e(G)2s − p, the P3-decomposition θi = pi − (µ1 ∪ · · · ∪µi ) of the graph Gi = G(θi )
is e(Gi )/2s-good. In particular, θ = θp is an e(G ′)/2s-good P3-decomposition of the graph G ′ = G(θ).
Obviously, θ = θ X1 ∪θV−X3 . As |piV−X3 | < e(G)2ns +R+2r , by the construction of θ , q = |θV−X3 | < e(G)2ns +R+2r ≤
e(G)−2s
(
s+1
2
)
ns ≤ e(G)−2spns = e(G
′)
ns . Let θ
V−X
3 = {g1, . . . , gq}. For each i = 1, . . . , q , we shall construct pairwise
disjoint collections νi ⊆ θ inducing copies of s P3 such that gi ∈ νi and the P3-decomposition ψi = θ− (ν1∪· · ·∪νi )
of the graph G ′i = G ′(ψi ) is e(G ′i )/2s-good.
Suppose we have already defined pairwise disjoint collections ν1, . . . , νi−1, i ≤ q such that g j ⊆ ν j , for
j = 1, . . . , i − 1, and the collection ψi−1 = θ − (ν1 ∪ · · · ∪ νi−1) is an e(G ′i−1)/2s-good P3-decomposition of
the graph G ′i−1 = G ′(ψi−1). We construct νi . Denote by x1, . . . , xs−1 those vertices x ∈ X for which |ψi−1(x)| is
the largest. Notice that |ψi−1(xs−1)| ≥ 3R. Indeed, otherwise
e(G ′i−1)
2
=
∑
x∈X
|ψi−1(x)| + q − (i − 1) <
e(G ′i−1)
2s
· (s − 2)+ 3 · 3R + e(G
′)
ns
− (i − 1)
≤ e(G
′
i−1)
2
− e(G
′
i−1)
s
+ 9R + e(G
′
i−1)+ 2s(i − 1)
ns
− (i − 1)
≤ e(G
′
i−1)
2
− e(G
′
i−1)
s
+ e(G
′
i−1)
ns
+ 9R.
Hence
e(G ′i−1)
2s < 9R so e(G
′) = e(G ′i−1)+ 2s(i − 1) ≤ e(G ′i−1)+ 2sq < 18Rs+ 2s · e(G
′)
ns . Thus e(G
′) < 18Rs nn−2
and consequently e(G) = e(G ′)+ p ·2s ≤ e(G ′)+
(
s+1
2
)
·2s = e(G ′)+s2(s+1) < 18Rs nn−2+s2(s+1) < 18ns R,
a contradiction. Hence |ψi−1(xs−1)| ≥ 3R.
Since, for j = 1, . . . , s − 1, |ψi−1(x j )| ≥ |ψi−1(xs−1)| ≥ 3R, we can choose one member from each ψi−1(x j ),
for j = 1, . . . , s − 1, such that they are pairwise vertex-disjoint and vertex-disjoint from gi . We can do it because
|ψi−1(x j )| is large enough. These graphs together with gi define the collection νi inducing s P3. Obviously, this
graph covers the vertices x1, . . . , xs−1. To prove that the collection ψi = θ − (ν1 ∪ · · · ∪ νi ) is an e(G ′i )/2s-good
P3-decomposition of the graph G ′i = G ′(ψi ) observe that for x ∈ X − {x1, . . . , xs−1}, |ψi−1(x)| <
e(G ′i−1)
2s because
otherwise |ψi−1(x1)| = · · · = |ψi−1(xs−1)| = |ψi−1(x)| = e(G
′
i−1)
2s , soψi−1 = ψi−1(x1)∪· · ·∪ψi−1(xs−1)∪ψi−1(x),
a contradiction with gi ∈ ψi−1− (ψi−1(x1)∪· · ·∪ψi−1(xs−1)∪ψi−1(x)). As e(G ′) = e(G ′i )+2si ≤ e(G ′i )+2sq ≤
e(G ′i )+ 2sns e(G ′), we get e(G ′) ≤ nn−2 e(G ′i ). Hence, for x 6∈ X , |ψi−1(x)| ≤ q+|X | < e(G
′)
ns +s+1 ≤
e(G ′i )
s(n−2)+s+1 ≤
e(G ′i )
2s . The last inequality follows because
e(G ′i )
2s −
e(G ′i )
s(n−2) = n−4n−2 ·
e(G ′i )
2s = n−4n−2 · e(G
′)−2si
2s ≥ n−4n−2 · e(G
′)−2sq
2s ≥
n−4
n−2 · e(G
′)−2se(G ′)/ns
2s = n−4n · e(G
′)
2s = n−4n · e(G)−2sp2s ≥ 15 ·
18nsr R−2s
(
s+1
2
)
2s ≥ s + 1. Thus the collection ψi is an
e(G ′i )/2s-good P3-decomposition of the graph G ′i = G ′(ψi ).
The graph G ′′ = G ′(ψq) obtained this way is bipartite and ψ = ψq is an e(G ′′)/2s-good P3-decomposition which
consists solely of members of ψ X1 .
We shall show that ψ can be partitioned into e(G
′′)
2s subsets inducing graphs s P3, which will complete the proof.
We shall apply the following lemma proved in [17] (Lemma 8).
Let N ≡ 0 (mod s) and N ≥ 8s(s + 1). Denote by X1, . . . , Xs+1 pairwise disjoint sets such that |X i | ≤ Ns ,
for i = 1, . . . , s + 1 and ∑s+1i=1 |X i | = N . Let H = H(X1, . . . , Xs+1) be a graph with the vertex set ⋃s+1i=1 X i
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such that the sets X1, . . . , Xs+1 are cliques in H and, for i, j = 1, . . . , s + 1, i 6= j , each vertex x ∈ X i is
adjacent to at most 4 vertices in X j . Then the set of vertices of H can be partitioned into Ns independent subsets
of cardinality s.
Let
N = |ψ | = e(G
′′)
2
= 1
2
(e(G ′)− 2sq) ≥ 1
2
(
e(G ′)− 2s e(G
′)
ns
)
= 1
2
n − 2
n
e(G ′)
= 1
2
· n − 2
n
(e(G)− 2sp) ≥ 1
2
· n − 2
n
(
e(G)− 2s
(
s + 1
2
))
≥ 8s(s + 1).
The last inequality follows by n ≥ s+4 and e(G) ≥ 18nsr R. Let H be a graph with the vertex set ψ . A pair e, f ∈ ψ
forms an edge in H if e and f have a common vertex.
Let X = {x1 . . . , x`}, where ` = s or ` = s + 1. Define X i = ψ(xi ), for i = 1, . . . , |X |. Moreover, if ` = s then
Xs+1 = ∅.
The assumptions of Lemma 4.2 are satisfied, because every graph in ψ(xi ) has a common vertex with at most 2
graphs from ψ(x j ), for i 6= j . The vertex set of H can be partitioned into Ns independent subsets of cardinality s. It
clearly corresponds to an s P3-decomposition of G ′′. 
Lemma 12. Let n be a positive integer such that n ≥ max(3s, 2t), G a graph such that e(G) ≡ 0 (mod r), and pi an
e(G)/r-good (s, t)-decomposition of G. Define Gˆ = G(pˆi), G¯ = G(p¯i) and denote by Y the set of vertices x in G
such that degGˆ x ≥ e(G)2nr . If G¯ has a t P2-decomposition, Gˆ has an s P3-decomposition, and G¯ has no vertex in Y then
G has an (s P3 ∪ t P2)-decomposition.
Proof. Let τ¯ (respectively τˆ ) be the collection of t P2-matchings isomorphic to t P2 (resp. P3-matchings isomorphic
to s P3) that form a t P2-decomposition of G¯ (resp. an s P3-decomposition of Gˆ).
Consider a bipartite graph B with vertex classes τ¯ and τˆ . Clearly, |τ¯ | = |τˆ | = e(G)/r . Two vertices are joined by
an edge in B if the corresponding members of τ¯ and τˆ are vertex-disjoint. Since the members of τ¯ do not have vertices
in Y , each vertex of B in τ¯ has the degree larger than
|τˆ | − 2te(G)
2nr
= e(G)
r
− 2te(G)
2nr
≥ e(G)
2r
= |τˆ |
2
.
Similarly, each vertex of B in τˆ has the degree larger than
|τ¯ | − 3se(G)
2nr
= e(G)
r
− 3se(G)
2nr
≥ e(G)
2r
= |τ¯ |
2
.
By Hall’s theorem the graph B has a perfect matching so G has an (s P3 ∪ t P2)-decomposition. 
4.3. The case pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 = ∅
Lemma 13. Let e(G) ≥ 18m2r3 R, where m ≥ 2r , e(G) ≡ 0 (mod r), and let X be the set of vertices of degree at
least e(G)/2mr in G. If there is an e(G)/r-good (s, t)-decomposition pi of G such that
pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 = ∅
and for every y ∈ X, |p¯i(y)| < (4r + 1)m then G has an (s P3 ∪ t P2)-decomposition.
Proof. Obviously, 2e(G) ≥∑y∈X degG y ≥ |X |e(G)/2mr so q = |X | ≤ 4mr .
Notice that, by our assumptions, every member of pˆi has a vertex in X . Hence se(G)/r = |pˆi | ≤ ∑x∈X |pˆi(x)| ≤∑
x∈X |pi(x)| ≤ qe(G)/r so q ≥ s. Moreover, if q = |X | = s then for every x ∈ X , |pˆi(x)| = |pi(x)| = e(G)/r .
Thus p¯i(x) = ∅, for every x ∈ X , i.e. p¯i X1 = ∅, when q = s.
We make some modifications of the decomposition pi . We will abuse the notation a little bit by denoting by pi
decompositions after modifications too.
We eliminate members of p¯i X2 . Clearly, |p¯i X2 | ≤
( q
2
)
. Let e be a member of p¯i X2 and let x ∈ X be one of the ends of e.
Observe that |pˆi X1 (x)| ≥ 12 degG x−|pˆi X2 (x)∪pˆi X3 (x)|−|p¯i(x)| ≥ 12 degG x−(q−1)−(4r+1)m ≥ e(G)4mr −(8r+1)m ≥
q − 1, because e(G) ≥ 18m3r3 R. Denote by f any member of pˆi X1 (x). We exchange one of the edges of f with e.
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This way we replace one copy of P3 in pˆi X1 (x) and a copy of P2 in p¯i
X
2 (x) by a copy of P3 in pˆi
X
2 (x) centered at x and
a copy of P2 in p¯i X1 (x). We make at most
( q
2
)
replacements of this type so we create at most
( q
2
)
new members of p¯i X1 .
In this new decomposition pi the condition |p¯i(y)| < (4r + 1)m, for y ∈ X , is still satisfied.
The resulting decomposition is an e(G)/r -good (s, t)-decomposition of G because the numbers |pi(y)|, for every
y ∈ V (G), do not change by this elimination. We will assume in the following that p¯i X2 = ∅.
By our assumptions |p¯i X1 | < |X |(4r + 1)m ≤ 4mr(4r + 1)m ≤ 20m2r2. Let e1, . . . , ep, p ≤ 20m2r2, be members
of p¯i X1 .
For each i = 1, . . . , p, we shall construct pairwise disjoint collections τi ⊆ pi inducing copies of s P3 ∪ t P2 such
that ei ∈ τi and the (s, t)-decomposition pii = pi − (τ1 ∪ · · · ∪ τi ) of the graph Gi = G(pii ) is e(Gi )/r -good. As we
observed earlier, p = |p¯i X1 | = 0, if q = s so we assume in our construction that q ≥ s + 1. Suppose we have already
defined pairwise disjoint collections τ1, . . . , τi−1, i ≤ p. We construct τi .
Let x1, . . . , xq be the vertices of X labelled such that |pii−1(x1)| ≥ · · · ≥ |pii−1(xq)|. Denote by x ji the vertex of
ei that belongs to X .
Let s′ = s if ji > s and s′ = s + 1 if ji ≤ s. Moreover denote X0 = {x1, . . . , xs′} − {x ji }. Clearly, |X0| = s.
For every x j ∈ X0, choose from each of the collections pˆi X1 (x j ) one of its members (not chosen for any of
τ1, . . . , τi−1) such that they are pairwise vertex-disjoint and are vertex-disjoint from ei . It is possible because each
pˆi X1 (x j ) is large enough (more precisely, |pˆi X1 (x j )| − (i − 1) = |pi(x j )| − |p¯i(x j )| − |pˆi X3 (x j ) ∪ pˆi X2 (x j )| − (i − 1) >
1
2 degG x j − (4r + 1)m − (q − 1) − (i − 1) ≥ e(G)4mr − (4r + 1)m − 4mr − 20m2r2 ≥ 2(s − 1) + 1). Denote this
collection of pairwise vertex-disjoint s copies of P3 and ei by τ ′i .
By the definition of X , the graph Hi−1 induced by the members of p¯ii−1 with no vertex at X has its maximum
degree ∆(Hi−1) < e(G)2mr . Moreover
e(Hi−1) ≥ te(G)r − t (i − 1)− (4r + 1)m|X |
≥ te(G)
r
− t · 20m2r2 − (4r + 1)m · 4mr ≥ te(G)
2r
.
Hence
χ ′(Hi−1) ≤
⌈
e(G)
2mr
⌉
≤
⌈
e(Hi−1)
mt
⌉
.
By Lemma 5, Hi−1 contains a matching of size e(Hi−1)⌈ e(Hi−1)
mt
⌉
 ≥ e(Hi−1)e(Hi−1)mt + 1 =
mt · e(Hi−1)
e(Hi−1)+ mt ≥
1
2
mt ≥ r = 2s + 1+ (t − 1).
This matching contains t − 1 edges which are vertex-disjoint from the vertices of the members of τ ′i . Define τi to be
the union of this matching of size t − 1 and τ ′i .
It is clear that τi induces a copy of s P3 ∪ t P2. To prove that pii = pi − (τ1 ∪ · · · ∪ τi ) is an e(Gi )/r -good
(s, t)-decomposition of the graph Gi = G(pii ), we need to show that |pii−1(x)| < e(Gi−1)r , for all vertices x in Gi−1
uncovered by τi .
For x 6∈ X ,
|pii−1(x)| ≤ degG x <
e(G)
2mr
≤ e(G)− 20m
2r3
r
≤ e(G)− r(i − 1)
r
= e(Gi−1)
r
.
Clearly, the vertices x1, . . . , xs are all covered by τi . Let xk be a member of X which is not covered by τi . Then
s∑
j=1
|pˆii−1(x j )| + |pˆii−1(xk)| ≤ |pˆii−1| +
(
s + 1
2
)
≤ se(G)
r
+
(
s + 1
2
)
.
Thus, for some j0 = 1, . . . , s, k,
|pˆii−1(x j0)| ≤
1
s + 1
(
se(G)
r
+
(
s + 1
2
))
.
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Consequently,
|pii−1(xk)| ≤ |pii−1(x j0)| = |pˆii−1(x j0)| + |p¯ii−1(x j0)|
<
1
s + 1
(
se(G)
r
+
(
s + 1
2
))
+ (4r + 1)m ≤ e(G)− 20m
2r3
r
≤ e(G)− r(i − 1)
r
= e(Gi−1)
r
.
We have shown that ψ = pi − (τ1 ∪ · · · ∪ τp) is an e(H)/r -good (s, t)-decomposition of H = G p such that
members of ψ¯ have no vertices in X .
We shall show that the graph Hˆ induced by ψˆ has an s P3-decomposition. If Hˆ 6∈ Gs then it follows from Theorem 6.
Otherwise we apply Lemma 11.
Let us check that its assumptions are satisfied for X and n = 4m. For every vertex x j ∈ X ,
degHˆ x j ≥
e(G)
2mr
− 2p ≥ e(G)
2mr
− 40m2r2 ≥ e(G)
4mr
≥ e(H)
4mr
= e(Hˆ)
8ms
, (11)
as e(H)r = e(Hˆ)2s .
Since ψˆ = ψˆ X1 ∪ ψˆ X2 ∪ ψˆ X3 , for x 6∈ X ,
degHˆ x ≤ |X | ≤ 4mr <
e(G)− 20m2r3
4mr
≤ e(G)− r p
4mr
= e(H)
4mr
= e(Hˆ)
8ms
. (12)
Finally, ψˆ is an e(Hˆ)/2s-good P3-decomposition of Hˆ , ψˆ
V−X
1 ∪ψˆV−X2 = ∅ and e(Hˆ) = 2sr e(H) = 2sr (e(G)−r p) ≥
2s
r (e(G) − 20m2r3) ≥ 18 · (4m)sr R so the assumptions of Lemma 11 are satisfied. Consequently, Hˆ has an s P3-
decomposition.
Now we show that H¯ has a t P2-decomposition. Observe that for y ∈ X , degH¯ y = 0 and for y 6∈ X ,
degH¯ y ≤ degG y < e(G)2mr and thus
χ ′(H¯) ≤ ∆(H¯)+ 1 ≤ e(G)
mr
≤ e(G)
r
− 20m2r2 ≤ e(G)
r
− p = e(G)− r p
r
= e(H)
r
= e(H¯)
t
.
Thus, by Lemma 5, H¯ has a t P2-decomposition.
By (11), for every x j ∈ X ,
degHˆ x j ≥
e(H)
4mr
and by (12), for x 6∈ X ,
degHˆ x <
e(H)
4mr
.
By Lemma 12 (applied for G = H , pi = ψ , n = 2m, and Y = X ) our lemma follows. 
Lemma 14. Let e(G) ≥ 4m2r2(2r + 1), where m is an arbitrary positive integer divisible by r , m′ = mr , and let X
be the set of vertices of degree at least e(G)/2mr in G. Assume that G admits an e(G)/r-good (s, t)-decomposition
pi such that
pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 = ∅.
If for some y ∈ X, |p¯i(y)| ≥ (4r + 1)m then the decomposition pi contains a subset C which is a regular m′-
constellation of type (s×m′; (t−i)×m′; im′×1), where 0 ≤ i < t and pi−C is an e(H)/r-good (s, t)-decomposition
of the graph H = G(pi − C).
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Proof. Obviously,
2e(G) ≥
∑
x∈X
degG x ≥ |X |e(G)/2mr
so q = |X | ≤ 4mr .
First we shall prove that the decomposition pi contains a subset C which is an m′-constellation, where m′ = mr ,
and next that pi − C is an e(H)/r -good (s, t)-decomposition of the graph H = G(pi − C). Let X = {x1, . . . , xq} and
assume that members of X are labelled such that |pˆi(x1)| ≥ · · · ≥ |pˆi(xq)|.
Notice that by our assumptions, every member of pˆi has a vertex in X . Hence se(G)/r = |pˆi | ≤ ∑qi=1 |pˆi(xi )| ≤
qe(G)/r so q ≥ s.
Moreover,
(q − (s − 1))|pˆi(xs)| ≥
q∑
i=s
|pˆi(xi )| ≥ |pˆi | −
s−1∑
i=1
|pˆi(xi )| ≥ se(G)r − (s − 1)
e(G)
r
= e(G)
r
.
Hence
|pˆi(xs)| ≥ e(G)rq ≥
e(G)
4mr2
. (13)
For x 6∈ X
|pi(x)| ≤ degG x ≤
e(G)
2mr
<
e(G)
r
− m′. (14)
Hence
Y =
{
x : |pi(x)| ≥ e(G)
r
− m′
}
⊆ X.
Suppose |Y | ≥ s + t + 1. Then, since pˆiV−X1 = ∅,
|Y |
(
e(G)
r
− m′
)
≤
∑
x∈Y
|pi(x)| ≤ s + t
r
e(G)+
(q
2
)
.
Consequently,
e(G) ≤ (|Y | − s − t)e(G) ≤ r
(
m′ |Y | +
(q
2
))
≤ r
(
qm′ +
(q
2
))
< 4m2r2(2r + 1)
contradicting the assumption. Thus |Y | ≤ s + t .
Let A = {xi ∈ X :
∣∣pˆi X1 (xi )∣∣ ≥ rm′} and B = {xi ∈ X : ∣∣p¯i X1 (xi )∣∣ ≥ rm′}. For every xi ∈ A (resp. xi ∈ B) pˆi X1 (xi )
(resp. p¯i X1 (xi )) contains a regular P3-star (resp. P2-star) Si (resp si ) consisting of rm
′ copies of P3 (respectively P2).
Since for each xi ∈ X ,
|pˆi X1 (xi )| + |p¯i X1 (xi )| = |pi(xi )| − |pˆi X2 (xi )| − |pˆi X3 (xi )| − |p¯i X2 (xi )| ≥
1
2
degG xi − (q − 1)
≥ e(G)
4mr
− 4mr ≥ 2m′r,
X = A ∪ B. Moreover, by (13), |A| ≥ s.
We shall show now that if B ⊆ A then |A| ≥ s + 1. Suppose |A| = |A ∪ B| = |X | = s. By our assumptions, for
some y ∈ X , |p¯i(y)| ≥ (4r + 1)m. Moreover |pˆi(y)| + |p¯i(y)| ≤ e(G)r . Hence, as piV−X3 = ∅,
|pˆi | ≤
s∑
i=1
|pˆi(xi )| ≤ s e(G)r − |p¯i(y)| ≤ |pˆi | − (4r + 1)m,
a contradiction, so |A| ≥ s + 1.
Next observe that B 6= ∅. Indeed, by our assumptions, |p¯i X1 (y)| = |p¯i(y)| − |p¯i X2 (y)| ≥ (4r + 1)m − (q − 1) ≥
(4r + 1)m − 4mr = m = rm′, so y ∈ B.
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Note that |(A − B) ∩ Y | ≤ s. Indeed, for every xi ∈ (A − B) ∩ Y ,
∣∣p¯i X1 (xi )∣∣ ≤ rm′ − 1 and ∣∣p¯i X2 (xi )∣∣ ≤ q − 1.
Thus ∣∣pˆi(xi )∣∣ ≥ e(G)r − m′ − |p¯i(xi )| ≥ e(G)r − 5mr.
If |(A − B) ∩ Y | ≥ s + 1 then
s + 1
r
e(G)− 5mr(s + 1) ≤
∑
xi∈(A−B)∩Y
∣∣pˆi(xi )∣∣ ≤ ∣∣pˆi ∣∣+ ( |Y |2
)
≤ s
r
e(G)+
(
s + t
2
)
contradicting the assumption.
Similarly, |(B − A) ∩ Y | ≤ t . Indeed, for every xi ∈ (B − A) ∩ Y ,
∣∣pˆi X1 (xi )∣∣ ≤ rm′ − 1 and ∣∣pˆi X2 (xi ) ∪ pˆi X3 (xi )∣∣ ≤
q − 1. Thus
|p¯i(xi )| ≥ e(G)r − m
′ − ∣∣pˆi(xi )∣∣ ≥ e(G)r − 5mr.
If |(B − A) ∩ Y | ≥ t + 1 then
t + 1
r
e(G)− 5mr(t + 1) ≤
∑
xi∈(B−A)∩Y
|p¯i(xi )| ≤ |p¯i | +
( |Y |
2
)
≤ t
r
e(G)+
(
s + t
2
)
contradicting the assumption.
Consider three cases.
Case 1. |B| < t .
If B − A 6= ∅ then define A¯ to be any s-element subset of A containing (A− B)∩ Y . As it was observed earlier, if
B ⊆ A then |A| ≥ s + 1. In this case define A¯ to be any s-element subset of A − {y} that contains (A − B) ∩ Y . As
y ∈ B, in both cases B − A¯ 6= ∅.
Define M = {Si : xi ∈ A¯} ∪ {si : xi ∈ B − A¯}. Note that, for each 1 ≤ i ≤ q
|Si | = rm′ = (2s + t)m′ ≥ (2s +
∣∣B − A¯∣∣)m′ and
|si | ≥ (2s +
∣∣B − A¯∣∣)m′
so by Lemma 4, M contains a regular (s, ∣∣B − A¯∣∣)-constellation C′ of type (s × m′; ∣∣B − A¯∣∣ × m′) and a base
containing Y (because Y = ((A − B) ∩ Y ) ∪ ((B − A) ∩ Y ) ⊆ A¯ ∪ (B − A¯)).
Let pi ′ = pi −⋃xi∈ A¯∪B pi(xi ) and denote G ′ = G(pi ′). For xi ∈ X − ( A¯ ∪ B),
degG ′ xi ≤
∣∣∣p¯i X1 (xi )∣∣∣+ ∣∣∣p¯i X2 (xi )∣∣∣ ≤ (rm′ − 1)+ q − 1 < 5mr.
For x 6∈ X ,
degG ′ x ≤
e(G)
2mr
.
Since 5mr ≤ e(G)2mr , ∆(G ′) ≤ e(G)2mr . Note that
e(G ′) ≥ |p¯i | − (t − 1)e(G)
r
− s · 5mr = e(G)
r
− 5mrs > e(G)
2r
+ m ≥ rm′(∆(G ′)+ 1),
because for all vertices xi ∈ A¯ − B,∣∣∣p¯i X1 (xi )∣∣∣+ ∣∣∣p¯i X2 (xi )∣∣∣ ≤ (rm′ − 1)+ (q − 1) ≤ 5mr.
We conclude by Lemma 6 that pi ′ contains a P2-matching of size rm′. At most 2sm′ + |B − A¯|m′ members of this
P2-matching have a common vertex with some member of C′. Thus at least rm′−2sm′−|B− A¯|m′ = (t−|B− A¯|)m′
graphs P2 belonging to this matching do not have a common vertex with any member of C′. Hence C′ can be extended
to a regular m′-constellation C of type (s × m′; ∣∣B − A¯∣∣× m′, (t − ∣∣B − A¯∣∣)m′ × 1).
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Case 2. |B| ≥ t and |A ∪ B| ≥ s + t .
Since, as we observed earlier, |(A − B) ∩ Y | ≤ s and |(B − A) ∩ Y | ≤ t , by Lemma 7, we can choose disjoint
sets A′ ⊆ A, B ′ ⊆ B such that ∣∣A′∣∣ = s, ∣∣B ′∣∣ = t and Y ⊆ A′ ∪ B ′.
Define M = {Si : xi ∈ A′} ∪ {si : xi ∈ B ′}. By the equalities
|si | = |Si | = rm′ = (2s + t)m′,
and Lemma 4, M contains a regular (s, t)-constellation C of type (s × m′; t × m′). This is a regular m′-constellation
whose base contains Y .
Case 3. |B| ≥ t and |A ∪ B| < s + t .
If B − A 6= ∅ then define A¯ to be any s-element subset of A containing A − B. Such a set A¯ exists because
|A−B| = |(A∪B)−B| = |A∪B|−|B| < s. If B ⊆ A then |A| ≥ s+1. In this case define A¯ to be any s-element subset
of A−{y} that contains A− B. As y ∈ B, in both cases B− A¯ 6= ∅ and |B− A¯| ≤ |(A∪ B)− A¯| = |A∪ B|−| A¯| < t .
Define M = {Si : xi ∈ A¯} ∪ {si : xi ∈ B − A¯}. Since
|Si | = |si | = rm′ ≥ (2s +
∣∣B − A¯∣∣)m′,
by Lemma 4, M contains a regular (s, ∣∣B − A¯∣∣)-constellation C′ of type (s × m′; (∣∣B − A¯∣∣) × m′) whose base
contains Y .
Let pi ′ = pi −⋃qi=1 pi(xi ). Observe that
∆(G(p¯i ′))+ 1 < e(G)
2mr
+ 1 ≤ e(G)
mr
.
As all members of pˆi have a vertex in X = A ∪ B,
e(G(pi ′)) = ∣∣pi ′∣∣ = ∣∣pi ′∣∣ ≥ |pi | − q · e(G)
r
= s + t − q
r
· e(G) ≥ 1
r
e(G) >
e(G)
2r
+ m
> rm′(∆(G(p¯i ′))+ 1).
By Lemma 6, pi ′ contains a P2-matching of size rm′.
At most 2sm′ + ∣∣B − A¯∣∣m′ members of this P2-matching have a common vertex with some member of C′. Thus
C′ can be extended by a P2-matching of size
rm′ − 2sm′ − ∣∣B − A¯∣∣m′ = (t − ∣∣B − A¯∣∣)m′
to a regular m′-constellation C of type (s × m′, ∣∣B − A¯∣∣× m′, (t − ∣∣B − A¯∣∣)× 1).
It remains to show that θ = pi − C is an e(G2)/r -good (s, t)-decomposition of G2 = G(θ).
It is clearly an (s, t)-decomposition of G2. By the construction all vertices of Y belong to m′ members of C. Hence,
if x ∈ Y then
|θ(x)| = |pi(x)| − |C(x)| ≤ e(G)
r
− m′ = e(G2)
r
.
If x 6∈ Y then
|θ(x)| ≤ |pi(x)| < e(G)
r
− m′ = e(G2)
r
.
Consequently, θ is e(G2)/r -good. 
Lemma 15. Let F be a graph induced by edges of an e(F)/r-good (s, t)-decomposition λ and e(F) ≡ 0 (mod r).
Moreover, let C be a regular (s, t − k + km′)-constellation of type (s ×m′; (t − k)×m′; km′ × 1), 0 ≤ k < t , where
m′ ≥ (8t + 4)e(F) + 100r3 R, whose members are edge-disjoint from F. Then the graph G induced by the edges of
ν = C ∪ λ has an (s P3 ∪ t P2)-decomposition.
Proof. Denote by y1, . . . , ys (respectively, by z1, . . . , zt−k) the centers of the P3-stars (respectively, P2-stars) in C.
Define Y0 = {y1, . . . , ys}, Z0 = {z1, . . . , zt−k}, and X0 = Y0 ∪ Z0. As t > k, Z0 6= ∅.
Observe that ν is an e(G)/r -good (s, t)-decomposition of the graph G, because, for x ∈ X0,
|ν(x)| ≤ e(F)
r
+ m′ = e(F)+ rm
′
r
= e(G)
r
,
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Fig. 2. Five modifications of the (s, t)-decomposition ν.
and, for x 6∈ X0,
|ν(x)| ≤ e(F)
r
+ 1 ≤ e(F)
r
+ m′ = e(G)
r
.
We will make now several modifications of the (s, t)-decomposition ν. Abusing the notation a little bit, we will
denote by ν (s, t)-decompositions after modifications too. The five modifications described below are illustrated in
Fig. 2.
(i) We eliminate members of νˆV−X01 ∪ νˆV−X02 .
We split every member of νˆV−X01 ∪ νˆV−X02 into two copies of P2 and we glue two members of ν¯X01 (z1) to form a
copy of P3. Each time we destroy one copy of P3 in νˆ
V−X0
1 ∪ νˆV−X02 and two copies of P2 in ν¯X01 , we create a new
copy of P3 in νˆ
X0
1 and two copies of P2 in ν¯
X0
1 ∪ ν¯V−X02 . We make at most |λˆ| = se(F)/r replacements of this kind.
(ii) We eliminate members of νˆX03 centered at vertices of Z0.
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Let zi be the center of a member of some f ∈ νˆX03 . We replace f and two of the members of ν¯X01 (zi ) by a copy of
P3 in νˆ
X0
1 (zi ) and two copies of P2 in ν¯
X0
2 (zi ).
(iii) We eliminate members of νˆX03 centered at vertices of Y0.
Let f ∈ νˆX03 (yi ), for some yi ∈ Y0 and let g ∈ νˆX01 (yi ). We exchange one edge of f with one edge of g. This way
we replace two copies of P3, one in νˆ
X0
3 (yi ) and one in νˆ
X0
1 (yi ) with two copies of P3 in νˆ
X0
2 (yi ).
(iv) We eliminate members of νˆX02 centered at vertices of Z0.
Let f ∈ νˆX02 (zi ), for some zi ∈ Z0 and let e ∈ ν¯X01 (zi ). We exchange in f the edge with both ends in X0 with e.
This way we replace one copy of P3 in νˆ
X0
2 (zi ) and a copy of P2 in ν¯
X0
1 (zi ) by a copy of P3 in νˆ
X0
1 (zi ) and a copy of
P2 in ν¯
X0
2 (zi ).
We make at most
( s+t
2
)
replacements of types (ii), (iii) and (iv).
(v) We eliminate members of ν¯X02 with one or two vertices in Y0.
Let e be a member of ν¯X02 and let yi ∈ Y0 be one of the ends of e. Denote by f any member of νˆX01 (yi ). We
exchange one of the edges of f with e. This way we replace one copy of P3 in νˆ
X0
1 (yi ) and a copy of P2 in ν¯
X0
2 (yi )
by a copy of P3 in νˆ
X0
2 (yi ) centered at yi and a copy of P2 in ν¯
X0
1 (yi ). We make at most
( s+t
2
)− ( t2) replacements of
this type.
Using the modifications described in (i)–(v) we destroyed at most se(F)/r + ( s+t2 ) + ( s+t2 ) − ( t2) ≤ se(F)/r +
2(s+t)2 copies of P3 and at most 2se(F)/r+2
( s+t
2
)+( s+t2 )−( t2) ≤ 2se(F)/r+2(s+t)2 copies of P2. The resulting
decomposition is an e(G)/r -good (s, t)-decomposition of G. Indeed, no replacement increases the numbers |ν(y j )|,
j = 1, . . . , s and |ν(z j )|, j = 1, . . . , t − k. Moreover, for every x 6∈ X0, |ν(x)| ≤ degG x ≤ 2e(G)r + 1 ≤ e(F)+rm
′
r =
e(G)
r . Denote the decomposition obtained by the replacements described in (i)-(v) byµ. Let m
′′ = m′−e(F)−2(s+t)2.
It is clear that µ contains a regular (s, t)-constellation C′ ⊆ C of type (s × m′′; (t − k) × m′′; km′′ × 1). There are
te(G)
r − tm′′ = tr (e(F)+m′r)− tm′′ = te(F)r + t (m′−m′′) ≤ 2te(F)+ 2t (s+ t)2 edges of µ¯ which do not belong toC′. Denote by µ0 the subset of C′ consisting of those members of C′ which have no vertex in X0 (they form a matching
of size km′′).
Due to our modifications of ν, the (s, t)-decomposition µ satisfies µˆV−Y01 ∪ µˆV−Y02 = ∅. Moreover members of µˆ
which do not have a vertex in Y0 are either in µˆ
V−X0
3 or in µˆ
Z0
1 .
Let e1, . . . , ep, p ≤ 2te(F) + 2t (s + t)2, be the members of µ¯ − C′ with a vertex in Y0. By the definition of µ,
they belong to µ¯X01 .
For each i = 1, . . . , p, we shall construct pairwise disjoint collections τi ⊆ µ inducing copies of s P3 ∪ t P2
such that ei ∈ τi and the (s, t)-decomposition µi = µ − (τ1 ∪ · · · ∪ τi ) of the graph induced by Gi = G(µi ) is
e(Gi )/r -good. Suppose we have already defined pairwise disjoint collections τ1, . . . , τi−1, i ≤ p. We construct τi .
Let y`1 be a vertex of ei that belongs to Y0. Then |µˆi−1(y`1)| ≤ e(Gi−1)r − |µ¯i−1(y`1)| ≤ e(Gi−1)r − 1. Since
s∑
j=1
|µˆi−1(y j )| ≤ se(Gi−1)r − 1 = |µˆi−1| − 1,
there is a member fi of µˆi−1 which has no vertex in Y0. We can assume that ei and fi have no common vertices.
Otherwise, if ei and fi have a common vertex then we exchange ei with an edge of some member of µˆ
X0
1 (y`1) ⊆ µˆi−1
which is vertex-disjoint from fi . As we observed earlier, fi ∈ µˆV−X03 or fi ∈ µˆZ01 .
Assume first that fi ∈ µˆZ01 and let z`2 be the vertex of fi in Z0.
For every y j ∈ Y0, j 6= `1, choose from each of the collections µˆX01 (y j ) one of its members (not chosen for any
of τ1, . . . , τi−1) and for every z j ∈ Z0, j 6= `2, choose from each of the collections µ¯X01 (z j ) one of its members
(not chosen for any of τ1, . . . , τi−1) such that they are pairwise vertex-disjoint and vertex-disjoint from ei and fi . It
is possible because each µˆX01 (y j ) is large enough (more precisely, |µˆX01 (y j )| − (i − 1) ≥ m′′ − (i − 1) ≥ m′′ − p ≥
m′ − e(F) − 2(s + t)2 − 2te(F) − 2t (s + t)2 ≥ r ≥ 2(s − 1) + (t − k − 1) + 1 + 2 ). Similarly, µ¯X01 (z j ) is large
enough. Denote the union of this collection of s − 1 members of µˆY01 , t − k − 1 members of µ¯Z01 , fi , and ei by τ ′i .
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If k = 0 then let τi = τ ′i . If k > 0 then µ0 contains k edges (not chosen for any of τ1, . . . , τi−1) such that they are
vertex-disjoint from τ ′i (indeed, |µ0| − k(i − 1) ≥ km′′− k(i − 1) ≥ m′′− (i − 1) ≥ m′′− p ≥ r = 2s + t − k + k ).
Let τi be the union of τ ′i and these k edges of µ0.
Clearly τi forms a copy of s P3 ∪ t P2. Moreover µi = µ− (τ1 ∪ · · · ∪ τi ) is an e(Gi )/r -good (s, t)-decomposition
of Gi = G(µi ) because τi covers all vertices of X0 and vertices of Gi which are not in X0 have degrees not larger
than
2e(F)
r
+ 1 ≤ e(F)
r
+ m′ − 2t (e(F)+ (s + t)2) ≤ e(F)+ m
′r
r
− p
≤ e(G)
r
− p ≤ e(G)
r
− i ≤ e(G)− ir
r
= e(Gi )
r
.
Assume now that no member of µˆi−1 without a vertex in Y0 belongs to µˆZ01 . Hence fi ∈ µˆV−X03 .
Suppose there is a member gi of µ¯
Z0
2 (not chosen for any of τ1, . . . , τi−1). Let zi1 , zi2 be the ends of gi . Then ei ,
fi , and gi are vertex-disjoint. As in the previous case we choose one member of each of the collections µˆ
X0
1 (y j ),
j 6= `1, µ¯X01 (z j ), i 6= i1, i2 and k copies of P2 from µ0 such that they have not been chosen to τ1 ∪ · · · ∪ τi−1, are
vertex-disjoint and have no common vertices with fi , ei , and gi . This collection together with fi , ei , and gi defines τi
which induces a copy of s P3 ∪ t P2 covering all vertices of X0. As before we show that µi = µ− (τ1 ∪ · · · ∪ τi ) is an
e(Gi )/r -good (s, t)-decomposition of Gi = G(µi ).
Suppose now that µ¯Z02 has no members which have not been chosen to τ1 ∪ · · · ∪ τi−1.
If k ≥ 1 then we proceed as before but instead of choosing ei , fi , gi , s−1 copies of P3 from each µˆX01 (y j ), j 6= `1,
t − k − 2 copies of P2 from each µ¯X01 (z j ), j 6= i1, i2, and k copies of P2 from µ0, we choose ei , fi , s − 1 copies of
P3 from each µˆ
X0
1 (y j ), j 6= `1, t − k copies of P2 from each µ¯X01 (z j ) and k − 1 copies of P2 from µ0 to form τi .
Finally, if k = 0 then, as ei has no vertex in Z0,
t∑
j=1
|µ¯i−1(z j )| ≤ |µ¯i−1| − 1 = te(Gi−1)r − 1,
so |µ¯i−1(z`2)| < e(Gi−1)r , for some `2 = 1, . . . , t .
If |µi−1(z`2)| < e(Gi−1)r then we choose one member from each of the collections µˆX01 (y j ), j 6= `1, µ¯X01 (z j ),
j 6= `2 such that they have not been chosen to τ1 ∪ · · · ∪ τi−1, are vertex-disjoint and have no common vertices
with fi and ei . This collection together with fi and ei defines τi which induces a copy of s P3 ∪ t P2 covering all
vertices of X0 − {z`2}. Since |µi−1(z`2)| < e(Gi−1)r , it is clear that µi = µ − (τ1 ∪ · · · ∪ τi ) is an e(Gi )/r -good
(s, t)-decomposition of Gi = G(µi ).
Otherwise, if |µ¯i−1(z`2)| = e(Gi−1)r then
|µˆi−1(z`2)| = |µi−1(z`2)| − |µ¯i−1(z`2)| =
e(Gi−1)
r
− |µ¯i−1(z`2)| > 0.
By the definition of ν (see modifications (i)–(v)) it follows that z`2 belongs to a copy hi of P3 in µˆ
X0
2 centered at some
vertex `3 ∈ Y0. For reasons similar to those in the previous cases we can assume that ei , fi and hi are vertex-disjoint.
If `3 6= `1 then we choose one member from each of the collections µˆX01 (y j ), j 6= `1, `3, µ¯X01 (z j ), j 6= `2 such that
they have not been chosen to τ1 ∪ · · · ∪ τi−1, are vertex-disjoint and have no common vertices with ei , fi and hi . This
collection together with ei , fi and hi defines τi which induces a copy of s P3∪ t P2 covering all vertices of X0. Finally,
if `3 = `1 then we modify the decomposition µi−1 by exchanging the edge of ei and the edge z`2 y`1 of hi (this way
we replace a copy hi of P3 in µˆ
X0
2 (y`1) and a copy ei of P2 in µ¯
X0
1 (y`1) by a copy h
′
i of P3 in µˆ
X0
1 (y`1) and a copy e
′
i
of P2 in µ¯
X0
2 (y`1)). We choose one member from each of the collections µˆ
X0
1 (y j ), j 6= `1, µ¯X01 (z j ), j 6= `2 such that
they have not been chosen to τ1 ∪ · · · ∪ τi−1, are vertex-disjoint and have no common vertices with e′i and fi . This
collection together with e′i and fi defines τi which induces a copy of s P3 ∪ t P2 covering all vertices of X0.
We have shown that ψ = µ − (τ1 ∪ · · · ∪ τp) is an e(H)/r -good (s, t)-decomposition of H = G p such that
members of ψ¯ have no vertices in Y0.
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We shall show that the graph Hˆ induced by ψˆ has an s P3-decomposition. If Hˆ 6∈ Gs then it follows from Theorem 6.
Otherwise we apply Lemma 11. Let us check that its assumptions are satisfied for X = Y0 and n = 2t (s + 4). Every
vertex y j ∈ Y0 has the degree at least
degHˆ y j ≥ m′′ − 2p ≥ m′ − e(F)− 2(s + t)2 − 4te(F)− 4t (s + t)2
≥ e(F)+ m
′r
2t (s + 4)r =
e(G)
2t (s + 4)r ≥
e(H)
2t (s + 4)r =
re(Hˆ)
2s
2t (s + 4)r =
e(Hˆ)
4t (s + 4)s . (15)
We applied the assumption m′ ≥ (8t + 4)e(F)+ 100r3 R here.
Observe that m′ − p ≥ 8te(F)+ 100r3 R − 2te(F)− 2t (s + t)2 ≥ 6te(F)+ 99r3 R, so
m′ − p
2t (s + 4) ≥
6te(F)+ 99r3 R
2t (s + 4) ≥
3
s + 4e(F)+ 1 >
e(F)
r
+ 1.
Thus, for x 6∈ Y0,
degHˆ x ≤
e(F)
r
+ 1 < m
′ − p
2t (s + 4) ≤
e(F)+ rm′ − r p
2tr(s + 4)
= e(G)− r p
2t (s + 4)r =
e(H)
2t (s + 4)r =
e(Hˆ)
4t (s + 4)s . (16)
Moreover, ψˆV−Y01 ∪ ψˆV−Y02 = ∅, because µˆV−Y01 ∪ µˆV−Y02 = ∅, and
e(G) ≥ rm′ ≥ 8tre(F)+ 100r4 R ≥ 2tre(F)+ 2r t (s + t)2 + 99r4 R ≥ r p + 18t (s + 4)r2 R,
so
e(Hˆ) = 2s
r
e(H) = 2s
r
(e(G)− r p) ≥ 18 · 2t (s + 4)sr R.
Thus the assumptions of Lemma 11 are satisfied so Hˆ has an s P3-decomposition.
We shall show now that the graph H¯ induced by ψ¯ has a t P2-decomposition. Since Z0 6= ∅, ∆(H¯) ≥ m′′ − 2p ≥
m′ − (4t + 1)e(F)− (4t + 2)(s + t)2. Therefore
3
8
(m′′ − 2p)2 ≥ 3
8
(m′ − (4t + 1)e(F)− (4t + 2)(s + t)2)2
>
3
8
(m′2 − 2((4t + 1)e(F)+ (4t + 2)(s + t)2)m′)
= 3
8
m′(m′ − (8t + 2)e(F)− (8t + 4)(s + t)2) ≥ 3
8
m′(2e(F)+ 100r3 R − (8t + 4)(s + t)2)
≥ 3
8
m′(2e(F)+ 3t) ≥ te(F)
r
+ m′t.
Observe that
1
8
(3(∆(H¯))2 + 6∆(H¯)− 1) ≥ 3
8
(∆(H¯))2 ≥ 3
8
(m′′ − 2p)2
>
t (e(F)+ m′r)
r
= te(G)
r
≥ te(H)
r
= e(H¯).
Thus, by Lemma 8, χ ′(H¯) = ∆(H¯). As ∆(H¯) ≤ e(H)r = e(H¯)t , H¯ has a t P2-decomposition by Lemma 5 applied for
q = e(H¯)/t .
By (15), for every y j ∈ Y0,
degHˆ y j ≥
e(Hˆ)
4t (s + 4)r
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and by (16), for x 6∈ Y0,
degHˆ x <
e(Hˆ)
4t (s + 4)r .
The lemma follows now from Lemma 12 applied for the graph H , pi = ψ , n = 2t (s + 4), and Y = Y0. 
4.4. The case pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 6= ∅
An e(G)/r -good and fair with respect to X (s, t)-decomposition pi of G is called optimal with respect to X if the
number 2|pˆiV−X1 | + 2|pˆiV−X2 | + |pˆiV−X3 | + |p¯i X2 | is as small as possible. We call a component C of G − X odd if the
number of edges in C is odd. Otherwise we call it even. In the following we shall often identify graphs isomorphic to
P2 with their only edges. This will not cause any confusion.
Lemma 16. Let pi be an optimal with respect to X ⊆ V (G) (s, t)-decomposition of G.
(a) If pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 6= ∅ then
|p¯i(x)| ≤ 1, for all x ∈ X.
(b) If pˆiV−X1 ∪ pˆiV−X2 6= ∅ then
δH (Y ) ≥ δG(Y )− 4(|Y − X |), for all Y ⊇ X,
where H is the subgraph of G induced by the edges of the graphs in pˆi .
Proof. Let pi be an optimal with respect to X (s, t)-decomposition of G such that pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 6= ∅
and suppose that, for some x ∈ X , p¯i(x) has at least two elements e1 and e2. Let f be any element of
pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 with the edges f1, f2. It can be readily verified that pi ′ = (pi − {e1, e2, f }) ∪ {e, f1, f2},
where e is a copy of P3 with edges e1, e2, is an e(G)/r -good fair with respect to X (s, t)-decomposition of G such
that 2|pˆiV−X1 | + 2|pˆiV−X2 | + |pˆiV−X3 | + |p¯i X2 | > 2|pi ′
V−X
1 | + 2|pi ′
V−X
2 | + |pi ′
V−X
3 | + |pi ′X2 | contradicting the optimality
of pi . This proves part 1 of the lemma.
Suppose some component C of G− X contains a member of p¯i . Denote by pi ′ the set of those members of pi which
have an edge in C . Let C ′ be the graph induced in G by the edges of pi ′. It is easily seen that pi ′ = pˆiC2 ∪ pˆiC3 ∪ p¯iC2 . Let
`1 = |pˆiC2 |, `2 = |pˆiC3 |, and `3 = |p¯iC2 | ≥ 1. Notice that `1 is equal to the number of edges in C ′ which are not in C .
First assume that `1 > 0. Consider a shortest path in C joining a vertex of some e ∈ p¯iC2 with a vertex of some
f ∈ pˆiC2 . All edges of this path must belong to the graphs f1, . . . , f p ∈ pˆiC3 . Denote by e′ the edge in f with exactly
one endvertex in X and by e′′ the edge of f with both endvertices in C . Notice that the graph C ′′ induced by the edges
of the graphs f1, . . . , f p and the edges e and e′′ is connected and all its vertices are vertices of C . By Lemma 2, there
is a decomposition λ of the graph C ′′ such that λ = λˆC3 (i.e. a decomposition into p + 1 copies of P3 with all vertices
in C). Therefore µ = (pi−{ f1, . . . , f p, f, e})∪λ∪{e′} is an e(G)/r -good fair with respect to X (s, t)-decomposition
of G. Moreover µˆV−X1 = pˆiV−X1 , µˆX2 = pˆi X2 , |µˆV−X2 | = |pˆiV−X2 | − 1, and |µˆV−X3 | = |pˆiV−X3 | + 1 so
2|µˆV−X1 | + 2|µˆV−X2 | + |µˆV−X3 | + |µ¯X2 | < 2|pˆiV−X1 | + 2|pˆiV−X2 | + |pˆiV−X3 | + |p¯i X2 |,
a contradiction with optimality of pi .
We have shown that `1 = 0 so C = C ′. Suppose now that C contains at least two members of p¯i , i.e. `3 ≥ 2. By
Lemma 2, C can be decomposed into `2 + 1 copies of P3 and `3 − 2 copies of P2. Denote this decomposition
of C by pi ′′. Decompose any member f of pˆiV−X1 ∪ pˆiV−X2 into two copies e1 and e2 of P2. Clearly, µ =
(pi − pi ′ − { f }) ∪ pi ′′ ∪ {e1, e2} is an e(G)/r -good fair with respect to X (s, t)-decomposition of G. Observe that
|µˆV−X1 | + |µˆV−X2 | = |pˆiV−X1 | + |pˆiV−X2 | − 1, |µˆV−X3 | = |pˆiV−X3 | + 1, and |µ¯X2 | = |p¯i X2 |. We have got a contradiction
with the optimality of pi again. Thus C contains at most one member of p¯i , i.e. `3 ≤ 1.
We have shown that if a component C of G−X contains a member of p¯i then the remaining components of C belong
to members of pˆiC3 . Hence, if we remove the edges of p¯i to form the graph H , we will create from the odd component
C containing a member of p¯i one or two even components of H − X . Therefore e(H − X) = e(G − X) − |p¯iV−X2 |,
o(H − X) = o(G − X)− |p¯iV−X2 |, so δG(X) = δH (X).
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Consider the components C1, . . . ,C` of G−X . Let Y ⊇ X and let q = |Y−X |. In G−Y , q1 ≤ q components (say,
C1, . . .Cq1 ) of G−X disappear and some new components (say, C ′1, . . .C ′q2 ) arise. Thus the components of G−Y are
Cq1+1, . . . ,C`,C ′1, . . . ,C ′q2 . Let C
′
1, . . .C
′
q3 , where 0 ≤ q3 ≤ q2, contain a member of p¯i . Notice that q3 ≤ q because
the number of members of p¯i in the destroyed components is at most q (at most one in each). The subgraph of
⋃q3
i=1 C ′i
induced by the edges of H has at most 2q3 components. Hence, o(H − Y ) ≤ o(H − X) + o(⋃q2i=q3+1 C ′i ) + 2q3.
Observe that
δG(Y ) =
∑`
i=q1+1
eG(Ci )+
q2∑
i=1
eG(C
′
i )− o(G − Y )
=
∑`
i=q1+1
eG(Ci )− o
( ⋃`
i=q1+1
Ci
)
+
q2∑
i=1
eG(C
′
i )− o
(
q2⋃
i=1
C ′i
)
= δG(X)−
(
q1∑
i=1
eG(Ci )− o
(
q1⋃
i=1
Ci
))
+
q2∑
i=q3+1
eG(C
′
i )
−o
(
q2⋃
i=q3+1
C ′i
)
+
q3∑
i=1
eG(C
′
i )− o
(
q3⋃
i=1
C ′i
)
≤ δH (X)−
q1∑
i=1
eG(Ci )+ q1 +
q2∑
i=q3+1
eG(C
′
i )− o
(
q2⋃
i=q3+1
C ′i
)
+
q3∑
i=1
eG(C
′
i )
≤ e(H − X)− o(H − X)−
q1∑
i=1
eH (Ci )+ q1 +
q2∑
i=q3+1
eH (C
′
i )− o
(
q2⋃
i=q3+1
C ′i
)
+
q3∑
i=1
(eH (C
′
i )+ 1)
=
∑`
i=q1+1
eH (Ci )+
q2∑
i=1
eH (C
′
i )− o(H − X)− o
(
q2⋃
i=q3+1
C ′i
)
+ q1 + q3
≤ e(H − Y )− o(H − Y )+ 2q3 + q1 + q3 ≤ δH (Y )+ 4q. 
We shall call an (s, t)-decomposition pi of a graph G superoptimal with respect to X ⊆ V (G) if it is e(G)/r -good
fair and optimal with respect to X and additionally minimizes the number of vertices which belong to both a certain
graph in p¯i X1 and some graph in pˆi
V−X
3 .
Lemma 17. Let e(G) ≥ 40m2r2, where m ≥ 2r2. Denote by X the set of vertices of degree at least e(G)/2mr in G
and let pi be a superoptimal with respect to X (s, t)-decomposition of G. If for every x ∈ X, |p¯i(x)| ≤ 1 then there is
µ ⊆ pi such that θ = pi − µ is an e(H)/r-good (s, t)-decomposition of H = G(θ), θ¯ X = ∅ and µ has a partition
into at most |X | subsets that induce copies of s P3 ∪ t P2.
Proof. Obviously, 2e(G) ≥∑x∈X degG x ≥ |X |e(G)/2mr so |X | ≤ 4mr .
If p¯i X = ∅ then we are done (take µ = ∅) so assume that p¯i X 6= ∅. Define s0 = min{s, |X |}.
We shall show that p¯i X2 = ∅. Suppose p¯i X2 6= ∅ and let f ∈ p¯i X2 . Denote by x one of the ends of f . Observe
that pˆi X1 (x) ∪ pˆiV−X2 (x) ∪ pˆiV−X1 (x) = ∅. Otherwise, we can modify the decomposition pi by removing one of the
edges of a member pˆi X1 (x) ∪ pˆiV−X2 (x) ∪ pˆiV−X1 (x) and adding it to f . This way we get an e(G)/r -good fair with
respect to X (s, t)-decomposition of G contradicting the optimality of pi . Hence pi(x) = pˆi X2 (x) ∪ pˆi X3 (x) ∪ p¯i X1 (x) so
e(G)
4mr ≤ 12 degG x ≤ |pi(x)| = |pˆi X2 (x) ∪ pˆi X3 (x)| + |p¯i X (x)| ≤ |X | − 1+ 1 ≤ 4mr , a contradiction. Thus p¯i X2 = ∅.
Let p¯i X = { f1, . . . , f p}, p ≤ |X |, and define xi ∈ X , for i = 1, . . . , p, to be the vertex of fi in X . For each
i = 1, . . . , p, we define disjoint collections µi ⊆ pi inducing copies of s P3 ∪ t P2 such that fi ∈ µi and each µi
covers s0 vertices x of X for which the values of |pi(x)| are the largest.
Suppose we have already defined collections µ1, . . . , µi−1, i ≤ p. We construct µi .
If |X | ≤ s − 1 then notice that at least |pˆi | −∑s−1i=1 |pi(xi )| ≥ se(G)/r − (s − 1)e(G)/r = e(G)/r members of pˆi
have no common vertices with X . They induce a graph with at least 2e(G)/r edges and the maximum degree at most
e(G)/2mr . As sp + 1 ≤ s(s − 1) + 1 ≤ 2m3 = 2e(G)/r6e(G)/2mr , by Lemma 9, this subset of pˆi contains a P3-matching of
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size sp + 1 with no vertex in X . Hence we can find s − |X | + 1 ≤ s (|X | ≥ 1 as p¯i X 6= ∅) members of pˆi which are
not members of µ1, . . . , µi−1 and are vertex-disjoint from fi . They form a P3-matching ν. For every x in X − {xi }
choose from each of the collections pˆi(x) one of its members (not chosen for any of µ1, . . . , µi−1) such that they are
pairwise vertex-disjoint and they are vertex-disjoint from fi and ν. It is possible because each pˆi(x) is large enough.
More precisely, by the fairness of pi ,
|pˆiV−X2 (x) ∪ pˆi X1 (x)| = |pi(x)| − |pˆiV−X1 (x)| − |pˆi X2 (x) ∪ pˆi X3 (x)| − |p¯i(x)|
≥ 1
2
degG x − (|X | − 1)− (|X | − 1)− 1 ≥
e(G)
4mr
− 2|X | ≥ e(G)
4mr
− 2(s − 1)
≥ 2(p + 3s + 1) ≥ 2((i − 1)+ (3s + 1)+ 1)
so the size of one of the P3-stars pˆi
V−X
2 (x) or pˆi
X
1 (x) is at least (i − 1)+ (3s+ 1)+ 1. Some member of this P3-star is
in none of µ1, . . . , µi−1, and is vertex-disjoint from fi and ν. Denote the union of this collection of |X | − 1 members
of pˆi , fi and ν by νi .
If |X | = s then notice that at least |pˆi | −∑si=1 |pˆi(x)| = |pˆi | −∑si=1 |pi(x)| + p ≥ se(G)/r − se(G)/r + p = p
members of pˆi have no common vertices with X . Let g1, . . . , gp be any such p members of pˆi . We shall show that we
can assume that for each i = 1, . . . , p, gi and fi are vertex-disjoint. Suppose that gi ∈ pˆiV−X3 and fi ∈ p¯i X1 . Observe
first that pˆiV−X2 (xi )∪ pˆiV−X1 (xi ) = ∅. Otherwise, we can modify the decomposition pi by removing one of the edges of
a member of pˆiV−X2 (xi )∪ pˆiV−X1 (xi ) and adding it to fi . This way we get a contradiction with optimality of pi . Hence
pi(xi ) consists of members of pˆi X2 (xi )∪pˆi X3 (xi )∪pˆi X1 (xi )∪p¯i X1 (xi ). Since |pˆi X2 (xi )∪pˆi X3 (xi )∪p¯i X1 (xi )| ≤ |X |−1+1 = s
and |pi(xi )| ≥ 12 degG xi ≥ e(G)/4mr , it follows that |pˆi X1 (xi )| ≥ e(G)4mr − s > 3p. Hence at least one of the members
of pˆi X1 (xi ), say λi is vertex-disjoint from g1, . . . , gp. Let di and ei be the edges of λi . We replace, for each i , λi and
fi by λ′i with the edges di , fi and f ′i = ei . This way we get a new e(G)/r -good (s, t)-decomposition of G which is
fair and optimal with respect to X . We get a contradiction with superoptimality of pi . Thus, for every i = 1, . . . , p, gi
and fi are vertex-disjoint.
For every x in X − {xi } choose from each of the collections pˆi(x) one of its members (not chosen for any
µ1, . . . , µi−1) such that they are pairwise vertex-disjoint and they are vertex-disjoint from fi and gi . It is possible
because each pˆi(x) is large enough (see the case of |X | ≤ s − 1 for details). Denote the union of this collection of
s − 1 members of pˆi , fi and gi by νi .
If |X | ≥ s + 1 then consider the s vertices x in X − {xi } for which the value |pi(x)| is the largest. Choose from
each of the collections pˆi(x) one of its members (not chosen for any µ1, . . . , µi−1) such that they are pairwise vertex-
disjoint and they are disjoint from fi . As before it is possible because each pˆi(x) is large enough (see the case of
|X | ≤ s − 1). Denote this collection of s members of pˆi and fi by νi .
In each of the three cases νi defines a copy of s P3 ∪ P2.
Let Fi be the graph induced by the edges of p¯i − {µ1 . . . , µi−1} which are vertex-disjoint from X . Clearly,
e(Fi ) = te(G)/r − (t − 1)(i − 1) − p ≥ te(G)/r − (t − 1)p − p ≥ te(G)/r − 4tmr and ∆(Fi ) < e(G)/2mr .
Hence, e(Fi )2r ≥ te(G)/r−4tmr2r = te(G)/2r2 − 2tm ≥ e(G)/2mr + 1 > ∆(Fi ) + 1 ≥ χ ′(Fi ) and by Lemma 5, the
edge set of Fi contains a matching of size at least be(Fi )/b e(Fi )2r cc ≥ 2r . Since 2r = 4s + 2t ≥ 3s + 2 + t − 1, this
matching contains a matching of size t − 1 which is vertex-disjoint from νi . Let µi be the union of this matching and
νi . Clearly, µi defines a copy of s P3 ∪ t P2 which contains fi . Moreover every µi covers s0 vertices x ∈ X for which
the value |pi(x)| is the largest.
Let µ = µ1 ∪ · · · ∪ µp. Obviously, for θ = pi − µ, θ¯ X = ∅. It remains to prove that θ is an e(H)/r -good (s, t)-
decomposition of the graph H = G(θ). To this end we shall show that each vertex x such that |pi(x)| ≥ e(G)/r − p
is among s0 = min{s, |X |} members of X for which |pi(x)| is the largest. Indeed, denote these s0 members of X by
y1, . . . , ys0 and let x 6= y1, . . . , ys0 be such a vertex that |pi(x)| ≥ e(G)/r − p. If x ∈ X (and consequently s = s0)
then by the fairness of pi ,
|pˆi | ≥ |pˆi(x)| +
s∑
i=1
|pˆi(yi )| −
(
s + 1
2
)
− (|X | − 1)
≥ |pi(x)| − 1+
s∑
i=1
(|pi(yi )| − 1)−
(
s + 1
2
)
− 4mr
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≥ (s + 1)e(G)/r − (s + 1)(p + 1)−
(
s + 1
2
)
− 4mr
= |pˆi | + e(G)/r − (s + 1)(p + 1)−
(
s + 1
2
)
− 4mr > |pˆi |,
a contradiction. If x 6∈ X then e(G)/r − p ≤ |pi(x)| ≤ degG x ≤ e(G)/2mr , a contradiction again.
We have shown that each collection µi contains a member of pi(x), for every x such that |pi(x)| ≥ e(G)/r − p.
This proves that the (s, t)-decomposition θ = pi − µ of the graph H = G(θ) is e(H)/r -good. 
4.5. Bringing the pieces together
Lemma 18. If G admits an e(G)/r-good (s, t)-decomposition and e(G) ≡ 0 (mod r) then G can be decomposed
into graphs G1 and G2 such that G1 has an (s P3∪t P2)-decomposition, G2 has an e(G2)/r-good (s, t)-decomposition
and e(G2) < 150r9 R.
Proof. For e(G) < 150r9 R the lemma obviously holds. Thus assume that e(G) ≥ 150r9 R.
It suffices to show that G can be decomposed into q , q ≥ 1, copies of s P3 ∪ t P2 and a graph H which admits an
e(H)/r -good (s, t)-decomposition. Then our lemma follows by induction on e(G).
Let X be the set of vertices of degree at least e(G)/2mr , m = 2r2, in G and let pi be a superoptimal e(G)/r -good
(s, t)-decomposition of G. This decomposition exists by the implication (a)⇒ (b) in Theorem 2.
Consider the following three cases:
Case 1. pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 = ∅ and |p¯i(y)| ≥ 4r + 1, for some y ∈ X . We apply Lemma 14. The regular
m′-constellation C, where m′ = mr = 2r , of type (s × m′, (t − i)× m′; im′ × 1) obviously has a decomposition into
m′ copies of s P3 ∪ t P2.
Case 2. pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 = ∅ and |p¯i(y)| < 4r + 1, for every y ∈ X . We apply Lemma 13. In this case G2
is an empty graph.
Case 3. pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 6= ∅. By Lemma 16(a), for all x ∈ X , |p¯i(x)| ≤ 1. Consider two subcases.
If p¯i X 6= ∅ then we apply Lemma 17. In this case the set µ defined in this lemma is nonempty. Define G1 = G(µ)
and G2 = H = G(θ).
If p¯i X = ∅, then the set µ can be empty. Observe that e(Gˆ) = 2sr e(G) ≥ 500s3 + 2s, where Gˆ = G(pˆi). By
Lemma 10, Gˆ can be decomposed into a copy τ of s P3 and a graph Hˆ which has an e(Hˆ/2s)-good decomposition ψ .
Since p¯i X = ∅, χ ′(G¯) ≤ ∆(G¯) + 1 ≤ d e(G)2mr e, where G¯ = G(p¯i). By Lemma 5, there is a P2-matching in p¯i of size
be(G¯)/d e(G)2mr ec ≥ b te(G)r /( e(G)2mr + 1)c = b 2e(G)mte(G)+2mr c ≥ mt ≥ 3s + t . Hence, there is a P2-matching ν of size t in p¯i
which is vertex-disjoint from τ . Clearly τ ∪ ν forms a copy of s P3 ∪ t P2.
It suffices to show that the (s, t)-decomposition λ = ψ ∪ (p¯i − ν) of H = G(λ) is e(H)/r -good.
Let x ∈ X . As G¯ has no common vertex with X and ψ is an e(Hˆ)/2s-good decomposition of Hˆ ,
|λ(x)| = |ψ(x)| ≤ e(Hˆ)
2s
= e(H)
r
.
If x 6∈ X then
|λ(x)| ≤ degG x <
e(G)
2mr
≤ e(G)
r
− 1 = e(G)− r
r
= e(H)
r
. 
Lemma 19. Let e(G) > 18m3r3 R, where m ≥ 2000r10 Rt, m ≡ 0 (mod r) and e(G) ≡ 0 (mod r). Moreover, let X
be the set of vertices of G of degree at least e(G)/2mr. If pi is an e(G)/r-good (s, t)-decomposition of G such that
pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 = ∅ then G has an (s P3 ∪ t P2)-decomposition.
Proof. If for every y ∈ X , |p¯i(y)| < (4r + 1)m then G has an (s P3 ∪ t P2)-decomposition by Lemma 13.
Otherwise we use Lemma 14. Let C ⊆ pi be a regular m′-constellation C of type (s × m′; (t − i) × m′, im′ × 1),
where m′ = mr and 0 ≤ i < t . The collection pi − C is an e(H)/r -good (s, t)-decomposition of the graph
H = G(pi − C). By Lemma 18 the graph H can be decomposed into copies of s P3 ∪ t P2 and a graph F of
size e(F) < 150r9 R which admits an e(F)/r -good (s, t)-decomposition. Denote this decomposition by λ. Since
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m′ = mr ≥ 2000r9 Rt ≥ (8t + 4) · 150r9 R + 100r3 R > (8t + 4)e(F) + 100r3 R, by Lemma 15, the graph induced
by ν = C ∪ λ has an (s P3 ∪ t P2)-decomposition which completes the proof. 
We shall use the following simple observation.
Theorem 7. Let e(G) ≥ 15 × 1010 × r33t3 R4 and δG(Y ) ≥ 32 R, for every Y ⊆ V (G) such that |Y | ≤ s + 1.
Then G admits an (s P3 ∪ t P2)-decomposition if and only if G admits an e(G)/r-good (s, t)-decomposition and
e(G) ≡ 0 (mod r).
Proof. Since necessity is obvious, we pass on to the proof of sufficiency.
We define m = 2000r10 Rt . Clearly, e(G) > 18m3r3 R. Let X be the set of vertices of degree at least e(G)/2mr
in G and let pi be an e(G)/r -good (s, t)-decomposition of G. By Theorem 2, we can assume that pi is fair and
superoptimal with respect to X . Denote by Gˆ be the graph induced by the edges of the graphs in pˆi . Obviously,
|X | ≤ 4mr , as always.
By Lemma 19, the theorem is true if pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 = ∅.
Assume now that pˆiV−X1 ∪ pˆiV−X2 ∪ pˆiV−X3 6= ∅. It follows from Lemma 16(a) that |p¯i(x)| ≤ 1, for every x ∈ X . We
apply Lemma 17 for the graph G. Let θ and H be defined as in Lemma 17. It follows from this lemma that θ¯ = θ − θˆ
consists of copies of P2 which do not have vertices in X . We shall show that Hˆ has an s P3-decomposition.
Suppose first that pˆiV−X1 ∪ pˆiV−X2 6= ∅. Let Y ⊆ V (G) be any set of vertices of cardinality |Y | ≤ s + 1.
If some vertex x0 of X is not in Y then by Lemma 16(a) at least degG x0−1 edges incident to x0 belong to Gˆ. Thus
the component of Gˆ − Y containing x0 has at least degG x0− 1− (s+ 1) ≥ e(G)/2mr − s− 2 ≥ R+ 1+ 4 · 4mrs ≥
R + 1+ 4|X |s edges. Thus e(Gˆ − Y ) ≥ o(Gˆ − Y )− 1+ R + 1+ 4|X |s so δGˆ(Y ) ≥ R + 4|X |s.
If X ⊆ Y then by Lemma 16(b), the assumptions of our theorem, and the inequalities |X | ≤ |Y | ≤ s + 1,
δGˆ(Y ) ≥ δG(Y )− 4|Y − X | ≥ R + 4(s + 1)s ≥ R + 4|X |s. (17)
Observe that if a graph G1 has been obtained from a graph G2 by deleting an edge then for every set of vertices Y ,
δG1(Y ) ≥ δG2(Y )− 2.
Since Hˆ = H(θˆ) has been obtained from Gˆ = G(pˆi) by deleting at most 2s|X | edges, by (17),
δHˆ (Y ) ≥ δGˆ(Y )− 4|X |s ≥ R. (18)
Thus it follows from Theorem 5 that Hˆ admits an s P3-decomposition τ2.
Assume now that pˆiV−X1 ∪ pˆiV−X2 = ∅ and pˆiV−X3 6= ∅. If Hˆ 6∈ Gs then by Theorem 6, Hˆ has an s P3-decomposition.
Therefore we now assume that Hˆ ∈ Gs . Each vertex of X belongs to the kernel of the graph Hˆ because, by
Lemma 17, for every x ∈ X , degHˆ x = degH x ≥ degG x − 2|X | ≥ e(G)2mr − 8mr ≥ 2R. Hence |X | ≤ s + 1.
As e(Hˆ) = 2se(H)r , for every x ∈ X , degHˆ x ≥ degG x − 2|X | ≥ e(G)2mr − 2(s + 1) > e(H)2mr − 2r = e(Hˆ)4ms − 2r .
For a vertex x 6∈ X , degHˆ x ≤ degH x ≤ degG x < e(G)2mr ≤ e(H)+|X |r2mr = e(Hˆ)4ms + |X |2m ≤ e(Hˆ)4ms + 2r . Moreover
e(Hˆ) = 2sr e(H) ≥ 2sr (e(G)− r |X |) ≥ 2sr e(G)− 2s(s + 1) ≥ 18 · 2m · sr R. Thus Hˆ has an s P3-decomposition by
Lemma 11 applied for n = 2m.
We have shown that in each case Hˆ has an s P3-decomposition. We denote this decomposition by τ2.
Let H¯ be the graph induced by the edges of θ¯ . By Lemma 17, e(H¯) ≥ te(G)/r − |X | · t ≥ te(G)/r − 4mrt .
Moreover χ ′(H¯) ≤ ∆(H¯)+ 1 ≤ de(G)/2mre (because members of θ¯ have no edges in X by Lemma 17 again) and
e(H¯) is divisible by t . Thus e(H¯)/t ≥ te(G)/r−4mrtt = e(G)/r − 4mr ≥ de(G)/2mre ≥ χ ′(H¯) and by Lemma 5, the
edge set of H¯ can be partitioned into e(H¯)/t = e(H)/r matchings of size t that form a collection τ1.
Consider a bipartite graph B with vertex classes τ1 and τ2. Clearly, |τ1| = |τ2| = e(H)/r . Two vertices are joined
by an edge in B if the corresponding members of τ1 and τ2 are vertex-disjoint. Since the members of τ1 do not have
vertices in X , each vertex of B in τ1 has the degree at least
|τ2| − 2te(G)2mr =
e(H)
r
− te(G)
mr
≥ e(H)
r
− t e(H)+ r |X |
mr
≥
(
1− t
m
)
e(H)
r
− 4r t ≥ e(H)
2r
= 1
2
|τ2|.
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The last inequality follows from the conditions e(G) > 18Rm3r3 and e(H) ≥ e(G)−r |X | ≥ e(G)−4mr2. Similarly,
each vertex of B in τ2 has the degree at least
|τ1| − 3se(G)2mr =
e(H)
r
− 3se(G)
2mr
≥ e(H)
r
− 3s e(H)+ r |X |
2mr
≥
(
1− 3s
2m
)
e(H)
r
− 6rs ≥ e(H)
2r
= 1
2
|τ1|.
By Hall’s theorem the graph B has a perfect matching so that H has an (s P3 ∪ t P2)-decomposition. 
We shall use Theorem 7 to prove the following theorem.
Theorem 8. If G has an e(G)/r-good (s, t)-decomposition, e(G) ≡ 0 (mod r), e(G) ≥ 15 × 1010 · r33t3 R4, and
G 6∈ Gs , then G has an (s P3 ∪ t P2)-decomposition.
Proof. Assume first, that there are at least s + 2 vertices of degree at least 2R in G. Let Y be any set of vertices of
cardinality at most s+ 1, and let x0 be a vertex of degree at least 2R, which is not in Y . Then the component of G−Y
containing x0 has at least 2R− (s+1) ≥ 32 R+1 edges. Hence e(G−Y ) ≥ o(G−Y )−1+ 32 R+1 and consequently
δG(Y ) ≥ 32 R. We are done by Theorem 7.
Assume now that there are at most s−1 vertices of degree at least 2R in G. Let Y be a set of vertices of cardinality
at most s+1 and let pi be an arbitrary e(G)/r -good (s, t)-decomposition of G. Since |pˆi(x)| ≤ |pi(x)| ≤ e(G)/r , there
are at most e(G)r (s− 1)+ 2(2R− 1) elements in pˆi with a vertex in Y . Hence at least |pˆi |− e(G)r (s− 1)− 2(2R− 1) =
e(G)
r − 2(2R − 1) of them do not have a vertex in Y . Thus
δG(Y ) = e(G − Y )− o(G − Y ) ≥ e(G)r − 2(2R − 1) ≥
3
2
R.
We are done by Theorem 7 again. 
5. Nondecomposable graphs
Obviously deciding if a given graph belongs to Gs is a polynomial time solvable problem. The next lemma and
theorem will allow us to prove that the problem if a given graph G ∈ Gs has an (s P3 ∪ t P2)-decomposition is a
polynomial time solvable problem too.
Call a graph G X , X ⊆ V (G), almost bipartite if X is an independent set in G and G − X is a graph whose every
component is either a vertex or an edge. The set X is called the center of the almost bipartite graph G X .
Lemma 20. If G ∈ Gs and δG(Y0) ≤ 6R, where Y0 is the kernel of G, then G has an (s P3∪t P2)-decomposition if and
only if it can be decomposed into graphs G1 and G2 admitting (s P3 ∪ t P2)-decompositions such that e(G2) ≤ 7Rr
and G1 = GY0 is an almost bipartite graph.
Proof. Since sufficiency is obvious we pass on to the proof of necessity. Let λ be an (s P3 ∪ t P2)-decomposition of G
and let pi be an (s, t)-decomposition of G defined by λ. Every odd component of G − Y0 has to contain an edge of a
graph in pˆiV−Y02 ∪ p¯i . Remove one edge of some graph in pˆiV−Y02 ∪ p¯i from each odd component of G−Y0. Denote the
set of the remaining edges of G − Y0 by W . Let Z be the union of W and the set of edges with both endvertices in Y0.
Clearly,
|Z | ≤ |W | +
(
s + 1
2
)
= e(G − Y0)− o(G − Y0)+
(
s + 1
2
)
= δG(Y0)+
(
s + 1
2
)
≤ 7R.
Let G2 be the graph induced in G by the edges of these graphs in λ, which contain at least one edge in Z . Obviously,
G2 has an s P3 ∪ t P2-decomposition and e(G2) ≤ r |Z | ≤ 7Rr . Define G1 to be the graph induced by the remaining
edges. It is clear that the graphs G1 and G2 satisfy the assertion of the theorem. 
Theorem 9. Let s, t , and p be fixed positive integers. The problem of existence of an (s P3 ∪ t P2)-decomposition of
an almost bipartite graph with the center of cardinality at most p is polynomial time solvable.
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Prior to proving this theorem we need to give some definitions and show some auxiliary results.
Let [p] = {1, . . . , p} and let G be an almost bipartite graph with the center K , |K | = p. Finally, let ψ : K → [p]
be a bijection. For every x ∈ V − K we define sets A(x) = ψ(ΓG(x)∩ K ), B(x) = ψ(ΓG(ΓG(x)− K )∩ K ), where
ΓG(x) = ΓG({x}) is the set of neighbors of x in G. Clearly, A(x), B(x) ⊆ [p].
If ΓG(x) ⊆ K then we label the vertex x with A(x). If x has a neighbor y 6∈ K then we label x with (A(x), B(x)).
Observe that ΓG(ΓG(x)− K ) ∩ K = ΓG(y) ∩ K .
Let < be an arbitrary linear order on the set Ap = {(A, B) : A, B ⊆ [p]} ∪ {A : A ⊆ [p]}. Denote by c(G, K , ψ)
the sequence of labels of all vertices in V − K ordered nonincreasingly with respect to the order <.
Let Cnp be the set of all nonincreasing sequences of length n − p whose terms belong to Ap. Since |Ap| =
2p · 2p + 2p = 4p + 2p < 4p+1,
|Cnp| =
( |Ap| + n − p − 1
|Ap| − 1
)
≤ n|Ap |−1 ≤ n4p+1−1. (19)
Observe that if x, y ∈ V − K and x is a neighbor of y then B(x) = ψ(ΓG(y) ∩ K ) = A(y) and B(y) =
ψ(ΓG(x) ∩ K ) = A(x).
Lemma 21. Let G be an almost bipartite graph with the center K , |K | = p, and let ψ : K → [p] be a bijection. A
graph H is isomorphic to G if and only if there exist a set L ⊆ V (H), |L| = p, such that H is almost bipartite with
the center L, and a bijection φ : L → [p] such that c(G, K , ψ) = c(H, L , φ).
Proof. ⇒ Let H be isomorphic to G and let Φ : V (G) → V (H) be an isomorphism. We define L = Φ(K ) and
φ(x) = ψ(Φ−1(x)). Obviously, H is almost bipartite with the center L and φ is a bijection from L to [p].
Moreover, for x ∈ V (G) − K , A(Φ(x)) = φ(ΓH (Φ(x)) ∩ L) = φ(Φ(ΓG(x)) ∩ Φ(K )) = φ(Φ(ΓG(x) ∩ K )) =
ψ(Φ−1(Φ(ΓG(x) ∩ K ))) = ψ(ΓG(x) ∩ K ) = A(x). Similarly, B(Φ(x)) = B(x). Hence c(G, K , ψ) = c(H, L , φ).
⇐ Let H be an almost bipartite graph with the center L and let φ : L → [p] be a bijection such that
c(G, K , ψ) = c(H, L , φ).
We define an isomorphism Φ : V (G)→ V (H). For every x ∈ K , let Φ(x) = φ−1(ψ(x)).
For an arbitrary A ⊆ [p] consider all vertices xG1 , . . . , xGq in G labelled with A(xGi ) = A, i = 1, . . . q. Since
c(G, K , ψ) = c(H, L , φ), there are exactly q vertices x H1 , . . . x Hq labelled with A in H . For every i = 1, . . . , q , we
define Φ(xGi ) = x Hi .
For an arbitrary pair A, B ⊆ [p], A 6= B, denote by yG1 , . . . , yGc all vertices in G labelled with (A, B). For every
yGi , i = 1, . . . , c, there is a unique vertex zGi , i = 1, . . . , c, labelled with (B, A), adjacent to yGi in G. Similarly, there
are c vertices yH1 , . . . , y
H
c labelled with (A, B) in H and c vertices z
H
1 , . . . , z
H
c labelled with (B, A) such that z
H
i is
adjacent to yHi in H , for i =, . . . , c, because c(G, K , ψ) = c(H, L , φ). We define Φ(yGi ) = yHi and Φ(zGi ) = zHi ,
for i = 1, . . . , c.
For an arbitrary A ⊆ [p] we consider all vertices tG1 , . . . , tGb in G labelled with (A, A). Each of these vertices has
a neighbor labelled with (A, A) which is not a member of K . Therefore b is even, say b = 2a. Assume that tGi is
joined by an edge in G with tGi+a , for i = 1, . . . , a. Similarly, there are b = 2a vertices t H1 , . . . , t Hb in H such that
t Hi is joined by an edge with t
H
i+a , for i = 1, . . . , a, because c(G, K , ψ) = c(H, L , φ). We define Φ(tGi ) = t Hi , for
i = 1, . . . , b.
It is clear that Φ is an isomorphism. 
Lemma 22. There are at most |Cnp| ≤ n4p+1−1 pairwise nonisomorphic almost bipartite graphs with a p-element
center and n vertices.
Proof. Let G and H be two nonisomorphic almost bipartite graphs. Each of them has n vertices and a p-element
center. By Lemma 21, no matter how we choose the centers K and L and the bijections ψ and φ, we get
c(G, K , ψ) 6= c(H, L , φ). As the sequences c(G, K , ψ) and c(H, L , φ) belong to the set Cnp, by (19), there are
at most |Cnp| ≤ n4p+1−1 pairwise nonisomorphic almost bipartite graphs with a p-element center and n vertices. 
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We consider the following problem now.
Problem IPD.
Instance: An almost bipartite graph G with the center K and a graph H .
Question: Is G isomorphic to H?
Here is an algorithm IPD solving this problem.
Algorithm IPD
1. Construct a bijection ψ : K → [p];
2. if |H | 6= |G| then return NO;
3. Compute the sequence c(G, K , ψ);
4. for L ⊆ V (H), |L| = p, do
5. if H is almost bipartite with the center L
6. then for every bijection φ : L → [p] do
7. {compute c(H, L , φ);
8. if c(G, K , ψ) = c(H, L , φ) then return YES};
9. return NO;
Lemma 23. The algorithm IPD decides if an almost bipartite graph G is isomorphic to H in time O(n p+1), where
n = max(|H |, |G|) and p is fixed.
Proof. The correctness of the algorithm follows from Lemma 21. The running time of the line 1 is O(1), and the
execution times of lines 2 and 3 are O(n). The number of passes of the loop in line 4 is O
((
n
p
))
= O(n p). The
check in line 5 can be implemented to run in O(n) time. The loop in line 6 will be executed p! = O(1) times. Finally,
the running times of lines 7 and 8 are O(n). Therefore the algorithm IPD works in O(n p+1) time. 
Let L(e) be the set of all pairwise nonisomorphic almost bipartite graphs with centers of cardinality at most p, at
most e edges and without isolated vertices. Denote by VLG(n, i) a list of all almost bipartite graphs with i-element
centers and n vertices.
For an arbitrary graph G ∈ L(e),
2e =
∑
x∈V (G)
degG x ≥ |G|.
Hence
L(e) =
2e⋃
n=1
p⋃
i=1
VLG(n, i).
Thus, by Lemma 22,
|L(e)| =
2e∑
n=1
p∑
i=1
|VLG(n, i)| ≤
2e∑
n=1
p∑
i=1
n4
i+1−1 ≤ 2e · p · (2e)4p+1−1 = O(e4p+1).
The following dynamic programming algorithm decides if, for fixed s, t ≥ 1 and p ≥ 0, an almost bipartite graph
G with a p-element center has an (s P3 ∪ t P2)-decomposition.
Let G be a graph without isolated vertices and let F ⊆ E(G). Denote by G − F the graph obtained from G
by removing all edges from F and all isolated vertices that may occur. Let G[F] be the graph with the edge set F
and without isolated vertices. Denote by G∅ a graph with empty sets of vertices and edges and by ≡ the relation of
isomorphism of graphs.
The function decs,t (G) occurring in this algorithm is a Boolean function. We shall show later that for any input
graph G, the value of decs,t (G) is true if and only if G has an (s P3 ∪ t P2)-decomposition.
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AlgorithmDecomps,t (G)
1. e := e(G);
2. Construct the set L(e);
3. for G ′ ∈ L(e) do decs,t (G ′) := false;
4. decs,t (G∅) := true;
5. for i = 1, . . . , e do
6. for G ′ ∈ L(i)− L(i − 1) do
7. for F ⊆ E(G ′), G[F] ≡ s P3 ∪ t P2 do
8. if decs,t (G ′ − F) = true then decs,t (G ′) := true;
9. if decs,t (G) = true then return YES else return NO;
Proof of Theorem 9. To prove Theorem 9 we shall first show that, for an almost bipartite graph G with the center
of cardinality at most p, the algorithm Decomps,t (G) returns YES if and only if the graph G has an (s P3 ∪ t P2)-
decomposition. To this end it suffices to show the following claim.
After i passes of the loop starting in line 5 the graphs G ′ ∈ L(i) have an (s P3 ∪ t P2)-decomposition if and only
if decs,t (G ′) = true.
We shall show this claim by induction on i . For i = 0 it is valid because decs,t (G∅) = true.
Assume that the claim holds for j < i . Let G ′ ∈ L(i) − L(i − 1). If G ′ has an (s P3 ∪ t P2)-decomposition then
denote by F the set of edges of one of the copies of s P3 ∪ t P2 in this decomposition. The graph G ′− F obviously has
an (s P3∪ t P2)-decomposition. By the induction hypothesis decs,t (G ′− F) = true, because G ′− F ∈ L(i− (2s+ t)).
Thus in line 8 of the algorithm we get decs,t (G ′) = true.
Conversely, if decs,t (G ′) = true then the condition decs,t (G ′ − F) = true in the if instruction in line 8 is satisfied
for some F ⊆ E(G ′) such that G[F] ≡ s P3 ∪ t P2. By the induction hypothesis, G ′ − F has an (s P3 ∪ t P2)-
decomposition, and consequently so does G ′.
This way we proved the claim and the correctness of the algorithm Decomp s,t .
We shall show now that, for almost bipartite graphs G with centers of cardinality at most p, the running time of
the algorithm Decomp s,t (G) is a polynomial with respect to e(G).
The construction of the set L(e) in line 2 can be implemented to run in O(e|L(e)|) = O(e4p+1+1) time, because
by Lemma 21, the sequences c(G, K , ψ) determine the corresponding almost bipartite graphs up to an isomorphism.
The number of passes of the loop in line 3 is |L(e)| = O(e4p+1). Line 7 will be executed |L(e)| times in the whole
algorithm. The number of passes of the loop starting in this line is at most
(
i
2s+t
)
= O(e2s+t ). In line 8, to check
if decs,t (G ′ − F) = true, we need to find which graph in L(i − (2s + t)) − L(i − (2s + t) − 1) is isomorphic to
G ′ − F . Applying the algorithm IPD we can do it in time O(n p+1 · |L(i)|) = O((2e)p+1 · e4p+1) = O(e4p+1+p+1),
where n is the maximum number of vertices in a graph in L(i). Similarly checking the condition in line 9 takes
O(e4
p+1+p+1) time. The number of executions of line 8 is O(|L(e)| · e2s+t ). Hence the total running time of the
algorithm Decomps,t (G) is O(e
4p+1 · e2s+t · e4p+1+p+1) = O(e4p+2+r ). 
We need one more lemma before proving Theorem 1.
Lemma 24. If G ∈ Gs , e(G) ≥ 15 · 1010 · r33t3 R4, δG(Y0) > 6R, where Y0 is the kernel of G, e(G) ≡ 0 (mod r)
and G has an e(G)/r-good (s, t)-decomposition then G has an (s P3 ∪ t P2)-decomposition.
Proof. We shall show that δG(Y ) ≥ 32 R, for every subset Y ⊆ V (G) of cardinality at most s + 1.
If Y0 6⊆ Y then there exists a vertex x such that x ∈ Y0 and x 6∈ Y . By the definition of Y0, degG x ≥ 2R.
The component of G − Y containing x has at least 2R − (s + 1) edges. If we remove one edge from each of
odd components of G − Y then at least 2R − (s + 1) − 1 ≥ 32 R edges remain in the graph G − Y . Therefore
δG(Y ) = e(G − Y )− o(G − Y ) ≥ 32 R.
If Y0 ⊆ Y then Y = Y0 or there exists a vertex y such that Y = Y0 ∪ {y}. In the former case δG(Y ) =
δG(Y0) > 6R > 32 R. In the latter case G − Y = G − (Y0 ∪ y). Observe that degG y < 2R. Hence e(G − Y ) ≥
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e(G − Y0) − degG y > e(G − Y0) − 2R. On the other hand o(G − Y ) ≤ o(G − Y0) + degG y < o(G − Y0) + 2R.
Finally, δG(Y ) = e(G − Y )− o(G − Y ) > e(G − Y0)− o(G − Y0)− 4R = δG(Y0)− 4R ≥ 32 R.
Our lemma follows now by Theorem 7. 
Proof of Theorem 1. For a graph G of size e(G) < 15 · 1010 · r33t3 R4, the problem if G has an (s P3 ∪ t P2)-
decomposition can be solved in polynomial time by a brute force method. Therefore we shall assume in the following
that e(G) ≥ 15 · 1010 · r33t3 R4.
To show Theorem 1 we consider an algorithm which checks if an input graph G has an (s P3 ∪ t P2)-decomposition
and proceeds as follows.
1. Check whether G has an e(G)/r -good (s, t)-decomposition and e(G) ≡ 0(mod r). If the answer is NO then STOP
(G does not admit an (s P3 ∪ t P2)-decomposition).
2. Check whether G 6∈ Gs or (G ∈ Gs and δG(Y0) > 6R, where Y0 is the kernel of G). If the answer is YES then
STOP (G admits an (s P3 ∪ t P2)-decomposition).
3. Check whether the graph G ∈ Gs with the kernel Y0 has a decomposition into graphs G1 and G2, both admitting
(s P3 ∪ t P2)-decompositions, such that e(G2) ≤ 7Rr and G1 = GY0 is an almost bipartite graph. If the answer is
YES then STOP (G admits an (s P3 ∪ t P2)-decomposition). Otherwise STOP (G does not admit an (s P3 ∪ t P2)-
decomposition).
Correctness of the algorithm described above follows immediately from the fact that existence of an e(G)/r -good
(s, t)-decomposition of G is a necessary condition for existence of an (s P3 ∪ t P2)-decomposition of G, Theorem 8,
Lemmas 24 and 20.
Let us show that the algorithm can be implemented to run in polynomial time. By Theorem 4 it takes a polynomial
amount of time to verify the condition in Step 1 of the algorithm. Checking if G ∈ Gs and if δG(Y0) > 6R, where
Y0 is the kernel of G ∈ Gs , can obviously be done in polynomial time which easily follows from the definition of Gs .
Thus it takes a polynomial amount of time to execute Step 2. Deciding if a given graph G can be decomposed into
subgraphs G1 and G2 described in Step 3 can be done in polynomial time too. Indeed, observe that the number of
edges in the graph G2 is a constant with respect to the number of edges in G. Therefore the number of decompositions
of G into subgraphs G1 and G2 such that e(G2) ≤ 7Rr is a polynomial with respect to the number of edges in G.
Deciding if G1 has an (s P3 ∪ t P2)-decomposition is a polynomial time solvable problem by Theorem 9.
These observations complete the proof of Theorem 1.
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