Abstract. Though parametric methods are popular in applied settings, practitioners often require nonparametric alternatives. However, fully nonparametric methods are known to suffer from the curse-of-dimensionality, which limits their practical application. Semiparametric methods occupy a middle ground, have the desirable feature that they are both flexible, and provide an attractive alternative to fully nonparametric methods, while attenuating the curse-of-dimensionality. Traditional semiparametric methods, such as the popular 'varying coefficient' specification, do not account for endogenous covariates, which restricts their application. In this paper we consider the estimation of semiparametric varying coefficient models when the functional coefficients may contain (continuous) endogenous covariates thereby extending the reach of this flexible and powerful class of models.
Introduction
Instrumental regression techniques are necessary for valid estimation and inference when a model's disturbances (denoted by U ) are correlated with its covariates (denoted by Z). Letting Y denote the model's outcome, the relationship of interest is given by Y = ϕ(Z) + U , where ϕ(·) is the function of interest. Standard regression techniques typically presume that the disturbances are uncorrelated with the predictors, i.e., that E(U |Z) = 0, hence, the study of ϕ(Z) is equivalent to the study of the conditional expectation function E(Y |Z), which leads to classical regression techniques such as ordinary least squares.
However, when E(U |Z) = 0, which can occur surprisingly often in applied settings, the relationship of interest no longer coincides with the conditional expectation function and, therefore, requires an alternative and, often, more complex treatment. While parametric instrumental regression techniques have been widely studied and are available to the empirical researcher (see e.g. Fan, Florens and Renault (2011) and Horowitz (2011) , to name but a few. A common unifying element in this literature is the need to confront and solve the so-called 'ill-posed inverse problem' -see the recent authoritative survey by Horowitz (2014) and the references therein. While Darolles et al. (2011) use a locally-weighted kernel approach and Horowitz (2011) uses a sieve-based approach, both approaches, being fully nonparametric, suffer from the well-known 'curse-of-dimensionality' problem which limits the application of these methods to settings involving a small number of predictors. Practitioners, on the other hand, frequently face situations where they are dealing with a non-trivial number of predictors. As an alternative, semiparametric approaches are often adopted as they attenuate the curse-of-dimensionality while providing far more flexibility than their fully parametric counterparts.
In this paper, we consider one such semiparametric approach known as the 'smooth coefficient' model (see, among others Hastie and Tibshirani 1993 , Fan and Zhang 1999 , Li, Huang, Li and Fu 2002 , and presume that ϕ(Z, X) = X β(Z), where Z is correlated with U but X is uncorrelated with U . This model is particularly appealing because other popular semiparametric and nonparametric approaches can be cast as special cases, including the popular partially linear model (Robinson 1988 , Ai and Chen 2003 , Florens, Johannes and Van Bellegem 2012 , among others. We shall consider a sieve approach and will adopt Legendre polynomials for its implementation. See the related work of Chen (2007) , Chen and Pouzo (2015) and Chen and Christensen (2015a) , to name but a few. Our approach will also be seen to be practically appealing since unknown conditional moments will be approximated with sieves, which can themselves be computed via least squares and, as such, are much less computationally demanding than their locally weighted counterparts, which ought to make them particularly attractive to the practitioner.
A well-established literature exists that allows for the endogeneity of X in a varying or partially linear model using instrumental variable methods (Cai, Das, Xiong and Wu 2006, Cai and Xiong 2012) . However, to the best our knowledge, ours is the first paper that tackles potential endogeneity in Z in an instrumental variable varying coefficient setting.
1 We anticipate that our method would appeal to the practitioner, who encounters such a situation, as it allows the marginal effects for the exogenous regressors to be a smooth and heterogeneous function of the endogenous covariates.
1 There exists a recent paper of Delgado, Ozabaci, Sun and Kumbhakar (2015) , in which the authors discuss the estimation of such a model using a control function approach.
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By way of illustration, consider estimating returns to education (Mincer 1974 , Card 1999 . Denote as Y , the logarithm of wage, as Z the level of education, and, finally, as X the race of the individual. We could consider the following linear parametric specification, which includes an interaction term between X and Z, i.e.,
Much of the literature to date has focused on the possibility that returns to education are heterogeneous in race,
+U, so that, for instance, we can assess whether the wage gap between individuals with high and low education differs among races (Li, Ouyang and Racine 2013) . The potential endogeneity of Z is typically modelled using the standard parametric two stage least squares framework. That is, Z is replaced with the predicted values from a first step regression of Z on X and some instruments, W (Cai et al. 2006 ). These models might, however, be too rigid for some settings and practitioners might find themselves in need of a more flexible alternative.
In such cases, one might entertain a slightly different and more flexible semiparametric formulation. Although there is overwhelming evidence that wage gaps vary with race, it seems plausible to allow for the marginal effect to vary with regards to the level of education, i.e.,
where one may expect the magnitude of the coefficient β 1 (Z) to differ across education levels, i.e., one might expect that the wage gap differs with respect to the level of education.
We allow for just these types of effects in our proposed approach, but naturally our approach is much more flexible than the simple linear structure used for this illustration, and we focus on a general, smooth, nonparametric specification for the functions β 0 (Z) and β 1 (Z) that delivers flexibility while attenuating the aforementioned curse.
The rest of the paper proceeds as follows. Section 2 describes the statistical model and some of the underlying assumptions. Sections 3 and 4 discuss the identification conditions required for our 3 semiparametric estimation framework based on sieve approximations. We conclude the paper with a Monte Carlo simulation that assesses the finite-sample performance of our approach in Section 5, along with an empirical application, which highlights the practical appeal of our proposed approach.
Model
In what follows, we adopt the flexible and popular smooth coefficient specification, i.e.,
where Y is a continuous response variable, Z is a p-dimensional vector of endogenous covariates, and X is a d + 1-dimensional vector of exogenous predictors that enter the model linearly and that include a constant term. The components of the d+1-dimensional coefficient vector, β, are unknown functions of the endogenous vector, Z. This framework allows us to consider, in a parsimonious manner, settings, where we allow for a broad range of interactions between the exogenous regressors and the endogenous covariates.
Economizing on notation, this model can be expressed by stacking the exogenous predictors and the functional coefficients into two vectors of dimension d + 1, as follows:
so that the model becomes:
Adopting the terminology that is used in this literature, we refer to the X's as the 'linear' variables (or predictors), and to the Z's as the 'smoothing' variables (or covariates) Zhang 2008, Park, Mammen, Lee and Lee 2015) .
Our primary interest lies in inference that exploits the nonparametric estimator of β(z), which no longer coincides with the marginal effects associated with conditional mean of Y , since we consider cases in which E(XU |z) = 0. That is,
In order to be able to identify and estimate the vector of coefficients β(Z), we assume that one observes a q-dimensional vector of exogenous instruments, W , with q ≥ p, such that:
Thus, the model outlined in (1) nests the standard nonparametric instrumental variable regression, when X is equal to a vector of ones (see Newey and Powell 2003 , Hall and Horowitz 2005 , Darolles et al. 2011 , Horowitz 2011 , Chen and Pouzo 2012 , and the partially linear model with endogenous covariates, when the interaction coefficients {β 1 , . . . , β d } are constant functions (see Ai and Chen 2003, Florens et al. 2012 ).
The random vector (Y, X, Z, W ) is characterized by its cumulative distribution function (CDF)
F . We denote by L 2 the space of square integrable function with respect to this CDF F . We assume the following.
Assumption 2.1.
(i) The marginal distribution of the smoothing variables, Z, and the instruments, W , is absolutely continuous w.r.t. the Lebesgue measure, and bounded away from 0 and ∞ on its support.
(ii) The marginal distributions of the linear regressors X are either absolutely continuous w.r.t.
the Lebesgue measure or they are discrete measures with finite support. 
Identification
Without loss of generality, we take the support of the vector (Z, W ) to be the [0, 1] hypercube of dimension p + q (this is for the proofs that follow and in no way restricts the support in applications to satisfy such bounds).
As mentioned above, when we take the linear predictors X to be equal to a vector of ones, our model becomes the standard nonparametric instrumental variable regression:
Given a valid vector of instruments W , for which E(U |w) = 0, we can recover β 0 as the solution to
(see Newey and Powell 2003 , Darolles et al. 2011 , Horowitz 2011 , Chen and Pouzo 2012 others). The function β 0 (z) in (3) is then identified as long as the following assumption holds.
Assumption 3.1 (Completeness Condition). For all functions φ ∈ L 2 (Z), we have that
This completeness condition is generically satisfied for pairs (Z, W ), which are continuously distributed, and when the dimension of the instrumental vector W is at least as large as the dimension of the endogenous covariate vector Z, which is an assumption that we maintain in our approach (Andrews 2011 , D'Haultfoeuille 2011 . Unfortunately, it is not possible to construct a 6 test for this condition that controls size uniformly over the class of complete distributions (Canay, Santos and Shaikh 2013) . However, Freyberger (2015) provides the first positive result about the testability of this condition and demonstrates that local deviations from completeness still ensure the existence of a consistent estimator for β 0 (Z) in (3).
We now consider the identification of the varying coefficient model for a general vector X. First, notice that, using the parametric specification of the model with respect to X, we have:
which implies that β(z) needs to satisfy the following moment restriction:
We, therefore, need to generalize the completeness condition in (3.1), in order to take into account the varying coefficient structure of our model. We first make the following assumption. This assumption is analogous to a standard condition found in the literature, namely, that the matrix E(XX ) is of full rank in the parametric linear regression model. As a matter of fact, when Z is a constant, the varying coefficient model resorts to a standard linear regression model, so in this instance Assumption 3.2 is a standard condition required for the identification of β in the the least-squares framework (i.e., E(XX ) must be of full rank). Equivalently, when Z is treated as exogenous, Z = W , and Assumption 3.2 requires that the smallest eigenvalue of E(XX |z) be bounded away from zero (Xue and Yang 2006, Lee, Mammen and Park 2012) .
Denote by 0 d+1 a vector of zeros of dimension d + 1. We can state the following result.
Proposition 3.1. Under the completeness condition in Assumption 3.1 and Assumption 3.2, we have that:
Proof. Notice that:
By Assumption 3.2, E(XX |z, w) is positive definite for all (z, w). Therefore, there exists a strictly positive constant ρ, such that:
where denotes a partial ordering for positive semidefinite matrices, and I d+1 is the identity matrix
which implies:
This can hold, however, if and only if E(β l (Z)|W ) = 0, for every l = 0, . . . , d. The result of the proposition follows from the completeness condition in Assumption 3.1.
The result of this proposition shows that the varying coefficient model is a very straightforward extension of existing results and does not require any specific additional conditions on the smooth coefficients. In particular, it is interesting to compare our identification conditions to those of Ai and Chen (2003) in the special case of a partially linear model,
where X −1 is the vector of linear regressors without the constant component. Ai and Chen (2003) require the distribution of Z, given both X −1 and W , to be complete, E(β 0 (Z)|X −1 , W ) not to belong to the linear span of the columns of X −1 , and E(X −1 X −1 ) to be full rank. Compared to their identification strategy we, therefore, make a more restrictive assumption on the second moment matrix of the linear regressors, but we ease the completeness condition for the nonparametric identification of the smooth coefficients.
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In spite of the parametric and additive structure in X, the usual ill-posed inverse problem common to this literature arises. Define the following space of joint functions of X and Z,
Our conditional expectation operator is
which is taken to map square integrable functions of the pair (X, Z) restricted to have a varying coefficient form, into square integrable functions of the instrument W . Further define r = E(XY |W ).
Thus,
T XX β = r defines a system of Fredholm integral equations of the first kind, and therefore, β is a solution to an ill-posed inverse problem (Kress 1999, Carrasco, Florens and Renault 2007) .
In order to solve the integral equation in (4), having defined the operator T we need to find the adjoint operator of T denoted as T * . Generically, we could define T * as a mapping of functions of W into joint functions of (X, Z). That is,
However, this definition does not use the varying coefficient structure we have imposed on our model, in which X enters in a known, linear parametric form. Similar to the above, define
the space of square integrable functions of the pair (X, W ), which assumes a varying coefficient structure in the instrument W .
9
Denote as f ZW (·) the joint probability density function (PDF) of the pair (Z, W ). We denote the marginal and conditional PDFs in a similar way. Take a function ω ∈ L 2 (W ) and write:
Therefore, the adjoint operator T * can be defined in a manner similar to the definition of T , i.e., as
This definition is intuitive. As X enters the conditional expectation function in a known parametric form, we can effectively embed this information about the structure of the model into the definition of our operator. Therefore, the adjoint operator is simply projecting into the space of functions of Z, which are the object of interest in our framework.
Regularization methods can be used to remove the discontinuity in the identifying mapping in order to render estimation possible. For nonparametric instrumental regressions, we can use different regularization methods (e.g., Tikhonov (1943) , Landweber (1951 ) -Fridman (1956 , or Petrov (1940 ) -Galerkin (1915 , also known in econometrics as sieve regularization). We adopt here a sieve regularization approach in the spirit of Newey and Powell (2003) , Horowitz (2011) , and Chen and Pouzo (2012) , while alternative semi-and nonparametric approaches include the use of control functions (Newey, Powell and Vella 1999) and locally weighted kernel approaches (Darolles et al. 2011 ).
The main reason for adopting the sieve regularization approach (also known as Petrov-Galerkin regularization) is that its implementation is quite straightforward in this context. In particular, it is a fairly straightforward exercise to impose the additive structure in X that characterizes the varying coefficient model.
Estimation
In what follows, we presume that one observes an i.i.d. realization of the random variables (Y, X, Z, W ), that we denote by (y i , x i , z i , w i ), for i = 1, . . . , n.
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The main moment restriction that generates the estimating equation is given by:
This model can, therefore, be considered as a special case of the general framework presented in Chen and Pouzo (2012, 2015) . Take the following families of basis functions
and ψ J (·) = {ψ 1,J (·), . . . , ψ J,J (·)} of dimension K > 0 and J > 0, respectively.
We presume that the linear span of ψ J (·) is dense in L 2 (Z), so that we can approximate the smooth coefficients as follows:
The J(d + 1)-vector of coefficients c = {c jl , j = 1, . . . , J; l = 0, . . . , d} satisfies the following system of moment restrictions:
where ⊗ denotes the Kronecker product, such that u ⊗ v = vec(uv ), and the vec(·) operator stacks a matrix into a column vector. Finally, denote as:
Then, the estimator of a is given by:
where (·) − denotes the generalized inverse of a matrix, and
where, abusing notation slightly,
is the direct sum of the vector ψ J (z) repeated d + 1 times to form a J(d + 1) × (d + 1) matrix.
The parameters K and J act as smoothing and regularization parameters, respectively, with K ≥ J, to ensure identification of the model (Blundell, Chen and Kristensen 2007 , Newey 2013 , Centorrino, Fève and Florens 2015 , Chen and Christensen 2015a .
In particular, the regularization parameter J compactifies the parameter space and renders estimation possible in this context. Define as:
the space of Hölder continuous functions of order s that belong to the sieve space of dimension J.
We define the following sieve measure of ill-posedness (Blundell et al. 2007 ):
such that, τ lJ → ∞, as J → ∞. When τ lJ diverges at a polynomial rate, we say that the inverse problem is mildly ill-posed, while it is severely ill-posed if τ lJ diverges at an exponential rate. We further denote as:τ
the fastest diverging measure of ill-posedness for the smooth coefficients. Define:
The following assumptions are standard in the sieve literature (Newey 1997 , Huang 2003 , Chen 2007 , Belloni, Chernozhukov, Chetverikov and Kato 2015 , Chen and Christensen 2015a , 2015b .
form two families of basis functions in L 2 , such that:
(i) π K (·) and ψ J (·) are Hölder continuous of order equal to or greater than s;
(ii) π K (·) and ψ J (·) satisfy:
where ζ πK and ζ ψJ are two sequences of constants, with ζ = ζ πK ∨ ζ ψJ ;
(iii) The smallest eigenvalues of G π and G ψ are bounded away from zero, for all J, K > 0;
(iv) There exists a vector of coefficients c J , such that, for all φ ∈ L 2 (Z):
(v) The dimensions K and J of the basis function satisfy:
(vi) There exists a constant, such that, for all φ ∈ L 2 (Z):
(vii) Denote as Π K the orthogonal projection onto the space generated by the basis functions π K .
Part (i) of Assumption 4.1 places some regularity conditions on the basis functions. Part (ii) gives an upper bound on the sup-norm of the basis function. Part (iii) is a further regularity condition on the second moment matrices of the basis functions, which are taken to be invertible for all J, K > 0.
Part (iv) gives the order of approximation of the unknown function by sieves, which is increasing in the smoothness of the function, and decreasing in the dimension of the endogenous covariates. This is satisfied by most linear sieves, including polynomial, Fourier, spline, and Cohen-Deubeshies-Vial wavelet series (Chen 2007) . Part (v) restricts the rate of divergence ofτ j and of the dimension of the additive basis with respect to the sample size, and bounds the order of the instrumental basis, K, in such a way that the latter is diverging at most as fast as the truncation parameter J.
Part (vi) includes the so-called L 2 -stability condition, which is common in this literature (Blundell et al. 2007, Chen and Pouzo 2012) . Finally, part (vii) constitutes an approximation property of the instrumental basis (Horowitz 2014, Chen and Christensen 2015a) . The latter is equal to 0 whenever ψ J and π K form a Riesz, or an eigenfunction, basis for the conditional expectation operator.
We, thus, obtain the following result.
Theorem 4.1. Under Assumption 4.1, we have that:
The L 2 rate of convergence obtained here coincides with the rates obtained in Chen and Reiss (2011), Horowitz (2011) , and Chen and Christensen (2015a). The only difference in our result is in the termτ 2 J that appears in the variance component. This term arises because we do not select a different regularization parameter J for each component function, as would be optimal in order to account for potential differences in smoothness.
Hence, strictly speaking, we do not achieve the minimax rate of convergence for the estimation of all functional coefficients. The result of this theorem can be improved by selecting as many values of J as there are functional coefficients to be estimated. The implementation and properties of such an optimal approach go beyond the scope of the present paper and are deferred for future research.
Monte-Carlo Simulations
We generate samples of size n = 1000 from the following scheme. We first sample the exogenous covariates from a joint normal distribution:
, and X 2 = B(1, Φ(ζ 3 )), where Φ denotes the CDF of a standard normal distribution, and B(1, p) is the Bernoulli distribution with probability of success equal to p. We use three separate specifications for the smooth coefficients,
with the coefficients β 0 and β 2 being infinitely smooth, and β 1 of finite smoothness.
We then draw two random terms, V ∼ N (0, 0.01), and U ∼ N 0, (1/3) 2 .
The endogenous variables are sampled according to two distinct schemes.
Scheme 1. We use only the continuous exogenous variable (W, X 1 ) to obtain
Scheme 2. We use both the continuous and discrete exogenous components, to produce
We generate 1000 sample paths for each scheme. We use Legendre polynomials of order J for the approximation of the unknown functional coefficients. The parameter J is chosen adaptively by applying the data-driven procedure suggested in Horowitz (2014) . That is, we select the value of J, which minimizes the following criterion function,
where,
Finally, {β
Jn l , l = 0, 1, 2} are the estimators of the functional coefficients obtained using J = J n . Other possible selection rules include the model averaging criterion of Liu and Tao (2014) and the sup-norm adaptive procedure suggested by Chen and Christensen (2015a) .
The smoothing parameter K is chosen to be proportional to J. That is, K = c K J, where c K ≥ 1.
Selecting c K greater than 1 has been shown to reduce the variance of the final estimator, so that we pick c K = 2 (Blundell et al. 2007 , Centorrino et al. 2015 . We have not conducted sensitivity analysis regarding the particular choice of K, as this goes beyond the scope of the present paper.
Interested readers are referred to the work of Blundell et al. (2007) and Chen and Christensen (2015a) for more extensive results on this particular issue. The results from the simulated data generating processes are reported in figures 1 and 2. The dashed light grey line represents the true function. The continuous black line denotes the mean of our sieve based nonparametric instrumental variable estimator of the functional coefficients. The dashed black lines give its 95% simulated confidence intervals. Finally, the dotted-dashed grey line depicts the mean of the estimator that overlooks the endogeneity of Z.
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The Monte-Carlo simulations seem to suggest that the estimator behaves well in finite samples.
The importance of accounting for endogeneity in this class of models can be appreciated by looking at the discrepancy between the grey line and the true regression function. We also briefly remark that, in line with our assumptions, the estimator does not suffer from the presence of discrete predictors. 
Empirical Application: Returns to Education
An extensive body of economic literature has examined the degree to which returns to education factor into the well-documented and growing disparity between the more and the less educated workers at the microeconomic level. Returns to education also serve as a widely used proxy for the effect of human capital on economic growth at the macroeconomic level. It is widely accepted that there exists a substantial degree of heterogeneity across individuals with respect to the marginal effect of an additional year of education on earnings. Plausible explanations include heterogeneity in the marginal return to schooling, heterogeneity in the cost associated with an additional year of education (Card 2001) , and so forth. Perhaps the most general way to model heterogeneous responses is to consider the following non-separable model,
where Z is allowed to interact nonlinearly both with X and with the unobservable component U , which may represent, for instance, unobservables such as individual ability (Heckman and Vytlacil 2005) .
Although such an approach might place minimal structure on the underlying process, interpretation presents many challenges. One popular simplification is to instead presume that the error term U is separable (i.e., additive), which implies that heterogeneity in returns to education arises from the observable components only. Given that there may exist proxies for unobservables, this
is not a particularly restrictive simplification. The additively separable specification is given by
where ψ 1 is an unknown function. One recent development involves modelling the function ψ 1 so that it is linear in the level of education, Z, but nonlinear with respect to the X variables, so that,
(see e.g. Su, Murtazashvili and Ullah 2013, Su, Chen and Ullah 2014) . This modeling strategy is inspired by structural models of educational choice, in which the individual's utility and education production functions are both presumed to be linear in Z. For this strategy, the functional coefficients are such that the heterogeneous response of each individual is a functional of observable characteristics.
This modelling strategy could be extended to include higher order functions of Z (Card 1999 , Card 2001 , which might be required because, in a model of optimal educational choice, the marginal returns and costs of schooling may not remain constant with respect to Z.
Our approach, on the other hand, explicitly allows for heterogeneity and nonlinearity with respect to Z by expressing the model as
Notice that this model still allows for heterogeneous returns to education, as the derivative of Y with respect to Z remains a function of X. However, the linearity assumption with respect to X permits separate consideration of the interaction between the level of education and each of the individual's characteristics. For instance, as mentioned in the introduction, one could explore the dynamics of the wage gap across racial groups as a function of their educational choices.
It is widely appreciated that, in this context, the level of education, Z, is endogenous. The potential endogeneity of Z arises from an omitted variable bias, as some of the unobservable characteristics of the individual, such as ability, may be correlated with school choice and thereby bias the regression coefficient in a standard regression setting. Similarly, it has long been recognized that schooling decisions may be measured with error, and that this measurement error may also lead to endogeneity viz Z.
By way of illustration, we shall apply our approach to a dataset used in Card (1993) . This data consists of a sample of 3010 individuals drawn from the National Longitudinal Survey of Young Men (NLSYM). The dependent variable is the logarithm of the hourly wage earned in 1976, Z is the level of education, measured in years, in 1976, and X includes labor market experience, a black/non-black dummy, a dummy for 4 year college proximity, a regional dummy, and a dummy for urban areas.
Card (1993) considers several specifications, where additional control variables are included/omitted, with college proximity instrumenting for education. Card advocates using this dummy variable as an instrument for educational choice, arguing that young people living close to a college exhibit higher levels of education and earnings, after controlling for regional differences and differences in parental education levels.
This observation suggests that living close to a college should have a larger impact on the educational attainment of children from poorer families. In order to corroborate this intuition, Card (1993) considers a specification, in which college proximity is included among the exogenous regressors X, and he uses the interaction between college proximity and parental background to instrument for education.
We replicate this specification using as instruments, W , which is the interaction of parents' education and the college proximity. We remove all observations for which parents' education is 20 missing, and we end up with a sample of 2200 individuals. Summary statistics are reported in Notice that neither the endogenous variable Z, nor the instruments W , are measured as purely continuous random variables, since they both exhibit a finite number of discrete support points.
However, as long as the number of support points of W is greater than the number of support points of Z, we know that the functional coefficients in our model, β(Z), are identified (Newey 2013) .
Moreover, strictly speaking, experience should also be treated as an endogenous covariate as it is functionally related to education. However, for the purposes of illustration, we overlook this issue in our reduced form specification and beg the reader's forgiveness -our aim is to provide a concrete illustration of our method and we do not intend this to be the last word on wage gaps.
As in all semi-and nonparametric approaches, we need to select smoothing parameters. We elect to use the data-adaptive method outlined in Horowitz (2014) , which delivers a cubic approximation for the functional coefficients (i.e.,Ĵ = 3). We also construct nonparametric bootstrap 90% coverage confidence bounds via pairwise resampling from the joint distribution of (Y, X, Z, W ) (Horowitz and Lee 2012) . Results are reported in Figure 3 .
In each figure, the dashed light grey line denotes the classic linear parametric two stage least square (TSLS) estimator. The dashed-dotted grey line denotes the estimator from a partially linear specification, in which all functional coefficient except the intercept are constant functions of Z. Finally, the black line depicts the estimated functional coefficient from our proposed varying coefficient specification. Results from the TSLS estimator are also reported in The first thing to notice is that the nonparametric confidence bounds appear to be somewhat large. This is, of course, to be expected and is a known feature of instrumental variable estimators in these settings, which tend to exhibit more variability than other estimators that ignore endogeneity (Card 2001) . Moreover, the amount of sample information available at very low levels of education, say 0 − 2 years, is quite limited and this is clearly reflected in the nonparametric confidence bounds.
Next, note that the estimator of the intercept does not differ substantially across the three specifications, although it appears that the varying coefficient specification, if anything, suggests a lower return to education for the constant term, relative to both the standard TSLS specification, and, in particular, relative to the partially linear model.
The other coefficients exhibit the expected signs and magnitudes. Furthermore, note that the return on experience is increasing with respect to years of education, while the marginal effect of experience squared (the second derivative of log wage w.r.t. experience) exhibits a sharper decline for more educated workers. The coefficient for race indicates that the wage gap narrows as the level of education increases.
Our results are consistent with those of Card (1993) . In particular, we find that the coefficient for college proximity that we do not report here has no explanatory power. This is the case for the TSLS model, and it appears to hold also for our proposed semiparametric estimator. Also, the regional dummy coefficient remains negative and the urban dummy coefficient is positive, although they seem to have both negligible effects on wages at the highest levels of educational attainment.
Conclusion
We propose a novel semiparametric varying coefficient model, for which the functional coefficients depend on potentially endogenous covariates, Z. We show that the coefficients can be identified under standard assumptions invoked in the literature on ill-posed problems, and we devise a simple sieve based estimator that we hope will be appealing to practitioners. Not only is the approach extremely flexible nesting other popular semiparametric (and even fully nonparametric) estimators, but it also can attenuate the curse-of-dimensionality that limits the practical application of existing fully nonparametric approaches. Finally, we illustrate the method by reexamining returns to education in a sample extracted from the NLSYM.
There are a number of extensions to the framework that one might consider. One such extension involves 'adaptation', that is, each one of the varying coefficients may possess differing intrinsic degrees of smoothness, and the rate of convergence we have provided might be sub-optimal in such cases. Following Fan and Zhang (1999) , we could pursue a two-step estimation procedure that could overcome this potential limitation.
Another important issue is related to model selection. One possibility, overlooked in the present paper, is that Z may also contain exogenous components, while X may, in fact, contain endogenous components as well. Investigating solutions for such cases would hold much practical appeal, especially for the estimation of demand functions, where price and income are both potentially endogenous (Hausman and Newey 1995 , Yatchew and No 2001 , Vanhems 2010 , Blundell, Horowitz and Parey 2012 . Moreover, another case would include the possibility that some of the functional coefficients may, in fact, be constants, and one might devise a more flexible partially linear specification, which would take such cases into account.
(see also Lemma E.5 in CC). Further define:
Proposition A.1. Under the completeness condition in Assumption 3.1, and for all β ∈ B sJ ,
Proof. See CC, p. 4 of the Online Appendix.
Lemma A.2. Under the conditions and the result of Proposition A.1, and Assumption 3.2, we have that:ṽ
Proof. First of all, notice that:
by the positive definiteness in Assumption 3.2. Denote as G ⊕ π = I d+1 ⊗ G π , the block diagonal matrix obtained by the Kronecker product of the identity matrix of dimension d + 1 and G π .
Equivalently define G ⊕ ψ and S ⊕ . Now we have that:
by the properties of the eigenvalues of block diagonal matrices, and the result of Proposition A.1.
We also need the following result on the convergence of the orthonormalized versions of the projection matrices. This result is given as an assumption in this paper. The proof can be found in CC. 
ψJ (log J)/n ,
A.2. Proof of Theorem 4.1. We can write:
The last term can be easily bounded using Assumption 4.1. Then we have,
We can now consider the term: 
The result of the Lemma follows from Chebyshev's inequality.
Lemma B.2. Let
Proof. We first rewrite each term using the orthonormalized versions of the projection matrices: Lemma B.4. Let A, B ∈ R nr×nc , with n r ≤ n c and full row rank n r , such that A − B ≤ 0.5v min (A). Then
Proof. See CC Lemma E.4 p. 40.
