The fully relativistic multiconfiguration Dirac-Hartree-Fock method is used to compute excitation energies and lifetimes for the 143 lowest states of the 3s 2 3p 3 , 3s3p 4 , 3s 2 3p 2 3d, 3s3p 3 3d, 3p 5 , 3s 2 3p3d 2 configurations in P-like ions from Cr X to Zn XVI. Multipole (E1, M1, E2, M2) transition rates, line strengths, oscillator strengths, and branching fractions among these states are also given. Valencevalence and core-valence electron correlation effects are systematically accounted for using large basis function expansions. Computed excitation energies are compared with the NIST ASD and CHIANTI compiled values and previous calculations. The mean average absolute difference, removing obvious outliers, between computed and observed energies for the 41 lowest identified levels in Fe XII is only 0.057 %, implying that the computed energies are accurate enough to aid identification of new emission lines from the sun and other astrophysical sources. The amount of energy and transition data of high accuracy is significantly increased for several P-like ions of astrophysics interest, where experimental data are still very scarce.
1. INTRODUCTION P-like ions of the iron group elements have prominent lines in the ultraviolet (UV) and extreme ultraviolet (EUV) spectral regions that are used for plasma diagnostics, especially to measure electron densities. Fe XII is especially important for the solar corona, as it produces the most prominent lines in the EUV, as observed by e.g. Skylab, SOHO, and more recently with the EUV Imaging Spectrometer (EIS) instrument on board the Hinode satellite (see, e.g. Young et al. 2009; Del Zanna 2012) . Fe XII lines have also been observed by Chandra and XMM-Newton (Raassen et al. 2002) .
Because of their complex atomic structure, the radiative and scattering (by electron impact) calculations of P-like ions are notoriously difficult. Because of its importance, much effort has been produced to provide accurate scattering data for Fe XII, see for example Storey et al. (2005) ; Del . It is only with the most recent calculations that large discrepancies between predicted and observed line emission has largely been resolved. Only about half of the 3s 2 3p 2 3d levels in Fe XII were identified, mostly by B.C.Fawcett and collaborators (cf. Bromage et al. 1978) in the 1970's, from the strongest decays in the EUV observed in theta-pinch spectra. Del reviewed the identifications and suggested several new ones, using the Storey et al. (2005) atomic data. Important information for some of the states of the 3s 2 3p 2 3d configuration has been obtained from fastbeam spectroscopy. For example, radiative lifetimes in Fe XII, Co XIII and Cu XV were measured by Träbert (1998) . For a recent review on Fe XII see Träbert et al. (2008) . As noted by Vilkas & Ishikawa (2004) , there are however some differences between calculated and measured lifetimes, calling for a reexamination of the latter.
Much effort has also been devoted to the calculation of radiative data for Fe XII, also to aid the identifications (see, e.g. Froese Fischer et al. 2006; Vilkas & Ishikawa 2004; Tayal 2011) . The identifications and atomic data for the Fe XII lines have recently been reviewed by Beiersdorfer et al. (2014a) using EBIT spectroscopic measurements, noting one significant discrepancy with the identifications proposed by Del .
For the other P-like ions, very few atomic data are available, with the exception of a few low charge states and Ni XIV. Although less studied, also Ni XIV has diagnostic value and atomic data -electron impact collision strengths, energy levels, oscillator strengths, and spontaneous radiative decay rates -have been calculated by Landi & Bhatia (2010) .
The purpose of the present work is to provide transition energies for the lowest 143 states in P-like ions with spectroscopic accuracy, i.e. the accuracy is high enough so that the energies can be directly used to identify lines from laboratory or space observations. Further, the present work aims at providing a consistent and accurate set of transition rates for all the ions, for modeling purposes. This work is an extension of our previous efforts (Chen et al. 2018 (Chen et al. , 2017 Guo et al. 2016; Guo et al. 2015; Jönsson et al. 2014 Jönsson et al. 2011; Wang et al. 2018a Wang et al. ,b, 2017a Wang et al. ,b,c,d, 2016a Wang et al. ,b, 2015 Wang et al. , 2014 Si et al. 2017 Si et al. , 2016 Zhao et al. 2017) to supply highly accurate atomic data for L-and M-shell systems, see Jönsson et al. (2017) for a review.
THEORY AND CALCULATIONS

MCDHF
In the multiconfiguration Dirac-Hartree-Fock (MCDHF) method the wave function Ψ(γP JM ) for a state labeled γP JM , where γ is the orbital occupancy and angular coupling tree quantum numbers, P the parity, J the total angular momentum quantum number, and M the total magnetic quantum number, is written as a linear combination of N configuration state functions Φ(γ r P JM ) (CSFs) Ψ(γP JM ) = N r=1 c r Φ(γ r P JM ).
(1)
The CSFs are antisymmetrized and jj-coupled many electron functions built from products of one-electron Dirac orbitals (Grant 2007; Froese Fischer et al. 2016) . The radial parts of the Dirac orbitals and the expansion coefficients for the targeted states are obtained by solving the MCDHF equations, which result from applying the stationary condition on the state averaged DiracCoulomb energy functional with added terms to enforce orthonormality of the radial orbitals. The Breit interaction and leading QED effects (vacuum polarization and self-energy) are included in subsequent configuration interaction (CI) calculations.
Transition parameters
Transition parameters such as transition rates A, line strengths S, and weighted oscillator strengths gf between an initial γP JM and a final γ ′ P ′ J ′ M ′ state are expressed in terms of reduced matrix elements
where T is the transition operator. The evaluation of the matrix elements between separately optimized initial and final states, i.e. states that are built from different and mutually non-orthonormal orbital sets, follows the prescription given in Olsen et al. (1995) .
For electric multipole transitions E1, E2 etc. there are two forms of the transition operator; the length (Babushkin) form and the velocity (Coulomb) form (Grant 1974) .
The length form is usually preferred. Following Froese Fischer (2009) and Ekman et al. (2014) we use the relative difference
of the transition rates A l and A v computed in length and velocity form as an indicator of accuracy of the rate. It should be emphasized that the values of dT do not represent an uncertainty estimate of the rate for each individual transition. Instead, they should be considered statistical indicators of uncertainties within given sets of transitions.
Calculations
Calculations were performed for the 143 lowest states belonging to the 3s 2 3p 3 , 3p 5 , 3s3p 3 3d odd and 3s3p 4 , 3s 2 3p 2 3d, 3s3p 2 3d 2 even configurations. The odd and even states were determined in separate calculations. As a starting point, two MCDHF calculations were performed for, respectively, the statistically weighted average of the odd and even parity states. To include electron correlation, and improve on the computed energies and wave functions, the initial calculations were followed by separate MCDHF calculations for the odd and even parity states, with CSF expansions obtained by allowing single and double (SD) substitutions from the reference configurations to active orbital sets with principal quantum numbers up to n = 6 and with orbital angular momenta up to l = 5 (h-orbitals). Only CSFs that have non-zero matrix elements with the CSFs belonging to the reference configurations were retained. No substitutions were allowed from the 1s shell, which defines an inactive closed core. Furthermore, the substitutions were restricted in such a way that only one substitution was allowed from the 2s and 2p subshells of the configurations in the MR, and thus the generated expansions account for valence and core-valence electron correlation (Sturesson et al. 2007; Froese Fischer et al. 2016) . The wave functions were further improved by augmenting the above expansions with CSFs obtained by SD substitutions from the valence subshells of the reference configurations to active orbital sets with principal quantum numbers extended to n = 8 and with orbital angular momenta up to l = 6. The neglected core-core correlation is comparatively unimportant for both the energy separations and the transition probabilities (Gustafsson et al. 2017) .
The MCDHF calculations were followed by CI calculations including the Breit-interaction and leading QED effects. The number of CSFs in the final odd and even state expansions were approximately 3 250 000 and 4 600 000, respectively, distributed over the different J symmetries. All calculations were performed with the GRASP2K code . To provide the LSJ labeling system used in databases such as the NIST ASD (Kramida et al. 2018) and CHIANTI (Del Zanna et al. 2015; Dere et al. 1997) , the wave functions are transformed from a jj -coupled CSF basis into a LSJ-coupled CSF basis using the methods developed by Gaigalas (Gaigalas et al. 2004; Gaigalas et al. 2017 ).
3. EVALUATION OF DATA
Energy Levels and Lifetimes
The excitation energies and lifetimes for the 143 lowest states of Fe XII from the largest CI calculation with orbital sets with principal quantum numbers up to n = 8 and with orbital angular momenta up to l = 6 are displayed in Table 1 . For comparison, compiled excitation energies from NIST ASD (Kramida et al. 2018 ) and compiled and calculated energies from CHIANTI version 8 (Del Zanna et al. 2015; Dere et al. 1997) are also given along with excitation energies from the MR-MP calculations by Vilkas & Ishikawa (2004) , MCHF-BP with non-orthogonal orbitals by Tayal (2011) and superstructure (SS) calculations by Storey et al. (2005) . Lifetimes from CHIANTI as well as from the three latter calculations are also given. We note that the CHIANTI v.8 data were obtained by Del with semi-empirical corrections. The agreement between the present MCDHF/CI calculations and observations is, although not as excellent as for the MR-MP calculation by Vilkas, very good. Also the calculations by Tayal reproduce the excitation energies to a high degree. The SS calculations, which mainly aim at providing target states for scattering calculations, are semi-empirically scaled. For the states where there are no experimental data, the SS calculations differ strongly from the more accurate MCDHF/CI and MR-MP calculations.
For P-like ions the ground state is a quartet state, and it is known that high spin states converge more rapidly with respect to the increasing orbital space than the other states (Gálvez et al. 2005; Jönsson et al. 2017) . As a consequence there is a energy shift in the MCDHF/CI calculations so that the excited states are somewhat too high relative to the ground state. To quantify the shift we computed the mean level deviation, M LD, according to
where N is the number of states. The energy shift, ES, is chosen as to minimize the sum. For MCDHF/CI we have a shift ES = 367 cm −1 and M LD = 213 cm −1 . The corresponding values for MR-MP and the MCHF-BP calculations are ES = 233 cm −1 and M LD = 271 cm −1 and ES = 500 cm −1 and M LD = 3993 cm −1 , respectively. Thus the spread for the MCDHF/CI calculation is small. By subtracting ES from the energies of the excited states we greatly improve the predictive power of the calculated values, facilitating the use of the transition energies for identifying lines in observed spectra. The mean level deviation ES analysis is summarized in Table 2 .
Turning to the lifetimes we compare our lifetimes with theoretical lifetimes in the CHIANTI database (Del Zanna et al. 2015; Dere et al. 1997 ) and lifetimes from the calculations by Tayal (2011) and Vilkas & Ishikawa (2004) . The latter two calculations only include the E1 transitions, and thus there are no lifetimes for the states of the ground term, nor from states 18 and 25. The MCDHF/CI lifetimes are computed in both the length form and velocity form. Excluding the states of the ground term configuration and 18 and 25, which are governed by higher multipoles, the lifetimes in the two forms agrees to within 0.3 % in mean. This agreement is highly satisfactory and indicate accurate values . The consistency of the calculated lifetimes from the different methods is fair, but with clear anomalies for some states; for state 23 the lifetimes varies between 1.0 × 10 −4 s and 5.4 × 10 −6 s. Comparing with the experimental lifetimes of Träbert (1998) we see that the calculated lifetimes for state 19 all gather around 3.0 × 10 −8 s, which is about a factor of four longer than the experimental value 7.3 ± 1 × 10 −9 s. Large differences between calculated and experimental lifetimes are also found for states in Co XIII and Cu XV. New experiments are needed to clarify these differences.
In Table 3 (the full table is available on-line) we give calculated excitations energies as well as energies shifted according to the ES values from a mean level deviation analysis that is summarized in Table 2 . For comparison, excitation energies from Sugar & Corliss (1985) ; Cr X, Mn XI, Fe XII, Co XIII, Ni XIV, Sugar & Musgrove (1990) ; Cu XV, Sugar & Musgrove (1995) ; Zn XVI, compiled and reported in NIST ASD, are also given as well as excitation energies from the MR-MP calculations by Vilkas & Ishikawa (2004) . We can see excellent agreement in all the cases where an experimental energy is available (except for Fe XII, see below). The excitation energies from the shifted energies are estimated to be accurate to within 0.05 % and are therefore helpful in identifying transitions in spectra from laboratory and astrophysical spectra. Finally, the table gives the calculated lifetimes in the length and velocity gauges, where the former values are generally believed to be more accurate. Vilkas & Ishikawa (2004) . The NIST energy originated from the identification, on the same laboratory plates, with the 200.356Å line by Bromage et al. (1978) .
Fe XII line identifications
It is clear that the original identification by Bromage et al. was correct. Indeed, this issue was pointed out by Beiersdorfer et al. (2014b) . Excellent agreement was found between the EBIT spectrum and the CHIANTI atomic data, which included the Del Zanna & Mason (2005) identifications for P-like Fe and similar ones obtained by Del Zanna on a number of other coronal iron ions. Only one main exception stood out, the line at 200.356Å, which is strong in the EBIT spectra.
Regarding the 3s3p 3 3d levels, we note that none of them were previously identified with certainty. Lines within the 3s3p 4 -3s3p 3 3d transition array are in fact much weaker compared to the decays from the 3s 2 3p 2 3d levels. The strongest decay, the dipoleallowed 4 P 5/2 -4 D 7/2 line (transition 6-84) was tentatively identified by Del Zanna & Mason (2005) Table 2 (367 cm −1 ), we predict the decay to be at 186.8Å. Considering the intensity of this decay and the Hinode EIS observations (Del Zanna 2012), there are only two possibilities close in wavelength: the first is the 186.88Å line, which is already a known blend of three transitions (two already from Fe XII); the second is the 187.00Å line. It is very much likely that the second possibility is the correct identification, given that the 187.00Å line is currently unidentified and has an observed intensity close to the predicted one (according to CHIANTI version 8), relative to the intensities of the known Fe XII lines. The energy of the upper level would then be only 522 cm −1 lower than our prediction. Moreover, the second strongest transition from these levels is the decay from the close 3s3p 3 3d 4 D 5/2 (level 87) to the 3s3p 4 4 P 3/2 (level 7). Applying the same shift of 522 cm −1 to this 4 D 5/2 upper level, we find a wavelength of 189.08Å, very close to an observed coronal line at 189.12Å, identified by Del Zanna (2012) as an Fe XI transition which was significantly (50 %) blended. The predicted intensity of the Fe XII transition would explain the blend. If we assumed that the 6-84 transition would blend the 186.88Å line, we would expect the 7-87 transition to fall at 189.0Å, where there is a coronal line, but its intensity is entirely due to Fe XI, as shown in Del Zanna (2012). Finally, a weaker decay of level 87 to level 6 (3s3p 4 4 P 5/2 ) should also be observable by Hinode EIS at 185.70Å, assuming the second option (with a shift of 522 cm −1 ). Indeed there is a weak coronal unidentified line at 185.68Å.
Another 3s3p 3 3d level which should produce a weak but observable line is the lower 4 D 7/2 (level 50), with a decay to the 3s 2 3p 2 3d 4 P 5/2 (level 27). Its predicted intensity, using the Del Zanna et al. (2012) atomic data, is about 1/10 the intensity of the decay of the 3s 2 3p 2 3d 4 F 9/2 (the 6-18 transition), identified by Del Zanna & Mason (2005) with the 592.6Å line. Our predicted energy, with the 367 cm −1 adjustment, predicts this decay to be at 592.7Å. Given that there are no other obvious coronal lines nearby, and the fact that the intensity of the 6-18 transition was only able to explain about 70 % of the observed intensity , plus the fact that this line is broader than the other nearby coronal lines, we conclude that it is very likely that the 27-50 transition is blending the 592.6Å line.
Transition rates
In Table 5 (the full table is available on-line) , wavelengths, transition rates A ji , weighted oscillator strengths gf ji and line strength S ji , the latter in the length form, are given along with branching fractions
) and the uncertainty indicator dT . For most of the stronger E1 transitions dT is well below 5 %. For the weaker transitions, as displayed in the scatterplot of dT versus the line strength S for transitions in Fe XII with branching fractions BF > 1 %, the uncertainty dT is somewhat larger, from 5 % percent up to 30 % (Figure 1 ). The weaker E1 transitions are often intercombination transitions, where the smallness of the rates comes from cancellations in the contributions to the transition matrix elements, compare Ynnerman & Fischer (1995) , or two-electron-onephoton transitions, which have zero rate in the lowest approximation and where the transition is opened as corrective basis functions are included in the wave function expansions (Li et al. 2010 ). These two types of transitions are still challenging to theory, requiring very large CSF expansions.
In Table 6 Uncertainties of the transition rates are estimated by the relative difference dT between the values in length and velocity form. For most of the stronger transitions dT is well below 5 %. For the weaker transitions the uncertainty dT is somewhat larger, from 5 % up to 30 %. We are therefore confident that the transition rates are highly accurate. Data from the present study will serve as a benchmark for further calculations. 
Software:
GRASP2K ) is used in the present work. Table 3 . Energy levels (in cm −1 ) relative to the ground state along with radiative lifetime (in s) for the lowest 143 states of Cr X, Mn XI, Fe XII, Co XIII, Ni XIV, Cu XV, Zn XVI. ECI1 the present ab initio calculations; ECI2 the present calculations where energies of excited states have been shifted by a constant ES given in Table 2 (see text for more details). ENIST observed energies listed in the NIST database Kramida et al. (2018) ; EMRMP MR-MP calculations by Vilkas & Ishikawa (2004) ; τ l lifetimes in s from the present calculations in length gauge; τv lifetimes from the present calculations in velocity gauge. 28 26 3s 2 3p 2 ( 3 P ) 3 P 3d 2 P 3/2 572152 571807 · · · 571956 1.270E-11 1.264E-11 28 27 3s 2 3p 2 ( 3 P ) 3 P 3d 4 P 5/2 583763 583418 583530 583742 1.033E-11 1.036E-11 28 28 3s 2 3p 2 ( 3 P ) 3 P 3d 2 P 1/2 589420 589075 · · · 589258 1.209E-11 1.206E-11 28 29 3s 2 3p 2 ( 3 P ) 3 P 3d 4 P 3/2 589584 589239 589310 589571 1.039E-11 1.041E-11 28 30 3s 2 3p 2 ( 3 P ) 3 P 3d 4 P Note- Table 5 is published in its entirety in the machine-readable format. Part of the values for Z = 24 are shown here for guidance regarding its form and content. Table 6 . Transition wavelengths λ (inÅ) and transition rates A (in s −1 ) for the brightest lines in Fe XII. Column 6 and 7 transition wavelengths and rates from this work, column 8 and 9 transition wavelengths and rates from Del . λCI and ACI are from this work, λDZ and ADZ from Del . Column 10 transition rates from NIST. This table is an adaptation of Table 3 3s 2 3p 2 ( 3 P ) 3 P 3d 4 F 9/2 3s 2 3p 2 ( 1 D) 1 D 3d 2 G 9/2 M1 1837.8 1.176E+02 1847.23 ± 11.19 1.2E+02 · · · 16 18 3s 2 3p 2 ( 3 P ) 3 P 3d 4 F 7/2 3s 2 3p 2 ( 3 P ) 3 P 3d 4 F 9/2 M1 14639 8.077E+00 14218.68 ± 258.05 1.2E+01 · · · 6 18 3s 2 S 3p 4 ( 3 P ) 4 P 5/2 3s 2 3p 2 ( 3 P ) 3 P 3d 4 F 9/2 E2 592.13 5.606E+01 592.600 ± 0.123 6.2E+01 · · · 1 6 3s 2 3p 3 ( 4 S) 4 S • 3/2 3s 2 S 3p 4 ( 3 P ) 4 P 5/2 E1 364.30 1.597E+09 364.467 ± 0.007 1.7E+09 1.6E+09 1 7 3s 2 3p 3 ( 4 S) 4 S • 3/2 3s 2 S 3p 4 ( 3 P ) 4 P 3/2 E1 Scatter plot of dT , the relative difference between the transition rates in length and velocity form, versus the line strength S for transitions in Fe XII with branching fractions BF > 1 %. dT is well below 5 % for the majority of the stronger transitions.
