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Abstract—We propose a system for surface completion and inpainting of 3D shapes using generative models, learnt on local patches.
Our method uses a novel encoding of height map based local patches parameterized using 3D mesh quadrangulation of the low
resolution input shape. This provides us sufficient amount of local 3D patches to learn a generative model for the task of repairing
moderate sized holes. Following the ideas from the recent progress in 2D inpainting, we investigated both linear dictionary based
model and convolutional denoising autoencoders based model for the task for inpainting, and show our results to be better than the
previous geometry based method of surface inpainting. We validate our method on both synthetic shapes and real world scans.
Index Terms—3D Shape Representation, 3D Patches, Inpainting, Convolutional Auto Encoder, Dictionary Learning
F
1 INTRODUCTION
In recent years, machine learning approaches (CNNs) have
achieved the state of the art results for both discriminative [1],
[2], [3], [4], [4] and generative tasks [5], [6], [7], [7], [8], [9],
[10], [11], [12], [13], [14], [15]. However, applying the ideas
from these powerful learning techniques like Dictionary Learning
and Convolutional Neural Networks (CNNs) to 3D shapes is not
straightforward, as a common parameterization of the 3D mesh
has to be decided before the application of the learning algorithm.
A simple way of such parameterization is the voxel representation
of the shape. For discriminative tasks, this generic representation
of voxels performs very well [16], [17], [18], [19]. However when
this representation is used for global generative tasks, the results
are often blotchy, with spurious points floating as noise [19], [20],
[21]. The aforementioned methods reconstruct the global outline
of the shape impressively, but smaller sharp features are lost -
mostly due to the problem in the voxel based representation and
the nature of the problem being solved, than the performance of
the CNN.
In this paper we intend to reconstruct fine scale surface details
in a 3D shape using ideas taken from the powerful learning
methods used in 2D domain. This problem is different from
voxel based shape generation where the entire global shape is
generated with the loss of fine-scale accuracy. Instead, we intend
to restore and inpaint surfaces, when it is already possible to have
a global outline of the noisy mesh being reconstructed. Instead
of the lossy voxel based global representation, we propose local
patches computed by the help of mesh quadriangulation. These
local patches provide a collection of fixed-length and regular local
units for 3D shapes which can be then used for fine-scale shape
processing and analysis.
Our local patch computation procedure makes it possible to
have a large number overlapping patches of intermediate length
from a single mesh. These patches cover the surface variations
of the mesh and are sufficient in amount to use popular machine
learning algorithms such as deep CNNs. At the same time due to
the stable orientation of our patch computation procedure (by the
help of quadriangulations), they are sufficiently large to capture
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Fig. 1: Our patch computation framework - Local patches are
computed on reference frames from quad orientations of the quad
mesh obtained from the low resolution version of the input mesh.
meaningful surface details. This makes these patches suitable for
the application of repairing a damaged part in the same mesh,
while learning from its undamaged parts or some other clean
meshes. Because of the locality and the density of the computed
patches, we do not need a large database of shapes to correct a
damaged part or fill a moderate sized hole in a mesh. We explore
ideas from 2D images and use methods such as dictionary learning
and deep generative CNNs for surface analysis.
We compute local patches of moderate length by applying au-
tomatic mesh quadrangulation algorithm [22] to the low-resolution
representation of an input 3D mesh and taking the stable quad
orientations for patch computation. The low-resolution mesh is
obtained by applying mesh smoothing to the input 3D scan, which
captures the broad outline of the shape over which local patches
can be placed. We then set the average quad size and thereby
choose the required scale for computing local patches. The mesh
quadrangulation is a quasi-global method, which determines the
local orientations of the quads based on the distribution of corners
and edges on the overall shape. At the same time, the scanlines of
the quads retain some robustness towards surface noise and partial
scans - these orientations can be fine-tuned further by the user if
needed. The patch computation approach is summarized in Figure
1.
Prior work in using local surface patches for 3D shape com-
pression [23] assumed the patch size to be sufficiently small such
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2that a local patch on the input 3D scan could be mapped to a unit
disc. Such small patch sizes would restrict learning based methods
from learning any shape detail at larger scale, and for applications
like surface inpainting.
The contributions of our paper are as follows.
1) We propose a novel shape encoding by local patches ori-
ented by mesh quadrangulation. Unlike previous works,
we do not require the patches to be exceedingly small
[23].
2) Using our quadriangulated patches, we propose a method
for learning a 3D patch dictionary. Using the self-
similarity among the 3D patches we solve the problem
of surface analysis such as inpainting and compression.
3) We extend the insights for designing CNN architectures
for 2D image inpainting to surface inpainting of 3D
shapes using our 3D patches. We provide analysis for
their applicability to shape denoising and inpainting.
4) We validate the applicability of our models (patch-
dictionary and CNN) learned from multiple 3D scans
thrown into a common data set, towards repairing an
individual 3D scan.
The related work is discussed in the following section. We
first explain our encoding of quadriangulated patches in Section 3.
We then present both linear and CNN based generative models in
Section 4. We follow it with the experiments section where both
the generative models are evaluated.
2 RELATED WORK
2.1 3D global shape parameterization
Aligning a data set of 3D meshes to a common global surface
parameterization is very challenging and requires the shapes to
be of the same topology. For example, geometry images [24] can
parameterize genus-0 shapes on a unit sphere, and even higher
topology shapes with some distortion. Alternatively, the shapes
can be aligned on the spectral distribution spanned by the Laplace-
Beltrami Eigenfunctions [25], [26]. However, even small changes
to the 3D mesh structure and topology can create large variations
in the global spectral parameterization - something which cannot
be avoided when dealing with real world 3D scans. Another
problem is with learning partial scans and shape variations, where
the shape detail is preserved only locally at certain places. Sumner
and Popovic [27] proposed the deformation gradient encoding
of a deforming surface through the individual geometric trans-
formations of the mesh facets. This encoding can be used for
statistical modeling of pre-registered 3D scans [28], and describes
a Riemannian manifold structure with a Lie algebra [29]. All
these methods assume that the shapes are pre-registered globally
to a common mesh template, which is a significant challenge
for shapes with arbitrary topologies. Another alternative is to
embed a shape of arbitrary topology in a set of 3D cubes in the
extrinsic space, known as PolyCube-Maps [30]. Unfortunately, this
encoding is not robust to intrinsic deformations of the shape, such
as bending and articulated deformations that can typically occur
with real world shapes. So we choose an intrinsic quadrangular
parameterization on the shape itself [22](see also Jakob et al. [31]).
2.2 Statistical learning of 3D shapes
For reconstructing specific classes of shapes, such as human
bodies or faces, fine-scale surface detail can be learned e.g, [32],
[33], [34], from high resolution scans registered to a common
mesh template model. This presumes a common shape topology
or registration to a common template model, which is not possible
for arbitrary shapes as presented in our work. For shapes of
arbitrary topology, existing learning architectures for deep neural
networks on 2D images can be harnessed by using the projection
of the model into different perspectives [18], [35], or by using
its depth images [36]. 3D shapes are also converted into common
global descriptors by voxel sampling. The availability of large
database of 3D shapes like ShapeNet [37] has made possible to
learn deep CNNs on such voxalized space for the purpose of both
discrimination [16], [17], [18], [19] and shape generation [19],
[20], [21]. Unfortunately, these methods cannot preserve fine-
scale surface detail, though they are good for identifying global
shape outline. More recently, there has been serious effort to have
alternative ways of applying CNNs in 3D data such as OctNet
[38] and PointNet [39]. OctNet system uses a compact version of
voxel based representation where only occupied grids are stored
in an octree instead of the entire voxel grid, and has similar
computational power as the voxel based CNNs. PointNet on the
other hand takes unstructured 3D points as input and gets a global
feature by using max pool as a symmetrical function on the output
of MLP (multi-layer perceptron) on individual points. Both these
networks have not been explored yet fully for their generation
properties (Eg. OctNetFusion [40]). They are still in their core,
systems for global representation and are not targeted specifically
for surfaces. In contrast, we encode 3D shape by fixed-length and
regular local patches and learn generative models (patch dictionary
and generative CNNs) for reproducing fine scaled surface details.
2.3 CNN based generative models in images
One of the earliest work on unsupervised feature learning are
autoencoders [41] which can be also seen as a generative network.
A slight variation, denoising autoencoders [42], [43], reconstruct
the image from local corruptions, and are used as a tool for
both unsupervised feature learning and the application of noise
removal. Our generative CNN model is, in principle, a variant
of denoising autoencoder, where we use convolutional layers
following the modern advances in the field of CNNs. [5], [6],
[7] uses similar network with convolutional layers for image
inpainting. Generating natural images from using a neural network
has also been studied extensively - mostly after the introduction of
Generative Adversarial Network (GAN) by Goodfellow [44] and
its successful implementation using convolutional layers in DC-
GAN (Deep Convolutional GANs) [14]. As discussed in Section
4.2.1, our networks for patch inpainting are inspired from all the
aforementioned ideas and are used to inpaint height map based 3D
patches instead of images.
2.4 Dense patch based generative models in images
2D patch based methods have been very popular in the topic of
image denoising. These non local algorithms can be categorised
into dictionary based [8], [9], [10] and BM3D (Block-matching
and 3D filtering) based [11], [12], [13] methods. Because of the
presence of a block matching step in BM3D (patches are matched
and kept in a block if they are similar), it is not simple to extend
it for the task of inpainting, though the algorithm can be applied
indirectly in a different domain [45]. In contrast, dictionary based
methods can be extended for the problem of inpatinting by
introducing missing data masks in the matrix factorization step
3Fig. 2: (Left) Patch representation - Points are sampled as a height
map over the planer grid of a reference frame at the seed point.
(Right) Patches computed at multiple offset from the quad centres
to simulate dense sampling of patches while keeping the stable
quad orientation. The black connected square represents the quad
in a quad mesh and the dotted squares represents the patches that
are computed at different offset.
- making them the most popular methods for the comparison of
inpainting tasks. In 3D meshes, due to the lack of common patch
parameterization, this task becomes difficult. In this work, we use
our novel encoding to compute moderate length dense 3D patches,
and process them with the generative models of patch dictionary
and non linear deep CNNs.
2.5 3D patch dictionaries
A lossy encoding of local shape detail can be obtained by 3D
feature descriptors [46]. However, they typically do not provide
a complete local surface parameterization. Recently, Digne et
al. [23] used a 3D patch dictionary for point cloud compression.
Local surface patches are encoded as 2D height maps from a
circular disc and learned a sparse linear dictionary of patch
variations [8]. They assume that the local patches are sufficiently
small (wherethe shape is parameterizable to a unit disc). In
contrast to this work, (i) we use mesh quadringulation for getting
the patch location and orientation (in comparison to uniform
sampling and PCA in [23]) enabling us to get large patches
at good locations, (ii) we address the problem of inpainting by
generative models (masked version in matrix factorization and a
blind method for CNN models) instead of compression, (iii) as a
result of aforementioned differences, our patch size is much larger
in order to have a meaningful patch description in the presence of
missing regions.
2.6 General 3D surface inpainting
Earlier methods for 3D surface inpainting regularized from the
geometric neighborhood [47], [48]. More recently, Sahay et
al. [49] inpaint the holes in a shape by pre-registering it to a self-
similar proxy model in a dataset, that broadly resembles the shape.
The holes are inpainted using a patch-dictionary. In this paper, we
use a similar approach, but avoid the assumption of finding and
pre-registering to a proxy model. The term self-similarity in our
paper refers to finding similar patches in other areas of the shape.
Our method automatically detects the suitable patches, either from
within the shape, or from a diverse data set of 3D models. Zhong
et al. [50] propose an alternative learning approach by applying
sparsity on the Laplacian Eigenbasis of the shape. We show that
our method (both patch dictionary and generative CNN models) is
better than this approach on publicly available meshes.
Steps 1 3D Patch computation based on quad mesh
Input: Mesh - M , Patch radius - r, resolution - N
1: Compute quad mesh of the smoothened M using [31].
2: Densely sample points in M to get the cloud C .
3: At each quad center, compute r-neighborhood in C and orient
using the quad orientation to get local patches.
4: Sample the local patches in a (N ×N ) square grid in a height
map based representation.
5: Store the vertex connections (details in the text).
Output: Patch set {Ps} of (N × N ) dimension, orientations,
vertex connections.
3 3D PATCH ENCODING
Given a mesh M = {F, V } depicting a 3D shape and the input
parameters - patch radius r and grid resolution N , our aim is to
decompose it into a set of fixed length local patches {Ps}, along
with the settings S = {(s, Ts)}, Conn having information on
the location (by s), orientation (by the transformation Ts) of each
patch and vertex connectivity (by Conn) for reconstructing back
the original shape.
To compute uniform length patches, a point cloud C is
computed by dense uniform sampling of points in M. Given
a seed point s on the model surface C , a reference frame Fs
corresponding to a transformation matrix Ts at s, and an input
patch-radius r, we consider all the points in the r-neighbourhood,
Ps. Each point in Ps is represented w.r.t. Fs as PFs . That is, if
the rotation between global coordinates and Fs is given by the
rotation matrix Rs, a point p represented in the local coordinate
system of Fs is given by ps = Tsp, where Ts =
(
R −Rss
0 1
)
is the transformation matrix between the two coordinates.
3.1 Local parameterisation and patch representation
An N × N square grid of length √2r and is placed on the X-Y
plane of Fs, and points in PFs are sampled over the grid wrt their
X-Y coordinates. Each sampled point is then represented by its
‘height’ from the square grid, which is its Z coordinate to finally
get a height-map representation of dimension of (N ×N) (Figure
2). Thus, each patch around a point s is defined by a fixed size
vector vec(Ps) of size N2 and a transformation Ts.
3.2 Mesh reconstruction
To reconstruct a connected mesh from patch set we need to
store connectivity information Conn. This can be achieved by
keeping track of the exact patch-bin (Ps, i) a vertex vj ∈ V in
the input mesh corresponds (would get sampled during the patch
computation) by the mapping {(j, {(Ps, i)})}.
Therefore, given patch set {Ps} along with the settings S =
{(s, Ts)}, Conn with Conn = {(j, {(Ps, i)})}, F it is possible
to reconstruct back the original shape with the accuracy upto the
sampling length. For each patch Ps, for each bin i, the height map
representation Ps[i], is first converted to the XYZ coordinates in
its reference frame, ps, and then to the global coordinates p′, by
p′ = T−1s ps. Then the estimate of each vertex index j, vj ∈ V is
given by the set of vertices {ve}. The final value of vertex v′m is
taken as the mean of {ve}. The reconstructed mesh is then given
by {{v′j}, F}. If the estimate of a vertex vj is empty, we take the
average of the vertices in its 1-neighbour ring.
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Fig. 3: Summary of the inpainting framework. Generative models
are trained on 3D the patches computed from 3D shapes for the
purpose of inpainting. During testing (dashed line) the generative
model is used to reconstruct noisy patches computed in the noisy
mesh.
3.3 Reference frames from quad mesh
The height map based representation accurately encodes a sur-
face only when the patch radius is below the distance between
surface points and the shape medial axis. In other words, the
r-neighbourhood, Ps should delimit a topological disk on the
underlying surface to enable parameterization over the grid defined
by the reference frame. In real world shapes, either this assumption
breaks, or the patch radius becomes too low to have a meaningful
sampling of shape description. A good choice of seed points
enables the computation of the patches in well behaved areas,
such that, even with moderately sized patches in arbitrary real
world shapes, the r-neighbourhood, Ps of a given point s delimits
a topological disk on the grid of parameterisation. It should also
provide an orientation consistent with global shape.
Given a meshM, we obtain low-resolution representation by
Laplacian smoothing [51]. The low resolution mesh captures the
broad outline of the shape over which local patches can be placed.
In our experiments, for all the meshes, we performed 30 Laplacian
smoothing iterations (normal smoothing + vertex fitting).
Given the smooth coarse mesh, the quad mesh MQ is ex-
tracted following Jakob et al. [31]. At this step, the quad length
is specified in proportion to the final patch length and hence the
scale of the patch computation. For each quad q in the quad mesh,
its center and 4 ∗ k offsets are considered as seed points, where
k is the overlap level (Figure 2 (Right)). These offsets capture
more patch variations for the learning algorithm. For all these
seed points, the reference frames are taken from the orientation
of the quad q denoted by its transformation Ts. In this reference
frame, Z axis, on which the height map is computed, is taken to
be in the direction normal to the quad. The other two orthogonal
axes - X and Y , are computed from the two consistent sides of
the quads. To keep the orientation of X and Y axes consistent, we
do a breath first traversal starting from a specific quad location in
the quad mesh and reorient all the axes to the initial axes.
4 LEARNING ON 3D PATCHES
Given a set of 3D meshes, we first decompose them into local
rectangular patches. Using this large database of 3D patches, we
learn a generative model to reconstruct denoised version of input
3D patches. We use both Matrix Factorization and CNN based
generative models for inpainting whose details are explained in
this section. The overall approach for training is presented in
Figure 3.
Let xi := vec(Pi) ∈ RN2 be the vectorization of the patch
Pi in the patch set {Pi}. And let X be the set of the domain
of the vectorization of the patches generated from a mesh (or
a pool of meshes). Given such patch set, we learn a generative
modelM : X 7→ X , such thatM(x) = x′ produces a cleaned
version of the noisy input x. Following sections describe two
such popular methods of generative models used in the context
of patch inpainting, namely Dictionary Learning and Denoising
Autoencoders. These methods, inspired from their popularity in
the 2D domain as generative models, are designed to meet the
needs of the patch encoding. They are described in detail in the
following paragraphs.
4.1 Dictionary Learning and Sparse Models
Given a matrix D in Rm×p with p column vectors, sparse models
in signal processing aims at representing a signal x in Rm as
a sparse linear combination of the column vectors of D. The
matrix D is called dictionary and its columns atoms. In terms
of optimization, approximating x by a sparse linear combination
of atoms can be formulated as finding a sparse vector y in Rp,
with k non-zero coefficients, that minimizes
min
y
1
2
‖x−Dy‖22 s.t. ‖y‖0 ≤ k (1)
The dictionary D can be learned or evaluated from the signal
dataset itself which gives better performance over the off-the-shelf
dictionaries in natural images. In this work we learn the dictionary
from the 3D patches for the purpose of mesh processing. Given a
dataset of n training signalsX = [x1, ...,xn], dictionary learning
can be formulated as the following minimization problem
min
D,Y
n∑
i=1
1
2
‖xi −Dyi‖22 + λψ(yi), (2)
where Y = [y1, ...,yn] ∈ Rp×n is the set of sparse decom-
position coefficients of the input signals X , ψ is sparsity inducing
regularization function, which is often the l1 or l0 norm.
Both optimization problems described by equations 1 and 2
are solved by approximate or greedy algorithms; for example,
Orthogonal Matching Pursuit (OMP) [52], Least Angle Regression
(LARS) [53] for sparse encoding (optimization of Equation 1) and
KSVD [8] for dictionary learning (optimization of Equation 2)
Missing Data: Missing information in the original signal can
be well handled by the sparse encoding. To deal with unobserved
information, the sparse encoding formulation of Equation 1 can
be modified by introducing a binary mask M for each signal x.
Formally, M is defined as a diagonal matrix in Rm×m whose
value on the j-th entry of the diagonal is 1 if the pixel x is
observed and 0 otherwise. Then the sparse encoding formulation
becomes
min
y
1
2
‖M(x−Dy)‖22 s.t. ‖y‖0 ≤ k (3)
Here Mx represents the observed data of the signal x and
x′ = Dy is the estimate of the full signal. The binary mask does
not drastically change the optimization procedure and one can still
use the classical optimization techniques for sparse encoding.
4.1.1 3D Patch Dictionary
We learn patch dictionary D with the generated patch set {Ps} as
training signals (m = N2). This patch set may come from a single
mesh (providing local dictionary), or be accumulated globally
using patches coming from different shapes (providing a global
5dictionary of the dataset). Also in the case of the application of
hole-filling, a dictionary can be learnt on the patches from clean
part of the mesh, which we call self-similar dictionary which are
powerful in meshes with repetitive structures. For example a tiled
floor, or the side of a shoe has many repetitive elements that can
be learned automatically. We computed patches at the resolution
of (24 × 24) following the mesh resolution. More details on the
3D dataset, patch size, resolutions for different types of meshes
are provided in the Evaluation section. Please note that, we also
computed patches at the resolution (100 × 100) for longer CNN
base generative models they are more complex than the linear
dictionary based models. Please find the details in the next section.
Reconstruction Using a given patch dictionary D, we can
reconstruct the original shape whose accuracy depends on the
number of atoms chosen for the dictionary. For each 3D patch
xi = vec(Pi) from the generated patches and the learnt dictio-
nary D of a shape, its sparse representation, y is found following
the optimization in Equation 1 using the algorithm of Orthogonal
Matching Pursuit (OMP). It’s approximate representation, the
locally reconstructed patch x′i is found as x
′
i ≈ Dy. The final
reconstruction is performed using the altered patch set {P ′i} and
S following the procedure in Section 3.2.
Reconstruction with missing data In case of 3D mesh with
missing data, for each 3D patch xi computed from the noisy data
having missing values, we find the sparse encoding yi following
Equation 3. The estimate of the full reconstructed patch is then
x′ = Dy.
Results of inpainting using Dictionary Learning is provided
in the Evaluation section (Section 5). We now present the second
generative model in the next section.
4.2 Denoising Autoencoders for 3D patches
In this section we present the generative model M : X 7→ X
as Convolutional Denoising Autoencoder. Autoencoders are gen-
erative networks which try to reconstruct the input. A Denoising
Autoencoder reconstructs the de-noised version of the noisy input,
and is one of the most well known method for image restoration
and unsupervised feature learning [43]. We use denoising autoen-
coder architecture with convolutional layers following the success
of general deep convolutional neural networks (CNN) in images
classification and generation. Instead of images, we use the 3D
patches generated from different shapes as input, and show that
this height map based representation can be successfully used in
CNN for geometry restoration and surface inpainting.
Following typical denoising autoencoders, our network has
two parts - an encoder and a decoder. An encoder takes a 3D
patch with missing data as input and and produces a latent feature
representation of that image. The decoder takes this feature repre-
sentation and reconstructs the original patch with missing content.
The encoder contains a sequence of convolutional layers which
reduces the spatial dimension of the output as we go forward the
network. Therefore, this part can be also called downsampling
part. This follows by an optional fully connected layer completing
the encoding part of the network. The decoding part consists
fractionally strided convolution (or transposed convolution) layers
which increase the spatial dimension back to the original patch
size and hence can also be called as upsampling. The general
design is shown in Figure 4 (Left).
4.2.1 Network design choices
Our denoising autoencoder should be designed to meet the need of
the patch encoding. The common design choices are presented in
Figure 4 and are discussed in the following paragraphs in details.
Pooling vs strides Following the approach of powerful gen-
erative models like Deep Convolutional Generative Adversarial
Network (DCGAN) [14], we use strided convolutions for down-
sampling and strided transposed convolutions for upsampling and
do not use any pooling layers. For small networks its effect is
insignificant, but for large network the strided version performs
better.
Patch dimension We computed patches at the resolution of
16 × 16, 24 × 24 and 100 × 100 with the same patch radius
(providing patches at the same scale) in our 3D models. Patches
with high resolution capture more details than the low resolution
counterpart. But, reconstructing higher dimension images is also
difficult by a neural network. This causes a trade-off which needs
to be considered. Also higher resolution requires a bigger network
to capture intricate details which is discussed in the following
paragraphs. For lower dimensions (24 × 24 input), we used two
down-sampling blocks followed by two up-sampling blocks. We
call this network small 4x as described in Figure 4. Other than
this, all the considered network take an input of 100 × 100
dimensions. The simplest ones corresponding to 3 encoder and
decoder blocks are multi 6x and 6x 128.
Kernal size Convolutional kernel of large size tends to per-
form better than lower ones for image inpainting. [5] found a filter
size of (5 × 5) to (7 × 7) to be the optimal and going higher
degrades the quality. Following this intuition and the general
network of DCGAN [14], we use filter size of (5 × 5) in all
the experiments.
FC latent layer A fully connected (FC) layer can be present
in the end of encoder part. If not, the propagation of information
from one corner of the feature map to other is not possible.
However, adding FC layer where the latent feature dimension from
the convolutional layer is already high, will cause explosion in
the number of parameters. It is to be noted that for inpainting,
we want to retain as much of information as possible, unlike
simple Autoencoders where the latent layer is often small for
compact feature representation and dimension reduction. We use a
network with FC layer, 6x 128 FC with 4096 units for 100× 100
feature input. Note that all though the number of output neurons
in this FC layer can be considered to be large (in comparison to
classical CNNs for classification), the output dimension is less
than the input dimensions which causes some loss in information
for generative tasks such as inpainting.
Symmetrical skip connections For deep network, symmetri-
cal skip connections have shown to perform better for the task of
inpainting of images [5]. The idea is to provide short-cut (addition
followed by Relu activation) from the convolutional feature maps
to their mirrored transposed-convolution layers in a symmetrical
encoding-decoding network. This is particularly helpful with a
network with a large depth. In our experiments, we consider a
deep network of 12 layers with skip connections long 12x SC
and compare with its non connected counter part long 12x. All
the networks are summarized in Figure 4.
4.2.2 Training details
3D patches can be straightforwardly extended to images with 1
channel. Instead of pixel value we have height at a perticular 2D
bin which can be negative. Depending on the scale the patches
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Fig. 4: (Left) - Summary of our network architecture showing the building blocks. Dashed lines and blocks are optional parts depending
on the network as described in the table on the right. Conv, FCs and TConv denote Convolution, Fully Connected and Transposed
Convolution layers respectively. (Right) - The detailed description of the different networks used. Each column represents a network
where the input is processed from top to bottom. The block represents the kernel size, number of filters or output channels and optional
strides when it differs from (1, 1). The network complexity in terms of computation and parameters increases from left to right except
for 6x 128 FC, which has the maximum number of parameters because of the presence of the FC layer. Other details are provided in
Section 4.2.1.
are computed, this height can be dependent on the 3D shape it is
computed. Therefore, we need to perform dataset normalization
before training and testing.
Patch normalization We normalize patch set between 0 and
0.83 (= 1/1.2) before training and assign the missing region or
hole-masks as 1. This makes the network easily identify the holes
during the training - as the training procedure is technically a
blind inpainting method. We manually found that, the network has
difficulty in reconstructing fine scaled details when this threshold
is lowered further (Eg. 1/1.5). The main idea here is to let the
network easily identify the missing regions without sacrificing a
big part of the input spectrum.
Training We train on the densely overlapped clean patches
computed on a set of clean meshes. Square and circular hole-
masks of length 0 to 0.8 times the patch length are created
randomly on the fly at random locations on the patches with a
uniform probability and is passed through the denoising network
during the training. The output of the network is matched against
the original patches without holes with a soft binary cross entropy
loss between 0 and 1. Note that this training scheme is aimed to
reconstruct holes less than 0.8 times the patch length. The use
of patches of moderate length computed on quad orientations,
enables this method to inpaint holes of small to moderate size.
4.3 Inpainting pipeline
Testing consists of inpainting holes in a given 3D mesh. This
involves patch computation in the noisy mesh, patch inpainting
through a generative model, and the reconstruction of the final
mesh. For a 3D mesh with holes, the regions to be inpainted
are completely empty and have no edge connectivity and vertices
information. Thus, to establish the final interior mesh connectivity
after CNN based patch reconstruction, there has to be a way
of inserting vertices and performing triangulation. We use an
existing popular [47], for this purpose of hole triangulation to
get a connected hole filled mesh based on local geometry. This
hole-triangulated mesh is also used for quad mesh computation on
7Fig. 5: (Left) Visualization of dictionary atoms learnt from the
shape Totem (m = 16× 16). (Right) Reconstruction of the shape
Totem using local dictionary of size 5 atoms and 100 atoms
the mesh with holes. This is important as quad mesh computation
is affected by the presence of holes.
5 EXPERIMENTAL RESULTS
In this section we provide the different experiments performed to
evaluate our design choices of both dictionary and CNN based
generative models for mesh processing. We first provide the
details of the meshes used in our experiments by introducing our
dataset in Section 5.1. We then provide the different parameters
used for patch computations followed by the mesh restoration
results with dictionary learning (Section 5.2). We then provide our
results of inpainting with CNN based approach and its comparison
with our dictionary based approach (Section 5.3). As seen both
quantitatively and qualitatively, our the CNN based approach
provides better results than the dictionary based approach. We
finally end up with a section with the generalizing capability
of our local patches through global generative models (by both
global dictionary and global denoising autoencoder) and discuss
the possibility of having a global universal generative model for
local 3D patches.
5.1 Dataset
We considered dataset having 3D shapes of two different types.
The first type (Type 1) consists of meshes that are in general,
simple in nature without much surface texture. In descending order
of complexity 5 such objects considered are - Totem, Bunny, Milk-
bottle, Fandisk and Baseball. Totem is of very high complexity
containing a high amount of fine level details whereas Bunny
and Fandisk are some standard graphics models with moderate
complexity. In addition, we considered 5 models with high surface
texture and details (Type 2) consisting of shoe soles and a
human brain specifically to evaluate our hole-filling algorithm -
Supernova, Terrex, Wander, LeatherShoe and Brain. This subset
of meshes is also referred as high texture dataset in subsequent
section. Therefore, we consider in total 10 different meshes for our
evaluation (all meshes are shown in the supplementary material).
Other than the models Baseball, Fandisk and Brain, all models
considered for the experimentation are reconstructed using a vi-
sion based reconstruction system - 3Digify [54]. Since this system
uses structured light, the output models are quite accurate, but do
have inherent noise coming from structured light reconstruction
and alignments. Nonetheless, because of its high accuracy, we
consider these meshes to be ‘clean’ for computing global patch
database. These models were also reconstructed with varying
accuracy by changing the reconstruction environment before con-
sidering for the experiments of inpainting. In an extreme case
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Fig. 6: Reconstruction error of different shapes with Dictionaries
with increasing number of atoms.
Mesh Patch Compr
Meshes entities #patches entities factor PSNR
Totem 450006 658 12484 36.0 56.6
Milkbottle 441591 758 14420 30.6 72.3
Baseball 415446 787 14974 27.7 75.6
Bunny 501144 844 16030 31.3 60.6
Fandisk 65049 874 16642 3.9 62.1
TABLE 1: Results for compression in terms of number of entities
with a representation with global dictionary of 100 atoms. Mesh
entities consists of the number of entities for representing the mesh
which is: 3 × #Faces and #Vertices. Patch entities consists of the
total number of sparce dictionary coefficients (20 per patch) used
to represent the mesh plus the entities in the quad mesh. Compr
factor is the compression factor between the two representation.
PSNR is Peek Signal to Noise Ratio where the bounding box
diameter of the mesh is considered as the peek signal following
[55]
.
some of these models are reconstructed using Structure From
Motion for the purpose of denoising using its ‘clean’ counterpart
as described in Section 5.2.2.
Dataset normalization and scale selection For normalization,
we put each mesh into a unit cube followed by upsampling
(by subdivision) or downsampling (by edge collapse) to bring
it to a common resolution. After normalization, we obtained
the low resolution mesh by applying Laplacian smoothing with
30 iterations. We then performed the automatic quadiangulation
procedure of [22] on the low resolution mesh, with the targeted
number of faces such that, it results an average quad length to be
0.03 for Type 1 dataset and 0.06 for Type 2 dataset (for larger
holes); which in turns become the average patch length of our
dataset. The procedure of smoothing and generating quad mesh
can be supervised manually in order to get better quad mesh
for reference frame computation. But, in our varied dataset, the
automatic procedure gave us the desired results.
We then generated 3D patches from each of the clean meshes
using the procedure provided in Section 3. We chose the number
of bins N , to be 16 for Type 1 dataset and 24 for Type 2 dataset;
to match the resolution the input mesh. To perform experiment
in a common space (global dictionary), we also generated patches
with patch dimension of 16 in Type 2 dataset with the loss of some
output resolution.
8Fig. 7: Inpainting of the models with 50% missing vertices (Left
- noisy mesh, Middle - inpainted mesh, Right - ground truth) of
Terrex and Bunny, using the local dictionary. Here we use the quad
mesh provided at the testing time.
Missing Ratio 0.2 0.5
ours [50] ours [50]
bunny 1.11e-3 1.90e-2 1.62e-3 2.20e-2
fandisk 1.32e-3 8.30e-3 1.34e-3 1.20e-2
TABLE 2: RMS Inpainting error of missing vertices from our
method using local dictionary and its comparison to [50]
.
5.2 Evaluating 3D Patch Dictionaries
5.2.1 Dictionary Learning and Mesh Reconstruction
Dictionary Learning We learn the local dictionary for each
shape with varying numbers of dictionary atoms with the aim
to reconstruct the shape with varying details. Atoms of one such
learned dictionary is shown in Figure 5 (Left). Observe the ‘stripe
like’ structures the dictionary of Totem in accordance to the fact
that the Totem has more line like geometric textures.
Reconstruction of shapes We then perform reconstruction
of the original shape using the local dictionaries with different
number of atoms (Section 4.1.1). Figure 5 (Right) shows qual-
itatively the difference in output shape when reconstructed with
dictionary with 5 and 100 atoms. Figure 6 shows the plot between
the Global Reconstruction Error - the mean Point to Mesh distance
of the vertices of the reconstructed mesh and the reference mesh
- and the number of atoms in the learned dictionary for our Type
1 dataset. We note that the reconstruction error saturates after a
certain number of atoms (50 for all).
Potential for Compression The reconstruction error is low
after a certain number of atoms in the learned dictionary, even
when global dictionary is used for reconstructing all the shapes
(more on shape independence in Section 5.4). Thus, only the
sparse coefficients and the connectivity information needs to be
stored for a representation of a mesh using a common global
dictionary, and can be used as a means of mesh compression.
Table 1 shows the results of information compression on Type 1
dataset.
5.2.2 Surface Inpainting
Recovering missing geometry To evaluate our algorithm for
geometry recovery, we randomly label certain percentage of ver-
tices in the mesh as missing. The reconstructed vertices are then
compared with the original ones. The visualization of our result is
in Figure 7. Zoomed view highlighting the details captured as well
as the results from other objects are provided in the supplemen-
tary material. We compare our results with [50] which performs
similar task of estimating missing vertices, with the publically
available meshes Bunny and Fandisk, and provide the recovery
error measured as the Root Mean Square Error (RMSE) of the
missing coordinates in Table 2. Because of the unavailability of the
Fig. 8: Qualitative analysis of the inpainting algorithm of Super-
nova and Milk-bottle. From left to right - mesh with holes, hole
filling with [47], our results from global dictionary and ground
truth mesh. Detailed visualization of the results of other meshes
are presented in the provided supplementary material.
other two meshes used in [50], we limited to these aforementioned
meshes for comparison. As seen in the table, we improve over
them by a large margin.
This experiment also covers the case when the coarse mesh
of the noisy data is provided to us which we can directly use
for computing quad mesh and infer the final mesh connectivity
(Section 3.2). This is true for the application of recovering
damaged part. If the coarse mesh is not provided, we can easily
perform poisson surface reconstruction using the non-missing
vertices followed by Laplacian smoothing to get our low resolution
mesh for quadriangulation. Since, the low resolution mesh is
needed just for the shape outline without any details, poisson
surface reconstruction does sufficiently well even when 70% of
the vertices are missing in our meshes.
Hole filling We systematically punched holes of different size
(limiting to the patch length) uniform distance apart in the models
of our dataset to create noisy test dataset. We follow the procedure
in Section 4.3 in this noisy dataset and report our inpainting results
in Table 5. Here we use mean of the Cloud-to-Mesh error of the
inpainted vertices as our error metrics. Please note that the noisy
patches are independently generated on its own quad mesh. No
information about the reference frames from the training data is
used for patch computation of the noisy data. Also, note that this
logically covers the inpainting of the missing geometry of a scan
due to occlusions. We use both local and global dictionaries for
filling in the missing information and found our results to be quite
similar to each other.
For baseline comparison we computed the error from the
popular filling algorithm of [47] available in MeshLab [56]. Here
the comparison is to point out the improvement achieved using a
data driven approach over geometry. We could not compare our
results with [50] because of the lack of systematic evaluation of
hole-filling in their paper. As it is seen, our method is clearly
better compared to the [47] quantitatively and qualitatively (Figure
8). The focus of our evaluation here is on the Type 2 dataset -
which captures complex textures. In this particular dataset we also
performed the hole filling procedure using self-similarity, where
9Fig. 9: Denoising meshes using a clean patch dictionary of a
similar object. (Left) Results on Totem (from left to right) - noisy
reconstruction from SFM, our denoising using patch dictionary
from a clean reconstruction, denoising by Laplacian smoothing
[51], the high quality clean mesh with different global config-
uration. (Right) Result for the mesh Keyboard with the same
experiment. Zoomed versions of similar results are provided in
the supplementary material.
[47] Our - Local Our - Global
Supernova 0.001646 0.000499 0.000524
Terrex 0.001258 0.000595 0.000575
Wander 0.002214 0.000948 0.000901
LeatherShoe 0.000854 0.000569 0.000532
Brain 0.002273 0.000646 0.000587
Milk-bottle 0.000327 0.000126 0.000123
Baseball 0.000158 0.000138 0.000168
Totem 0.001065 0.001065 0.001052
Bunny 0.000551 0.000576 0.000569
Fandisk 0.001667 0.000654 0.000634
TABLE 3: Mean inpainting error for our dataset of hole size 0.015,
0.025 and 0.035 for the dataset Type 2 (top block of the table) and
0.01 and 0.02 for Dataset Type 1 (bottom block of the table).
Local uses the local dictionary learned from the clean mesh of the
corresponding shape and Global uses a global dictionary learned
from the entire dataset.
we learn a dictionary from the patches computed on the noisy
mesh having holes, and use it to reconstruct the missing data.
The results obtained is very similar to the use of local or global
dictionary (Table 4).
[47] Self-Similar
Supernova 0.001162 0.000401
Terrex 0.000900 0.000585
Wander 0.001373 0.000959
LeatherShoe 0.000596 0.000544
Brain 0.001704 0.000614
TABLE 4: Mean inpainting error comparison with self similar
dictionary with 100 atoms. Hole size considered is 0.035
With smaller holes, the method of [47] performs as good as
our algorithm, as shape information is not present in such a small
scale. The performance of our algorithms becomes noticeably
better as the hole size increases as described by Figure 10a. This
shows the advantage of our method for moderately sized holes.
Improving quality of noisy reconstruction Our algorithm for
inpainting can be easily extended for the purpose of denoising. We
can use the dictionary learned on the patches from a clean or high
quality reconstruction of an object to improve the quality of its low
quality reconstruction. Here we approximate the noisy patch with
its closest linear combination in the Dictionary following Equation
1. Because of the fact that our patches are local, the low quality
reconstruction need not be globally similar to the clean shape. This
is depicted by the Figure 9 (Left) where a different configuration
of the model Totem (with the wings turned compared to the
horizontal position in its clean counterpart) reconstructed with
structure-from-motion with noisy bumps has been denoised by
using the patch dictionary learnt on its clean version reconstructed
by Structured Light. A similar result on Keyboard is shown in
Figure 9 (Right).
5.3 Evaluating Denoising Autoencoders
We use the same dataset mentioned in the beginning of this section
for evaluating Convolutional Denoising Autoencoders and put
more emphasis to the high texture dataset. We compute another
set of patches with resolution 100× 100 (in addition to computing
patches with resolution 24 × 24 as presented in Section 5.1) for
performing fine level analysis of patch reconstruction w.r.t. the
network complexity.
Training and Testing We train different CNNs from the clean
meshes as described in the following sections. For testing or hole
filling, we systematically punched holes of different size (limiting
to the patch length) uniform distance apart in the models of our
dataset to create noisy test dataset. The holes are triangulated to
get connectivity as described in the Section 4.3. Finally, noisy
patches are generated on a different set of quad-mesh (Reference
frames) computed on the hole triangulated mesh, so that we use a
different set of patches during the testing. More on the generalising
capability of the CNNs are discussed in the Section 5.4.
5.3.1 Hole filling on a single mesh
As explained before, our 3D patches from a single mesh are
sufficient in amount to train a generative model for that mesh. Note
that we still need to provide an approximately correct scale for the
quad mesh computation of the noisy mesh, so that the training
and testing patches are not too different by size. Table 6 shows the
result of hole filling using our smallest network - small 4x in terms
of mean of the Cloud-to-Mesh error of the inpainted vertices and
its comparison with our linear dictionary based inpainting results.
We also provide the results from [47] in the table for better portray
of the comparison. In this experiment, we learn one CNN per mesh
on the patches in the clean input mesh (similar to local dictionary
model), and tested in hole data as explained in the above section.
As seen, our smallest network beats the result of linear approach
of surface inpainting.
We also train a long network long 12x SC (our best perform-
ing global network) with an offset factor of k = 7, giving us a
total of 28 overlapping patches per quad location for the model
Supernova and we show the qualitative result in Figure 13 (Left).
The figure verifies qualitatively, that with enough number of dense
overlapping patches and a more complete CNN architecture, our
method is able to inpaint surfaces with a very high accuracy.
5.3.2 Global Denoising Autoencoder
Even though the input to the CNN are local patches, we can still
create a single CNN designed for repairing a set of meshes, if the
set of meshes are pooled from a similar domain. This is analogous
to the global dictionary where the dictionary was learnt from the
patches of a pool of meshes. But to incorporate more variations
in between the meshes in the set, the network needs to be well
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Fig. 10: (a) Inpainting error vs Hole-size to patch-size ratio for Brain inpainted using the global dictionary. The patchsize here is 0.062
(patch radius ≈ 0.044). Plots of other shapes are in provided in the supplementary material (b) Comparison of the reconstruction error
of Totem using local and global dictionaries with different number of atoms. For better visualization the X axis provided in logarithmic
scale. (c) Reconstruction error of Totem with global dictionaries (with 500 atoms) having patches from different number of shapes.
Noisy
GT
small 4x
6x 128
6x 128 FC
long 12x
long 12x SC
Fig. 11: Qualitative result of our inpainting method with different patches of dimension 100 × 100 (24 × 24 for small 4x) with global
networks. Patches are taken at random from the test set of meshes of shoe soles and brain, and random masks of variable size, shown in
cyan (light blue), are chosen for the task of inpainting. Results of the inpainted patches with different network architectures are shown
in the bottom rows.
designed. This gets shown in the column global CNN of Table
7 where our inpainting result with a single CNN (small 4x) for
common meshes (Type 1 dataset) is comparable to our linear
global-dictionary based method (column global dictionary), but
not better. With the premise that CNN is more powerful than the
linear dictionary based methods, we perform additional experi-
ments incorporating all the careful design choices discussed in
the Section 4.2.1 for creating global CNNs for the purpose of
inpainting different meshes in similar domain. The objective of
these experiments are 1) to evaluate different denoising autoen-
coders ideas for inpainting in the context of height map based
3D patches 2) to verify that carefully designed generative CNNs
performs better than the linear dictionary based methods, and 3) to
show how to design a single denoising autoencoder for inpainting
meshes from similar domain or inpainting meshes across a varied
domain, when the number of meshes is not too high. We, however,
do not claim that this procedure makes it possible to have a single
model (be it global dictionary or global CNN) capable of learning
and inpainting across a large number of meshes (say all meshes in
ShapeNet); nor is this our intention.
Figure 11 provides the qualitative results for different networks
showing the reconstructed patches from the masked incomplete
patches. The results shows that the quality of the reconstruction
increases with the increase in the network complexity. In terms
of capturing overall details the network with FC layer seems to
reconstruct the patches close to the original, but with the lack
of contrast. This gets shown in the quantitative results where it
is seen that the network with FC performs worse than most of
networks. The quantitative results are shown in Table 6. The best
result qualitatively and quantitatively is shown by long 12x SC
- the longest network with symmetrical skip connections. Figure
13 (Right) provides more insights on the importance of the skip
connections. Visualizations of the reconstructed hole filled mesh
are provided in Figure 12 (Left).
5.4 Generalisation capability
Patches from common pool We perform reconstruction of Totem
using both the local dictionary and global dictionary having
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Meshes [47] Global Dict small 4x multi 6x 6x 128 6x 128 FC l 12x l 12x SC
Supernova 0.001646 0.000524 0.000427 0.000175 0.000173 0.000291 0.000185 0.000162
Terrex 0.001258 0.000575 0.000591 0.000373 0.000371 0.000488 0.000395 0.000369
Wander 0.002214 0.000901 0.000894 0.000631 0.000628 0.001033 0.000694 0.000616
LeatherShoe 0.000854 0.000532 0.000570 0.000421 0.000412 0.000525 0.000451 0.000407
Brain 0.002273 0.000587 0.000436 0.000166 0.000171 0.000756 0.000299 0.000165
TABLE 5: Mean inpainting error for our dataset of shoe soles of hole size 0.015, 0.025 and 0.035 with a single CNN of different
architecture and its comparison to the global dictionary based method. As expected, the error decreases with the increase in the
complexity (network length, skip connections, etc).
Holes GT [47] Global Dict small 4x long 12x SC
Fig. 12: (Left) Qualitative results of hole filling on the mesh Supernova with a hole radius of 0.025 with Global generative methods.
(Right) Example of the quad mesh used in training (Left) and testing (Right) for the mesh Totem. Best viewed when zoomed digitally.
Enlarged version and more results are provided in the supplementary material.
Meshes [47] Local Dictionary Local CNN - small 4x
Supernova 0.001646 0.000499 0.000415
Terrex 0.001258 0.000595 0.000509
Wander 0.002214 0.000948 0.000766
LeatherShoe 0.000854 0.000569 0.000512
Brain 0.002273 0.000646 0.000457
TABLE 6: Mean inpainting error of hole size 0.015, 0.025 and
0.035 for high texture dataset which uses Local patches generated
on the same clean mesh of the corresponding shape.
different number of atoms to know if the reconstruction error, or
the shape information encoded by the dictionary, is dependent on
where the patches come from at the time of training. We observed
that when the number of dictionary atoms is sufficiently large
(200 - 500), the global dictionary performs as good as the local
dictionary (Figure 10b ). This is also supported by our superior
performance of global dictionary in therms of hole filling.
Keeping the number of atoms fixed at which the performances
between Local and Global dictionary becomes indistinguishable
(500 in our combined dataset), we learned global dictionary using
the patches from different shapes, with one shape at a time. The
reconstruction error of Totem using these global dictionary varied
very little. But we notice a steady increase in the reconstruction
error with increase in the number of object used for learning;
which becomes steady after a certain number of object. After that
point (6 objects), adding more shapes for learning does not create
any difference in the final reconstruction error (Figure 10c). This
verifies our hypothesis that the reconstruction quality does not
deteriorate significantly with increase in the size of the dataset for
common meshes for learning.
Different test meshes We perform experiments to see how the
inpainting method can be generalized among different shapes and
use Type 1 dataset of [57] consisting of general shapes like Bunny,
Fandisk, Totem, etc. These meshes do not have high amount
of specific surface patterns. Column global CNN ex of Table 7
shows the quantitative result for the network small 4x to inpaint
the meshes trained on patches of other meshes. It is seen that if
the shape being inpainted does not have too much characteristic
surface texture, the inpainting method generalizes well. Note that
this result is still better than the geometry based inpainting result
of [47]. Thus, it can be concluded that our system is a valid system
for inpainting simple and standard surface meshes (Eg. Bunny,
Milk-bottle, Fandisk etc).
However for complicated and characteristic surfaces (Eg. shoe
dataset), we need to learn on the surface itself, because of the
inherent nature of the input to our CNN - local patches (instead
of global features which takes an entire mesh as an input) that are
supposed to capture surface details of its own mesh. Evaluating
the generalizing capability of such a system requires patch com-
putation on different locations between the training and testing
set, instead of different mesh altogether. As explained before, in
all our inpainting experiments, we explicitly made sure that the
patches during the testing do not belong to training by manually
computing a different set of quad mesh (Reference frames) for
the hole triangulated mesh. To absolutely make sure the testing
is done in a different set of patches, we manually tuned different
parameters in [22] for quadriangulation. One example of such pair
of quad meshes of the mesh Totem are shown in Figure 12 (Right).
The generalization capability can also be tested across the
surfaces that are similar in nature, but from a different sample.
The mesh Stone Wall from [58] provides a good example of such
data, which has two different sides of the wall of similar nature.
We fill holes on one side by training CNN on the other side and
show the qualitative result in Figure 14a. This verifies the fact
that the CNN seems to generalize well for reconstructing unseen
patches.
Discussion on texture synthesis We add a small discussion
on the topic of texture synthesis as a good part of our evaluation
is focused on a dataset of meshes high in textures. As stated
in the related work, both dictionary [8] based and BM3D [11]
based algorithms are well known to work with textures in terms
of denoising 2D images. Both approaches have been extended
to work with denoising 3D surfaces. Because of the presence of
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Fig. 13: (Left) Qualitative result of inpainting on a single mesh
with an overlap factor of k = 7. (Right) Mean inpainting error
for high texture meshes wrt the number of parameters in the
CNN. Inpainting error decreases with the increase in the network
depth, saturates at one time, and performs worse if increased
further. Presence of symmetrical skip connections decreases the
error further providing its importance to train longer networks.
global global CNN global CNN ex
dictionary small 4x small 4x
Milk-bottle 0.000123 0.000172 0.000187
Baseball 0.000168 0.000113 0.000138
Totem 0.001052 0.001038 0.001406
Bunny 0.000569 0.000780 0.000644
Fandisk 0.000634 0.000916 0.000855
TABLE 7: (Left) Mean inpainting error of hole size 0.01, 0.02 and
0.03 for common mesh dataset using global models. For column
global CNN we use a single global CNN (small 4x) trained on the
local patches of all the meshes. The result of this small network is
comparable to that of the linear global dictionary, but not better.
This shows that we have more scope of improvement with a better
network design for CNNs. (Right) in the column global CNN ex,
for each mesh, we use a global CNN (small 4x) trained on the
local patches of all the meshes except itself. More discussion is in
Section 5.4
patch matching step in BM3D (patches are matched and kept in a
block if they are similar), it is not simple to extend it for the task
of 3D inpainting with moderate sized holes, as a good matching
technique has to be proposed for incomplete patches. Iterative
Closest Point (ICP) is a promising means of such grouping as
used by [59] for extending BM3D for 3D point cloud denoising.
Since the contribution in [59] is limited for denoising surfaces, we
could not compare our results with it - as further extending [59] for
inpainting is not trivial and requires further investigation. Instead
we compared our results with the dictionary based inpainting
algorithm proposed in [57].
Inpainting repeating structure is well studied in [60]. Because
of the lack of their code and unavailability of results on a standard
meshes, we could not compare our results to them. We also do
not claim our method to be superior to them in high texture
scenario, though we show high quality result with indistinguish-
able inpainted region for one of the meshes in Figure 13 (Left)
using a deep network. However, we do claim our method to be
more general, and to work in cases with shapes with no explicit
repeating patterns (Eg. Type 1 dataset) which is not possible with
[60].
(a) Experiment on Stone Wall
GT
Reconstructed
A B C
(b) Failure cases.
Fig. 14: (a) Scanned mesh of Stone Wall [58] which has two sides
of similar nature shown in the top. The CNN 6x 128 was trained
on the patches generated on one side (Top Left) to recover the
missing details on the other side (Top Right) whose result is shown
in the bottom. (b) Failure cases -(Left) - bad or invalid patches
(point cloud with RF at the top, and its corresponding broken and
invalid surface representation at the bottom) at complicated areas
of a mesh. (Right) Three failure case scenarios of the CNN.
5.5 Limitation and failure cases
General limitations - The quad mesh on the low resolution
mesh provides a good way of achieving stable orientations for
computing moderate length patch in 3D surfaces. However, on
highly complicated areas such as joints, and a large patch length,
the height map based patch description becomes invalid due to
multiple overlapping surfaces on the reference quad as shown in
Figure 14b (left). Also, the method in general does not work with
full shape completion where the entire global outline has to be
predicted.
Generative network failure cases - It is observed that small
sized missing regions are reconstructed accurately by our long
generative networks. Failure cases arise when the missing region
is large. In the first case the network reconstructs the region
according to the patch context slightly different than the ground
truth (Figure 14b-A). The second case is similar to the first case
where the network misses fine details in the missing region, but
still reconstructs well according to the other dominant features.
The third case, which is often seen in the network with FC, is the
lack of contrast in the final reconstruction (Figure 14b-C). Failure
cases for smaller networks can be seen in Figure 11.
6 CONCLUSION
We proposed in this paper our a first attempt at using generative
models on 3D shapes with a representation and parameterization
other than voxel grid or 2D projections. For that, we proposed a
new method for shape encoding 3D surface of arbitrary shapes
using rectangular local patches. With these local patches we
designed generative models, inspired that from 2D images, for
inpainting moderate sized holes and showed our results to be better
than the geometry based methods. With this, we identified an
important direction of future work - exploration of the application
of CNNs in 3D shapes in a parameterization different from the
generic voxel representation. In continuation of this particular
work, we would like to extend the local quad based representation
to global shape representation which uses mesh quadriangulation,
as it inherently provides a grid like structure required for the
application of convolutional layers. This, we hope, will provide
an alternative way of 3D shape processing in the future.
13
REFERENCES
[1] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification
with deep convolutional neural networks,” in Advances in Neural
Information Processing Systems 25, F. Pereira, C. J. C. Burges,
L. Bottou, and K. Q. Weinberger, Eds. Curran Associates, Inc.,
2012, pp. 1097–1105. [Online]. Available: http://papers.nips.cc/paper/
4824-imagenet-classification-with-deep-convolutional-neural-networks.
pdf
[2] R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich feature hi-
erarchies for accurate object detection and semantic segmentation,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), 2014.
[3] R. B. Girshick, “Fast R-CNN,” CoRR, vol. abs/1504.08083, 2015.
[Online]. Available: http://arxiv.org/abs/1504.08083
[4] S. Ren, K. He, R. B. Girshick, and J. Sun, “Faster R-
CNN: towards real-time object detection with region proposal
networks,” CoRR, vol. abs/1506.01497, 2015. [Online]. Available:
http://arxiv.org/abs/1506.01497
[5] X. Mao, C. Shen, and Y. Yang, “Image restoration using very deep con-
volutional encoder-decoder networks with symmetric skip connections,”
in Proc. Advances in Neural Inf. Process. Syst., 2016.
[6] N. Cai, Z. Su, Z. Lin, H. Wang, Z. Yang, and B. W.-K. Ling, “Blind
inpainting using the fully convolutional neural network,” The Visual
Computer, vol. 33, no. 2, pp. 249–261, Feb 2017. [Online]. Available:
https://doi.org/10.1007/s00371-015-1190-z
[7] D. Pathak, P. Kra¨henbu¨hl, J. Donahue, T. Darrell, and A. Efros, “Context
encoders: Feature learning by inpainting,” 2016.
[8] M. Aharon, M. Elad, and A. Bruckstein, “K -svd: An algorithm for
designing overcomplete dictionaries for sparse representation,” Signal
Processing, IEEE Transactions on, vol. 54, no. 11, pp. 4311–4322, Nov
2006.
[9] J. Mairal, M. Elad, and G. Sapiro, “Sparse representation for color image
restoration,” IEEE Transactions on Image Processing, vol. 17, no. 1, pp.
53–69, Jan 2008.
[10] J. Mairal, F. Bach, J. Ponce, and G. Sapiro, “Online dictionary
learning for sparse coding,” in Proceedings of the 26th Annual
International Conference on Machine Learning, ser. ICML ’09. New
York, NY, USA: ACM, 2009, pp. 689–696. [Online]. Available:
http://doi.acm.org/10.1145/1553374.1553463
[11] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “Image denoising by
sparse 3-d transform-domain collaborative filtering,” IEEE Transactions
on image processing, vol. 16, no. 8, pp. 2080–2095, 2007.
[12] ——, “Bm3d image denoising with shape-adaptive principal component
analysis,” in SPARS’09-Signal Processing with Adaptive Sparse Struc-
tured Representations, 2009.
[13] M. Lebrun, “An analysis and implementation of the bm3d image denois-
ing method,” Image Processing On Line, vol. 2, pp. 175–213, 2012.
[14] A. Radford, L. Metz, and S. Chintala, “Unsupervised representation
learning with deep convolutional generative adversarial networks,” arXiv
preprint arXiv:1511.06434, 2015.
[15] C. Ledig, L. Theis, F. Huszar, J. Caballero, A. P. Aitken, A. Tejani,
J. Totz, Z. Wang, and W. Shi, “Photo-realistic single image
super-resolution using a generative adversarial network,” CoRR, vol.
abs/1609.04802, 2016. [Online]. Available: http://arxiv.org/abs/1609.
04802
[16] D. Maturana and S. Scherer, “VoxNet: A 3D Convolutional Neural
Network for Real-Time Object Recognition,” in IROS, 2015.
[17] Z. Wu, S. Song, A. Khosla, F. Yu, L. Zhang, X. Tang, and J. Xiao, “3d
shapenets: A deep representation for volumetric shapes,” in Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition,
2015, pp. 1912–1920.
[18] H. Su, S. Maji, E. Kalogerakis, and E. G. Learned-Miller, “Multi-view
convolutional neural networks for 3d shape recognition,” in Proc. ICCV,
2015.
[19] A. Brock, T. Lim, J. M. Ritchie, and N. Weston, “Generative and
discriminative voxel modeling with convolutional neural networks,”
CoRR, vol. abs/1608.04236, 2016. [Online]. Available: http://arxiv.org/
abs/1608.04236
[20] J. Wu, C. Zhang, T. Xue, W. T. Freeman, and J. B. Tenenbaum, “Learning
a probabilistic latent space of object shapes via 3d generative-adversarial
modeling,” in Advances in Neural Information Processing Systems, 2016,
pp. 82–90.
[21] A. Dai, C. R. Qi, and M. Nießner, “Shape completion using 3d-encoder-
predictor cnns and shape synthesis,” CoRR, vol. abs/1612.00101, 2016.
[Online]. Available: http://arxiv.org/abs/1612.00101
[22] H.-C. Ebke, D. Bommes, M. Campen, and L. Kobbelt, “QEx: Robust
quad mesh extraction,” ACM Transactions on Graphics, vol. 32, no. 6,
pp. 168:1–168:10, 2013.
[23] J. Digne, R. Chaine, and S. Valette, “Self-similarity for accurate
compression of point sampled surfaces,” Computer Graphics Forum,
vol. 33, no. 2, pp. 155–164, 2014. [Online]. Available: http:
//dx.doi.org/10.1111/cgf.12305
[24] A. Sinha, J. Bai, and K. Ramani, “Deep learning 3d shape surfaces
using geometry images,” in Proceedings of 15th European Conference
on Computer Vision (ECCV), 2016, pp. 223–240.
[25] J. Masci, D. Boscaini, M. M. Bronstein, and P. Vandergheynst,
“Shapenet: Convolutional neural networks on non-euclidean manifolds,”
no. arXiv:1501.06297, 2015.
[26] D. Boscaini, J. Masci, E. Rodola, and M. M. Bronstein, “Learning
shape correspondence with anisotropic convolutional neural networks,”
in Proceedings of the Neural Information Processing Systems (NIPS), no.
arXiv:1605.06437, 2016.
[27] R. W. Sumner and J. Popovic´, “Deformation transfer for triangle
meshes,” ACM Trans. Graph., vol. 23, no. 3, pp. 399–405, Aug. 2004.
[Online]. Available: http://doi.acm.org/10.1145/1015706.1015736
[28] T. Neumann, K. Varanasi, N. Hasler, M. Wacker, M. Magnor, and
C. Theobalt, “Capture and statistical modeling of arm-muscle deforma-
tions,” in Computer Graphics Forum, vol. 32, no. 2pt3. Blackwell
Publishing Ltd, 2013, pp. 285–294.
[29] O. Freifeld and M. J. Black, “Lie bodies: A manifold representation
of 3d human shape,” in Proceedings of the 12th European Conference
on Computer Vision - Volume Part I, ser. ECCV’12. Berlin,
Heidelberg: Springer-Verlag, 2012, pp. 1–14. [Online]. Available:
http://dx.doi.org/10.1007/978-3-642-33718-5 1
[30] M. Tarini, K. Hormann, P. Cigoni, and C. Montani, “Polycube-maps,”
ACM Trans. Graph., 2004.
[31] W. Jakob, M. Tarini, D. Panozzo, and O. Sorkine-Hornung,
“Instant field-aligned meshes,” ACM Trans. Graph., vol. 34,
no. 6, pp. 189:1–189:15, Oct. 2015. [Online]. Available: http:
//doi.acm.org/10.1145/2816795.2818078
[32] P. Garrido, M. Zollhoefer, D. Casas, L. Valgaerts, K. Varanasi, P. Perez,
and C. Theobalt, “Reconstruction of personalized 3d face rigs from
monocular video,” ACM Transactions on Graphics, vol. 35, no. 3, pp.
28:1–28:15, 2016.
[33] A. H. Bermano, D. Bradley, T. Beeler, F. Zund, D. Nowrouzezahrai,
I. Baran, H. Sorkine-Hornung, O.and Pfister, R. W. Sumner, B. Bickel,
and Gross, “Facial performance enhancement using dynamic shape space
analysis,” ACM Transactions on Graphics, vol. 33, no. 2, pp. 13:1–13:12,
2014.
[34] F. Bogo, M. J. Black, M. Loper, and J. Romero, “Detailed full-body
rreconstruction of moving people from monocular rgb-d sequences,” in
Proceedings of the International Conference on Computer Vision (ICCV),
2015, pp. 2300–2308.
[35] K. Sarkar, K. Varanasi, and D. Stricker, “Trained 3d models for cnn
based object recognition,” in Proceedings of the 12th International
Joint Conference on Computer Vision, Imaging and Computer Graphics
Theory and Applications - Volume 5: VISAPP, (VISIGRAPP 2017), 2017,
pp. 130–137.
[36] L. Wei, Q. Huang, D. Ceylan, E. Vouga, and H. Li, “Dense human body
correspondences using convolutional neural networks,” in Proceedings of
the 29th IEEE International Conference on Computer Vision and Pattern
Recognition (CVPR), 2016.
[37] A. X. Chang, T. Funkhouser, L. Guibas, P. Hanrahan, Q. Huang,
Z. Li, S. Savarese, M. Savva, S. Song, H. Su, J. Xiao, L. Yi, and
F. Yu, “ShapeNet: An Information-Rich 3D Model Repository,” Stanford
University — Princeton University — Toyota Technological Institute at
Chicago, Tech. Rep. arXiv:1512.03012 [cs.GR], 2015.
[38] G. Riegler, A. O. Ulusoy, H. Bischof, and A. Geiger, “Octnetfusion:
Learning depth fusion from data,” in Proceedings of the International
Conference on 3D Vision, 2017.
[39] C. R. Qi, H. Su, K. Mo, and L. J. Guibas, “Pointnet: Deep learning
on point sets for 3d classification and segmentation,” arXiv preprint
arXiv:1612.00593, 2016.
[40] G. Riegler, A. O. Ulusoy, and A. Geiger, “Octnet: Learning deep 3d rep-
resentations at high resolutions,” in Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, 2017.
[41] G. E. Hinton and R. R. Salakhutdinov, “Reducing the dimensionality of
data with neural networks,” science, vol. 313, no. 5786, pp. 504–507,
2006.
[42] P. Vincent, H. Larochelle, Y. Bengio, and P.-A. Manzagol, “Extracting
and composing robust features with denoising autoencoders,” in
Proceedings of the 25th International Conference on Machine Learning,
14
ser. ICML ’08. New York, NY, USA: ACM, 2008, pp. 1096–1103.
[Online]. Available: http://doi.acm.org/10.1145/1390156.1390294
[43] J. Xie, L. Xu, and E. Chen, “Image denoising and inpainting with
deep neural networks,” in Proceedings of the 25th International
Conference on Neural Information Processing Systems, ser. NIPS’12.
USA: Curran Associates Inc., 2012, pp. 341–349. [Online]. Available:
http://dl.acm.org/citation.cfm?id=2999134.2999173
[44] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley,
S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial nets,”
in Advances in neural information processing systems, 2014, pp. 2672–
2680.
[45] F. Li and T. Zeng, “A universal variational framework for sparsity-based
image inpainting,” IEEE Transactions on Image Processing, vol. 23,
no. 10, pp. 4242–4254, 2014.
[46] H. Kim and A. Hilton, “Evaluation of 3d feature descriptors for multi-
modal data registration,” in 3D Vision - 3DV 2013, 2013 International
Conference on, June 2013, pp. 119–126.
[47] P. Liepa, “Filling holes in meshes,” in Proceedings of the
2003 Eurographics/ACM SIGGRAPH Symposium on Geometry
Processing, ser. SGP ’03. Aire-la-Ville, Switzerland, Switzerland:
Eurographics Association, 2003, pp. 200–205. [Online]. Available:
http://dl.acm.org/citation.cfm?id=882370.882397
[48] G. H. Bendels, M. Guthe, and R. Klein, “Free-form modelling
for surface inpainting,” in Proceedings of the 4th International
Conference on Computer Graphics, Virtual Reality, Visualisation
and Interaction in Africa, ser. AFRIGRAPH ’06. New York,
NY, USA: ACM, 2006, pp. 49–58. [Online]. Available: http:
//doi.acm.org/10.1145/1108590.1108599
[49] P. Sahay and A. Rajagopalan, “Geometric inpainting of 3d structures,”
in Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition Workshops, 2015, pp. 1–7.
[50] M. Zhong and H. Qin, “Surface inpainting with sparsity constraints,”
Computer Aided Geometric Design, vol. 41, pp. 23 – 35,
2016. [Online]. Available: http://www.sciencedirect.com/science/article/
pii/S0167839615001211
[51] O. Sorkine, D. Cohen-Or, Y. Lipman, M. Alexa, C. Ro¨ssl, and H.-P.
Seidel, “Laplacian surface editing,” in Proceedings of the EUROGRAPH-
ICS/ACM SIGGRAPH Symposium on Geometry Processing. ACM
Press, 2004, pp. 179–188.
[52] Y. C. Pati, R. Rezaiifar, and P. S. Krishnaprasad, “Orthogonal matching
pursuit: recursive function approximation with applications to wavelet
decomposition,” in Signals, Systems and Computers, 1993. 1993 Confer-
ence Record of The Twenty-Seventh Asilomar Conference on, Nov 1993,
pp. 40–44 vol.1.
[53] B. Efron, T. Hastie, I. Johnstone, and R. Tibshirani, “Least angle
regression,” Ann. Statist., vol. 32, no. 2, pp. 407–499, 04 2004. [Online].
Available: http://dx.doi.org/10.1214/009053604000000067
[54] 3Digify, “3digify, http://3digify.com/,” 2015. [Online]. Available:
http://3digify.com/
[55] E. Praun and H. Hoppe, “Spherical parametrization and remeshing,”
ACM Trans. Graph., vol. 22, no. 3, pp. 340–349, Jul. 2003. [Online].
Available: http://doi.acm.org/10.1145/882262.882274
[56] P. Cignoni, M. Callieri, M. Corsini, M. Dellepiane, F. Ganovelli, and
G. Ranzuglia, “Meshlab: an open-source mesh processing tool.” in
Eurographics Italian Chapter Conference, vol. 2008, 2008, pp. 129–136.
[57] K. Sarkar, K. Varanasi, and D. Stricker, “Learning quadrangulated
patches for 3d shape parameterization and completion,” in 2017
International Conference on 3D Vision, 3DV 2017, Qingdao, China,
October 10-12, 2017, 2017, pp. 383–392. [Online]. Available:
https://doi.org/10.1109/3DV.2017.00051
[58] Q.-Y. Zhou and V. Koltun, “Dense scene reconstruction with points of
interest,” ACM Trans. Graph., vol. 32, no. 4, pp. 112:1–112:8, Jul. 2013.
[Online]. Available: http://doi.acm.org/10.1145/2461912.2461919
[59] G. Rosman, A. Dubrovina, and R. Kimmel, “Patch-Collaborative Spectral
Point-Cloud Denoising,” Computer Graphics Forum, 2013.
[60] M. Pauly, N. J. Mitra, J. Wallner, H. Pottmann, and L. J. Guibas,
“Discovering structural regularity in 3d geometry,” ACM Trans. Graph.,
vol. 27, no. 3, pp. 43:1–43:11, Aug. 2008. [Online]. Available:
http://doi.acm.org/10.1145/1360612.1360642
