The matrlx P can be decomposed as
The matrlx P can be decomposed as P = A [R t] ,
where A is a 3 x 3 matrix, mapping the normalized image coordinates to the retinal image coordinates, (R, t) is the displacement (rotation and translation) from the world coordinate system to the camera coordinate system.
Problem Statement
The problem is illustrated in Fig. 1 . The left and right images at time tl are respectively denoted by 11 and 12, and those at time t 2 are denoted by 13 and 14. A point m in the image plane l a is noted as ma, and a point M in 3-space expressed in the coordinate system attached to the i-th camera is noted as Mi.
The second subscript, if any, will indicate the index of the point in consideration. Thus mij is the image point in Ii of the j-th 3-D point, and Mij is the j -t h 3-D point expressed in the coordinate system attached to the i-th camera. Refer t o Fig. 1 . As the relative geometry of the two cameras, i.e., (&,t,), does not change between tl and t z , the displacement of the left camera (RI, ti) and that of the right RI, t,) are not independent from the following constraints: each other. Indeed, a i ter some simplc algebra, we have R, = %R,RT , t, = t, + Kt1 -R,ts .
Furthermore, the overall scale can never be recovered by this system, we can set one of the translations t o have unit length, say, lltsll = I.
Thus, there are in total 21 unknowns in this system: 5 parameters for each intrinsic matrix, 5 parameters for (K, t,), and 6 parameters for (RI, t l ) .
Epipolar Constraint
Let the displacement from the first camera t o the second be (R,t). Let ml and mz be the images of 
where T is an antisymmetric matrix defined by t such that Tx = t A x for all 3-D vector x (A denotes the cross product). Equation (1) is a fundamental constraint underlying any two images if they are perspective projections of one and the same scene.
Problem Solving
From the preceding section, we see that each point correspondence provides one equation of the form Eq. (1). As we have in total M = m + n + p + q point correspondences (see Sect. l), we can estimate the intrinsic matrices A1 and A,, and the displacements (Rs, ts), (RI, tl) and (R,, tr) by solving a least-squares problem, which minimizes the discrepancy from the 
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Fig. 2. Images with overlay of the points of interest used for self-calibration
together with the original 2-D points as indicated by white crosses. The projected and original points with the technique described in this paper coincide very well. Figure 3b shows the projection of the 3-D reconstruction on a plane perpendicular to the image plane, which is expected to be parallel to the ground plane. A closeup of the foreground is also given. We see clearly that the reconstructed points of the foreground lie in two planes. The reconstruction of the background is however noisier due t o the poor location of the 2-D points. In Fig. 4, a To give an idea of the quantitative performance, we consider the points on the grid pattern because we have manually measured their positions. Using an algorithm similar to that described in [2] , we are able t o compute the scalar factor, the rotation matrix and the translation between the points reconstructed and those measured manually. The scale computed is .69. We then apply the estimated transformation t o the points reconstructed, and eventually compute the distances between the transformed points and the manually measured ones. The error the root of the limeters (the grid size is about 300 millimeters), which is remarkably small reinembering that no knowledge has been used except that the principal point is assumed to be located at the image center. mean squares of the distances) is foun 6 to be 0.86 mil-
Conclusion
In this paper, we have described a new method for calibrating a stereo rig by moving it in an environment without using any reference points (self-calibration). The only geometric constraint between a pair of uncalibrated images is the epipolar constraint, which has been formulated in this paper from a point of view in Euclidean space. The problem of self-calibration has then been formula,ted as one of estimating unknowns such that the discrepancy from the epipolar constraint, in terms of sum of squared distances between points and their corresponding epipolar lines, is minimized. This has been demonstrated with real data. The results obtained are very good. We have also shown experimentally [3] that it is very difficult t o estimate precisely the principal point. A variation of as high as several dozens of pixels in the principal point coordinates does not affect significantly the 3-D reconstruction. This phlenomenon has been explained through a theoretical ainalysis in [4] .
