B-trees with lazy parent split (lps) are B-tree variants, according to which parent splits are postponed until a future access of the latter node. This way, the number of splits during an insert is decreased and the number of locks is also decreased. Consequently, better concurrency is achieved. In this paper 2-3 trees with lps are studied. Fringe analysis is used to obtain bounds on some performance metrics of 2-3 trees with lps. The performance metrics of 2-3 tree with lps are compared with those of the classical 2-3 trees. The conclusions are that 2-3 trees with lps have slightly better performance, more keys in the fringe, larger storage utilization and a slightly shorter path length from the root to the leaves.
INTRODUCTION
In a multi-user database environment, a basic task is to perform concurrent operations on the underlying access methods.
For this reason, locking is used to avoid inconsistency of data. In the past, several variants and algorithms have been proposed to support locking for the structures of the B-trees family, which is the most important access method used for storing alphanumerical data in any commercial database management system [1, 2, 3, 4] .
A B-tree with lazy parent split (lps) is a B-tree variant aiming at improving concurrency [5, 6, 7, 8] , which is an important parameter in database management systems and file organizations for multi-user environments. The lps technique is used to decrease the number of node splits during an insert operation; therefore, the number of locks is decreased and as a consequence enhanced concurrency is achieved. It has been shown that B-trees with lps achieve better storage performance [6] . However, a theoretical proof of this remark was lacking from the literature. On the other hand, fringe analysis is a tool used to derive expressions for various tree characteristics [9, 10, 11, 12] . In the present paper, fringe analysis will be used to study the performance of 2-3 trees (e.g. B-trees with degree d = 1) with lps. Generally, an improvement of one parameter of a structure, such as concurrency, can only be achieved at the cost of other parameters. We shall prove that in 2-3 trees with lps the gain in concurrency is accompanied by larger storage utilization, more keys in the fringe etc.
The rest of this work is organized as follows. In Section 2, the structure of B-trees with lps is defined, and insertion examples are given to demonstrate the basic mechanism. In Section 3 the fringe analysis method is briefly described. In Section 4 the model of a 2-3 tree with lps suitable for fringe analysis is formalized and fringe analysis is performed. In Section 4.2 the lps technique is restricted to the lowest level.
In Section 4.3 the lps technique is used in any level, except in the case of Theorem 14 where it is assumed that the lps technique is restricted to the two lowest levels. Finally, the last section contains a discussion on various issues and carries out a comparison with standard 2-3 trees.
B-TREES WITH LAZY PARENT SPLIT
A B-tree of degree d is a balanced tree with the following properties:
• every node except the root has at least d keys and at most 2d keys, • the root is either a leaf or has at least one key and at most 2d keys, • every k-key node except the leaves has k + 1 children, and • all leaves appear at the same level.
Insertion of a new key into a node containing less than 2d keys is a an easy task. To insert a new key into a 2d-key node, the latter node is split into two d-key nodes, the middle key is inserted into the parent and the insertion process is repeated one level up. For d = 1 the B-tree is called a 2-3 tree.
A B-tree with lps of degree d is a balanced tree with the following properties [5, 6] :
• every node except the root either has at least d keys and at most 2d keys or is a double node, • the root is either a leaf or has at least one key and at most 2d keys or is a double node, • a double node consists of two sibling nodes, • every k-key node except the leaves has k + 1 children, where no more than one child can be a double node, • a node is called a flagged node if one of its children is a double node, when a flagged node is accessed due to any operation, a clean-up operation is performed, and • all leaves appear at the same level. In [6] insertion and deletion algorithms have been given. When inserting a new key into a node containing less than 2d keys, it is placed among the other keys. When inserting a new key into a 2d-key node, the parent is checked first. If the parent has less than 2d keys, then the node is split into two d-key nodes and the middle key is placed among the parent node keys. If the parent has exactly 2d keys, then first the node is temporarily split into two d-key nodes, and then the middle key is inserted into the first of the two nodes to form a double node. In this last case, no new key is posted to the parent but a flag is set to indicate the child which is a double node. In Figure 1 a simple insertion example is shown for a 2-3 tree with lps, where sibling nodes are connected with a horizontal pointer.
The next time that the flagged node is accessed due to any operation, a clean-up operation will be performed before any subsequent operation takes place below the specific point. More specifically, the double node will become two ordinary nodes and the insertion process will continue by posting the middle key (temporarily stored in the left sibling) up to the parent node. This means that the flagged node, the left node of its double node child, and perhaps the parent of the flagged node (if it has less than 2d keys), will be changed, and thus they have to be locked. This way, the number of locked nodes is minimized and improvement in concurrency is achieved, while the clean-up operation is performed during the top-down traversing towards the leaf level. The example in Figure 2 demonstrates this case. As a consequence of the lps technique, paths from the root down to leaves do not have the same length. Every time a right sibling node is accessed the path length is increased by one, although a level change is not considered to be performed. Classical fringe analysis considers only insertions [11] ; some attempts to include deletions in the analysis have been made for AVL-trees and B-trees. However, the random model does not apply after deletions, and a different model must be used [9] . Such a model, called the 'ghost' model, was used in [13] . The term 'ghost' has been used for the reason that, although an item may have been deleted, it destroys randomness and affects the probability distribution of subsequent insertions. For this reason, no further explanations are given about how clean-up is performed in the case of deletions.
FRINGE ANALYSIS
Fringe analysis is a method first introduced by Yao in 1978 [12] and formalized by Eisenbarth et al. in 1982 [11] . The interested reader may find a recent review on fringe analysis in [9] .
A tree with N keys divides all possible key values into N + 1 intervals. An insertion into the tree is said to be a random insertion if it has an equal probability of corresponding to any of these N +1 intervals. A random tree is a tree constructed by random insertions into an initially empty tree. Fringe analysis considers random insertions and random trees. We call the analysis of the lowest level of a tree 'first order analysis' and, generally, the analysis of the k lowest levels 'k-order analysis'. The fringe of a tree during k-order fringe analysis is obtained by deleting all nodes at a distance greater than k levels from the leaves.
The isomorphic subtrees of the fringe are considered as one tree type, so that a tree collection C consisting of all possible tree types, which are numbered sequentially, can be derived. We say that a tree collection C is 'closed' if [11] :
1. for all T in C an insertion into T always leads to one or more members of C, and 2. the effect of an insertion on the composition of the fringe of a random tree is determined only by the subtree of the fringe in which the insertion is performed. Figure 3 shows the closed tree collection of 2-3 trees with height equal to 1. Fringe analysis assumes a closed tree collection. The probability that an insertion into one tree leads to another tree depends only on the types of the two trees involved.
The composition of the fringe can be described via the probability that a randomly chosen leaf of the tree belongs to each member of the corresponding closed tree collection. 
Let A i (N) be the expected number of trees of type i in a random search tree with N keys. Let L i be the number of leaves of the type i tree. Equation (1) can be written as
From [11] it is known that the probability of an insertion occurring in each of the subtrees of the fringe can be obtained from the steady-state solution of a matrix recurrence relation in a Markov chain. Let m be the number of members of the closed tree collection C. Let p(N) be an m component column vector consisting of the probability values p k (N) as in Equation (1). Then
where I is the m × m identity matrix and H is an m × m matrix called the transition matrix of the fringe analysis problem. The elements in the diagonal of H represent the number of leaves lost due to an insertion minus one, and offdiagonal elements represent the number of leaves obtained for each type times the probability that each type is reached in a transition. In general,
where δ ij is the Kronecker symbol, L j is the number of leaves of a j -type tree and l ij (k) is the number of leaves of type i that will be generated at an insertion into the k leaf 
where p(N) is defined by Equation (3).
Consider the m × m transition matrix H of a connected fringe analysis case. Equation (5) says that p(N), the m-component column vector solution of Equation (3), converges to the solution of
where q is also an m-component column vector which is independent of N, and where x 1 is the right eigenvector of H corresponding to eigenvalue λ 1 = 0, and a is a constant.
In the next section, fringe analysis will be used to examine the performance characteristics of 2-3 trees with lps.
ANALYSIS OF 2-3 TREES WITH LPS

Notation
In Figure 4 keys are indicated by dots, and the evolution of an initially empty 2-3 tree with lps, where 3 keys are inserted, is shown. Evidently, this is the tree collection for 2-3 trees with lps of height 1. If a new key has to be inserted in the rightmost instance of the latter figure, then according to the clean-up phase the leftmost instance of Figure 5 is derived. Afterwards one of the two remaining structures of the same figure will be produced.
The performance metrics which will be computed are defined as follows.
Let f (N)
be the expected number of keys in the fringe of a tree. 2. Let n(N) be the expected number of 'equivalent single nodes' in a 2-3 tree with lps after the random insertion of N keys into an initially empty structure. During computation of n(N), every double node is counted as two nodes. 3. Let Pr{0 splits} be the probability that 0 splits occur on the (N + 1)th random insertion into a structure with N keys. 4. Let h(N) be the expected path length of a tree with N keys. The length of a path in a B-tree with lps is the number of levels plus the number of right sibling nodes across the path. The length of any path in a B-tree is the tree height or the number of tree levels.
Second-order analysis
In second-order analysis the two lowest levels are examined. The lps technique is restricted to the lowest level to have a closed tree collection. The total number of 2-3 trees with lps of height 2 is 24 distinct structures. These 24 trees are grouped into 11 tree types so that symmetrical structures (i.e. structures with the same subtrees of level 1) belong to the same type. Figure 6 shows the two-level closed tree collection, whereas Figure 7 shows the corresponding 11 × 11 transition matrix. Although types 10 and 11 seem symmetrical cases, they are treated as different because an insertion into any type 10 tree gives different tree types to those produced by an insertion into a type 11 tree. For instance, as depicted in Figure 8 , any insertion into the left tree belonging to type 10 will produce one type 3 tree and one type 1 tree. On the other hand, any insertion into the right tree of type 10 will produce one type 1 and one type 3 tree. However, these tree types cannot be produced by any insertion into a type 11 tree.
Using Equation (6), Table 1 is obtained. The eigenvalues of H of Table 1 are 0, −6.55 ± 6.25i, −7, −9, −9.23 ± 1.37i, − 10, −11, −11, −13.44.
According to Equation ( 
Proof. Let K i be the number of keys of the type i tree as depicted in the closed tree collection of Figure 6 . From 
0.00683 Figure 6 it is noted that K i = L i − 1 for all trees. From Equation (2) one obtains
From Table 1 
Proof. Let n f be the number of equivalent single nodes in the fringe. Let n a be the number of nodes above the fringe. Let N i be the number of nodes of a tree of type i. Then
The tree above the fringe is a 2-3 tree. Therefore, based on the 2-3 tree definition, it easily follows that
where n l is the number of leaves of the tree above the fringe (or, equivalently, the number of the trees of the fringe),
This inequality, Table 1 and Figure 6 lead to the theorem. ¾
THEOREM 3. The probability that no split occurs on the (N + 1)th random insertion into a 2-3 tree with lps containing N keys is:
Pr{0 splits} = 272,644 615,307
Proof. An insertion into the type 1 tree shown in Figure 6 causes no split, an insertion into the type 2 tree causes no split two-fifths of the time, and so on. The following expression is obtained by observing Figure 6 : Proof. Let k a indicate the number of keys above the fringe. The height h a of the classic 2-3 tree above the fringe is bounded by
where the lower and the upper bound on the height are obtained when each node of the 2-3 tree contains 2 keys and 1 key respectively. Let h f indicate the path length of the fringe. The following expression is obtained by observing Figure 6 : 
Using Jensen's inequality one obtains
But
From Theorem 1 it is known that 
¾ THEOREM 5. Let t i be the probability that a tree of the fringe is of type i in an (N + 1)-leaves tree. Then
where j ranges from 1 to the number of tree types.
Proof. Let S be the number of trees of the fringe. The number of leaves of type i is t i SL i or, equivalently, p i (N + 1). Then
Thus the theorem follows. Table 2a gives the probability values that a tree of the fringe is of type i in an (N + 1)-leaves tree for the case examined.
¾ THEOREM 6. Let np i be the probability that a node of the fringe belongs to a tree of type i in an (N + 1)-leaves tree. Then
Proof. Similar to that of Theorem 5. Table 2b gives the probability values that a node of the fringe of a random 2-3 tree with lps is of type i, for the case examined. Proof. The space utilization of a node of type i is K i /2N i . According to Theorem 6 the probability that a fringe node is of type i is
The expected value of the space utilization is
. Table 1 and Figure 6 lead to the theorem. 
¾ THEOREM 8. Let n(N)/(N/2) be the storage used by a 2-3 tree. Then
1.34656 + 0.34656N −1 + O(N −6.55 ) ≤ n(N) N/2 ≤ 1.50970 − 0.49030N −1 + O(N −6.55 )
An alternative approach
In this section, the aim is a two-level analysis of 2-3 trees with lps, where double nodes may appear in the two lowest levels. The difficulties of such an analysis will be shown and bounds will be derived.
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A. MANOUSAKA AND Y. MANOLOPOULOS The collection of trees consists of those presented in Figure 6 and Figure 9 . The insertion of a new key into any of the trees of type 7, 9, 10 or 11 of Figure 6 will cause the creation of either two separate trees or one tree with a double node as root, depending on the parent node one level up. It is clear that the second necessary condition for a tree collection to be closed 1 is not satisfied. Therefore, a closed tree collection that is required by fringe analysis has to be achieved.
Here, we are going to transform the original tree collection to a closed one. It is known that a key insertion into any of the trees of Figure 9 will change the double root node to two separate nodes before the new key is inserted into the appropriate leaf. Figure 10 shows a tree with a double node as root, and the two separate trees that will be produced just before a key insertion. This first step before a key insertion allows us to break the double root node into two nodes and to use the two new trees instead of the original one to form a closed tree collection. The right trees are already members of the tree collection of Figure 6 . The left trees, shown in Figure 11 , are new trees that will be added to the tree collection of Figure 6 . The type these trees belong to is also shown in Figure 11 . We choose to group the left part of the original tree in the same tree type with the separate tree produced by an insertion to the right part of the original tree. A key insertion in the right part of a tree of Figure 9 will cause the left part of the tree to be changed. The left part of the original tree and the separate left tree produced by the key insertion belong to the same tree type. Therefore, the change that occurs does not affect fringe analysis. Figure 12 shows a tree with a double node as root and the two trees that are used in fringe analysis instead of it. An insertion in the tree (c) of Figure 12 will cause the tree (b) of Figure 12 to be changed to the tree (b) of Figure 10 .
The types of trees studied in this subsection are the same as those of the previous one, although more trees are included in types 1, 2, 3, 4 and 5. All the trees of the same tree type have the same number of leaves 2 and the same number of nodes, but may differ in the number of keys and/or in the mean path length. The transition matrix is that of Figure 7 , whereas the probability values of Table 1 are also valid. THEOREM 9. The probability p s that a tree is not a separate tree connected to a parent node one level up, but the right part of a tree whose root is a double node, is bounded by 0 ≤ p s ≤ 0.39592.
Proof. The probability that a tree of Figure 6 or Figure 11 belongs to a tree of Figure 9 is less than or equal to the sum of the probabilities of the tree types that compose these trees Proof. The proof is similar to that of Theorem 2. Let n f and n a be the number of equivalent single nodes in the fringe and the number of nodes above the fringe, respectively. Then
where n l is the number of leaves of the tree above the fringe (or, equivalently, the number of the trees of the fringe). It holds that
These inequalities, Table 1 , Figure 6 and Theorem 9 lead to Theorem 11. Proof. The space utilization of a node of type i (where 6 ≤ i ≤ 11) is K i /2N i . The space utilization of a node of type i (where 1 ≤ i ≤ 5) is greater than or equal to the space utilization computed for a node of the trees of type i of Figure 6 and less than or equal to the space utilization computed for the nodes of the trees of type i of Figure 11 . According to Theorem 6 the probability that a fringe node is of type i is
.
Let u i be the space utilization of a node of tree of type i. The expected value of the space utilization of the fringe is su = Figure 6 and Figure 11 lead to the theorem.
It is known that
In the same way,
One level above the fringe the number of full nodes is greater than or equal to the number of right sibling trees, which is 0.16314 (N + 1) p s . To calculate the maximum height h a of the classic 2-3 tree above the fringe we use the number of keys k a where
Using Equation (11) and Inequality (9) one finds that
The sum log 2 (1 − 2p s ) + 1.46824p s , where 0 ≤ p s ≤ 0.39592, is negative or 0. Then h ≤ log 2 (N + 1) − 0.57795.
CONCLUSIONS
In this paper, a second-order fringe analysis is presented for a 2-3 tree variation, which uses a lazy parent split technique to enhance concurrency; bounds on some performance metrics of 2-3 trees with lps have been achieved. Table 3 summarizes the derived expressions for a random 2-3 tree with lps restricted to the lowest level, and depicts a comparison of these performance metrics to those of the classical 2-3 tree, as derived in [11] , where the results are approximated to O(N −6.55 ) for N → ∞. As easily extracted from the table, in the fringe of 2-3 trees with lps in comparison to the fringe of the classical 2-3 trees, the expected number of keys in the fringe is 2.3% larger, the upper and lower bounds of the expected number of nodes are 5% and 4% lower respectively, the storage utilization is 6% larger and the expected path length is slightly shorter.
The results derived for a random 2-3 tree with lps restricted to the lowest level are bounds to the random 2-3 tree with lps as Table 4 presents. In conclusion a 2-3 tree with lps has a better performance than a 2-3 tree with respect to space utilization. This, along with the improvement in concurrency, makes the 2-3 tree with lps a useful and noteworthy B-tree variant. Note also that since fringe analysis does not consider deletions, details on how B-trees with lps manage deletions have been omitted. However, during deletions clean-up takes place and, consequently, in practice the lps technique makes this B-tree variant even more compact (i.e. smaller height and fewer nodes).
The analysis presented above examines the two lowest levels of 2-3 trees with lps. An effort towards performing a third-order analysis for 2-3 trees with lps has been made. The lps technique has been restricted to the two lowest levels to establish a closed tree collection and make the analysis feasible. The major problem in performing such an analysis is the large amount of tree types and the size of the corresponding transition matrix. Open, also, is the problem to perform a fringe analysis for B-trees with lps of degree d greater than 1. Finally, fringe analysis for other B-tree variants (for example, see [14, 15, 16] ) might help in deriving globally concrete comparative results on the performances of B-trees.
