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Abstract. The method of representing Markov functions with minimal characteristic 
polynomials over a finite field is proposed. These polynomials are defined on the basis of 
integrated stochastic matrices. The representation accuracy of stochastic matrices is linearly 
dependent on the minimum degree of the polynomials. The algorithmic implementation of the 
method is shown to build a sequence of the Markov functions class considered, with a given 
linear complexity. 
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1. Introduction 
Functions of finite Markov chains can be considered as processes obtained at the output of 
probabilistic automatons [1-3]. In [1], the obtained class of sequences is shown to be defined in the 
automaton-based modifications of random series as a class of the functions of finite Markov chains 
(Markov functions, MF). Probabilistic automaton classes obtained when limiting the function of the 
automaton outputs generate various classes of MFs [1-5]. The importance of modeling MFs is 
determined by a wide range of application possibilities for these processes [2-11]. In this paper, MFs 
of the class are considered, in which the general approach to building MFs consists in the following: A 
set of states of a given chain is divided into non-overlapping sub-sets, and the chain behavior is 
studied, provided that the states within the same sub-set do not differ. 
A technique of modeling Markov chains (MC) and the functions thereof by polynomials over field 
(2 )nGF  is known [12,13]. Applying the technique [12,13] to representing MFs over Galois fields is 
validated by the high efficiency of finite fields arithmetic in digital data processing tasks. In a Galois 
field represented as (2 )nGF , it is possible to implement the stream processing of n-dimensional bit 
vectors, particularly using field-programmable gate arrays (FPGA) [13]. The problem in representing 
MFs over Galois fields is reducing the order of the (2 )nGF field. In [9], a certain solution for this 
problem is proposed, based on reducing the length of an implying stochastic vector built upon the [3] 
decomposition of a stochastic matrix in a linear combination of stochastic Boolean matrices. The 
approach to representing sequences [14,15] has become a frequent practice, based on using 
Berlekamp-Massey algorithm (BMA) [16] for modeling (reproducing) random, pseudorandom, and 
Markov sequences by minimal polynomials [14] over finite field ( )GF q , where q is a prime and 
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2q ≥ . However, the problem of representing Markov functions by minimal polynomials over finite 
field ( )GF q  is as yet little understood. 
The purpose of this paper is solving the problem of representing the Markov functions of the above 
class by minimal polynomials over field ( )GF q , 2q ≥ . 
2. Problem Statement
Suppose a regular Markov chain is represented as system [5]
( )0, ,P S π , (1) 
where ( )ijP p= , , 0, 1i j m= −  is the regular stochastic matrix [5] dimensioned as m m× ; 
{ }0 1 1, , ..., mS s s s −= is the finite set of the MC states; and 0π  is the m-sized vector of the starting 
distribution of probability MC states. 
An MC chain automaton model equivalent to system (1) is the autonomous probabilistic automaton 
(APA) represented as [2] 
( )0, ( / ),S s sµ π′ ,  (2) 
where the elements of S, 0π  are the same as in (1), ( / )s sµ ′  is the probabilistic automaton transition 
function defining the transition probability of automaton (2) into the new state of s′  provided that the 
automaton is in the state of s; and ( / )s sµ ′  is given by stochastic matrix (SM) ( )ijP p= . 
Let us consider the autonomous probabilistic automaton (APA) with an output, represented as [1-3] 
( )0, , , ( ) ,S P Y s yλ π= , (3) 
where the elements of S, 0π , and P are the same as in (1); { }0 1 1, , ..., tY y y y −=  is the finite output
alphabet; and ( )s yλ = , y Y∈  is the output function implementing the single-valued transformation of 
the S-set of the chain states (1) into the Y-set: 
{ }0 1 1( ) : , , ..., ts S Y y y yλ −→ = , (4) 
Let us define function ( )sλ  by splitting the S-set into t sub-sets 









=U , 0j kA AЗ =  at , 0, 1j k t∀ ∀ = − , and j k≠ . (5) 
The jA -sub-sets shall be called lumped states. Let { }tY  denote the process with t states 
0 1 1, , ..., ty y y − , defined by the condition of jy i= , 0, 1= -j t , and 0, 1= -i m , if, at some instant, the 
chain is being in the is -state of the jA -sub-set. Process { }tY  formed at the output of automaton (3) 
falls in the class of the functions of finite Markov chains [1]. It should be noted: APA (3) falls in the 
class of Markov automatons [3]. 
Any function u: ( )Z GF q→  defined on the Z-set of nonnegative integers and taking its values 
within field ( )GF q  [14] will be called the “sequence over field ( )GF q , 2q ≥ .” Sequence ( )iu u= ,
i Z∈ , will be called the linear recurrence sequence (LRS) of the L order over field ( )GF q , if there 
exist constants 0 1 1, , ..., ( )Lb b b GF q− ∈  such that 
2
0




u i L b u i j
-
=











f x x b x
(6) 
will be called the characteristic LRS polynomial [14]. 
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Vector ( )(0), ..., ( 1)u u u L= −%  is the initial LRS vector. Characteristic LRS polynomial u having the 
lowest order is its minimal polynomial [14]. 
Let Nu denote the LRS u of random length N, where the LRS length is the number of symbols
within LRS. We say that polynomial ( )f x  (6) yields sequence Nu , if Nu is a sub-sequence of some
LRS that has this characteristic polynomial. The LRS is implemented by linear feedback shift register 
(LFSR), where the order of polynomial ( )f x  defines the number of q-ary register bits and coefficients 
are a type of feedback [14]. We will consider the minimal polynomial represented as (6) and built over 
field ( )GF q  using Berlekamp-Massey algorithm (BMA) [16] as a characteristic polynomial of the 
LRS that can be obtained based on LFSR. 
We will consider solving the problem of representing Markov functions by minimal polynomials 
over field ( )GF q as the successive solutions of the following three stages (tasks). 
Stage 1. Defining the law of the Markov function under consideration. 
Stage 2. Defining the criteria of assessing the accuracy and length N of sequence Nu to represent
the Markov function law with the required accuracy on Nu .
Stage 3. Building sequence Nu  and constructing on Nu the minimal polynomial by BMA.
3. Defining the Law of the Markov Function under Consideration (Stage 1)
Let us define the law of the Markov function to be represented in model (3). For certain properties [5]
of regular stochastic matrix P, process { }tY  may have the properties of an MC with the t m<  states 
and the described regular stochastic matrix sized t tґ , calculable for a given P [5, 17]. In the general 
case, in the MC function constructed by partitioning represented as (5), the temporal relationship of 
lumped states cannot be represented as a simple MC [5], i.e., process { }tY  may have no Markov 
property [5] where the “future” does not depend on the “past at a fixed “present.” Representing 
process { }tY  on the basis of partition (5) as a Markov chain with lumped states allows calculating the 
characteristics of process { }tY  using Markov chain methods. In paper [5], the properties of a regular 
stochastic matrix are represented, the presence of which properties at a given partition of the set of 
states into disjoined classes is interpreted as the possibility to lump an SM, i.e., the possibility to lump 
the MC. In this case, the MC is called “lumpable.” An MC constructed on a lumpable SM is called 
“lumped.” The fulfillment of the condition of the possibility to lump stochastic matrix P can be 
checked using algorithm [17]. According to that [17], matrix P may be associated to a lumped regular 
stochastic matrix sized t tґ , 2 1Ј Ј -t m , that defines the lumped chain with a set of states 
{ }0 1 1, , ..., tY y y y −= , where each of sub-sets jA  of set S is considered as the state of the lumped MC. 
Let us denote this lumped regular stochastic matrix by symbol ˆ( )ijP p , , 0, 1= -i j t . 
Let us introduce a limitation: Suppose, in model (3), regular SM P sized m mґ  is lumpable at the 
given partition (5). Then, for this SM P and partition (5), let us construct using algorithm [17] the 
lumped stochastic matrix ˆ( )ijP p , , 0, 1= -i j t , sized t tґ , that defines the lumped MC with the set of 
states { }0 1 1, , ..., tY y y y −= . Let us assign to model (3) the model represented as 
( )0ˆ, ( ),ijY P p π , (7) 
similar to model (2), where 0π  is the t-sized vector of the initial distribution of MC states. Process 
{ }tY  in model (7) has the Markov property and is described by the law defined by matrix ˆ( )ijP p , 
, 0, 1= -i j t . 
Let us consider the equivalency of automata (3) and (7) in terms of the following statistic property 
of the sets generated by those models. Let us introduce the next matrix, V. Suppose matrix ( )ijV v= ,
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0, 1i m= − , 0, 1= −j t  is a Boolean matrix sized m tґ , the unity element ijv  of which matrix defines 










. Let us 
denote: 
0 1 -1( , ,..., )пр mπ π π π= – is the limiting stochastic vector (SV) [5] of SM P in automaton (3); 
( )( ) 0 0 1 1 -1 1( ), ( ),..., ( )yпр t ty y yπ π π π −=  is a SV defining the limit distribution of letters ∈y Y  of process
{ }tY  at the output of automaton (3); 
SV ( )yпрπ  can be represented by the expression of 
( )y
пр пр Vπ π= ⋅ ; and 
( )0 0 1 1 -1 1ˆ ( ), ( ),..., ( )пр t ty y yπ π π π −′ ′ ′=  is the limiting SV of the lumped MC, calculated on SM ˆ( )ijP p
and defining the limit distribution of states of the lumped MC in automaton (7). 
Theorem 1 [18]. Suppose: 1) Lumpable SM P of the initial MC is given; 
2) SM ˆ( )ijP p  corresponding matrix P is given; and 
3) States of SM P build partition (5). Then
( ) ˆyпр прπ π= . (8) 
Definition. Automata (3) and (7) are stochastically equivalent, if condition (8) is met for their 
output sequences, i.e., process { }tY  and the lumped chain. 
The statistical properties of process { }tY  defined by lumped matrices are represented in [18, 19], in 
addition to (8). 
4. Defining the Criteria of Assessing the Accuracy and Length N of Sequence Nu (Stage 2)
Using the given matrix ˆ( )ijP p  and automaton (7), we can model (obtain) the implementations of a 
Markov chain. For large Ns, the ijp  elements of matrix ˆ( )ijP p  can be assessed using the obtained 
frequencies of ' /=ij ij ip a a  [5], where ia  is the number of is -state occurrences in the MC 
implementation of length N, ija  is the number of occurrences of the pair of standing-by states i js s , 
, 0, 1= −i j t . However, with increasing N, the error in assessment decreases as 1 N . Length N of the 
sequence implementation at a given approximation accuracy is unpredictable. 
In accordance with [20], let us consider matrix ˆ( )ijP p  approximation problem. Solving [20] this 
problem ensures the convergence of order 1 N  of relative frequencies 'ijp  to values ijp  of the given 
matrix ˆ( )ijP p  and allows representing matrix ˆ( )ijP p by elements 
' /=ij ij ip a a  with a given accuracy at 
a fixed length of N. 
Approximation problem statement. 
Let ( )1 2, , ...,i i iNy y y=ϕ  denote the finite sequence of length N with the symbols from alphabet Y, 
having the following properties: 
- For 0, 1i t∀ = − , letter iy  enters ( ) 1ia
ϕ ≥  times into sequence φ; 
- Letter iy  ( 0, 1= −j t ) follows iy  (assume iNy  is followed by 1iy ) 
( ) 0ija
ϕ ≥  times; and 
- The following equalities are satisfied:
( )( )ijP p
ϕ
ϕ = = ( )( ) ( )/ij ia aϕ ϕ , 
1 1





a a aϕ ϕ ϕ
− −
= =
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Assume: Sequence φ (φ-sequence) can be associated to regular stochastic matrix ( )( )ijP p
ϕ
ϕ = ,
, 0, 1i j t= − , sized t tґ , where the elements (relative frequencies) ( )ijp
ϕ  = ( ) ( )/ij ia a
ϕ ϕ  satisfy formula 
(9) and the limiting vector of matrix Pϕ  is equal to
ϕπ  = (
( )
i ia N
ϕπ = ), 0, 1= −i t . (10) 
Given regular stochastic matrix ˆ( )ijP p , ( )0 1 1, , ...,pr tπ π π π −= – the limiting vector of matrix
ˆ( )ijP p , and number ε, 0 1ε< < . Suppose: 
1) The error of approximating matrix ˆ( )ijP p  by matrix
( )( )ijP p
ϕ





, 0 1ε< < ; (11) 
( ) 0 : if 0







ϕ == > > ; (12) 
2) Value ε is related to the length of the Nφ-sequence by linear relation [20]
*N N≥ ,   *
, 0, 1 , 0, 1
0
max{ max {1/ ( )}, max {(1 ) / ( )}}
ij i
ij i ij ii j t i j t
p
N p p




π ε π ε . (13) 
Under assumptions (11)-(13) made, the achievable accuracy of approximating elements ijp  by 
frequencies ( )ijp
ϕ  depends linearly on N, where the accuracy of representing the number is the number 
of digits to represent elements ijp  of matrix ˆ( )ijP p . In [20], we represent the algorithm of 
approximating matrix ˆ( )ijP p  by matrix Pϕ  at a given value of ε and provided that conditions (9)-(13) 
are fulfilled. In order to construct minimal polynomial (6), let us define length N of sequence Nu from
condition (13). Assume that the accuracy of representing matrix ˆ( )ijP p  by matrix Pϕ  meets 
conditions (11) and (12). 
5. Building Sequence Nu and Minimal Polynomial (Stage 3)
Let us introduce a theorem establishing the existence of a minimal characteristic polynomial 
representing a given regular stochastic matrix with a given accuracy, represented as (11) and (12). 
Let us introduce value N ′  that meets the following condition: 
'| | 1N N t− ≤ − . (14) 
Theorem 2 (principal theorem). Let stochastic matrix ˆ( )ijP p  sized t tґ  and numbers 0 1ε< < , 
*N N≥  be given. Then there exists minimal polynomial ( )f x  over field ( )GF q , producing sequence 
1Nu ′+  of length 1N ′ +  with the law of 
( )( )ijP p
ϕ
ϕ =  meeting conditions (11)-(14), 








and order L of polynomial ( )f x  meets the condition of 
2 1L N ′≤ + . (16) 
Proof. 
Lemma 1 [20]. For the given matrix ˆ( )ijP p  sized t tґ , its limiting stochastic vector 
0 1 -1( , ,..., )pr tπ π π π= , 0ε > , and integer 
*N N≥ , there are stochastic matrix ( )( )ijP p
ϕ
ϕ = and its 
limiting stochastic vector ( )( ) ( ) ( )0 1 1, ,..., tϕ ϕ ϕϕπ π π π −= , both meeting the following conditions: 
Математическое моделирование физико-технических процессов и систем V.M. Zakharov et al.











= ∑ϕ , 0, 1i t= − , where ija  – nonnegative integers; 
b) ( ) 'i ia N




















c) Conditions (11)-(15); and
d) Matrix Pϕ  can be calculated within ( )4O t  elementary arithmetic and logic (comparison)
operations on real numbers.
Lemma 1 proves the existence of a solution for the problem of constructing matrix Pϕ  meeting
conditions (11)-(15) of theorem 2, on arbitrarily given regular stochastic matrix ˆ( )ijP p  and numbers 
0 1ε< < , *N N≥ . 
Assume matrix ˆ( )ijP p  and numbers ε, 
*N N≥ are given and matrix Pϕ  meeting conditions (11)-
(15) is constructed using algorithm [20].
The next step on stage 3 is constructing the φ-sequence on the given stochastic matrix ( )( )ijP p
ϕ
ϕ = . 
Solving this problem is represented in [21], where sequence φ is constructed using the Eulerian chains 
fitting algorithm [22] including the probabilistic procedure [21] of choosing by matrix Pϕ  an arc in 
each vertex. 
Lemma 2 [16]. Suppose sequence Nu of length N of the elements of field ( )GF q  is given. Then,
on sequence Nu , BMA constructs the only minimal polynomial of order L, meeting the condition of
2L N≤ . (17) 
Let us code symbols 0 1 1, , ..., ty y y −  by the elements of field ( )GF q , where q t≥ . 
Let sequence 1Nu ′+ over field ( )GF q  be sequence φ of length 1N ′ + , where symbol iNs ′  is 
followed by symbol 1is . Let us construct the minimal polynomial of order L from sequence 1Nu ′+ , 
using BMA. Then the validity of relation (16) of theorem 2 follows from lemma 2. The theorem is 
proved. 
6. Method of Modeling the Markov Function on the Basis of a Minimal Polynomial
We will consider the constructed polynomial over field ( )GF q  as the characteristic polynomial of an
LRS that can be obtained based on LFSR. From theorem 2 follows the method of modeling MF on the 
basis of minimal polynomial ( )f x , consisting of the following stages. 
Assume a Markov function is given by a Markov automaton represented as (3), where matrix P is 
lumpable. 
1. Let us assign automaton (7), where matrix ˆ( )ijP p  is sized t tґ  to automaton (3) by lumping 
matrix P using algorithm [17]. 
2. On the given ˆ( )ijP p , ε, and 
*N N≥ , we use algorithm [20] to construct matrix Pϕ  meeting 
conditions (11)-(15), and then use the latter to calculate the value of N ′ . 
3. Using probabilistic algorithm [21] of fitting Eulerian chains, we construct sequence φ of length
1N ′ +  from the elements of field ( )GF q , where q t≥ .
4. 1Nu ′+  is taken to be sequence φ of length 1N ′ + . Let us code symbols 0 1 1, , ..., ty y y −  by the 
elements of field ( )GF q , where q t≥ . On sequence 1Nu ′+ , using the software implementation 
[23] of BMA [16], we construct minimal polynomial ( )f x  of order L, L meeting condition (16)
of theorem 2. We store initial vector ( )(0), ..., ( 1)u u u L= −%  of sequence 1Nu ′+ .
5. On polynomial ( )f x  of order L obtained, we construct the software implementation of LFSR
[23] of length L with q-ary bits, where L is defined by the expression of
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( 1) / 2 : if is odd;





=  ′ ′+ + (18) 
Having defined vector u% as the initial state of LFSR, we obtain at the i-th output, 1,i L= , of the q-ary 
bit of the LFSR program model sequence 1Nu ′+  with the length of 1N ′ +  with the law of matrix form 
Pϕ .
7. Conclusion
Markov function, i.e., process { }tY  defined within automaton model (3) by regular stochastic matrix P 
and by output function (4), can be described by a stochastic vector represented as ( )yпр пр V= ⋅π π . 
Process { }tY  defined within automaton model (3) on the basis of lumpable matrix P can be described 
by the relevant lumped matrix represented as ˆ( )ijP p , , 0, 1i j t= −  and model as a lumped Markovian 
chain on the equivalent, in terms of equation (8), automaton model (7). Approximation of matrices 
represented as ˆ( )ijP p , with a specified accuracy and on the specified value of N, by matrices 
represented as Pϕ  allows constructing polynomials ( )f x  of the minimal degree defined by expression 
(18) over field ( )GF q . The ( )f x  polynomial constructed represents (identifies) matrix Pϕ  uniquely.
The accuracy of representing stochastic matrices by polynomials depends linearly on the minimal 
degree of the polynomials constructed using Berlekamp-Massey algorithm. The technique allows 
obtaining, with a specified accuracy, the quantitative value of the analytic structure complexity, i.e. the 
“linear complexity,” of the Markov functions class under consideration, as well as solving the inverse 
problem, i.e., constructing sequences from the class of φ-sequences with a given “linear complexity” 
to be defined by the dimension of the matrix and by the accuracy of representing its elements. 
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