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Abstract
In this paper, the problem of estimating the covariance matrix of the elliptically contoured
distribution (ECD) is considered. A new class of estimators which shrink the eigenvalues
towards their arithmetic mean is proposed. It is shown that this new estimator dominates the
unbiased estimator under the squared error loss function. Two special classes of ECD, namely,
the multivariate-elliptical t distribution and the e-contaminated normal distribution are
considered. A simulation study is carried out and indicates that this new shrinkage estimator
provides a substantial improvement in risk under most situations.
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1. Introduction
There has been considerable research on the problem of estimating the covariance
matrix S and their eigenvalues o1;y;om ðo1X?XomX0Þ in a multivariate
normal distribution using a decision–theoretic approach. Excellent reviews on this
topic can be found in [9,11]. Many of these works employ an identity known as the
‘‘Wishart identity’’ which is obtained integrating by parts the Wishart distribution.
This identity was ﬁrst independently derived by Stein and Haff.
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Meanwhile, many results in multivariate normal distribution can be extended to
the elliptically contoured distribution (ECD) (see [3,4]). Recently, Kubokawa and
Srivastava [7] extend the Wishart identity in [5] to the ECD model and establish
dominance results given by James and Stein [6] and Dey and Srinivasan [2] under the
ECD model.
This paper considers the problem of estimating a covariance matrix in ECD. Let
X ¼ ðxð1Þ;y; xðNÞÞ0 be an N  m random matrix having an ECD, denoted by
XBEN;mðm;S; gÞ: The density of X is of the form
f ðXÞ ¼ KN;mjSjN=2gðtrðS1ðX  1m0Þ0ðX  1m0ÞÞÞ;
where KN;m is a normalizing constant, trðAÞ is the trace A; S is a p  p unknown
positive-deﬁnite matrix, and g is an unknown nonnegative real-valued function.
Throughout this paper, we assume that xð1Þ;y; xðNÞ is a random sample of size N
from an m-dimensional elliptically contoured distribution. The characteristics
function of xðiÞ is fðtÞ ¼ expðit0mÞcðt0StÞ for some function c: This cð	Þ is called
the characteristics generator of xðiÞ: Let %x ¼ ð1=NÞ
PN
i¼1 xðiÞ and
S ¼
XN
i¼1
ðxðiÞ  %xÞðxðiÞ  %xÞ0: ð1:1Þ
It is shown in Lemma 4.3.1 of Fang and Zhang [3] that EðSÞ ¼ nð2c0ð0ÞÞS;
where n ¼ N  1: Hence
#SU ¼ 1
nð2c0ð0ÞÞ S ð1:2Þ
is an unbiased estimator of S:
In this paper, we consider the problem of estimating S using the loss function
LðS; #SÞ ¼ trð #S SÞ2 ð1:3Þ
which is the natural multivariate extension of the squared error loss function. We
proposed a new estimator of the form
#Sa ¼ a #SU þ 1 a
m
ðtr #SUÞIm; ð1:4Þ
where 0oao1: Note that for a ¼ 1; #Sa corresponds to the unbiased estimator #SU :
Note that the eigenvalues of #Sa is
liðLÞ ¼ ali þ ð1 aÞ%l ði ¼ 1;y; mÞ; ð1:5Þ
where %l is the average of l1;y; lm; the eigenvalues of #SU : Therefore #Sa shrinks the
eigenvalues of #SU towards their arithmetic mean %l: Note that #Sa is also in the class of
orthogonally invariant estimators considered by Stein [12]. This estimator is
motivated by the fact that the sample eigenvalues usually tend to be much more
dispersed than the population eigenvalues (see [9]). Intuitively, the unbiased
estimator can be improved by shrinking the sample eigenvalues towards some
central value. From Eq. (1.4), it is easy to see that the eigenvalue liðLÞ is a linear
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combination of li and %l: a is the shrinkage parameter ranging from 0 to 1 representing
various degrees of shrinkage. Leung and Chan [8] proved that #Sa dominates #SU in an
usual multivariate normal setting. We will generalize this result to the ECD model.
The present paper is organized as follows. In Section 2, we stated and proved a
sufﬁcient condition on a such that the unbiased estimator #SU is dominated by #Sa
using the loss function (1.2). This sufﬁcient condition depends on the kurtosis
parameter of the ECD. In Section 3, two special classes of ECD, namely, the
multivariate-elliptical t distribution and the e-contaminated normal distribution are
considered. Monte Carlo simulations are carried out to study the performance of the
proposed estimator in Section 2 in these two special classes.
2. Main result
Assume that xðiÞ are normally distributed with mean m and covariance matrix S;
denoted by Nmðm;SÞ: Under the loss function (1.2), Leung and Chan [8] proved that
#SU is dominated by #Sa in (1.3) provided that m41 and ðn  2Þ=ðn þ 2Þpao1: They
also suggested an ‘‘optimal’’ value of a; a ¼ n=ðn þ 2Þ: With this a; an lower
bound of the risk difference of #SU and #Sa is maximized. Hence the proposed
improved estimator of S is
#Sa ¼ 1
n þ 2 S þ
2
mnðn þ 2Þðtr SÞIm: ð2:1Þ
The main objective of this paper is to extend this dominance result to the ECD
model and propose a similar improved estimator of S: Before we state and prove the
main result, we need the following lemma.
Lemma 2.1. Let XBEN;mðm;S; gÞ and S defined in (1.1) such that EðSÞ ¼
nð2c0ð0ÞÞS; where n ¼ N  1 and cð	Þ is the characteristic generator of xðiÞ:
(i) E½trðS2Þ ¼ 4c00ð0Þ½nðn þ 1ÞtrðS2Þ þ nðtr SÞ2;
(ii) E½ðtr SÞ2 ¼ 4c00ð0Þ½2n trðS2Þ þ n2ðtr SÞ2:
Proof. Without loss of generality, we assume that m ¼ 0 and hence S ¼ X 0X : From
Theorem 3.2.11(iv) of Gupta and Varga [4],
E½ðXX 0ÞðXX 0Þ ¼ 4c00ð0Þ½ðn þ 1ÞIntrðS2Þ þ Inðtr SÞ2:
Note that E½trðS2Þ ¼ E½trððXX 0ÞðXX 0ÞÞ and (i) is followed easily. Similarly, from
Theorem 3.2.12(iii) of Gupta and Varga [4],
E½XX 0 trðX 0XÞ ¼ 4c00ð0Þ½2In trðS2Þ þ nInðtrS2Þ:
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Note that E½ðtr SÞ2 ¼ 4c00ð0Þ½2n trðS2Þ þ n2ðtr SÞ2 and the proof of (ii) is
complete. &
Theorem 2.2. Assume that XBEN;mðm;S; gÞ; c00ð0Þ40; n4m and
2
n þ 2oko
m
n  m; ð2:2Þ
where k ¼ c00ð0Þ=½c0ð0Þ2  1 is the kurtosis parameter defined in [9, p.41; 13]. Under
the loss function (1.3), the estimator #Sa dominates #SU provided that
2n
ðn þ 2Þðkþ 1Þ  1oao1: ð2:3Þ
Proof. Let #SU ¼ cS; where c ¼ 1=½2nc0ð0Þ: The risk of #Sa is
RðS; #SaÞ ¼E tr acS þ ð1 aÞtrðcSÞ
m
Im  S
 2( )
¼ a2c2E½trðS2Þ þ ð1 a
2Þc2
m
E½ðtrSÞ2 þ ð1 2aÞtrðS2Þ
 2ð1 aÞ
m
ðtr SÞ2:
Putting a ¼ 1; the risk of #SU is RðS; #SUÞ ¼ c2E½trðS2Þ  trðS2Þ: Using Lemma 2.1
and simplify, the risk difference of #SU and #Sa is
GðSÞ ¼RðS; #SUÞ  RðS; #S aÞ
¼ ð1 aÞ
m
½aðtrS2Þ þ bðtrSÞ2;
where
a ¼ 4ð1þ aÞmnðn þ 1Þc2c00ð0Þ  8ð1þ aÞnc2c00ð0Þ  2m;
b ¼ 4ð1þ aÞmnc2c00ð0Þ  4ð1þ aÞn2c2c00ð0Þ þ 2:
Note that the condition kom=ðn  mÞ ensures b40: Using the fact that
trðS2Þpðtr SÞ2;
GðSÞ4ð1 aÞtrðS
2Þ
m
ða þ bÞ
¼ ð1 aÞtrðS
2Þ
m
½2ð1þ aÞnðn þ 2Þc2c00ð0Þ  1
¼ ð1 aÞtrðS
2Þ
m
½ð1þ aÞðn þ 2Þðkþ 1Þ=ð2nÞ  1: ð2:4Þ
Note that GðSÞ40 if ao1 and ð1þ aÞðn þ 2Þðkþ 1Þ=ð2nÞ  140 or equivalently
2n=½ðn þ 2Þðkþ 1Þ  1oao1 which is condition (2.2) in the theorem. Finally, the
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condition 2=ðn þ 2Þok in the theorem is to ensures 2n=½ðn þ 2Þðkþ 1Þ  1o1 and
the proof is completed. &
Remark. (i) The condition on a is simple and depends only on the kurtosis
parameter k of the underlying ECD. This kurtosis parameter is well studied in [1,10].
(ii) The optimal value of a that minimize the risk of #Sa depends on the unknown
matrix S: We suggest a value of a that maximize the lower bound of GðSÞ in (2.4).
This value is a ¼ n=½ðn þ 2Þðkþ 1Þ and the corresponding estimator is
#Sa ¼ a #SU þ 1 a

m
ðtr #SUÞIm: ð2:5Þ
(iii) When xðiÞ are normally distributed (i.e., k ¼ 0), then the dominance result in
Theorem 2.2 and the suggested a is exactly the same as given in [8].
3. Simulation study and conclusion
In this section, a Monte Carlo simulation study is carried out to compare the risks
of #SU and #Sa in (2.5). In particular, two important classes in ECD, namely the
multivariate-elliptical t distribution (me-t) and e-contaminated Normal distribution
(e-N) are considered. First 1000 random samples are generated from these
distributions, #SU and #Sa and their corresponding average losses are computed
based on these 1000 samples. These average losses are used to estimate the risk of #SU
and #Sa : Finally, the percentage reductions in average loss (PRIAL) for #Sa
compared with #SU is computed, i.e., it is a estimate of
E½LðS; #SUÞ  LðS; #Sa Þ
E½LðS; #SUÞ
 100:
(i) Multivariate-elliptical t (me-t) distribution: Muirhead [9, p.48] provides a useful
method for generating me-t distribution. Suppose Y is distributed as m-variate
normal with mean 0 and covariance matrix S and Z is distributed as a chi-square
distribution with r degrees of freedom and that Y and Z are independent. Then
x ¼ ð ﬃﬃﬃﬃﬃﬃﬃﬃr=Zp ÞY has a m-variate elliptically t distribution with r degrees of freedom.
For r44; c0ð0Þ ¼ r=½2ðr  2Þ; c00ð0Þ ¼ r2=½4ðr  2Þðr  4Þ and k ¼ 2=ðr  4Þ:
In our simulation, we choose n ¼ 5; 10; 25 and m ¼ 3: An n  m matrix X is
generated from me-t with three different S and various r: The combinations of n and
r are carefully chosen so that condition (2.2) is satisﬁed. Then S ¼ X 0X ; #SU and #Sa
and their losses are computed. This procedure is repeated 1000 times and the average
loss is used to estimate the risk of the corresponding estimators.
Table 1 gives the PRIAL of #Sa over #SU : The result indicates that for most choices
of S; #Sa provides a substantial improvement over #SU ; especially when r is small or n
is small or S is close to a scalar multiple of an identity matrix. Note that when the
degree of freedom is large (say r ¼ 1000), me-t is close to a multivariate normal
distribution.
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(ii) e-Contaminated Normal distribution: For simplicity, we only consider the e-N
distributions which are some mixture of Nmð0;SÞ and Nmð0; qSÞ: It is easy to show
that c0ð0Þ ¼ ½eþ ð1 eÞq=2; c00ð0Þ ¼ ½eþ ð1 eÞq2=4 and k ¼ eð1 eÞðq 
1Þ2=½eþ ð1 eÞq2: Note that when e ¼ 0; e ¼ 1 or q ¼ 1; k ¼ 0 which corresponds
to a multivariate normal distribution. In our simulation, we choose e ¼ 1=2 (to
represent the largest possible deviation from normality), m ¼ 3; n ¼ 5; 10; 25 with
three different S and various q: The combinations of n and q are carefully chosen so
that condition (2.2) is satisﬁed.
Table 2 gives the PRIAL for #Sa over #SU : The results also indicate that our
proposed estimator provides a substantial improvement over the unbiased estimator,
especially when q is large or n is small or S is close to a scalar multiple of the identity
matrix.
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Table 1
PRIAL of #Sa in multivariate elliptically t distribution
S diagð1; 1; 1Þ diagð4; 2; 1Þ diagð25; 1; 1Þ
n ¼ 5; d:f : ¼ 6 66.36 57.95 26.90
n ¼ 5; d:f :: ¼ 20 48.74 43.81 28.51
n ¼ 5; d:f : ¼ 1000 40.49 36.57 23.70
n ¼ 10; d:f : ¼ 9 49.85 40.98 14.27
n ¼ 10; d:f : ¼ 20 36.86 30.89 12.33
n ¼ 10; d:f : ¼ 1000 25.49 22.89 14.31
n ¼ 25; d:f : ¼ 19 27.13 22.05 4.02
n ¼ 25; d:f : ¼ 20 26.43 21.41 3.94
n ¼ 25; d:f : ¼ 1000 12.18 11.00 6.47
Table 2
PRIAL of #Sa in e-contaminated normal distribution
S diagð1; 1; 1Þ diagð4; 2; 1Þ diagð25; 1; 1Þ
n ¼ 5; q ¼ 10 62.47 54.99 31.31
n ¼ 5; q ¼ 2 47.34 41.73 23.45
n ¼ 5; q ¼ 1 40.21 35.55 20.51
n ¼ 10; q ¼ 4 47.93 40.50 16.97
n ¼ 10; q ¼ 2 35.08 30.49 15.82
n ¼ 10; q ¼ 1 25.37 22.41 13.11
n ¼ 25; q ¼ 2 24.66 19.60 3.33
n ¼ 25; q ¼ 1:5 16.97 14.35 6.02
n ¼ 25; q ¼ 1 11.77 10.38 6.08
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To sum up, we proved that the usual unbiased estimator #SU is inadmissible and
our proposed shrinkage estimator #Sa provides a substantial improvement in risk
under most situations, especially when the kurtosis k is large. Furthermore, it is
interesting to note that the sufﬁcient condition on a is very simple and depends only
on the kurtosis parameter of the underlying ECD.
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