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Abstract
Parked domains (PDs) are domains whose owners are not interested in using them as
gates for their activities but they are kept reserved to be sold in the secondary market
of web domains. To transform the costs of the annual registration fees in an opportu-
nity of revenues, parked domains most often host a large amount of ads in the hope that
someone who lands on the site by chance clicks on some ads. Since parking has become
a widespread activity, a large number of specialized companies have come out and made
parking a straightforward task that simply requires to set the domain’s name servers ap-
propriately. Although parking is a legal activity, it introduces a big burden for crawling
systems and web mining tools. In fact, without filtering parked domains, crawlers could
spend a non-negligible part of their time downloading fat web sites whose content can neg-
atively affect the performances of analysis algorithms. In this paper, we face the problem of
compiling the list of the name servers used for domain parking so that they can be discarded
before the first connection just after the first DNS query.
1 Introduction
Domain parking is one of the most common forms of web spam. Parking consists of publishing
a web site with a fake (typically small) useful content and a large amount of ads. Most often,
parked domains look like web directories where one side of the site contains links with anchors
in such a way related to the domain topic and the other side contains ads organized as search
results. The purpose of this layout is to capture clicks that distracted users make by chance. Since
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parking is especially used to keep reserved domains for selling purposes, parked domain owners
typically have to manage a large portfolio of names. In order to allow a simple management
of large groups of domains, specialized companies have come out in recent years. The domain
parking procedure is straightforward; it is suffice to change the name server entries of the domain
redirecting them to those of the domains parking provider (DPP). Domains parked by a certain
DPP tend to be similar to each other, but they are not identical. In fact, DPPs offer a range of
possible customizations of the web template and color scheme. In certain cases, the web template
can be inspired to commonly used CMS templates with the purpose of appearing more familiar
to the users and, thus, increasing the probability of receiving some clicks on their ads. In some
cases parked domains do not look like web directories, but they look like fake web portals or free
mail services. This can happen, for example when a qualified third-party opposes its rights to
have a domain assigned without buying it in the secondary market. This is the case, for example,
for family names according to the rules of Italian ccTLD. These fake services seem to make a
legitimate use of the domain name, avoiding the owners to be obligated to leave it.
The visual similarity between parked domains and web directories or mail portals makes
the task of identifying them by inspecting their content challenging. According to the parking
procedure, except in some special cases, discriminating whether a web site is parked or not, does
not require downloading (portions of) it. In fact, it is sufficient to retrieve the name servers via
querying the DNS and checking if the they belong to a DPP.
To the best of our knowledge, lists of DPP name servers are not publicly available. It is
possible to find on the web only partial and sloppy lists frequently not updated. As a result, an
automatic toot able to compile and update a reliable list of DPP name servers has become a need
to reduce the amount of resources (time/space) wasted by web crawlers and to avoid distortions
of the outcome of web mining algorithms. In this paper, we propose a novel approach to the
classification of DPP name servers based on some empirically verified evidence on the similarity
of web sites hosted by the same DPP and thus having the same name servers. As mentioned
above, these web sites can be divided into a small number of clusters so that all the elements of
a cluster show a similar structure. According to this assumption, we introduce a metric able to
capture the structural similarity between pairs of web pages based on the well-known concept of
sequence alignment. In its primitive form, the computation of our distance function is quadratic
in the number of tags of the two pages, thus it cannot be practically employed for this task that
can involve the clustering of more than a hundred thousand pages, even if a fast algorithm like
FPF that has linear time complexity in the number of clustered elements is used. To solve this
problem we show how our distance can be overestimated by using a function requiring linear
time computation, and in turn this can be overestimated in constant time. This series of upper
bounds are used to speed up the clustering.
In our experiments we show that the average radius of clusters of parked domains is much
lower than the same measure of clusters of general web sites. This property still remains true
regardless of the choice of the number of clusters. We also show that the series of upper bounds of
our structural distance function has a practical positive impact on the performance of clustering.
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The remainder of the paper is as follows. Section 2 gives a brief survey of related work, while
section 3 describes in detail our approach, the distance function and the clustering algorithm.
Section 4 shows our experimental results. In section 5 we draw some conclusions.
2 Related Work
Due to its economic and user-related implications, web spam detection has attracted the attention
of scientists in last ten years. Different types of spam require different approaches [7]. Although
there is a large number of papers about this topic, less effort has been spent on the specific topic
of domain parking. The most common approach to web spam detection is based on the text
content analysis exploiting the fact that spam pages tend to share some common characteristics.
With the purpose of identifying these common characteristics some effort has been done to build
representative web spam collection data sets. The first important attempt in this sense is in [2]
where the authors employed volunteers to manually categorize web pages. In [17] the authors
built a corpus of about 350k web spam pages that they clustered. Then the authors manually
examined a sample of pages of the largest clusters to categorize them. Finally they identified
similarities among the pages of each category.
In [1] the author presents a text content based approach to classify ads-portals. The author
defined a set of markers that are more likely to be revealing of parked domains. Among these
markers there are: anchor text ratio (the ratio between the amount of text as part of an anchor
and the overall page text), common link ratio (the percentage links sharing some words among
those of the page), and parameterized link ratio (the percentage of links of the page with HTTP
parameters in the URL). In [8] the authors analyze the “.biz” TLD developing a classifier based
on the use of regular expressions to identify specific patterns that are more likely to be present
in parked domains. Their regular expressions rely on the presence of specific JavaScript libraries
or pointers to well known ad providers. In [12] the authors train a pool of classifiers to detect a
variety of web spam types all belonging to the category of parking. As a classification algorithm
the authors use the C4.5 decision tree as described in [13]. In [11] the same authors extend the
same approach to spam based on soft-404 pages (i.e. spam pages generated in place of HTTP
404 page not found errors).
In [3] the authors combine link-based and content-based features. They observed that linked
hosts tend to belong to the same class: either both are spam or both are non-spam. According
to this observation they cluster the host-graph and label all the hosts of a cluster according to
the content-based classification of the majority of the elements.
The above approaches have the disadvantage of not being able to capture the dynamism of the
spam phenomenon. In fact, the evolution of web technology (i.e. the massive use of JavaScript
to create links on the fly and CSS to define the page layout) can have a deep impact on how
parked pages are generated and, as a result, markers can quickly become obsolete.
The only work comparable with our approach is [15]. In this paper the authors test several
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(b) Complete similarity matrix
Figure 1: Similarity matrix for two small HTML snippets. In red a tag belonging only to one
page, in blue a tag migrated in a different position, and in green the alignment score.
similarity measures based on the identification of web templates. They also propose a finger-
printing technique and a clustering algorithm for large collection of documents based on these
measures. The similarity of the two approaches consists in the assumption that spam pages
tend to cluster better than non-spam pages. However we observed how, with the advent of fake
portals, this is becoming not necessarily true for pages parked by different DPPs. Moreover, the
structural similarity of some parked pages with broadly used CMS can cause a misclassification
if DPPs are not taken into account.
3 Our approach
Parked domains are not necessarily long lists of commercial links pointing to some sponsor
web site, but they can be fake web portals where ads are diluted with false free services such
as: weather forecasts, news, personalized search. Although their structural similarity to web
directories or mail portals makes the classification based on the page structure a complex task,
we show how this similarity can be exploited to discriminate and classify them. In fact, one
of the novelties of our approach, compared to content based approaches, is that we do not try
to classify a web site according to the presence/absence of common structural characteristics
of parked domains, but we exploit the fact that domains parked by a certain DPP tend to be
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similar to each other and, thus, they can be partitioned obtaining clusters with a homogeneity
factor much higher than normal web sites hosted by general internet service providers (ISPs).
We carried out an extensive crawling obtaining 2,816,546 valid domains (downloading only the
home page) from the “.it”, “.com”, “.org” and “.net” TLDs and divided the domains according
to their name server. To partition the domains in clusters, we used an improved version of
the FPF [6] algorithm for the k-center problem as we have defined in [5]. For each cluster we
use the average distance from the center as an approximate measure of the homogeneity of the
cluster. We observed that name servers completely devoted to parking have a very low average
distance for all clusters, while name servers used for both web hosting and domain parking, still
maintain the low average distance for the clusters of parked domains and have a sensible higher
average distance for all the other clusters. As a result, we can use this measure as a criterion to
discriminate and classify each cluster.
Another important contribution of this paper is the definition of a distance among pairs of
web pages able to capture their structural differences regardless the text contained in the pages.
Moreover, since our distance definition requires a quadratic computation in the number of tags
of the web pages, we defined an upper bound that can be computed in linear time.
3.1 Metric space
A visual inspection of domains parked by the same DPP and using the same template, shows
that they have an impressively similar look-and-feel even if they have no text in common. For
example, consider two domains dom1.com and dom2.com parked by the same DPP and using
the same template. If dom1.com displays a menu bar with five entries in bold, dom2.com has a
similar menu bar in the same position with the same number of bold entries, but, potentially, with
completely different labels depending on the commodity sector of the domain. It is sometimes
possible that two domains have some slight local differences. For example one displays a forecast
weather box and the other has a fake mail login form. In rare cases some elements can be
permutated. A distance function, therefore, has to capture all these aspects.
As the distance function, we used a score derived from a slightly modified version of the global
sequence alignment as defined in [10]. In short, the global alignment of two sequences consists of
filling them with gaps in the appropriate positions in order to minimize their hamming distance.
Instead of using a character-wise comparison that can be subjected to noise due to the insertion
of spurious characters on the web pages, we strip out the text and split the web pages into tokens
using HTML tags as base elements for the comparison.
Let p1 = {p1,1, . . . , p1,n} and p2 = {p2,1, . . . , p2,m} be two web pages such that pi,j is the j-esim
tag of page pi; the global alignment algorithm builds a n+ 1×m+ 1 matrix S, called similarity
matrix ) containing in position (i, j) the alignment score of the i-long prefix of page p1 and j-long
prefix of p2. Figure 1 shows an example of similarity matrix for two simple HTML snippets. A
tag belonging only to page P1 is highlighted in red, while a tag migrated in a different position
is shown in blue. Each local judgement consists of maximizing the alignment score by deciding
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if matching/mismatching p1,i and p2,j or inserting a gap in one of the two pages. A score value,
depending on the application goal, is assigned to each decision. In our case, since we want to
define a similarity proportional to the number of matched elements on the page, we assign a score
of smatch = 1 to the match and a score of 0 to the other operations, thus smismatch = sgap = 0.
In the most general case, the algorithm initializes the matrix S filling the first row and the
first column with multiple of sgap, then it completes the matrix by filling the remaining cells from
left to right and from top to bottom. Figure 1(a) shows an example of the initialization of S for
two simple page snippets using our scoring values. Consider the case where we are aligning p1,i
and p2,j. If we fill p1 with a gap, we have S[i, j] = S[i, j − 1] + sgap. Symmetrically, by inserting
a gap in p2 we obtain S[i, j] = S[i− 1, j] + sgap. The score in case of alignment depends on the
content of the aligned tokens. In fact, if p1,i = p2,j, then the score S[i, j] = S[i−1, j−1]+smatch,
otherwise S[i, j] = S[i − 1, j − 1] + smismatch. In order to maximize the overall alignment score
the algorithm decides for the maximum of the above values. By using our scoring scheme we
have:
S[i, j] =
{
max(S[i− 1, j], S[i, j − 1], S[i− 1, j − 1]) if p1,i 6= p2,j
S[i− 1, j − 1] + 1 if p1,i = p2,j (1)
Figure 1(b) shows an example of a filled similarity matrix. The element Sˆ = S[i + 1][j + 1]
(depicted in green in the figure) is the global alignment score for pages p1 and p2. As defined here,
Sˆ is a measure of similarity dependent on the size of the smallest web page and it is bounded in
the range [0,min(|p1|, |p2|)]. To normalize Sˆ to be size-independent and turn it into a distance
we define the following:
D(pi, pj) = 1− Sˆ
max(|p1|, |p2|)
3.1.1 Efficient Distance Approximations
The distance D has two practical disadvantages: 1) it takes O(n2) time and space even for
comparing pages that are evidently different, 2) it requires that the entire HTML pages are
loaded in the main memory. We describe here an approximated distance function that requires a
linear time pre-processing to produce compact fingerprints of the pages that can be maintained
in RAM and a constant time computation of the distance. For a page pi we build its fingerprint
fi as a vector of 11 elements so that fi[k] counts the number of tags of length k in the page pi
and fi[11] counts the number of tags longer than 10 characters. In this case we consider only the
tag keywords ignoring possible parameters.
Figure 2 shows the fingerprints of the two example pages of figure 1. The position corre-
sponding to the migrated tag is highlighted in blue, while the position corresponding to the tag
belonging only to page p1 is indicated in red.
We define the distance between two fingerprints fi and fj as:
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Figure 2: The fingerprints of the example pages shown in figure 1
F (pi, pj) = 1−
(
(
∑11
k=1 min(fi[k], fj[k])
max(|p1|, |p2|)
)
We observe that the factor
∑11
k=1 min(fi[k], fj[k]) is upper bounded by the number of tags of
the smallest page and it is an over-estimation of the number of matched tags in the quadratic
alignment. In fact, as shown in figure 2 (highlighted in blue) if a certain tag is present on both
pages, it contributes to the estimation of the number of matches regardless to its position on the
pages. The divisive factor of the above formula, instead, is used to normalize the measure with
respect to the number of tags of the bigger page (as in the quadratic distance).
A more rough approximation of the above distance functions can be obtained by the following
definition:
R(pi, pj) = 1− min(|pi|, |pj|)
max(|pi|, |pj|) (2)
In this case the numerator of the fraction is the size of the shortest page that is the upper
bound of the number of possible matches. Although the formula in (2) could be considered
a too rough approximation of the structural distance between two pages, it can be used as a
filter for our purposes where the target is not the clustering in itself. In fact, since it holds
that R ≤ F ≤ D, if R(pi, cj) is high enough to decide that page pi is too far from the center
µj, then the computation of D becomes unnecessary. According to the above consideration,
we performed our clustering by using a combination these three distance definitions as shown
in algorithm 1. Our experiments have shown that different settings of the two thresholds can
influence the selection of the centers, but do not affect the final clustering of parked domains.
3.2 Clustering algorithm
Clustering is the activity of dividing a set of objects into homogeneous groups according to their
distance. Results strongly depend on: the definition of a distance function able to capture the
differences among objects as well as the objective function that the clustering algorithm attempts
to minimize/maximize. Since in our application we want to highlight highly homogeneous clus-
ters, our algorithm should try to create clusters as compact as possible. In [16] the authors
observed that the radius can be used as an hint of the homogeneity of a cluster. According to
this observation we used a clustering algorithm for the k-center problem.
7
Data: Two pages p1 and p2
Result: the distance between the pages
d = R(p1, p2);
if d ≥ Thres1 then
return d;
end
f1 = fingerprint (p1);
f2 = fingerprint (p2);
d = F (f1, f2);
if d ≥ Thres2 then
return d;
end
return D(p1, p2);
Algorithm 1: Distance function for clustering.
Definition 1 The k-centers problem: Given a set S = {s1, . . . , sn} of n elements in a metric
space endowed with a distance function D, and given an integer k, select a set µ of k elements
{µ1, . . . , µk} ⊂ S that induces a non-overlapping partitioning C1, . . . , Ck of S such that the radius
of the widest cluster
max
j
max
x∈Cj
D(x, µj)
is minimized.
In [6] the author shows that the k-center problem is NP-hard and gives a 2-competitive algo-
rithm (Furthest point first (FPF)) that requires O(nk) distance computations. This algorithm is
proven to be optimal unless P = NP . In our previous work [5] we propose M-FPF, a heuristic
version of the furthest point first algorithm that, exploiting the triangular inequality in metric
spaces, is able to speed up the computation. The algorithm defines a sufficient condition ensur-
ing that some of the distance calculations among the elements of a cluster and a new center are
not required because these elements are certainly closer to their center. Although this approach
works in practice it is heuristic, thus the worst case complexity still remains O(nk).
3.2.1 The M-FPF algorithm
Let sj ∈ S, we define µ(sj) as the center µi ∈ µ so that the distance D(sj, µi) is minimal. FPF
uses an iterative strategy to build the clustering. At each step the algorithm selects the element
as a new center
µi = argmax
sj
∀sj∈S\µD(sj, µ(sj)
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maximizing the distance to its assigned center. Once a new center is chosen, the clustering is
updated by recomputing the function µ() for all the elements in S \µ. This latter step dominates
the computational cost requiring O(n) distance invocations.
Our heuristic version of the FPF algorithm (later referred as M-FPF) attempts to reduce
the number of distance computations for both the selection of a new center and the clustering
update.
Let Ci = C(µi) be the set of elements of S closest to µi. By keeping Ci as a list, sorted
according to the distance to the center µi, we can easily compute each cluster radius in time
O(1) and select the new center by simply ranking the clusters’ radiuses.
Once a new center µy is selected, the update of µ() can be done by scanning each list Ci in
decreasing order of distance from µi. By the triangular inequality we can stop scanning the list
Ci when we reach an element x satisfying the condition:
D(x, µi) ≤ 1
2
D(µi, µy) (3)
because the remaining elements of Ci cannot be closer to µy than µi. Notice that the distances
among all the pairs of centers are required, thus introducing an extra O(k2) computational cost.
Figure 3 shows an example where there are two centers (in red) and an element (in blue) satisfying
the condition in (3).
µi µy
p
1
2
D(µi, µy)
D(µi, p)
D(µi, µy)
Figure 3: An example of element satisfying the condition in (3)
We observed that the condition in (3) is more likely to be quickly satisfied refining a cluster
of parked domains where most of the elements are very similar (when not identical) to the cluster
center. As a result, our heuristic tends to be more effective when the quadratic distance function
is mostly used (as shown in section 4.3).
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3.3 Extraction of primary name servers
A valid domain has associated a certain number of name servers (NS) to resolve its IP address.
One of these NS acts as primary name resolver, the others are used in cascade in case of lookup
failure. When two or more NSs are mirrors of each other, they can be assigned to a domain
regardless to their order obtaining the same name resolution. ISPs tend to partition their port-
folios of domains to mirrored NSs to balance their DNS load. Some domains (typically owned by
big companies or public administrations) have also their own DNS that can be used as primary
or secondary NS.
Identifying primary NSs is a necessary step for us to avoid repeating the some analysis more
than once. To do this, we built the graph of all the co-occurrences of two name servers in the
DNS of each analyzed domain. We scored each edge of the graph with the number of times the
co-occurrence was found and each node with the sum of the scores on its edges. We observed
that this graph is made of a very large number of connected components (where most nodes have
very low degree (often as low as 1). Analyzing these components we observed that each of them
has a primary, a mirror and a certain number of specialized NSs.
We identified the node with highest score as the primary NS. In case of a tie we used the
node corresponding to the NS more often configured as primary in the list of domains. Figure
4 shows an example of connected component which in red indicates two mirror NS and where,
for the sake of simplicity, we did not report weights. Considering weight as proportional to the
node degree, in this example case ns1 is taken as the primary NS.
2NS 1 NS
Figure 4: An example of sub-graph of connected NSs. In red two mirrors, in blue some specialized
NS connected to both mirrors, in green and magenta some NSs connected to only one mirrored
NS.
3.4 Detecting non-DNS parked domains.
Since parked domains are de facto hosted by specialized DPPs, their content is the result of
a redirection. As mentioned in [1] there are several ways of doing this. The most widespread
type of redirection is at DNS level. In this case the domain owner sets its name servers to
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those provided by the DPP allowing the domain name to be resolved with a DPP’s IP address.
Another option is that of placing a HTTP or HTML redirection in the document root of the
web site. HTTP redirections are directly managed by web servers that return a 3XX class status
code and the target URL while HTML redirections are small pieces of HTML code aimed at
causing the browser not to generate output, but immediately load another web page following
the appropriate URL. There is a wide variety of methods to achieve this browser behaviour:
using the tag meta setting refresh at zero time, calling a javascript function updating either the
href or the location variable, or the introduction of a full-window iframe tag. The purpose of
HTTP and HTML redirections is to allow domain parking even when the hosting provider does
not allow DNS management. However, in these cases, the target of the redirection is always a
URL belonging to the DPP [9], [17]. According to the purpose of domain parking discovery, the
above redirections have to be managed differently. In fact, if one is interested only in filtering out
domains that can affect the performances of crawling or data gathering only DNS redirections
have to be considered because they can generate a potentially huge amount of in-host links
causing the download of many useless web pages. Instead, if one is interested in classifying
domains for analysis purposes, then all types of redirections must be taken into account. Since
non-DNS redirection based parked domains point to the DPP host, these class of domains could
be detected through some considerations on the distribution of in-links per host. In fact, one
can still exploit our approach by using all the target redirections to the same over-linked host as
a document corpus. Notice that targets are not links contained on a web page, but we only take
redirections from the domain document root into account. This has the effect of filtering out
links to popular web sites. Reverting to the source domains can be easily done by maintaining
the association between the source domain and the target redirect. As a result, combining our
clustering approach constrained to the name servers and the same approach constrained to high
in-degree hosts, we are able to detect all the types of parked domains.
4 Experimental Evaluation
In this section we show the results of an empirical evaluation of our domains classification system.
We performed our crawling with a cluster of 6 Mac mini endowed with 16Gb of RAM and a 2.4
Ghz IntelTMprocessor. Clusterings were made on a Mac pro endowed with 64Gb of RAM 1 and
IntelTMXEON 12-cores.
4.1 Dataset description
To build our collection we performed an extensive web crawling using some partial and old
publicly available lists of domains as seeds. We followed internal redirections (both HTML
and HTTP) until reaching a valid page or a redirection to another host. We discarded all those
1a single clustering process could allocate only 32Gb of RAM due to manufacturer limitations.
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Figure 5: Distribution of active domains per TLD.
domains that did not provide a valid HTML page at the end of the redirection chain (i.e. domains
no longer registered, not responding or redirecting via HTTP to another host). Instead, we kept
HTML redirections since they can be caused by the so-called zero click parking [9]. We restricted
our crawling to the four most commonly used TLDs in Italy (“.it”, “.com”, “.org” and “.net”).
At the end of the crawling we had scanned 4,932,849 domains obtaining a collection of 2,816,546
active home pages belonging to 293,481 distinct name servers (of wihich 115,099 primaries).
Figure 5 shows the distribution of domains per TLD.
We observed that only a small fraction of primary NSs is used to register domains of more
than one TLD. Although it could sound surprising, this phenomenon is due to the presence of
an impressive number of name servers used by less than one hundred domains (namely 87.85%
of the total). Investigating this phenomenon is behind the purpose of this paper, however, we
observed that some of them are name servers of large companies or public institutions, while
some others seem to be something similar to the name server version of the domain-squatting
phenomenon.
In table 1 we report in detail the distribution of the number of NS according to the number
of TLD for which they are used. We report the same distribution also restricting to those NSs
that are associated to more than one hundred domains. For the sake of comparison we reported
data as percentages.
1 2 3 4
NS 79.71 12.93 5.92 1.44
NS with > 100 domains 13.67 14.23 40.27 31.83
Table 1: Distribution of the number of NS per TLD
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Figure 6: In red results for NS devoted to domain parking, in blue results for general purpose
NS.
4.2 Parameters tuning
Parameter and threshold setting can become a complicated task because they can profoundly
affect the outcome of an algorithm. As for all clustering based tasks we have to choose the number
k of clusters in which to partition the domains belonging to a DPP. Moreover we need to set a
threshold δ to classify each cluster as containing parked or regular domains. The prediction of
the number of clusters is a well studied problem in the literature [14] even if a generally accepted
approach is still on the horizon.
In this section we experimentally show that the choice of the number of clusters is not critical
for us because our algorithm proven to be robust to the change of this parameter. Furthermore,
we show that the average radiuses of parked domain clusters and regular domain clusters belong
to well-separated ranges. As a result, setting the value of δ arises as a natural choice.
We select 7 among the biggest NSs in our dataset. Three of them are explicitly used for
domain parking (two of them have the substring parking as part of their name and one is a
well-known DPP). The other four NSs belong to general ISPs. In order to better assess a good
estimation of δ we included the NS of one of the most used content management system (CMS)
provider (namely wordpress) in this latter set. This choice is motivated by the fact that we
expect a higher degree of structural similarity among web pages created using the same CMS
and consequently a lower average radius.
Let R(Ci) be the radius of the cluster Ci and let |Ci| be the number of elements of the cluster.
Fixing the number of desired clusters to k, we compute the average radius as the weighted sum
of the cluster radiuses:
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Rˆk =
k∑
i=1
|Ci|R(Ci)
Since our distance definition is normalized to belong to the range [0, 1], Rˆk belongs to the
same interval.
Figure 6(a) shows Rˆk for various assignment of k. We observe that DPPs have an average
radius constantly much lower than general ISPs for each possible assignment of k. The figure
also shows a smooth trend of the average radius that, for k > 16 decreases quite slowly for both
parked and non-parked domains. This confirms that the choice of k is not critical and suggests
that k = 16 could be a good choice in general.
Figure 6(a) also gives an important hint about the choice of the value δ used as threshold
to discriminate DPPs clusters versus general ISPs. All the DPPs show an average radius lower
than 0.2 while general ISPs have an average radius higher than 0.3. According to this behaviour
we set δ = 2.5.
In order to reduce misclassification due to slight fluctuations of the average radius of certain
clusters we used a fuzzy classification strategy. In fact, we observed that clusters with an average
radius slightly higher than the threshold (namely in the range [2.5, 3]) are most often of the same
type of the majority of clusters on the same NS. Thus, we assigned these clusters to the most
represented class of the NS.
Finally, figure 6(a) confirmed that our similarity function is also able to classify web sites
generated by means of CMSs correctly. In fact, despite that the average distance for the NS
Wordpress is lower than the other general ISPs, it is consistently higher than 0.3 for all the
assignments of k.
We investigated the impact of the choice of k on the cluster size. For each possible assignment
of k we counted the number of small clusters (i.e. clusters with less than 10 elements). As shown
in figure 6(b), DPPs and general ISPs have a different behaviour. In fact, general ISPs tend to
make less small clusters than DPP due to their higher degree of heterogeneity. However, in both
cases some of these clusters contain outlier domains: such as domains with no tags or web server
default pages.
4.3 Distance function evaluation
Although clustering time is not a critical performance parameter, it still influences the overall
classification time and thus, the possibility to keep the list of parked domains updated. In fact,
the overall classification time is the sum of the clustering times of all the primary name servers.
A formal assessment of the ability of our sequence of upper bounds to reduce the num-
ber of quadratic distance computations, and thus the clustering time, is impractical because
it completely depends on the input data. Thus, we carried out an experimental performance
assessment. For each clustering shown in table 3 we measured the overall number of invocations
14
of the function described in algorithm 1 and the distribution (as percentage) of the calls to the
distance functions R(), F () and D(). Although calling D() is subordinate to calling F () which
in turn is subordinate to invoking R(), for the sake of comparison we counted only the number
of invocations as a last distance function of the sequence. As shown in table 2, most of the times
the approximation returned by calling the function R() is a fair accurate approximation of the
distance between two domains. Furthermore, although the overall contribution of the function
F () to the reduction of the number of calls to D() is limited if compared to R(), it is still good
enough for about 1/3 of the distances not fairly approximated by R().
metric % avrg. calls.
R 67.37
F 10.72
D 21.91
Table 2: Distribution of the number calls to the three distance measures.
,
Table 3 shows that, except for publinord (line 10) the functions R() and F () are more effective
when clustering name servers belong to ISPs rather than DPPs. In contrast there are cases (line
34 and 36) where these approximations still work well for DPP name servers. This behaviour is
not surprising and it is due to the higher heterogeneity of the web sites hosted by general ISPs.
Table 3 also shows the clustering time expressed in seconds where, in the computation, the
time required to load data in the main memory has not been included. We observe that in
the worst case the algorithm took about 15 minutes to complete. An interesting hint about
the performance improvement due to the approximate distance functions can be obtained by
comparing the running time of the two biggest NSs. In fact, despite the higher number of
domains belonging to technorail.com, the higher number of invocation of D() when clustering
mydyndns.org causes the clustering time to increase from about 2 to 15 minutes.
4.4 Classification Evaluation
Evaluating performances of domains classification algorithms poses many thorny problems. The
first important issue is the absence of a representative labelled snapshot of the web. In our case,
this caused the need of an expensive manual evaluation of each cluster carried out by a human
expert. We analyzed about a hundred clusterings each of which made of 16 clusters. We discarded
clusters too small to be interesting (as small as having less than 10 pages) or containing empty
pages (i.e. without any tags). In certain cases (large or heterogeneous or ambiguous clusters),
the judgement has requested to evaluate a certain number of domains before labelling a cluster.
In order to avoid influencing the human evaluator, he had no information about: the name
server, its size, and the number of domains belonging to each cluster. He could only request
more domains for a cluster if needed for the evaluation.
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id. Primary NS # Dom avrg.R. Class Ok % class # dist. % R % F % D Time (s)
1 technorail.com 158,675 0.642 ISP
√
100 2,358,495 95.73 3.10 1.15 121.216
2 mydyndns.org 89,521 0.084 ISP
√
100 264,000 73.14 10.57 16.28 946.283
3 register.it 39,885 0.630 ISP
√
100 588,285 94.37 3.50 2.12 3.788
4 internettraffic.com 39,302 0.195 DPP
√
100 581,880 19.96 0.05 79.97 2.337
5 name-services.com 27,714 0.505 ISP
√
100 377,745 87.46 11.14 1.39 79.441
6 yahoo.com 17,690 0.401 ISP
√
100 231,540 74.16 14.37 11.46 66.347
7 sedoparking.com 15,142 0.128 DPP
√
100 222,345 31.25 6.86 61.87 21.185
8 parkingcrew.net 13,213 0.076 DPP
√
100 195,405 14.94 1.16 83.89 90.302
9 1and1.com 8,907 0.436 ISP
√
100 107,280 80.48 12.56 6.94 32.844
10 publinord.it 8,500 0.054 ISP
√
12,85 127,365 47.28 1.63 51.07 26.263
11 fabulous.com 7,591 0.329 ISP 93,77 113,325 66.50 16.10 17.38 7.082
12 yourhostingaccount.com 7,451 0.466 ISP
√
100 96,765 81.35 9.93 8.70 13.781
13 9netweb.it 7,378 0.532 ISP
√
100 109,485 85.55 8.68 5.75 11.759
14 register.com 6,010 0.490 ISP
√
100 82,290 82.73 10.05 7.20 7.941
15 gandi.net 6,871 0.350 ISP
√
75,13 92,190 77.56 8.18 14.25 42.540
16 ultsearch.com 5,782 0.168 DPP
√
100 84,510 79.78 13.31 6.89 0.393
17 ovh.net 5,748 0.143 ISP
√
100 32,430 59.70 10.74 29.55 27.188
18 registrar-servers.com 5,632 0.369 ISP
√
100 73,665 83.08 7.05 9.85 33.472
19 wordpress.com 5,291 0.325 ISP
√
100 60,315 64.66 17.89 17.44 89.939
18 videoitaliaproduction.it 5,490 0.054 ISP
√
10,81 87,704 55.74 8.21 36.03 8.927
19 mdnsservice.com 4,501 0.213 ISP
√
39,66 53,475 42.83 11.78 45.38 22.781
20 voodoo.com 4,377 0.106 DPP
√
100 62,190 0 0 100 0.223
21 dnshosting.it 4,131 0.487 ISP
√
99,11 59,460 81.56 10.40 8.03 18.665
22 fatcow.com 4,114 0.373 ISP
√
100 48,645 68.61 18.09 13.28 5.944
23 hitfarm.com 3,976 0.070 DPP
√
100 59,220 20.77 13.82 65.40 6.748
24 widhost.net 3,973 0.508 ISP
√
100 58,125 72.68 15.08 12.22 6.732
25 consultingweb.it 3,828 0.485 ISP
√
99,05 57,015 77.00 14.36 8.62 4.219
26 lnhi.net 3,663 0.395 ISP
√
100 41,775 67.48 17.40 15.10 30.107
27 lolipop.jp 3,587 0.446 ISP
√
100 50,610 72.34 16.65 10.99 7.981
28 seeweb.it 3,567 0.548 ISP
√
100 51,870 81.10 11.19 7.70 34.163
29 xserver.jp 3,487 0.488 ISP
√
100 47,850 79.35 11.60 9.03 4.756
30 imena.com.ua 3,010 0.304 ISP
√
100 29,430 91.78 4.14 4.07 9.270
31 livedns.co.uk 3,054 0.304 ISP
√
57,97 42,675 69.43 16.46 14.09 6.199
32 hosteurope.com 2,965 0.400 ISP
√
100 41,310 74.99 17.34 7.65 9.164
33 tuonome.it 2,417 0.432 ISP
√
89,84 35,280 73.25 12.98 13.75 3.084
34 above.com 2,206 0.110 DPP
√
88,57 24,555 79.00 5.48 15.50 0.076
35 eurodns.com 1,489 0.518 ISP
√
99,25 21,975 87.60 6.83 5.56 1.680
36 namebrightdns.com 1,000 0.021 DPP
√
100 15,864 64.76 28.48 6.74 0.782
Table 3: Experimental results for a the biggest primary NSs sorted by size. Column avrg. R.
shows the average radius of the clustering, column Class shows our NS classification, column Ok.
is checked (
√
) if our classification agrees with the human expert’s, column % class shows the
percentage of documents classified in the same class of the NS, column # dist. shows the number
of distance calls followed by the distribution of the distance functions. Last column shows the
running time (sec.).
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Another critical aspect is the exact definition of parked domain. In fact, according to the
most restrictive definition, these domains are reserved for future use (most often selling) and
they contain ads. However, in some cases we found that certain clusters contain domains clearly
lacking of useful content except for the contact information of their owner even if these web sites
do not contain any ads. In some other cases a cluster contained the courtesy page of the ISP
(most often containing ads). In this latter case, discriminating whether a domain is reserved for
future use or it has been registered for the impending publication of a new web site is impractical.
In our manual labeling we used a conservative approach. When it was possible establish with
certainly that a domain was reserved for future use (even without ads) we classified it as parked,
otherwise we classified it as not parked even if it was lacking of content.
We made three levels of evaluation:
• Name server level: we labelled a clustering according to the class of the majority of its
clusters regardless of the number of domains of each cluster (see column Class in table 3.
A clustering is considered as correct if the human expert has provided the same judgement
in at least half of the cases. (see column Ok in table 3)
• Cluster level: we compared each cluster with its human judgement. Table 4 shows the
confusion matrix for this evaluation.
• Domain level: we repeated the previous assessment counting the number of domains
involved in each judgement. This analysis allows the measuring of the probability of a
domain to be misclassified.
In regards to the first evaluation, as shown in table 3, except for a single case (line 11)
our method has always demonstrated to be able to predict the human judgement. This result
is particularly important for all those applications exploiting the web as a source of data to
be used to build a knowledge base [4]. In fact, in this case what really matters is not the
complete list of regular domains, but the avoidance of the introduction of low quality documents
into the knowledge base. These applications can use both the classification and the estimation
of the number of domains belonging to the predicted class (column % class in table 3) as a
inclusion/exclusion criterion for a NS.
In other cases, for example for spam filters, the above criterion could be too rough. In
these cases classifying all the domains belonging to a certain NS with the same label could
potentially introduce a non-negligible amount of false positives and false negatives. While the
misclassification of a parked domain is typically non-problematic because its effect is only the
potential visualization of some unwelcome web site, false positives represent a problem because
they cause the inaccessibility of legal contents.
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Human evaluation
ISP DPP
Prediction
ISP 80.90 6.03
DPP 1.76 11.31
Table 4: Clustering level confusion matrix expressed as percentage.
A more precise classification can be easily obtained by labelling the domains according to
the class of the cluster they belong to. This approach has many practical advantages. Firstly, a
classification error affects only the domains belonging to that cluster. Most importantly, if a name
server is used for both parking and regular hosting, its domains can be classified accordingly.
This latter case is not rare. In fact, we found that, among the biggest ISPs, most have one or
two clusters containing parked domains. These NSs are still classified as ISP, but the percentage
of non-parked domain (see column (% class in table 3) is lower than 100%.
We experimentally evaluated the classification accuracy for each cluster. Table 4 reports the
confusion matrix for this assessment level. For the sake of simplicity, results are expressed as
percentages. According to table 4 our method has a classification accuracy of 92.21%. Most
interestingly the impact of false positives is lower than 2%.
Due to the different number of domains belonging to each cluster, each judgement evaluation
should be weighed. In fact, the impact of a correct or wrong classification of a cluster is pro-
portional to its size. We repeated the previous analysis again also taking the cluster sizes into
account. This last assessment can provide an estimation of the probability of a single domain to
be correctly classified. Table 5 reports the confusion matrix for this domain level evaluation.
Human evaluation
ISP DPP
Prediction
ISP 73.29 4.09
DPP 0.23 22.39
Table 5: Domain level confusion matrix expressed as percentage.
Comparing the cluster level and the domain level analysis we observed that the overall ac-
curacy is higher in the second case (95.68%). More interestingly the two tables show that the
misclassification of ISP clusters (false positives) is more likely to happen in small clusters. In
fact, the misclassification of the 1.76% of clusters affects only the 0.23% of the domains.
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4.5 Discussion
We investigated whether the average cluster radius is able to predict the overall NSs behaviour
or not. As shown in table 3 this measure is generally lower than 0.3 for DPPs and higher for
ISPs. However this is an error-prone measure because of outlier clusters. In fact, we observed
that a single large cluster could influence its value. For example, ovh.net is an ISP’s name server
containing a large set of pages without any tags. Another interesting example is publinord.it.
This is a media company that manages a large portfolio of domains. Most of them are almost
identical and are parked for future use. In both cases the resulting cluster contains a large
number of domains whose radius is respectively 0 or close to 0, thus affecting the average cluster
radius.
As a final remark we report some statistics about the parking phenomenon in general. Ac-
cording to our human evaluation 26.48% of the domains are parked which means about 750
thousand domains in our dataset. As shown in table 3 9 out of the 36 biggest primary NSs are
mostly devoted to parking. Moreover, some of the other NSs host a consistent amount of parked
domains. Finally, despite the fact that our method tends to slightly underestimate the overall
phenomenon (22.62%), it is in line with the human estimation.
5 Conclusions
In this paper we presented a novel clustering-based approach to the identification of parked
domains. The novelty of our approach stands in the fact that we observed that parked domains
are not similar to each other in general, but this similarity is highly evident among domains
hosted by the same DPP. Moreover, we do not make a-priori assumptions about the content
of parked domains, this makes our approach robust to changes due to technological evolution.
We also defined a metric able to capture the structural similarity among pairs of domains. We
show how the quadratic computation of our distance can be easily overestimated in linear time
without affecting the overall clustering quality. As a result our metric can be employed in
practical application where hundreds of thousands of domains have to be clustered.
We validated our approach by conducting an extensive set of experiments using a collection of
about 3 million valid domains belonging to four commonly used TLDs in Italy. Our experiments
confirmed that our method is reliable and it is able to discriminate general ISPs from DPPs.
Furthermore our method is able, with high accuracy, to identify the subset of parked domains
resolved by NSs devoted to both parking and hosting.
As future work we plan to test the ability of our method to classify other types of pages.
For example, by analyzing our false positive predictions we found that increasing the number
of clusters has the effect of producing some compact clusters containing for example: empty
domains, error pages, or default home pages.
19
References
[1] M. Almishari and X. Yang. Ads-portal domains: Identification and measurements. ACM Trans. Web,
4(2):4:1–4:34, Apr. 2010.
[2] C. Castillo, D. Donato, L. Becchetti, P. Boldi, S. Leonardi, M. Santini, and S. Vigna. A reference collection
for web spam. SIGIR Forum, 40(2):11–24, Dec. 2006.
[3] C. Castillo, D. Donato, A. Gionis, V. Murdock, and F. Silvestri. Know your neighbors: Web spam detection
using the web topology. In Proceedings of the 30th Annual International ACM SIGIR Conference on Research
and Development in Information Retrieval, SIGIR ’07, pages 423–430, New York, NY, USA, 2007. ACM.
[4] M. Craven, D. DiPasquo, D. Freitag, A. McCallum, T. Mitchell, K. Nigam, and S. Slattery. Learning to
construct knowledge bases from the world wide web. Artificial intelligence, 118(1):69–113, 2000.
[5] F. Geraci, M. Pellegrini, P. Pisati, and F. Sebastiani. A scalable algorithm for high-quality clustering of web
snippets. In Proceedings of the 2006 ACM Symposium on Applied Computing, SAC ’06, pages 1058–1062,
New York, NY, USA, 2006. ACM.
[6] T. F. Gonzalez. Clustering to minimize the maximum intercluster distance. Theoretical Computer Science,
38:293–306, 1985.
[7] Z. Gyongyi and H. Garcia-Molina. Web spam taxonomy. In First International Workshop on Adversarial
Information Retrieval on the Web (AIRWeb 2005), April 2005.
[8] T. Halvorson, J. Szurdi, G. Maier, M. Felegyhazi, C. Kreibich, N. Weaver, K. Levchenko, and V. Paxson. The
biz top-level domain: Ten years later. In N. Taft and F. Ricciato, editors, Passive and Active Measurement,
volume 7192 of Lecture Notes in Computer Science, pages 221–230. Springer Berlin Heidelberg, 2012.
[9] Z. Li, S. Alrwais, Y. Xie, F. Yu, and X. Wang. Finding the linchpins of the dark web: a study on topologically
dedicated hosts on malicious web infrastructures. 2012 IEEE Symposium on Security and Privacy, 0:112–126,
2013.
[10] S. B. Needleman and C. D. Wunsch. A general method applicable to the search for similarities in the amino
acid sequence of two proteins. Journal of Molecular Biology, 48(3):443 – 453, 1970.
[11] V. M. Prieto, M. Alvarez, and F. Cacheda. Analysis and detection of soft-404 pages. In Innovative Computing
Technology (INTECH), 2013 Third International Conference on, pages 217–226. IEEE, 2013.
[12] V. M. Prieto, M. A´lvarez, R. Lo´pez-Garc´ıa, and F. Cacheda. Architecture for a garbage-less and fresh content
search engine. In KDIR, pages 378–381, 2012.
[13] J. R. Quinlan. Bagging, boosting, and c4. 5. In AAAI/IAAI, Vol. 1, pages 725–730, 1996.
[14] R. Tibshirani, G. Walther, and T. Hastie. Estimating the number of clusters in a data set via the gap
statistic. Journal of the Royal Statistical Society: Series B (Statistical Methodology), 63(2):411–423, 2001.
[15] T. Urvoy, E. Chauveau, P. Filoche, and T. Lavergne. Tracking web spam with html style similarities. ACM
Trans. Web, 2(1):3:1–3:28, Mar. 2008.
[16] J. Wang and J. Chen. Clustering to maximize the ratio of split to diameter. In 29th International Conference
on Machine Learning ICML, 2012.
[17] S. Webb, J. Caverlee, and C. Pu. Characterizing web spam using content and http session analysis. In
CEAS, 2007.
20
