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Abstract 
 
Ionic colloidal crystals are here defined as multicomponent ordered colloidal structures 
stabilized by attractive electrostatic interactions.  These crystals are colloidal analogues to 
ionic materials including zincblende, rocksalt, cesium chloride, and fluorite.  A 
thermodynamic study revealed that the screening ratio, charge ratio, and monodispersity 
are critical parameters in ionic colloidal crystal (ICC) formation.  Experimentally, small 
ordered regions were observed under ideal thermodynamic conditions.  However, no 
larger crystalline regions were found in these samples.  The kinetics of ICC formation 
was studied using a variety of computational techniques, including Brownian dynamics, 
Monte Carlo, and a Newton’s method solver.  These techniques have each elucidated 
properties and processing conditions that are important to crystallization.  The Brownian 
dynamics and Monte Carlo simulations showed that the previous experiments were 
highly undercooled.  Furthermore, a narrow crystallization window was found, 
demonstrating the need to create particle systems that meet the narrow parameter space 
where ICCs should be stable.  Pair interaction potentials were evaluated for their 
accuracy using a Poisson-Boltzmann (PB) equation solver.  The PB solver was also used 
to further refine crystalline formation energies so that systems can be more accurately 
tailored.  A surprising result from the PB solver showed that the lowest formation energy 
occurs when the quantity of surface charges on both particles are equal.  Although this 
result is not predicted by any colloidal pair potentials, it was verified experimentally.  
This further illustrates that thermal mobility in these systems can be sufficient to maintain 
a stable solution despite attractive electrostatic interactions.  Tailoring particle systems to 
balance the thermal and electrostatic interactions should allow widespread crystallization.  
However, these conditions require highly monodisperse particles to be fabricated with 
controlled surface charge and sizes.  Currently these particles are not widely available 
and further research in this area should aid in the full realization of the ICC concept.  In 
conclusion, all results are integrated to predict which particle systems should be produced 
to allow the formation of large ordered structures. 
 
Keywords:  Ionic colloidal crystal, Colloidal crystal, Heterocoagulation, Self-assembly, 
Electrostatic forces, Brownian dynamics, Charge ratio, Colloid 
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0 to 12000 K.  137 
Figure 7.5:  The free energy of the crystalline state is shown with the internal energy and 
entropy contributions.  137 
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Figure 7.7:  The free energy for both states is plotted versus temperature.  The melting 
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Figure 8.1:  For a classical electrostatic system, the calculated energy for a variety of 
system meshes is compared to the exact solution calculated via a Madelung summation.  
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Figure 8.2:  The percentage error between the exact solution and that calculated via the 
various grid sizes is plotted.  Even for the coarsest grid (50×50×50), the total error is at 
most 3%.  147 
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Figure 8.3:  The average error from Figure 8.2 is plotted versus the simulation size and 
the time to complete the calculation of a single energy point.  The simulation time 
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both particles is equal.  This matches the classical electrostatic case even with increasing 
Λ, and is in contradiction to the presently available potentials that describe colloidal 
behavior.  153 
Figure 8.7:  Calculation results for the Λ=3 case are given relative to the fit of the data.  
Note that this system is more asymmetric than the Λ=1 system.  A much larger energetic 
penalty is present for a system with excess charge on the larger particles as they are 
closer to one another than the small particles.  When no screening is present, the penalty 
is identical, while with screening, the system becomes more sensitive to charge excess on 
the larger particle.  Also note that the formation energy for the structures has dropped by 
a factor of two.  154 
Figure 8.8:  The formation energy of the rocksalt structure for the case of equal charges 
on both particles is shown versus the charge on each particle.  The data falls on a 
parabola centered at Q1=Q2=0.  155 
Figure 8.9:  The effect of charge asymmetry on the formation energy of an ICC is shown.  
The magnitude of the energy minimum decreases more slowly if the higher charge is on 
the smaller particle.  Again, Q1 and Q2 are absolute magnitudes of charge, with Q1 
corresponding to the magnitude of charge on the small particle and Q2 to that on the 
larger particle.  155 
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Figure 8.10: The percentage of the normalized well depth for the Λ=3 case is given 
versus the charge asymmetry squared.  The functions fall off differently depending on 
which particle has the excess charge.  156 
Figure 8.11:  The position of the energy minimum relative to the sum of the particle radii 
is shown for the five systems tested.  Note that all curves for Λ=1 fall on top of one 
another when scaled in this fashion.  157 
Figure 8.12:  The system energy varies as one over the solvent dielectric constant for the 
Q1=Q2 case.  At the lower extreme, the energy begins to diverge from the ε-1 behavior.  
This is most likely due to the solvent dielectric constant approaching that of the particles 
and thereby increasing the impact of the particle core on the electrical fields. 157 
Figure 8.13: The variation of the well depth with screening is calculated for the Q1=Q2 
case.  For a constant surface charge on both particles, the formation energy quickly 
approaches zero with increasing Λ.  158 
Figure 8.14:  The variation of the formation energy with relative particle size, 
(a1+a2)/(1.5e-6), is shown.  The data fit very well to the function x-1. 158 
Figure 8.15:  The error between the fit given in Equation 8.12 and the solver calculation 
as a function of formation energy.  Notice the percentage error is substantially lower for 
large energies.  160 
Figure 8.16:  The formation energy of the exact solution and the possible potential 
models for a constant charge boundary condition are shown.  For low ionic strengths, the 
Yukawa type potential is much closer to the exact solution than at higher ionic strengths.  
At high ionic strengths, the Ohshima model is more accurate. 162 
Figure 8.17:  The crystalline formation energy is shown versus nearest neighbor 
separation distance for a 1 µm and 0.5 µm particle system with 1000 electron charges on 
each at Λ=1.  The Yukawa potential has a minimum at particle contact, while the exact 
solution has a minimum at approximately 110% of a1+a2.  However, the Ohshima 
solution places the particles nearly 130% of a1+a2 apart.  In this regime, the Yukawa 
potential is more accurately modeling the colloidal behavior. 163 
Figure 8.18:  The crystalline formation energy for a similar system to that in Figure 8.20 
is shown for Λ=3.  Note that the Ohshima potential still significantly overestimates the 
optimal particle separation distance. This regime is a crossover between the regimes 
where the Yukawa and Ohshima potentials are most accurate.  In this regime, a higher 
order potential would be very advantageous for colloidal modeling. 164 
Figure 9.1  A variety of 1:1 mixed samples are shown in both a dried and wet state.  
Samples 1-6 and 1-11 are repulsive control samples.  The heterocoagulated samples show 
a variety of behavior, including a stable solution (1-14), a frosted appearance (1-12), 
complete heterocoagultion (1-21) and a low density aggregate (1-16).   The variety of 
behavior indicates vast differences in the interaction forces in these samples. 171 
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Figure 9.2:  The 2:1 mixtures matching those in Figure 9.1 are shown.  There are some 
marked changes in behavior from the 1:1 mixtures: 2-10 is frosted, while 1-10 is not; 2-
13 is more widely spread out; 2-21 is lower in density.  These changes in behavior are 
believed to indicate a method to determine charge ratios in the systems. 172 
Figure 9.3:  After 1200 minutes, the 113 nm PS-S and 215 nm PS-QA system shows no 
signs of settling.  Two possible explanations are that the small Λ of this system (due to 
the small particle size) limits the heterocoagulation range to a value in between two of the 
tested values, or the small particle size results in a heterocoagulation energy below the 
effective boiling point of the heterocoagulate. 173 
Figure 9.4:  Settling experiments results are shown for the 415 nm PS-S and 215 nm PS-
QA system.  Images are taken at 60, 90, 250, and 1200 minutes (A-D, respectively).  
Note that the 1:1 number ratio settles much more rapidly than other number ratios.  From 
these results, the charge ratio in this system is estimated to be 1:1.  This is consistent with 
the charge ratio calculated using the information in Table 9.1 for this system. 174 
Figure 9.5:  The mixing experiment results for the 415 nm PS-S and 749 nm PS-A system 
are shown.  The fastest settling number ratio is at 1:5 (large:small).  This indicates that 
the charge ratio for this system is substantially higher than that in Figure 9.4.  Note that 
this larger particle size system shows heterocoagulation over more samples.  The settling 
times are 90, 120, 200, 350, and 1200 minutes (A-E, respectively).  Again, these results 
are consistent with the calculated charge ratio using Table 9.1. 175 
Figure 9.6:  The results of mixing experiments for the 749 nm PS-A and 1310 nm PS-S 
system are shown.  The settling times are 120, 200, 350, and 1200 minutes (A-D, 
respectively).  Settling occurs rapidly in all three 2:1, 3:1, and 3.5:1 (large:small) number 
ratio samples, but may be slightly faster in the 3:1 sample as some heterocoagulation is 
evident after only 120 minutes.  At long times, all samples begin to show signs of settling 
due to the settling of the large 1310 nm particles.  Again, these results are consistent with 
the calculated charge ratio using Table 9.1.  176 
Figure 9.7:  Shown are the possible surface charge ratios calculated using the properties 
from Table 9.1 and Equation 9.1.  The constant surface charge ratio bars indicate the 
combinations that are closest to the inverse of the fastest settling number ratios.  No box 
is drawn for the 113/215 system as no settling was observed despite number ratios in this 
range being tested.  Only the small range between 2×106 m-1 and 6×106 m-1 could meet 
all of the constraints.  The estimated κ value of 3.75×106 m-1 falls directly in the middle 
of this range.  179 
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Lower-Case Symbols 
a – Particle radius 
a* – Activity 
c – Concentration 
ec – Electron charge 
f - Function 
h – Planck’s constant 
k – Boltzmann’s constant 
m – Mass 
n – Surface normal 
p – Momentum 
q – Charge 
r – Center-to-center separation distance 
t – Time 
v – Velocity 
z – Ion charge (in ec) 
 
Capital Symbols 
A – Hamaker constant 
<A> – Gaussian deviate 
D – Diffusivity of the particle 
E – Applied electric field 
F – Force 
G – Green’s function 
H – Surface-to-surface separation distance 
I – Flux 
J – Jacobian 
K – Conductivity 
Msum – Madelung summation 
N – Number 
NA – Avagadro’s number 
P – Pressure 
Q – Charge Ratio 
R – Ideal gas constant 
Rsize – Ratio of particle sizes 
RΨ – Ratio of particle surface potentials 
S – Entropy 
T – Temperature 
U – Interaction energy 
V – Volume 
Greek Symbols 
α – Polarizability 
β – Stokes parameter (6πaη for a sphere) 
ε0 – Permittivity of free space 
εr – Relative dielectric constant 
ε’ – Real part of εr  
ε’’ – Imaginary part of εr
ζ – Zeta potential 
η – Viscosity 
κ – Debye parameter 
µ – Mobility 
µchem – Chemical potential 
ν0 – Frequency (Hz) 
iξ – Imaginery frequency 
ρ – Charge density 
ψ – Electrostatic potential 
ψs – Surface potential 
ω – Frequency (in radians) 
Λ – Screening ratio 
Λ0 – Equivalent conductivity 
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Chapter 1: Ionic Colloidal 
Crystals 
 
 
 
 There has been increasing interest in the scientific community over ordered 
colloidal materials, primarily due to their photonic properties [1-3].  These arrays are 
generally composed of a single particle type, severely limiting the number of possible 
structures.  The optical properties of these structures are not as technologically useful as 
those of more complex structures such as zincblende, which has a complete photonic 
band gap [4].  Despite these limitations, large arrays of single component crystals have 
been produced through a variety of techniques.  They can be stabilized in solution 
through repulsive interactions or condensed through drying front or fluid flow forces.  
Even with nonideal photonic properties, these materials have been used in a variety of 
devices, including lasers [5-10] and sensors [11-13].   
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In efforts to produce a wider variety of structures, various two-component 
approaches have been implemented, including the use of layer-by-layer growth with 
electrostatic repulsion [14] and hard-sphere interactions [15-23].  The resulting structures 
are those that occur in metallic systems, such as the AB, AB2, and AB13 structure types.  
While some of these structures have ionic analogues (such as CsCl), their stability does 
not arise from attractive electrostatic forces.  Instead, these structures form through the 
maximization of the particles’ vibrational entropy.  This approach requires careful control 
of the overall particle volume fraction as well as the volume fractions of each particle 
type.  Furthermore, this method typically produces multiple phases, with one phase often 
being a colloidal liquid phase, where particles have high mobility and move fluidly 
around one another.   
In this thesis, the possibility of creating two-component colloidal crystals that are 
stabilized by attractive electrostatic interactions is studied.  On the atomic scale, a 
mixture of positively and negatively charged ions of appropriate size and charge ratios 
rapidly form into complex order structures.  However, an analogue to these ionic 
materials in the colloidal regime has not been realized.  Yet, no self-consistent, 
convincing argument has thus far been put forward that prohibits such behavior in 
colloidal systems.  Here it is proposed that a mixture of positively and negatively charged 
particles tailored within certain experimental constraints can be made to form a new type 
of colloidal crystal, an “ionic colloidal crystal” (ICC), stabilized by long range attractive 
forces.  
A system utilizing these attractive forces should allow rapid crystallization while 
also opening up a more diverse phase space through the variation of system parameters, 
which tune these interactions.  This enthalpy-driven, rather than entropy-driven, 
crystallization would yield a single robust equilibrium phase, similar to natural ionic 
materials.  Structures that could be potentially realized include zincblende, which can 
have a large complete photonic band gap [4], and rutile, which has potential catalysis and 
filtration applications due to the presence of ordered channels in the structure.  Figure 1.1 
illustrates the ion channels in the ruthenium oxide structures relative to the dense packing 
of the FCC structure. 
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Figure 1.1  The FCC structure on the left is very dense with no clear channels through the 
materials.  Some ICC structures, such as ReO 3 on the right, could exhibit fast diffusion 
pathways, which could make them of interest for catalysis applications where a high 
surface area with a minimum diffusion length is desired. 
 
 
In this thesis, the conditions under which ICCs form are studied through a variety 
of computational and experimental approaches.  It is shown that ICC formation does not 
occur if the system has a high charge asymmetry.  However, it is also necessary to control 
the system kinetics as systems with ideal charge ratios can still form into metastable 
disordered heterocoagulates such as the low packing density non-crystalline reaction-
limited cluster aggregation or diffusion-limited cluster aggregation structures that are 
often observed in heterocoagulating systems [24-26].  Control over the kinetics requires 
the limitation of the bond strength, as well as the possible application of forces, to 
prevent gelation.  We find the conditions under which ICCs are energetically favorable 
and kinetically feasible at room temperature to be restrictive, suggesting that they are 
unlikely to occur accidentally.  This may explain the lack of a previous observation of 
these structures.   
Despite the difficulty in fabricating these materials, their technological benefits 
could be enormous.  The complete photonic band gap of the zincblende structure makes it 
very attractive for photonic crystal lasing applications, where the lasing threshold is 
greatly reduced.  The future realization of large scale ICCs will require careful attention 
to particle properties, and may require the production of particles with properties that are 
not readily available commercially. 
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Chapter 2 gives a background of colloidal forces with Chapter 3 applying those 
concepts directly to the problem of ionic colloidal crystals.  The use of surfactants, the 
role of van der Waals forces, and the electrostatic interactions are discussed.   
Chapter 4 uses a Madelung sum approach to calculate the regions where ionic 
colloidal crystals should be thermodynamically stable.  Two dimensionless parameters, 
the screening ratio and charge ratio, are introduced that described the thermodynamic 
interactions.  Low screening ratios, requiring either very low ionic strengths or small 
particles, are necessary to obtain the colloidal mobility necessary for ICC formation.  
Likewise, it is necessary to mitigate any other short range attractive forces.  Finally, the 
impact of dispersity in particle sizes is examined through this model.  A CV of 3% is 
desired to try to minimize the impact of dispersity. 
Chapter 5 discusses some preliminary ICC experiments showing signs of 
preliminary ordering in a silica/polystyrene system.  However, small clusters sizes 
indicated the need for kinetic strudies. 
Chapter 6 and 7 discuss Brownian Dynamics and Monte Carlo results.  Melting 
behavior of ICC systems are examined.  The system in Chapter 5 is shown to be 
significantly undercooled and is therefore kinetically trapped.  The mobility of such 
systems are also studied shown both critical nuclei sizes and glass transition behavior.  A 
small region where crystallization should be expected is observed.  Finally, means to 
improve nucleation in such systems are discussed. 
Due to the small kinetic window studied in Chapter 7, Chapter 8 aims to more 
accurately evaluate the thermodynamic interactions in an ICC system.  As all previous 
approaches use pair potentials, the Poisson-Boltzmann equation is solved over a periodic 
repeat unit.  The maximum formation energy for a crystal is shown to occur when the 
amount of charges on both colloidal surfaces is equal.  This result is not predicted by any 
colloidal pair potentials.  The Yukawa potential is shown to be the most useful potential 
at low ionic strengths, while the Ohshima potential is more appropriate for high ionic 
strengths. 
Chapter 9 utilizes the results from Chapter 8 to evaluate the impact of charge ratio 
in heterocoagulating systems.  Heterocoagulation behavior is controlled through the 
variation of the relative charges on both particles.  The results are shown to match very 
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favorably with the charge ratio definition in Chapter 8.  These results not only shown that 
charge ratio can control heterocoagulation behavior, but also indicate that thermal energy 
can be sufficient to prevent heterocoagulation in some systems.  Both of these behaviors 
must be possible for ICC formation to occur. 
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Chapter 2:  An Introduction to 
Colloidal Forces  
 
 
 
 The understanding and engineering of colloidal materials has been important to 
the development of many technologies.  The first scientific studies of these materials 
were conducted in the mid-17th century by Thomas Graham.  Since then, there has been a 
large body of literature detailing the findings and theories of this subject.  In this chapter, 
the salient points of colloidal forces are reviewed in the context of ionic colloidal crystals  
More detailed discussions of these topics are found in a variety of books [27-34].  
Foundations of Colloidal Science by R.J. Hunter [27] and Principles of Colloid and 
Surface Chemistry by Paul C. Hiemenz and Raj Rajagopolan [28] are two excellent 
references which were primary source materials for this review.   
 Colloidal materials are dispersions where the suspended items are much larger 
than the other molecules in the system.  The name colloid comes from a study of these 
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materials by Thomas Graham in 1860 when he examined the behavior of various 
solutions passing through a dialysis membrane.  Certain solutes would pass through the 
membrane, while others could not.  One solute that could not diffuse through the dialysis 
membrane was a natural gum, after which Graham coined the term colloid (from the 
Greek word kolla meaning glue) to describe the materials trapped by the membrane.  
Because colloids are large particles, they are generally unable to pass through the small 
pores of a dialysis membrane.  If the size of the particles is below approximately 1 
nanometer, the dispersed particles become indistinguishable from a true solute, placing a 
lower bound on the size considered to be a colloid.  At the other extreme, colloids are 
generally considered smaller than 1 micron because above that size, gravitational forces 
prevent the particles from staying dispersed.  However, in practice, larger particles can 
remain dispersed and smaller particles of high density can rapidly settle indicating that a 
size-based definition may be less practical than a phenomenological criterion. 
Systems that are considered colloidal materials are from a broad range of 
technological and natural origins.  Milk, blood, paints, inks, and smog are all colloidal 
dispersions.  Colloidal science has enabled the development of important technologies 
including food processing, xerography, ceramic processing, ore floatation, oil recovery, 
and pollution control methods.  More recently, the behavior of nanoparticles, nanotubes, 
and proteins have been described by colloidal science.  Colloidal particles have also 
modified for applications in rapid DNA sequencing [35].  One of the widest uses for 
colloidal materials is in making self-assembled photonic crystals [1-3, 36]. 
Colloidal suspensions can be composed of any phase combination except that of a 
gas in a gas:  aerosols (solids or liquids dispersed in a gas), foams (gas dispersed in a 
solid or liquid), emulsions (liquid droplets dispersed in another liquid), and dispersions or 
sols (solids dispersed within a liquid).  While different names are used to describe the 
various phase mixtures, their behavior all falls under the purview of colloidal science.  
For the remainder of this thesis, a colloidal suspension will refer to a solid dispersed in a 
liquid phase.    
The interactions governing colloidal interactions can cause a wide variety of 
behavior.  These interactions include van der Waals (or Hamaker) forces, depletion 
forces, steric repulsion, solvation forces, electrostatic forces, and random thermal 
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fluctuations (Brownian motion).  Colloidal properties can be modified by engineering 
these forces.  While electrostatic forces are the focus of this thesis, an understanding of 
other colloidal interactions is necessary to evaluate and, if possible, mitigate their effects. 
 
2.1 van der Waals Forces 
The term van der Waals force is used to describe an ensemble of forces resulting 
from interactions of dipoles, quadrapoles, and higher multipoles.  For further detail on 
these interactions, the review by French is recommended [37].  Three major components 
are generally considered to contribute to the overall interaction: dipole-dipole interactions 
(Keesom forces [38-40]), dipole-induced dipole interactions (Debye forces [41, 42]), and 
induced dipole-induced dipole interactions (London forces [43, 44]).  In general, colloidal 
particles do not have permanent dipole moments.  The van der Waals interactions are 
then typically dominated by London interactions.   London dispersion forces are the 
interactions between spontaneous fluctuations of the electron cloud and dipoles induced 
by those fluctuations in nearby atoms.  The form given by London for these interactions 
is shown in Equation 2.1 [44].  
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After London’s work, Hamaker published work correlating these forces to 
macroscopic bodies in an attempt to explain coagulation of colloidal systems [45].  In his 
work, it was assumed that London interactions for multiple oscillators could be summed 
pairwise.  While these summations are complex, several cases can be solved explicitly.  
Of great importance to colloidal science was that of two spherical particles.   
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At particle contact, the potential in Equation 2.2 is divergent.  This results from 
the Hamaker’s approximation that matter is homogeneous.  A cutoff radius can be 
applied to limit the interaction energy.  This cutoff radius is usually take to be on the 
order of the molecular radius (~0.1 nm).  Hough and White showed that the surface 
energy can be used to approximate the value of this cutoff radius [46]. 
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The value of the Hamaker constant can be difficult to calculate, but approximate 
values for various materials in vacuum are 100-300 zJ (zJ = 10-23 Joules) for metals, 10-
30 zJ for ionic materials, and ~3 zJ for hydrocarbons.  In a solvent, these values will be 
greatly reduced.  While the interaction between two identical materials is always 
attractive, the interaction between different materials (A132) can be either attractive or 
repulsive depending on the dielectric response function of the particles and of the solvent 
in which the particles are dispersed.  If the materials are dispersed in a vacuum, the value 
of A132 must be positive.  A form for the Hamaker constant between dissimilar particles in 
an arbitrary solvent can be approximated from the Hamaker constants of the individual 
materials in vacuum.  
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Modern dispersion theory presents a numerical solution to avoid many of the 
approximations in the calculation of A132.  While this theory only treats flat plates, the 
replacement of the Hamaker constant in Equation 2.2 by that obtained through modern 
theory yields good results [47].  The numerical summation presented by Ninham and 
Parsegian [48] provides insight into the magnitude of van der Waals interactions. 
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The prime on the first summation denotes that the first term of the sum should be halved.  
The dielectric constants are all evaluated at iξ, which is obtained from the Kramers-
Kronig relation. 
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Figure 2-1 (after Hunter, page 557) shows the comparison of ε’’(ω), ε’(ω), and ε (iξ).  In 
Equation 2.4, the evaluated points of the dielectric constant are discretely sampled at the 
frequencies shown in Equation 2.6.  
[ ]nkTn h/2πξ =                                                  (2.6) 
As per Hunter Appendix A1, these frequencies are the only ones that satisfy the 
dispersion condition.  The spacing of these frequencies at 300K is on the order of 3×1014 
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rad/s.  At large n, the dielectric constant of all materials falls to 1.  Therefore, the higher-
order terms in Equation 2.4 approach zero.  Practically, this limits the number of terms 
necessary for the summation to converge.  Likewise, the summation over s converges 
rapidly, thus requiring few iterations of the second summation.  Due to that large spacing 
of relevant frequencies, dielectric properties across the ultraviolet and visible regimes are 
the most significant.  The Tabor-Winterton approximation [49] assumes that the dielectric 
response functions do not change relative to one another.  The dielectric constant is 
evaluated only in visible regime and treated as a constant (the square of the index of 
refraction).  However, it must be verified that this is consistent with the dielectric 
behavior in the UV regime, otherwise large errors, even errors in the sign of the Hamaker 
constant, can be incurred. 
The relative dielectric response function values for a materials system give insight 
into the strength of the Hamaker interactions.  Materials with very similar dielectric 
response functions have negligible Hamaker interactions.  Also, if the dielectric response 
function of the solvent is between that for the end members, the Hamaker interaction of 
the two plates is repulsive.  While repulsive Hamaker forces are rare, these forces do give 
rise to the interesting properties of materials such as Teflon, which is repulsive with most 
materials when in a solvent. 
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Figure 2.1:  The values of the real and imaginary components of the dielectric constant 
are shown relative to dielectric constant at an imaginary frequency (ε(iξ)).  Note that the 
ε’(ω) and ε(iξ)  are nearly identical between resonant frequencies. 
 
2.2 Steric and Solvation Forces 
Steric and solvation forces result from size effects on the interactions of colloidal 
particles.  Surfactants are commonly used to introduce steric interactions.  Surfactants 
adsorb to the surface of a colloidal particle while leaving other interactions relatively 
unchanged.  In a good solvent, a surfactant molecule elongates due to entropy.  For 
particles to approach beyond the point where the surfactant molecules would overlap, the 
polymer chains would need to be compressed.  This compression decreases the entropy of 
the system and thus acts as a repulsive force.  Thus, these molecules limit the closest 
approach of particles to approximately two times the molecule length.  At these 
separations, Hamaker forces are usually negligible for good solvents.  The surfactant 
limits the rapid coagulation of a colloidal suspension.  Surfactants are categorized into 
nonionic, anionic, and cationic.  Nonionic surfactants only impose a short range steric 
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interaction as they have no impact on the surface charge of the colloid, while anionic and 
cationic surfactants form a salt when dissolved and therefore carry some charge to the 
colloid surface, altering the electrostatic interactions.   
Solvation forces have a similar origin, but are due to the presence of the solvent 
molecules rather than surfactants.  These are especially relevant for the interaction of flat 
surfaces, where layers of solvent must move large distances during the close approach of 
the surfaces.  Solvation forces may also increase the force necessary to separate particles 
in contact as solvent must rewet the two surfaces before the particles can be separated. 
 
2.3 Depletion Forces 
 Depletion forces are the result of osmotic pressure from smaller particles on larger 
particles in a suspension.  The smaller particles move more quickly under the thermal 
fluctuations in the system.  These particles impinge on the large particles from all sides.  
When the larger particles come close enough together that they are separated by less than 
the small particle radius, the small particles can no longer impinge on the facing surfaces, 
but continue to bombard the external surfaces.  In effect, this results in an osmotic 
pressure pushing the two large particles together.  These forces can lead to interesting 
phase behavior including phase separation[50-54]. 
Generally, these depletion interactions are shorter range than electrostatic 
interactions in a colloidal suspension.  However, they can be significant in a hard sphere 
colloidal system.  Furthermore, these forces exist across a broad range of particle sizes, 
even beyond what is typically considered a colloidal particle.  For the purposes of this 
thesis, the electrostatic forces are assumed to be substantially stronger than any depletion 
interactions.   
 
2.4 Random Driving Forces 
When a droplet containing colloidal particles of a few hundred nanometers in 
diameter are placed on a glass slide and observed at high magnification, the particle 
trajectories appear to be random with the particle making sharp jumps in seemingly 
random directions.  This behavior, called Brownian motion, was first observed by Robert 
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Brown in an examination of pollen grains.  Since those days, many scientists have tried to 
develop models to understand this behavior.  In 1906, Einstein [55] and von 
Smoluchowski [56] developed a set of equations to describe this aspect of colloidal 
behavior.  A summary of the derivation of the diffusion of colloidal particles is included 
below.  
Colloidal particles in solution can be treated as a chemical species.  The chemical 
driving force on a system of particles due to a gradient in chemical potential is given by 
Equation 2.7. 
A
chem
chem N
F
µ∇−=                                                   (2.7) 
From the definition of chemical potential, this force can be calculated in terms of the 
activity of the material.  
( )'0 ln ichemichem aRT+= µµ      (2.8) 
( )*ln iichem aRT∇=∇µ                                                (2.9) 
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At low concentrations in an ideal solution, the activity is closely approximated by 
the concentration of species. 
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i
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In a solution, the particles are not continually accelerated under such a force 
because a drag of some form is present.  In a colloidal system, this drag is due to the 
Stokesian flow of liquid around the particles.  Under these conditions, the terminal 
velocity can be determined through a force balance. 
0=− dragchem FF                                                 (2.13) 
0=−∇ v
c
ckT
i
i β                                                (2.14) 
Page 36 of 193 
ii
c
ckTv ∇= β                                                    (2.15) 
The steady-state flux of particles under this force balance is this velocity multiplied by 
the concentration.  This flux can be compared to the flux from Fick’s First Law of 
Diffusion to find the particles’ diffusivity. 
ii c
kTvcI ∇== β                                                (2.16) 
ii cDc
kT ∇−=∇β                                           (2.17) 
Solving for the diffusivity of the molecule gives the Einstein relation. 
β
kTD =                                                  (2.18) 
For spherical particles, the Stokesian term takes on the simple form: 6πηa. 
a
kTD πη6=                                                (2.19) 
Fick’s Second Law of Diffusion can now be applied to determine the spatial evolution of 
a large concentration of particles over time.  For a constant diffusivity, the three-
dimensional solution for a point source of magnitude c0 with a zero flux boundary 
condition at infinity is a Gaussian distribution [57] with a standard deviation of the square 
root of 2Dt.   
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This solution can also be used to represent the probability for finding one particle a 
certain distance away from its starting point after a given amount of time.   
 
2.5 Electrostatic Forces 
Particle surfaces become charged in solution due to a chemical driving force for 
the charging species to either dissociate from the surface into solution or associate with 
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the surface from solution.  For ceramic particles, one charging mechanism is the 
dissolution of hydroxyl groups from the surface (leaving a positively charged surface) or 
the reaction of hydroxyl groups with the surface (creating a negatively charged surface).  
For a polymer system, charging is most commonly due to the ionization of initiators used 
in the fabrication of the particles, or through the dissolution of functional groups on the 
surface of the particle added during or after the polymerization.  These groups are very 
diverse. They include sulfate and carboxyl groups (generally negatively charged at a 
neutral pH due to the dissolution of a hydrogen ion when in solution) and amine and 
amidine groups (generally positively charged due to the localization of hydrogen ions 
within them).  Although other charging mechanisms exist, these are the ones most 
commonly encountered in monodisperse colloidal suspensions.   
In a colloidal system, these charged particles are surrounded by small, highly-
mobile ions.  These ions include dissociated salts, self-dissociated solvent molecules, and 
counterions of the charges on the colloidal particles.  These ions are much more mobile 
than the particles, allowing them to sample many energetic states.  Thus, in the statistical 
mechanics treatment of this system, the salt ions are assumed to be ergotic.  This allows 
the ions to be treated as a continuous charge distribution described spatially by a 
Boltzmann probability distribution around a fixed colloidal particle, rather than as a 
series of discrete charges.  The units of concentration are number of ions per cubic meter. 
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The Poisson equation (Equation 2.23) can be used to determine the electric field from this 
charge distribution.   
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Substituting Equation 2.22 into 2.23 yields the Poisson-Boltzmann equation (Equation 
2.24). 
∑ ⎟⎠
⎞⎜⎝
⎛−−=∇
i
ci
ici
r kT
ez
cez
ψ
εεψ exp
1 *
0
2                             (2.24) 
 The first treatments of a charged surface with the Poisson-Boltzmann equation 
were performed independently by Gouy [58] and Chapman [59].  The resulting model for 
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a system where the Poisson-Boltzmann equation holds is thus called the Gouy-Chapman 
model.   
 
2.5.1 Boundary Conditions 
The total surface charge is limited by the total number of sites that can become 
ionized.  Additionally, continued surface charging is hindered by an electrostatic penalty 
for either the association of a charged species with a like charged particle or the 
separation of a charged species from a dissimilarly charged particle.  The relative balance 
of these factors in the electrochemical potential creates three distinct cases of boundary 
conditions: constant charge distribution, constant potential, and charge regulating. 
In the event that the chemical driving force overwhelms any electrostatic penalty 
for charging, all available sites on a particle surface will become charged.  Further 
charging is prevented by a limitation in the number of sites, and discharging does not 
occur in the presence of a potential field due to the large chemical driving force.  Thus, 
the particle can be treated as having a constant charge distribution boundary condition.  
Highly acidic or basic surface groups, such as those found on some latexes, are well 
approximated by this boundary condition [60].   
Conversely, in the case of the constant potential boundary condition, the solution 
is considered to have an infinite source of ions and the particle surface is viewed as 
having an infinite number of available charging sites.  Under these assumptions, the 
charging event does not change the chemical potential of a species in solution.  
Therefore, the chemical driving force also remains unchanged.  As a result, the surface 
charges freely to maintain the local electrical potential at a constant value.  Because the 
particle has an infinite number of charging sites, the surface is never saturated with ions, 
which would limit the degree to which the surface could charge.  
The last type of boundary condition, charge regulating, is a result of a balance 
between the electrostatic and chemical potential components of the electrochemical 
potential of the system.  This covers the region between the constant charge distribution 
and the constant potential boundary conditions.  When the electrostatic potential field 
around a particle is altered in the presence of another particle, an applied field, or a wall, 
the amount of charge on the surface of the particle will change until the electrochemical 
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potential is again balanced.  Charge regulation models vary greatly is complexity.  In the 
simplest case, it could incorporate a limited number of charging sites into the constant 
potential boundary condition.  In one case, a nonlinearity in charging is considered where 
both the surface potential and the amount of charge of the surface change together [60, 
61].  This coupling could be due to the charging event changing the chemical potential in 
the adjacentl solution. 
The boundary condition behavior has a large impact on colloidal behavior.  As the 
surface charge keeps many colloidal solutions stabilized, large variations can result in 
coagulation.  The surface charge variations are evident in oxide systems where the 
surface charge ranges form negative to positive with pH variations.  A simplified view of 
oxide particles in aqueous solutions at various pHs (shown in Figure 2-2).  At either 
extreme of the pH range the particle surface is fully charged.  Thus, a small change in the 
electrochemical potential does not change the surface condition because all available sites 
are charged.  Alternatively, in the region near the isoelectric point (IEP), a change in 
either the chemical potential (through pH) or the electrostatic potential (through an 
applied field) would shift the amount of charge on the surface of the particle.  In this 
case, a shift toward a higher activity for the hydrogen ions in the solution will drive more 
hydrogen to the surface, making the particle more positively charged and vice versa.  A 
change in the local potential field is compensated by charging or discharging of the 
surface, allowing a constant surface potential to be maintained.  In reality, the charging 
behavior is much more complex.  Typically, the pH extremes have are not constant. 
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Figure 2.2:  A simplified view of the zeta potential of three sample oxides is shown.  At 
the pH extremes, the zeta potential approaches a constant value due to a limit on the 
number of available charging sites.  In the intermediate regime, the zeta potential varies 
from positive to negative crossing the iso-electric point (IEP) where the net charge is 
zero. 
 
The boundary condition choice is very important in trying to accurately model 
colloidal behavior.  For an isolated particle, the constant surface potential and constant 
surface charge boundary conditions are identical.  The variations occur when colloidal 
particles begin to interact.  For identical particles, the choice of boundary conditions has 
some effect on the results, but the physical behavior is similar under both cases: the 
colloidal interactions are repulsive.  However, considering the approach of two identical 
particles with a constant charge boundary condition, the electrostatic potential at the 
contact point would be close to twice the surface potential of the isolated particle.  This 
makes the constant charge boundary condition result in potentials that are more highly 
repulsive than the constant potential boundary condition.  Charge regulation models fall 
somewhere in between the two cases and generally depend on the approach velocity of 
the two particles [61].  
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For dissimilar particles, the choice becomes more significant.  In the case of a 
constant potential boundary condition, dissimilar particles have an infinite energy at 
contact.  Because the constant potential boundary condition model has no limitation on 
the number of charging sites, dissimilarly charge particles will continue to charge at the 
contact point due to the infinite electric field (fixed potential difference with a zero 
separation distance).  Further charging of one surface will cause further charging of the 
other and will continue indefinitely as both surfaces will charge infinitely.  If both 
particles have the same sign of charge, this result does not significantly alter the behavior 
of a suspension, as it will simply prevent the particles from coming into contact.  
However, for a system with dissimilar signs of surface charge, an infinite attraction 
occurs at contact, causing the surfaces to be permanently stuck together under this model.  
This model requires an infinite density of charging sites at the point of contact in order to 
hold the surface potentials on both surfaces constant.  In practice, the physical situation of 
having an infinite number of charging sites is incorrect.  Also, the constant potential 
boundary condition leads to N2 image charges for an N-body system, making pair-wise 
summations inaccurate.  This prevents accurate modeling of the kinetics of the system 
within a reasonable amount of simulation time. 
The constant charge boundary condition does not have a divergent charge build 
up at contact.  Positively and negatively charged particles would be electrostatically 
separable after a contact event.  However, unlike the constant potential boundary 
condition, the constant charge boundary condition no longer screens the core of the 
particle from seeing any potential.  The result is that the electrical potential is altered by 
the core of the particle.  In the event that the core is identical in properties to the solution, 
the problem becomes easily solvable.  However, for other more physical cores, the 
solution becomes very complex and first had an analytical solution published in 1994 
[62].  These corrections are required in classical electrostatics as well.  The resulting 
expression is a series of infinite summations for the case of two interacting particles.  
However, the Ohshima’s assumption of the solvent surrounding a particle pair makes the 
potentials use in a many-bodied dense colloidal system questionable. 
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2.5.2 Solutions to the Poisson-Boltzmann Equation 
An exact analytical solution to the full nonlinear Poisson-Boltzmann equation is 
only possible for specific geometries.  There are several common approximations that are 
applied to reduce the complexity of the expression and broaden the cases where an 
analytical solution is possible.  These approximations will be discussed in detail. 
 In general, while a colloidal suspension does not have an equal number of positive 
and negative ions in solution, in many cases the additional ions resulting from the 
charging of particles are insignificant.  Also, while many types of salts may be present in 
small quantities, it is convenient to treat only the majority salt.  This reduces Equation 
2.24 to two exponentials.  For most systems the ions in solution have the same magnitude 
of charge (a symmetric salt).  With this approximation, the right-hand side of Equation 
2.24 reduces to a hyperbolic sine. 
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This nonlinear expression has an analytical solution for very few cases.  For 
dissimilar spheres, the potential fields cannot be described analytically, but instead 
require a numerical solution.  In many colloidal systems, it is possible to gain further 
insight by making a low surface potential approximation.  The Taylor expansion of the 
hyperbolic sine is given in Equation 2.26. 
( ) L+++=
!5!3
sinh
53 xxxx                                   (2.26) 
If the argument is much greater than one sixth of the cube of the argument, then terms of 
higher order than the first term are insignificant.  Solving the argument for the surface 
potential where this occurs gives a limiting value of ψ<63.3 mV for z=1.  The 
approximation is generally accepted to be valid for surface potentials less than 25mV.  
This is known as the Debye-Hückel approximation.  The low surface potential 
requirement in its strictest sense limits the applicability of the linear solution to very few 
physical systems.  However, this approximation can still be used to approximate the 
physical picture in many other cases as it is a first-order approximation.  To illustrate, the 
hyperbolic sine describes the electrostatic screening in the system.  The higher order 
terms increase the amount of screening for large surface potentials causing the potential 
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to fall off more quickly than would be predicted by the linear equation.  In many cases, 
within a short distance of the surface the potential field has fallen below 25 mV, making 
the linearized equation a fairly accurate description of the suspension, especially at 
distances far from the surface of the particle.  In this case, a modified surface potential 
can be applied so that the far field interactions match between the linear and nonlinear 
cases. 
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The Debye parameter (κ) is introduced into the linearized Poisson-Boltzmann 
equation as it captures all relevant system variables other than the boundary conditions.  
In its linearized form, the Poisson-Boltzmann Equation is a common second-order linear 
differential equation known as the Helmholtz equation, which is appears in models of 
many physical systems.  In considering the fixed charges on the particle surfaces, a 
charge density term is added to give Equation 2.28.   
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By integrating the Green’s function of this equation over an arbitrary surface, the 
potential field can be obtained for any linear system.  A simple numerical form of these 
integral methods can be applied where a series of point sources are chosen inside of the 
particle and an equal number of test points are chosen outside or at the surface where the 
value of the surface potential is known.  A set of linear equations is now obtained. 
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These equations are solved for the magnitudes of the point sources (An).  These point 
sources can now be used to give a computationally inexpensive description of a complex 
physical system.  The error in this method can be reduced by adding more point sources.   
For certain shapes of particles, where the chosen coordinate system has single-
variable surfaces that correspond to the constant potential plane, a much simpler 
treatment can be used.  These special cases include spheres, cylinders, ellipsoids, and 
infinite planes.  In these cases, one Green’s function can be used to describe the potential 
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in the whole region outside of the particle.  For a spherical coordinate system, the 
Green’s function for the Helmholtz equation is given by Equation 2.30. 
( ) ( )
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(2.30)  
By considering an isolated particle with a potential of ψs at a radius Rs, one point charge 
at the center of the particle can be used to represent it in order to solve for the potential 
field of the particle outside of the surface at Rs.  The surface where the potential is 
evaluated is generally very close to the particle surface.  As is discussed in more detail 
later, it should actually be the interface between the double layers, which is generally 
within a few nanometers of the particle surface.  When the surface where the potential is 
evaluated is very close to the particle surface relative to the decay length of the potential 
(1/κ), the value of Rs is approximately the particle radius, a1.   
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While this assumption will be used for the remainder of this section, in practice it can be 
relaxed to take into account double layer theory as is described in more detailed later.  
This solution satisfies the boundary conditions imposed on the system outside of 
the particle and must therefore be the only solution by the Uniqueness Theorem [63].  
Although this case treats a fixed surface potential, the solution for a constant spherically-
symmetric surface charge distribution is identical for an isolated particle.  This solution 
can also be applied to a suspension of many particles with constant charge boundary 
conditions.  The total potential of the system is a simple pair-wise summation of the 
potentials of single particles in isolation. 
 Another first-order approximation assumes that the potential field of one particle 
is not significantly affected by the core of the other particle.  In this case, the interaction 
energy is given by the product of the point charge representation of one particle and the 
potential field of the other.  The magnitude of the effective point charge is given by the 
following expression.  
( )aaq srtpoin κψεπε exp4 0=
                                
(2.32)  
Equation 2.32 is called the linear superposition approximation (LSA) [62, 64, 65].  
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Another form of the LSA model is cast in terms of the surface charges.  The surface 
charge is related to the surface potential by the Poisson equation boundary conditions 
(Equation 2.35).  As the dielectric constant may be different on both sides of the 
boundary, the form of the Poisson equation must allow for an inhomogeneous 
permittivity (Equation 2.34).   
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As the potential field inside of an isolated particle is constant, the derivative is zero. 
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Substituting into the LSA approximation gives the potential in terms of the particle’s 
surface charge. 
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Equations 2.33 and 2.38 are widely used to describe colloidal behavior and in many 
situations match quite well with experiment despite the approximations used in their 
derivation.  More complete solutions can be calculated through numerical methods. 
The interaction potential in Equation 2.33 or 2.38 is called a Yukawa-type 
potential, or a shielded-electrostatic potential.  It is commonly used to describe colloidal 
interactions [66-81].  As the Debye parameter goes to zero with a reduction in shielding 
ions, classical electrostatics are recovered.  While many times unnecessary, Equation 
2.33 can be approximated as Equation 2.39 in systems with large ionic strengths. 
   
( )( ) ( )raaaaU ssr κκψψεπε −+= expexp4 212,1,21012
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For ion-penetrable spheres, Equation 2.33 is slightly modified to account for the 
fact that the potential field inside the sphere is no longer constant.  This field can be 
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calculated by solving Equation 2.27 inside the sphere under the boundary conditions that 
the derivative is zero at the center of the sphere and the value matches the surface 
potential at the surface of the sphere.  The solution is given by a summation of an 
exponentially increasing and an exponentially decreasing Yukawa potential. 
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Outside of the particle, the potential is still expressed by Equation 2.33.  The relation 
between surface potential and surface charge is found using the potential fields inside and 
outside of the particle, as in Equation 2.35. 
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Another important case of the linearized Poisson-Boltzmann equation is that of a 
flat plate.  In this case, the Green’s function is given by Equation 2.42.   
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By setting the boundary condition of the plate’s surface potential at x=0, the potential 
field of the flat plate is obtained. 
( ) ( )xx s κψψ −= exp (2.43) 
                                               
Assuming the particle does not significantly alter the potential field of the plate, the 
interaction of a spherical particle with that plate can be obtained by multiplying by the 
charge on the particle, resulting in Equation 2.44. 
( ) ( ) ( )xaaxU particlewallsparticlesparticler κκψψεπε −= expexp4 ,,012
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An identical solution could have been obtained by treating one sphere as having an 
infinite radius in the sphere-sphere interaction equation (Equation 2.33).   
 
2.5.3 HHF Theory and Other Potentials 
For dissimilar particle interactions, another treatment introduced by Hogg, Healy, 
and Feurstenau (HHF) (Equation 2.43) is widely used in the literature [82].  HHF theory 
was an extension of the work on dissimilar colloidal interactions by Derjaguin [83], and 
Devereux and de Bruyn [84].  It is obtained by considering two dissimilarly charged 
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plates with constant surface potentials.  The result for the constant potential surfaces is 
then treated with the Derjaguin approximation [85] to give the interaction of two 
dissimilar spheres.   
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While almost all heterocoagulation studies in the literature use HHF theory to 
describe the results, it should not be universally applied.  Hogg, et al., cite work from 
Verway and Overbeek [86] that limit the applicability of the Derjaguin approximation to 
values of κa>10, which corresponds to a high ionic strength.  As would be expected for a 
constant potential assumption, HHF theory diverges in energy at particle contact for 
spheres with dissimilar signs of charge.  The redispersal of a heterocoagulated system 
would be impossible under this model.  While a cutoff radius could be applied as was 
done above for Hamaker theory, such an approximation has not been pursued for HHF 
theory. 
A similar formulation to that of Hogg, Healy, and Feurstenau was introduced by 
Weise and Healy (Equation 2.46) for the treatment of a constant charge distribution 
boundary condition [87].  While this approximation is not as widely used, it does 
overcome one limitation of the HHF model.  Instead of diverging to an infinite attraction 
at contact, the Weise-Healy model diverges to an infinite repulsive energy at contact for 
spheres with dissimilar signs of charge.  The potential has a minimum at a finite 
separation distance from the surface.  The theory of Weise and Healy is also limited to 
the treatment of solution with high ionic strength. 
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While HHF theory is widely used due to its simple analytical form, more exact 
expressions of the interaction of dissimilar spheres continue to be sought out in the 
literature.  An overview of the progress in heterocoagulation theory was published by 
Islam [88].   One formulation, introduced by Ohshima, overcomes the Derjaguin 
approximation by utilizing an expansion of the particle potentials in terms of Bessel 
function and Legendre polynomials [62, 64, 65].  This formulation results in an infinite 
summation of what are termed “image potentials”, in analogy to the image charge 
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construct that is used to study constant potential surfaces in classical electrostatics.  
While the Ohshima formulation may give the exact pair interaction for two isolated 
particles, it’s applicability as a pair potential in studying dense colloidal systems has not 
been examined.  Oshima notes that the LSA potential derived above is the first term of 
his expansion and is completely accurately for ion-penetrable spheres (where the inside 
of the particle appears similar in dielectric constant and screening to the solution outside 
of the sphere).  Any example of an ion-penetrable sphere would be a biological cell 
where the dominant salt ions in the solution can flow freely through the cell membrane 
 
2.5.4 Double Layer Theory and the Zeta Potential 
The Gouy-Chapman [58, 59]model assumes infinitesimally small ions around a 
smooth, non-absorbing surface.  In order to correct for these approximations, a double 
layer model has been implemented.  The two layers consist of a diffuse layer, termed the 
Gouy-Chapman layer, and an inner layer termed the compact double layer, which was 
first proposed by Stern and is called the Stern layer [89]. 
In the compact double layer, a salt ion of a finite size can only approach a particle 
surface to within its own radius.  This creates a region of charge depletion from the 
particle surface to the center of the salt ion, assuming that the ion’s charge is on average 
localized at its center.  Note that due to the finite size of the solvent molecules, this 
region is also depleted of solvent molecules and so does not have the macroscopic 
dielectric constant of the solvent.  The Poisson equation is used to solve for the potential 
in this region resulting in a capacitor-like behavior where the potential field falls off 
linearly.  Charge adsorbed in the compact double layer region is treated in a similar 
manner.  The solution for this region is again a capacitor-like behavior.  The edge of the 
compact double layer denotes the separation between the material that moves with the 
particle and that which moves freely around the particle.  The diffuse double layer is the 
region beyond the compact layer, where ions are free to move and thus the Poisson-
Boltzmann equation describes the interactions. 
The zeta potential is a name given to the apparent potential of a particle, which is 
determined by all of the charge that moves with the particle in addition to the charge on 
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the particle surface.  The zeta potential is define as the electrostatic potential at the 
surface between the compact and diffuse layers.  A more detailed explanation of zeta 
potential theory is given in Hiemenz and Rajagopalan [28].   
The zeta potential can be determined indirectly through many approaches that 
measure the colloidal particles mobility.  Electrophoresis is one method for measuring the 
zeta potential.  When an electric field is applied to a particle, there is a resulting force that 
moves the particle proportional to its apparent electrical potential.  Using a force balance, 
the apparent potential (ζ) can then be determined by measuring the terminal velocity of 
the particle, which is proportional to the electrophoretic mobility (µ) and the applied 
electric field.   
EqvF +−== β0                                                 (2.47) 
µβ E
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(2.48)  
The mobility is related to the zeta potential through a variety of models.  The two 
most common, due to their simplicity, are the Hückel model [90] (for κa<<1) and the 
Smoluchowski model [91] (for κa>>1).   
In the Hückel model, the charge on the particle is assumed to be identical to that 
which would be present via classical electrostatic.  It is therefore not κ dependant.   
( ) η
ζεεζεπεηπβ 3
24
6
0
0
r
r
Ea
a
EEqv ===                                   (2.49) 
rE
v
εε
ηζ
02
3=                                                      (2.50) 
The Smoluchowski equation applies at the opposite extreme.  It treats the particle as a flat 
plate and considers the force on the solution.  The viscous force on a volume element 
with surface area A of the suspension above the particle is balanced against the 
electrostatic force on the charges in the diffuse double layer in that volume element.  The 
viscous term is obtained from the Stokes equation and the electrostatic term is derived 
from the Poisson equation. 
dx
dx
dEAdx
dx
vdAF 2
2
2
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(2.51)  
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Assuming only the electrical potential and the velocity vary, the first integration gives a 
simple expression 
C
dx
dE
dx
dv +−= ψεη .                                            (2.52)  
The zeta potential can be found from this equation by applying the appropriate boundary 
conditions.  The velocity must be zero at the interface between the two portions of the 
double layer, the potential must be zero at an infinite distance and ζ at the interface, and 
both derivates must be zero at an infinite distance.  The resulting solution gives a simple 
expression for the zeta potential 
rE
v
εε
ηζ
0
= .                                                    (2.53) 
Comparing the zeta potentials from the two cases, it can be seen that they differ 
by only a slight difference in the proportionality constant despite the vast differences in 
approximations.  The proportionality constant in the intermediate regime was treated by 
Henry [92].  The treatment of the intermediate region is substantially more complex, but 
results in the Hückel and Smoluchowski equations in its limit.  Despite the added 
complexity, the Henry equation is still limited to only applying at small zeta potential 
values.  A nonlinear treatment has been presented that relates the zeta potential to the 
mobility at all values of κa [93]. The resulting proportionality constant is no longer a 
smoothly varying, monotonic function, but is instead dependant on the surface potential 
present.  This formulation should generally be used for values of κa approximately equal 
to one.   
 
2.6 Consideration of Multiple Forces 
 The theory of Derjaguin, Landau, [94] Verway, and Overbeek [86] (DLVO) was 
the first to combine the van der Waals contribution and the electrostatic contribution in an 
attempt to understand colloidal behavior.  The resulting theory has been instrumental in 
the modern understanding of colloidal interactions.  For a single component colloidal 
system, an energy barrier to the deep van der Waals minimum at contact results from the 
electrostatic interactions.  If sufficient screening is present to lower that barrier below a 
few kT, rapid homocoagulation will occur.   
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Similarly, introduction of further forces, such as steric or solvation forces, can 
reduce or effectively remove the deep van der Waals minimum.  For example, steric 
forces introduced through surfactant addition can be used to stabilize otherwise rapidly 
heterocoagulating systems.  Furthermore, external energy can be added through such 
means as ultrasonication, vortexing, or shearing.  This energy can, in many cases, restore 
coagulated particles to a suspended state if the Hamaker minimum is not too deep. 
DLVO theory has been disputed recently in efforts to explain long-range 
attractive forces seen experimentally between like-charged particles [95].  However, 
these interactions may be accounted for under Poisson-Boltzmann theory by considering 
the ions that enter solution during particle charging.  One can imagine that these ions, 
when in a significant number relative to other ions from salts in the system, could act as a 
charge-glue binding two particles together.  As the ion distribution is effectively a 
probability distribution around the particles, in the case of no salt ions, this distribution 
should behave similarly to that between two hydrogen atoms, where an electron 
probability distribution with a peak between the two nuclei is the most favorable state.  
While this study is beyond the scope of this thesis, future work will be conducted in an 
effort to prove this hypothesis.  The interaction of two colloidal particles will be 
evaluated under the non-linear Poisson-Boltzmann equation, where the number of ions 
present range from being predominately counterions of surface charges (expected to be 
attractive) to salt ions in solution (expected to be repulsive, matching Poisson-Boltzmann 
theory).  
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Chapter 3:  Colloidal Forces in 
Ionic Colloidal Crystals 
 
 
 
In an ionic colloidal crystal system, electrostatic forces are essential to the system 
stability.  The colloidal system should be engineered to minimize the impact of other 
forces.  Also, in modeling ICC behavior, special attention must be paid to the boundary 
conditions and approximations used in developing the electrostatic model.  .   
 
3.1 Competing Colloidal Forces 
Electrostatic forces are among the strongest and longest range forces in colloidal 
interactions.  In the far field, these forces typically dominate colloidal behavior.  
However, when particles are near one another, it is possible for other forces, such as 
Hamaker forces, to become more significant.   In ICCs, these forces should be mitigated 
in order to prevent the particle binding energy from becoming significantly larger than 
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that predicted by electrostatic interactions alone.  If binding energy is altered by short 
range forces, interactions with particles beyond the nearest neighbor become far less 
significant to the overall system energy.  Because these longer range electrostatic 
interactions are important for ICC ordering, any decrease in their contribution will 
decrease the stability of ICCs.   
Because Hamaker forces tend to be the strongest of the short range interactions, 
these forces in particular should be minimized, made repulsive, or screened in order to 
stabilize ICCs.  As discussed in Chapter 2, Hamaker forces can be either minimized or 
made repulsive through careful materials selection and consideration of their dielectric 
response functions.  The materials available for ICCs are restricted to commercially 
available monodisperse particles, which are mainly composed of silica or polystyrene.  
Figure 3.1 shows the dielectric response functions for polystyrene and silica along with 
several common solvents.  In order for the Hamaker force to be repulsive between these 
two materials, the dielectric response function of the solvent must lie in between their 
dielectric response functions.  Because the two materials have very similar dielectric 
response functions, very few solvents have one that is intermediate.  Furthermore, the 
solvent in the ICC system must be polar in order to allow a surface charge to develop on 
the colloids.  With this added constraint, no solvent choices remain that would create a 
repulsive interaction.  The chemical similarity between polystyrene and many solvents 
reduces the magnitude of the Hamaker constants in these systems.  The interaction of 
polystyrene and silica in water was calculated to be 6.7 zJ from available literature data 
[96-98] using Equation 2.4.  Ethanol data [99] was used to approximate the interaction in 
2-propanol to be 7.3 zJ.  The dielectric response functions for the four materials are 
shown in Figure 3.1.   
Although the Hamaker interaction between silica and polystyrene is small, it can 
be further reduced through the use of other short range forces, such as steric forces.  The 
strength of Hamaker interactions falls off rapidly with particle separation, allowing other 
short range forces to screen these interactions.  Steric forces can be introduced through 
surfactant addition to prevent particles from approaching close enough for Hamaker 
interactions to become significant. 
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Figure 3.1:  The dielectric response functions are shown for four candidate materials.  
The similarity of the polystyrene and silica data make it difficult to find a solvent that 
falls between them.  Ethanol (used to approximate 2-propanol) and water are shown for 
comparison. 
 
 
3.2 Appropriate Boundary Conditions for ICCs 
 Ionic colloidal crystals require the close approach of dissimilar colloids.  As was 
discussed in Section 2.5.1, constant surface potential boundary conditions result in an 
infinite interaction energy for dissimilar particles in contact.  Furthermore, colloids that 
normally (i.e. in isolation) have uncharged surface sites will be driven towards surface 
charge saturation when in close vicinity with a large number of dissimilarly charged 
particles.  Therefore, once equilibrated, the particles in the system will behave with a 
constant surface charge distribution boundary condition, even if in isolation the particles 
do not have a saturated surface charge. 
 As discussed later, a short range repulsion may result from constant charge 
boundary conditions, as illustrated by the Ohshima or Wiese-Healy potentials.  If this 
repulsion exists in a dense colloidal suspension and not just in pair interactions, it may be 
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used to minimize the effect of short range forces without surfactant additions.  For 
reasons discussed in Chapter 4, high κa values are undesirable for ICC formation, and 
therefore the Wiese-Healy potential would be inappropriate for the study of ICC 
formation.  Alternatively, the Ohshima potential remains a strong candidate for the study 
of ICCs since it is valid for even low values of κa. 
However, for a preliminary study on ICC formation, the LSA potential is a more 
appropriate choice.  While this model does not consider the effect of the dielectric 
medium in the center of the spheres, it is the only form that can be added pair-wise 
without the violation of any of the assumptions taken during its formulation.  A further 
discussion of the choice of the LSA model and its implications are found in Chapter 8, 
which is devoted to comparing the actual energy of an ICC calculated numerically with 
that derived from potential models.  While the LSA results will not be exact, they are still 
useful in identifying property trends in ICCs. 
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Chapter 4:  Ionic Colloidal 
Crystals: A First Order 
Approach 
 
 
 
Colloidal behavior is widely modeled to first-order with the Yukawa-type 
potential (Equation 2.33).  In this formulation, it is assumed that one sphere does not 
affect the potential field resulting from a second sphere.  This approximation is exact in 
the case of spheres with dielectric properties and internal ion concentrations identical to 
that of the solution.  Such colloids have been termed ion-penetrable spheres or “soft” 
spheres by Ohshima [62, 64, 65]. However, even for the case of non-ion-penetrable 
spheres, the analytical simplicity of the Yukawa potential formulation allows a first-order 
determination of where ionic colloidal crystallization should be possible in terms of two 
dimensionless parameters.  While this description is not exact, it gives guidelines for 
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tailoring experiments.  The behavior of attractive-Yukawa fluids has been modeled [100-
102], however, to our knowledge, either single component systems were treated with 
attractive Yukawa interactions or binary systems were examined without looking at the 
crystallization of these liquids.  A more complete formulation can be applied to further 
narrow the experimental parameter space once specific potential systems have been 
identified.   
 
4.1 Madelung Summation 
In studying classical ionic materials, a preliminary understanding of the stability 
conditions for crystallization is gained by comparing the electrostatic energy of a crystal 
to that of an isolated dipole.  The electrostatic interaction between each unique lattice site 
within the unit cell and all of the other atoms in the crystal is calculated and summed.  
This summation, called the Madelung summation, usually consists of terms 
corresponding to each set of nearest neighbors.  
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The crystal energy is then normalized with respect to one nearest-neighbor interaction.  
This formulation allows the energies of a variety of different crystal structures to be 
compared in order to determine which is the most energetically stable. 
 To further illustrate this method, the calculation of the Madelung summation for 
the rocksalt structure is shown in Equations 4.2 and 4.3.  In this structure, the anions and 
cations are each arranged in two interwoven close-packed lattices.  The number of 
nearest-neighbors in each set and their corresponding distance from the central atom can 
be calculated to give the crystal energy as shown in Equation 4.2. 
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Normalizing to the isolated dipole energy, the Madelung constant can be obtained as 
shown in Equation 4.3. 
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This summation, as it stands, converges poorly.  Figure 4.1 illustrates the lack of 
convergence of the Madelung summation with each additional nearest-neighbor term. 
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Figure 4.1: The Madelung sum in traditional ionic materials converges poorly.  Illustrated 
above, the summation across the first 500 terms and the summation across the 500 terms 
starting at the 5000th nearest neighbor are both oscillating similarly with no sign of 
convergence.   
 
For an ionic colloidal crystal, we perform a similar treatment using the Yukawa 
type potential.  Equation 4.4 gives the resulting summation.   
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Here the Q term is not simply an amount of charge, but the representative point charge 
that matches the isolated particle’s surface potential.  For clarity, this representative 
charge is presented again in Equation 4.5. 
( )iiiri aaQ κψεπε exp4 0=     (4.5) 
The Madelung summation for one site of the ICC rocksalt structure can now be found. 
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This summation can be normalized with regard to the isolated bond strength to give the 
Madelung sum for a rocksalt ICC. 
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4.1.1  Two Dimensionless Parameters 
The resulting Madelung sum is no longer a constant, but is dependant on two 
dimensionless parameters.  The first is a relative screening length that compares the 
exponential decay of the Yukawa potential to the size of the colloidal particle.  The 
second is the ratio of representative charges.  This parameter results due to the removal of 
the constraint that the anion and cation sites for the ICC rocksalt structure contain the 
same charge (i.e. the lattice sites can be asymmetric).  These two dimensionless 
parameters are shown below. 
( )21 aa +=Λ κ                                                       (4.8) 
( )
( )222
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exp
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aa
aaQ κψ
κψ−=                                                 (4.9) 
Here Q is arbitrarily defined to be the ratio of the point charge representation of the larger 
particle to that of the smaller particle.  This choice assures that Q is always increasing 
with Λ. 
With the shielded electrostatic potential, the Madelung summation above 
converges rapidly for even moderate values of Λ.  As can be seen in Figure 4.2, for a Λ 
value of 1, the summation is fully converged within a few hundred nearest neighbors.  
This value of Λ corresponds to two ~350 nm particles in ultrahigh purity water.   
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Figure 4.2: In an ionic colloidal crystal, even a small amount of screening leads to a 
rapidly converged summation.  Shown here is the summation for ICC rocksalt with a 
value of Λ equal to 1.  
 
When there is charge asymmetry, for example having a charge ratio greater than 
one in a rocksalt structure, the anion and cation sites are no longer identical in energy.  
Due to this, the resultant Madelung summation must be the average of all nonidentical 
lattice sites.  For the rocksalt structure, this gives Equation 4.10. 
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This summation can now be taken over the entire parameter space of Q and Λ to give the 
stability region of the crystal relative to isolated dipoles.  
For crystal structures with an unequal number of each atom, such as the fluorite 
structure, the convention of normalizing to the single dipole strength is chosen.  While 
the dipole is not charge neutral for anything except AB structures, a consistent 
normalization allows an accurate comparison of the relative energies of each structure.   
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4.1.2 Madelung Sums for Various Structures 
Figures 4.3 through 4.8 show the resultant Madelung summation versus these 
dimensionless parameters for a variety of crystal structures.  Note that at large Λ values 
(large screening ratios), the Madelung sum limits to the number of nearest neighbors as 
very little next nearest neighbor repulsion contributes to the sum.  As all repulsion is 
screened out, charge asymmetry has a small affect on crystalline stability in this region.  
At smaller screening ratios, the Madelung summation limits to the classical value, but 
asymmetry of charge comes with a high energy cost, causing a large region of the phase 
space to be unstable.  As is mentioned previously, the Madelung summations for AB 
structures are symmetric about a charge ratio of one because structures with reciprocal 
charge ratio values are identical except the site containing the higher charge particle 
switches.   
 
 
 
Figure 4.3:  The Madelung summation is plotted for an ICC cesium chloride structure.  
Note the Madelung sum is limiting toward the number of nearest neighbors for the 
structure (8 neighbors) as Λ becomes large.  This limit makes the cesium chloride 
structure the most stable of the 1:1 structures for a large portion of the Q-Λ parameter 
space.  Lower nearest-neighbor structures become more stable at low screening ratios 
where Q deviates from 1 because these structures allow a greater separation of the higher 
charged species.  For all 1:1 structures, the Madelung sum is reciprocally symmetric 
about Q=1.  Regions where the Madelung summation is less than one are shown in white. 
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Figure 4.4:  The Madelung summation for an ICC rocksalt structure is shown.  The 
Madelung sum again limits to the number of nearest neighbors, which is only 6 for this 
structure. 
 
 
Figure 4.5:  The Madelung summation for an ICC zincblende structure is plotted. 
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Figure 4.6: The Madelung summation for an ICC wurtzite structure is shown.  Note the 
similarity to the zincblende summation.  The wurtzite structure is slightly more stable 
than zincblende across the entire phase space.  This structure has the greatest tolerance 
for charge asymmetry, but due to the low number of nearest neighbors, other structures 
dominate most of the Q-Λ parameter space.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7:  The Madelung summation is plotted for an ICC fluorite structure.  While this 
structure is not reciprocally symmetric about Q=1, an analogous structure with the larger 
atoms in the minority (A2B vs. AB2) is possible having the same Madelung constant 
except at Q’=1/Q. 
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Figure 4.8: The Madelung summation for an ICC Ruthenium Oxide structure is plotted. 
 
4.1.3 Impact of Ionic Strength on Crystallization 
While it would appear that the ideal target region would be high ionic strengths as 
ICCs are stable across a wider parameter space in that regime, the electrostatic potential 
there is very short ranged.  Heterocoagulation in this regime would be analogous to 
previous work done on utilizing complementary DNA strands that are attached to 
dissimilar particles to tailor attractive interactions between them [103].  In that study, the 
strength of the interaction could be tuned, allowing the formation of either colloidal glass 
or liquid structures, but ordering was not observed.  This behavior is explained by the 
interaction force between particles. 
Considering two particles, the maximum strength of the interaction between them 
is independent of the ionic strength and is given by Equation 4.11. 
21
21
210max 4 aa
aaU r += ψψεπε                                       (4.11) 
However, the force required to move the two particles apart while in contact increases 
with ionic strength, as given in Equation 4.12. 
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The contact force, or the slope of the potential well in which the particles sit, 
determines the mobility of the particles after a collision.  If the potentials reach a long 
distance relative to the particle size, a small perturbation in the particle position does not 
cause a large change in the energy.  However, a small perturbation in position at high 
ionic strengths causes a much larger change in the internal energy due to the higher slope 
of the potential.  Thus, in order for there to be substantial mobility in these systems, a 
large temperature is required.  The particle will not be able to move until the thermal 
energy is comparable to the entire well depth.  At this point, the thermal energy would be 
very similar to that required for melting or even boiling.  Stated another way, this lack of 
mobility causes the entropy of a high ionic strength system to be nearly zero until the 
thermal energy becomes comparable to the melting point.  Because of this, a dense 
amorphous heterocoagulate will not have sufficient mobility to rearrange into a crystal 
until the temperature is very close to the melting point (i.e. the glass transition 
temperature is very close to the melting point).  On the other hand, a lower ionic strength 
would result in a lower glass transition temperature and therefore a larger window in 
which crystallization could occur. 
This analysis explains the experimental observations in traditional 
heterocoagulation at high ionic strengths and in DNA mediated particle interactions.  In 
both cases, the potential interactions are very short range.  For any movement to occur, 
the kinetic energy in the system needs to be similar to the entire interaction energy.  
Therefore, the energy needed for a small amount of rearrangement is similar to that 
required for a fluid-like state.  The result is a rapid transition between a glass and a liquid 
with an almost non-existent range in which crystallization can occur. 
 
4.2  ICC Phase Diagram: Comparison of Phases 
 Utilizing the formulation presented above, the Madelung summations of different 
crystal structures can be compared.  The appropriate comparison depends on the number 
ratio of the particles present in the solution.  Three simple cases will first be addressed in 
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detail: vast excesses of either particle and a 1:1 mixture of both particles.  For this 
analysis, the larger particle is defined as the A particle, and the smaller particle as the B 
particle.   
When there is a vast excess of smaller particles, the most stable structure is 
simply the one that places the larger particles in the most energetically favorable 
environment, regardless of how many smaller particles surround each larger particle.  
This is because there is no energy associated with single small particles separated from 
the crystal in solution.  In order to compare the relative stabilities of different structures 
for this case, the Madelung sum for each structure should be divided by the number of 
larger particles in the stoichiometric unit of that structure.  This normalized Madelung 
summation corresponds to the energy gained per larger atom added.  For example, in the 
case of the A2B structure, the Madelung sum must be divided by two, which means that 
the addition of a single A atom only contributes half the Madelung energy because only 
half a stoichiometric unit can be made.  The highest normalized Madelung summation for 
all the structures is the lowest energy configuration for the system.  Figure 4.9 illustrates 
the lowest energy structure over the entire phase space under this constraint.  Note that 
for Q values less than 1, the 1:1 structures are stable across a much broader range than for 
Q values greater than 1. 
 A parallel case occurs when the there is a vast excess of the larger particle and a 
limitation on the number of smaller particles.  In this case, the Madelung summation for 
each structure is divided by the number of smaller particles in the stoichiometric unit.  
The resulting stability fields are shown in Figure 4.10.   
 When the number of both particles is constrained, the problem becomes much 
more complex, with the possibility of the formation of multiple phases within the same 
system.  However, another simple case exists.  When the number ratio of particles is 1:1, 
the presence of a 1:2 number ratio phase would require some particles to remain unused.  
This will only occur if the creation of the 1:2 phase (either AB2 or A2B) has a higher 
normalized Madelung summation (in this case, divided by two for either structure) than 
the 1:1 phase.  Specifically, the creation of a 1:2 phase requires that it be twice as 
favorable as two 1:1 phases because only half as many stiochiometric units can be made 
if a 1:2 phase is created.  The resulting phase diagram is shown in Figure 4.11.  Note that 
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in this case, the 1:1 phase fields are stable across the broadest regime, as would be 
expected since no particles would be left unused in those phase regions.  Also note that 
the resulting diagram is identical to the Q greater than one region of the A-limited phase 
diagram and the Q less than one region of the B-limited diagram.   
 These phase diagrams will also be altered by Pauling’s rules [104]. In the above 
phase diagram, all possible types of site filling were allowed.  However, by Pauling’s 
rules, the minimum particle size that can fill certain types of sites is limited to the 
smallest particle that can completely fill the site without allowing the other particles to 
touch.  Table 4.1 shows the site filling restrictions given by Pauling’s rules.  If these 
restrictions are applied in ionic colloidal crystals, the phase regions where various 
structures are stable can be broadened by tailoring the size ratio of the particles.  For 
example, wurtzite can be stabilized across most of the phase fields by making the size 
ratio below 0.414.  This is because under Pauling’s rules, a larger atom can occupy a site, 
however a smaller atom cannot.  For example, with a size ratio of 1:1, the zincblende 
structure is possible.  However, with a size ratio of 0.5, the cesium chloride structure 
cannot form. 
 
 
 
 
Table 4.1: The site filling criteria are shown as given by Pauling’s rules.  A larger atom 
can occupy a site generally filled by a smaller atom, but the opposite cannot occur.  For 
example, a system with a size ratio near 1:1 can form all structures, while one with a size 
ratio of 0.5 cannot form any structures with cubic site filling. 
Size Ratio Range 
Ideal (Possible) 
Site Filling AB Structure Type 
1-0.7  (1-0.7) Cubic Cesium Chloride 
0.414-0.7  (1-0.414) Octahedral Rocksalt 
0.2-0.414  (1-0.2) Tetrahedral Zincblende, Wurtzite 
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Figure 4.9:  The phase fields of the structures considered in this study are shown under 
the constraint of a limited number of the larger particle.  Charge ratio is defined in terms 
of the charge of the large particle over that of the smaller particle.   
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Figure 4.10: The phase fields of the structures considered in this study are shown under 
the constraint of a limited number of the smallest particle.  Charge ratio is defined in 
terms of the charge on the large particle over that of the smaller particle.  Note that this 
constraint gives a very similar result to that in Figure 4.9. 
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Figure 4.11:  The phase fields are shown for the structures considered in this study under 
the constraint of a 1:1 number ratio of particles.  This constraint gives the largest 
accessibility of the AB structures.  Here the accessible structures are reciprocally 
symmetric about Q equals one.   
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 While only six structures were considered in this study, many other structures 
could dominate a given parameter space.  For example, with a charge ratio of Q=1.5, an 
A2B3 structure could be stable over those considered here.  Likewise, charged vacancies 
could also compensate any deviation in charge ratio from the ideal case.  However, even 
with the consideration of more AxBy structures where x≠y≠1, the 1:1 number ratio 
diagram should still show large regions of AB structure stability because these structures 
utilize all of the available particles.   
 
4.3  Effect of Specific Particle Systems 
 For further insight into ionic colloidal crystal behavior, the dimensionless 
parameters under this formulation can be solved with respect to one another.  The 
resulting equation gives the constrained phase space accessible to a system of fixed 
surface potentials and sizes. 
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Two new dimensionless parameters emerge that characterize the properties of a specific 
system of particles:  the size ratio (RSize) and the surface potential ratio (Rψ).  These ratios 
are also defined in terms of the value of the largest particle over that of the smaller 
particle.  Note that this definition causes this size ratio to be the inverse of that used in the 
Pauling’s rules description above. 
 Equation 4.14 reduces to the classical electrostatic charge ratio when Λ equals 
zero.  As the amount of screening increases, the magnitude of the point charge 
representation of the larger particle increases exponentially.  The more dissimilarity in 
the particle sizes, the more quickly the charge ratio changes.   
 Figure 4.12 shows plots of Equation 4.14 on the 1:1 number ratio phase diagram 
for several RSize and Rψ values.  Note that the function is always increasing with 
increasing Λ as the point charge representation of the larger particle is increasing most 
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rapidly.  Once the size ratio and surface potential ratio are set, the only variable left in the 
system is the ionic strength of the solution.  Increasing the ionic strength moves the 
system parameters down the curve (i.e. to higher Q and Λ values).  Therefore, the most 
stable structure for a given system can be altered by varying the ionic strength of the 
solution.   
 
4.5  Effect of Polydispersity  
 While great improvements have been made in narrowing the dispersity of particle 
systems, some degree of polydispersity is still present.  The dispersity in particle size is 
given by the coefficient of variation (CV), which is defined as the standard deviation of 
the average particle size normalized to the particle size.  While a few percent 
polydispersity seems insignificant, this can have a large impact on the phase stability for 
an ionic colloidal crystal.  Figure 4.13 illustrates the particle system curves for a single 
polydisperse system with an ideal size ratio of two and a surface potential ratio of one 
half.  The black regions represent the polydispersity with the edge of the black regions 
corresponding to one standard deviation above and below the average particle size for 
each type.  The implications of polydispersity can be more significant if the size ratio 
falls near a change in site filling as given by Pauling’s Rules.  In this case, two different 
types of site filling may compete in the system, which could result in a barrier to 
crystallization due to competing equilibrium phases.  While ideally a system would have 
no polydispersity, I have chosen to limit the dispersity of the test systems to 3% in order 
to minimize any hindrance of crystallization from polydispersity while still allowing a 
range of systems to be available for testing. 
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Figure 4.12:  Particle system curves for specific particle systems are plotted over the ICC 
phase diagram.  Rsize and RΨ are chosen to fix the Λ=0 charge ratio at 1.  The curvature of 
the function is solely dependant on the size ratio of the particles.  For size ratios very near 
one, the charge ratio stays nearly constant across a wide range of Λ.  The only variable 
along these curves is the ionic strength of the suspension.  Depending on the starting 
charge ratio, many phase fields may be crossed, possibly allowing for structural changes 
based on ionic strength. 
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Figure 4.13:  The effect of polydispersity in a variety of systems is shown.  The red line 
shows Equation 4.14 for the ideal system, while the black regions indicate all 
combinations within one standard deviation of the ideal particle sizes.  A-C show a 
system with Rsize=5/4 and RΨ=4/5 and CV’s of 5%, 3%, and 1% respectively.  D shows a 
system with Rsize=2 and RΨ=1/2 with a CV of 5%.  The effect of dispersity is much larger 
in systems with size ratios near one.  In A, B, and D, more than one phase is stable within 
one standard deviation of the ideal particle sizes.  Dispersity can also result in a variety of 
site filling types under Pauling’s rules, further complicating the phase behavior.  In D, the 
cesium chloride phase field is eliminated by Pauling’s rules. 
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4.6  Discussion of Results 
 The results presented in this chapter provide a framework to study ionic colloidal 
crystal formation.  While the potentials are only first-order models, the charge ratio and 
screening ratio parameters give insight into the critical variables in a chosen system.  The 
formation behavior of heterocoagualtes has not been previously tied to the charge ratio of 
the system.  The charge ratio (which is slightly modified from Equation 4.9 in later 
chapters) will be shown to accurately predict colloidal phase behavior through the 
experiments presented in Chapter 9. 
 The screening ratio is also shown to be very important in crystal formation.  The 
screening ratio must be kept small to enable sufficient mobility to allow reconfiguration 
from initial contact states.  Without this reconfiguration, a system is unable to crystallize.  
This is supported by literature work where short-range interactions can only make either 
a liquid or glass-like state, but cannot rearrange into more complex structures.  It is 
estimated that a Λ value of below three is needed for significant mobility to be present in 
heterocoagulates below their melting points.   
A further illustration of the importance of the range of the potential can be 
understood by considering three cases as shown in Figure 4.14.  The first case is a high 
ionic strength solution with one particle stuck to the surface of the aggregate.  The second 
is a low ionic strength solution.  The final is that of an isolated dipole pair.  If the 
potential is very short ranged, as indicated by the green circle in the leftmost drawing, the 
interaction holding the particle on the surface is equivalent to the interaction between the 
dipole pair members at a similar ionic strength.  In this case, the energy barrier to move 
the particle from one surface site to another is very similar to that required to split the 
dipole pair.  This effective temperature required is therefore similar to the plasma 
temperature required to ionize the whole structure.  In this case, the system will have no 
mobility.  However, in the case of the system with the longer potential reach, repulsive 
interactions also contribute to the energy of the particle on the surface.  Here a much 
lower energy is required to have reconfiguration.  The Madelung summation approach 
gives a means to determine the reach of the potential and shows the necessity for low 
ionic strengths or small particle sizes. 
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Beyond the need for low ionic strengths, this simple thought experiment also 
illustrates the necessity of mitigating other short-range attractive forces, such as van der 
Waals forces, through the addition of surfactants.  Clearly a van der Waals dominated 
system will have little mobility and will be unable to restructure into an ordered array 
from the its initial hit and stick position.  
 
 
 
Λ>>1 Λ~1 Range of electrostatic potential 
Figure 4.14:  Three cases are shown for an illustration of the importance of short range potentials.  
In the first case (left), interactions are dictated by only the nearest neighbor due to the short range of 
the potentials.  The energy for reconfiguration is then very similar to that for the dipole pair (right).  
This energy will make a colloidal gas or plasma.  However, the low ionic strength case (middle) has a 
much lower reconfiguration energy due to the similar particle repulsion.  This thought experiment 
illustrates why systems dominated by van der Waals forces or DNA bridging generally either have no 
mobility or are fully dispersed with little reconfiguration.
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Chapter 5:  Preliminary ICC 
Experiments 
 
 
 
In Chapter 4, preliminary analysis of the stability of ICCs placed constraints on 
the system parameters.  Both a solvent and particles that adhere to these constraints must 
be identified for the candidate experimental system.  Even though the results in Chapter 4 
are first-order estimated, some of the parameters are already highly constrained from this 
analysis and it is unlikely that a higher order analysis would soften these constraints.  
Silica and polystyrene functionalized with amidine in the solvent 2-propanol was 
identified as a preliminary ICC candidate system. 
 
5.1 Solvent Selection 
The solvent is essential for forming surface charges on the particles as well as for 
moderating electrostatic interactions between the particles.  In order for strong surface 
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charges to develop, a polar solvent is necessary.  Even with this constraint, the possible 
solvent list is still quite large, containing water, most alcohols, acetonitrile, and acetone, 
among others.  Because the choice of positive particles is limited to polystyrene particles, 
as is discussed in the next section, many more solvents are eliminated because they 
dissolve polystyrene.  The remaining list is significantly shortened, containing only 
alcohols and water. 
To choose between alcohols and water, the ionic strengths of these solvents must 
be considered since the results of Chapter 4 indicate that a low ionic strength is necessary 
to stabilize ICCs.  Water can be purified nearly completely, and 2-propanol is available in 
an ultrahigh purity semiconductor grade.  The conductivity of ultrahigh purity water is 
known to be 18.2 MΩ-cm, but the exact value of the 2-propanol conductivity is difficult 
to determine due to a lack of conductivity standards beyond 0.5 MΩ-cm.  A YSI 3200 
series conductivity meter with a cell constant of 0.1/cm probe was used to measure this 
conductivity.  A three-point calibration was first done with Traceable One-Shot 
conductivity standards at 0.175, 0.104, and 0.010 MΩ-cm.  Although these conductivity 
standards are far below the estimated conductivity of the 2-propanol, they were the 
closest conductivity standards that could be obtained.  Using this meter, the conductivity 
of 2-propanol was determined to be upwards of 500 MΩ-cm. 
The starting conductivities of the candidate solvents must be converted to ionic 
strengths in order to be useful for ICC calculations.  The work of Wu and Berezansky 
[105] gives the limiting equivalent conductivities, which relates the conductivity to the 
concentration of ions, for several different ions in both alcohols and water.  This quantity 
can be used to relate the measured conductivity to the ionic strength. 
( )
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cm30 1000=Λ                                                (5.1) 
For H+ ions in water, the equivalent conductivity is approximately 426 
S.cm2/equiv.  This value is estimated from the conductivity of HCl in water, which is 
approximately three times greater than that of NaCl or KCl due to the high mobility of 
the H+ ion.  For n-propanol, the equivalent conductivity of HCl is only 30 S.cm2/equiv.  
From these values, the ionic strength of the ultrahigh purity water is found to be 1.3×10-7 
mol/L, which is very close the actual value of 2×10-7 mol/L.  Alternatively, the ionic 
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strength of the ultrahigh  purity 2-propanol, which was estimated with the equivalent 
conductivity of n-propanol, is found to be 6.7.10-8 mol/L. 
While the ionic strength of the 2-propanol is lower than that of the water, the 
important value for ICC stability is the Debye parameter, which also depends on the 
solvent dielectric constant.   
2
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There is a factor of four between the dielectric constants of water (78.6) and 2-propanol 
(20).  The Debye parameter at 300K is evaluated to be 1.46×106 m-1 for the water and 
1.68×106 m-1 for the 2-propanol.  Despite the higher purity of the 2-propanol, the two 
solvents screen electrostatic forces very similarly.   
 Other factors must be considered in the solvent choice, including the drying 
behavior, the stability on exposure to the environment, and the effect of solvent 
parameters on the strength of interactions.  The drying front of water on most substrates 
exerts large forces and therefore will tend to pull particles away from their settled 
positions.  On the other hand, 2-propanol wets many substrates much better, preventing a 
strong drying front from sweeping through the system.  This drying behavior allows 
samples to be dried with little movement of the particles from the state in which they 
settled from solution.   
Additionally, water readily absorbs carbon dioxide from the atmosphere, making 
it essential to limit exposure to air.  For 2-propanol, the main contaminant is water, also 
requiring a limited exposure to air.  Either solvent should therefore be used in a 
controlled environment.  However, 2-propanol does have the advantage that the ultrahigh 
purity form can be purchased and is stable in bottled form for over one year, while 
bottled water can only be purchased at a purity of approximately 1 MΩ-cm, which 
increases the Debye parameter to 12.3×106 m-1.  Any ultrahigh purity water used must 
therefore be produced on site by expensive water purification equipment immediately 
before use.   
Finally, the electrostatic interactions as given in Equation 2.33 scale with the 
dielectric constant.  As heterocoagulation is often considered to be irreversible, 
weakening electrostatic interactions (i.e. bond strengths) are believed to improve the 
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probability of successful ICC formation due to improved kinetics.  This hypothesis is 
further discussed in Chapter 6. 
 Therefore, in consideration of these factors, ultra-high purity (Class 1) 2-propanol 
was chosen as the solvent for the experimental system.  The 2-propanol used was 
obtained from General Chemical Corporation (through Hubbard-Hall).  Because the 
purity of 2-propanol is affected by exposure to air, it was used under an Argon 
environment in a glove box.  The conductivity of the solvent was measured using the 
above mentioned meter immediately upon pouring and subsequently over several hours.  
The results are shown in Figure 5.1.  The conductivity falls logarithmically with time, but 
is still above 150 MΩ-cm after several hours. 
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Figure 5.1:  The conductivity of 2-propanol in the Argon environment in which it will be 
used is measured over several hours.  The conductivity decreases logarithmically over 
time, but only falls to 158 MΩ-cm after almost 2 hours.  This trend shows that it is still 
important to limit the time the 2-propanol is exposed to the Argon environment, but an 
order of magnitude increase in ionic strength is only achieved after about 24 hours of 
exposure. 
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5.2 Particle Selection 
 While many factors impact particle selection, the largest constraint is that the 
particles must have two dissimilar signs of surface charge.  Among commercially 
available particles, there are only a few choices for positively charged particles.  
Polystyrene particles functionalized with amidine or quaternary amine carry a strong 
positive surface charge.  However, the low effectiveness of amidine and amine as 
polymer initiators increases the dispersity of these particle for small particle sizes.  Many 
more selections exist for negatively charged particles, including silica and polystyrene 
functionalized with sulfate groups.  Due to the difficulty in distinguishing similar size 
particles, a size ratio of approximately two was targeted, which should form the rocksalt 
structure at a charge ratio of one.  From Equation 3.12, a size ratio of two requires the 
magnitude of the surface potentials to be more than a factor of two different in order to 
achieve a charge ratio around one.   
 The zeta potentials of many different particles were measured in order to identify 
a system that satisfies the above constraints on the surface potentials.  A Brookhaven 
Instruments Zeta-PALS system was used to measure particle mobilities, and the Huckel 
model was used to convert these values to zeta potentials.  This method is discussed in 
Chapter 2.  Before conducting the measurements, the instrument was tested using a 
standard provided by the manufacturer.  Between five and ten measurements of 50 
acquisitions each were conducted and averaged for each particle sample to reduce error.  
Additionally, this was done several times for many samples to verify the reproducibility 
of the results.  Due to the high viscosity of 2-propanol (2.04 cP), the response of the 
particles to the applied electric field is much smaller than that in water, making accurate 
measurements difficult.  This is sometimes reflected by a large difference in zeta 
potential between two samples of the same type of particle.  Table 5.1 shows several 
systems that were measured and the resulting zeta potentials. 
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Table 5.1:  Zeta potential results for several different particle types and sizes in 2-
propanol.  The large variability from trial to trial is due to the low mobility of particles in 
2-propanol.  Zeta potentials are all calculated with the Huckel model.  Particles were 
either obtained from IDC Latex or Duke Scientific, or produced via the Stober method 
[106]. 
Size Standard Zeta  
Source (microns) Material Functionalization Trial Mobility Error Potential
IDC 0.76 PS Amidine 1 0.62 0.02 99.65
IDC 0.76 PS Amidine 2 0.48 0.02 76.81
IDC 0.37 PS Amidine 1 0.73 0.08 117.84
IDC 0.37 PS Amidine 2 0.62 0.20 100.18
IDC 0.21 PS Amidine 1 0.55 0.05 87.80
IDC 0.21 PS Amidine 2 0.63 0.04 102.14
IDC 0.096 PS Sulfate 1 -0.48 0.05 -78.62
IDC 0.096 PS Sulfate 2 -0.34 0.02 -55.27
IDC 0.11 PS Sulfate 1 -0.63 0.01 -101.96
IDC 0.14 PS Sulfate 1 -0.54 0.02 -87.04
IDC 0.19 PS Sulfate 1 -0.66 0.01 -107.12
IDC 0.18 PS CML 1 -0.35 0.11 -55.53
IDC 0.5 PS Chloromethyl 1 -0.37 0.02 -59.49
IDC 0.47 PS Carb/Sulf 1 -0.63 0.04 -101.40
IDC 0.31 PS Amine 1 -0.34 0.03 -54.31
Duke Sci 1.48 Silica 1 -0.23 0.01 -36.99
Duke Sci 1.48 Silica 2 -0.20 0.03 -32.49
Duke Sci 0.5 Silica 1 -0.05 0.02 -8.54
Stober Silica 1 -0.55 0.02 -88.44  
 
These particles were obtained from various sources.  There are several companies 
that manufacture particles.  IDC Latex has a wide variety of polystyrene spheres with 
many sizes and functionalizations.  Duke Scientific carries monodisperse silica and 
polystyrene, but has a narrow selection.  Bangs Laboratories also carries particles, but 
have little selection of highly monodisperse particles (<5% dispersity).  It is also possible 
to fabricate monodisperse spheres instead of buying commercially available ones, but this 
path was avoided for preliminary studies as it can be very difficult and time-consuming.  
One batch of Stober silica were the only particles fabricated for these studies. 
 The purchased particles come suspended in water.  To resuspend them in 2-
propanol, vacuum filtration was used to remove the residual water.  The remaining 
particles were then harvested and redispersed using ultrasonication and vortexing.  For 
large polystyrene particles and all silica particles, this resuspension method was very 
effective.  However, small polystyrene particle (<500 nm) could not be fully redispersed 
in this manner.   
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 From the results in Chapter 4, a monodisperse system is necessary to prevent the 
competition of multiple phases.  Figure 5.2 shows a system with a dispersity of 5% for 
one particle and 8% for the other.  This system shows significant size variations, making 
it difficult to distinguish particle types.  Thus, dispersities smaller than 5% are necessary.    
In choosing the particle system, the largest difficulty was in finding highly monodisperse 
positively charged particles.  The smallest system tested that satisfied the monodispersity 
constraint was the 760 nm polystyrene functionalized with amidine (CV of 2%).  The 
1560 nm silica from Duke Scientific was chosen as a low surface potential, monodisperse 
(CV of 3%) negative particle.  This system satisfies the size and surface potential ratio 
constraints mentioned previously.  Figure 5.3 shows the first-order phase regions 
predicted by the Madelung sum method for this system. 
 
igure 5.2: This system is composed of 0.37 µm polystyrene functionalized with amidine 
 
F
from IDC Latex (5% CV) and 0.49 µm silica from Duke Scientific (8% CV).  The large 
dispersity results in a system that appears to have a continuous distribution of particle 
sizes, four of which are indictated in the figure.  This large dispersity makes it difficult to
identify the particles and frustrates order. 
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Figure 5.3:  The effect of dispersity for the selected preliminary system is shown on the 
phase fields calculated in Chapter 4.   The particles are 1.58 µm silica (-39 mV) and 0.76 
µm polystyrene functionalized with amidine (+88 mV). 
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5.3 Particle Concentration Measurements 
 After the identification of a system and the transfer into 2-propanol, the number 
concentration of particles in the test solutions must be identified in order to control 
number ratio and to allow accurate number ratios to be obtained.  To do this, a known 
quantity of solution, usually diluted by 10:1 from the concentrates to allow for more 
accurate volume measurement, was placed in a weighing dish and dried.  The weighing 
dish was weighed ten times on a Mettler Toledo AG285 precision balance (0.00001g 
accuracy) both before introducing the solution and after drying.  From the residue mass 
and the particle size, the number concentration of particles in the solution could be 
readily determined.  Because the large particle solutions settle over time, they must be 
vortexed to assure homogeneity before transfer to the weighing dish.  These 
measurements were performed at least once on each solution before mixing with other 
particles. 
 
5.4 Mixing Experiments 
 Mixing experiments with various concentrations and number ratios were 
conducted under a wide variety of conditions, including free settling in a Petri dish, 
ultrasonication, drying in vials, centrifugation in vials, freeze-drying, salt concentration 
variations, and settling on single-component seed-crystals.  While small ordered regions 
were observed under several conditions, the highest density of nuclei resulted from free 
settling of mixtures in Petri dishes.   
  Although the number ratio in initial samples was not carefully controlled, small 
amounts of ordering were still observed as is shown in Figure 5.4.  These samples were 
produced from mixing controlled volumes of silica and polystyrene particles.  Through 
careful control and tailoring of the number ratio, the observed size of ordered regions 
increased.  The largest ordered regions were observed with 5mL of a 1:1 number ratio 
mixed and settled in a Petri dish.  The volume fraction of particles in the solution was 
approximately 1%.  Regions from this sample are shown in Figure 5.5. 
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Figure 5.4:  A micrograph of the first small region of ordering observed via 
environmental scanning electron microscopy is shown.  Improvements were later made in 
imaging the particles, but the presence of incipient ordering is still visible. 
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Figure 5.5:  Several regions demonstrating order in a sample of silica (1.58 µm) and 
polystyrene functionalized with amidine (0.76 µm) settled and dried in a Petri dish.  
Regions demonstrating order were easier to find in these samples, where the number ratio 
of particles was tailored to be near 1:1. 
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 Many methods were used in an effort to improve crystalline order.  
Ultrasonication was employed in an attempt to increase the particle mobility.  Small 
ordered regions were still present in ultrasonicated samples, but there were no signs of 
growth.  Centrifugation was used to increase forces on heterocoagulates in an attempt to 
collapse any gel-like structures that might exist before drying.  Again, large ordered 
regions were not observed.  The increased forces ranged from 5 to 40 g. 
 Control samples were produced with large salt concentrations.  However, despite 
large Λ values, nuclei were still observed.  The charge ratio in these sample was larger 
than 1000.  Finding ordered regions under these conditions is inconsistent with ICC 
formation under any published interaction potential for heterocoagulation.  However, as 
will be shown in Chapter 8, this can be understood and explained in the context of 
complete electrostatic energy calculations where the charge ratio is shown to be constant 
for high ionic strengths. 
 
 
Figure 5.6:  Small ordered regions were also observed in high salt suspensions (2-
propanol saturated with NaCl).  This would not be expected under the theory of Chapter 
4, but can be explained through the complete electrostatic calculations of Chapter 8. 
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5.5 Discussion of Experimental Results 
While some local ordering was present in this test system, only small regions 
were observed.  Although the thermodynamic evaluation of the system would suggest 
crystallization should occur, the kinetics have not been considered.  If the system is 
substantially undercooled or the Λ value is too high, a metastable glassy state will result 
even if crystallization is favored.  These results demonstrate a need to further understand 
the kinetics and to tailor systems such that crystallization is possible both 
thermodynamically and kinetically at room temperature. 
While random settling is always a possible explanation for such an observance, it 
should be remembered that this is an attractive electrostatic system where bonds in the 
solution are expected to form very rapidly.  While it can be rightfully argued that small 
regions of 4 or 5 particles may occur by random settling, large regions of 20-30 particles 
are not easily dismissed.  Under classical heterocoagulation models, the system would 
form a low density diffusion-limited aggregation structure.  Higher density structures that 
are observed here imply that the system is exhibiting some mobility, although this may be 
limited to the initial organization of dipoles and not the dense state.  Once settled the 
system is exhibiting little mobility as evidenced by the lack of growth of crystalline 
regions.  
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Chapter 6:  Brownian Dynamics 
Simulations of ICCs 
 
 
 
 
A colloidal system is composed of three major components: the colloids, the salt 
ions, and the solvent in which they are dispersed.  Practically, simulating a system large 
enough to accurately reproduce heterocoagulation behavior requires the salt ions and 
solvent to be treated as a continuum through Poisson Boltzmann theory.  This is because 
the number of colloids is small relative to the number of salt ions and solvent molecules, 
and the mobilities of the salt ions and the solvent molecules are much larger than that of 
the colloidal particles.  Once this approximation is made, two major simulation 
approaches are available: particle dynamics and Monte Carlo methods.  As one would 
expect, both methods are useful in different circumstances.  In this thesis, both 
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approaches were used to study ICC formation.  This chapter will focus on the particle 
dynamics simulations, while the Monte Carlo results will be presented in the next 
chapter.  The next section will give a brief introduction to the concepts relevant to both 
Brownian Dynamics and Monte Carlo.  
 
6.1 Simulating Colloidal Suspensions 
 A variety of approaches are available to model the behavior colloidal suspensions 
[107].   Two of the most popular are Brownian dynamics simulations and Monte Carlo 
methods.  While Brownian dynamics is applicable for many suspension densities, basic 
Monte Carlo methods work well only for dense colloidal suspension.  For dilute 
suspension, cluster Monte Carlo methods have been developed. 
With either particle dynamics or Monte Carlo simulations, the appropriate 
thermodynamic ensemble must be determined.  An ensemble is defined by the system 
parameters that are held constant during the equilibration of the system.  Several 
ensembles will be discussed: microcanonical, canonical, grand canonical, and isothermal-
isobaric.  Although more ensembles exist, these are the most frequently used and relevant 
ensembles for colloidal systems. 
 The microcanonical ensemble (NVE) is the ensemble where the number of 
particles (N), the system volume (V), and the total energy (E) are held constant.  For a 
colloidal system, the simulation space contains a vast number of solvent molecules and 
salt ions in addition to the atoms in the colloids themselves.  As will be explained later, 
the computational expense of modeling each individual solvent molecule is usually 
avoided with little error by treating it as a viscous medium (imposing Stokesian drag), 
which also imparts random fluctuations on the particles (Brownian motion) and alters 
electrical potentials according to the Poisson-Boltzmann equation.  This treatment would 
be impractical with a microcanonical ensemble as the total energy of the modeled system 
(just the colloidal spheres) is not conserved, as energy is constantly transferred back and 
forth from the particles to solvent. 
 The canonical ensemble (NVT) is a treatment where the temperature (T) of the 
system is held constant, along with the number of particles and the volume.  This 
ensemble is more representative of the conditions present in a real experimental system.  
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In fact, the Helmholtz free energy (free energy at constant temperature and volume) is 
easily obtained with a canonical ensemble treatment.  Therefore, this ensemble is one of 
the most relevant to modeling colloidal materials. It is also among the easiest to 
implement.   
 The grand canonical ensemble (µVT) holds the chemical potential (µ) of the 
system constant, along with the volume and temperature.  This ensemble requires the 
creation and destruction of particles in order to maintain a constant chemical potential.  
Thus, this ensemble is difficult to implement for dense colloidal suspensions because 
these systems have few interparticle spaces big enough to support another particle. 
 The final ensemble discussed here is the isothermal-isobaric ensemble (NPT), 
which is similar to the canonical ensemble except the pressure is held constant instead of 
the volume.  To implement this ensemble, a mechanism must be created to allow volume 
changes.  While this is can be easily achieved in Monte Carlo methods, it has not to our 
knowledge been implemented for Brownian dynamics.  One advantage of this ensemble 
is that a periodic system can be easily treated without imposing an artificial fixed volume 
on the system.  Furthermore, this ensemble allows the simulated system to achieve its 
equilibrium density under a given applied pressure.  The Gibbs free energy can also be 
obtained from this ensemble. 
 
6.2 NPT versus NVT 
 For ionic colloidal crystals, the NPT and NVT ensembles are the most easily 
implemented.  Brownian dynamics simulations were conducted under the NVT ensemble, 
while Monte Carlo simulations were conducted with both ensembles.  For an attractive 
colloidal system, it is necessary to treat the NVT ensemble with non-periodic, hard-wall 
boundary conditions.  As electrostatically attractive systems gain significant energy upon 
densification, periodic boundary conditions would lead to negative pressures for those 
colloidal systems, i.e. the internal energy increases with a decrease in volume.  The 
boundaries prevent the crystal from densifying, leading to an artificially higher internal 
energy.  As the pressure is defined as the negative partial derivate of the internal energy 
with respect to volume, the pressure is negative as densification would lower the system 
energy.   
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 Conversely, the NPT ensemble can be used with either periodic or hard-wall 
boundary conditions. However, in this thesis, periodic boundary conditions were 
generally used with this ensemble in order to obtain bulk properties, such as the 
coefficient of thermal expansion of an ICC.   
Because the NPT ensemble requires the application of a constant pressure, the use 
of this ensemble raises the question: What is the pressure exerted on a colloidal system?  
First, consider the pressure exerted by other colloidal particles on a crystal or dense 
colloidal liquid that has formed from the suspension.  This pressure is linearly 
proportional to the momentum transfer upon the collision of the particles with the system, 
as well as the collision rate and the number of particles.  The collision rate is considered 
to be proportional to the velocity of the particles. 
2NmvNpvP =∝                                                   (6.1) 
From statistical mechanics, the kinetic energy of the particles is known to be equal to 
1.5kT in three dimensions.  Thus, the pressure is found to be independent of the mass of 
the particle. 
NkTP 3∝                                                         (6.2) 
This is consistent with the ideal gas law, where the pressure is given by Equation 6.3. 
V
NkTP =                                                          (6.3) 
Treating the colloidal particles as an ideal gas, the pressure can be determined using the 
above equation.  This can be rewritten in terms of the volume percent and the particle 
sizes.  
kT
a
P volume
3
3
4
%
π=                                                       (6.4) 
Clearly, the size of the particles has a very large impact on the pressure, with the pressure 
decreasing rapidly with increasing particle size.  Yet, even for very small particles of 100 
nm in diameter in a one volume percent solution, which would be among the smallest 
experimental systems, the pressure is only 0.08 Pascal.  For a similar system of 1 micron 
particles, the pressure is negligible at 8×10-5 Pascal.  Clearly, the pressure exerted by the 
residual colloidal suspension is very small.  As the colloidal particles are surrounded by 
the solvent, it only exerts a hydrostatic pressure on individual particles and not one that 
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would push two particles closer together or affect their interactions in any significant 
way.  Therefore, the solvent pressure is ignored. 
As the residual number of particles in suspension is not generally known, the 
pressure is also unknown.  However, the pressure can be estimated from the initial 
volume percent of particles in suspension.  For a given system, the energy required to 
expand against this estimated pressure can be compared to the electrostatic energy loss 
for a volume expansion.  Any expansion is not of the solvent, but only the particle 
system, as the solvent flows freely between the particles.  Also, for the same reason, the 
expansion is not performed against the solvent, but only the colloidal particles still in 
suspension.  Therefore, for all but high volume fraction colloidal systems, the particle 
systems PdV work is found to be insignificant relative to other energy changes in the 
system, making it possible to set the pressure in the simulations equal to zero with little 
loss of accuracy.   
 
6.3 Particle Dynamics 
In traditional dynamics simulations, the equations of motion for a colloidal 
particle are solved numerically by discretization.  At any instant in time, the acceleration 
of a particle can be directly determined from the forces acting on it through Newton’s 
First Law of Motion.  The particle’s position at any time can then be determined by 
integrating the acceleration twice.  Generally, this integration cannot be performed 
without the choice of a discrete time step.  While many integration schemes can be 
imagined, one of the simplest schemes is the Verlet algorithm[108], which results in the 
following governing equation.  
( ) ( ) ( ) ( ) ( )22
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t
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In this simple algorithm, the force is assumed to be constant over the entire time 
step.  To reduce the effects of such approximations, higher order schemes such as the 
Gear Prediction-Corrector algorithm [109] can be used.  These schemes involve 
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following higher order derivatives of the position to better integrate the equations of 
motion.  For ICCs, the electrostatic interaction energy comes in the form of a potential 
well.  The difficultly with these schemes arises in ensuring that energy is conserved 
during the integration of the potential well.  Ideally, a particle set to motion in a potential 
well will simply oscillate back at forth without losing energy.  However, different 
integration schemes will tend to either lose or gain energy.  It is practically impossible to 
perfectly conserve energy.   
 
6.3.1 Simplified Particle Dynamics 
 Three types of forces are present in a colloidal system: particle-particle 
interactions and other body forces, hydrodynamic forces, and Brownian forces.  This 
leads to equations of motion that are initially more complex than those in atomic system 
simulations. 
BrownianicHydrodynam
ij
ijii FFFxm ++= ∑
≠
&&                                  (6.7) 
Brownian forces are generally considered to be independent of the hydrodynamic and 
particle-particle interactions, allowing them to be uncoupled.  Thus, this initial 
formulation will only include simple drag forces (a subset of hydrodynamic forces) and 
particle-particle interactions.   
When the solvent is treated as a continuum, the hydrodynamic term in Equation 
6.7 is given by the drag force acting upon a particle moving through the solvent. 
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&&                                    (6.8) 
Since the particle-particle forces are independent of velocity, this differential equation 
can be solved to give the velocity of the particle for a given time step.   
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β exp1exp,                            (6.9) 
As the time step becomes large relative to m/β, Equation 6.9 reduces to the 
terminal velocity of the particle.  If the time required to reach terminal velocity is small 
relative to the time step of the simulation, the particle can be treated as if it was traveling 
at its terminal velocity for the entire time step.  Figure 6.1 demonstrates the rate at which 
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particles modeled by Equation 6.9 approach the terminal velocity.  In colloidal dynamics 
simulations, time steps are often much greater than m/β, incurring little error with this 
assumption. 
 
0 1 2 3 4 5Starting Velocity  
25% Changed
50% Changed
75% Changed
Final Velocity
Time in Steps of Mass/β 
Figure 6.1:  The time required for the velocity to reach a terminal value is shown.  For 
time steps much large than m/β, a particle can be assumed to be at the terminal velocity 
dictated by the applied force (F/β) for the entire time step with little error.  
 
Through this assumption, the motion of the colloidal particles reduces to a first-
order differential equation (Equation 6.10).  This simplification leads to a differential 
equation that is numerically stable under all time steps, allowing a large time step to be 
used.  As a result, simulations that use this assumption run many orders of magnitude 
faster.  The simplified equations of motion are shown below. 
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 The Brownian term’s contribution to particle displacement must be considered as 
well.  From Chapter 2, particles undergoing Brownian motion experience a zero average 
displacement but a finite RMS displacement given by Equation 6.14. 
( ) 0=trBr                                                 (6.13) 
tkTDtrBr β66
2 ==                                 (6.14) 
Thus, for a single time step, the RMS displacement is given by Equation 6.14 with t equal 
to ∆t.  An appropriately scaled Gaussian distribution satisfies these constraints as well as 
being the solution to the diffusion equation in Chapter 2. 
Therefore, instead of treating a Brownian force, a random displacement satisfying 
Equation 6.14 can be added to the final particle position from Equation 6.12.  The 
combined result is a displacement due to the damped particle-particle interactions 
combined with a Gaussian displacement due to the Brownian motion. 
( ) ( ) ββ
tkTAtrt
F
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i
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ij ∆++∆=∆+
∑
≠ 6                          (6.15) 
Here A is a Gaussian deviate sampled using an appropriate random number generation 
scheme [110]. 
 
6.3.2 Full Solution for a Constant Force 
 At this point, the validity of the approximation uncoupling the Brownian and 
force terms is further evaluated.  The full solution to Equation 6.7 can be calculated 
without uncoupling the Brownian contribution.  The Brownian driving force that should 
be substituted into the equation is given by the chemical driving force derived in Section 
2.2.4.  Again assuming that terminal velocity has been reached, Equation 6.7 becomes 
Equation 6.16. 
0=+−∇ ∑
≠ij
ij
i
i Fv
c
ckT β                                        (6.16) 
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This equation can be solved for the RMS displacement of the particle using the same 
approach presented in Section 2.2.4.  First, the terminal velocity is determined. 
ββ
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c
ckTv                                           (6.17) 
The flux of particles due to this velocity can be compared to the flux from Fick’s First 
Law of Diffusion to yield the diffusivity of the particles. 
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Substituting the new diffusivity, which is now dependant on concentration, into Fick’s 
Second Law, the solution for the concentration profile of the particles is obtained. 
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If the particle-particle interaction is constant, the solution of this differential equation is a 
shifted Gaussian distribution. 
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A random sampling from this distribution is easily performed by sampling from an 
unshifted, normalized Gaussian, multiplying by the standard deviation, and shifting the 
results according to the applied force.  This algorithm is identical to that presented in 
Equation 6.15.  Thus, this result shows that uncoupling the Brownian contribution yields 
an exact result for a constant particle-particle force.  The only assumption in the above 
derivation is that the particle is at its terminal velocity for the entire time step.  
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6.3.3 Full Solution for a Non-Constant Force 
 While Equation 6.7 is solvable for a constant particle-particle force, this situation 
will rarely be encountered in a simulation.  Using the formulation of Schulten and 
Kosztin [111], the error incurred by using the above results for a constant force while 
having a non-constant force can be found.  The results of this formulation reveal that the 
error can be kept below a certain value by limiting the time-step.   
 If the force is approximated as constant, the error in the potential after one time 
step is given by Equation 6.23.  
( ) ( rrUr
r
UrUUerror ∆+−∆∂ )
∂+=                                    (6.23) 
Solving for ∆r, the maximum displacement allowable given a constraint on the error can 
be obtained for certain functional forms.  Generally, this maximum displacement is 
dependant on the initial position in the potential and should be evaluated for a 
representative potential function for the system being tested.   
For the simulation of ICCs, a parabolic well can be fit to most interaction 
potentials locally, allowing the maximum time step to be determined for that well.  
Equation 6.24 evaluates Equation 6.23 for a parabolic well.  
( ) ( ) ( ) ( )( ) 222 2 rACrrBrrArBArCBrArUerror ∆−=+∆++∆+−∆++++=          (6.24) 
Thus, the error in the energy for a parabolic potential is solely dependant on the step size 
and not the position within the well.  Given a maximum desired error in energy, the 
maximum allowable displacement is simply the square root of the maximum error over 
the curvature of the well. 
The limiting displacement is reached via a response to the forces in the system, as 
well as through Brownian motion.  From Equation 6.22, the displacement for a constant 
force is a shifted, scaled Gaussian in the direction of the applied force.  Therefore, the 
largest displacement permissible for a given time step would be a Brownian displacement 
in the same direction as the applied force.  This maximum displacement will be within 3σ 
(i.e. <A> equals 3) from the center of the Gaussian.  Solving Equation 6.15 for ∆t, the 
time step that corresponds to this displacement is obtained.  As movement is being 
Page 102 of 193 
considered along only one axis (the direction of the force), 2kT∆t is used instead of the 
6kT∆t for three-dimensions. 
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⎛
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⎡ ∆+±+∆=∆ maxmax2max 9
2119 x
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FkTxF
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t β                            (6.25) 
The smallest, positive real value of ∆tmax gives the largest allowable time step.  When the 
force limits to zero, the solution of Equation 6.15 instead collapses to a single value. 
kT
xt β
2
max 18
1 ∆=∆                                                  (6.26) 
Note that for a parabolic well, if the maximum allowable error is set in terms of kT, 
Equation 6.26 becomes independent of temperature. 
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max                                               (6.27) 
Thus, at the minimum of a parabolic well, the maximum time step is a constant value at 
any temperature.  This does not hold at other positions in the well, where the maximum 
allowable time step will always be lower.  However, it does serve as a rough guide in 
selecting an initial time step, especially when the movement due to the force is small 
relative to the Brownian motion, as is often the case. 
 
6.3.4 Time-Step Considerations 
While it is important to choose a time step that does not result in significant 
energetic errors, there are other considerations that are also important.  In choosing the 
time step for a simulation, the diffusivity of a particle relative to the particle size must be 
considered.  A random move that is too large and causes substantial overlap of two 
particles or the overcoming of barriers that would otherwise be insurmountable will result 
in anomalous data.  The time required for a particle to diffuse a distance equal to a given 
percentage of the particle’s radius can be found using diffusion theory.   
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It is recommended that a value of at least three standard deviations (i.e. <A> equals 3) be 
used for this limiting value of the time step.  Equation 6.28 would then correspond to the 
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time it would take for only 0.05% of the particles to diffuse more than the set percentage 
of the particle’s radius.  This and the previous upper limit on the time step due to the 
error must be consistent with the lower limit required to accurately assume terminal 
velocity behavior (∆t>>m/β).  Furthermore, a time step long enough to allow diffusion of 
several particle diameters over the course of the simulation must be selected in order to 
reach equilibrium. 
 
6.3.5 Full Hydrodynamic Interactions 
 To gain a more accurate physical description of colloidal behavior, full 
hydrodynamic forces should be considered.  These terms couple the motion of one 
particle with the motion of another, similarly to how two boats interact through their 
wakes. Therefore, higher order approaches are required to solve these interactions 
exactly.  However, these corrections are small and should mainly impact only the kinetics 
of ICC formation.  For the purposes of studying ICC thermodynamics, full 
hydrodynamics should not be necessary. 
 
6.4 Brownian Dynamics on an ICC System 
For all Brownian dynamics simulations of ICCs, the preliminary experimental 
system of silica (1.58 µm) and polystyrene functionalized with amidine (0.76 µm) 
mentioned in Section 5 was used as a model.  Their simulated surface potentials (ΨSiO2=-
23.7 mV and ΨPSA=114 mV) were tailored to give a Q equal to 1 at a Λ of 2.402, give a 
which corresponds to a system of these particles in high purity (n=1e-7 mol/L) 2-
propanol (the solvent used in the experimental investigations).  Other solvent properties 
were chosen to equal those corresponding to 2-propanol.  Variations of these parameters 
for this system were also tested. 
Using the method discussed above, the time step required to keep the numerical 
error below 1/20 kT was calculated for three cases:  a particle contained in a crystal, a 
particle approaching a crystalline surface, and a particle moving parallel to a crystalline 
surface.  Figure 6.2 illustrates these cases. 
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 A B C 
Figure 6.2:  The maximum time step allowable was considered for three cases.  Case A 
corresponds to a particle sitting inside a crystal; Case B to a particle approaching a 
surface; and Case C to a particle moving along a crystalline surface.  All cases produced 
similar maximum time steps at all temperatures for a constraint of 1/20 kT maximum 
error in energy. 
 
All three cases were tested with two lattice parameters for the same size of 
particles to verify that thermal expansion would not alter the results significantly.  
Yukawa-type potentials for each particle in the crystal were summed pair-wise to 
calculate the potential energy field around the test particle.  It was found that locally the 
energy well for case A was symmetric about the ideal position, so the lattice direction did 
not significantly alter the critical time step.   
 Figure 6.3 illustrates the maximum time step calculated for case A at two 
temperatures and lattice parameters.  Likewise, Figures 6.4  and 6.5 illustrate similar 
conditions for case B and case C.  From these results, a preliminary upper bound on the 
time step was placed at 1e-5 seconds or lower. 
 While a time step below 1e-5 limits the error in the energy of the system to below 
1/20 kT, the maximum movement of the particle must also be considered, as mentioned 
above.  Equation 6.28 gives the limitation placed on the time step to prevent the particles 
from moving more than a given percentage of the particle’s radius.  Equation 6.29 
evaluates equation 6.28 for the specific system being simulated and a 3σ particle move.   
TTkA
at aa
22
2
3 %
831.2
% ==∆ πη                                    (6.29) 
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This equation is used to create Figure 6.6.  A time step of 8e-6 seconds was used for the 
full size particle simulations, which corresponds to a maximum 3σ move of 
approximately 10% of the small particle radius near the estimated melting temperature of 
3500 K.  Figure 6.7 shows the σ contours for Equation 6.29 evaluated at this time step. 
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Figure 6.3:  The maximum time step allowable for a 1/20 kT error is shown for 1000K 
and 5000K for a particle in the prototype system moving in a potential well within the 
crystal (case A).  It was found that the potential well was similar in the <100>, <110> and 
<111> directions.  The <111> direction is used here.  The potential well is also expanded 
from being 101% of the particle diameter to 105% of the particle diameter.  This accounts 
for any thermal expansion effects.  Note that the critical time step changes by less than 
10% with well slope in even the worst case.   The temperatures were chosen to bracket 
the estimated melting temperature. 
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Figure 6.4:  The maximum time steps for a particle in the prototype system approaching a 
crystalline surface from an isolated state (case B) are plotted.  Note that the maximum 
time step is not that different from case A shown in Figure 6.3 despite the dissimilarities 
in the arrangement of particles.  A perfect crystal with no thermal expansion and one with 
10% expansion were both tested.   
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Figure 6.5:  Maximum time steps are plotted for the case of a particle in the prototype 
system moving along a crystalline surface (case C).  Again the time steps are very similar 
to those in Figures 6.3 and 6.4.   
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 Figure 6.6:  The maximum time step for a 3σ movement of the small particle in the test 
system is shown for a variety of temperatures and allowable maximum movements 
(relative to the particle size). 
  
Figure 6.7:  The maximum movements for one, two, and three standard deviations are 
shown versus temperature for an 8e-6 second time step. 
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With the selected time step of 8e-6, the larger particle would have an RMS 
displacement of approximately 2.7 diameters after 240,000 iterations at the estimated 
melting temperature.  This number of iterations also allowed the RMS displacement to be 
approximately 1 at temperatures as low as 500 K. 
It was hypothesized (as is explained below) that the melting temperature should 
scale with the average particle size.  The time step for simulations of other particle sizes 
was therefore scaled as a2 in order to keep the 3σ move at the melting point to 
approximately 10% of the particle radius.   
 
6.5 Selection of Other Simulation Conditions 
 As is common with dynamics simulations, a cutoff radius was used, where the 
energy contribution of particles inside the radius was counted, while particles outside the 
radius were ignored.  Neighbor lists were used to determine which particles have the 
potential to be inside the cutoff radius.  The cutoff radius was placed where the 
interaction potential fell to 0.01kT at 3000 K.  At this point, the potential was less than 
1/3500 of its initial value.  More information on cutoff radii and setting up neighbor lists 
can be found in Allen and Tildesley [112], which is an excellent reference for setting up 
any dynamics package. 
In all the simulations, spheres interacted under the Yukawa pair-wise potential 
when not in contact.  However, if particles were found to be overlapping, a force 
sufficient to move them apart twice their overlap was applied.  This effectively simulates 
a rebound of each particle off of each other corresponding to the overlap distance.   
 
6.6 Melting Behavior of Ionic Colloidal Crystals 
 Brownian dynamics simulation were conducted on several systems to determine 
the melting points of ICCs, as well as to learn about the nucleation behavior of these 
materials.  Several factors must be considered when studying melting behavior through 
simulation in order to prevent anomalous results.  These include kinetic effects on 
melting, such as nucleation of the crystalline or liquid phases, size effects due to limited 
simulation size, as well as numerical effects that can impact the results. 
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It is essential to separate kinetic effects from thermodynamic effects.  If a 
temperature sweep were simulated on a crystalline system, changes in energy will be 
observed that are indicative of melting.  However, these effects will be dependant on the 
temperature sweep rate due to the kinetic lag of the melting event.  Furthermore, holding 
a crystalline system at the melting point would show little change in the state of the 
system.  This is because there is no driving force for melting as the free energies of the 
liquid and crystalline phases are equal at the melting point.  Melting behavior is therefore 
best observed with temperature holds further from the melting point. 
Kinetic effects also contribute to the rarity of nucleation events (i.e. the crystalline 
phase from a liquid or the liquid phase from a crystalline surface).  Nucleation of either 
phase is difficult to capture in dynamics simulations due to their low probability.  These 
kinetic effects can be mitigated by starting with an initial condition that contains both the 
liquid and crystalline phases.   
 For reasons discussed in Section 6.3, periodic boundary conditions were not used 
in these simulations.  Due to computational expense, systems of millions of particles, 
which could approximate bulk materials, are difficult to simulate.  However, when the 
number of particles in a system becomes small, the system size has an effect on melting 
behavior.  The suppression of melting point with finite system size, shown in Equation 
6.30, is well studied for nanoparticle systems [113, 114].   Thus, in order to determine the 
bulk melting point, several systems of different sizes must be tested and either fit to 
Equation 6.30 or used to assure that the melting point is at its limiting value. 
r
CrTT bulkmeltclustermelt
−= ,,                                       (6.30) 
 There is a wide variety of numerical effects possible, but the largest effect can be 
due to the discretization of time.  These effects can be mitigated through the selection of 
an appropriate time step as was discussed in Section 6.4.3 and 6.4.4. 
 
6.6.1 Melting Simulation Setup 
 For Brownian dynamics studies of ICC melting, an NVT ensemble was chosen.  
The volume was selected to allow for melting of the initial condition, while still 
confining the particles and allowing them to return to the crystal within the simulation 
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time if thermodynamically desirable.  An initial condition of a perfect crystalline cluster 
was created in the center of the constant volume box where the particles occupied 33% of 
the volume.  The temperature was raised to 14000 K to allow the crystal to melt.  Melting 
was continued until only approximately 1/9 of the particles remained in the crystal.  The 
resulting initial condition was then cooled to 5000K and annealed.  Four system sizes 
were prepared in this way: 4096, 8000, 17576, and 32768 particles. 
 Simulations of the rocksalt structure were conducted for four particle size pairs 
with the four system sizes mentioned above.  The particle sizes were varied as a 
percentage of the largest size pair of 1.58 µm and 0.76 µm, which were chosen to mimic 
the potential experimental system mentioned in Section 6.5.  Salt concentrations were 
fixed to keep the screening ratio (Λ) constant at a value of 2.38, which is also believed to 
be close to the potential experimental system.  For all simulations, the wall lengths were 
varied to maintain 33 volume percent of colloids.  The time step was varied with particle 
size as was discussed in Section 6.4.4.  This keeps the diffusivity at a constant value 
relative to the size of the particle and estimated melting temperature.   
 
6.6.2 Bond-Angle Distribution Function 
 The bond-angle distribution function (BADF) [115, 116] was used to evaluate 
crystallinity in the simulation.  The BADF compares the cosines of the bond-angles 
present in a perfect crystalline reference to those present within the simulation system.  
The bond-angle distribution is fit with Legendre polynomials, and the overlap between 
those coefficients and the coefficients of the perfect state is computed, giving a single 
value.  For these simulations, a value between approximately 0.9 and 1.0 corresponded to 
a perfect crystalline state.  Alternatively, the liquid state had values that ranged from 
approximately 0.6 to 0.8.  Surface states between the liquid and solid were between 0.8 
and 0.9. 
 During the tests, the initial conditions were held at various temperatures for one 
hundred thousand iterations.  The changes in the size of the crystalline region were 
determined using the BADF, allowing the melting or crystallization rate at that 
temperature to be determined.  These rates were then plotted with their corresponding 
temperatures, and the point of zero change was interpolated, giving the melting point for 
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that system.  Figure 6.8 illustrates the BADF values for a cross-section through the 32768 
particle initial condition and the results after two temperature holds.  
 
Perfect NaCl Crystal BADF of IC Cross-Section 
14000 K
Crystalline 
 
 
 
 
Amorphous
2000 K, ~2s  (T<Tmelt) 5000 K, ~2s  (T>Tmelt) 
 
Figure 6.8:  An example system is shown after melting at 14000 K and annealing.  
Melting was conducted until ~1/9 of the system remained crystalline.  After melting, 
annealing was conducted at various temperature.  Shown are two cases, with one above 
and one below the melting point.
 
6.6.3 Simulation Results 
Every 2000 iterations, the percentage of particles in the crystal (determined by a 
BADF value between 0.9 and 1.0) was calculated.  A plot of this crystalline percentage 
versus simulation time was fit with a linear function to determine whether the crystal was 
increasing or decreasing at that temperature.  Figure 6.9 illustrates these results for all 
temperatures tested with the 32768 particle full-size (1.58 µm/0.76 µm) case.  As the 
temperature increased, the rate of crystal growth decreased and eventually became 
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negative.  Where the rate is equal to zero, there is no driving force for melting or 
crystallization.  This is the thermodynamic definition of the melting point [117].  
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Figure 6.9:  The percentage change in crystal size after constant temperature holds is 
plotted for a 32768-particle system of 1.58 µm silica and 0.76 µm polystyrene 
functionalized with amidine at a variety of temperatures.  Note that as temperature 
increases, the crystal growth rate slows and then becomes negative.  Where the slope is 
equal to zero, the system has no driving force to melt or grow.  This is the melting point. 
 
The slopes from the crystal growth fits were interpolated with a linear function to 
determine the intercept.  Anomalous points occurred at high temperatures for the 4096 
particle system due to complete melting of the crystal during the simulation time.  These 
points decrease the slope of the fit artificially and were therefore removed before fitting.  
Figures 6.10 through 6.13 show the melting point determination for each simulation 
system. 
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Figure 6.10:  The crystal growth rate is plotted versus temperature for the 1.58 µm silica 
(SiO2) and 0.76 µm polystyrene functionalized with amidine (PSA) system.  The system 
size was varied from 4096 to 32768 particles.  Only approximately 1/9 of these particles 
were present in the initial crystal.  Note that the melting point increases with system size.   
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Figure 6.11:  The crystal growth rate is plotted versus temperature for the 80% size 
system (1.264 µm SiO2 and 0.608 µm PSA).    
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Figure 6.12:  The crystal growth rate is plotted versus temperature for the 50% size 
system (0.79 µm SiO2 and 0.38 µm PSA).   
 
 
 
 
 
 
 
 
 
 
Page 117 of 193 
  
 
400 600 800 1000 1200
-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
32768 Particles
Temperature (K)
400 600 800 1000 1200
-0.1
-0.05
0
0.05
0.1
17576 Particles
400 600 800 1000 1200-0.15
-0.1
-0.05
0
0.05
8000 Particles
200 400 600 800-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
C
ry
st
al
 G
ro
w
th
 R
at
e 
(%
/s
)
4096 Particles
Figure 6.13:  The crystal growth rate is plotted versus temperature for the 20% size 
system (0.316 µm SiO2 and 0.152 µm PSA).   
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Figure 6.14:  The fits of the simulation data to the Equation 5.28, which gives the 
dependence of melting point on crystallite size, are shown for the four particle size pairs 
tested.  All four systems converge to the same 0 K critical nucleus radius and the bulk 
melting points scale roughly with particle size. 
 
 
Figure 6.14 shows the melting point results for each system.  These results are fit 
with Equation 6.30 to determine the bulk melting point and the critical nucleus radius at 
0K, which is given by the constant C.  Below this critical nucleus radius, no crystallite is 
stable at any temperature.  r is defined as the cube root of the cluster size, which is the 
number of particles in the crystallite at the start of the simulation.   
Figure 6.14 shows that the melting point scales linearly with a scaling of the 
particle sizes (i.e. if the particle sizes are both doubled, the melting point is also doubled).  
In Figure 6.15, the melting point is again plotted, with the data from Figure 6.14 rescaled 
by dividing by the particle sizes.  The resulting data falls onto a master curve, which can 
also be fit with Equation 6.30.  Likewise, the bulk melting points from Figure 6.14 can 
simply be plotted versus particle size and fit with a linear equation.  Both cases give a 
similar bulk melting point for the full-size system of approximately 3900 K.   
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Figure 6.15:  Two methods of determining the bulk melting point of the full-size system 
are shown.  The first normalizes the data from Figure 6.14 by dividing by the particle size 
and refitting to Equation 6.30.  The second shows a linear fit to the individual system 
bulk melting points versus the particle size.  Both of these results can be used to evaluate 
the melting point of any ICC system.  The melting point for the full-size system is found 
to be approximately 3900 K. 
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6.8 Discussion of Simulation Results 
 In the previous section, the melting point was shown to scale linearly with a 
scaling of the particle sizes.  This result is consistent with a melting point that scales as 
the crystalline energy.  The crystalline energy is defined as the Madelung sum multiplied 
by the individual bond strength.   
bondsumcrystalmelt UMUT =∝                                           (6.31) 
21
21
2,1,04 aa
aaMU ssrsumcrystal += ψψεπε                                  (6.32) 
From Equation 6.32, it is clear that if the sizes of the particles are both scaled by some 
factor, then the crystalline energy also scales by that factor.  For the Λ and Q values 
tested here, the Madelung sum of the rocksalt structure is determined to be 3.65 via the 
methods discussed in Chapter 4.  The results of the previous section allow the constant of 
proportionality in Equation 6.31 to be obtained.  This relationship can then be used to 
determine the melting point of other ICC systems. 
( ) ( )
21
21
2,1,0
2020 41091.61091.6
aa
aaMJ
KUJ
KT ssrsumcrystalmelt +⋅⋅−=⋅⋅−= ψψεπε  
(6.33) 
The result in Equation 6.33 can be compared to similar coefficients for atomic 
ionic materials comparing lattice energies to melting points.  While atomic ionic 
materials have other energetic terms beyond the Madelung energy, the correlation 
constants for ICCs at zero ionic strength should be similar.  Table 6.1 shows several 
correlation constants for 1:1 ionic materials.  The value of the constant is dependant on 
the free energy of the liquid structure relative to that of the crystal.  The correlation 
constant between atomic systems and the ICCs simulated with Brownian dynamics is 
strikingly similar.  This is actually surprising in the context of Chapter 4, where a change 
in melting behavior is expected with increasing ionic strength.  The internal energy 
difference between the liquid and solid states might be similar, but the entropy of a 
colloidal liquid at high ionic strengths is expected to be much lower than the atomic 
liquid.  Therefore, a much higher temperature would be required before the free energy of 
the two colloidal structures becomes comparable, resulting in a higher melting point.   
Page 121 of 193 
Table 6.1:  The lattice energy of various ionic systems is compared to its melting point.  
The calculated ICC conversion constant is very similar to that of the atomic case despite 
all of the approximations present in the Brownian dynamics. 
 
Lattice Structure Madelung Electrostatic Lattice Energy Melting Boiling MP Conversion BP Conversion
Material Parameter (nm) Sum (kJ/mol) (kJ/mol) Point Point kJ/(mol-K) kJ/(mol-K)
LiF 0.201 NaCl 1.748 1208 1021 1121 1954 0.911 0.522
LiCl 0.257 NaCl 1.748 945 837 886 1633 0.944 0.512
LiBr 0.275 NaCl 1.748 883 791 820 1538 0.964 0.514
LiI 0.300 NaCl 1.748 810 736 742 1447 0.992 0.509
NaF 0.231 NaCl 1.748 1051 900 1269 1977 0.709 0.455
NaCl 0.281 NaCl 1.748 864 770 1074 1738 0.717 0.443
NaBr 0.298 NaCl 1.748 815 736 1028 1663 0.716 0.443
NaI 0.323 NaCl 1.748 752 686 933 1577 0.735 0.435
KF 0.266 NaCl 1.748 913 807 1133 1778 0.713 0.454
KCl 0.314 NaCl 1.748 773 703 1044 1710 0.673 0.411
KBr 0.329 NaCl 1.748 738 674 1007 1708 0.669 0.394
KI 0.353 NaCl 1.748 688 636 954 1618 0.667 0.393
RbF 0.282 NaCl 1.748 861 766 1106 1683 0.692 0.455
RbCl 0.327 NaCl 1.748 743 678 988 1663 0.686 0.408
RbBr 0.343 NaCl 1.748 708 653 955 1619 0.683 0.403
RbI 0.366 NaCl 1.748 664 619 915 1577 0.677 0.393
CsF 0.300 NaCl 1.748 810 736 976 1504 0.754 0.490
CsCl 0.356 CsCl 1.763 688 640 919 1573 0.697 0.407
CsBr 0.371 CsCl 1.763 660 628 909 1573 0.690 0.399
CsI 0.395 CsCl 1.763 620 598 894 1553 0.669 0.385
MgO 0.210 NaCl 1.748 4626 3933 3073 3873 1.280 1.015
CaO 0.240 NaCl 1.763 4082 3523 3173 3773 1.110 0.934
SrO 0.257 NaCl 1.763 3812 3309 2703 1.224
BaO 0.276 NaCl 1.763 3550 3125 2246 3361 1.392 0.930
MgS 0.260 NaCl 1.748 3736 3255 3099 1.050
CaS 0.284 NaCl 1.763 3450 3021 2798 1.080
SrS 0.294 NaCl 1.763 3333 2874 2500 1.150
BaS 0.318 NaCl 1.763 3081 2745 2503 1.097
Average 0.869 0.509
StDev 0.224 0.184
ICC NaCl 1170 NaCl 3.65 3391 3391 3890 0.872
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 The similarity between the correlation constants for the simulated ICC systems 
and the atomic ionic systems makes the results of these simulations questionable despite 
the great lengths taken to assure its accuracy.  A potential source of the discrepancy can 
be found by going back to Equation 6.15 and grouping the time step and viscosity terms. 
2
1
6 ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∆+⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∆=∆ ∑
≠ iiij
ij
tkTAtFr ββ                            (6.34) 
Written this way, the viscosity simply scales the time-step.  This should be expected as 
the thermodynamic results should not be impacted by either the viscosity or the time step.  
However, upon a closer examination, this scaled time step does have an impact on the 
thermodynamics.  The impact of interparticle interactions scales linearly with the 
combined parameter, however the impact of thermal fluctuations scales as the square root 
of the parameter.  Because of this, in effect, dividing the time step (or increasing the 
viscosity) by a factor of four should double the impact of thermal forces relative to the 
interparticle forces. 
 Despite its short-comings, some insight can still be gleaned from particle 
dynamics if temperatures are scaled appropriately.  For example, some information can 
be obtained about the nucleation behavior of ICCs from these results.  By solving 
Equation 6.30 for the crystallite size versus the melting point of that size, the critical 
nucleus size as a function of temperature (given as a percentage of the bulk melting 
point) can be determined.  The critical nucleus size at 0 K is found to be approximately 
58 particles.  Figure 6.16 shows the estimated critical nucleus size at a variety of 
temperatures.  The high critical nucleus sizes observed from these simulations was 
unexpected and may be an indication of why significant crystallization is not observed 
experimentally.  Note that Figure 6.16 is identical for all particle systems simulated as the 
results are normalized to the melting point. 
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Figure 6.16:  The critical nucleus size is plotted versus the temperature relative to the 
bulk melting point.  Due to the large critical nucleus size at 0 K, a very large nucleus is 
required for even moderate temperatures, where sufficient mobility for crystallization 
would be expected. 
 
6.9 Crystallization from a Disordered State 
 Brownian dynamics were also used to study the effect of various conditions on 
crystallization.  As the simulation temperatures were maintained relative to the calculated 
Brownian dynamics melting temperature, the results can be interpreted as a percentage of 
the calculated melting point (~4000 K).  In most cases, disordered structures were 
observed.  In low volume fraction systems small clusters were observed with no longer 
range order.  In high volume fraction systems, connecting gels were generally observed.  
However, two cases were identified where crystallization was greatly enhanced.  The first 
case had a significantly increased particle density.  The second case involved applying a 
strong gravitational force to the particles.  This serves two purposes: it breaks up any 
gelation that forms and also serves to significantly increase the density of particles at the 
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bottom of the simulation cell.  Simulated gravitational forces reproducibly created ICC 
polycrystals from a variety of initial conditions and parameters.   
 
 
 
 
Figure 6.17:  A disordered cluster is shown from one attempt at observing nucleation in 
an ionic colloidal liquid.  Notice that some regions appear to have the rocksalt structure, 
but no long range order exists.  This is similar to what is observed experimentally as is 
discussed in Chapter 5. 
 
 Figure 6.18 shows the crystal that resulted from a random initial condition where 
the particles occupied 50 volume percent.  This system is identical to that used for 
melting point simulations.  It therefore had an estimated melting point of 4000 K.  The 
system was first held at 5000 K to allow rearrangement of the liquid, followed by a hold 
at 3000 K to allow nucleation and growth.  Increasing the particle density effectively 
lowers the critical nucleus size as it decreases the interfacial energy between a crystal and 
the reference liquid.  This is because a higher density liquid is energetically much closer 
to a crystal than a low density liquid or a gas.  Thus, the lower interfacial energy 
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decreases the nucleation barrier.  The volume constraint on the system also greatly 
increases crystallization rates as it does not allow gel formation.   
 Similarly, Figure 6.19 shows crystallization that resulted from the addition of 
gravitational forces.  In this example, 50 g are used on a system identical to that used for 
melting point studies.  The initial condition is a random arrangement of particles at 15 
volume percent.  The box was tetragonal to allow more room for settling while 
maintaining a sufficient areal density perpendicular to the settling direction.  If 
gravitational forces are too strong relative to the electrostatic forces, phase separation can 
occur.  However, if sufficient force is added to break up any low density aggregates, 
crystallization is greatly enhanced.   
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 Figure 6.18:  Crystallization is demonstrated from a random initial condition.  A high 
volume fraction of particles (50%) greatly enhances crystallization.  For low densities, 
crystallization is not commonly observed. 
 
 
 
 
 
 
Figure 6.19:  Crystallization is also enhanced through the addition of gravity.  In this case 
50 g’s are added to a low density (15 volume percent) system.   
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Chapter 7:  Monte Carlo 
Simulations of ICCs 
 
 
 
While Brownian dynamics methods are much more widely used to study colloidal 
behavior1, Monte Carlo methods are more accurate as they involve many fewer 
approximations. Because of this, they can be very useful for simulating the 
thermodynamics of colloidal behavior.  In Monte Carlo methods, random system changes 
are made and accepted or rejected according to predefined rules.  The most common rule 
scheme is the Metropolis algorithm [118].  Under this algorithm, a change is always 
accepted if it results in a lower system energy, but it is only accepted with a Boltzmann 
probability if it causes the system energy to be raised.  These acceptance rules satisfy the 
                                                 
1 In a simple search on INSPEC, there are 27852 hits for either “particle dynamics” or “Brownian 
dynamics” (2066 by itself).  However, “Monte Carlo” and “colloi*” only shows 384 articles.  This 
illustrates the vast popularity of Brownian dynamics despite its short-comings.  This does not correct for 
those who consider Brownian dynamics simulations a form of Monte Carlo because they incorporate 
random numbers.  In actuality, standard Monte Carlo methods are very different. 
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conditions of a detailed balance, which requires that the number of transitions from state 
A to state B must equal the number of transitions from B to A for a many-bodied system 
in equilibrium.  The book Understanding Molecular Simulation by Frenkel and Smit is 
recommended for further reading [119] on Monte Carlo simulations. 
The internal energy in a colloidal system is given by the pair-wise summation of 
all the interaction energies in the system.  Under the NVT ensemble, the energy change 
corresponding to the movement of one particle is simply the change in the interaction 
energy between all other particles in the system and that particle.  For the NVT ensemble, 
the acceptance algorithm is given by Equations 7.1 and 7.2. 
( ) 1,0 =→<∆ iii BAaccU                                              (7.1) 
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The acceptance rules in Equation 7.1 and 7.2 are commonly expressed as given in 
Equation 7.3. 
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  Under the NPT ensemble, an acceptance rule must be created that accounts for 
the energy change due to a volumetric change.  The volume change is implemented by 
altering the simulation size and scaling all particle positions by the appropriate ratio.  As 
this expansion or contraction changes the interaction energies of all the particles with 
respect to one another, the energy change of all of the particles must be counted.  The 
volume change is also done against an external pressure, making it necessary to account 
for PdV work.  Therefore, the energy used in the acceptance rules is the Helmholtz free 
energy at constant pressure rather than the internal energy.  An additional extra term must 
appear in the acceptance rules to correct the partition function for the volume changes.  
This term is dependant on the sampling rules and is given in Equation 7.4 for linear 
changes in volume (V=V0+∆V).   
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Clearly, the calculation required for this acceptance rule is much more 
computationally expensive than that needed for the acceptance rules in the NVT 
ensemble.  However, it only needs to be done when a volumetric change occurs.  When 
the trial change is just a single particle move, the system remains at a constant volume.  
In these cases, Equation 7.3 still governs the acceptance of the change.  Therefore, a 
typical implementation of the NPT ensemble would involve a certain number of particle 
moves (commonly one move for every particle in the system) under the NVT acceptance 
rules, followed by an attempted volumetric change with the NPT acceptance rules.   
Under Monte Carlo, changes should be made such that acceptance occurs 
approximately 50% of the time.  Changes that are almost always accepted are too small to 
allow the system to equilibrate in a reasonable amount of time.  On the other hand, if the 
change is rejected too frequently because it is too large, the system will also take a long 
time to reach equilibrium as very few moves will occur.   
 
7.1 Simulation Setup 
Simulations were conducted to verify the melting point results from Chapter 6 and 
thereby the ability of Brownian dynamics to accurately predict thermodynamic quantities.  
All systems were tested with periodic boundary conditions.  The first system tested was a 
perfect crystal of 1000 particles and the second system was amorphous.  To create the 
initial conditions for the second system, a large space was randomly filled with particles 
and then annealed.  After annealing, more particles were added and the system was 
annealed again.  This process was repeated until no more particles could be added.  
Finally, a long hold under NPT conditions was conducted at 3000 K to obtain a sample 
that had a stable volume.  A stable volume was also achieved at 4000 K in this manner.  
All interactions were under a Yukawa-type potential with an infinite hard sphere 
repulsion at contact.  The particles tested are 2 µm in diameter at 18.4 mV and 1 µm in 
diameter at -100 mV.  The simulations were conducted at Λ=3, giving a charge ratio of 
one.  
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A zero pressure was chosen for the simulations.  As was discussed in Chapter 6, 
the energy from the pressure due to unbound colloidal particles in the solution is 
negligible compared to electrostatic interactions.  Because of this and the fact that any 
pressure selection would be arbitrary, a zero pressure was chosen for the NPT 
simulations.  As discussed in Frenkel and Smit [119], a zero pressure can be used for 
quick estimations of phase behavior as long as the time scale of the simulation is 
sufficiently small.  The main concern with using zero pressure is that the system could 
expand infinitely since external pressure may be the only force present to stabilize the 
volume.  However, in ICC simulations, a stable volume was always achieved with zero 
pressure due to the strong electrostatic interactions. 
Once initial conditions were obtained, the systems were held at progressively 
higher temperatures and allowed to equilibrate.  To hasten this step, the initial conditions 
were rescaled at each simulation temperature to be near the expected stable volume at 
that temperature.  Each simulation was run for 100,000 moves of each particle and 
100,000 volume changes.  Several systems with slightly different volumes were 
simulated at each temperature.  The volume of all systems at a given temperature tended 
toward a common value, which was interpolated to find the equilibrium volume and 
energy for a given temperature.  Figure 7.1 shows the results and interpolation for the 
disordered system at 5000 K.  In Figure 7.2, the internal energy variations of the same 
system are shown.  The change in internal energy due to a change in the starting volume 
is extremely small compared to the energy change due to a variation in temperature. 
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Figure 7.1:  The size of the simulation box is shown for the disordered state at several 
starting box sizes.  The temperature for this data was 5000 K.  All simulations above a 
certain box size are decreasing in volume throughout the simulation, while all below that 
size are increasing.  The data is fit to a line (bottom graph) to determine the equilibrium 
volume.  Similar calculations were done at every temperature for both the crystal and the 
disordered state. 
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Figure 7.2:  The internal energies of the systems from Figure 7.1 are plotted at various 
box sizes.  The energy for a given box size is calculated by averaging over the last 50000 
simulation steps.  The dotted line in the bottom figure corresponds to the equilibrium 
volume determined in Figure 7.1.  The scatter in energy data is small compared to energy 
changes with temperature, making the estimated energy from the linear fit only a slight 
correction to the total internal energy of the system at the equilibrium volume. 
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7.2 Simulation Results 
The melting point was determined by calculating the free energy of both the 
liquid and crystalline states at each temperature and finding the point where they are 
equal.  To do this, the entropy at each temperature needed to be calculated.  For an NPT 
system, the entropy at a certain temperature is found by integrating the constant pressure 
heat capacity over temperature from zero to the temperature of interest. 
∫∫ ∂
∂
==
11
00
T
P
T
P dT
T
T
H
dT
T
CS                                            (7.5) 
For a constant heat capacity, this integral diverges at T=0.  However, as the 
entropy should be zero at 0 K, the heat capacity must also tend toward zero at 0 K.  
To accommodate this, the integration is taken from 1 K to the desired temperature. 
( ) 1
1
ln TP TCS =                                              (7.6) 
The internal energy (which is equal to the enthalpy in this case) for both systems 
was approximately linear with temperature to 6000 K, allowing Equation 7.6 to be 
used with little error.  When the temperature became nonlinear, the entropy was 
instead obtained through Equation 7.5. 
 The equilibrium free volume at every tested temperature is shown for both 
systems in Figure 7.3.  A discontinuity in the slope of the free volume is observed 
at approximately 7000 K.  This may correspond to a glass transition temperature.    
Similarly, Figure 7.4 shows the internal energy of both systems at each 
temperature.  Again, the crystalline energy shows a smooth increase, while the 
energy of the disordered state appears discontinuous. 
 Once the entropy is calculated, the free energy is found using Equation 
7.7.  Figures 7.5 and 7.6 show the free energy for both the crystalline and 
disordered states, respectively, with the internal energy and entropy terms plotted 
separately for comparison. 
                                                                  0 for this system 
TSUTSPVUG −=−+=                                     (7.7) 
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The free energy for both systems is plotted together in Figure 7.7.  The point 
where the free energy of the liquid equals that of the crystal is the melting 
point (8986 K for this system).   
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Figure 7.3:  The free volume for every tested temperature is shown for both systems.  
While the ordered state appears to vary smoothly, the disordered state has a discontinuity 
in the slope at 6960 K.  This discontinuity is believed to correspond to the glass transition 
temperature of the system for a very slow cooling rate. 
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Figure 7.4:  The internal energy versus temperature is shown for both tested systems from 
0 to 12000 K. 
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Figure 7.5:  The free energy of the crystalline state is shown with the internal energy and 
entropy contributions. 
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Figure 7.6:  The free energy of the disordered state is shown with the internal energy and 
entropy contributions.  While the internal energy is initially lower for the ordered state 
above, the entropy contribution of the disordered state is larger than that for the ordered 
state, as would be expected, resulting in a larger slope for the free energy. 
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Figure 7.7:  The free energy for both states is plotted versus temperature.  The melting 
point is defined as the point where the free energy curves are equal.  Melting occurs at 
7975 K for this system.  A narrow crystallization window is available between the glass 
transition point and the melting temperature. 
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7.3 Discussion of Simulation Results 
The melting temperature can be compared to the bond strength of this system in a 
manner similar to that presented in Chapter 6.  The bond strength is calculated to be 3334 
kJ/mol, very similar to the Brownian dynamics system studied in Chapter 6.  However, 
the correlation constant is now 0.418.  Note that this is actually closer to the boiling point 
comparison for atomic systems.  This could indicate that even at a Λ value of 3, the 
potential well is already very steep, only allowing movement near the boiling point of an 
ICC liquid.  Because the melting point of an ICC is expected to increase with ionic 
strength due to the markedly decreased entropy, the fact that these simulations would 
predict a much higher melting point than is observed in atomic systems is not 
unexpected. 
A glass transition temperature is observed at 6960 K for this system, which is at 
approximately 87% of the calculated melting point.  This is evidenced by a discontinuity 
in the slope of the free volume curve.  Experimentally, it is important to assure the system 
has enough mobility to allow crystallization.  These results provide an estimate of when 
crystallization may occur and when glassification would be expected instead.  The glass 
transition temperature is expected to become closer to the melting point as the ionic 
strength is increasesd. 
These Monte Carlo results show that despite the great lengths taken to assure the 
accuracy of the Brownian dynamics simulations, BD still does not accurately predict a 
basic thermodynamic property such as the melting point.  However, the Brownian 
dynamics results can still be useful after the temperatures are recalibrated with the Monte 
Carlo results, in this case multiplying by approximately two.  The correction to Equation 
6.31 for the melting point correlation with system parameters is given in Equation 7.8. 
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Combining the results of both simulations, several important behaviors of ICCs 
are observed.  From the Brownian dynamics simulations, the melting point is shown to 
scale with the bond strength, and the critical nucleus size of an ICC system is estimated 
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to be large.  Furthermore, through densification or the addition of gravity, the nucleation 
can be greatly facilitated.  The Monte Carlo simulations give a means to scale the 
temperature of the Brownian studies.  They also reveal a glass transition temperature, 
which indicates that a system should not be undercooled more than 20% of its melting 
point if substantial rearrangement is desired.  Of course this value will change with ionic 
strength, but it provides an estimate for potential systems.  Overall, these simulations 
have revealed some of the problems that were present in the first experimental system.  
They have also given insight into the properties that a more appropriate experimental 
system should have. 
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Chapter 8:  Numerical Solutions 
of the Poisson-Boltzmann 
Equation 
 
 
 
 The Monte Carlo and Brownian dynamics results discussed earlier show a very 
narrow window where crystallization should occur.  As this narrow window will require 
more exact measurements of interaction energies, a Poisson-Boltzmann equation solver 
was applied to calculate formation energies.  Thus far, only pair interactions have been 
used to study ionic colloidal crystal behavior in this thesis.  The Poisson-Boltzmann 
solver will provide a more exact calculation to test the validity of the previous results and 
better ascertain the system conditions necessary to observe ionic colloidal crystal 
formation.   
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 Before proceeding, a reexamination of the assumptions of the best candidate pair 
potentials will aid in understanding the need for this study.  The Yukawa-type potential 
assumes the inside of a colloidal particle is identical to that of the solution, but makes no 
assumption about the surroundings of a particle.  If the particle and solution are similar 
(as is a good approximation for low ionic strengths), this potential should more accurately 
reproduce colloidal behavior.  On the other hand, the Ohshima potential, which gives the 
exact pair solution for the interaction of two isolated colloidal particles, makes the 
assumption that no other particles are nearby.  This approximation should be more exact 
at high ionic strengths where screening will prevent other particles in a dense aggregate 
from affecting the interaction significantly.  However, at low ionic strengths, increasing 
error from this approximation is expected.  The last candidate potential is the Wiese-
Healy potential, which uses the Derjaguin approximation, limiting the accuracy of the 
solution to high values of κa.  The Wiese-Healy potential agrees with the Ohshima 
potential in the high ionic-strength limit, but significantly underestimates the interaction 
energy for low ionic strength systems.  As no currently available pair potential can 
exactly capture colloidal behavior, numerical calculations can be used to refine the pair 
potential results to allow a more accurate evaluation of the energy of dense 
heterocoagulates.  Likewise, these results can also be used to develop higher-order 
potentials that can then be used to more accurately model colloidal behavior.  These new 
potentials would be useful for the study of a wide variety of colloidal interactions. 
 
8.1 Solving the Poisson-Boltzmann Equation 
 The crystalline structures being studied in this work are a useful medium for 
studying dense colloidal suspensions.  High densities can be obtained without the need 
for many particles in the simulation cell, which would result in a prohibitive 
computational expense.  An ionic colloidal crystal system, like any other crystalline 
system, is reduced by symmetry to a small repeat unit.  Likewise, the solution of an 
equation for an infinitely periodic system can be simply treated as the solution of the 
equation over the repeat unit with the appropriate symmetry-dictated boundary 
conditions.  While in some cases smaller repeat units could be chosen for the ICC 
systems studied here, the smallest cubic symmetry object was chosen as the repeat unit.  
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The computational expense of this choice was not prohibitive and it eliminated the 
potential for errors from using non-perpendicular axes.  This geometry also allows the 
code to be easily adapted for other structures. 
 A three-dimensional Newton’s method [110] solver was written to evaluate the 
formation energy of an ionic colloidal crystal in the rocksalt structure.  While this is the 
densest binary heterocoagulate, the energetics of formation in this system give insight 
into the behavior of lower density heterocoagulates as well.  A system grid of 
100×100×100 elements was commonly used to reduce error without causing a large 
computational time expense.  The resulting Jacobian was a 1,000,000×1,000,000 element 
sparse matrix, with approximately 7,000,000 non-zero elements.  To calculate the 
potential fields present in a given particle arrangement, the Poisson-Boltzmann equation 
was solved with Newton’s method utilizing a sparse-matrix conjugate gradient method 
solver from Numerical Recipes [110]. 
 The Poisson-Boltzmann equation (Equation 8.1) in its discretized form is shown 
in Equation 8.2.  
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(8.2) 
Note that this form of the Poisson-Boltzmann equation is slightly modified from the form 
reported in Equation 2.27.  Here, the dielectric constant appears inside the outer 
derivative.  This is a more general form of the Poisson equation, which applies to systems 
where the dielectric constant varies spatially.  The two derivatives in Equation 8.1 can be 
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evaluated in several ways.  The method chosen here involves first evaluating the gradient 
of the potential at the point between adjacent elements, and then multiplying by the 
dielectric constant at that point, which is assumed to be the average of the dielectric 
constants of the two elements.  The second derivative is then evaluated at the central 
element by using the first derivatives at the adjacent nodes.  Another method involves 
applying the chain rule to give two terms: the gradient of the potential dotted with the 
gradient of the dielectric constant, and the traditional Poisson-Boltzmann equation.  In the 
limit of small ∆x, ∆y, and ∆z, all methods should return identical results.  For these 
simulations, ∆x=∆y=∆z due to the cubic symmetry of the repeat unit.  Simplifying 
Equation 8.3, the analytical form of the terms of the Jacobian becomes apparent.   
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(8.3) 
 The energy of a colloidal system is found by multiplying the magnitude of each 
surface charge by the electrostatic potential at their location.  The mobile ions are not 
considered in this calculation as their energy is zero due to a balance of electrical and 
chemical contributions.  This can be seen by the fact that the Boltzmann term of the 
Poisson-Boltzmann equation can be derived by setting the electrochemical potential of 
the ions equal to zero.  This definition of system energy results in a non-zero energy at 
infinite particle separation.  This offset is easily calculated by treating isolated particles 
with the Poisson-Boltzmann equation.   
 
8.2 Cell Setup for the Calculations 
Each element in the simulation space has to have the appropriate dielectric 
constant (ε) and screening (κ) associated with them.  While this is trivial for elements 
inside the particle and in the solution, these values become more complicated at the 
interface elements.  Here, the values of these parameters are based upon the approximate 
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percentages of the element volume taken up by the particle or the solution.  Interface 
elements were identified by checking for different materials at the corner nodes of each 
element.  Once these elements were found, the percentage of the volume occupied by the 
particle was determined by splitting the element into 8000 sub-cells (20 on a side) and 
determining if the center of the sub-cell was in the particle or in the solution.  Each sub-
cell was weighted with the dielectric constant and ionic strength of the material in the 
center of the sub-cell.  The overall values of these parameters for the element were then 
calculated by averaging the values of all the sub-cells.  This acts to smooth the interface 
between the particle and the solution, reducing effects that would otherwise result from a 
blocky boundary. 
 A constant charge distribution boundary condition was selected as it does not give 
an infinite potential field at particle contact.  Furthermore, as was argued in Chapter 3, 
this boundary condition provides the best physical description of a heterocoagulating 
system as charge regulating surfaces will tend to become fully charged in those systems.  
The amount of charge in a surface element was determined by scanning the angles θ and 
φ across the particle surface (with one million total steps) and recording the amount of 
area in each scanned element. This area was then weighted by the charge per unit area on 
the surface and the resulting charge was placed in the corresponding element. 
 The Yukawa-type potential was used as an initial condition for the solution of the 
Poisson-Boltzmann equation.  While any solution can be used, one that is close to the 
exact solution will converge more quickly and will minimize the chance of finding a 
region of non-convergence or a non-global minimum.   
 
8.3 Verification of Calculation Accuracy 
 Once the code was functioning, two systems with exact solution were tested to 
verify the accuracy of the results.  The first was a classical ionic crystal and the second 
was an ionic colloidal crystal with ion-penetrable spheres, which should match the results 
from Chapter 4. 
 
8.3.1 Classical Ionic Crystal Calculation 
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A dense colloidal system with dielectric constants of one and with no shielding 
ions was tested and compared to analytical solutions from classical electrostatics.  This 
system was composed of 1 µm particles with +1000 electrons of surface charge and 0.5 
µm particles with -1000 electrons of surface charge.  The grid size was varied to be 50, 
75, 100, or 125 boxes on an edge.  The exact solution was calculated by taking the 
isolated particle energies, which is equal to the charge on the surface multiplied by the 
surface potential, and subtracting the Madelung energy.  The isolated particle energy 
must be divided by two to balance the number of sites.   
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Figures 8.1 through 8.4 show the calculation results.  The energy of formation is the 
primary value of interest in these simulations.  It is calculated by subtracting the 
minimum crystal energy from the isolated particle energy.  Figures 8.2 and 8.4 show that 
the error in the energy calculation increases significantly as the particles become very 
small relative to the grid. 
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Figure 8.1:  For a classical electrostatic system, the calculated energy for a variety of 
system meshes is compared to the exact solution calculated via a Madelung summation.  
Even with a coarse mesh, the system energy is quite accurate. 
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Figure 8.2:  The percentage error between the exact solution and that calculated via the 
various grid sizes is plotted.  Even for the coarsest grid (50×50×50), the total error is at 
most 3%. 
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Figure 8.3:  The average error from Figure 8.2 is plotted versus the simulation size and 
the time to complete the calculation of a single energy point.  The simulation time 
increases as the size cubed, while the error decrease as 1/x.  As many points at various 
separations are calculated to find the energy minimum, the computational expense of 
using fine meshes quickly becomes prohibitive.  In this work, all grid sizes are 
100×100×100 cells as this reduces the mean error to approximately 1%, while still 
maintaining reasonable computational times. 
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Figure 8.4: The error of the calculation, given as a percentage of the energy at the 
corresponding separation distance, is plotted versus that separation distance.  The 
minimum energy occurs at the point of closest approach, and therefore, the lowest error 
also occurs at that point.  Thus, the error for the calculated minimum energy of this 
system would only be approximately 0.5%. 
 
8.3.2 Ion Penetrable Sphere Test 
The Poisson-Boltzmann solver was also tested with a system composed of ion-
penetrable spheres.  The energy for this system is accurately described by the Madelung 
summation method discussed in Chapter 4.  The surface potentials are calculated via 
Equation 2.41.  The calculations were conducted with a charge of +1000 ec (1 µm radius) 
on one particle and -1000 ec (0.5 µm radius) on the other.  With increased separation 
distance, the value of Λ needs to be modified to reflect the nearest-neighbor spacing 
instead of simply the sum of the radii.  Figure 8.5 shows the comparison of the calculated 
energy to the know value. 
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Figure 8.5:  The exact solution of the energy of a rocksalt crystal composed of ion 
penetrable spheres is shown in comparison to the energy from the Poisson-Boltzmann 
equation solver.  As in the previous example, the error is very small for small separations.  
The increased error at large nearest-neighbor distances is likely due to the coarse 
discretization of the fields inside of the particles. 
 
 
8.4 Calculation Results 
The crystal energy of a rocksalt ICC was calculated with respect to several 
parameters, including the particle sizes, the amount of charge on the particle surfaces, the 
dielectric constant of the solution and spheres, and the amount of screening in the 
solution.  Calculations were done similarly to those above, with small increases in 
particle separation from contact.  In some cases, the potential energy minimum was very 
close to the particle surface, while in others, it was much further from the surface or only 
occurred at an infinite separation distance.  In this section, the results of these 
calculations are examined to determine how the energy of formation of an ICC, as well as 
dense heterocoagulates, varies. 
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 8.4.1 Variation of Energy with Charge 
The variation of the energy with the amount of charge on the surface of the 
particles was calculated first.  For these calculations, the linear case of the Poisson-
Boltzmann equation is examined so that the results can be compared to those found with 
the LSA and Ohshima potentials.  The amount of charge on the surface is varied from 
+500 ec to +1000 ec on the 1.0 µm particle and from -500 ec to -1000 ec on the 0.5 µm 
particle, in steps of 100 ec.  This gives a charge asymmetry of up to 2:1 on either particle.  
The energy minimum was calculated by taking the average isolated particle energy, given 
in Equation 8.7, for each case and subtracting the energy calculated by the simulation.   
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Figures 8.6 and 8.7 show the data for values of Λ equal to one and three, 
respectively.  Figure 8.8 illustrates the values along the diagonal, where the surface 
charge on both the large and small particles is identical.  The energy increases with the 
product of the charges on the two particles and is not symmetric with respect to particle 
type (i.e. the value of the energy for a given charge ratio depends on which particle has 
the higher surface charge).  After normalizing the energy by the product of the charges, 
the off-diagonal terms collapse onto a single curve if plotted versus the difference in 
charges over the square root of the product of the charges.  This parameter is a measure 
of the charge asymmetry of the system, in terms of the total charge.  These curves, shown 
in Figure 8.9, are clearly asymmetric.  However, when they are instead plotted versus the 
square of the charge asymmetry, two separate plots matching the rational expression in 
Equation 8.8 are obtained for each curve.  
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The two parameters, c and d, in this equation capture some critical information about the 
system.  The inverse of the first parameter, c-1, gives the point where the energy 
minimum disappears  This is the point where the structure is no longer stable relative to 
isolated particles.  The second parameter captures the rate at which the energy changes 
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with charge asymmetry.  Figure 8.10 shows the fits to Equation 8.8 for the Λ=3 data.  
Table 8.1 gives the fit parameters for all three tested cases mentioned here, as well as the 
two additional cases of Λ=1 for particles ½ and ¼ of the original sizes. 
Figure 8.11 shows the position of the energy minimum scaled by the sum of the 
particle radii.  This corresponds to the lattice spacing of the ICC.  Although this is 
invariant with changes in the product of the charges, it does change with the charge 
asymmetry.  Furthermore, the curve-shape changes with the value of Λ but not with 
particle size. 
 
8.4.2 Variation of Energy with Other Parameters 
Once the basic trends with respect to the charge product and asymmetry were 
determined, the formation energy was also examined as a function of the sum of the 
particle sizes, Λ, and the solvent dielectric constant.  Figures 8.12 through 8.14 show the 
results of these calculations.  These simulations were done with the size of the small 
particle fixed at 50% of the large particle size. 
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Figure 8.6:  Simulation data for the condition of Λ=1 for 1 µm and 0.5 µm particles in the 
rocksalt structure are shown relative to the fit of the data.  The black dots represent each 
calculation.  The surface plot is calculated by the fits versus Q1Q2 and (Q1-Q2)2/(Q1Q2).  
Q1 and Q2 are the absolute magnitudes of charges on each particle in units of electron 
charge.  Note that the deepest energy well occurs when the amount of surface charge on 
both particles is equal.  This matches the classical electrostatic case even with increasing 
Λ, and is in contradiction to the presently available potentials that describe colloidal 
behavior.   
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Figure 8.7:  Calculation results for the Λ=3 case are given relative to the fit of the data.  
Note that this system is more asymmetric than the Λ=1 system.  A much larger energetic 
penalty is present for a system with excess charge on the larger particles as they are 
closer to one another than the small particles.  When no screening is present, the penalty 
is identical, while with screening, the system becomes more sensitive to charge excess on 
the larger particle.  Also note that the formation energy for the structures has dropped by 
a factor of two. 
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Figure 8.8:  The formation energy of the rocksalt structure for the case of equal charges 
on both particles is shown versus the charge on each particle.  The data falls on a 
parabola centered at Q1=Q2=0. 
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Figure 8.9:  The effect of charge asymmetry on the formation energy of an ICC is shown.  
The magnitude of the energy minimum decreases more slowly if the higher charge is on 
the smaller particle.  Again, Q1 and Q2 are absolute magnitudes of charge, with Q1 
corresponding to the magnitude of charge on the small particle and Q2 to that on the 
larger particle. 
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Figure 8.10: The percentage of the normalized well depth for the Λ=3 case is given 
versus the charge asymmetry squared.  The functions fall off differently depending on 
which particle has the excess charge.  
 
 
 
 
Table 8.1:  The fit parameters for both variables, Q1Q2 and (Q1-Q2)2/(Q1Q2), for five 
tested cases.  The fit of Equation 8.12 does not change with particle size variations.  All 
systems were calculated with a solvent εr of 20 and a particle εr of 2.5281, corresponding 
to 2-propanol and polystyrene, respectively. 
a1 (µm) a2 (µm) Λ Q1Q2 Coeff c d c d
0.5 1 1 6.56E-24 -0.43 4.95 -0.45 8.07
0.5 1 2 4.05E-24 -0.27 1.47 -0.40 3.01
0.5 1 3 2.65E-24 -0.12 1.04 -0.35 1.66
0.5 1 4 1.81E-24 -0.07 0.91 -0.29 1.06
0.5 1 5 1.30E-24 -0.06 0.92 -0.28 0.63
0.25 0.5 1 1.31E-23 -0.45 4.85 -0.48 7.96
0.125 0.25 1 2.67E-23 -0.44 4.99 -0.49 8.05
Excess Q on a1 Excess Q on a2
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Figure 8.11:  The position of the energy minimum relative to the sum of the particle radii 
is shown for the five systems tested.  Note that all curves for Λ=1 fall on top of one 
another when scaled in this fashion. 
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Figure 8.12:  The system energy varies as one over the solvent dielectric constant for the 
Q1=Q2 case.  At the lower extreme, the energy begins to diverge from the ε-1 behavior.  
This is most likely due to the solvent dielectric constant approaching that of the particles 
and thereby increasing the impact of the particle core on the electrical fields.  
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Figure 8.13: The variation of the well depth with screening is calculated for the Q1=Q2 
case.  For a constant surface charge on both particles, the formation energy quickly 
approaches zero with increasing Λ.  
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Figure 8.14:  The variation of the formation energy with relative particle size, 
(a1+a2)/(1.5e-6), is shown.  The data fit very well to the function x-1. 
 
 
Page 158 of 193 
This analysis now allows the heterocoagulate energy per particle to be written in terms of 
these parameters.  This expression is given in Equation 8.9, with Q1 corresponding to the 
charge on the small particle and Q2 to the charge on the large particle. 
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The two constants c and d are given by Equations 8.10 and 8.11, respectively.  
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The full-width at half max of the charge asymmetry effect, shown in Figure 8.9, is given 
by Equation 8.12. 
cd
FWHM
2
1
−=                                              (8.12) 
Figure 8.15 shows the formation energy versus the percentage error between the fit in 
Equation 8.9 and the actual results from the calculation.  While complex, this expression 
captures the energy of a rocksalt ordered heterocoagulate over a broad range of system 
conditions.  The only constraint on these results is that one particle must be one half of 
the size of the other.  This formulation can be used to evaluate the occurrence of 
heterocoagulation in general.  Likewise, this expression can be compared to the energy 
obtained by applying the pair-wise Yukawa, Ohshima, or Wiese-Healy potentials to an 
ICC. 
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Figure 8.15:  The error between the fit given in Equation 8.12 and the solver calculation 
as a function of formation energy.  Notice the percentage error is substantially lower for 
large energies. 
 
8.5 Comparison to Available Pair-Potentials 
 Comparison to the Yukawa-type potential is straight-forward as the lowest system 
energy occurs at particle contact under this model.  However, the Ohshima and Wiese-
Healy potentials require multiple lattice spacings to be calculated as there is a minimum 
in the potential away from contact, similar to that observed earlier in this section.  These 
calculations show that all three pair-potentials underestimate the energy of the Q1=Q2 
colloidal aggregate at low ionic strengths.  Also, the minimum energy position in terms of 
charge ratio is different for all three cases. 
 Figure 8.16 shows the formation energy of an ICC rocksalt structure for the three 
potentials as a function of surface charge asymmetry.  The Wiese-Healy and Ohshima 
potentials underestimate the crystalline energy, especially at low ionic strengths.  This 
difference is more severe for the Wiese-Healy solution at a charge asymmetry equal to 
zero.  Alternatively, the Yukawa potential overestimates the energy, with the error 
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increasing rapidly with ionic strength.  Although the Ohshima potential is closer than the 
Yukawa at higher ionic strengths, the Yukawa potential becomes more accurate for low 
ionic strengths, which is the relevant regime for ICCs.  At a charge ratio equal to one, the 
exact solution is always between the Yukawa solution and the Ohshima solution.   
The position of the minimum potential in Figure 8.16 should also be considered.  
For the Yukawa-type potential, the value of the potential is always a minimum at particle 
contact.  However, for the Ohshima potential and the exact solution, the minimum of the 
potential well is away from the particle surface.  For a charge ratio equal to one, the 
Ohshima potential overestimates the ideal nearest-neighbor separation distance, 
consistently giving a larger separation distance than the exact case.  This is illustrated in 
Figures 8.17 and 8.18. 
The Ohshima potential becomes more accurate at high ionic strengths because the 
potential fields are reaching a shorter distance preventing nearby particles from 
contributing to the pair interaction energy.  However, at these high ionic strengths, the 
potential does not reach past the nearest neighbor as is desired for ICC formation.  At 
lower ionic strengths, the potential field is impacted by more than just the nearest particle 
in a given direction, causing the pair-potential to become inaccurate. 
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Figure 8.16:  The formation energy of the exact solution and the possible potential 
models for a constant charge boundary condition are shown.  For low ionic strengths, the 
Yukawa type potential is much closer to the exact solution than at higher ionic strengths.  
At high ionic strengths, the Ohshima model is more accurate. 
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Figure 8.17:  The crystalline formation energy is shown versus nearest neighbor 
separation distance for a 1 µm and 0.5 µm particle system with 1000 electron charges on 
each at Λ=1.  The Yukawa potential has a minimum at particle contact, while the exact 
solution has a minimum at approximately 110% of a1+a2.  However, the Ohshima 
solution places the particles nearly 130% of a1+a2 apart.  In this regime, the Yukawa 
potential is more accurately modeling the colloidal behavior. 
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Figure 8.18:  The crystalline formation energy for a similar system to that in Figure 8.20 
is shown for Λ=3.  Note that the Ohshima potential still significantly overestimates the 
optimal particle separation distance. This regime is a crossover between the regimes 
where the Yukawa and Ohshima potentials are most accurate.  In this regime, a higher 
order potential would be very advantageous for colloidal modeling. 
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 8.6 Implications of PBE Solver Results 
 The Poisson-Boltzmann equation solver illustrates several new and important 
concepts in colloidal science.  Due to their approximations, all currently available pair 
potentials are useful only in certain regimes for dense heterocoagulates.  This result 
points to the need for a higher order potential, such as a colloidal equivalent of an 
embedded atom potential or a force-fitted potential, can be developed for use in dense 
colloidal modeling.  The results of these calculations provide a framework in which to 
test new colloidal potentials for accuracy.  As discussed earlier, despite the shortfalls of 
the Yukawa-potential, it is frequently used to model many aspects of colloidal behavior 
even at high ionic strengths.  Due to the approximation regarding the particle dielectric 
and ionic properties, the Yukawa-type potential was expected to be more accurate at 
lower ionic strengths where this assumption is more valid.  Also, the longer reach of the 
potentials at low ionic strengths make any assumptions regarding the presence of other 
particles less valid.  The Ohshima potential, even with its large complexity does not 
capture dense colloidal behavior at low ionic strengths due to these extra interactions.  
For high ionic strengths, where additional particles do not impact the local potential 
fields, the Ohshima potential is much more accurate.  Until higher order potentials can be 
developed, the Yukawa potential should be used for low ionic strength suspension, while 
the Ohshima potential should be used at high ionic strengths.  For very high ionic 
strengths (Λ>10), the Ohshima and Wiese-Healy potentials agree and either may be used 
with little error. 
 The second important result from these calculations lies in the definition of charge 
ratio, which is shifted from that predicted by any of the pair potentials.  The relevant 
parameter is shown to be the surface charge ratio.  The new ratio is given in terms of 
more easily measured parameters by Equation 8.13. 
( )
( )1
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111
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+=
aa
aa
Qratio κψ
κψ                                                (8.13) 
This equation is the first two terms of the Taylor expansion for the charge ratio given by 
the Yukawa methodology (Equation 4.9).  This supports the conclusion that the Yukawa 
potential is accurate for low screening ratios.   
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Beyond the implications to colloidal simulation and modeling, the Poisson-
Boltzmann equation solver results also illustrate several important aspects of 
heterocoagulate behavior.  Two constant charge distribution surfaces will be separated in 
equilibrium as predicted by the Ohshima and Wiese-Healy potentials.  However, for a 
dense system at low ionic strengths, these models overestimate the repulsion, thereby 
underestimating the interaction energy.  Interestingly, as shown in Figure 8.14, a highly 
charge asymmetric system is at equilibrium at large separations up to 300% of the sum of 
the radii.  Such a system could be used to make binary ordered colloidal crystalline 
arrays.  Presently such colloidal crystalline arrays (CCA) are only made with repulsive 
interactions by gradually increasing the extent of the iteractions by removing salt ions 
through ion exchange or dialysis.  The AB attraction would provide a means to obtain 
both AxB1-x alloys and AxBy ordered superlattices that would not be obtainable through 
normal CCA methods.   
Finally, the energetics of ICC structures are now more accurately calculated 
allowing a better estimation of the melting point of such systems.  Further applications of 
the Poisson-Boltzmann equation solver developed here include the study of other ionic 
structures, as well as the energetics in purely repulsive systems.  As the model has been 
shown to accurately predict the energy for close particle approaches, the solver can be 
easily adapted to test pair potentials in a purely repulsive system.  
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Chapter 9:  Experimental 
Verification of Calculations 
 
 
 
In Chapter 8, the lowest energy state for a dense heterocoagulate was shown to 
occur when the magnitudes of the surface charge on both particles are equal.  This result 
is verified through further experiments presented in this chapter.  Additionally, the 
analysis presented in Chapter 8 can be used to verify otherwise unexplained 
heterocoagulation behavior in the literature.  From these results, heterocoagulation 
behavior is not dominated by the apparent point charge, but instead by the total surface 
charge present in the system.  No pair potential currently in the literature describes this 
behavior.  Also, charge ratio is shown to be an important parameter in determining the 
stability of a heterocoagulate, with several cases showing no heterocoagulation due to 
charge ratio effects.  The effect of charge ratio on heterocoagulation behavior has not, to 
our knowledge, been previously explored.  This result becomes especially significant for 
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systems with low screening ratios, such as low ionic strength systems or increasingly 
important small particle systems. 
 
9.1 System Selection and Preparation 
To test the heterocoagulation behavior described above, a variety of particles were 
selected for possible ICC systems.  The particles were all made of functionalized 
polystyrene to ensure constant charge boundary conditions.  As the particle sizes included 
many particles less than 500 nm, it was necessary to find a new method to resuspend the 
particles in 2-propanol.  Dialysis was explored as a technique to remove impurities from 
the starting particles.  The particles were dialyzed against deionized water in Float-a-
lyzer dialysis bags from Spectrum Labs.  As the colloidal particles are greater than 100 
nm in size, any pore size smaller than 1,000,000 Daltons was useful for these purposes.   
Due to limited supply of 300,000 Dalton bags, occasionally 100,000 Dalton bags were 
used.  Dialysis was continued until no change in the conductivity of the reference solvent 
was observed during the dialysis time.  This often required 4 to 5 iterations for 5 mL of 
particles against one liter of deionized water.  The final conducitivty of the water was 1 
MΩ-cm.  After removing the majority of impurities from the water, the particle solutions 
were diluted with 2-propanol at least five times.  Before use, the particles were again 
diluted around 10 times.  The final amount of water is then estimated to be less than 2%.  
Also, the ions producing the conductivity in the water would be diluted (8×10-8 mol/L) to 
below the native level of ions present in the 2-propanol.  Thus, the remnant ions caused 
little impact on the screening ratio.  The conductivity after mixing is estimated to be 100 
MΩ-cm, giving an ionic strength of approximately 3.3×106 mol/L and a value of κ of 
3.75×106 m-1. 
Due to the nature of dialysis, only a minority component can be exchanged.  For 
example, dialysis done on water against 2-propanol would be unsuccessful.  In this case a 
large osmotic pressure would develop and the water would move into the 2-propanol 
much faster than the flux in the other direction.  Thus, the bag containing the water would 
rapidly shrink during this process.  It is possible to first dilute the particles with 2-
propanol and then dialyze the solution against pure 2-propanol.  In this case the water 
could be removed with a maximum 20% change in volume of the dialysis bag.  This 
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procedure would require many dialysis steps against pure 2-propanol.  For these 
purposes, Float-a-lyzer dialysis bags are unacceptable as the sealant dissolves in 2-
propanol.  Instead PVDF dialysis bags can be obtained from Spectrum Labs for this 
purpose.  One end of the bag is heat sealed and the other is clamped.  As a dialysis bag is 
destroyed if allowed to dry, once a dialysis bag is wetted with 2-propanol, it is necessary 
to immediately switch the bag from one solvent to another due to the high evaporation 
rate of 2-propanol.  The particles used here are all purified using the first method 
discussed above in Float-a-lyzer dialysis bags. 
Once resuspended in 2-propanol, zeta potential and concentration measurements 
were made as outlined in Chapter 5.  The compiled results for the systems used in later 
experiments are included in Table 9.1. 
 
 
Table 9.1:  The eight particle systems considered in this work are shown.  The particle 
systems are all very monodisperse with CV’s of less than 4%.  Most functionalization 
groups exhibited very similar zeta potentials except for the 415 nm sulfate group.  
Negatively Charged Particles
Size Surface CV Batch Mobility St. Dev. St. Err. Zeta Pot.
(nm) Group (%) (mV)
113 Sulfate 3.7 940 -0.529 0.091 0.023 -85.7
143 Sulfate 2.3 10-307-57 -0.538 0.051 0.023 -87.0
209 Sulfate 3.1 1312 -0.532 0.067 0.015 -85.9
415 Sulfate 3.6 1951 -0.306 0.142 0.021 -49.7
1310 Sulfate 2.7 1279 -0.507 0.115 0.036 -81.8
Positively Charged Particles
Size Surface CV Batch Mobility St. Dev. St. Err. Zeta Pot.
(nm) Group (%) (mV)
215 Q. Amine 2.2 791 0.549 0.102 0.011 88.6
622 Amidine 3.1 1500 0.512 0.101 0.032 82.7
749 Amidine 3.2 1559.0 0.590 0.054 0.010 95.4  
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9.2 Preliminary Mixing Experiments 
Particle combinations were mixed in 1:1 and 2:1 ratios.  These combinations were 
dried as well as left to settle in centrifuge tubes.  A variety of behaviors were observed in 
both the dried and settled states.  Figure 9.2 exhibits the 1:1 mixed samples and Figure 
9.3 exhibits the 2:1 mixtures.  These figures illustrate the varied behaviors of these 
experimental systems, including dense heterocoagulates, loose heterocoagualtes, and 
stable suspensions.  These results suggest a method for determining charge ratio in 
heterocoagulating systems, which is described in the following section. 
 
9.3 Further Mixing Experiments 
From these results, it is clear that number ratio of particles can have a large 
impact on heterocoagulation behavior.  If charge ratio is a critical parameter in 
heterocoagulation, heterocoagulation should be fastest when the charge ratio and number 
ratio are matched, corresponding to net zero charge coagulates.  For example, a system 
with a charge ratio of 3:1 may not form rapid heterocoagulates at a 1:1 number ratio, but 
may heterocoagulate rapidly in a 1:3 mixture.  Four different systems were used to test 
and confirm this hypothesis.  Figures 9.3 through 9.6 show the results of these tests for 
the four systems.  Note that the number ratio corresponding to the fastest settling rate 
varies from sample to sample.  As these systems all target an approximate 1:2 size ratio, 
this parameter was not a factor in the changing heterocoagulation behavior observed in 
these experiments.  Note that in one system, no heterocoagualtion is visible in the vials at 
any of the tested number ratios.  The number ratios reported here are given in terms of 
large:small and the ionic strength of the 2-propanol was assumed to be equal to that 
calculated in Chapter 5. 
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Figure 9.1  A variety of 1:1 mixed samples are shown in both a dried and wet state.  
Samples 1-6 and 1-11 are repulsive control samples.  The heterocoagulated samples show 
a variety of behavior, including a stable solution (1-14), a frosted appearance (1-12), 
complete heterocoagultion (1-21) and a low density aggregate (1-16).   The variety of 
behavior indicates vast differences in the interaction forces in these samples.   
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 Figure 9.2:  The 2:1 mixtures matching those in Figure 9.1 are shown.  There are some 
marked changes in behavior from the 1:1 mixtures: 2-10 is frosted, while 1-10 is not; 2-
13 is more widely spread out; 2-21 is lower in density.  These changes in behavior are 
believed to indicate a method to determine charge ratios in the systems. 
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Figure 9.3:  After 1200 minutes, the 113 nm PS-S and 215 nm PS-QA system shows no 
signs of settling.  Two possible explanations are that the small Λ of this system (due to 
the small particle size) limits the heterocoagulation range to a value in between two of the 
tested values, or the small particle size results in a heterocoagulation energy below the 
effective boiling point of the heterocoagulate.  
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Figure 9.4:  Settling experiments results are shown for the 415 nm PS-S and 215 nm PS-
QA system.  Images are taken at 60, 90, 250, and 1200 minutes (A-D, respectively).  
Note that the 1:1 number ratio settles much more rapidly than other number ratios.  From 
these results, the charge ratio in this system is estimated to be 1:1.  This is consistent with 
the charge ratio calculated using the information in Table 9.1 for this system. 
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Figure 9.5:  The mixing experiment results for the 415 nm PS-S and 749 nm PS-A system 
are shown.  The fastest settling number ratio is at 1:5 (large:small).  This indicates that 
the charge ratio for this system is substantially higher than that in Figure 9.4.  Note that 
this larger particle size system shows heterocoagulation over more samples.  The settling 
times are 90, 120, 200, 350, and 1200 minutes (A-E, respectively).  Again, these results 
are consistent with the calculated charge ratio using Table 9.1. 
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 Figure 9.6:  The results of mixing experiments for the 749 nm PS-A and 1310 nm PS-S 
system are shown.  The settling times are 120, 200, 350, and 1200 minutes (A-D, 
respectively).  Settling occurs rapidly in all three 2:1, 3:1, and 3.5:1 (large:small) number 
ratio samples, but may be slightly faster in the 3:1 sample as some heterocoagulation is 
evident after only 120 minutes.  At long times, all samples begin to show signs of settling 
due to the settling of the large 1310 nm particles.  Again, these results are consistent with 
the calculated charge ratio using Table 9.1. 
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9.4 Discussion of Mixing Experiments 
umber ratio 
heteroc here that the 
In Chapter 8, it was shown that the lowest energy 1:1 n
oagulates form when the surface charges ratio is 1:1.  It is proposed 
lowest energy heterocoagulate for a surface charge ratio other than 1:1 would form when 
the number ratio would result in a zero net charge. 
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 All possible charge ratios are shown in Figure 9.7.  Comparing all three cases that 
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×106 m-1 
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tant 
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ld 
ese 
trength and charge ratio 
s 
h oagulated, a narrow window of Debye parameters can satisfy all three 
experimental observations.  The Debye parameter must be bounded between 2
and 6×106 m-1, which corresponds to salt concentrations between 9.5×10-8 and 8.6×10-7 
mol/L.  Recalling from Chapter 5, the lowest possible ionic strength for the 2-propanol 
was estimated to be 6.7×10-8 mol/L.  This corresponds to an increase in salt concentratio
and therefore conductivity of 13 times at most.  Using the conductivity of 1% deionized 
water in 2-propanol, the Debye parameter of the experimental system is found to be 
approximately 3.75×106 m-1.  This is in excellent agreement with the calculation.   
From these results, the conclusion is drawn that the surfaces behave as cons
distribution boundary conditions, as the models explaining their behavior are 
developed in that context.  A system with constant potential boundary conditions wou
heterocoagulate at all charge ratios due to the infinite potential well in that model.  
Secondly, it is shown that the colloidal mobility can be significantly relative to the 
heterocoagulate energy.  This mobility is necessary for the formation of ICCs and th
results demonstrate the first (to our knowledge) intentional tailoring of electrostatic 
interactions to bring about varying heterocoagulate behavior.   
 This experimental setup allows the estimation of ionic s
for a potential ionic colloidal crystal system.  Clearly a charge ratio much above three 
would be undesirable for crystal formation as no potential structures are obvious.  The 
ideal system for further ICC experimentation is the 215/415 system as the charge ratio i
very close to 1:1.   
Page 177 of 193 
 As was shown in Chapter 6, the melting and boiling points for a given system can 
be estimated from the crystal energy.  Utilizing the energetics calculation from Chapter 7, 
the melting points of these potential ICC systems are evaluated.   The relation between 
the crystal energy and the melting point is known for two values of Λ.  For Λ=0, the 
known values of the atomic crystal energy and their melting points give a correlation 
constant of 0.87 KJ/molּK.  For Λ=3, the results from chapter 7 give a constant of 0.418 
KJ/molּK.  Table 9.2 shows the melting points that would result from both known 
correlation constants for several systems.  This allows the actual melting point for each 
system to be estimated based on the real value of Λ for that system.  From the range of 
melting points shown, two systems have a melting point well below room temperature for 
a 1:1 mixture.  In the case of 415/769 system, this result is due to the high charge 
asymmetry.  However, in the case of the 113/215 system, the result is a combination of 
the increased importance of charge ratio at low values of Λ, which makes the relatively 
small charge asymmetry very costly, and the small particle sizes.  The other two systems 
show a melting point that is well above room temperature.  The best candidate system 
appears to be the 215/415 system, however this sytem is still likely to be heavily 
quenched due to the estimated melting point of between 600 and 1000 K.  Ideally, a 
better charge asymmetry, reduced Λ, and reduced melting point would be required to 
reduce the melting point further.  
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 Figure 9.7:  Shown are the possible surface charge ratios calculated using the properties 
from Table 9.1 and Equation 9.1.  The constant surface charge ratio bars indicate the 
combinations that are closest to the inverse of the fastest settling number ratios.  No box 
is drawn for the 113/215 system as no settling was observed despite number ratios in this 
range being tested.  Only the small range between 2×106 m-1 and 6×106 m-1 could meet 
all of the constraints.  The estimated κ value of 3.75×106 m-1 falls directly in the middle 
of this range. 
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 Table 9.2:  The formation energy and estimated critical temperatures are shown for all 
tested systems forming in an ICC rocksalt structure.  Two estimates are taken, the first 
from atomic systems for low ionic strengths and the second from the Monte Carlo 
simulations.  These results show that two systems are not expected to form large 
heterocoagulates when mixed in a 1:1 ratio due to a low estimate melting point.  These 
results are confirmed in the experiments in this section.  The 215/415 system has a charge 
asymmetry closest to zero and also has a melting point close to room temperature, 
making it an ideal candidate for further ICC experimentation.  
Formation Λ=0 Estimate Λ=3 Estimate
Energy Melting Melting
System κ (1/m) Λ Qasym (kJ/mol) Point (K) Point (K)
113/215 2.0E+06 0.33 -0.78 45 51 110
6.0E+06 0.98 -0.91 59 68 146
215/415 2.0E+06 0.63 -0.23 458 525 1131
6.0E+06 1.89 -0.39 524 601 1293
415/769 2.0E+06 1.16 -1.59 -13 -15 -31
6.0E+06 3.49 -1.79 7 8 17
769/1310 2.0E+06 2.06 -0.70 1748 2005 4316
6.0E+06 6.18 -0.85 2589 2969 6393
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Chapter 10: Conclusions and 
Future Work 
 
 
 
Ionic colloidal crystals have been explored through the employment of 
thermodynamic models, Brownian dynamics and Monte Carlo simulations, a Poisson-
Boltzmann equation solver, and experimental tests.  Through this study, a much more 
complete picture of ICC formation and heterocoagulation in general has been formed.  
The problem of ICC formation is effectively reduced to one of engineering appropriate 
particles to meet the many crystallization constraints on such a system.   
A thermodynamic framework is presented that assesses the regions of ICC 
stability.  This framework is developed based on the Yukawa (or LSA) potential.  While 
this is only exact for ion penetrable spheres, this approximate form is later shown to be 
the most accurate pair potential for a constant charge boundary condition at low ionic 
strengths.  As was detailed in Chapter 4, low ionic strengths are essential for ICC 
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formation.  Therefore, the Yukawa potential is currently the best available pair potential 
to model ICC formation.  The Madelung sum framework facilitates the examination of 
the effect of ionic strength on next-nearest neighbor interactions, showing that a Λ of 
approximately three or below is necessary for electrostatic interactions to significantly 
impact long range order.  Also, this model enables the study of the effects of dispersity on 
ICC formation, finding that systems with low CVs are necessary to stabilize ICCs.  
Finally, the model makes it clear that heterocoagulates may be unstable in systems with 
highly asymmetric charge ratios at low screening ratios.  While later development 
changed the definition of the charge ratio, the implication that heterocoagulation may not 
occur due to charge asymmetry has not, to our knowledge, been previously proposed.  
This result caused the focus of the initial experiments to shift toward selecting particle 
properties to give a charge ratio around one, with a low CV and low Λ.   
The implications of the range of the potential to colloidal ordering has also not 
been widely explored.  For example, Milam et al [103] study DNA-assisted assembly 
which allows a widely tunable short-range interaction.  This interaction only shows either 
liquid or glassy behavior.  These results are explained in this work by the necessity of 
long range repulsive interactions in creating the mobility necessary for colloidal 
rearrangement into a crystalline state.  Likewise, a system dominated by van der Waals or 
attractive electrostatic interactions will have no mobility if long range electrostatic 
repulsion is not present and tuned to allow rearrangement.  These results apply to any 
system where significant rearrangement of colloidal particles is desired.  
Preliminary experiments were based on the thermodynamic results discussed 
above.  These experiments showed only small ordered regions.  While attempts to 
increase their size failed, these regions had not been previously observed in 
heterocoagulating systems.  These observations were not believed to be simply the result 
of random settling as dipole pairs should form immediately in solution resulting in 
diffusion limited cluster aggregation.  Later results show these systems to be deeply 
undercooled, so rearrangement likely occurred during the settling of the dipole pairs but 
not after the suspension had densified.  Thus, these experiments indicated that more study 
of the thermodynamics and kinetics was needed to understand the observations.   
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Brownian dynamics and Monte Carlo simulations were both used to model ICC 
melting behavior in an effort to understand what parameters must be changed to allow 
particle rearrangement.  While the Brownian dynamics (BD) results gave an 
unexpectedly close match to atomic behavior, more accurate Monte Carlo (MC) methods 
showed the expected increase in melting temperature with ionic strength.  These results 
indicate that, despite its widespread use in modeling colloidal behavior, the temperature 
in BD simulations of dense systems must be rescaled to accurately reflect the true 
modeled temperature .  The MC results can be applied to obtain this rescaling parameter 
and a more exact prediction of melting behavior can be achieved due to far fewer 
approximations in that method.  The melting point of the early experimental system was 
determined to be almost 8000 K when rescaled with the Monte Carlo results.  Thus, this 
system was substantially undercooled at room temperature, making ICC formation 
unlikely due to kinetics.  The MC results also revealed a glass transition point at ~87% of 
the melting point.  These result can be used to tailor future experimental systems to 
assure that crystallites are stable and that enough mobility is present to allow 
crystallization.   
A Poisson-Botlzmann equation solver was implemented in order to more 
accurately calculate ICC formation energies.  This allows experimental systems to be 
better tailored to meet the narrow crystallization window.  The method is shown to be 
robust and accurate through calculations of test systems with known analytical formation 
energies.  The formation energy of ICCs is calculated and found to be higher than that 
predicted by the LSA, but lower than that predicted by the Ohshima potential (Yukawa 
overestimated and Ohshima underestimated the magnitude of the formation energy), 
especially at low ionic strengths.  For high ionic strengths, where most interactions are 
only nearest-neighbor in nature, the Ohshima potential result more accurately describes 
the system energy.  However, it is important to note that the Yukawa potential more 
accurately matched the calculated potential at low ionic strengths, where ICC formation 
is expected to result due to the higher mobility.  The calculated result shows that a new 
potential, perhaps a higher order non-pair-wise potential, would be beneficial for 
modeling of all dense colloidal systems for intermediate Λ regimes.  Furthermore, these 
results provide a framework in which to test new potentials for dense colloidal systems. 
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For any systems with constant charge boundary conditions, this work gives 
insight into the choice of appropriate pair potentials in describing colloidal behavior.  
Again, this work illustrates the importance of modeling any dense colloidal systems or 
systems with attractive electrostatic interactions with constant charge distribution 
boundary conditions.  The choice of the Yukawa potential for modeling low screening 
ratio systems (small particle size or low ionic strength), is a result that can be applied 
generally to the modeling of most electrostatic interactions.  However, at higher 
screening ratios (>~5), the Ohshima potential should be used with enough terms to reach 
convergence.  However, when the screening ratio is greater than 10, the much simpler 
Wiese-Healy potential accurately models colloidal interactions.  Again, the most 
interesting regimes for self-organization are low ionic strengths as systems will have the 
largest mobility.  
The Poisson-Boltzmann equation solver results also indicate that, for a 1:1 
number ratio system, it is necessary to match the surface charges, not the representative 
point charges, to obtain the most stable system energy.  In higher number ratio systems, 
the product of the number ratio and surface charge ratio should be one, giving an equal 
amount of positive and negative charges in the system.  While this results is not explained 
by any current colloidal pair potentials, it can be understood by considering a dipole pair 
in a dense heterocoagulate.  If there is an equality of surface charge, the dipole pair is 
charge neutral.  Therefore, adjacent dipole will therefore not repel one another due to net 
charges, resulting in a more stable system.   
The results from the Poisson-Boltzmann solver were experimentally verified by 
observing the heterocoagulation behavior of several systems with varying charge ratios.  
Additionally, the results of the Poisson-Boltzmann solver were used to explain why no 
heterocoagulation was observed in experimental systems that would generally be 
expected to heterocoagulate based on current heterocoagulation literature.  Charge 
asymmetry becomes increasingly important for low screening ratios.  Therefore, as many 
particulate systems are being used in smaller and smaller sizes, classical 
heterocoagulation models will no longer be adequate to model these systems.  These 
experimental results also demonstrate that the attraction in an electrostatic system can be 
lower than thermal energy, resulting in a stable suspension despite attractive electrostatic 
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forces.  The ability to tailor mobility in colloidal systems is necessary to obtain 
crystallization.   
 This work has shown the importance of identifying and controlling the ionic 
strength, surface charges, particle sizes, particle dispersities, and the total system energy.  
The parameters under which ICCs should be stable are very restrictive, making them 
difficult to obtain.  Full realization of the ICC concept will require tailoring of particle 
systems to obtain low screening ratios, charge ratios near one, melting points near room 
temperature, and low coefficients of variation.  As very small sizes generally have higher 
CVs, obtaining all three constraints requires further refinement of the emulsion 
polymerization technique.  
Of the systems tested, most exhibited a surface potential of magnitude 80 mV in 
2-propanol.  As a charge ratio near one is necessary, if the particle system has a size ratio 
away from one, one particle must have a lower surface potential than the other to obtain a 
charge ratio near one.  This can be achieved by reducing the initiator concentration and 
thereby reducing the available charging groups.  However, this change must not come 
about with an increased CV.   
It is also difficult to maintain low CVs while still achieving both a charge ratio of 
one and a near-room-temperature melting point.  For example, the 215 nm quaternary 
amine particles were unable to be reproduced by the manufacturer upon repeated efforts.  
Low CVs in similar systems could only be obtained for sizes around 500 nm.  Clearly 
these particles are possible to produce, however unknown conditions prevent them from 
being made again easily.  A better understanding of these conditions would allow many 
batches with these properties to be produced.  
One remaining question regarding particle fabrication is the impact of any 
variations in charge distributions across the surface and between particles.  Currently no 
means of measuring the distribution of zeta potentials in a colloidal system is feasible, 
making an assessment of experimental systems in this regard currently impossible.  
Similar to the CV, a variation of less than 3% should be targeted. 
 Future systems could incorporate ultrapure water as the κ value is very similar to 
that of the 2-propanol used.  This would greatly simplify processing, as dialysis could be 
done simply against the ultrapure water.  However, it is necessary to assure that the 
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conductivity of the final solution remains very close to 18.2 MΩ-cm.  Also, the increased 
bond strength due to an increased dielectric constant must be compensated by reducing 
the particle size.  Finally, a freeze drying approach could be used to combat the strong 
forces present in the drying front of water, allowing examination of the state in which the 
particles settled while in solution.  This approach was not used with the 2-propanol 
because freeze drying of 2-propanol is extremely difficult due to its very low freezing 
point and the resulting low sublimation rate. 
 Summarizing the constraints that have been developed throughout this work, an 
ideal system would have a value of Λ below approximately three.  The charge ratio (as 
defined by Equation 8.16) should be very close to the ideal ratio for the structure targeted 
(i.e. 1:1 for rocksalt).  Kinetically, it is important to target a system where room 
temperature is between the glass transition temperature and the melting point.  At Λ=3, 
this corresponds to a system that has a bond strength between approximately 90 and 120 
kJ/mol.  For Λ=0, this corresponds to a bond strength between approximately 180 and 
240 kJ/mol.  Additionally, flow fields or centrifugation forces can be used to aid 
nucleation if necessary.   
Furthermore, the effect of monodispersity can be analysed under the model 
developed in Chapter 8.  A coefficient of variation of 3% on both particles will vary a 
starting charge ratio of 1 from 0.94 to 1.06 at Λ<<1, and from 0.89 to 1.11 for large Λ.  
However, the impact on the crystal energy is very different, where at low Λ some charge 
ratio combinations may be unstable, while large screening ratio systems will have a much 
wider stability field with respect to charge asymmetry. 
 Despite the proven difficulty in fabricating ICCs, the potential technological 
advancements they offer make their continued study worthwhile.  Combinatorial mixing 
experiments, such as those posed in Chapter 9, should be used to identify systems with 
useful charge ratios.  Ideally, particle systems will be produced cheaply in large 
quantities so that sufficient material remains after mixing experiments to allow many 
variations of experimental conditions.  Further calculations should be done to evaluate a 
potential that can represent dense colloidal suspensions.  This will allow the prediction of 
nucleation barriers, aiding the further tailoring of ICC fabrication. 
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