Different cortical areas are linked reciprocally via forward and feedback connections. Forward connections are involved in the representation of retinal images, whereas feedback pathways may play a role in the selection and interpretation of visual information. To examine the synaptic mechanisms of forward and feedback connections between primary and secondary visual cortical areas directly, we have performed intracellular recordings in slices of rat visual cortex. Irrespective of stimulus intensity and membrane potential, 78% (45/58) of the cells in striate cortex activated by feedback input showed monosynaptic responses that were depolarizing only, and inhibitory inputs were evident merely as a slight acceleration in the decay of EPSPs. In contrast, in 89% (17/19) of the cells, stimulation of forward input evoked monosynaptic excitatory postsynaptic potentials (EPSPs), followed by disynaptic, hyperpolarizing inhibitory postsynaptic potentials (IPSPs). EPSPs followed by IPSPs also were recorded after stimulation of local connections within primary visual cortex (92%, 12/13) and after activation of thalamocortical input (91%, 10/11). These results suggest that the synaptic organization of feedback connections are distinct from forward, local, and thalamocortical circuits. The findings further indicate that intracortical back projections exert modulatory influences via synaptic mechanisms in which weak inhibitory input is strongly dominated by excitation.
Vision is an active process in which the cortical representation of the visual scene is modulated by top-down signals to assess the relevance of incoming information for ongoing behavior (Desimone and Duncan, 1995; Maunsell, 1995) . In addition, the cortical representation of the retinal image is dynamic and depends on the context in which a stimulus appears (Gilbert, 1992) . Important anatomical substrates underlying these processes reside in the visual cortex, specifically horizontal intra-areal and feedback connections that link higher with lower visual areas. These pathways have a widespread but specific connectivity that integrates information from dispersed parts of the visual field (Gilbert and Wiesel, 1983; Rockland and Virga, 1989; Shipp and Zeki, 1989a,b; Salin et al., 1993) . Experiments in cats and primates have shown that activation of these widely distributed systems suppresses responses in the classical receptive field (Allman et al., 1985; Nelson and Frost, 1985; Orban et al., 1987; Gilbert and Wiesel, 1989, 1990 ). Other observations, however, indicate that excitatory responses can be obtained by activation of horizontal and feedback systems (Sandell and Schiller, 1982; Mignard and Malpeli, 1991; Knierim and Van Essen, 1992; Grinvald et al., 1994) .
To understand the synaptic mechanisms that underlie interactions within horizontal networks, Hirsch and Gilbert (1991) recorded in slices of cat visual cortex. They found that horizontal connections evoked EPSPs, followed by IPSPs, in 59% of striate cortical neurons. The remaining 41% was dominated by EPSPs, and IPSPs were too weak to produce hyperpolarization. This suggests that the effects of horizontal inputs on striate cortical receptive fields are determined by the balance of excitation and inhibition. By stimulating remote inputs more strongly, a greater number of inhibitory neurons are recruited, thereby tipping the balance toward suppression of responses and greater stimulus selectivity (Hirsch and Gilbert, 1991; Sommers et al., 1995; Stemmler et al., 1995) .
We have investigated the organization of intracortical forward and feedback connections in rat visual cortex (Coogan and Burkhalter, 1993) . Ultrastructural analyses have revealed that both of these pathways provide input to pyramidal cells and GABAergic neurons (Johnson and Burkhalter, 1996) . Most importantly, the results show that feedback inputs to GABAergic neurons are five times less numerous than forward inputs, and the majority of feedback inputs terminate on dendritic spines of pyramidal neurons. This organization differs from that of horizontal connections within monkey striate cortex (McGuire et al., 1991) and suggests that synaptic mechanisms in feedback circuits are distinct. In feedback circuits, the balance between excitation and inhibition may not be dependent simply on the level of activation (Hirsch and Gilbert, 1991) , but it is conceivable that anatomical constraints favor excitation. To test this hypothesis, we recorded in slices of rat visual cortex and compared postsynaptic responses evoked by forward and feedback connections that link area 17 with the secondary visual area, LM (Coogan and Burkhalter, 1993) . In addition, we compared forward and feedback circuits with horizontal connections within area 17 and the thalamocortical pathway, which both show structural similarities to forward connections (Peters and Feldman, 1976; McGuire et al., 1991) .
MATERIALS AND METHODS
Preparation and maintenance of slices. Young adult Long Evans rats aged 4 -6 weeks were anesthetized by inhalation of halothane and decapitated. The brain was removed and placed in ice-cold oxygenated sucrose artificial CSF (sucrose ACSF) containing (in mM): 252 sucrose, 3.3 KCl, 2.5 CaCl 2 , 1.2 MgSO 4 , 25.5 NaHCO 3 , 1.2 KH 2 PO 4 , and 15 D-glucose, pH 7.4 (Aghajanian and Rasmussen, 1989) . The occipital pole was dissected and cut in the coronal plane at 400 m with a vibratome. The fourth and the fifth slices counted from the posterior pole were selected for recording. Both of these slices contain areas 17 and LM and include the connections that reciprocally link both areas (Domenici et al., 1995) . Slices were viewed on a black background under a dissecting microscope. Under these conditions, the lateral border of area 17 appeared as a sharp transition in coloration between the heavily myelinated striate cortex and the more weakly myelinated extrastriate cortex adjoining laterally. This border was marked by cutting a notch in the subiculum below the visual cortex (Domenici et al., 1995) . Then the slices were transferred with a fine paint brush to an interface-type chamber (Fine Science Tools). The tissue was maintained at 33ЊC in a humidified atmosphere of 95% O 2 /5% CO 2 and superfused with a 1:1 mixture of sucrose ACSF and normal ACSF containing (in mM): 124 NaCl, 3.3 KCl, 2.5 CaCl 2 , 1.2 MgSO 4 , 25.5 NaHCO 3 , 1.2 KH 2 PO 4 , and 15 D-glucose, pH 7.4. After 30 min this mixture was replaced by normal ACSF. The slices were allowed to recover for an additional 90 min before recording commenced.
Recording and stimulation. Intracellular recordings were obtained from randomly selected cells in layer 2/3. Recording electrodes were pulled from thin-walled borosilicate ⍀-dot tubing [outer diameter (o.d.) , 1 mm; inner diameter (i.d.), 0.75 mm; WPI, Sarasota, FL). Electrode resistances ranged from 60 to 120 M⍀ when filled with 4 M K-acetate, pH 7.4. For intracellular injections of 4,4Ј-dinitro-stilbene-2,2Ј-disulfonic acid (DNDS; Pfaltz and Bauer, Waterbury, CT), the free acid was dissolved in 2 M K-acetate immediately before use to a final concentration of 0.2-0.5 mM. All manipulations involving DNDS were performed with the room lights dimmed to protect from direct exposure to light.
Bipolar stimulating electrodes were made of pairs of insulated platinum/iridium (Pt/Ir) wires with exposed tips spaced 200 m apart (F. Haer, Brunswick, ME). For stimulation, electric pulses (0.5-2 mA, 100 sec, 0.1-10 Hz) were delivered by a stimulator. Stimulus strength was scaled to the minimal strength (threshold, 1T) necessary to elicit postsynaptic potentials (PSPs) at the resting membrane potential. Stimulus intensities of 1T-1.33T were considered weak. Medium-strength stimuli ranged from 1.34T to 1.66T. The highest stimulus intensities used for synaptic activation were 1.67T-2T.
To place stimulating and recording electrodes into identified cortical areas, we viewed the cut marking the lateral border of area 17 under a dissecting microscope. The 17/LM border was defined as the line originating at the notch and intersecting the pial surface perpendicularly. For activating forward connections, the stimulating electrode was placed medial to the 17/LM border and was centered in layer 2/3 of area 17. Intracellular recordings were performed in cortex lateral to the 17/LM border and were restricted to superficial layers of area LM (see Fig. 1 A) . To stimulate feedback connections, we reversed the positions of stimulating and recording electrodes (see Fig. 1 B) . The distance between stimulating and recording electrodes was 0.9 -1.5 mm, and the distance from the 17/LM border was always Ͼ0.3 mm. Within these boundaries, the optimal relative position of stimulating and recording electrodes, defined by the topography of interareal connections (Thomas and Espinoza, 1987; Montero, 1993) , was found by recording evoked field potentials with low resistance glass pipettes (2-5 M⍀, 3 M NaCl). For this purpose, the cortex was stimulated and the relative position of the two electrodes was adjusted until the response was maximal at minimal stimulus strength (Domenici et al., 1995) .
To study synaptic potentials evoked by local horizontal connections within area 17, we placed stimulating electrodes in layer 2/3 near the medial border of area 17. Recordings were made in the same layer Ͼ0.9 mm lateral to the stimulation site (see Fig. 1C ). Putative thalamocortical input was activated by stimulating white matter from the gray/white matter border directly below the recording electrode in area 17 (see Fig. 1 D; Miller et al., 1993) .
The effects of GABA on the membrane potential in the presence of intracellular DNDS was tested by puffer application (Picospritzer, General Valve, Fairfield, NJ) of a microdrop (5-10 nl) of GABA (1 mM in ACSF) from a glass pipette (tip diameter 2-5 m) in the vicinity of the cell body of the recorded neuron.
Transmembrane voltage signals were amplified (Axoprobe-1, Axon Instruments, Foster City, CA) and displayed on an oscilloscope. Steadystate input resistance (R m ) was determined from the amplitude of 5-10 mV hyperpolarizing responses evoked by 500 msec negative current pulses. The membrane potential was monitored continuously on a separate display. The true membrane potential (V m ) was determined on withdrawal of the electrode by subtracting the extracellular from the intracellular potential. To study the voltage dependence of evoked PSPs, we obtained recordings in active bridge mode, and the membrane potential was manipulated by injecting steady (i.e., DC) depolarizing or hyperpolarizing currents. Data were digitized at 25 kHz. Potentials were displayed on-line and stored on optical disk for future analysis.
Cells were selected for recordings that displayed resting membrane potentials Յ68 mV and overshooting action potentials in response to brief depolarizing current injections. Data analyses were confined to those cells with stable resting potentials (i.e., maintained without applied current injections) throughout the course of the experiment (n ϭ 126). Peak amplitudes of EPSPs and IPSPs (average of 3-6 individual sweeps) were measured as the maximal positive or negative deflection from the baseline. Peak latencies of EPSPs were measured as the time from the stimulus to the peak. Onset latencies were determined from the time of stimulus to the time the EPSP began to deviate consistently from the average baseline value. The widths of EPSPs were measured at halfmaximal amplitude. All values are given as mean Ϯ SD. Student's t test was used to compare data obtained in different experiments, and significance was set at p Յ 0.05.
RESULTS

Postsynaptic targets of forward and feedback input
When stimulating and recording electrodes were aligned topographically ( Fig. 1 A,B) , the majority of randomly selected cells recorded in layer 2/3 of areas 17 and LM showed synaptic responses to either feedback (95%, 58/61) or forward (86%, 19/22) inputs, respectively. In most of these cells in which PSPs were recorded (93%, 77/83), a 200 -500 msec pulse of positive current elicited repetitive firing, the frequency of which (ϳ50 Hz) gradu- ally decreased as a function of time (Fig. 2 A) . It was shown previously that this regular-spiking (RS) behavior is encountered in all pyramidal neurons (McCormick et al., 1985) . Although similar responses also may be present in some nonpyramidal cells (Kawaguchi, 1995) , we estimate on the basis of the incidence (Peters and Kara, 1985) and probability of recordings from nonpyramidal cells (Hestrin, 1993) that Ͼ95% in our population of RS cells are pyramidal neurons. The remaining 7% (6/83) of synaptically driven neurons showed a different behavior that resembled that of fast-spiking (FS) cells, the discharge rates of which, up to ϳ150 Hz, remained constant over the duration of the current pulse (Fig. 2 B) . All of these cells were considered nonpyramidal cells (McCormick et al., 1985; Kawaguchi, 1995) .
All RS cells (77/77) recorded in areas 17 and LM received monosynaptic input from either forward or feedback connections. Figure 2 A shows an example of a monosynaptic EPSP in area 17 evoked by feedback input. The average EPSP amplitude in the feedback circuit was 7.5 Ϯ 3.4 mV (n ϭ 58), measured in neurons with a mean resting potential (V m Ϯ SD) of Ϫ77 Ϯ 6 mV and a mean input resistance (R m Ϯ SD) of 37 Ϯ 9 M⍀. The persistence of fixed latency EPSPs during stimulation at frequencies Ն10 Hz is characteristic for monosynaptic inputs (Sutor and Hablitz, 1989) . Stimulation of forward connections to RS cells in area LM (V m ϭ Ϫ77 Ϯ 8 mV; R m ϭ 46 Ϯ 8 M⍀; n ϭ 19) evoked significantly ( p Յ 0.05) larger EPSPs (13.4 Ϯ 4.5 mV) than activation of feedback input (Table 1) . No significant differences between the two pathways were found for PSP onset latencies (forward: 3.7 Ϯ 0.1 msec, n ϭ 16; feedback: 4.1 Ϯ 0.2 msec, n ϭ 19) or peak latencies (forward: 8.7 Ϯ 0.4 msec, n ϭ 16; feedback: 8.8 Ϯ 0.4 msec, n ϭ 19). Thus, on the basis of an average distance between stimulating and recording electrodes of ϳ1 mm and assuming a synaptic delay of ϳ1 msec, we estimate that the conduction velocity of forward and feedback fibers is similar and ranges between 0.35 and 0.40 m/sec.
Monosynaptic inputs were evident in all of the FS cells (n ϭ 6) recorded (3 in area 17, 3 in LM). In contrast to the responses of RS neurons, however, high frequency stimulation of FS cells typically resulted in a slight attenuation of EPSP amplitude (Fig.  2 B) . Mean EPSP amplitudes evoked by forward (6.2 Ϯ 2.4 mV) and feedback (7.3 Ϯ 1.8 mV) connections were comparable and closely resembled those evoked by feedback inputs to RS neurons (see above). Average onset latencies (3.9 Ϯ 0.2 msec) and peak latencies (9.1 Ϯ 0.6 msec) were also similar to those seen in recordings from RS cells.
Source of intracortical input Antidromic activity
Although in all of our experiments stimulating and recording electrodes were placed far apart at distinct locations in areas 17 and LM, the question arose whether forward and feedback pathways were stimulated in isolation. For example, by electrically stimulating forward-projecting neurons in area 17, it is conceivable that feedback-projecting neurons, including their local collaterals within area LM, are activated antidromically. If present, antidromic spikes could, in turn, evoke PSPs in neighboring LM neurons. Because EPSPs activated via this pathway cannot be distinguished readily from activation by forward-projecting fibers, the significance of this potential complication was examined by determining the incidence of antidromic spikes evoked in areas 17 and LM. These experiments revealed that, under the stimulation conditions used in this study (Յ2T), antidromic responses were rare and, even when stimulated at Ն2.5T, were seen only in 4% (3/77) of neurons recorded. An example of a feedback-projecting neuron in area LM that received synaptic input from area 17 is shown in Figure 3A ,B. Stimulation in area 17 at intermediate stimulus strength (1.5T) evoked a synaptic response (Fig. 3A, top) . Strong stimulation (2.0T) was sufficient to trigger an orthodromic action potential riding on the EPSP (Fig. 3A, middle) . A further increase in stimulus strength to 2.5T finally triggered an antidromic spike that rose from the baseline (Fig. 3A, bottom, and B) . These findings are, in part, explained by a lower probability of activating cells via a small contingent of output fibers than via the more massive number of converging input fibers. However, because antidromic spikes can be evoked only by stimuli that are at least 1.5 times stronger than those required for evoking maximal amplitude EPSPs, it seems more likely that we have used stimuli that were below the threshold for antidromic activation. Such subthreshold stimuli are thought to activate preferentially cell bodies and axon hillocks and are less effective in firing axons of passage (Asanuma and Sakata, 1967; Stoney et al., 1968; Hirsch, 1995) . Although we cannot rule out a small contamination of antidromically activated fibers, the distinct PSPs evoked by different pathways (Figs. 4, 5, 7) suggest that this is a minor problem. Further support for this conclusion derives from a current source density analysis showing that the laminar patterns of synaptic activity evoked by stimulation in area 17 and LM closely resemble the laminar distributions of forward and feedback inputs (Coogan and Burkhalter, 1993; Domenici et al., 1995) . Thus, it seems likely that the paradigm used in this study allowed for selective activation of forward and feedback pathways.
Polysynaptic activity
Activation of forward and feedback pathways often evoked responses with multiple components. Nevertheless, with the use of high frequency stimulation, it was straightforward to distinguish between mono-and polysynaptic potentials. An example of a feedback response is shown in Figure 3C . In this case, stimulation (0.1 Hz, medium strength) evoked an EPSP with an early and a late peak. Although high frequency stimulation (10 Hz) completely abolished the late peak, the primary peak persisted and, in this particular example, increased in amplitude by 31%. The latter observation clearly suggests that, in addition to a monosynaptic feedback input, this cell received polysynaptic inputs from excitatory and inhibitory neurons, both of which were eliminated by high frequency stimulation. Responses with multiple peaks also were found after stimulation of forward connections (Fig. 3D) . However, in contrast to the feedback pathway, a prominent IPSP was evident. As in the feedback pathway, high frequency stimulation rendered the EPSP unimodal. In addition, high frequency stimulation completely eliminated the IPSP, indicating that the IPSP (like the late component of the EPSP) reflects polysynaptic activity.
Inhibition in forward and feedback circuits
To test further the hypothesis that feedback connections are less inhibiting than forward connections (Johnson and Burkhalter, 1996) , we recorded PSPs at different membrane potentials and stimulus intensities. To enhance the detection of weak IPSPs, we injected DC currents to depolarize the cell membrane away from the IPSP equilibrium potential (Luhmann and Prince, 1991) . Figure 4 shows examples of unimodal responses elicited by forward and feedback pathways. At low stimulus strengths, PSPs evoked from rest by both pathways had similar waveforms. At depolarized membrane potentials, however, EPSPs evoked by feedback inputs were considerably slower than those evoked by forward inputs, and EPSP durations were almost 2.5 times greater when evoked by feedback, as compared with forward inputs (Table 1). In both pathways, the 10%/90% rise time and the time to peak of the EPSP were relatively insensitive to changes in membrane potential. Because feedback PSPs were relatively unaffected by changes in membrane potential, whereas high intensity stimulation of forward connections at depolarized potentials always resulted in hyperpolarizing inhibition, we conclude that disynaptic inhibition in the forward pathway is much more powerful than in the feedback circuit. This interpretation is consistent with the observation that, at depolarized membrane potentials in which IPSPs are large, forward EPSPs were smaller than feedback EPSPs (Table 1) . Importantly, even the cells that showed undershooting IPSPs on average had smaller IPSPs than observed in the forward pathway (compare IPSP amplitude in top and bottom rows, Table 1 ). 
Distinct PSPs in individual cells evoked by different inputs
To control for differences in EPSP/IPSP balance between different pathways that might have been introduced by the preparation of slices, we recorded PSPs in individual area 17 neurons that received convergent input from different cortical and subcortical sources. Four cells were tested that received both feedback input from LM and forward input from putative thalamocortical afferents. An additional five neurons that received inputs from feedback and local horizontal fibers from within area 17 also were studied. Without exception, stimulation of feedback input failed to evoke hyperpolarizing inhibition in the same cell that responded to white matter stimulation or activation of inputs from within area 17 with strong undershooting IPSPs (Fig. 5A,B) . This response asymmetry was present at all membrane potentials tested and persisted at stimulation strengths (ϳ2T) near saturation of the EPSP evoked by both inputs. These results show that strong inhibitory inputs are preserved in layer 2/3 neurons that fail to exhibit overt IPSPs from feedback inputs. This suggests that the discrepancies between the different input pathways are attributable to distinct synaptic circuits.
Intracellular blockade of IPSPs
Although the results presented thus far strongly suggest that synaptic mechanisms at forward and feedback synapses are Subthreshold monosynaptic PSP evoked by stimulating feedback input with medium-intensity stimulus (1.4T ). Stimulation at 2T produces larger PSP that triggers an action potential. Recording at V m ϭ Ϫ73 mV. A further increase in stimulus intensity to 2.5T evokes an antidromic spike. B, Events in A shown at higher temporal resolution. Notice that antidromic spike is succeeded by synaptic potential, indicating that forward-projecting neurons receive feedback input. C, D, Monosynaptic and polysynaptic activity after stimulation of forward and feedback pathways. C, PSPs of regular-spiking layer 2/3 neuron in area 17 (recorded at the resting potential) after stimulation (1.5T) of feedback input. Top, Low frequency stimulation (0.1 Hz) reveals an early and a late peak (arrow). Bottom, High frequency stimulation (10 Hz) elicits early and late peak (arrow) only to first stimulus of the train; subsequent stimuli fail to evoke second peak. The amplitude of the early peak is increased because of elimination of polysynaptic inhibitory inputs. D, PSPs of regular-spiking layer 2/3 neuron in area LM (recording at depolarized potential) after stimulation (1.6T) of forward input. Top, 0.1 Hz stimulation (0.1 Hz) reveals an early and a late peak (arrow), followed by a long-lasting hyperpolarization. Bottom, With 10 Hz stimulation, the late peak and the pronounced afterhyperpolarization are present only in the first trial, and both are absent after subsequent stimuli. PSP amplitude is increased, and the decay is slowed because of elimination of polysynaptic EPSPs and IPSPs. different, it is important to establish directly the contribution of IPSPs to the PSP. For this purpose, we eliminated the fast IPSP by blocking Cl Ϫ channels intracellularly with DNDS (Singh et al., 1991) , which leaves slow K ϩ -dependent IPSPs unaffected (Z. Shao and A. Burkhalter, unpublished observations). DNDS was infused slowly into cells by diffusion from the recording pipette. Most neurons (22/24) were affected by the drug and typically showed a noticeable change in PSP waveform within 25-30 min of impalement. Continuous monitoring of the resting membrane potential, and intermittent determinations (at 10 min intervals) of input impedances and membrane time constants, showed no significant deviations from control values over the time of recordings (Fig. 6 A) . An example of how DNDS (0.4 mM) affects PSPs evoked by forward inputs (n ϭ 4) is shown in Figure 6 B. At the resting membrane potential (Ϫ70 mV for the cell in Fig. 6 B) , the only noticeable effect of DNDS was a gradual increase in EPSP amplitude, indicating a reduction of inhibition. The effect of DNDS, however, was quite large at depolarized potentials: within 30 min after impalement, the hyperpolarizing IPSP was eliminated almost completely. Similar effects were seen in 10 cells tested after stimulation of putative thalamocortical inputs from the white matter (Fig. 6C, top) . In contrast to the effects on PSPs with strong hyperpolarizing components (Figs. 6 B,C, top) , in the 8 of 10 cells affected by DNDS, the effect on feedback PSPs, although clear, was substantially smaller (Fig. 6C, bottom) . To estimate the magnitude of the effect of DNDS, we have determined PSP width at half-maximal amplitude before and after drug treatment. Measurements were obtained at membrane potentials 10 -15 mV positive to rest, ϳ30 min after impalement with DNDS-filled micropipettes. On average, DNDS treatment broadened feedback PSPs 1.9 Ϯ 0.6-fold. In contrast, the change in forward and thalamocortical PSPs was 4.1 Ϯ 0.3-fold, which is more than twice that seen in the feedback Figure 4 . PSPs after stimulation of forward and feedback inputs. A, PSPs of regular-spiking layer 2/3 neuron in area 17 after low (1.3T) and high (1.8T) intensity stimulation of feedback input. Hyperpolarizing inhibition is absent at the membrane potentials tested. B, PSPs of regular-spiking layer 2/3 neuron in area LM after low (1.3T) and high (1.8T) intensity stimulation of forward input. At depolarized membrane potentials, high intensity stimulation reveals strong hyperpolarizing inhibition.
pathway. These findings are consistent with the suggestion that, similar to forward circuits, inhibitory interneurons are also incorporated in feedback circuits but that their effects on EPSP amplitude and decay are much weaker than in forward circuits.
Control experiments revealed that intracellular infusion of DNDS blocks effectively the response to application of GABA at the cell body. During the first ϳ5 min after impalement, every cell tested (5/5) showed a rapid hyperpolarization, followed by a long-lasting depolarization (Fig. 6 D) , which is the result of the progressive spread of GABA across the dendritic arbor (Connors et al., 1988) . Without exception, 20 -30 min after impalement GABA responses were eliminated by DNDS (Fig. 6 D) . This is consistent with interpretation that synaptically mediated events blocked by DNDS reflect activity of GABA currents.
Comparison of different pathways
The striking correlation between synaptic physiology and synaptic connectivity (Johnson and Burkhalter, 1996) seen in forward and feedback circuits prompted us to look for similar correlations in other pathways. We, therefore, compared forward and feedback PSPs to those evoked by the thalamocortical pathway and by local horizontal connections within area 17.
Putative thalamocortical inputs were activated by stimulating in white matter (Fig. 1 D) . Inputs from local connections were evoked by stimulating layer 2/3 neurons in area 17 at ϳ1 mm from the recording site (Fig. 1C) . The findings are shown in Figure 7 A, PSPs of regular-spiking layer 2/3 neuron in area 17 after stimulation (1.8T) of feedback inputs (FB) and putative thalamocortical inputs entering from subcortical white matter (WM ). Note that this neuron, which shows no hyperpolarizing inhibition to FB inputs, exhibits pronounced hyperpolarization (at depolarized membrane potentials) to WM stimulation. B, PSPs of regular-spiking layer 2/3 neuron in area 17 after stimulation (1.6T) of FB inputs and local horizontal connections (Local) within area 17. Note that this neuron, which shows no hyperpolarizing inhibition to FB inputs, exhibits strong hyperpolarizing response (at depolarized membrane potential) to local inputs. Figure 6 . A-C, Intracellular blockade of IPSPs by DNDS in regular-spiking neurons of rat visual cortex. A, Response of layer 2/3 neuron in area 17 to injection of hyperpolarizing and depolarizing current. Control records were obtained immediately after impalement; records in the presence of DNDS were obtained 30 min later. Note that intracellular injection of DNDS has no significant effect on input resistance or membrane time constant. B, PSPs (recordings at different membrane potentials) of layer 2/3 neuron in area LM evoked by stimulation (1.6T) of forward input. Control trace was obtained immediately after impalement with DNDS-filled electrode. As DNDS slowly enters the cell, IPSP amplitude is reduced markedly 30 min after impalement 7B), putative thalamocortical (Fig. 7C) , and local horizontal connections (Fig. 7D) showed undershooting IPSPs, whereas comparable IPSPs were lacking in most cells activated by the feedback pathway ( Fig. 7A ; inset shows PSP that is representative for majority of cells. PSPs with undershooting IPSP, representative for the minority of cells, are not shown). In tests performed at high stimulus strengths and at depolarized membrane potentials (10 -15 mV positive to resting potential) the percentages of neurons in thalamocortical, local, and forward circuits that showed undershooting IPSPs ranged from 89 -92% (Fig. 7B-D) . This stands in contrast to the 22% found in the feedback pathway (Fig.  7A) . In the cells that exhibited undershooting IPSPs, 13 cells (of 58 tested) with feedback input showed an average IPSP amplitude of 3.9 Ϯ 3 mV (Table 1, bottom row). This amplitude was significantly smaller in than in cells showing undershooting IPSPs recorded in other pathways: forward (7.7 Ϯ 2.6 mV, n ϭ 17; Table  1 , bottom row), thalamocortical (7.15 Ϯ 3.1 mV, n ϭ 10; Table 1 , bottom row), and local horizontal (6.6 Ϯ 4.1 mV, n ϭ 12). Nevertheless, the data show that feedback inputs evoked undershooting IPSPs in a considerable number of cells. This suggests the interesting possibility that the feedback pathway can activate different types of interneurons. Alternatively, it is possible that in some cases the 17/LM border was inaccurately determined and that this may have caused the stimulation of a mixture of feedback and local horizontal fibers.
DISCUSSION
The results show that layer 2/3 pyramidal cells in rat visual cortical areas 17 and LM receive direct excitatory and indirect inhibitory input from both interareal forward and feedback pathways. These observations confirm recordings from long-range intracortical connections in visual and somatosensory cortex (Hirsch and Gilbert, 1991; Thomson and Deuchars, 1994) and are consistent with previous ultrastructural findings (Johnson and Burkhalter, 1996) . A summary diagram of the synaptic connectivity in forward and feedback circuits is shown in Figure 8 . Although immunostaining of projection neurons has revealed direct GABAergic forward and feedback connections (McDonald and Burkhalter, 1993) , we have never encountered monosynaptic IPSPs after stimulation in superficial layers and, therefore, conclude that this input derives from infragranular layers.
Although the basic structure of forward and feedback circuits is similar, the results show that the synaptic balance of excitation and inhibition differs in both pathways. Forward inputs invariably evoked EPSPs, followed by hyperpolarizing IPSPs. In contrast, undershooting IPSPs were rarely (22%) seen in the feedback pathway, regardless of the level of stimulation (which was varied to recruit the maximal number of inputs to inhibitory interneurons). This differs from horizontal connections within cat striate cortex, where more than one-half (59%) of the cells showed undershooting IPSPs (Hirsch and Gilbert, 1991) . It also differs from results in layer 2/3 of cat motor cortex, where local stimulation invariably evoked EPSPs, followed by strong hyperpolarization (van Brederode and Spain, 1995) . Although inhibitory interneurons participate in both forward and feedback circuits, our findings suggest that, in 78% of the cells receiving feedback inputs, synaptic inhibition is much weaker than in forward circuits. A similar inhibitory imbalance was found in the density of synaptic contacts with GABAergic neurons, which is five times higher in forward than in feedback circuits (Johnson and Burkhalter, 1996) .
Feedback connections also differ physiologically from both thalamocortical and local horizontal pathways within area 17. Similar to forward connections, activation of thalamocortical inputs and local horizontal connections typically evoked hyperpolarizing IPSPs (Fig. 7C,D) . Unlike feedback connections, the synaptic organization in both of these pathways resembles that of forward connections (Peters and Feldman, 1976; Freund et al., 1985 Freund et al., , 1989 Kisvàrday et al., 1986; Loewenstein and Somogyi, 1991; McGuire et al., 1991; Johnson and Burkhalter, 1996) . It therefore seems that the feedback circuit has a unique organization in which synaptic inhibition is much weaker than in the canonical circuit (Douglas and Martin, 1991) , the structure and function of which resemble the thalamocortical, horizontal, and forward circuits. As a consequence of the structural asymmetry between feedback and other characterized cortical connections, inhibition is imbalanced in interactions between feedback inputs and inputs from lower areas.
Unequal strength of synaptic inhibition
Recordings in the presence of the Cl Ϫ channel blocker DNDS (Singh et al., 1991) clearly showed that synaptic potentials in both forward and feedback pathways are affected (Fig. 6 B,C) . Although DNDS presumably blocks a variety of different Cl Ϫ conductances (Mayer, 1985; Madison et al., 1986) , local application of GABA demonstrated that DNDS completely blocked membrane hyperpolarization (Fig. 6 D,E) . This suggests that the effects on forward and feedback PSPs can be attributed to a partial blockade of GABAergic neurotransmission. The lower incidence of hyperpolarizing inhibition in the feedback, as compared with the forward pathway, therefore indicates that GABAergic inhibition is weaker in feedback than in forward circuits. Similar differences in the strength of inhibitory synaptic input have been observed in local circuits of rat hippocampus and neocortex (Chagnac-Amitai and Connors, 1989; Miles, 1990; Hirsch and Gilbert, 1991; Scharfman, 1992; Cauller and Connors, 1994) . Studies in rat motor cortex indicate that such differences reflect the balance between EPSPs and IPSPs, which is determined primarily by the relative amplitude and timing of these PSPs (van Brederode and Spain, 1995) .
EPSP and IPSP amplitudes
Feedback inputs to layer 2/3 of area 17 are ϳ50% less numerous than forward inputs to LM (X. Jiang, R.R. Johnson, and A. Burkhalter, unpublished observations) . This fits with our present observation that EPSP amplitudes evoked by feedback input are approximately one-half the size (50.3%) of those seen in the forward pathway. However, compared with the relative anatomical input strength of both pathways, mean IPSP amplitudes evoked by feedback inputs are much smaller and, when averaged across all cells recorded, amount to only 12.7% (Table 1 , top row) of those evoked by forward inputs. This difference is qualitatively similar to that estimated from the slowing of EPSP decay in the presence of DNDS. Most importantly, it is comparable to the fivefold difference in synaptic input to interneurons seen between both pathways (Johnson and Burkhalter, 1996) . Thus, the physiological inequality seems to be determined by a quantitative difference in the input to interneurons and not by the output strength of these cells. A similar conclusion was reached on the basis of the finding that pyramidal neurons in rat somatosensory cortex with small and large IPSPs receive equal numbers of inhibitory inputs (White et al., 1994) .
Interneurons respond best to trains of spikes, and their discharge is related directly to the input strength (Thomson et al., 1993) . This suggests that IPSPs are larger in forward than in feedback circuits, because inhibitory neurons receive the greater number of interareal inputs (Johnson and Burkhalter, 1996) .
EPSP/IPSP timing
Experiments in cat motor cortex have demonstrated that hyperpolarizing inhibition results when large IPSPs are slower than EPSPs and outlast the depolarizing response (van Brederode and Spain, 1995) . In contrast, inhibition merely creates an abbreviated EPSP when IPSPs are small and have a time course that coincides with the monosynaptic EPSP. Temporal differences in IPSP waveforms may arise from different types of interneurons with distinct axonal projection patterns and/or physiological properties. For example, inhibitory inputs to dendrites may produce slower IPSPs than axosomatic inputs (Spruston et al., 1993) , particularly if inputs are provided by late-spiking interneurons (Kawaguchi, 1995) . Studies in the hippocampus support the idea of different interneurons in forward and feedback circuits. They show that bistratified interneurons, supplying axodendritic inputs, generate longer-lasting IPSPs than basket cells that terminate on proximal dendrites and somata (Buhl et al., 1994; Sik et al., 1995) . Interneurons with similar morphological and molecular characteristics also have been identified in the neocortex (DeFelipe et al., 1986; Somogyi and Soltesz, 1986; DeFelipe and Fairen, 1988; DeFelipe et al., 1989 DeFelipe et al., , 1990 DeFelipe et al., , 1992 Kawaguchi, 1995) . Thus, it is tempting to speculate that feedback connections preferentially synapse with basket cells, whereas forward circuits rely on double-bouquet or neurogliaform cells. Measurements of IPSP kinetics in rat somatosensory cortex indicate that this anatomical disparity could account for differences in the time to peak of up to 7 msec (Benardo, 1994) .
Functional significance
Receptive field properties of neurons in V1 can be modulated both by stimuli presented outside the classical receptive field (Knierim and Van Essen, 1992; Grinvald et al., 1994; Kapadia et al., 1995; Lamme, 1995) and by visual attention (Motter, 1993; Press et al., 1994) . Each of these reports suggests that feedback connections from higher cortical areas supply the requisite excitatory and inhibitory influences. Indeed, preliminary evidence from monkey visual cortex shows that inactivation of feedback input to V1 and V2 selectively eliminates modulatory interactions between receptive field center and surround (James et al., 1995) . It is possible that these effects are caused by the imbalance in synaptic inhibition between forward and feedback pathways or between thalamocortical and feedback connections.
In considering the effects of this imbalance on neuronal responses, it is important to recall that weak stimulation of both forward and feedback pathways evoked depolarizing PSPs and failed to activate hyperpolarizing IPSPs (Fig. 4) . This suggests that during weak visual stimulation coincident feedback input to area 17 contributes additional depolarization that enhances striate cortical responses. Strong stimuli, on the other hand, activate EPSPs and IPSPs in both forward and feedback circuits. As a result, summed PSPs elicited by converging forward and feedback inputs may show smaller and more transient depolarizing responses than in the absence of feedback input (Hirsch, 1995) . This behavior is reminiscent of that seen in a model of interactions between receptive field center and surround (Stemmler et al., 1995) . It suggests that the net effect of feedback input on the excitability of cortical neurons is stimulus-dependent. Thus, to perform double duty and to provide both enhancing and suppressive influences over a broad range of stimulation conditions, reciprocal circuits operate with different activation thresholds for EPSPs and IPSPs and imbalanced inhibition.
In striate cortex, the earliest modulatory effects attributed to feedback connections have been observed within 10 msec of the onset of the stimulus (Knierim and Van Essen, 1992) . This fits approximately the time to peak for monosynaptic feedback PSPs (Fig. 7A) . However, many contextual and attentional effects occur with longer delays of 20 -100 msec (Knierim and Van Essen, 1992; Motter, 1994; Lamme, 1995) . These effects may require sustained bursts of feedback activity that lead to temporal summation of EPSPs and increased depolarization (van Brederode and Spain, 1995) . Under these conditions striate cortical excitability may be amplified for 80 -100 msec so that weak stimuli elicit a more vigorous response. However, because excitation and inhibition covary in cortical spike activity (Ferster, 1986) , it will depend on the nature of the stimulus whether feedback inputs from extrastriate cortex lead to an enhancement or a suppression of striate cortical responses. Filled small circles represent inhibitory synapses. Note that, in the forward circuit (A), inputs to inhibitory interneurons are more numerous than in the feedback circuit (B). Also note that, in the forward circuit, inhibitory axons terminate on proximal dendrites, whereas in the feedback circuit they terminate on cell bodies. 17, Primary visual cortical neurons; LM, neurons in secondary visual area LM; 17/LM, border between areas 17 and LM.
