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A general method is described for approximating a specified curve with 
a continuous sequence of arcs in such a way to minimize a suitable norm of 
the distance between the two over the approximation interval. The arcs, pieced 
together continuously, may belong to any curve which satisfies a linear differen- 
tial equation of general type, with forcing functions taken constant in each 
interval. By a suitable application of the principle of optimality, a computer 
algorithm is derived to find the values of the breakpoints and forcing functions. 
The computational difhculties are discussed; several simplifications in various 
cases of interest are derived, and numerical examples are given. 
1. INTRODUCTION 
It is often necessary to approximate a specified curve s(t) over an interval 
(to , tn) by a sequence of arcs in such a way to minimize a given function of 
the distance between the two. Applying the ideas of differential approxima- 
tion, the various arcs may be chosen among the ones which satisfy a differential 
equation of given form. The usual cases of linear, polynomial, exponential, 
or harmonic approximations are obtained by picking up the equation in a 
suitable way. 
Bellman [l] suggested the use of dynamic programming to compute the 
values of the parameters of the differential equation and the durations of each 
subinterval. In his solution the arcs are pieced discontinuously. Recently, 
Chang [2] used a different approach, picking up each subarc as the output of a 
given lowpass dynamic system with an input vector constant in each sub- 
interval. In this way the arcs are pieced together continuously. Using a 
generalized version of Pontryagin’s maximum principle, he found necessary 
conditions to be satisfied by the control vector and the durations of each 
interval. 
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With the exception of special cases, Chang’s conditions are difficult to 
use. It looks then worthwhile to study different algorithms, more suitable for 
digital computers. The aim of this work is to present such an algorithm, 
obtained by a suitable application of the principle of optimality. The problem 
is formulated in Section 2; the necessary conditions are derived in the 
Appendix and are applied to the present case in Section 3; they are rephrased 
as a computer algorithm in Section 4; illustrative examples are presented in 
Section 5. 
2. PROBLEM FORMULATION 
Let x(t) be a real-valued square integrable function over the interval 
[to , tN], where t, and t, are real numbers. It is desired to approximate z(t) by 
a given number N of connected arcs, which will be described as the output 
r(t) of a linear, time-invariant dynamic system 
k(t) = Ax(t) + Bu(t); 
r(t) = CW), 
(1) 
with A, B constant matrices, c constant vector, x(t) n-order state vector, and 
u(t) m-order control vector, such that 
u(t) = uk; tk < t < tk+l * (2) 
The general approximation problem can now be formulated as follows. 
Given x(t), N, to, and t,, find us, ur ,..., uN-i and t, , t, ,..., t,-, such that 
s (3) 
is minimum. 
From now on for simplicity, the output of the system y(t) is assumed equal 
to the first component xl(t) of the state x(t), then cT = (1, O,..., 0). 
The method described in the Appendix for solving the above problem 
involves first discretization of (1) and (3). 
Taking into account (2), 
xk+l = A&c + &U, , (4) 
N-l 
9 = c (xkTD,xk + &=-&uk + Xk*FkUk + Gk% +-h&h + m,c) 
k=O 
N-l 
(5) 
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where A,, B, , D,, E, , F, , G, , L,c, and Mk are functions of z(t) and 
#(t - tk), time-invariant state transition matrix of system (1) computed for 
the k-th interval T, = t,,, - f,,. . 
3. SOLUTION TO THE PROBLEM 
The necessary conditions for obtaining a solution to the problem are 
derived in the Appendix. 
Let 
N-l 
(6) 
Taking into account the linearity and the structure of the performance 
index to be minimized, it is possible to assume 
fN-kcxk) = xkTpN-kxk + QN-k==k + RN-k, (7) 
where the P's are n x n symmetrical matrices, the Q’s are 1 x n row vectors 
and the R's are scalars, whose values are obtained by the recurrence relation- 
ship (1 l), starting with 
P, = 0, Q. = 0, R,, = 0. (8) 
Applying Eq. (A.7) of the Appendix and taking into account (7) 
where 
uk = NkXk + Sk > (9) 
Nk = -4 I& + B,TPN-k-l&]-l [Fk + 2&TP~-k-$,]T, 
Sk = -4 [-% + B,TP~-&%-l [L, + &u+$k]T. 
Taking into account (9) and (A.6) one obtains the following recurrence 
relationship: 
PN-k = & i- AkTPN-k-lAk -k 4 (Fk i- 2AkTPN-k-$k) Nk 9 
QN--k = G + QN-L-&L + (Lk + QN-J&K) Nk , (11) 
RN--~ = Q (Lk i- Q~--lc-lBk) Sk + Ma + RN-J--~ . 
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For the optimization over tk+l , relation (A.9) specializes into 
aF, 
uk + XkT atk+l 
aGk 
-uk + TX” 
kfl 
aLk 
+ atktl 
aMk 
uk + at,,, 
aok+ - + Xkl at x ktl kfl 
kfl 
=*+1 
+ at,,, Xk+l 
aLk+l 
+ atkil 
a&+1 
k+l - uk+l + - at,,, 
axk+l afN-k-Z 0 
+ (2x,i+J&Ttl + d-+8+, + ‘%c+d - -g-- + at,,, = * 
k+l 
(12) 
From (7) 
afN-k-2 _ 
at,,,- 
[k,r,,p,& + @-k-Z] Ak+,B(uk - uk-l)a (13) 
Combining (9) and (1 l), computed for K + 1, one obtains 
[2x,cT++,p;-k-, + !&‘-k-21 
= (2x,T,&,-, + QN-k-1 - 2x,T,,D,T,, - dd’~+, - Gk,,) -,%:I 
(14) 
and (13) becomes 
- = (2x;+,T,,p;-k-1 + @--k-l - 2d+P&, afN-k-z 
atk+l 
(15) 
- uk+l k+l - T FT G,+l) ’ B ’ (uk - uk+l>* 
Taking into account (15) and the explicit expressions for the derivatives 
which appear in it, (12) becomes 
(2x:+1%-k-1 + %-k-d Wk - uk+l) = 0. (16) 
If t, and tN are given and x,, and xN are free, the conditions (AlO), (All) 
become (4), computed for K = N - 1, and 
2xoTPNT + QN = 0, (17) 
PO = Q. = 0. (18) 
Conditions (4) (1 l), (9) and (16)-(18) g ive the canonical equations of the 
optimum system. 
In general, the problem is nonlinear and with two-point boundary values. 
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4. COMPUTER ALGORITHM 
4. I. General Case : Multidimensional Control 
Eliminating xk from (4) and (9), one obtains 
Ilk = -(2E, - FkT&lB,)-l [(FkTA,l $- 2B7&-,-,) xl+, 
-t (Lk + QN-k-l~k)Tl* 
(19) 
From Eqs. (4) and (9) written for K + 1, one obtains 
X k+l = (If 4i:lBk+l~k+l)-1 LGxk+2 - 42&+v%+J* (20) 
From (16), using (19), (20), (lo), and (11) one obtains an expression like 
wxk+2 * pick-, , Qs-k--2 7 tk+, > tk+l 3 tk> = 0. (21) 
To solve the problem it is necessary to use an iterative method, starting 
from the final stage. Using (8) an d assuming a first trial value x!$) for xN , it 
is possible to compute xNel by (20) and uNVl by (19), once the value of tN-r 
is known. To compute t,-, it is necessary to solve (21) for K = N - 2: 
this can be done only by trial and error, since this equation depends on t,-, 
besides t,-, and tN . 
Once tNpl is computed, it is possible to go down to the N - 2 stage, and 
so on to the initial stage. Here the conditions (17) and 
t(l) - 
0 - to (22) 
must be satisfied. If this does not happen, it is necessary to repeat the entire 
procedure with a different value x2) for xN , chosen in a suitable way. 
4.2. Particular Case: One-Dimensional Control 
If m = 1, condition (16), taking into account that in different stages the 
control is different, gives 
(2xkT&,L, + QNek) B = BT(2P,+c, + Q;-k) = 0. 
Using (4), (9), and (ll), the preceding equation may be written as 
w’(Xk+l , PN-k-1 9 QNW--l 9 tk+l 7 tk) = 0. 
(23) 
(24) 
From (9), taking into account (10) and (4), 
uk = [NkA,lXk+l + &]/(I + ~,&'Bk). (25) 
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From (4) and (9) 
xk = (A, + BkNk)-l (xk+l + BkSk). (26) 
Equations (1 l), (25) and (26) allow us to compute PN-k , QNek , RN-, , uk , 
xk 3 respectively, once the corresponding values for k + 1 and tk are known. 
This last value can be computed by Eq. (24) using the values of P&k-i , 
QNekel , xk+l , and tk+r of the preceding Step. 
From this point on, everything proceeds in a way completely similar to 
the multivariable case, iterating on a trial value for xN to meet the initial 
conditions (17) and (22). 
In some interesting cases, the preceding conditions become fairly simple, 
so that the solution will be very easy to find. 
An example of this kind will be given in the next section. 
5. EXAMPLES 
Piecewise Linear Approximation 
A given curve z(t) is to be approximated in a given interval [to, tN] with N 
connected straightline segments. Each individual arc satisfies the differential 
equation 
i(t) = t‘k , tk < t < tk+l > (27) 
xk+l = xk + Uk@k+l - tk) = xk + ukTk * (28) 
The distance between x(t) and z(t) is given by 
I = ; s” (z(t) - x(t))2 dt 
to 
(29) 
N-l 
= k;. (4 Tkxk2 + i T  k3Uk2 + & Tk2xkuk - ‘%Xx, + LkUk + Mk), 
where 
tk+l 
G, = - 
s 
tktl 
x(t) dt; L, = - 
s 
z(t) (t - tk) dt; 
tk tk 
(30) 
M,=;/ 
tktl 
X2(t) dt. 
tk 
40914ol-3 
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In this case conditions (23)-(26) may be written as 
2X,<P,-,; + Q,,. --= 0, 
Th 3 (T, $ 4P,-,:-,)” 
pN-l~ = +- + pN-k-l - 3. (T, + 6pN-k-l) 3 
QN-t = G + QN--L--l - & (L -t Q~--k.--17k) . 2 i_ 2;;;; > 
R N-k = M k 
+ R _ ._ _ 3 CL + QN-T~--~TA~ 
Nhl 2 Tk2(Tk + @N--k-l) ’ 
3 
uk = K i Xk+l 
k 2Lk 
i Tk2 ’ 
xk = -2 ( 
jLk x,(+1 + ~ 1 Tk2 ’ 
Substituting (11’) and (26’) into (23’), one obtains 
Tk2x,,, + 6L, - 2T,G, = 0, 
(23’) 
(11’) 
(25’) 
(26’) 
(31) 
which gives t, , one the value of t,,, and xk+r are known. By Eqs. (25’) and 
(26’) it is then possible to find xk and uk and to go down to the k - 1 stage. 
Tables I and II give the numerical values relative to a piecewise linear 
fitting of the curve 
z(t) = 10e2t - 4et + 3~~~ 
for two very near values of the interval [0, 1.41 and different number of 
arcs N. 
The shorter the duration of the intervals Tk , the larger the slope of the 
fitted curve; a fact which underlines the “adaptive” behavior of the solution. 
Besides, the closer to the curve xN , the shorter the duration of the approxi- 
mating arcs. This is a useful property to take into account, when trying to 
get to a fixed t, . 
TABLE I 
k tn- Xk Zk Tk % 
___- 
0 0 6.30 9.00 0.646 30.46 
1 0.646 25.99 29.21 0.437 104.72 
2 1.084 71.77 75.62 0.323 229.58 
3 1.406 145.90 150.28 - - 
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TABLE II 
k tr Xk Zk 
0 0 8.80 9.00 
1 0.194 11.35 11.55 
2 0.314 16.07 16.29 
3 0.536 22.76 22.99 
4 0.682 31.32 31.56 
5 0.812 41.75 42.01 
6 0.931 54.10 54.31 
I 1.039 68.44 68.12 
8 1.139 84.84 85.13 
9 1.231 103.38 103.68 
10 1.317 124.18 124.48 
11 1.398 147.31 147.64 
Tk uk 
0.194 13.16 
0.180 26.19 
0.162 41.20 
0.145 58.92 
0.131 78.81 
0.118 104.21 
0.108 132.36 
0.100 164.48 
0.092 200.74 
0.086 241.40 
0.081 286.64 
- - 
It may be useful to point out that, in general, from a practical point of view, 
it may be enough that the initial instant t, approximates the right boundary 
of the fixed interval; thus it is convenient to compute a priori more cases, 
each one with different xN , going on for values of N rather large, and pick 
up a posteriori the interval and the value of N more suitable, cutting out at 
the end of a subinterval one of the solutions which have been found. 
6. CONCLUSION 
A computer algorithm for finding an optimal connected piecewise approx- 
imation to specified functions has been derived by a suitable application 
of the principle of optimality. 
In the general case of a fitting curve modeled by a differential equation with 
more than one input, the method implies the solution of a two-point boundary 
value problem (TPBV), with the breakpoints determined by trial and error. 
In the case of only one input, the determination of the breakpoints can be done 
separately for each stage, even if the problem remains TPBV. Anyway the 
algorithm allows the separation of the search for the switching points from 
the computation of the control vector. 
Results obtained by applying the technique to the piecewise linear approx- 
imation show how in some cases the solution gets fairly easy to compute. 
Furthermore, the ease with which the method can be implemented makes it a 
seemingly more attractive practical technique than those proposed by Ritchie 
and Young [3] or Cantoni [4]. 
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APPENDIX 
Given a continuous dynamic system 
A(t) = g@(t), u(t), t), (A.1) 
where x is an n-order state vector, u an m-order control vector such that 
u(t) = Ilk t,<t<t,;, (k=O,l,...,N- 1) tw 
defined over the interval [t ,, , tN], with t, and tN given, find the sequence of 
control vectors uk and the instants of time t, (k = I,..., N - l), such that 
the performance index 
i 
tN 
Jr-' = dxtt), u(t), t) dt 
- to 
(A.3) 
is minimized. 
The values of x0 and xN are free. 
The state at the instant tk+l as a function of the state at the instant t, 
and of the control uk is given by the finite difference equation 
%+1 =g?cbk 7% 3 t, > hc,l) (k = O,..., N - 1). (A.4) 
The index (A.3), in discrete form, is 
N-l N-l 
y = c tD(Xk ) Uk ) t, , tk,,) = c @k . (A.3 
k=O I;=0 
The cost function 7 may be optimized with respect to uk, by the usual 
application of the principle of optimality: 
fN-k(Xk) = uk,~~~N-,{@k(xk 7 uk Y tk P tk+,) +fN-k--ltXk+l)~- (A-6) 
tk.....tNml 
If the variables uk are not constrained, the necessary conditions follow 
ask 
--+ 
auk 
afN-k-l o. 
3&--= ’ 
(k = 0, l,..., N - 1). (A-7) 
To optimize the cost function with respect to tk+l, applying the principle 
of optimality, it is necessary to take into account Qkfl together with Qlc , since 
Qk+r too depends from t,,, , both directly and through xk+r . So 
fN--k(xd = min{@ktxk , uk , tk , tk+l) 
+ @k+l(Xk+l 3 %+l, 'k+l, b,,) +fN--R--2(Xk+2)h 
(A4 
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If the breakpoints t, are not constrained, the following necessary conditions 
hold: 
k+[2ELL]T~+~+[*]T~~*, 
atk+, 
(K = 0, l)..., N - 2). (A.9 
To the preceding equations, one has to add, taking into account that x0 
and xN are free, 
f&vl> = 0, (A. 10) 
aM4 _ 0. 
%I 
(All) 
ThereareN(l +m+n)+ n - 1 conditions in (A.4), (A.7), (A.9), (A.ll) 
which allow us to compute the n(N + I) components of xlc , the mN com- 
ponents of urc and the (N - 1) instants t, . 
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