INTRODUCTION
The evaluation of polynomials is one of the most common problems in scientific computing. In most cases, the polynomials appear as power series. But in several scientific applications polynomials do not appear as power series. Sometimes they are written using orthogonal polynomials [l] due to their special features. Therefore, several algorithms to evaluate finite series of general families of orthogonal polynomials are available, e.g., the Clenshaw [2] and the Forsythe algorithms [3] . With the development of parallel computers it is interesting to design parallel algorithms to evaluate polynomials. Algorithms suitable for parallel evaluation have been proposed in [4] [5] [6] . All these algorithms focus their attention on the evaluation of power series. Several algorithms for the parallel evaluation of Chebyshev series appear in [7, 8] , and most recently general algorithms for the parallel evaluation of polynomials written as a finite series of general orthogonal polynomials An important problem for any numerical algorithm is its stability. Usually the parallel algorithms are more unstable than the sequential algorithms for the same problem. So, their stability should be analysed carefully. The parallel algorithms presented in [9] are parallel versions of the sequential algorithms of Clenshaw and Forsythe and use the matrix formulation of the sequential algorithms as the solution of tridiagonal upper triangular linear systems. Stability results about the parallel solution of general triangular systems are given in [lo] where'it is established that the parallel solution of general triangular systems can be much more unstable than the Gaussian elimination. But, for particular triangular systems the parallel algorithms possess stability properties similar to those of the Gaussian elimination. For example, in [11, 12] it is shown that for the parallel solution of bidiagonal systems the stability bounds are similar to those obtained for the Gaussian elimination. Recently, the particular case of parallel evaluation of Chebyshev series [7, 8] was studied in [13] and the rounding error bounds of the parallel algorithms had a similar behaviour as in the sequential case, except for a well-defined finite set of points.
In a similar way, we obtain error analysis of the parallel Clenshaw algorithm [9] for the evaluation of a linear combination of general orthogonal polynomials. In a similar way, error bounds for the parallel Forsythe algorithm can be obtained. The theoretical results and the numerical tests show similar performance of the parallel and sequential algorithms. Thus, in this particular problem, the parallel algorithms possess the same stability properties as the sequential ones.
This paper is organised as follows. First, we review the parallel algorithms in Section 2. The error analysis is done in Section 3. Finally, we present some numerical tests in Section 4.
ALGORITHMS
The algorithms that we study evaluate finite series p,(z) = ~~=, ci P%(z) of a family of orthogonal polynomials {P,(z)} on the real line which satisfy the triple recurrence relation 
Finally, we obtain the value of the series by means of equation (4). Thus, the complete scheme of the algorithm follows. PC-Z. Sequential solution of the reduced system (8).
STEP PC-3. Evaluation of the series by means of (4) and using Qi = (41, q2)T.
Another parallel algorithm is the parallel Forsythe algorithm 191. The principal differences between the parallel versions of the Clenshaw and the Forsythe algorithms are the number of communications among processors and the coefficients of matrix S. The matrix version of the algorithm of Forsythe solves the system Fp = (0,. . ,O, l)T with p = (P,(s), . , P~(x))~ and F E lR(n+l)x(n+l). In the parallel version we suppose that n = kp + 1 and the block matrix formulation of F has the same structure as S (5), but now the blocks are given by
. .
It is important to remark that for this algorithm Step PF-3 evaluates the series by means of (10) which brings more roundoff errors due to this additional inner product. This fact is shown in the numerical experiments at the end of the paper. We mention also that in [9] there are two matrix-product algorithms: the matrix parallel Clenshaw algorithm and the matrix parallel Forsythe algorithm. For both of them a particular order in the evaluation of the matrix products generates the parallel Clenshaw and Forsythe algorithms analysed in this paper. So, the matrix-product algorithms are more general than the present algorithms. But in this paper, we will analyse only the parallel Clenshaw and Forsythe algorithms. The stability analysis of the matrix-product is much more complicated, and we leave it for the near future.
For the purposes of our analysis we will present the parallel Clenshaw algorithm in a new blockwise manner. Let us note that this will be the same algorithm, and the new presentation just makes the theoretical analysis easier to read and understand.
First, let us partition matrix S as follows:
where Ai E R2x2 is upper triangular, Bi E W 2x(k-2) has the following structure:
Now we permute the rows and columns of S in such a way that the permuted matrix is as follows:
where C = diag{Cr,. . . ,C,}, A = diag{Ar,. . . , Ap}, B = diag{Br,.
.
, BP}, and
This permutation does not influence the roundoff errors because we perform, in the new formulation, the same operations at the same order as in the original formulation. Therefore, we denote the resulting matrix by S again, and we will work with this matrix in the rest of the paper. Next, we present the parallel Clenshaw algorithm by using the introduced block structure.
STEP PC-l*. Compute in parallel S = LU, where
STEP PC-2*. Solve Ly = c.
STEP PC-3*. Solve Uq = y.
We note that in this new formulation of the algorithm the vector of coefficients c = (cc,. . . , c,)~ is not the original one. We need to perform a permutation of the coefficients due to the reordering of matrix S. The new vector c is c = (C3:k, Ck+3:2k,.
. * , C(p-l)k+3:pk,C1:2, Ck+l,k+2,.
where ci:j = (Q,Q+I, . . . ,cj). Let us note.that the computed matrices R and T during
Step PC-l* are highly structured as follows:
where the blocks & = Cl:' Di E R(k-2)x 2 are dense and Fi = -Bi Ri E lK2' 2.
ROUNDOFF ERROR ANALYSIS
We will discuss the backward error analysis of Step PC-l*. Steps PC-2* and PC-3* are solutions of very simple triangular systems, and their analysis follows from the general analysis [14, Ch. 81 and Step PC-4* just involves a small number of arithmetical operations.
Let us assume the standard model of roundoff arithmetic with a guard digit fl(x * y) = J: * y(l + a), 14 I PO, * E {+,A x, />, where po is the machine precision. By tilde we denote computed results in the following. Also, we denote T,, := npo/(l -npo) = n~o + O(pi). Then we have [14, p. 2661
where fi{, D{ stand for the jth column of the matrices &, Di, respectively. The backward error AC, for this special structure can be bounded as follows:
IACil 5 ~2 Icily. 
From Theorem 1, (17), and (18) for the solution of the whole system we obtain (S + AS)@ = c, AS= E+LAU+ALo+ALAU.
From Theorem 1, (17), and (18) it is also not difficult to bound AS which leads to the following theorem. 
Here we have also used the fact that 72 + 7s + 74 + 7374 5 79 which is straightforward to check. Thus, the backward error depends on the growth in the U factor of the decomposition (the L factor is not computed). Let us now bound the product 1 LI 101. We will use (16) 
which proves the following theorem. As far as the constant 718 is relatively-small, Theorem 3 show8 that the stability of the algorithm, compared with the sequential algorithm, depends only on r, i.e., on ]]fi]]oo. From (13) we obtain from where it is easy to get IIc-lDllm
The entries that define R in our application are not arbitrary. They come from polynomial evaluation of special types of polynomials. Therefore, we will find bounds on ]]fi]loo taking into account the typical values of the entries of S in the particular and very important case of Gegenbauer polynomials (this family of polynomials, with the independent variable z E [-1, 11, has the coefficients cri = ~.2(i+X-1)/i and pi = -(i-2X-2)/ i in the triple recurrence (1)) with X E (-l/2,1], an interval that includes the most interesting families of orthogonal polynomials such as the Chebyshev and Legendre polynomials. We only analyse these cases because to find general bounds for any family of orthogonal polynomials is not possible (in fact any set of coefficients CX( and pi will define a family of orthogonal polynomials with respect to a particular inner product).
In the case of Gegenbauer polynomials with X E (-l/2, l] the coefficients of the triple recurrence satisfy (pi E [-2,2] with ]cY~] /" 2 when i -+ 00 and pi E [-1, 0] with ,$ \ -1. Therefore, the case that generates the largest terms is the limit one, ai = 2x and ,Si = -1 that corresponds-to the case of Chebyshev polynomials of the second kind Un(z) (X = 1). So, we have T]~A 5 T(U_ (where we denote with r]c; the value of r in the particular polynomial basis {C,^(x), ,*Ci(z)}). Thus, we only have to bound r]", . 
We note that this bound is very conservative except for x near fl, points where the Chebyshev polynomials of the second kind reach their maximum. From (26) the term po . cond (C) is small for x # fl or for moderate degrees n, and therefore, the factor ]]R]]oo (25) can be approximated by IICmlDII, and so r = 1 + IICmlDII, + O(po).
It is interesting to remark that for Gegenbauer polynomials with X E (-l/2, l] the difference between both condition numbers, cond (C) and K~(C), is quite small. This fact is explained by the inequality [ Let us bound the term IIC-lDII,.
In the matrix product C-ID we have a block diagonal matrix C-l composed of p upper triangular matrices C%:' E lR("-2) x (lee2) and another block diagonal matrix D composed of p -1 matrices Di E R W21x2 Therefore, each entry of the product matrix is of the form with only three nonzero elements. 
Hence, we get Note that in (29) the bound of IIC-lDII, is (27) in general. Only for a value very close to z = fl we have (28).
These bounds imply, for the case of Gegenbauer polynomials with X 5 1, that the relative growth of the rounding error is small, especially inside the interval. As a result, from the theoretical bounds we conclude that the algorithms are as stable as the sequential ones. Also, we note that inside the interval (-1,l) the stability of the PC algorithm does not depend on the number of processors p, but near the ends fl the rounding error decreases when p increases due to k = n/p.
In Figure 1 , we present the behaviour of the norm IIC-lDII, for the evaluation of a Gegenbauer series of degree n = 100 for several values of x depending on the parameter X, and also the behaviour depending on x for Chebyshev polynomials of the second kind. From this figure we note that the norm increases with the parameter X and when we evaluate near the ends of the interval fl.
On the bottom the theoretical bound given by (29) is also presented. From the figure we can see that the bound is sharp.
Finally, we note that for the parallel Forsythe algorithm the bounds are similar but it is also necessary to consider Step PF-3 (10) because in this case the inner product evaluation introduces a new source of rounding errors. When this product is computed in parallel the additional error can be smaller than in the sequential evaluation because first partial sums are computed on each processor, and then these partial sums are added on one processor. Thus, for example, if the coefficients ci in the polynomial decreases with i the evaluation in parallel of the inner product will generate smaller rounding errors than in the sequential one, and besides, when the number of processors increases this source of rounding errors decreases. This fact is illustrated by numerical examples in the following section.
NUMERICAL TESTS
We have tested the parallel algorithms of Clenshaw (PC) and Forsythe (PF) in order to analyse the effects of rounding errors. In the simulations we have studied the algorithms with Gegenbauer polynomial series and Legendre polynomial series. For each type of series we have used two sets of coefficients: set Sl of monotonically decreasing coefficients (Q = l/(i + 1)2) and set S2 of random coefficients normally distributed with mean 0 and variance 1. For each series, each set of coefficients, and each point, we have performed 500 simulations in double precision with unit roundoff pc N 2.2 x 10-16. All the tests have been done on a workstation SUN ULTRASPARC 1 and the programs have been written in FORTRAN 77. For each test we take the maximum absolute rounding error of the 500 simulations.
In Figure 2 , we analyse the particular but important case of Legendre series. We have taken two polynomials of degree n = 4096, with coefficient sets Sl and S2. The pictures show the behaviour of the ratio between the rounding errors in the parallel algorithms and the sequential Clenshaw's one. From the figures we can observe that near the ends (z = fl) the rounding error depends on the number of processors, increasing the rounding error for a low number of processors and decreasing the ratio when the number of processors increases. Note that this behaviour is predicted by the bound (28). In the case of evaluating a point inside the interval (in the pictures the case z = 0 is shown) the same behaviour is also observed for the PF algorithm but not in the PC algorithm. This phenomenon is explained by (27) for the PC algorithm. This bound does not depend on the number of processors and so the rounding errors are always of similar magnitude. However, in the PF algorithm the inner product (10) increases the rounding error of the evaluation process compared to the PC algorithm. Note that the rounding errors in decrease when the number of processors increases because in parallel we divide the evaluation of the inner product into p smaller inner products.
In Figure 3 , we present the ratio between the rounding errors in the parallel and sequential algorithms when we fix the point of evaluation (x = l/a) an we change the number of prod cessors and the value of the parameter A. From this figure we see that the PC algorithm has almost the same behaviour in any situation but the PF algorithm shows better performance when the number of processors increases, Furthermore, the PF algorithm improves its behaviour as X grows.
Finally, in Figure 4 we show the ratio between the rounding errors in the parallel and sequential algorithms in the evaluation of two Legendre series (sets Sl and S2) depending on the point of evaluation for several numbers of processors. For the set Sl the PC algorithm produces smaller errors. The performance of the PF algorithm approaches that of the PC algorithm as the number of processors increases. This fact is explained by (10) in the bounds of the PF algorithm. Again, the rounding errors in the evaluation of the inner product (10) decreases when the number of processors increases. Also, we see the larger rounding errors near the end x = 1 and how they decrease with p for both algorithms as the theoretical bounds predict. Similar behaviour can be seen for the set S2 but now the difference between the PC and PF algorithms is smaller because all the coefficients are of similar size. 
CONCLUSIONS
Summarising, the parallel algorithms PC and PF have a similar stability behaviour as the sequential algorithms.
Only near the ends of the evaluation interval [ -1, l] (in the particular case of Gegenbauer polynomials) one can see some growth of the rounding errors, and this happens only for a small number of processors.
This phenomenon is completely explained by the theoretical bounds presented in this paper.
