A free divisor D in C n is linear if its module of logarithmic vector fields has a basis of global vector fields of degree 0. It is then defined by a homogeneous polynomial of degree n and its complement is an open orbit of an algebraic subgroup G D in Gl n (C). The best known example is the normal crossing divisor. Many other such divisors arise, for instance, from quiver representations. We give a large number of examples, and classify all linear free divisors for n ≤ 4. One says that the Logarithmic Comparison Theorem (LCT) holds for a reduced divisor D in a complex manifold X if the de Rham morphism
Introduction
The reduced divisor D = V (h) ⊂ C n is free if the sheaf Der(− log D) of logarithmic vector fields is a locally free O C n module. It is linear if furthermore there is a basis for Γ(C n , Der(− log D)) as O C n -module consisting of vector fields all of whose coefficients, with respect to the standard basis ∂/∂x 1 , . . ., ∂/∂x n of the space Der(C n ) of holomorphic vector fields on C n , are linear functions. With respect to the standard weighting of Der(C n ), such vector fields have weight zero, and we will refer to them in this way. Suppose D is a linear free divisor. Then because the determinant of the matrix of coefficients of a basis of Γ(C n , Der(− log D)) is a reduced equation for D ( [21] ), it follows that D is homogeneous of degree n. And because Der(− log D) can have no members of negative weight, D cannot be isomorphic to the product of C with a lower dimensional divisor. Example 1.1. (i) The normal crossing divisor D = {x 1 · · ·x n = 0} ⊂ C n is a linear free divisor; Der(− log D) has basis x 1 ∂ ∂x 1 , . . ., x n ∂ ∂x n .
Up to isomorphism it is the only example among hyperplane arrangements ([19] Chapter 4).
(ii) In the space B 2,3 of binary cubics, the discriminant D, which consists of binary cubics having a repeated root, is a linear free divisor. For f (U, V ) = xU 3 + yU 2 V + zU V 2 + wV 3 has a repeated In fact each of the columns of this matrix determines a vector field in Der(− log D); for the group Gl 2 (C) acts linearly on B 2,3 by composition on the right, and, up to a sign, the four columns here are the infinitesimal generators of this action corresponding to the four generators of gl 2 (C). Each is tangent to D, since the action preserves D. This is the only irreducible linear free divisor that we know of.
In Section 3 of this paper we describe a number of further examples of linear free divisors, in Section 4 we prove some results about linear bases for the module Γ(C n , Der(− log D)), and go on to classify all linear free divisors in dimensions less than or equal to 4.
Our interest in linear free divisors is partly motivated by the following theorem from [5] . 
is a quasi-isomorphism.
A theorem of Grothendieck (his Comparison Theorem) asserts that a similar isomorphism holds for any divisor D, if instead of logarithmic poles we allow arbitrary poles along D. Because of this similarity, we refer to the quasi-isomorphism of 1.2 as the Logarithmic Comparison Theorem.
Definition 1.3. The divisor D is locally quasihomogeneous if in some neighbourhood of each point x ∈ D there is a system of local coordinates, centred at x, and a set of positive weights for these coordinates, with respect to which D has a weighted homogeneous defining equation.
In other words, D is locally quasihomogeneous if on some neighbourhood in C n of each point x ∈ D there is a good C * -action, centred at x and preserving D. This condition was introduced in [5] as a technical device to make an inductive proof possible. Subsequently it turned out to have a deeper connection with the theorem. In particular, for plane curves the logarithmic comparison theorem holds if and only if all singularities are weighted homogeneous in suitable coordinates ( [6] ). The situation in higher dimensions remains unclear.
Linear free divisors give a new insight into the logarithmic comparison theorem itself. The link between the complex Γ(C n , Ω • (log D)) and H * (C n D) can be understood as follows. First, when D is a linear free divisor, then it turns out that C n D is a single orbit of a connected algebraic subgroup G 0 D of Gl n (C), so H * (C n \D; C) is isomorphic to the cohomology of G 0 D ; this is explained in Section 2. Second, in this case H * (Γ(C n , Ω • (log D))) coincides with the Lie algebra cohomology, with complex coefficients, of the Lie algebra g D of G 0 D . For compact connected Lie groups G, a simple argument shows that the Lie algebra cohomology coincides with the topological cohomology of the group. For linear free divisors the group G 0 D is never compact. However, the isomorphism also holds good for the larger class of reductive groups, and for a significant class of linear free divisors, G 0 D is indeed reductive. In Subsection 5.1 we give examples of this type which are not locally weighted homogeneous.
The argument for the reductivity of G 0 D in these examples, and the proof of Theorem 1.4, are given in Section 6.
We remark that we do not know whether the (local) version of the Logarithmic Comparison Theorem holds for linear free divisors for which GLCT holds. The property of being a linear free divisor is not local, and our approach to GLCT here is quite different from the approach to LCT in [5] .
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Linear free divisors and subgroups of Gl n (C)
Let the Lie group G act on the manifold M , with action denoted by
Each element v of the Lie algebra g gives rise to a vector field χ v on M , defined by
where α x is the restriction of the action α to G × {x} and e is the neutral element of G. The vector field χ v is known as the infinitesimal generator of the action associated to v. The map v → χ v is a Lie algebra homomorphism:
We refer to it as the infinitesimal action map.
be the vector space of weight-zero vector fields. Because the Lie bracket of homogeneous vector fields of weights a and b has weight a + b, L D is a Lie algebra of dimension n. Now consider the standard action of Gl n (C) on C n . The elementary matrix e ij ∈ gl n (C), with 1 in the i'th row and j'th column and zeroes elsewhere, gives rise to the infinitesimal generator x j ∂ ∂x i of this action. Thus, the weight zero vector field i,j c ij x j ∂ ∂x i on C n is the infinitesimal generator associated to the matrix i,j c ij e ij , and L D lifts to a Lie sub-algebra of gl n (C). We denote this algebra by g D .
Let G D be the group {A ∈ Gl n (C) : A(D) = D} and let G 0 D be the connected component containing the identity.
Proof Let f = |α|=d f α x α and let A = (a ij ) 1≤i,j≤n ∈ Gl n (C). Then A ∈ G D if and only if f • A is a scalar multiple of f . For each multi-index α, the coefficient of x α in f • A, which we denote by f A α , is a homogeneous polynomial of degree d in the a ij . That f • A be a scalar multiple of f is equivalent to the vanishing of the 2 × 2 determinants f α f A β − f β f A α for all multi-indices α, β. Thus, these polynomial equations in the a ij define G D in Gl n (C).
2
The algebraic set G D contains smooth points, and is therefore everywhere smooth, since it is a subgroup of Gl n (C). It follows that it is a Lie subgroup of Gl n (C), and thus an algebraic group. Letg be its Lie algebra.
Proof If A ∈g then under the infinitesimal action of gl n (C) A gives rise to a weight-zero vector field χ A on C n . Since A is the tangent to a curve in
Conversely, if χ ∈ L D then the flow generated by χ maps D to itself. This flow coincides with the flow induced on C n by exp(tA), where A ∈ g D is the lift of χ. It follows that exp(tA) ∈ G D , so A ∈g.
2 
is less than n, so such points are not in the same orbit as points outside D.
Nevertheless, not every n-dimensional subgroup G with an open orbit gives rise to a linear free divisor. The complement, D, of the open orbit, is always a divisor: D is the locus of points x where a basis of the infinitesimal action of G fails to be a basis of T x C n , and so is defined by an n × n determinant (which we call the discriminant determinant, and denote by ∆) whose entries are all of degree 1. Thus D has an equation of degree n. Notice that ∆ must vanish on D, since at any point x ∈ D the values of the n generators of the infinitesimal action span a subspace of T x C n of dimension less than n.
However, in general freeness fails where this equation is not reduced. We give some examples of this in the next section.
We end this section with an obvious consequence of the conclusion reached on the previous page. Proposition 2.5. Suppose that D ⊂ C n is a linear free divisor and x ∈ C n D, and let G 0 Dx be the isotropy subgroup of x under the action of G 0 D on C n . Then
Proof The isotropy subgroup G 0 Dx is a 0-dimensional algebraic set, since the map α x : G 0 D → C n isétale (a local diffeomorphism). It follows that it is finite. Thus C n \D ∼ = G 0 D /G 0 Dx , and the first equality follows. The second equality holds because G 0 D is path connected, which means that left translation by g ∈ G 0
Dx is homotopic to the identity and thus induces the identity map on cohomology.
2 Remark 2.6. The argument for the second equality also shows that if G 0 D is a finite quotient of the connected Lie group G then H * (C n \D; C) ≃ H * (G; C). We will use this below in calculating the cohomology of C n \D.
Examples of linear free divisors
The conclusion of the last section guides our search for linear free divisors.
Example 3.1. The group B n of n × n invertible upper triangular matrices acts on the space Sym n (C) of symmetric matrices by transpose conjugation:
Under the corresponding infinitesimal action, the matrix b in the Lie algebra b n gives rise to the vector field χ b defined by
The dimensions of B n and Sym n (C) are equal. The discriminant determinant ∆ is not identically zero. To see this, let e ij ∈ b n be the elementary matrix with a 1 in the i'th row and j'th column, and let χ ij be the corresponding vector field on Sym n (C). If I is the n × n identity matrix, then χ ij (I) = e ji + e ij . The vectors χ ij (I) for 1 ≤ i ≤ j ≤ n are therefore linearly independent, and ∆(I) = 0. Given an n × n matrix A, let A j be the j × j matrix obtained by deleting the last n − j rows and columns of A, and let det j (A) = det(A j ). If B ∈ B n and S ∈ Sym n (C), then because B is upper triangular, (B t SB) j = B t j S j B j , and so det j (B t SB) = det j (B j ) 2 det j (S). It follows that the hypersurface D j := {det j = 0} is invariant under the action, and the infinitesimal action of B n on Sym n (C) is tangent to each. Thus ∆ vanishes on each of them. The sum of the degrees of the D j as j ranges from 1 to n is equal to dim Sym n (C), and so coincides with the degree of ∆. Hence ∆ is reduced, and we conclude, by Lemma 2.4, that D := D 1 ∪ · · · ∪ D n is a linear free divisor. In particular, when n = 2, D ⊂ Sym 2 (C) = C 3 is the union of a quadric cone and one of its tangent planes.
Example 3.2. In the space M n,n+1 (C) of n × (n + 1) matrices, let D be the divisor defined by the vanishing of the product of the maximal minors. That is, for each matrix A ∈ M n,n+1 (C), let A j be A minus its j'th column, and let ∆ j (A) = det(A j ). Then
It is a linear free divisor. Here, as the group G in 2.6 we may take the product Gl n (C) × {diag(1, λ 1 , . . ., λ n ) : λ 1 , . . ., λ n ∈ C * }, acting by
The placing of the 1 in the first entry of the diagonal matrices is rather arbitrary; it could be placed instead in any other fixed position on the diagonal. That D is a linear free divisor follows from the fact that (i) the complement of D is a single orbit, so the discriminant determinant is not identically zero, and (ii) the degree of D is equal to the dimension of G D , so the discriminant determinant is reduced. This example, due to Ragnar-Olaf Buchweitz, comes from the representation theory of quivers. A quiver Q is simply an oriented graph; that is, it consists of a set Q 0 of nodes, and a set Q 1 of arrows joining some of them. For each arrow ϕ ∈ Q 1 we denote by tϕ (for "tail") and hϕ (for "head") the nodes where it starts and finishes. A (complex) representation V of Q is a choice of complex vector space V α for each node α ∈ Q 0 and linear map V (ϕ) : V tϕ → V hϕ for each arrow ϕ ∈ Q 1 . The dimension of a representation V of the quiver Q is the vector (dimV α ) α∈Q 0 . The space Rep(Q, d) of representations with a given dimension vector d can be identified with
On this space the group Gl(Q, d) :
In our example, M n,n+1 (C) is the representation space of the star quiver
consisting of one sink and n + 1 sources, with dimension vector assigning dimension 1 to each of the sources and dimension n to the sink. Once we have chosen a basis for each space, each map is represented by an n × 1 matrix. Together they make up an n × (n + 1) matrix. The group Gl(Q, d) is equal to Gl n (C) × Gl 1 (C) n+1 , and acts by
The kernel of the action is the subgroup of scalar matrices {(λI n , λ, . . ., λ) : λ ∈ C * } =: Z 1 , contained in the centre of Gl(Q, d), and the group G D of the previous paragraph is a complement, in the sense that Gl(Q,
Many more examples of linear free divisors can be found by similar means in the representation spaces of quivers. In particular, for each Dynkin quiver (where the underlying undirected graph is a Dynkin diagram of type A n , D n , E 6 , E 7 or •
The four hypersurfaces det AB = 0, det
However, the last of these is made up of infinitely many orbits: if the images of B, C and D lie in a plane P , then together with ker A ∩ P they determine a cross-ratio. The discriminant determinant is equal, up to a scalar factor, to
Other collections of minors
In the space M m,n (C) of m × n matrices with n > m + 1, the product of all of the maximal minors no longer defines a linear free divisor, by reason of its degree. However, certain collections of n maximal minors do define free divisors. There is a simple procedure for generating many such collections, which was described in [18] . The space M m,n (C) can still be viewed as Rep(Q, d), where Q = Q n is the star quiver of Example 3.2 with n sources, and d = (m, 1, . . ., 1). As before, the quiver group
so there can be no open orbit. In order to obtain a group with an open orbit, we have to increase the dimension of Gl(Q, d) by the difference between these two dimensions, mn − m 2 − n + 1. The group Gl(Q, d) acts by row operations on the elements of M m,n (C), induced by left multiplication by elements of Gl(m), and by the column operations mc i λ (multiply column i by λ) 1 . We wish to allow mn − m 2 − n + 1 supplementary column operations of type ac i λ j (add λ times column i to column j). Applying these operations to the matrices diag(1, λ 2 , . . ., λ n ), where λ 1 , . . ., λ n ∈ C * , gives us a group G R of matrices with arbitrary complex entries in the offdiagonal position (i, j) (row i, column j) corresponding to each allowed column operation ac i λ j. The action of G R , by multiplying the generic matrix on the right, performs the allowed column operations. Provided that the infinitesimal action of Gl m (C) × G R is generically injective, it has an open orbit in Mat m,n (C). If, moreover, the action preserves the divisors of zeros of n distinct m × m minors, then the union of these divisors will be a linear free divisor. (ii) Take m = 2, n = 5. We require two supplementary generators. After reordering the columns, there are just five distinct cases, displayed in the table below. In it, the supplementary generator ac i λ j is depicted by an arrow from a node marked i to a node marked j, so that the set of supplementary generators becomes a quiver. The symbols * and + denote arbitrary elements of C * and C respectively.
Only the first and second yield linear free divisors. The fourth fails because allowing ac i λ j and ac j λ k entails allowing ac i λ k, so that the dimension of the group grows too big. The fifth fails because although the group has the right dimension and an open orbit, the discriminant determinant is not reduced: the minor M 12 divides it with multiplicity 2.
(iii) Take m = 3, n = 5. Again we need two supplementary generators, and there are the same five cases as when (m, n) = (2, 5). The list of those which give rise to free divisors is different from the previous example, however. w w n n n n n n n n n
w w n n n n n n n n n We write Der C n for the sheaf of germs of holomorphic vector fields on C n , and Der(C n ) for its space of global sections. At times it will be convenient to write Der f in place of Der(− log D) when f is a reduced equation for D. A degree zero vector field δ ∈ Der(CC n ) can be identified with an n × n matrix A = (a i,j ) i,j ∈ C n×n by δ = i,j x i a i,j ∂ j = xA∂ where ∂ = (∂ 1 , . . . , ∂ n ), ∂ i = ∂/∂x i and • = • t . Under this identification, the commutator of square matrices corresponds to the Lie bracket of vector fields. We shall denote the action of δ via the Lie bracket on functions and vector fields by δ(•) = [δ, •]. On vector fields, this is the adjoint ad δ of δ. For semisimple (nilpotent) A, also δ = xA∂ is semisimple (nilpotent) on functions and vector fields.
Let D ⊆ C n be a linear free divisor. By Saito's criterion [21, 1.8 .ii], for any basis δ = δ 1 , . . . , δ n of Der(− log D), D is defined by the homogeneous polynomial
of degree n and we write Der f = Der(− log D). This implies that δ i (f ) ∈ C ·f , and that there exists an Euler vector field χ = i x i ∂ i ∈ δ 1 , . . . , δ n C . Since χ vanishes only at the origin, the origin of the affine coordinate system x = x 1 , . . . , x n is unique. A coordinate change between two sets of degree zero generators of Der f can always be chosen linear. Since χ(f )/f = n = 0, there is a basis χ, δ 1 , . . . , δ n−1 of Der(− log D) with δ i (f ) = 0. So δ 1 , . . . , δ n−1 are a basis of the annihilator of f which is a direct factor of the Lie algebra Der f . For all possible linear coordinate changes, let s be the maximal number of linearly independent diagonal logarithmic vector fields minus 1. 
We shall frequently use the following simple fact. Proof If s = n − 2 then σ i (ν 1 )/ν 1 + trace(σ i ) = 0. Hence, a monomial x i ∂ j in ν 1 gives a relation w i − w j + k w k = 0 on the diagonal entries w 1 , . . . , w n of σ 1 , . . . , σ n−2 . Since 3 of these relations with i = j and also σ 1 , . . . , σ n−2 are linearly independent, ν 1 can have at most 2 non-zero nondiagonal entries. If σ i (ν 1 )/ν 1 = 0 for some i then ν 1 is strictly triangular with at most 2 non-zero entries after ordering the diagonal of σ i . If ν 1 has only one non-zero entry then f is divisible by the square of a variable, a contradiction. Both non-zero entries of ν 1 can be normalized to 1. If σ i (ν 1 )/ν 1 = 0 for all i then the non-zero entries of ν 1 are in a 2-dimensional multieigenspace of χ, σ 1 , . . . , σ n−2 . Otherwise, there are 3 linearly independent relations w i 1 = w j 1 , w i 2 = w j 2 , k w k = 0 on the diagonal entries of σ 1 , . . . , σ n−2 , a contradiction to their linear independence. But then ν 1 has only one non-zero entry after a linear coordinate change, a contradiction as before.
To simplify the notation, we shall write ≡ for equivalence modulo C * . By Lemma 4.4, we may assume that
There are only two possible cases:
Then f comes from the linear free divisor of example 3.1 in dimension 3:
Then f comes from a linear free divisor in dimension 4:
Classification up to dimension 4
We consider the situation of Theorem 4.1 and abbreviate x, y, z, w = x 1 , x 2 , x 3 , x 4 . By the results of Section 4.2, we may assume that s = 1 and n = 4. Let us first assume that Der f is a non-solvable Lie algebra and hence σ 1 , ν 1 , ν 2 = sl 2 . Since sl 2 is a semisimple Lie algebra, C 4 is a direct sum of irreducible 
σ
Then f = 0 if ν 1 or ν 2 has only a ∂ w -component. We shall tacitly omit this case in the following. Hence, f is divisible by x 2 and not reduced.
Then there are 3 double cases:
1. Hence, f is divisible by x 2 (or z 2 for transposed ν 1 and ν 2 ) and not reduced. Hence, f is divisible by z 2 (or w 2 for transposed ν 1 and ν 2 ) and not reduced. So f is non-reduced as a multiple of x 2 . Similarly, if r = 1 and u = v = s = q = 0 then f is a multiple of z 2 . In the other cases, either ν 2 has only one non-zero term or three non-zero terms (u = s = 1). This latter case we shall study now. 
The second basis is given where it facilitates the identification of g D as the Lie algebra listed in the last column. The complement of C in the Lie algebras for (yz + xw)zw and x(y 3 − 3xyz + 3x 2 w) are described on pages 11 -13 of [13] , in the section "Determination of the Lie algebras of low dimensionality". The former is the direct sum of C and the non-abelian Lie algebra g 0 of dimension 2, and the latter is the 3-dimensional Lie algebra g characterised as having 2-dimensional abelian derived algebra g ′ , on which the adjoint action of a basis vector outside g ′ is semi-simple with eigenvalues 1 and 2. Straightforward computations show that the two groups G 0 D are, respectively, the set of 4 × 4 matrices of the form    
with x, y ∈ C * and z ∈ C in the first and x ∈ C * , y, z ∈ C in the second.
Strong Euler homogeneity and local quasihomogeneity
In this and the following sections we use the abbreviation O for the sheaf O C n . Let D ⊆ C n , n ≥ 0, be a reduced divisor. It is strongly Euler homogeneous if, locally at any point p ∈ D, there is a defining function f ∈ O p of (D, p) and a vector field χ ∈ m p · Der p such that χ(f ) [2] , this means that, at any p ∈ D, there is a coordinate system such that (D, p) is defined by a quasihomogeneous polynomial with strictly positive weights.
The logarithmic stratification of a divisor D, introduced by K.Saito in [21] , is the partition of D into the integral varieties of the distribution Der(− log D). As it is not always locally finite, the term "stratification" is a misnomer, but is generally used. If D α is a stratum of the logarithmic stratification and
The free divisor D is Koszul free at p ∈ D if there exists a basis χ 1 , . . ., χ n for Der(− log D) p such that the sequence of symbols σ(χ 1 ), . . ., σ(χ n ) is regular in Gr F • (D p ), where D p is the ring of germs at p of complex linear differential operators on C n and F • is its filtration by the order of the operator. The graded ring Gr F • (D p ) can be identified with the ring O C n ,p [∂ 1 , . . ., ∂ n ] of polynomials in the intederminates ∂ 1 , . . ., ∂ n , by mapping the operator ∂/∂x i to ∂ i for i = 1, . . ., n. As such, it is the ring of functions on T * C n , polynomial on the fibre and analytic on the base. The symbol of the vector field χ = j χ j ∂/∂x j is then the linear polynomial σ(χ) Let D ⊆ C n be a linear free divisor and χ, δ 1 , . . . , δ n−1 a basis of Der f with δ i (f ) = 0 as in Section 4.1. The arguments which follow are valid as well for an arbitrary germ of a free divisor D ⊆ (C n , 0) with a germ of an Euler vector field χ ∈ Der 0 at 0.
The following criterion gives a method to test strong Euler homogeneity algorithmically. The reduced variety S k defined by the (k + 1) × (k + 1)-minors of the n × n-matrix
is the union of logarithmic strata of dimension at most k (in more invariant terms, S k is the variety of zeros of the (n − k − 1)'st Fitting ideal of the O C n -module Der/Der(− log D)). Thus a free divisor D is Koszul free if and only if dimS k ≤ k for all k. Note that S n = C n , S n−1 = D, and S n−2 = Sing(D). For a linear free divisor, S 0 = {0} because of the presence of the Euler vector field. Since dim Sing(D) < dim D, it follows that linear free divisors are Koszul free in dimension n ≤ 3.
In order to characterize strong Euler homogeneity, we also consider the reduced variety T k ⊇ S k defined by the (k + 1) × (k + 1)-minors of the (n − 1) × n-matrix
Again, this is the variety defined by a Fitting ideal, this time the (n − k − 2)'nd Fitting ideal of the module Der/Der(− log f ). Note that, by definition,
Lemma 5.1. D is strongly Euler homogeneous if and only if
Proof 
Proof Since
we obtain, by canceling f ,    Proof Assume that T 0 = S 0 = {0}. By homogeneity, T 0 contains the x n -axis after an appropriate linear coordinate change. Then T is independent of x n . Writing x ′ = (x 1 , . . . , x n−1 ), we have that f = g + x n · f ′ where g and f ′ := M n depend only on x ′ . Since f does not depend on fewer variables Proof By [21, 3.5] Let D be defined by
Then S 1 = T 1 = {0} and S 2 = T 2 is the singular subspace of D, with reduced structure given by
Hence, D is locally quasihomogeneous by Lemmata 5.1 and 5.5.
Example 3.2 revisited
In this subsection, we study the linear free divisor in Example 3.2 in detail and show that if n > 2 it is not Koszul free and hence not locally quasihomogeneous.
Denote by x i,j , 1 ≤ i ≤ n, 1 ≤ j ≤ n + 1, the coordinates on the space of n × (n + 1)-matrices M n,n+1 . The Lie group G = Gl n (C) × Gl 1 (C) n+1 acts on M n,n+1 by left matrix multiplication of Gl n (C) and multiplication of the jth factor Gl 1 (C) = C * on the jth column of a n × (n + 1)-matrix. By 2.2, Der(− log D) is generated by the infinitesimal action of the Lie algebra of G and hence a basis of Der(− log D) consists of the n 2 + n + 1 vector fields
with respect to the relation
corresponding to the Lie algebra of the kernel of the action. Note that the vector field ξ i,i resp. ξ j is the Euler vector field related to the ith row resp. to the jth column of the general n × (n + 1)-matrix and that χ is the global Euler vector field on M n,n+1 .
Since the determinant ∆ j has degree one with respect to each line and to each column except the jth column for which the degree is zero, the degree of f equals n + 1 with respect to a row and n with respect to a column. These considerations yield
and one can easily derive a basis of the vector fields annihilating f .
The following lemma is self evident by definition of the action of G on M n,n+1 and we shall use it implicitly. In particular, the rank of a G-orbit is well-defined as the rank of any of its elements.
Lemma 5.7.
1. Two matrices in M n,n+1 having the same row space are in the same G-orbit. Similarly two matrices given by lists of column vectors A = C 1 , . . . , C n+1 and A ′ = C ′ 1 , . . . , C ′ n+1 are in the same G-orbit if there is a λ j ∈ C * such that C ′ j = λ j C j for all j = 1, . . . , n + 1. 
If
By using also the action of G, we may assume that x i,r+1 ∈ {0, 1}: If x i,r+1 = 0 then one can divide the ith row by x i,r+1 and multiply the ith column by x i,r+1 . Proof Let us consider a rank r orbit of G in M n,n+1 . If r < n, we can find a point A in this orbit with a zero row, say row number i. Then the Euler vector field ξ i,i of this row is an Euler vector field at A. If r = n and the orbit is not the open orbit C n \D, we can assume, as above, that A satisfies x i,j = δ i,j for i = j if i, j ≤ n and that x i,n+1 = 0 for some i ∈ {1, . . . , n}. Then x i,i = 1 is the only non zero entry in the ith row and the ith column. This implies that ξ i,i − ξ i is an Euler vector field at A because its coefficients are in the maximal ideal at A and
By the normal form (1), there is only a finite number of maximal rank G-orbits including the generic orbit for which all x i,n+1 equal 1. (ii) The number of G-orbits in M 3,4 is infinite. In particular, the set of G-orbits of M 3,4 is not locally finite, and M 3,4 is not Koszul free and hence not locally quasihomogeneous.
Proof (i) In the case of M 2,3 , the only orbits which remain to be considered are {0} and the rank one orbits which contain, up to permutation of columns, one of the typical elements: (ii) In the case of M 3,4 , let us consider a rank two orbit for which any pair of columns is independent.
As above, we can reduce an element in this orbit to the form 
Example 3.1 again
In this subsection, we show that the linear free divisors in Example 3.1 are locally quasihomogeneous and hence Koszul free. We denote by x i,j , 1 ≤ i ≤ j ≤ n, the coordinates on the space of symmetric n × n-matrices Sym n (C) ⊆ M n,n . Let D ⊆ Sym n (C) be the divisor defined by the product
The Lie group B n ⊆ Gl n (C) of upper triangular matrices acts on Sym n (C) by transpose conjugation:
B · S = B t SB, for B ∈ B n , S ∈ Sym n (C). For i < j, ξ i,j is nilpotent, so that ξ i,j (f ) = 0. The vector field ξ i,i is the infinitesimal generator of the C * action in which the i'th row and column are simultaneously multiplied by λ ∈ C * . It follows that each determinant det k with k ≥ i is homogeneous of degree 2 with respect to ξ i,i , and we conclude that ξ i,i (f ) = 2(n − i + 1)f, ξ i,j (f ) = 0 for i < j.
Lemma 5.10. There are finitely many B n -orbits in Sym n (C).
Proof If i ≤ j, the pair of elementary row and column operations ac i c j, ar j c i ("add c times column i to column j, add c times row j to row i") can be effected by the action of B n . By such operations any symmetric matrix may be brought to a normal form with at most a single non-zero element in each row and column. Another operation in B n changes each of these non-zero elements to a 1. Thus there are only finitely many B n -orbits in Sym n (C). 2
By the discussion at the start of Section 5, it follows that D is Koszul free. In fact this will also follow from To prove this, it is enough to show that at each point S of D there is an element of Der(− log D) S which vanishes at S and whose linear part is diagonal with positive value. This is the result of the proposition below. In what follows we fix a symmetric matrix S such that s i,j ∈ {0, 1}, with at most one non-zero coefficient in each row and column. By Lemma 5.10, each B n orbit contains such a matrix, and local quasihomogeneity is preserved by the B n action, so it is enough to construct a vector field of the required form in the neighbourhood of each such matrix S. In other words we have a triangular-type system of diagonal linear parts with positive terms on the i'th row and zeros on rows after the i'th. Proof If s i,j = 0 for any j ≥ i, and s k,i = 0 for any k ≤ i, we can take v i = ξ i,i .
If s k,i = 1, with k ≤ i, then we may apply lemma 5.12 and a linear combination of the vector fields v i,i , v i,i+1 , . . . , v i,n does the trick.
Finally if s i,j = 1 for some j > i, we observe that ξ i,i − ξ j,j , is diagonal and has non zero positive eigenvalues in the positions {(i, i), . . . , (i, j − 1)} ∪ {(i, j + 1), . . . (i, n)}.
Then we see that the vector field v i = v i,j + ξ i,i − ξ j,j + v i+1,j + · · · + v j,j + v j,j+1 + · · · + v j,n does the trick since by adding v i,j we complete the row i by a positive eigevalue at (i, j), and we cancel with the help of the appropriate v k,ℓ all the negative eigenvalues with row indices k > i. 2
