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Abstract
The paper describes a decidable class of verification problems expressed in first order timed logic. To specify programs we use
Abstract State Machines. It is known that Abstract State Machines and first order timed logic are two very powerful formalisms
apt to represent verification problems for timed distributed systems. However, the general verification problem represented in this
way is undecidable. Prior, some decidable classes of verification problems were described in semantical properties that are in their
turn undecidable. The decidable class of the present paper is described in syntactical terms. Though it admits no functions, only
predicates, it is of practical interest and we give an example illustrating possible applications.
c© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
We are interested in the problem of verification of time properties for distributed systems. There are a lot of different
tools to be used for specification of distributed systems, and among them are Abstract State Machines (ASMs). They
provide a formal method for clear and complete specification of distributed algorithms on various levels of abstraction.
On the other hand, the specification of time properties to verify implies also the choice of an appropriate logic. In
previous works [3,1,4], we exhibited a first order timed logic (FOTL) and a class of formulas of this logic for which
the validity problem is decidable. Formulas of this class have the form ϕ → ψ , where ϕ represents the set of runs
of the system under consideration and ψ is a time property to be verified by the system. These formulas ϕ and ψ are
submitted to respective semantical restrictions which imply that if the formula ϕ → ψ admits a counter-model, then
it admits a counter-model of a finite fixed “complexity”, and this last property is proved to be decidable. Nevertheless,
the proposed semantical conditions are undecidable in the general case.
In this paper, our goal is to provide syntactical sufficient conditions for ASMs on the one hand and sufficient
conditions for formulas which express the time property to verify on the other hand, to get a decidable class of
verification problems.
The next section presents the syntax and semantics of the restricted class of ASMs that we consider, namely monadic
Abstract State Machines (MASM). Section 3 describes the logical framework and gives a translation of monadic
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Abstract State Machines into this logic. In Section 4, we recall the semantical conditions for a decidable verification
and Section 5 provides syntactic conditions which guarantee the semantical ones. It is proved that monadic Abstract
State Machines are ultimately periodically extendable, and a syntactic class of formulas is proved to be finitely
refutable. Section 6 gives an example of application of our result to analyze the behavior of a simple distributed
system.
Related results. There has been relatively little work on the verification of ASMs. Existing papers have mainly
concerned verification based on model checking techniques [5,11,12]. On the other hand, an approach based on use of
decidable fragments of temporal first order logic can be found in [10,6]. In these papers, the sorts which are finite are
fixed, i.e. they are not “abstract” with an unknown but finite cardinality as in the present paper, so the results cannot
be compared. One can cite also [8] where a decidability result about verification of some kind of properties is given
for ASMs where the total number of agents (created, updated and removed) is uniformly bounded. An application of
our verification framework using the notion of finite complexity to timed automata is given in [2].
2. Monadic Abstract State Machines (MASMs)
For a general setting about ASMs see [7]. We consider here a subclass of such machines that will be denoted
MASMs (monadic ASMs); in fact it is a subclass of “basic” ASMs. No prior knowledge of ASMs is demanded here.
Syntax
A MASM is a triple (W, Prog, Init), where W is a vocabulary, Prog is the program, and Init is the initial condition.
The vocabulary W of a MASM contains:
• a finite set X of abstract sort symbols, variables, and constant symbols for each sort
• a finite set VExt of nullary predicate symbols, which are external (or input) predicates (that cannot be changed by
the machine)
• a finite set VInt of monadic predicate symbols which are internal predicates, i.e. they are computed by the machine.
Moreover external predicates are classified as dynamic (their interpretation depends on time) or static.
Let V = VInt ∪ VExt. Let X be an abstract sort, we denote by V XInt (resp. V XExt) the set of internal (resp. external)
predicate symbols of type X → Bool. From now a nullary predicate will be considered as a particular case of unary
one.
An assignment (update) has the form P(x) := Q(x) | Q(a) | b where P is an internal predicate symbol, Q is an
internal or external predicate symbol, a is a constant of an abstract sort, x is a variable of an abstract sort and b is a
Boolean value.
A guard is a first order formula on this vocabulary with at most one free variable.
An update conditional rule (or simply a rule) has the form If G(x) Then A(x) where x is a variable of an abstract
sort, G(x) is a guard and A(x) is a list of updates.
The program Prog of a MASM has the form:
Repeat
ForAll x1 ∈ X1, x2 ∈ X2, . . . xr ∈ Xr
If G1(xi1) Then A1(xi1 )
If G2(xi2) Then A2(xi2 )
. . . . . . . . . . . .
If G p(xip ) Then A p(xip )
EndForAll
EndRepeat
where x1, x2, . . . , xr are variables for distinct abstract sorts X1, . . . , Xr and If G j (xi j ) Then A j (xi j ) are conditional
update rules for 1 ≤ j ≤ p.
The initial condition Init is a closed formula on the signature V which defines the value of internal predicates at
time zero.
310 D. Beauquier / Annals of Pure and Applied Logic 141 (2006) 308–319
Semantics
We consider a discrete time interpreted as N. All If Then operators are executed in parallel for all xi , and all updates
inside A j (xi j ) also (semantics for general ASMs is described in [7]).
In more detail, the semantics of MASMs is as follows. The semantics is given for a fixed finite interpretation of
abstract sorts. A state of a MASM M is an interpretation of external and internal predicate symbols. Notice that the
interpretation of constant symbols is static, i.e. does not depend on time. A run of the machine M is an infinite
sequence (Sn)n∈N of states of M such that for every n ∈ N, Sn+1 is the result of the action of machine M upon state
Sn . State S0 is called the initial state of the machine M , it is defined by condition Init. Informally speaking, given a
state Sn at time n, the guards G j (xi j ) are simultaneously evaluated and all the updates of rules with true guards are
simultaneously executed. If two assignments are not consistent, the run aborts. We are interested only in total runs,
i.e. those which do not abort for an inconsistence reason. The machine is deterministic, that is there is at most one
total run for a given input.
3. Monadic First Order Timed Logic (MFOTL)
3.1. Definition
The vocabulary of Monadic First Order Timed Logic is almost the same as the vocabulary of a MASM. The only
difference is that predicates are timed, that means they have one more parameter which is time.
Syntax
The vocabulary of MFOTL contains:
• a finite set X of abstract sort symbols, variables x, x ′, x1, x2, . . ., and constant symbols for each sort
• an interpreted sort for time T = N, that is considered as a subsort of integers Z, that is also a predefined sort.
Variables for time are t, t ′, t1, t2, . . .. All the natural numbers are predefined constants
• the relations <,= over Z are predefined over Z as well as two unary functions +1 and −1
• a finite set of predicate symbols of type X × T → Bool, where X is an abstract sort, or of the type T → Bool.
Notice that equality for abstract sorts does not belong to the signature.
Semantics
The notions of interpretation, model, satisfiability and validity are treated as in first order predicate logic modulo
the preinterpreted part of the vocabulary. Thus M |= F , M |= F and |= F where M is an interpretation and F
is a formula, denote respectively that M is a model of F , M is a counter-model of F and F is valid. The value of a
formula F for a given interpretation I will be denoted [F]I .
It turns out that this logic is undecidable, see [9], Theorem 3.
3.2. MFOTL-formulas describing runs
In MFOTL one can write a formula ΦM which models are exactly the runs of the MASM M . This formula
can be produced by a simple algorithm. It is a conjunction of several formulas, the initial condition among
them.
Notations
• Let W be the vocabulary of a MASM M=df (W, Prog, Init) with the program of the form given above.
• Denote by W ◦ the vocabulary obtained from the vocabulary W by replacing each dynamic symbol f ∈ W of the
type X → Bool by f ◦ of the type X × T → Bool.
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• Denote by F j the set of function symbols that appear to the left of := in the assignment block A j , and denote by
θ j, f the term of the assignment of A j with the left hand side f (x). Without loss of generality we assume that there
are no two assignments of the form f (x) := θ and f (x) := θ ′ in A j . Thus, the assignments of A j are of the form
f (x) := θ j, f , f ∈ F j .
• I f is the set of indices j in {1, . . . , p} such that f ∈ F j .
• For a formula F over W we denote by F̂(t) the formula over V ◦ obtained from F by replacing all terms f (x)
where f is a dynamic abstract symbol by f ◦(x, t).
To describe the set of total runs we express the following properties related to a given moment of time t . Formula
Θ1(t) expresses the updates which have to be done between time t and time t + 1, and formula Θ2(t) expresses the
fact that values not concerned by the updates at time t must remain unchanged at time t + 1.
Θ1(t)=df∧
f ∈VInt
∀ x ∈ Dom( f ) ∀ j ∈ I f
(
Ĝ j (x)(t) → f ◦(x, t + 1) = θ̂ j, f (x)(t)
)
.
Θ2(t)=df∧
f ∈VInt
∀ x ∈ Dom( f ) ( (∀ j ∈ I f ¬Ĝ j (x)(t)) → f ◦(x, t + 1) = f ◦(x, t) ) .
Let ΦM =df Înit(0) ∧ ∀t (Θ1(t) ∧ Θ2(t)). We have:
Proposition 1. Let M be a MASM. The MFOTL-formula ΦM characterizes the set of total runs of M.
4. Semantical conditions for decidable verification
The decidability result we get is based on the existence for a formula of “simple” models, i.e. models which can be
described by a finite set of values. The next subsection defines this notion of finite complexity of an interpretation.
4.1. Chains of ultimately periodic interpretations
Without loss of generality we suppose that abstract sorts are interpreted as initial segments of the set of integers N.
Let ξ be an interval of N, and i ∈ N. We denote by ξ + i the set of integers { j + i | j ∈ ξ}.
Given a predicate symbol f : X × T → Bool, we restrict our attention to particular partial interpretations of f .
A partial interpretation f ∗ of f is a finite partial interpretation (FPI) of complexity (k, m), if:
– the domain of f ∗ is X∗ × (I1 ∪ I2 ∪ . . . Im), where X∗ is a finite interpretation of X , and I1, I2, . . . , Im are disjoint
(possibly empty) intervals of T
– there is a partition of X∗ into k (possibly empty) intervals X∗1 , X∗2 , . . . , X∗k such that
– f ∗ is constant on each X∗i × I j , i.e. for i = 1, . . . , k, j = 1, . . . , m there exists a Boolean constant bij such that
for all x ∈ X∗i and all t ∈ I j , f ∗(x, t) = bij .
A partial interpretation of V is a finite partial interpretation of complexity (k, m) if every abstract predicate symbol
has a finite partial interpretation with complexity (k, m), the m intervals of time are the same for all the interpretations,
and the partition of each sort X∗ is the same for all the abstract predicate symbols of type X∗ × T → Bool. A FPI of
complexity (k, m) will be denoted (k, m)-FPI.
An interpretation f ∗ of f : X∗ × T → Bool is ultimately periodic of complexity (k, m, h) if:
- there is a partition of X∗ into k (possibly empty) intervals X∗1 , X∗2 , . . . , X∗k
- T is partitioned in an ultimately periodic way, namely
- T = [0, h0)⋃n≥0[h0 + n · h, h0 + (n + 1) · h)
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- intervals [0, h0) and [0, h) are divided into m (possibly empty) consecutive intervals ξ j , and ξ ′j respectively
( j = 1, . . . , m),
- f ∗ is constant on each X∗i × ξ j and on each X∗i × (ξ ′j + n · h), and is ultimately periodic, i.e. the value of f ∗ on
X∗i × (ξ ′j + n · h) does not depend on n but only on i and j .
An interpretation of V is ultimately periodic of complexity (k, m, h) ((k, m, h)-UPI) if every abstract predicate symbol
has an interpretation with complexity (k, m, h), the partition of T is the same for all abstract predicate symbols, and
the partition of each sort X∗ is the same for all the abstract predicate symbols of type X∗ × T → Bool. The handle of
an ultimately periodic interpretation is the non periodic part of it, i.e. its restriction on the time interval [0, h0) defined
above.
An exact prefix of an ultimately periodic interpretation of V is the restriction of this interpretation to a time domain
of the form [0, h0 +n ·h) for some n, where h0 and h are the parameters which define the ultimately periodic partition
of T .
An interpretation of an abstract predicate symbol (and more generally of V ) is a chain of ultimately periodic inter-
pretations of complexity (k, m, h, l) ((k, m, h, l)-UPI∗) if it is the concatenation of (l −1) exact prefixes of ultimately
periodic interpretations of complexity (k, m, h) and an ultimately periodic interpretation of complexity (k, m, h).
In [1,4], the following result is proved in a slightly different context, but the scheme of the proof [4] is the same,
here the underlying decidable theory is the Presburger arithmetic:
Proposition 2. The existence of a (counter-)model of a given complexity (k, m, h, l) is decidable for closed MFOTL-
formulas.
4.2. Finite refutability and ultimately periodic extendability
In this subsection we define two semantical conditions which guarantee that a formula of the form φ → ψ has a
counter-model of a finite complexity.
4.2.1. Finite refutability
A closed formula G is (k, m)-refutable iff for every its counter-model M there exists a FPI M′ of complexity
(k, m) such that M is an extension of M′ and any extension of M′ to a total interpretation is a counter-model of G.
Example. The formula G : ∀t ∀x P(x, t) is (1, 1)-refutable.
Actually for every counter-model M of G, there exists an integer t0 ∈ N and some x∗ in the finite set X∗
interpreting the abstract sort X of the variable x such that the interpretation of P(x∗, t0) in M is false. Let M′
be the (1, 1)-FPI restriction of M to {t0} on T and to {x∗} on X∗. It is clear that every other interpretation which
extendsM′ is a counter-model of G.
4.2.2. Ultimately periodic extendability
Let α be a total function transforming a complexity value of the form (k, m) into a complexity value of the form
(k, m, h, l).
A formula G is (k, m)-ultimately periodically extendable with augmentation α iff for every (k, m)-FPI M
extendable to a model of G there is an extension M′ of M which is a chain of complexity α(k, m) that is a model
of G.
Proposition 3. Let φ and ψ be two closed MFOTL-formulas, such that ψ is (k, m)-refutable and φ is (k, m)-
ultimately periodically extendable with augmentation α. Then the formula φ → ψ has a counter-model iff it has
a counter-model of complexity α(k, m).
Proof. Suppose that G = (φ → ψ) has a counter-model M. A counter-model of an implication is a model of the
premise and a counter-model of the conclusion. As ψ is (k, m)-refutable there is a (k, m)-FPI M0 ⊆ M such that
any of its extension to a total interpretation is a counter-model of ψ .
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This (k, m)-FPI M0 is extendable to M which is a model of φ. But φ is (k, m)-ultimately periodically extendable
with augmentation α. Hence, there is an extensionM1 ofM0 with complexity α(k, m) that is a model of φ. And this
extension is also a counter-model of ψ . Thus G has a counter-model of complexity α(k, m). 
As a corollary of Propositions 2 and 3, we have:
Corollary 4. Let α be a total computable function transforming a complexity value of the form (k, m) into a
complexity value of the form (k, m, h, l). Let φ and ψ be two closed MFOTL-formulas, such that ψ is (k, m)-refutable
and φ is (k, m)-ultimately periodically extendable with augmentation α. One can decide whether the formula φ → ψ
is valid.
5. Syntactic conditions for decidable verification
Corollary 4 provides a class of formulas for which the validity is decidable. Unfortunately, the question whether a
formula of MFOTL is in this class is undecidable [2]. For this reason we are looking for sufficient syntactic conditions
to belong to this class.
5.1. MASMs and ultimately periodic extendability
5.1.1. Finite automatonAM associated with a MASM M:
Let M be a MASM and V be its signature. We fix an interpretation of abstract sorts. Then each predicate has a finite
number of possible interpretations (recall that its type is X → Bool). Let V (resp. E,I) be the set of all interpretations
of V (resp. of VExt, VInt) for this fixed interpretation of abstract sorts. For each MASM M on the signature V ,
we define a finite automaton AM associated to M . This automaton depends on the interpretation of the abstract
sorts.
The set of states of the automaton is I, the set of labels is E , and I E−→ I ′ is a transition iff I ′ is the value of
internal abstract predicates after the execution of one step of the MASM when in the current state, the interpretation
of V is (I, E). The initial state Iinit is the value of internal abstract predicates defined by the initial condition
Init. Clearly, to a total run (In, En)n∈N of the MASM M , there corresponds an infinite run of the finite automaton
I0
E0−→ I1 E1−→ . . . In En−→ In+1 . . ..
One can remark that the size of the automaton depends on the size of the interpretation of abstract sorts.
Let R and R′ be two equivalence relations on the same set S. We say that R is coarser than R′ (or R′ is finer than
R) which is written R ≺ R′ if x R′y → x Ry for all x, y in S. We denote by sup(R, R′) the equivalence relation R′′
defined by x R′′y iff x Ry and x R′y.
For each state I ∈ I, we define an equivalence relation on the interpretation X∗ of X in the following way: two
elements x and x ′ are equivalent if each internal predicate of type X → Bool has the same value on them in I , i.e.
x ∼I x ′ iff ∀P ∈ V XInt [P(x)]I = [P(x ′)]I .
Lemma 5. For every j ∈ {1, . . . , p} and every x, x ′ ∈ X∗i j , x ∼I x ′ → [G j (x)](I,E) = [G j (x ′)](I,E).
Proof. Clearly, the value of formula G j is the same for x and x ′, since all the abstract predicates have the same
value for x and x ′. Notice that the fact that the equality (for abstract sorts) does not belong to the signature is here
crucial. 
As a consequence we get immediately:
Lemma 6. Let I E−→ I ′ be a transition of AM . The equivalence relations ∼I and ∼I ′ satisfy ∼I ′≺∼I .
Proof. Due to the previous lemma, we have that for every j ∈ {1, . . . , p} and every x, x ′ ∈ X∗i j , x ∼I x ′ →
[G j (x)](I,E) = [G j (x ′)](I,E). Thus for an internal predicate P ∈ V X jInt , P(x) is updated iff P(x ′) is updated, moreover
the new value is the same. So x ∼I ′ x ′ and then ∼I ′≺∼I . 
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We define now a “canonical” automaton B which size is independent of the size of the interpretations of abstract
sorts and which depends only on the ASM M . The runs of this automaton will be in a correspondence with particular
runs of M .
Let Ki be the number of internal abstract predicates with domain Xi . The number of classes in X∗i for the
equivalence ∼I , where I ∈ I, is at most 2Ki .
A state q of B consists of an interpretation of VInt, where each Xi is interpreted as some {1, . . . , ki } with ki ≤ 2Ki .
We will write P∗q for the interpretation of the internal predicate P in state q .
There is a transition q E−→ q ′ if q ′ is the new value interpretation of VInt after the execution of the MASM when
the current state of V is (q, E).
Now let r be a run in AM : I0 E1−→ I1 E2−→ . . . In−1 En−→ In . We will associate to this run r a run [r ] in B.
Recall that E, I, AM are built for a fixed interpretation of abstract sorts.
Let ki be the number of classes in Xi defined by the equivalence ∼I0 for i = 1, . . . , r . We can define a bijection
θi between the set of classes of Xi and the set {1, . . . , ki }. Denote by [I0] the state in B such that the interpretation of
predicate P ∈ V XiInt is P∗[I0](ξ) = P∗I0 (x) where [x] is the class of x ∈ Xi for the equivalence ∼I0 and θi ([x]) = ξ ,
for i = 1, . . . , r and for every P ∈ V XiInt . Using Lemma 6 we have that ∼I j ≺∼I0 . Thus we can define [I j ] as the state
in B such that the interpretation of predicate P ∈ V XiInt is P∗[I j ](ξ) = P∗I j (x) where θ([x]) = ξ , for i = 1, . . . , r and
every P ∈ V XiInt . Actually the value of P∗I j (x) depends only on the class of x in X∗i .
Definition. A (finite or infinite) run in a finite automaton is ultimately periodic with period h and length handle l if it
is the concatenation of a prefix of length l (the handle) and the repetition of a loop of length h.
Lemma 7. Let r be a run inAM : I0 E1−→ I1 E2−→ . . . In−1 En−→ In. Then [r ] : q0 = [I0] E1−→ [I1] E2−→ . . . [In−1] En−→
[In] = qn is a run in the automaton B.
Besides that, for each run ρ : q0 = [I0] E1−→ q ′1
E2−→ . . . q ′n−1
En−→ qn = [In] in the automatonB, there exists states
I ′1, . . . , . . . , I ′n−1 in AM such that ρ′ : I0
E1−→ I ′1
E2−→ . . . I ′n−1
En−→ In is a run in AM . Moreover if ρ is ultimately
periodic, then ρ′ is ultimately periodic with the same period h, and the same handle length l. The run ρ′ defines an
exact prefix of a UPI of complexity (K , max(h, l), h), and the partition of X∗i associated to the UPI is the one defined
by the equivalence relation ∼I0 .
Proof. For the first point, we have just to prove that q j−1
E j−→ q j is a transition in B for j = 1, . . . , n. And this comes
from the equality: [I j−1 · E j ] = [I j−1] · E j .
For the second point, we associate to each state q ′j for 1 ≤ j < n the state I ′j defined in this way: the interpretation
of predicate P ∈ V XiInt is P∗I ′j (x) = P
∗
q j (ξ) where θi ([x]) = ξ , for i = 1, . . . , r and every P ∈ V XiInt . Clearly,
I ′j−1
E j−→ I ′j is a transition in B for j = 1, . . . , n (we take I ′0 = I0, and I ′n = In).
Concerning the complexity of the interpretation defined by ρ′, remark that the number of equivalence classes of
∼I0 is at most 2Ki , so it is bounded by some K , and without loss of generality (by a reordering of elements of X∗i )
one can suppose that the partition of X∗i = {1, . . . , ni } consists of intervals. 
5.1.2. Technical lemmas for finite automata
The following lemma is a classical fact of theory of automata:
Lemma 8. Given a finite automaton A, there exists an integer h such that for each pair of states (p, p′) there exists
two finite sets of integers A p,p′, Bp,p′ such that the set L p,p′ of lengths of paths from p to p′ in A is
L p,p′ = A p,p′ ∪ Bp,p′ + h · N.
i.e. L p,p′ is an ultimately periodic set with period h.
Moreover h, A p,p′ and Bp,p′ are computable from A.
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Proof. The set of lengths of paths from p to q inA is a regular set of N so it is an ultimately periodic set with a period
h p,q and the regular expression is computable. Let h be the smallest common multiple of all the h p,q . Then L p,q is
also a computable ultimately periodic set with period h. 
Lemma 9. Given a finite automatonA, there exists a period h, and integers L, N, which are computable fromA such
that for every run r with length n > N, there exists a run r ′ with the same extremities and the same length, which is
the concatenation of an ultimately periodic run r ′1 with period h and with handle length less than L and a run r ′2 with
length less than L.
Proof. We take for N the number of states of the automatonA. Let r : q0 ∗−→ qn be a run in A with length n > N .
It contains a subrun q +−→ q with length l0 ≤ N .
From Lemma 8, there exist an integer h such that for every pair of states p, p′ there exist two finite sets of integers
A p,p′, Bp,p′ such that the set L p,q of lengths of paths from p to q in A is L p,q = A p,p′ ∪ Bp,p′ + h · N. One can
suppose that the set Bp,p′ is minimal, in the sense that if m ∈ Bp,p′ then m − h ∈ Bp,p′ .
One can decompose r as q0
n1−→ q n2−→ qn , with n1 + n2 = n. Let l be the smallest common multiple of h and
l0. If n1 is large enough ( i.e. greater than max(Aq0,q ∪ Bq0,q + l) then n1 − l is still the length of a path from q0 to
q . Let k1 be the greatest integer such that n1 − k1l belongs to Lq0,q . Symmetrically, let k2 be the greatest integer such
that n2 − k2l belongs to Lq,qn . On the other hand, there exists a periodic run with period h from q to q with length
(k1+k2)l, since l is a multiple of l0. Then there exists a run r ′ from q0 to qn with length n which can be decomposed in
r ′ : q0n1−k1l−→ q (k1+k2)l−→ q n2−k2l−→ qn . So the ultimately periodic run r ′1 we are looking for is the run q0
n1−k1l−→ q (k1+k2)l−→ q
with handle of length n1 − k1l. If we take for L the computable value maxp,p′ A p,p′ ∪ (Bp,p′ + Nh), then n1 − k1l
and n2 − k2l are both less than L and the lemma is proved. 
5.1.3. Ultimately periodic extendability of MASMs
Lemma 10. Let M be a monadic ASM, let a fixed interpretation of its abstract sorts, and AM its associated finite
automaton. There exists a period h, and integers L, N which are computable and depend only on M and not on the
interpretation of its abstract sorts such that
(1) for every run r in AM : I0 E1−→ I1 E2−→ . . . In−1 En−→ In with n > N, there exists in AM a run r ′ from I0 to In,
with the same length n which is the concatenation of an ultimately periodic run r ′1 with period h and with handle
length less than L and a run r ′2 with length less than L. Moreover the partial interpretation defined by r ′1 is an
exact prefix of a UPI with complexity (K , max(h, L), h) and the partition of X∗i associated to the UPI is the one
defined by the equivalence relation sup(∼I0 ,∼In ).
(2) if there exists an infinite run r in AM from some state I0, then there exists an infinite run r ′ from this state which
is ultimately periodic with period h and with handle length less than L. Moreover the interpretation defined by r ′
is a UPI with complexity (K , max(h, L), h), and the partition of X∗i associated to the UPI is the one defined by
the equivalence relation ∼I0 .
Proof. (1) Let ∼ be the equivalence relation equal to sup(∼I0 ,∼In ). For each X∗i , and each class of ∼ in X∗i , we
choose a representative x and we modify the inputs E j for j = 1, . . . , n in the following way. The new inputs
E ′j satisfy the equalities: PE ′j (y) = PE j (x) for all the elements y in the class represented by x . In this way, the
inputs E ′j are compatible with state I0. Let r ′ : I0
E ′1−→ I ′1
E ′2−→ . . . I ′n−1
E ′n−→ I ′n be the new run. Clearly the values
of predicates (internal as well as external) on the representatives of the classes are the same in r and in r ′, in every
state I j and every label E j . Therefore, since ∼In ≺∼, we have I ′n = In , and we can apply Lemma 7. The sequence
[r ′] : [I0]
[E ′1]−→ [I ′1]
[E ′2]−→ . . . [I ′n−1]
[E ′n]−→ [I ′n] is a run in the automaton B. Using Lemma 9, there exist a period h, and
integers L, N such that if the length n of [r ′] is greater than N , there exists in B an ultimately periodic run ρ from [I0]
to [In], with the same length n with period h and with handle length less than L. Moreover (Lemma 7) there exists
a run ρ′ in AM from I0 to In with length n, which is ultimately periodic with the same period h and with the same
handle length less than L.
(2) Let r be an infinite run I0 E1−→ I1 E2−→ . . . In−1 En−→ In . . . inAM . Let an integer n be greater than N and 2L+h.
Applying (1) to the prefix of r of length n, there is a run r1 from I0 to In with length n which is the concatenation of
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an ultimately periodic run r ′1 with period h and with handle length less than L and a run r ′2 with length less than L.
Since n > 2L + h the run r ′1 contains at least one period and iterating infinitely this period we obtain the required run
r ′. 
Theorem 11. Let M be a MASM. For every integers k, m the formulaΦM is (k, m) ultimately periodically extendable
with augmentation α(k, m) = (K , m′, h, m + 1), where K , m′ and h are computable from M.
Proof. Let M be an interpretation corresponding to a run
r : I (0) E1−→ I (1) E2−→ I (2) . . . I (n − 1) En−→ I (n) . . .
in the automatonAM , and M′ be a (k, m)-FPI restriction of M. Our goal is to extendM′ into an interpretationM′′
which corresponds to a run of M and with a bounded complexity.
Recall that K denotes the maximum of the 2Ki , where Ki is the number of abstract predicate symbols of type
Xi → Bool in the signature of the MASM M .
For j ∈ {1, . . . , m}, let t−j and t+j be the extremities of the j th interval of time on whichM′ is defined. To getM′′
we have to fulfill the “holes” in M′ from time 0 to time t−1 , from time t+j to time t−j+1 for j = 1, . . . , m − 1 and from
time t+m to infinity. Consider the subrun r j of r from I (t+j ) to I (t
−
j+1) for j = 0, . . . , m − 1 (with t+0 = 0). Using
Lemma 10, if r j has a length greater than N , there exists a run r ′j from I (t
+
j ) to I (t
−
j+1) with the same length which
is the concatenation of an ultimately periodic run r ′j1 with period h and with handle length less than L and a run r
′
j2
with length less than L, where h, N and L depend only on the machine M .
Moreover, there exists an infinite run starting in I (t+m ) which is ultimately periodic with period h and with handle
length less than L. By concatenating all these partial runs, we get a total run which associated interpretation is an
extension of M′. and which is a chain of m + 1 ultimately periodic interpretations of complexity (K , 2L + m, h).
Thus we have α(k, m) = (K , 2L + m, h, m + 1). 
5.2. A subclass of MFOTL-formulas with finite refutability property
Bounded time quantifiers
Let a, b be two integers, and t1 be a variable or an integer.
∀t ∈ [t1 − a, t1 + b] ϕ is an abbreviation for ∀t ((t1 − a ≤ t ∧ t ≤ t1 + b) → ϕ).
∃t ∈ [t1 − a, t1 + b] ϕ is an abbreviation for ∃t (t1 − a ≤ t ∧ t ≤ t1 + b ∧ ϕ).
The quantifier of variable t in such formulas is said bounded (because t is bounded).
Definition. • A MFOTL formula is in a generalized prenex form if it is in a prenex form and quantifiers are possibly
bounded.
• A MFOTL formula belongs to the class C if it is equivalent to a formula in a generalized prenex form such that:
(1) each existential time quantifier is bounded,
(2) for each existential abstract quantifier, the time quantifiers on the right of it are bounded.
Example.
∀ t ( (∀ x∀t ′ ∈ [t, t + 1] ¬Sign◦(x, t ′)) → Alarm◦(t + 2)) ) .
This formula is in the class C since an equivalent generalized prenex form is
∀t ∃x ∃t ′ ∈ [t, t + 1] (Sign◦(x, t ′) ∨ Alarm◦(t + 2)).
Proposition 12. For every closed formula Φ in the class C there exists a computable pair of integers (k, m) such that
Φ is (k, m)-refutable.
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Proof. Consider a closed formula from the class C. It is equivalent to a formula Φ in a generalized prenex form
such that each existential time quantifier is bounded and for each existential abstract quantifier, the time quantifiers
on the right of it are bounded. We can eliminate in Φ all bounded time quantifiers replacing them by finite
conjunctions and disjunctions. Transform the obtained formula into a prenex form. This formula is of the form
∀ t1 . . .∀ tn QX¯ Φ′(t1, . . . , tn, X¯) where n can be zero and QX¯ is a quantifier prefix over variables X¯ for abstract
sorts, and Φ′ is quantifier free.
Let M be a counter model of this formula. Then for some values t∗i , formula F = QX Φ′(t∗1 , . . . , t∗n , X) is false
on M. Let T be the set of integers t∗ appearing in F in atomic formulas of the form P(x, t∗) where P is a predicate
symbol. The set T is, clearly, finite and computable. The evaluation of F for some interpretation depends only on the
value of the predicates restricted to T . Thus the restriction M′ of M on T is a (k, m)-FPI, where k = 2p·|T |, p is the
number of predicate symbols in Φ and |T | is the number of elements of T . Every extension ofM′ is a counter-model
of Φ. 
It is worthwhile to remark that most Safety properties are in the class C as well as bounded Liveness properties.
5.3. Main result
Here is the main result of this paper which provides syntactic sufficient conditions for the decidability of the
verification problem.
Theorem 13. Let M be a MASM and ψ be a sentence of the class C. One can decide whether M satisfies ψ , i.e.
whether ΦM → ψ is valid.
Proof. Using Theorem 11, for every integer k, m the formula ΦM is (k, m) ultimately periodically extendable with
augmentation α(k, m) = (k, m′, h, m +1), where m′ and h are computable from M . From Proposition 12, there exists
a computable pair (k, m) such that ψ is (k0, m0)-refutable. So, (Corollary 4) one can decide whether ΦM → ψ is
valid. 
Let us notice that one cannot relax the condition of nullary predicates for the input of the ASM . Actually here is a
very simple ASM with one unary input predicate Q and one monadic internal predicate P .
Initial condition: ∀x P(x).
The program
Repeat
ForAll x;
If(∃y(P(y) ∧ Q(y)) ∧ (∃z(P(z) ∧ ¬Q(z)) ∧ P(x) ∧ Q(x)
Then P(x) := false;
If ∀y(P(x) → Q(y)) ∧ P(x)
Then P(x) := false;
If ∀y(P(x) → ¬Q(y)) ∧ P(x)
Then P(x) := false;
EndForAll
EndRepeat
We prove that the formula ΦM of this ASM cannot be (2, 2)-ultimately extendable for any complexity function
α. Let α(2, 2) = (2, 2, h, l). Consider an interpretation X∗N of X with N elements, and N large enough, for example
N > 3+hl. There is a run which leads in N steps to a state SN where for all the elements x ∈ X∗ one has P(x) = true,
and at each step the number of elements for which P is true decreases by one unit. Then whatever is the input Q, the
value of P will no longer change. This run is obtained by choosing at each of the N first steps an interpretation of Q
which is true only for one element y such that P(y) = true. Take the (2, 2)-FPI which is the restriction of the run to
intervals of time {0} and {N − 1}. Clearly there is no run which extends this FPI into a chain of ultimately periodic
interpretations of complexity (2, 2, h, l).
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6. An example of application
Imagine the following system. There are n processes which execute independently a repeated sequence of actions,
passing successively in states State1, State2, State3, State1, . . .. For some environmental reason, State3 can become
dangerous, this is known to the processes by means of a Signal which orders them either to leave this state, if they are
in this state or not to enter it if they are in state State2. Below is a MASM which models the functioning of the set of
processes.
Vocabulary
T : N, variables t, t1, . . .
Proc: abstract symbol sort, variables x, x ′, . . .
Signal : → Bool, external
State1 : Proc → Bool, internal
State2 : Proc → Bool, internal
State3 : Proc → Bool, internal
Initial condition: ¬Signal ∧ ∀x¬ ( (State1(x) ∧ State2(x)) ∨ (State1(x) ∧ State3(x)) ∨ (State2(x) ∧ State3(x)) ) ∧(
State1(x) ∨ State2(x) ∨ (State3(x)
)
.
The program
Repeat
ForAll x;
If ¬Signal ∧ State2(x)
Then State3(x) := true; State2(x) := false;
If State1(x)
Then State2(x) := true; State1(x) := false;
If State3(x)
Then State1(x) := true; State3(x) := false;
EndForAll
EndRepeat
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Properties to verify
• Safety: If the Signal is sent at time t , then at time t + 1 there is no process in State3.
∀t (Signal◦(t) → ∀x¬State◦3(x, t + 1))
• Liveness: If at time t there was no signal for a duration at least 2, every process reaches State3 during the period
[t − 1, t + 1].
∀t ( (∀t ′ ∈ [t − 1, t]¬Signal◦(t ′)) → ∀x ∃t” ∈ [t − 1, t + 1] State◦3(x, t”)
)
.
Both formulas are in the class C. So one can decide whether the MASM satisfies these requirements.
7. Conclusion
It is clear that the presented result can be generalized to vocabularies containing functions with values in fixed finite
domains. An interesting open question is how to permit to use some arithmetic. Recall that in the classes described
in [2,3] a rather developed arithmetic is available.
Though the worst case complexity of our decidable class is high, we think that for practical problems, the
complexity is in the range of feasibility. This is to be confirmed by experiments and hopefully by theoretical study.
Acknowledgement
I am grateful to Anatol Slissenko for his numerous useful corrections and remarks.
References
[1] D. Beauquier, A. Slissenko, Decidable classes of the verification problem in a timed predicate logic, in: Proc. of the 12th Intern. Symp. on
Fundamentals of Computation Theory, FCT’99, August 30–September 3, 1999, Iasi, Rumania, in: Lect. Notes in Comput. Sci, vol. 1684,
Springer-Verlag, 1999, pp. 100–111.
[2] D. Beauquier, A. Slissenko, Decidable verification for reducible timed automata specified in a first order logic with time, Theoretical Computer
Science 275 (1–2) (2002) 347–388.
[3] D. Beauquier, A. Slissenko, A first order logic for specification of timed algorithms: Basic properties and a decidable class, Annals of Pure
and Applied Logic 113 (1–3) (2002) 13–52.
[4] D. Beauquier, A. Slissenko, Periodicity based decidable classes, Technical Report, University Paris 12, Department of Informatics, 2004.
Available at http://www.univ-paris12.fr/lacl.
[5] G. Del Castillo, K. Winter, Model checking support for the asm high-level language, in: S. Graf, M. Schwartzbach (Eds.), Tools and
Algorithms for the Construction and Analysis of Systems, TACAS’2000, in: LNCS, vol. 1785, Springer-Verlag, 2000, pp. 431–442.
[6] M. Fisher, A. Lisitsa, Monodic asms and temporal verification, in: Abstract State Machines — Advances in Theory and Applications,
in: LNCS, vol. 3052, Springer-Verlag, 2004, pp. 95–110.
[7] Y. Gurevich, Evolving algebra 1993: Lipari guide, in: E. Bo¨rger (Ed.), Specification and Validation Methods, Oxford University Press, 1995,
pp. 9–93.
[8] Yu. Gurevich, R. Yavorskiy, Observations on the decidability of transitions, in: Abstract State Machines — Advances in Theory and
Applications, in: LNCS, vol. 3052, Springer-Verlag, 2004, pp. 161–168.
[9] I. Hodkinson, F. Wolter, M. Zakharyaschev, Decidable Fragments of First Order Temporal Logics, IX, 1999, pp. 37–56.
[10] A. Nowack, Deciding the verification problem for abstract state machines, in: Abstract State Machines — Advances in Theory and
Applications, in: LNCS, vol. 2589, Springer-Verlag, 2003.
[11] M. Spielmann, Automatic verification of abstract state machines, in: Proc. of 11th International Conference on Computer-Aided Verification
(CAV’99) Workshop on Abstract State Machines ASM 2000, in: Lect. Notes in Comput. Sci, vol. 1633, Springer-Verlag, 1999, pp. 431–442.
[12] K. Winter, Towards a methodology for model checking ASM: Lessons learned from the flash case study, in: Proc. of the Intern. Workshop on
Abstract State Machines ASM 2000, in: Lect. Notes in Comput. Sci, vol. 1912, Springer-Verlag, 2000, pp. 341–360.
