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In this paper, sufficient conditions have been obtained for oscillation and non- 
oscillation solutions of tirst order differential equations with piecewise constant 
deviating arguments. These equations occur in mathematical models of certain 
biomedical problems. i 1989 Academic Press, Inc 
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A great deal of work has been done and many research articles have 
been published on the oscillation theory of first order delay differential 
equations of the form 
Y’(t)+P(t)f(y(g(t)))=O (1) 
with g(t) < f and g(t) + CC as t + co. For details, the reader is referred to 
the survey article [7] and the monograph [6]. In a recent paper [ 11, 
Aftabizadeh and Wiener have obtained sufficient conditions for the 
oscillation of all solutions of first order linear differential equations with 
piecewise constant deviating arguments of the type 
y’(t) + 4(t) At) + P(l) AlItI) = 0, (2) 
where p and q are real-valued continuous functions on [0, cc ) and + cc as 
t -+ co. In most of the studies related to (1 ), g(t) is not of the type such that 
g(t) d t. The equations of the type (2) are similar in structure to those 
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found in [2]. The study of Eq. (2) is interesting because equations of this 
type occur in a natural way in mathematical models of some biological 
problems [2]. 
In this paper we consider 
(3) 
and forced equations 
y’(t) + P(t)f(Y([tl)) = h(t), (4) 
where p and h are real-valued continuous functions on [0, co) and 
f: R + R is continuous such that yf( y) > 0 for y # 0. Sufficient conditions 
have been obtained for nonoscillation of (3) and (4) in the second section. 
The third section deals with oscillatory properties of solutions of (3), (4), of 
differential equations with several delays of the form 
Y’(t)+ f P,(t)ACt-il)=O, (5) 
i=O 
where pi(t), i = 0, 1, . . . . m is a real valued continuous function on [0, co), 
and of logistic equations with piecewise constant deviating arguments of 
the type 
r’(t)+c(t)(l+ Y(f)) J4Ctl)=O, (6) 
where c is a real-valued continuous function on [0, co) such that c(t) > 0. 
A comparison of a differential equation with piecewise constant deviating 
argument with a differential equation with constant delay has been given in 
the last section. It appears that the behaviour of solutions of (2) is not suf- 
ficiently close to that of the delay differential equations of the type (1). In 
Section 2, we prove that all solutions of (3) are nonoscillatory if p(t) < 0. 
However, this is not the case for an equation of the form (1). For example, 
the equation 
y’(t)--y t-g =o 
( > 
admits an oscillatory solution y(t) = sin t. 
Following [3], by a solution of (3) or (4) on [0, co) we mean a real- 
valued function y(t) that satisfies the conditions: (i) y(t) is continuous on 
[0, co); (ii) the derivative y’(t) exists at each point t E [0, ao) with the 
possible exception of the points [t] E [0, co) where the right-hand 
derivative exists; (iii) Eq. (3) or (4) is satisfied on each interval 
In, n + 1) c [0, cc) with integral end-points. 
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In this work we assume that Eq. (3) or (4) admits a solution y(t) 
on [N,, co), NY 2 0 is an integer, such that, for every T 2 N,., 
sup{ ) y(t) : t 2 T} > 0. By a solution we mean a solution of this type. 
A solution y(t) of (3) or (4) is said to be oscillatory if there exists a 
sequence (t,) such that t, -+ co as n + co andy(t,) = 0; y(t) is said to be 
nonoscillatory if it is not oscillatory. 
2 
In this section we obtain sufficient conditions so that all solutions of (3) 
or (4) are nonoscillatory. 
THEOREM 2.1. If p(t) < 0, then all solutions of (3) are nonoscillatory. 
Proof: Let y(t) be a solution of (3) on [N,, co ), where N, 2 0 is an 
integer. Let y(n) = 0 for some integer n 2 N,. So, for t E [n, n + l), y’(t) = 0 
and hence y(t) is constant. Consequently, if y(n) = 0 for every integer 
n E [N,., co), then from the continuity of y(t) it follows that y(t) E 0 on 
[NY, co). Since y(t) is nontrivial in any neighbourhood of infinity, there 
exists an integer n, > N.V such that y(n,) #O. Let y(n,)>O. For 
tE [n,, n, + l), y’(t)= -p(t) f(y(n,))aO. So y(t)> y(nl) for tan,; hence 
y(n, + 1) >O. This in turn implies that y(n, + 2)>0 and so on. Hence 
y(t)>0 for tan,. Similarly, y(n,)<O implies that y(t)<0 for tan,; 
hence y(t) is nonoscillatory. 
This completes the proof of the theorem. 
Remark. The above theorem holds for 
y’(t)+q(t) y(t)+ P(t)f(YCtl))=Ov 
where p and q are real-valued continuous functions on [0, co) such that 
p(t) s 0. 
The authors of [ 1 ] have proved that 
lim sup 
I 
“+‘p(t)exp(~~q(s)ds)dt>I 
n-m n (7) 
implies that all solutions of (2) are oscillatory. When p and q are nonzero 
constants, then the condition (7) reduces to 
A@- 1)/q> 1 (8) 
and Eq. (2) takes the form 
y’(t) + su(t) + PY(Cd) = 0. (9) 
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They have proved that the condition (8) is necessary and sufficient for all 
solutions of (9) to be oscillatory. They have achieved this by showing that 
(9) admits only the trivial solution when p(e” - 1) = q and 
de4 - 1 J/4 < 1 (10) 
implies that all solutions of (9) are nonoscillatory. In the following we 
prove a result which generalizes the above result for (9) to (2). 
THEOREM 2.2. Zf p(t) 2 0 and 
lim sup i ‘+‘~(t)exp(]~q(s)ds)dt<l, n-m n 
then all solutions of (2) are nonoscillatory. 
Proof Let y(t) be a solution of (2) on [NY, co), where N,, > 0 is an 
integer. From the given condition it follows that there exists an integer 
N* 2 NY such that 
s “l~(t)exp(~~q(s)ds)dt<l n 
for n 2 N*. Since y(t) is nontrivial in any neighbourhood of infinity, there 
exists an integer n, > N* such that y(n,)#O. Let y(n,)>O. Equation (2) 
may be written as 
x’(t) + p(t) exp ((, q(s) ds) NCtl) = 0, 
where x(t) = y(t) exp(jk, q(s) ds). Clearly x(n,) >O. For t E [n,, n, + l), 
x’(t) < 0 and 
x(t)=x(nl)-/f ~(~)exp(~~,q(e)de)x([sl)ds 
HI s 
and hence 
= x(nl) { 1 - 1’ P(S) exp (11, q(@ do) ds} 
HI 
x(n,+l)=x(n,) l-jflit’p(t)exp(~~,q(s)ds)dt}>O. 
n1 
Consequently, x(t) > 0 for t k [n, , n, + 11. Proceeding as above we may 
showthatx(nl+2)~0.Sox(nl)~Oimpliesthatx(t)~Ofort~nl,thatis, 
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y(n,) > 0 implies that y(t) > 0 for t 3 n,. Similarly it can be shown that 
y(nr ) < 0 implies that y(t) < 0 for I 2 n, . So y(t) is nonoscillatory. 
Hence the proof of the theorem is completed. 
THEOREM 2.3. Zfp(t)>O, O<f(x)/x<Mfor x#O and 
s l7fl lim sup p(t) dt < l/M ~1’~ n 
then all solutions of (3) are nonoscillatory. 
Proof: Let y(t) be a solution of (3) on [NY, co), where N.,. 2 0 is an 
integer. Clearly, there exists an integer n, > N,. and 0 < E < l/M such that 
s 
n+l 
t, 
p(t)dt<+ 
for n 2 n,. Since y(t) is nontrivial in any neighbourhood of infinity, there 
exists an integer n2 > N - 1 such that y(n2) # 0. Let y(n2) > 0. Integrating 
(3) from n, to t E (n,, n2 + 1) we obtain 
> 0. 
Hence y(t) > 0 for t E [n,, n2 + 11. Repeating this process we can show that 
y(t)>0 for tE [n,+ 1, n,+2]. Hence y(q)>0 implies that y(t)>0 for 
t > n,. Similarly, it can be proved that y(n,) < 0 implies that y(t) < 0 for 
t > n,. Hence the theorem. 
Remark. Theorem 2.3 does not include the superlinear or the sublinear 
case. But the following theorem includes the superlinear case. 
THEOREM 2.4. Let p(t) > 0. Let 1x1 < K imply that f(x)/x < A4 for x # 0. 
I f  
s II+1 lim p(t)dt=O, n-02 n 
then all bounded solutions of (3) are nonoscillatory. 
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The proof of this theorem is the same as that of Theorem 2.3 and hence 
is omitted. 
Remark. The proof of Theorem 2.3 or 2.4 runs smoothly if p(t) is 
locally integrable instead of being continuous. In the following, we give two 
examples to illustrate these theorems. 
EXAMPLE. Consider 
Ctl 
“(‘I + t2( 1 + sin2( l/[t])) 
y([t])(l +sin2y([t]))=Ofor t> 1. 
From Theorem 2.3 it follows that all solutions of the equation are non- 
oscillatory. In particular, y(t) = l/t is a nonoscillatory solution of the 
equation. 
EXAMPLE. y’(t)+q[t13 t-“y3([t])=0, tal. From Theorem 2.4 it 
follows that all bounded solutions of the equation are nonoscillatory. In 
particular, y(t) = te9 is a bounded nonoscillatory solution of the equation. 
THEOREM 2.5. Let h(t) > 0 and lim, _ oD h(t)/lp(t)l = co, whenever it is 
defined. Then all bounded solutions of (4) are nonoscillatory. 
Proof: Let y(t) be a bounded solution of (4) on [N,,, 0000) such 
that 1 y( t)l < A4 for t E [N,, co), where NY > 0 is an integer. Since f is 
continuous, there exists a constant K> 0 such that 1 f(u)1 <K for 
u E [-IV, M]. From the given hypothesis it follows that there exists a 
T2 NV such that h(t) > K Ip( for t > T. If y(t) is oscillatory, then there 
exists a sequence (t,) such that y(t,) =0 and t, + co as m + co. Choose 
ml sufficiently large so that t,, > T. Now integrating (4) from t,, to t,, + , , 
we get 
0 = I”’ + ’ [h(t)-dt)f(YCtl))l df 
(ml 
> f ‘,‘+I [h(r)- K Ip(t)I] dr ‘ml 
> 0, 
a contradiction. 
EXAMPLE. Consider 
y’(r) -e 3Ctl-5ry3([t])=e-t+e-5t, t 2 0. 
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Clearly, 
h(t) -3e’+em3’. 
I P(f)1 
From Theorem 2.5 it follows that all bounded solutions of the equation are 
nonoscillatory, hence y(t) = --e-I is a bounded nonoscillatory solution of 
the equation. 
3 
This section is concerned with oscillatory behaviour of solutions of 
W. (3), (4), (5), and (6). 
THEOREM 3.1. Zfp(t) a0 
f 
n+l 
lim (x/f(x)) = M < co and 
r-r0 
lim sup At)dl>M n-rr n 
then all solutions of (3) are oscillatory. 
Proof Let y(t) be a solution of (3) on [N,, 00 ), where NY > 0 is an 
integer. If possible, let y(t) be nonoscillatory. We may assume, without any 
loss of generality, that y(t) > 0 for t > N* B NY. So y’(r) < 0 for t > N* and 
hence lim, _ a y(t) = c( > 0. Let c1> 0. From the given condition it follows 
that there exists an E > 0 and a sequence (nj) such that n, + cc and 
s II,+ 1 p(t)dt>M+E. “I 
Since f(u) is continuous, f( y(nj)) +f(cr) as nj --+ co. So, for 0 < rj <f(a), 
there exists an integer N such that f( y(nj)) >f(u)- r] for nja N. Now 
integrating (3) from N to N + A4 where m > 0 is an integer, we obtain 
= -f(lw))j;+m p(f) dt-f(AN+ 1)) j;;,’ p(t) dt 
- . . . -ftyW+m-l))jNtm p(t)dt, 
N+m--i 
that is, y(N+m) < y(N)-m((f(a)-~)(M+E). This in turn implies that 
y(N + m) < 0 for sufficiently large m, a contradiction. Suppose that c1= 0. 
409/139:1-3 
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Choosing nj> N* and integrating (3) from nj to nj+ 1, we get 
so 
lim sup s “,+ 1 Ytnj) “, - aJ “, p(t) dt G ,Ilfnm f(y(nj)) = MT 
a contradiction again. 
Remark. We may note that Theorem 3.1 includes the sublinear case but 
does not include the superlinear case. Moreover, in Theorem 3.1, p(t) need 
not be continuous everywhere in [0, co). It is enough if p(t) is continuous 
on [0, 00) except possibly at integral points. 
The nonhomogeneous equation corresponding to (2) is given by 
y’(t) + 4(t) Y(t) + P(t) J4Ctl) = h(t), 
where h is a real-valued continuous function on [0, co). 
(11) 
THEOREM 3.2. Let p(t) > 0 and q(t) > 0. Suppose there exists a function 
H, two constants a and b, and two sequences (s,) and (t,) such that 
H’(t) = h(t) everywhere on [0, co) except possibly at integral points, 
H(s,)=a, H(t,)=b, s,+co, t,+m, anda<H(t)<b. Zf 
lim sup 
I 
‘+‘p(t)exp([iq(s)ds)dt>l, 
n-cc n 
then all solutions of (11) are oscillatory. 
Proof: Let y(t) be a nonoscillatory solution of (11) on [N,,, co ), ZV, > 0 
is an integer. Let y(t) > 0 for t > N 2 NY. Setting x(t) = y(t) - H(t), we get 
x’(t)= y’(t)--(t)= -s(t) y(t)-At) y(Ctl)Go 
for t > N. There exists N* > N such that x(t) + a > 0 for t 2 N*. If not, we 
can find a large t, such that x( t, ) + a 6 0. Since x(t) is nonincreasing, 
x(t)+a<O for large t. But, for a large s,, x(s,)+a= y(s,) >O, a con- 
tradiction. Hence our claim holds. Setting z(t) = x(t) + a, we obtain 
z’(t) = ---4(t) Y(f) - P(f) Y([Itl) 
= -q(t)(x(t) + H(t)) - p(t)MCtl) + ff(Ctl)) 
6 -q(t) z(t) - p(t) z( Ctl). 
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So z’(t) + q(t) z(t) + p(t) z( [t]) < 0 admits an ultimately positive solution, 
a contradiction (see [ 11). A similar contradiction may be obtained when 
y(t) is ultimately negative. 
THEOREM 3.3. Suppose that p(t)>O, 
lim inf 
s ~+‘p(t)exp(~~q(s)ds)dt>*, n-cc ” 
lim inf 
s 
n+‘h(t)exp(fq(s)ds)dt<O, 
n-cc n 
and 
lim sup 
s 
‘+‘h(t)exp(rq(s)ds)dt>O. 
n-‘m II 
Then all solutions of (11) are oscillatory. 
Proof: Let y(t) be a nonoscillaroty solution of (11). We assume that 
y(t) > 0 for t 2 N. The proof for the case when y(t) < 0 for t z N is similar. 
From the given condition it follows that there exists a sequence (n,) such 
that nj -+ cc and 
1‘ “‘+‘h(t)exp n, 
Setting x(t) = y(t) exp(I’, q(s) ds), we may write (11) as 
*.(t)+p(f)exp(j~,,q(J)ds)x(ltl)=h(t)exp(j~q(r)ds). (12) 
Choose nj > N. From (12) we get 
O<X(n,+ l)=X(nj) 1 -In:+’ 
i 
p(t)ev(j)ds)~)dt} 
+ I’“+ ’ h(t) exp (J‘: q(s) ds) dt 
“I 
a contradiction. This completes the proof of the theorem. 
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THEOREM 3.4. Zf p(t) 2 0, 
lim inf 
I 
’ h(s) ds = - co and lim sup ’ h(s) ds = co, 
,-co 0 5 ,-co 0 
then all solutions of (4) are oscillatory. 
Proof: Let y(t) be a solution of (4) on [IV,,, co) such that y(t)>0 
for t2iVaiV,, where N,,aO is an integer. So y([t])>O for t2N+l. 
Consequently, from (4) we obtain 
y(t) G YW+ 1) + J;+ 1 h(s) ds. 
So lim,, o. inf y(t) < 0, a contradiction. A similar contradiction is obtained 
when y(t) < 0 for t 2 N. 
THEOREM 3.5. Let f(u) be nondecreasing. Let p(t) 3 0 such that 
s 
m 
p(t) dt = 00. 
If there exists an oscillatory function H such that H’(t) = h(t) everywhere on 
[0, 00) except possibly at integral points and lim, _ m h(t) exists, then a 
solution of (4) tends to zero as t --f co or is oscillatory. 
Proof Let y(t) > 0 for t 2 IV>, NY, where y(t) is a solution of (4) on 
[NY, co) and IV,,>0 is an integer. Setting x(t) = y(t)-H{t), we obtain 
x’(t) = -p(t) f( y[t])) everywhere except possibly at integral points in 
[0, co). Clearly x(t) >O for large t. For t Z N+ 1, x’(t)<0 and hence 
lim ,-a0 x(t) exists. Consequently, lim,, m y(t) = 1 exists. Suppose that 
il > 0. For 0 < E < 1, there exists an integer n > N + 1 such that y(t) > I - E 
for tan. Now, for tan+ 1, 
x(t)<x(n+l)-f(l-E)J‘:+,p(s)ds. 
This in turn implies that x(t) < 0 for large t, a contradiction. A similar 
contradiction is obtained if y(t) < 0 for large t. 
THEOREM 3.6. Zf pi( t) > 0 for i = 0, 1, . . . . m and 
lifinrs!p 2 (I:::+’ pi(t) dt) > 1, 
i=O 
(13) 
then all solutions of (5) are oscillatory. 
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Remark. Theorem 3.6 can be extended to 
Y’(t)+q(t)Y(f)+ f Pi(t)Y(Ct-il)=09 
i=o 
where p,(t) 20, i= 0, 1, 2, . . . . m. In this case the condition (13) is replaced 
by the condition 
In the following we prove a result concerning oscillatory behaviour of 
solutions of logistics Eq. (6). 
THEOREM 3.7. If 
f 
n+l 
Iim sup C(t)dr> 1, 
n+m n 
then all solutions of (6) are oscillatory. 
Proof Let y(t) be a solution of (6) on [0, co). From ecology theory it 
follows that 1 + y(0) > 0. Integrating (6) we obtain 1 + y(t) > 0 for t > 0. 
If possible, let y(t) > 0 for t > N> 0. Choosing n 2 N+ 1, we see that 
y’(t) > 0 for t E [n, n + 1). Integrating (6) from n to n + 1, we get 
y(n+l)-r(n)=-y(n)f~+‘C(t)(l+~))dt 
< -y(n)(l + y(n+ 1)) \:+I C(t) dt. 
Hence 
O<y(n+l)<y(n) 1-(l+y(n+l))j”+‘C(t)dr). 
{ n 
Consequently, 
(1 + + y(n+ l))f:+’ C(t)dt< 1, 
that is. 
f 
n+l 
C(t) dt < 
1 
I+ y(n+ 1) 
<l 
n 
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I 
n+l 
lim sup C(t) dtq 1, 
n-03 ” 
a contradiction. If y(t)<0 for taN>O, then y’(t)>0 for t>N+ 1. Hence 
lim r-m y(t) = CI 6 0 exists. Suppose that a = 0. Choosing n 2 N + 1 and 
proceeding as above we obtain 
This in turn gives us 
s IIf1 lim sup C(t) dt 6 lim 1 -= 1, n-m n n+m 1 +y(n) 
a contradiction. Next suppose that a < 0. Since 1 + y(t) is positive 
and increasing, lim, ~ ,( 1 + y(t)) > 0, that is, 1 + u > 0. Choosing 
Ocs<min(l+a, -u}, we obtain --y([t])(l+y(t))>/?>O, where 
fi= -(a+~)(1 +a--~), for t 2 to> N+2. Hence integrating (6) from t, 
to t, we get 
Y(f) > Y(b) + B j’ C(s) ds. 
t0 
From the given condition it follows that 
s 
Y(t)dt=oo. 
10 
Hence y(t) > 0 for large t, a contradiction. 
4 
In this section we compare a differential equation with piecewise 
constant deviating argument 
Y’(t)+PACtl)=O (14) 
with the differential equation with average delay 
y’(t) + w(t - f, = 0, (15) 
where p is a nonzero constant. We call (15) a differential equation with 
average delay because the delay t - [t] in (14) satisfies j; + ’ (t - [t] } dt = 4 
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for all n. If p < 0, then all solutions of (14) are nonoscillatory 
(Theorem 2.1). But (15) may admit an oscillatory solution. Indeed, 
y’(t) - 3ny( t - 4) = 0 
admits an oscillatory solution y(t) = cos 3nt. If 0 < p < 1, then all solutions 
of (14) are nonoscillatory (Theorem 2.2). If 1 > p > 2/e, then all solutions of 
(15) are oscillatory (see [5]). For 0 < p < 2/e, Eq. (15) admits at least one 
nonoscillatory solution (see [S] ). For p = 1, Eq. ( 14) does not admit a 
nontrivial solution. Indeed, integrating (14) from n to n + 1, we get 
y(n+l)=O. For tE[n+l,n+2), y’(t)=0 and hence y(t)=0 for 
tE [n+ l,n+2]. Proceeding as above we get y(t)=0 for ian+ 1. On the 
other hand, all solutions of (15) with p = 1 are oscillatory because e > 2 
(see [S]). If p> 1, then all solutions of (14) are oscillatory (see [l]) as 
well as all solutions of (15) (see [S] ). 
Hence solutions of (15) are more oscillatory in nature than those of ( 14). 
So it appears that the delay t - [t] cannot be replaced by its average $. 
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