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Abstract
In the present paper, we show that the Ringel–Hall algebra of a finitary algebra over a finite field satisfies
fundamental relations in a more general setting. By twisting the multiplication, we obtain the quantum Serre
relations. Finally, certain relations between Ringel–Hall algebras of an algebra and its factor algebras are
discussed.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Ringel–Hall algebras of finitary rings were introduced by Ringel [12,14] in order to deal with
possible filtrations of modules with fixed factors. It turns out that Ringel–Hall algebra approach
provides a nice framework for the realization of quantized enveloping algebras and Kac–Moody
algebras, see, e.g., [5,8,9,11–14]. One of the key features in this approach is that Ringel–Hall
algebras satisfy the so-called fundamental relations, which are similar to the quantum Serre
relations—the defining relations for quantized enveloping algebras. Later, it was shown in [16]
that by twisting the multiplication in Ringel–Hall algebras of hereditary algebras, fundamental
relations become the quantum Serre relations themselves.
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of A is by definition the free abelian group with basis u[M], indexed by isoclasses [M] of finite
dimensional A-modules M . The multiplication is given by
u[M]u[N ] =
∑
[L]
FLM,Nu[L],
where FLM,N is the number of submodules X of L such that X ∼= N and L/X ∼= M . Let Si and Sj
be two finite dimensional simple A-modules. Let Ext1A(Si, Si) = 0. Ringel showed in [12] that
under the assumption Ext1A(Si, Sj ) = 0, we have in H(A),
n∑
r=0
(−1)rqi r(r−1)2

n
r

qi
ur[Si ]u[Sj ]u
n−r
[Si ] = 0,
where qi = |EndA(Si)| and n = 1 + dimEndA(Si ) Ext1A(Sj , Si), and under the assumption
Ext1A(Sj , Si) = 0, we have
m∑
r=0
(−1)rqi r(r−1)2

m
r

qi
um−r[Si ] u[Sj ]u
r[Si ] = 0,
where m = 1 + dim Ext1A(Si, Sj )EndA(Si ). These are called the fundamental relations.
In the present paper we show that to obtain the fundamental relations, the assumption
Ext1A(Si, Sj ) = 0 or Ext1A(Sj , Si) = 0 is indeed not necessary. Then, by twisting the multipli-
cation of the Ringel–Hall algebra of an arbitrary finitary algebra, the quantum Serre relations are
also obtained. We further show that Ringel–Hall algebras satisfy the higher order fundamental
relations which give rise to the higher order quantum Serre relations studied in [9]. Finally, some
relations between the Ringel–Hall algebra of a finitary algebra and Ringel–Hall algebras of its
factor algebras are studied. More precisely, if B is a factor algebra of A, then the Ringel–Hall
algebra H(B) of B is a factor algebra of H(A). Also, the Lie algebra associated with B is a
factor algebra of the Lie algebra associated with A.
2. Ringel–Hall algebras and fundamental relations
In this section we recall from [12] the definition of the Ringel–Hall algebra H(A) of a finitary
algebra A and then show that H(A) satisfies fundamental relations. This is a generalization of
[12, Proposition]. Throughout, Fq denotes a finite field of q elements.
We first give some useful facts involving Gaussian polynomials. Let Z[q] be a polynomial
ring in an indeterminate q . For each d  1, define
d! = 12 · · · d with r= qr − 1
q − 1 ,
and set 0! = 0 by convention. For 0 r  d , set

d
r

= d!! ! .r d − r
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d + 1
r

=

d
r

+ qd+1−r

d
r − 1

= qr

d
r

+

d
r − 1

.
The following lemma is well known (see [10, p. 26]).
Lemma 2.1. For any positive integer d , we have in Z[q],
d∑
r=0
(−1)rq r(r−1)2

d
r

= 0.
The following result is a generalization of the above lemma.
Lemma 2.2. For any integers d  1 and 0 c d − 1, we have
d∑
r=0
(−1)rq (r−c)(r−c−1)2

d
r

= 0. (2.2.1)
Proof. We prove (2.2.1) by induction on d . For simplicity, we write
fd,c =
d∑
r=0
(−1)rq (r−c)(r−c−1)2

d
r

.
If d = 1, then c = 0 and f1,0 = 1 − 1 = 0, as required. Now assume the formula (2.2.1) holds
for d  1, that is, fd,c = 0 for 0  c  d − 1. We need to prove fd+1,c = 0 whenever 0  c 
(d + 1)− 1 = d . If 0 c d − 1, we have
fd+1,c =
d+1∑
r=0
(−1)rq (r−c)(r−c−1)2

d + 1
r

= q c(c+1)2 +
d∑
r=1
(−1)rq (r−c)(r−c−1)2

d + 1
r

+ (−1)d+1q (d+1−c)(d−c)2
= q c(c+1)2 +
d∑
r=1
(−1)rq (r−c)(r−c−1)2
(
d
r

+ qd+1−r

d
r − 1
)
+ (−1)d+1q (d+1−c)(d−c)2
=
(
q
c(c+1)
2 +
d∑
r=1
(−1)rq (r−c)(r−c−1)2

d
r
)
+
(
d∑
r=1
(−1)rq (r−c)(r−c−1)2 +d+1−r

d
r − 1

+ (−1)d+1q (d+1−c)(d−c)2
)
= fd,c +
(
d−1∑
(−1)r+1q (r−c)(r−c−1)2 +(d−c)

d
r

+ (−1)d+1q (d−c)(d−c−1)2 +(d−c)
)
r=0
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(
1 − qd−c)fd,c = 0 (since c d − 1).
It remains to show that fd+1,d = 0 for d  1. We again proceed induction on d . In case d = 1,
we have
f2,1 =
2∑
r=0
(−1)rq (r−1)(r−2)2

2
r

= q − (q + 1)+ 1 = 0.
Let now d  2. Then we deduce that
fd+1,d =
d+1∑
r=0
(−1)rq (r−d)(r−d−1)2

d + 1
r

= q d(d+1)2 +
d∑
r=1
(−1)rq (r−d)(r−d−1)2

d + 1
r

+ (−1)d+1
= q d(d+1)2 +
d∑
r=1
(−1)rq (r−d)(r−d−1)2
(
qr

d
r

+

d
r − 1
)
+ (−1)d+1
=
(
q
d(d+1)
2 +
d∑
r=1
(−1)rq (r−d)(r−d−1)2 +r

d
r
)
+
(
d∑
r=1
(−1)rq (r−d)(r−d−1)2

d
r − 1

+ (−1)d+1
)
= qdfd,d−1 − fd,d−1 =
(
qd − 1)fd,d−1.
Thus, by the induction hypothesis, we get that fd+1,d = (qd − 1)fd,d−1 = 0. This finishes the
proof. 
Let A be an Fq -algebra. By A-mod we denote the category of finite dimensional left A-
modules. For M,N1, . . . ,Nt ∈ A-mod, let FMN1,...,Nt be the number of the filtrations
M = M0 ⊇ M1 ⊇ · · · ⊇ Mt−1 ⊇ Mt = 0,
such that Mi−1/Mi ∼= Ni for all 1 i  t .
Now let A be a finitary Fq -algebra, i.e., for any M,N ∈ A-mod, Ext1A(M,N) is finite dimen-
sional; see [14]. For each M ∈ A-mod, we denote by [M] the isoclass of M . Following [12], the
integral Ringel–Hall algebra H(A) of A is the free abelian group with basis {u[M] | M ∈ A-mod}
indexed by the set of isoclasses of A-modules, with multiplication given by
u[M]u[N ] =
∑
[L]
FLM,Nu[L] for all M,N ∈ A-mod.
It is easy to see that H(A) is an associative algebra with identity 1 = u0, where 0 denotes the
isoclass of the trivial A-module 0.
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morphism algebra Di := EndA(Si) of Si is a finite field extension of Fq . For i, j ∈ I , we consider
the Di -Dj -bimodule Ext1A(Sj , Si) and Dj -Di -bimodule Ext1A(Si, Sj ) and define
c′i,j = −dimDi Ext1A(Sj , Si), c′′i,j = −dim Ext1A(Si, Sj )Di .
We finally define a matrix CA = (ci,j )i,j∈I by setting ci,j = 2δi,j + (c′i,j + c′′i,j ), where δi,j is the
Kronecker symbol.
Remark 2.3. If I is finite and ci,i = 2 for all i ∈ I , then CA is a symmetrizable generalized
Cartan matrix. In general, CA is a Borcherds–Cartan matrix in the sense of [1], which defines the
so-called generalized Kac–Moody algebra.
Given a polynomial f (q) in Z[q] and a complex number a ∈ C, we write f (q)a for f (a).
For each i ∈ I , we let qi = |Di | and write ui = u[Si ] in H(A). The subalgebra C(A) of H(A)
generated by ui , i ∈ I , is called the composition algebra of A.
Theorem 2.4. Let i, j ∈ I with i = j and suppose ci,i = 2, i.e., Ext1A(Si, Si) = 0. Then we have
in H(A)
n∑
r=0
(−1)rqi
(r+c′′
i,j
)(r+c′′
i,j
−1)
2

n
r

qi
uri uju
n−r
i = 0, (2.4.1)
where n = 1 − ci,j .
Proof. For simplicity, we write c1 = −c′i,j and c2 = −c′′i,j . Then n = 1 + c1 + c2. By the multi-
plication in H(A), for each 0 r  n, we have
uri uju
n−r
i = r!qi n− r!qi u[rSi ]u[Sj ]u[(n−r)Si ]
= r!qi n− r!qi ∑
[M]
fr(M)u[M],
where fr(M) = FMrSi ,Sj ,(n−r)Si is the number of the filtrations of M
M = M0 ⊇ M1 ⊇ M2 ⊇ M3 = 0 (2.4.2)
such that M/M1 ∼= rSi , M1/M2 ∼= Sj , and M2 ∼= (n− r)Si . Thus, to show the formula (2.4.1), it
suffices to show that for each A-module M ,
f (M) :=
n∑
r=0
(−1)rq
(r−c2)(r−c2−1)
2
i

n
r

qi
r!qi n− r!qi fr (M)
= n!qi
n∑
(−1)rq
(r−c2)(r−c2−1)
2
i fr (M) = 0.
r=0
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the form (2.4.2), then the Loewy length of M is at most 3. Since M has a unique composition
factor Sj and Ext1A(Si, Si) = 0, M can be decomposed into
M = N ⊕ dSi,
where d  0, and N is indecomposable with a composition factor Sj . Hence, N admits a filtration
N = N0 ⊇ N1 ⊇ N2 ⊇ N3 = 0
such that N/N1 ∼= d2Si , N1/N2 ∼= Sj , and N2 ∼= d1Si , where d1  0 and d2  0 satisfy d1 +d2 +
d = n. Moreover, topN1 = Sj and soc(N/N2) = Sj . Thus, there are two exact sequences
0 −→ d1Si −→ N1 −→ Sj −→ 0, (2.4.3)
0 −→ Sj −→ N/N2 −→ d2Si −→ 0. (2.4.4)
Applying HomA(−, Si) to the sequence (2.4.3) yields the long exact sequence
· · · −→ HomA(N1, Si) = 0 −→ HomA(d1Si, Si) −→ Ext1A(Sj , Si)
−→ Ext1A(N1, Si) −→ Ext1A(d1Si, Si) = 0 −→ · · · .
Comparing dimensions over Di = EndA(Si) shows that
c1 − d1 = dimDi Ext1A(Sj , Si)− dimDi HomA(d1Si, Si)
= dimDi Ext1A(N1, Si) 0,
thus d1  c1. On the other hand, by applying HomA(Si,−) to (2.4.4), we get the following long
exact sequence
· · · −→ HomA(Si,N/N2) = 0 −→ HomA(Si, d2Si) −→ Ext1A(Si, Sj )
−→ Ext1A(Si,N/N2) −→ Ext1A(Si, d2Si) = 0 −→ · · · .
Again, comparing dimensions over Di = EndA(Si) gives that
c2 − d2 = dim Ext1A(Si, Sj )Di − dim HomA(Si, d2Si)Di
= dim Ext1A(Si,N/N2)Di  0.
Hence, d2  c2.
Clearly, if M has a filtration of the form (2.4.2), then it is determined by a submodule X of dSi
isomorphic to (n− r − d1)Si with M2 = N2 ⊕X and M1 = N1 ⊕X. Thus, a necessary condition
for fr(M) = 0 is that 0 n− r − d1  d , i.e.,
d2 = n− d1 − d  r  n− d1 = d2 + d.
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(n− r − d1)Si . Thus, fr(M) =
 d
n−r−d1

qi
. Consequently,
f (M) = n!qi
d2+d∑
r=d2
(−1)rq
(r−c2)(r−c2−1)
2
i

d
n− r − d1

qi
= (−1)d2n!qi
d∑
t=0
(−1)tq
(t−(c2−d2))(t−(c2−d2)−1)
2
i

d
d − t

qi
(setting t = r − d2).
Since n = 1 + c1 + c2 = d + d1 + d2, d1  c1 and d2  c2, we get
0 c2 − d2 = d + d1 − c1 − 1 d − 1.
It follows from Lemma 2.2 that f (M) = 0. This finishes the proof. 
Remarks 2.5. (1) The fundamental relations obtained in [12, Proposition] are exactly the for-
mula (2.4.1) for the cases c′i,j = 0 and c′′i,j = 0. In some sense, the theorem means that the
fundamental relations are “universal.”
(2) The theorem can be formulated for the Hall algebra of a finitary and skeletally small exact
Fq -category (see the definition in [7] and [17]).
By n(A) we denote the subgroup of H(A) generated by u[M] for M indecomposable. Clearly,
n(A) is not closed under multiplication. However, we have the following lemma (see [7,11,15]).
Lemma 2.6. Over the ring Z/(q − 1), n(A) is a Lie subalgebra of H(A), i.e., n(A)(q−1) :=
n(A)/(q − 1)n(A) is a Lie subalgebra of H(A)/(q − 1)H(A), where the Lie bracket is the
commutator [u[M], u[N ]] = u[M]u[N ] − u[N ]u[M].
Applying Theorem 2.4 gives the following
Proposition 2.7. Let i, j ∈ I with i = j and suppose ci,i = 2. Then we have in n(A)(q−1),
(adui)1−ci,j uj = 0.
Now let A be a finite dimensional Fq -algebra. Thus, I is a finite set. For a simple A-module
Si , a finite field extension K of Fq is said to be conservative for Si if SKi := Si ⊗Fq K is again a
simple module over AK := A⊗Fq K . Define
Ω = {K | Fq ⊆ K ⊆ Fq is a finite field extension and conservative for all Si , i ∈ I }.
We claim that Ω is an infinite set. Indeed, by [2, §7], for each i ∈ I and each finite field exten-
sion K of Fq , SKi is a semisimple A
K
-module and
EndAK
(
SK
)∼= EndA(Si)⊗Fq K.i
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K
-module if and only if EndA(Si)⊗Fq K is again a finite field extension
of Fq . Since EndA(Si) is a finite field extension of Fq , it is isomorphic to Fqεi for some εi  1.
Let d = dimFq K , i.e., K ∼= Fqd . It is known that the tensor product Fqεi ⊗Fq Fqd is a finite field
extension of Fq if and only if d is coprime to εi . In other words, K is conservative for Si if and
only if d is coprime to εi . Therefore, Ω is an infinite set.
Moreover, for each K ∈ Ω , {SKi = Si ⊗Fq K | i ∈ I } forms a complete set of simple AK -
modules. And the matrix CAK associated with AK coincides with CA.
Consider the direct product
Π =
∏
K∈Ω
n
(
AK
)
(|K|−1),
which is an abelian group (i.e., a Z-module) with componentwise addition. Also, using compo-
nentwise Lie bracket, Π becomes a Lie algebra over Z (or a Lie ring). For each i ∈ I , we write
ui,K = u[SKi ] ∈ n(A
K)(|K|−1) and set u˜i = (ui,K)K∈Ω ∈ Π . Following [11, 4.4], the Lie subal-
gebra of Π generated by u˜i , i ∈ I , is called the degenerated composition Lie algebra of A. We
denote it by n˜c(A). Proposition 2.7 implies that for i = j ∈ I with ci,i = 2, we have in n˜c(A),
(ad u˜i )1−ci,j u˜j = 0.
Consequently, the Lie algebra n˜c(A) satisfies the Serre relations.
3. Twisted Ringel–Hall algebras and quantum Serre relations
In this section we define the twisted Ringel–Hall algebras of arbitrary finitary Fq -algebras and
show that they satisfy the quantum Serre relations.
As in the previous section, let A be a finitary Fq -algebra and let {Si | i ∈ I } be a complete set
of simple modules in A-mod.
The Grothendieck group K0(A) of A-mod is by definition the quotient F/R, where F is
the free abelian group with basis elements the isoclasses of modules in A-mod and R is the
subgroup generated by [L] − [M] − [N ] for all short exact sequences 0 → N → L → M → 0
in A-mod. Then it is easily seen that K0(A) identifies with the free abelian group ZI with
basis I . Given a module M in A-mod, we denote by dimM the image of M in K0(A), called
the dimension vector of M . From the definition, if dimM =∑i∈I xi i, then xi is the number of
composition factors isomorphic to Si in a composition series of M . We define a bilinear form
〈−,−〉 :K0(A)×K0(A) → Z by setting for M,N ∈ A-mod,
〈dimM,dimN〉 =
∑
i∈I
εixiyi −
∑
i,j∈I
xiyj dimFq Ext1A(Si, Sj ),
where dimM =∑i∈I xi i, dimN =∑i∈I yi i, and εi = dimFq EndA(Si).
Remark 3.1. If A is hereditary, i.e., Ext2A(M,N) = 0 for all M,N ∈ A-mod, then the form〈−,−〉 is just the Euler form associated with A. In general, it is not the Euler form of A.
Let Z[v,v−1] be the ring of Laurent polynomials in an indeterminate v. For n  0 and 0 
t  n, let
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n − v−n
v − v−1 = v
n−1 + vn−3 + · · · + v−n+1,
[n]! =
n∏
r=1
[r], and
[
n
t
]
= [n]
!
[t]![n− t]! .
For each polynomial f (v) in Z[v,v−1] and a complex number a ∈ C, we write f (v)a for f (a).
Let v = √q and denote by Z[v, v−1] the subring of R generated by Z and v, v−1. For each
i ∈ I , set vi = vεi .
Definition 3.2. The twisted Ringel–Hall algebra H∗(A) of A is the free module over Z[v, v−1]
with basis {u[M] | M ∈ A-mod}; and the multiplication is given by
u[M] ∗ u[N ] = v〈dimM,dimN〉
∑
[L]
FLM,Nu[L] for all M,N ∈ A-mod.
The subalgebra of H∗(A) generated by ui = u[Si ], i ∈ I , is called the (twisted) composition
algebra of A; it is denoted by C∗(A).
For each m 1 and each i ∈ I , we set
u∗mi = ui ∗ ui ∗ · · · ∗ ui︸ ︷︷ ︸
m
∈H∗(A).
Theorem 3.3. Let A be a finitary Fq -algebra and let CA = (ci,j )i,j∈I be the associated matrix.
Then for i = j ∈ I with ci,i = 2, we have in H∗(A) (or C∗(A)),
n∑
r=0
(−1)r
[
n
r
]
vi
u∗ri ∗ uj ∗ u∗(n−r)i = 0, (3.3.1)
where n = 1 − ci,j .
Proof. Let
c1 = dimEndA(Si ) Ext1A(Sj , Si), c2 = dim Ext1A(Si, Sj )EndA(Si ).
Then
〈dimSj ,dimSi〉 = −εic1 and 〈dimSi,dimSj 〉 = −εic2.
From the definition of the twisted multiplication, we have for 0 r  n,
u∗ri ∗ uj ∗ u∗(n−r)i = v
n2−n
2 −(n−r)c1−rc2
i u
r
i uju
n−r
i .
Since
 n = vr(n−r)[ n] , we obtain by Theorem 2.4,r qi i r vi
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r=0
(−1)r
[
n
r
]
vi
u∗ri ∗ uj ∗ u∗(n−r)i
=
n∑
r=0
(−1)rvr2−rn+
n2−n
2 −(n−r)c1−rc2
i

n
r

qi
uri uju
n−r
i
= v
n2−n
2 −c22−c2−nc1
i
n∑
r=0
(−1)rqi
(r−c2)(r−c2−1)
2

n
r

qi
uri uju
n−r
i
= 0.
This completes the proof. 
Remark 3.4. The relations (3.3.1) are exactly the quantum Serre relations—the defining relations
of quantized enveloping algebras. In other words, the twisted Ringel–Hall algebra satisfies the
quantum Serre relations.
4. Higher order fundamental relations
We keep all the notations in Sections 2 and 3. Let A be a finitary Fq -algebra and let H(A) be
the Ringel–Hall algebra of A.
The following result shows that H(A) satisfies higher order fundamental relations. Its proof
is analogous to that of Theorem 2.4. However, we provide the proof for completeness.
Theorem 4.1. Let i, j ∈ I with i = j . Suppose ci,i = cj,j = 2, i.e., Ext1A(Si, Si) = 0 =
Ext1A(Sj , Sj ). Then for n 1 and m 1 − nci,j ,
m∑
r=0
(−1)rqi
(r−m−nc′
i,j
)(r−m−nc′
i,j
+1)
2

m
r

qi
uri u
n
ju
m−r
i = 0. (4.1.1)
Proof. We simply write c1 = −c′i,j and c2 = −c′′i,j . Then m 1 + nc1 + nc2. By definition, for
each 0 r m, we have
uri u
n
ju
m−r
i = r!qi n!qi m− r!qi u[rSi ]u[nSj ]u[(m−r)Si ]
= r!qi n!qi m− r!qi ∑
[M]
fr(M)u[M].
where fr(M) = FMrSi ,nSj ,(m−r)Si is the number of the filtrations of M
M = M0 ⊇ M1 ⊇ M2 ⊇ M3 = 0 (4.1.2)
such that M/M1 ∼= rSi , M1/M2 ∼= nSj , and M2 ∼= (m− r)Si . Thus, to show the formula (4.1.1),
it suffices to show that for each A-module M
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m∑
r=0
(−1)rq
(r−m+nc1)(r−m+nc1+1)
2
i

m
r

qi
r!qi n!qi m− r!qi fr (M)
= m!qi n!qi
m∑
r=0
(−1)rq
(r−m+nc1)(r−m+nc1+1)
2
i fr (M) = 0.
Let us fix an A-module M . Suppose fr(M) = 0. Then the Loewy length of M is at most 3.
Since Ext1A(Si, Si) = 0 and Ext1A(Sj , Sj ) = 0, M can be decomposed into
M = N1 ⊕N2 ⊕N3 ⊕ dSi ⊕ ySj , (4.1.3)
where d, y  0, each indecomposable summand of N1 has Loewy length 3, each indecomposable
summand of N2 has Loewy length 2 with topN2 isomorphic to various copies of Si , and each
indecomposable summand of N3 has Loewy length 2 with socN3 isomorphic to various copies
of Si . Note that some of Ni could be zero. Hence, N1 has a filtration
N1 ⊇ N ′1 ⊇ N ′′1 ⊇ 0
such that N1/N ′1 ∼= a1Si , N ′1/N ′′1 ∼= a2Sj , and N ′′1 ∼= a3Si for some a1, a2, a3  0. Moreover,
soc(N1/N
′′
1 )
∼= topN ′1 ∼= a2Sj . Similarly, we have
topN2 ∼= b1Si, socN2 ∼= b2Sj ,
topN3 ∼= x1Sj , socN3 ∼= x2Si,
for some nonnegative integers b1, b2, x1, x2. Comparing dimension vectors gives
{
a2 + b2 + x1 + y = n,
a1 + a3 + b1 + x2 + d = m. (4.1.4)
Using an argument similar to that in the proof of Theorem 2.4, we can show that
a1  a2c2, a3  a2, c1b1  b2c2, and x2  x1c1.
By the decomposition (4.1.3) of M , if M has a filtration of the form (4.1.2), then it is deter-
mined by a submodule X of dSi isomorphic to (m− r − a3 − x2)Si with
M2 = N ′′1 ⊕ socN3 ⊕X and M1 = N ′1 ⊕ socN2 ⊕N3 ⊕X ⊕ ySj .
Hence, a necessary condition for fr(M) = 0 is that 0m− r − a3 − x2  d , that is,
a1 + b1 = m− (a3 + x2 + d) r m− (a3 + x2) = a1 + b1 + d.
In all these cases, we have fr(M) =
 d  =  d  . Hence,m−r−a3−x2 qi d+(a1+b1)−r qi
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a1+b1+d∑
r=a1+b1
(−1)rq
(r−m+nc1)(r−m+nc1+1)
2
i

d
d + (a1 + b1)− r

qi
= (−1)a1+b1m!qi n!qi
d∑
t=0
(−1)t q
(t+a1+b1−m+nc1)(t+a1+b1−m+nc1+1)
2
i

d
d − t

qi(
setting t = r − (a1 + b1)
)
= (−1)a1+b1m!qi n!qi
d∑
t=0
(−1)t q
(t−(m−nc1−a1−b1−1))(t−(m−nc1−a1−b1−1)−1)
2
i

d
t

qi
.
Since a1  a2c2 and b1  b2c2, we get
m− nc1 − a1 − b1 − 1 nc2 − (a2 + b2)c2 = (x1 + y)c2  0.
Finally, from m = a1 + a3 + b1 + x2 + d it follows that
m− nc1 − a1 − b1 − 1 = d − 1 + (a3 + x2)− nc1
 d − 1 + (a2 + x1)c1 − nc1  d − 1,
that is, 0m− nc1 − a1 − b1 − 1 d − 1. We conclude by Lemma 2.2 that f (M) = 0. 
Let H∗(A) be the twisted Ringel–Hall algebra of A. The following corollary is the twisted
version of Theorem 4.1.
Corollary 4.2. Let i, j ∈ I with i = j . Suppose ci,i = cj,j = 2. Then for n 1 and m 1−nci,j ,
we have in H∗(A),
m∑
r=0
(−1)rvi r(−m−nci,j+1)
[
m
r
]
vi
u∗ri ∗ u∗nj ∗ u∗(m−r)i = 0. (4.2.1)
Remark 4.3. The relations (4.2.1) are the so-called higher order quantum Serre relations studied
in [9, Chapter 7].
5. Quotients of Ringel–Hall algebras
In this section we study relations between the Ringel–Hall algebra of a finitary Fq -algebra
and Ringel–Hall algebras of its factor algebras.
Proposition 5.1. Let A be a finitary Fq -algebra and let B be a factor algebra of A. Then there
are epimorphisms H(A) →H(B) and C(A) → C(B) of Z-algebras.
Proof. Suppose B = A/J for some ideal J of A. Then B-mod can be viewed as a full sub-
category of A-mod. Since B-modules are exactly those A-modules which are annihilated by J ,
B-mod as a subcategory of A-mod is closed under submodules and factor modules.
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of the isoclasses of B-modules. Let I denote the free Z-submodule of H(A) with basis u[M],
[M] ∈ P\P0. We claim that I is an ideal of H(A) and H(A)/I ∼= H(B). Indeed, for each
u[M] ∈ I and each u[N ] ∈H(A), we have by definition
u[M]u[N ] =
∑
[L]
FLM,Nu[L].
If FLM,N = 0, then there is an exact sequence
0 −→ N −→ L −→ M −→ 0.
The assumption that [M] ∈P\P0 implies that [L] ∈P\P0, that is, u[L] ∈ I , so u[M]u[N ] ∈ I .
Similarly, we have u[N ]u[M] ∈ I . Consequently, I is an ideal of H(A). Moreover, the Z-linear
map
H(B) −→H(A)/I, u[M] −→ u[M] + I
is an isomorphism of algebras. This gives an epimorphism H(A) →H(B).
Since each simple B-module is also a simple A-module, the epimorphism H(A) → H(B)
induces an epimorphism C(A) → C(B). 
Remark 5.2. (1) The proposition also follows from a general result of Schiffmann [17] which
deals with functorial properties of Hall algebras of finitary Fq -categories.
(2) If B is a factor algebra of A, there are also epimorphisms H∗(A) →H∗(B) and C∗(A) →
C∗(B) of Z[v, v−1]-algebras.
Corollary 5.3. Let A be a finitary Fq -algebra and let B be a factor algebra of A. Then there is
an epimorphism n(A)(q−1) → n(B)(q−1) of Lie algebras over Z/(q − 1). If, moreover, A is finite
dimensional, then there is an epimorphism nc(A) → nc(B) of Lie algebras over Z.
Let Q = (Q0,Q1) be a quiver, where Q0 (resp., Q1) denotes the set of vertices (resp., arrows)
of Q. For each arrow ρ in Q1, we denote by hρ and tρ the head and the tail of ρ, respectively.
Let σ be an automorphism of Q, that is, σ is a permutation on the vertices of Q and on the
arrows of Q such that σ(hρ) = hσ(ρ) and σ(tρ) = tσ (ρ) for any ρ ∈ Q1. Let k be the algebraic
closure Fq of Fq and kQ be the path algebra of Q. Then σ induces a Frobenius morphism
F = FQ,σ ;q : kQ −→ kQ,
∑
s
xsps −→
∑
s
x
q
s σ (ps).
Here
∑
s xsps is a k-linear combination of paths ps , and, for a path ps = ρt · · ·ρ1 with
ρ1, . . . , ρt ∈ Q1, define σ(ps) := σ(ρt ) · · ·σ(ρ1). Then the set of fixed points
A(Q,σ ;q) := (kQ)F = {a ∈ kQ ∣∣ F(a) = a}
becomes an Fq -algebra. It is known from [3,4] that A(Q,σ ;q) is hereditary. Moreover, each
finite dimensional Fq -algebra is Morita equivalent to a factor algebra of some A(Q,σ ;q). Propo-
sition 5.1 and Remark 5.2(2) give the following result.
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automorphism σ such that there are epimorphisms H(A) → H(A) and C(A) → C(A) of Z-
algebras, where A = A(Q,σ ;q). Moreover, there are epimorphisms H∗(A) → H∗(A) and
C∗(A) → C∗(A) of Z[v, v−1]-algebras.
Now let A be a finitary Fq -algebra and let J be an ideal of A. We set B = A/J . As in the
proof of Proposition 5.1, let P denote the set of isoclasses of A-modules and let P0 be the subset
of P consisting of the isoclasses of B-modules, that is, those A-modules which are annihilated
by J . Let I denote the free Z-submodule of H(A) with basis u[M], [M] ∈ P\P0. Finally, let
I be the set of isoclasses [M] ∈P\P0 with M indecomposable.
Let H(A)Q =H(A) ⊗Z Q. Then IQ = I ⊗Z Q is an ideal of H(A)Q with Q-basis {u[M] |
[M] ∈P\P0}.
Proposition 5.5. The ideal IQ of H(A)Q is generated by u[M], [M] ∈I .
To prove the proposition, we need the following lemma. We refer to [6] for its proof.
Lemma 5.6. Let L be a module in A-mod with a filtration
L = L0 ⊇ L1 ⊇ · · · ⊇ Lt−1 ⊇ Lt = 0.
Then
dimFq Ext1A(L,L) dimFq Ext1A
(
t⊕
s=1
Ls−1/Ls,
t⊕
s=1
Ls−1/Ls
)
.
Moreover, the equality holds if and only if L ∼=⊕ts=1 Ls−1/Ls .
Proof of Proposition 5.5. Let I be the ideal of H(A)Q generated by u[M], [M] ∈ I . It is clear
that I ⊆ IQ.
Now take u[M] ∈ IQ, i.e., [M] ∈ P\P0. We show by induction on δ(M) := dimFq Ext1A(M,
M) that u[M] lies in I . Write
M = M1 ⊕ · · · ⊕Mt,
where Ms , 1  s  t , are indecomposable. Since [M] ∈ P\P0, there is some 1  s  t such
that [Ms] ∈I . If δ(M) = 0, then
u[M1] · · ·u[Mt ] = FMM1,...,Mt u[M].
Thus, we obtain that
u[M] =
(
FMM1,...,Mt
)−1
u[M1] · · ·u[Mt ] ∈ I.
Suppose now δ(M) 1. Then
u[M1] · · ·u[Mt ] = FMM1,...,Mt u[M] +
∑
FLM1,...,Mt u[L].
[L]=[M]
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u[L] ∈ IQ whenever FLM1,...,Mt = 0. By the induction hypothesis, all such u[L] lie in I . We finally
get that
u[M] =
(
FMM1,...,Mt
)−1(
u[M1] · · ·u[Mt ] −
∑
[L]=[M]
FLM1,...,Mt u[L]
)
∈ I.
This finishes the proof. 
Remark 5.7. In H(A), the ideal generated by u[M], [M] ∈ I , is always contained in I , but,
in general, they may not coincide. For example, let Fq [x] denote the polynomial ring in an
indeterminate x. Define A = Fq [x]/(xn), where n  2. Let further J = (x)/(xn) and set B =
A/J . Then S = (xn−1)/(xn) is the unique simple A-module, up to isomorphism. For each 1
i  n, there is a unique indecomposable A-module S(i) with dimension i. Note that S(1) = S. It
is easy to see that
P0 =
{[mS] ∣∣m 1} and I = {[S(i)] ∣∣ 2 i  n}.
Let I1 be the ideal ofH(A) generated by u[M], [M] ∈I . Take M = S⊕S(2). Clearly, u[M] ∈ I .
Since
u[S]u[S(2)] = u[S(2)]u[S] = u[S(3)] + qu[M],
we get qu[M] ∈ I1, but u[M] /∈ I1. Hence, I1  I .
Now let A be a finite dimensional Fq -algebra. Suppose CA is a generalized Cartan matrix,
i.e., Ext1A(Si, Si) = 0 for all i ∈ I . Then we have the quantized enveloping algebra Uv(CA) of
the Kac–Moody algebra g(CA) associated with CA. Let further U+ = U+v (CA) be the positive
part of Uv(CA), which is by definition the Q(v)-algebra generated by Ei , i ∈ I , with the quantum
Serre relations, where Q(v) is the rational function field in the indeterminate v. For a prime power
q with v = √q , we denote by U+v (CA) the specialization of U+v (CA) at v = v via the Lusztig
Z[v,v−1]-form of U (see [9]). In particular, Uv(CA) is a Q(v)-algebra, where Q(v) denotes the
field extension of Q by v.
Corollary 5.8. Let A be a finite dimensional Fq -algebra. Suppose CA is a generalized Cartan
matrix. Then there is an epimorphism
U+v (CA) −→ C∗(A)⊗Z[v,v−1] Q(v),
where C∗(A) is the twisted composition algebra of A.
Proof. Without loss of generality, we may suppose that A is basic. Then there is a quiver Q
with automorphism σ such that Q contains no loops and there is an epimorphism A → A, where
A = A(Q,σ ;q). Moreover, CA = CA. By [5,12], there is a Q(v)-algebra isomorphism
U+v (CA) −→ C∗(A)⊗ Q(v), Ei −→ ui, i ∈ I.
The corollary then follows from Corollary 5.4. 
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Q : 1 α−→ 2 β−→ 3.
Let A = FqQ be the path algebra of Q over the finite field Fq . Then
CA =
( 2 −1 0
−1 2 −1
0 −1 2
)
and g(CA) ∼= sl4,
where sl4 is the complex simple Lie algebra of type A3.
On the other hand, it is known that there are 6 indecomposable A-modules, up to isomorphism.
For each i ∈ {1,2,3}, let Pi and Ii be respectively the projective cover and injective hull of
the simple A-module Si . Then the set {P1 = I3,P2,P3 = S3, I1 = S1, I2} is a complete list of
indecomposable A-modules. Let now B = A/J with J = 〈βα〉 the ideal of A generated by βα.
Then CB = CA. It is easy to see that P1 = I3 is the only indecomposable A-module which is not
annihilated by J . By Propositions 5.1 and 5.5, we have H(B)Q ∼=H(A)Q/〈u[P1]〉.
Let H∗(A) and H∗(B) be the twisted Ringel–Hall algebras of A and B , respectively. We
remark that as Z[v, v−1]-algebras, H∗(B) is not isomorphic to H∗(A)/〈u[P1]〉. Since A is hered-
itary of finite representation type, we have
C∗(A)⊗ Q(v) =H∗(A)⊗ Q(v) ∼−→ U+v (sl4), ui ⊗ 1 −→ Ei.
Moreover, the twisting version of Proposition 5.5 gives that
H∗(B)⊗ Q(v) ∼=H∗(A)⊗ Q(v)/〈u[P1]〉.
By an easy calculation, we have in H∗(A),
u1 ∗ u2 ∗ u3 = v−2(u[P1] + u[S1⊕P2] + u[I2⊕S3] + u[S1⊕S2⊕S3]),
u1 ∗ u3 ∗ u2 = v−1(u[I2⊕S3] + u[S1⊕S2⊕S3]),
u2 ∗ u3 ∗ u1 = v−1(u[P2⊕S1] + u[S1⊕S2⊕S3]),
u3 ∗ u2 ∗ u1 = u[S1⊕S2⊕S3].
Consequently, we get
u[P1] = v2u1 ∗ u2 ∗ u3 − vu2 ∗ u3 ∗ u1 + u3 ∗ u2 ∗ u1 − vu1 ∗ u3 ∗ u2
= vu1 ∗ (vu2 ∗ u3 − u3 ∗ u2)− (vu2 ∗ u3 − u3 ∗ u2) ∗ u1.
For x, y ∈ U+v (sl4), we set [x, y]v = vxy − yx. We finally get by Corollary 5.8 that
H∗(B)⊗ Q(v) ∼= U+v (sl4)/
〈[
E1, [E2,E3]v
]
v
〉
.
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