This paper presents an application of the simultaneous perturbation stochastic approximation (SPSA) method to size optimization of structures. This method can predict a gradient approximation that needs only two measurements of the objective function regardless of optimization problem dimension. This characteristic is very promising in reducing the computational cost of optimization process, especially in problems with a large number of variables to be optimized. 
INTRODUCTION
Due to the fact that material cost is one of the major factors in the construction of structures, it is preferable to reduce it by minimizing the weight of the structural systems. All of the methods used for minimizing the weight intend to achieve an optimum design having a set of design variables under certain design criteria. It is necessary to understand the characteristics of the problem to select an appropriate optimization method for structural design. The important characteristic of a structural optimization algorithm is to achieve the global optimum while needing low computational effort.
Traditionally, various mathematical methods such as linear, nonlinear, and dynamic programming have been developed to solve engineering optimization problems [1] [2] [3] . However, these methods usually require gradient calculations and may also trap into local optima. Over the last years, numerous approaches based on meta-heuristic algorithms such as simulated annealing, genetic algorithm, harmonic search and particle swarm optimization have been developed to solve structural optimization problems [4] [5] [6] [7] [8] [9] [10] . Although, these methods are known to find the global optimum, however, much computational effort due to a great number of structural analyses may be imposed to the process. Therefore, no single method is completely efficient for all types of optimization problems and some modification should be considered on the standard algorithms of various methods [4, 5, 11] .
In most structural optimization studies, the main purpose is only to develop an optimization algorithm that can find the global optimum. However, the researchers have not considered too much about the structural analysis reduction in their works. Therefore, the studies related to analysis reduction in structural optimization are comparatively fewer. In this study, the main aim is to introduce a structural optimization method that can increase the probability of achieving the global solution emphasizing on structural analysis reduction. An efficient method is presented to optimize the structures utilizing the simultaneous perturbation stochastic approximation (SPSA) algorithm. The method requires only two structural analyses in each iteration of optimization procedure regardless of the optimization problem dimension. This feature allows for a significant reduction in the total number of structural analyses, especially in problems with a great number of variables to be optimized. Moreover, the stochastic nature of SPSA can increase the convergence of the method to achieve the global optimum. The effectiveness of the method is illustrated by four benchmark truss examples. The numerical results demonstrate the high performance of the suggested method for optimal design of trusses. The optimum design obtained by the SPSA is compared with those of reported in the literature. It is observed that the SPSA requires fewer structural analyses, while leading to better or the same quality of results.
and image processing and experimental design. The essential feature of SPSA is the underlying gradient approximation that requires only two measurements of the objective function regardless of the dimension of the optimization problem. This feature allows for a significant reduction in computational effort of optimization, especially in problems with a large number of variables to be optimized. The basic unconstrained SPSA optimization algorithm has a recursive stochastic approximation (SA) form [12, 13] : (1) where represents the estimation of design variable vector X with n v unknowns at kth iteration, a k > 0 represents a scalar gain coefficient and represents an approximate gradient at . Under appropriate condition, Eq (1) will converge to optimum design X * in some stochastic sense. The essential part of Eq (1) is the gradient approximation that is obtained using the simultaneous perturbation (SP) method. Let w(•) denote a measurement of objective function at a design level represented by the dot and c k be some positive number. The SP approximation has all elements of randomly perturbed together to obtain two measurements of w(•), but each component is formed from a ratio involving the individual components in the perturbation vector and the difference in the two corresponding measurements. For two-sided simultaneous perturbation, we have: (2) where the distribution of the user-specified n v -dimensional random perturbation vector ∆ ki ={∆ k1, ∆ k2, ..., ∆ knv } T satisfies some conditions discussed in Ref. [12] .
It can be observed that each iteration of SPSA needs only 2 objective function measurements independent of n v because the numerator is the same in all n v components. It should be noted that conventional methods such as central finite difference based stochastic approximation (FDSA) method needs 2n v objective function measurements in each iteration. This circumstance provides the potential for SPSA to achieve a large savings in the total number of measurements required to estimate X * when n v is large.
Implementing the SPSA
The following step-by-step summary shows how the SPSA iteratively produces a sequence of estimates [12, 13] :
Step 1: initialization and coefficient selection. Set counter index k = 0. Pick initial guess and non-negative coefficients a, c, A, α, and γ in the SPSA gain
The choice of gain sequences (a k and c k ) is critical to the performance of SPSA. Spall [12] provides some guidance on picking these coefficients in a practically effective manner.
Step 2: generation of the simultaneous perturbation vector. Generate by Monte Carlo an n v -dimensional random perturbation vector ∆ k , where each of the n v components of ∆ k is independently generated from a zero mean probability distribution satisfying some conditions. A simple and theoretically valid choice for each component of ∆ k is to use a Bernoulli ±1 distribution with probability of 1/2 for each ±1 outcome. Note that uniform and normal random variables are not allowed for the elements of ∆ k by the SPSA regularity conditions.
Step 3: objective function evaluations. Obtain two measurements of the objective function w(•) based on simultaneous perturbation around the current design point : and with the c k and ∆ k from steps 1 and 2.
Step 4: gradient approximation. Generate the simultaneous perturbation approximation to the unknown gradient as:
( 3) where ∆ ki is the ith component of ∆ k vector.
Step 5: updating X estimate. Use the standard stochastic approximation (SA) to update to new value :
(4)
Step 6: termination or iteration. Terminate the algorithm if the maximum number of structural analyses (function measurements) has been reached, otherwise return to step 2 with k + 1 replacing k.
OPTIMAL DESIGN PROBLEM
In order to investigate the applicability of the SPSA algorithm for structural optimization problems, size optimization of truss structures is considered.ˆˆX
Structural optimization using the simultaneous perturbation stochastic approximation algorithm
Optimization problem is solved under nodal displacement and member stress limitations. The optimum design problem may be expressed as: (5) where X is the vector of design variables with some unknowns, g q (q = 1,...,m) are inequality constraints and z(X) represents the objective function that should be minimized. Also, X l and X u denote the lower and upper bounds of the design variable vector.
Design variables
The design variables are cross-sectional areas of the truss structure as: (6) where x n is the area of members belonging to group n and ng is the total number of groups in the structure.
Objective function
The objective function is the weight of a truss structure which can be expressed as:
where ℑ i , l i are the weight density and length of member i , respectively and nm is the total number of members in group n.
Design constraints
Design constraints involved here can be defined as:
where δ j is the nodal displacement of joint j and δ ju is its upper bound; nj is the number of restricted displacements. Also, σ i is the stress of member i and σ ia is its allowable value; ne is the total number of members.
Although, the basic SPSA algorithm can be applied only to optimize the unconstrained problems, however, it can be also utilized for constrained optimization problems by some modification. Therefore, in this study, an exterior penalty function method is employed to transform the constrained truss optimization problem into an unconstrained one as follows: (10) Here, w is pseudo objective function and r p is a penalty multiplier.
TEST EXAMPLES
Some illustrative truss examples with fixed geometries are optimized to assess the effectiveness of the SPSA-based structural optimization algorithm. For all examples, the SPSA parameters are set as follows: a = 10, c = 0.15, A = 0.15, α = 1 and γ = 0.5 for coefficients in the SPSA gain sequences and the maximum number of structural analyses dependent to each example is varied. The numerical results indicate that this technique is a powerful optimization method for solving structural engineering problems compared to solutions reported in the literature using both conventional and evolutionary algorithms.
Ten-bar planar truss
The cantilever truss shown in Fig. 1 was previously optimized using various methods by many researchers [8] [9] [10] . The material density is 0.1 lb in. -3 and the modulus of elasticity is 10,000 ksi. The members are subjected to stress limitations of ±25 ksi, and displacement limitations of ±2.0 in. are imposed on all nodes in both directions x and y. No member grouping is used; thus there are 10 independent design variables. In this example, two cases are considered: Case 1, in which the single loading condition of P 1 = 100 kips and P 2 = 0 is considered; and Case 2, in which the single loading condition of P 1 = 150 kips and P 2 = 50 kips is considered. The minimum cross-sectional area of the members is 0.1 in. 2 .
The SPSA method is applied to each case. The maximum number of structural analyses in Cases 1 and 2 are limited to 4000 and 10000, respectively. Table 1 gives the solution for two cases and also provides a comparison between the optimal design results reported in Refs. [8] [9] [10] and the present work. It is observed that SPSA solutions in both cases are better than those of
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(2) Fig. 1 . Ten-bar planar truss.
reported in literature while require fewer structural analyses. The optimization results also show that in Case 1 the constraints imposed on joints 1 and 2 are active whereas in Case 2 the constraint imposed on joint 2 is active. The maximum displacements for Cases 1 and 2 are 2.03 in. that demonstrate the optimal solutions are tolerantly proper.
Twenty-five-bar space truss
The 25-bar space truss shown in Fig. 2 is considered as the second example. The material density is 0.1 lb in. -3 and modulus of elasticity is 10,000 ksi. This truss is subjected to loading condition shown in Table 2 . Truss members are grouped as follows: (1) e 1 (2) e 2~ e 5 (3) e 6~ e 9 (4) e 10~ e 11 (5) e 12~ e 13 (6) e 14 e 17 (7) e 18~ e 21 and (8) e 22~ e 25 . The compressive and tensile stresses are restricted to ±40 kips. In addition, maximum displacement limitations of ±0.35 in. are imposed on every node in every direction. The minimum cross-sectional area of members is 0.01 in. 2 . Table 3 gives a comparison between the optimal solution reported in the literature and those of the present work. The SPSA
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Structural optimization using the simultaneous perturbation stochastic approximation algorithm optimum weight obtained after 3,000 analyses is 483.70 lb while the solution found in Ref. [9] is 485.33 lb after 8,000 analyses. The convergence history of SPSA for 25-bar space truss can be seen in Fig. 3 where objective function value versus iteration number during the optimization process is shown. As can be seen in the figure the SPSA has a chaotic nature throughout the optimization process. This characteristic can increase the probability of achieving to global optimal. 
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Seventy-two-bar space truss
The 72-bar space truss shown in Fig. 4 has also been optimized by many researchers [8] [9] [10] . The material density and modulus of elasticity are 0.1 lb/in. -3 and 10,000 ksi, respectively. This space truss is subjected to two loading conditions as shown in Table 4 . The structure is doubly symmetric about the x and y axes. This condition divides the truss members into 16 groups as given in Table 5 . The members are subjected to stress limitations of ±25 ksi, and the maximum displacement of all nodes is not allowed to exceed ±0.25 in. in the x and y directions. In this example, the minimum cross-sectional area of all members is 0.1 in. 2 . Table 6 shows the SPSA algorithm's optimal result and compares these result with those previously reported in the literature. The SPSA method achieves a minimum weight of 382.83 lb after 8,000 analyses. It should be mentioned that in this test example, optimum solution achieved by the SPSA can be slightly improved by increasing the maximum number of analyses. In fact, the best termination criterion for the method is the cost (the maximum number of iterations or analyses) that we can spend. The convergence history of SPSA for 72-bar space truss is depicted in Fig. 5 .
One-hundred-twenty-bar dome truss
The design of 120-bar dome truss shown in Fig. 6 is considered as the last example to demonstrate the great capability of the SPSA method. This space dome was previously optimized by some researchers [8, 16] . The allowable tensile and compressive stresses are used according to the AISC ASD (1989) code, as follows:
416 Structural optimization using the simultaneous perturbation stochastic approximation algorithm 
Element and node numbering system Typical Story Fig. 4 . Seventy-two-bar space truss.
418
Structural optimization using the simultaneous perturbation stochastic approximation algorithm where E is the modulus of elasticity; F y is the yield stress of steel; C c is the slenderness ratio (λ i ) dividing the elastic and inelastic buckling regions (C c = √2π 2 E/F y ); λ i = the slenderness ratio (λ i = kl i /r i ); k is the effective length factor; l i is the member length and r i is the radius of gyration. The modulus of elasticity is 30,450 ksi and the material density is 0.288 lb in. members such as pipes, angles, and tees. In this example, pipe sections (a = 0.4993 and b = 0.6777) are adopted for bars. All members of the dome are linked into seven groups, as shown in Fig. 6 . The dome is subjected to vertical loading at all the unsupported joints. These are taken as -13.49 kips at node 1, -6.744 kips at nodes 2 through 13, and -2.248 kips at the rest of the nodes. The minimum cross-sectional area of all members is 0.775 in. 2 . In this example, two cases of displacement constraints are considered: no displacement constraints (Case 1) and displacement limitations of ±0.1969 in. imposed on all nodes in every direction (Case 2). Table 7 gives solutions and the corresponding weights sought by SPSA for Cases 1 and 2, respectively. An optimal weight of 16389.55 lb is achieved for Case 1 and an optimal weight of 16408.18 lb is also achieved for Case 2 considering both buckling and displacement constraints. Both design procedures obtain each optimum solution after 1,000 iterations or 2000 analyses. As shown in Table 7 not only SPSA method converges to a better optimum design than those of obtained in Ref. [8] but also it needs much fewer structural analyses. The convergence history of SPSA for 120-bar space dome is shown in Fig. 7 .
CONCLUSIONS
An efficient optimization method is presented to find the optimal design of structures utilizing the simultaneous perturbation stochastic approximation 420 Structural optimization using the simultaneous perturbation stochastic approximation algorithm method to global optimum. In this study, appropriate results are obtained using the SPSA in size optimization of truss structures. The numerical results demonstrate the computational advantages of the proposed method for optimal design of trusses. The optimum design obtained by SPSA is compared with those of reported in the literature. It is observed that the SPSA can converge to better solutions while requires fewer structural analyses.
