(0. 2 1 Let p denote a prime and let F, denote the field of size p. Campbell, Hughes, and Pollack [ 1 ] showed that (.4 ' is generated as a K-algebra by polynomials whose degrees are less than or equal to nz (0.5) and if m33, then K[U,, V, : 1 < idmlUT'") cannot be generated as a K-algebra by polynomials whose degrees are strictly less than m( IA 1 -1 ). (0.6) This paper also proves that if tn > 3 and IA I > 1, and S(m) is a set of K-algebra generators of K[ Ui, V, : 1 <i< m]UT"4), then the monomial (U, v,v,... V,,) '"'+' appears in some element of S(m).
(0.7)
Note that statement (0.6) is an immediate consequence of statement (0.7). Statement (0.6) implies that if IAl > 1 and m is very large, then every set of K-algebra generators of K[ U,, V, : 1 6 i < m]urca' must contain a generator whose degree is very large. This contrasts with the situations described in statements (0.2) and (0.3); this also contrasts with the results of E. Noether [ll; 18, pp. 27552761 on the invariants of finite groups over fields of characteristic zero.
It is an open problem to concretely list a finite set of K-algebra generators of K[ Uj, Vi : 1 < i < n~]"~'~) when m > 2 and A is a finite additive subgroup of K whose size is strictly greater than 1. I This paper establishes the conjecture in the case that p = 2.
In order to describe and motivate the results in the last section of the paper, the following definitions and notations are needed. Let {C, : 1 < i 6 m, 1 6 j 6 n j denote a set of commuting indeterminates. Let GL(n, K) denote the group of invertible n x n matrices whose entries lie in K.Ifg=(g,,) It is easy to verify that if G is a subset of GL(n, K) which contains infinitely many scalar multiples of the identity matrix, then K[ C, : 1 d i < m, 1 < j 6 n]" = K. Therefore "", K, is generated as a K-algebra by the n x n minors of (cij)l <i<m. I < j<n.
(0.8 1 Proofs of this result, in the case that the characteristic of K is 0, can be found in [17, 18, pp. 45471. Statement (0.8) was first proved in full generality by Igusa [73; several more elementary proofs have later appeared, e.g., in [2, 3, 141 . The introduction in [ 141 contains references to other proofs of statement (0.8). Dickson [5] discovered finite sets of K-algebrageneratorsofKIC,i:
1 ~jdn]GLf'f.K)andK[C,j: 1 <j<<JSL(n.K' in the case that K is a finite field. Simpler proofs of these results are found in [6, 13, 191. Krathwohl [8] discovered generators for the invariants of GL(2, K) acting on two 2-component vectors in the case that K is a finite field. Other results about invariants over finite fields are found in [6; 12; 15; 16; 10, pp. 9-101. It is an open problem to concretely list a finite set of generators of K[ C,, : 1 < i < MI, 1 ,< j < PZ] GL"'. K, or K[C, : 1 < i 6 HI,
Kl in the case that K is a finite field, HZ > 2 and n 3 2. This paper establishes the following result.
Let F denote a finite field and let G c GL(n, F). Let I denote the n x n identity matrix and suppose that there is an element g E GL(n, F) such that rank( g -1) = 1, (0.9)
Note that if G satisfies the conditions of statement (0.9) and m is much larger than II, then every set of generators of the invariants of G must contain a generator whose degree is much larger than max(n, ICI j. This contrasts with situation described in statement (0.8) and with the results of Noether [ 11; 18, pp. 27552761 . Observe that if n 3 2 and F is a finite field, then the groups SL(n, F) and GL(n, F) satisfy the conditions of statement (0.9). Therefore the result stated in the abstract is a consequence of statement (0.9).
For the rest of this paper, let K denote a field of characteristic p > 0. Let A denote a finite additive subgroup of K and let N,.r( V,) = JJot,4 (au, + V,) for i= 1, 2, . . . . m. This paper is organized as follows. Section 1 contains a proof of statement (0.5) and of a generalization of Eq. (0.3). Section 2 describes properties of monomials which appear in invariants of UT(A). Section 3 contains a proof of statement (0.7). Section 4 contains a proof that K[ U,, N,<( Vi), U, V, -U, Vi : 1 d i, j d m] contains every element of K[ Ui, V, : 1 ,< i < nz] UT(A' whose degree is strictly less than 2 IA I -IA I /p. It also contains a proof of a generalization of Eq. (0.4). Section 5 contains examples of invariants of UT(A) and GL(n, F), where F denotes a finite field. Section 6 contains a proof of statement (0.9). based on results from Sections 2 and 3. (b,, . . . . 6,) varies over all m-tuples of nonnegative integers, and
EXAMPLES OF SETS OF GENERATORS OF THE INVARIANTS
If b is an integer, define e(b) = min{b, (Al -1 ',. Observe that, for every m-tuple (b,, . . . . 6,) of non-negative integers, ( 1.6) This result can be established by an argument similar to the one used to prove Proposition 1; since the result will not be used in the rest of the paper, the details of the proof are omitted. (2.2) Therefore, for every subset S of ( 1, . ..? that GE UT(K) and the characteristic of K is two imply that ~7~ is the identity map. Therefore ( v; v,)u = v, v; for all subsets S, T of [ 1, . . . . ??I}. (2.5) Let f E Biyi. Statement (2.4) implies that f can be expressed as a linear combination of elements of B*. Recall that B* is a linearly independent set; therefore Eq. (2.5 ) and the fact that ,f"=f imply that the coefficient of V: V, in ,f is the same as that of V, V> in f for every element Vi Vre B*. Therefore f is a scalar plus a linear combination of the polynomials VI; V,+ V, VT., The claim from the proof of Proposition 1 implies that
Let W denote the K vector space spanned by the monomials Uf'...U$V;l. ..V~ such that e,<lAl for every i and let ,f denote an element of U',"-')(lalP ') W"'(". Relations (3.1) This completes the proof. 1
Proof:
The polynomials U, V, -Ui V, , U,, and N,4( V,) are invariants of UT(A), so
is a subset of K[ Ui, Vi, l/U, : 1 < id tn]""" '. (3.6) Suppose that f'~ K[U,, V,, l/U, : 1 d i<m]UT'~4'; then there is an integer d> 0 such that Uff E K[ Ui, V, : 1 < i < tn] "*'A '. This observation and Proposition 3 imply that
Define A(X) = nueA (X+a) and note that
for every i. 
This observation and statement (3.7) imply that f~ K[ U1 V, -U, V,, Ui,
This observation and statement (3.6) establish the corollary. ( 3.11) Statements (3.10) and (3.11) imply that the field of fractions of K[Ui, Vi: 1 bi6m]UT'A' is a purely transcendental extension of K.
PROPERTIES OF MONOMIALS WHICH APPEAR IN INVARIANTS OF UT(A)
The results of this section imply that if B, is defined as in Proposition 1, then every non-constant monomial which appears in an element of BFtA' must be divisible by U, or U2 or . . or U,. Note, however, that a nonconstant monomial which appears in an invariant of UT(A) need not be divisible by U, or Uz or ... or U,; for example, the monomial VI"' appears in FL t .4 (V, + au,), which is an invariant of UT(A). for every i, and g (1) +g (2)
for every integer j 3 0; here ( $jI) denotes the binomial coefficient. Let T denote a subset of { 1, . . . . m). such that d, = 0 for every t E T and x IE7e, < IAl. Let M(h, j) denote the set of maps g from { 1, . . . . m} to the integers such that g(i) = h(i) for every i E { 1, . . . . t?z > -T, 0 < g(t) < e, for every tET, and CrETg(t)=j.
The proposition will be derived from the following claim. Proof of the Claim. Let z4(h)=x,E!,,..,,ip T(d,+e, -h(i)) and suppose that j> u(h); the claim will be established by induction on u(h). Observe that neither u(h) nor M(h, j) depends on the restriction of h to T. Therefore we may assume without loss of generality that h(t) = 0 for every t E T. Using this assumption, it will be shown that c(mon(h 1, i) = c the coefficient of man(g) in f: Suppose now that u(h)>O. Note that M(h, j) c M*(h, j), because h(t) = 0 for every t E T. Equation (4.2) 
Suppose that z and k satisfy the conditions of statement (4.4). Note that u(z) < u(h), because C, z(i) >Ci h(i) and z(t)=h(t) =0 for every tE T. Note also that If u(h) 2 E, then j> E (by the hypothesis that j > u(h)), so statement (4.5) implies that M(h, j) is empty. Therefore the claim is true when u(h) > E.
Suppose now that u(h) < E. Equation (4.3) holds for every integer j > u(h), so it holds for every integer j 3 E (because E > u(h)). Therefore Eq. Remarks. Let f and $ be defined as in the proof of Proposition 5 (it is not necessary to assume that e; < pb for every i). Note that nri 1 U: Vf;. ,,I
appears in $(f) and $(f) is an invariant of UT(A ) (by (5.1)). These observations imply (by applying Proposition 4 to ny= , U: VTi,,, rather than to n:=, Up Vf') that Proposition 4 still holds when one omits the condition that d, = 0 for every t E T. It will be shown in Remark 3 after Proposition 12 that the lower bound for d, + ... + d,, given in Proposition 5 is attained in infinitely many cases. 3 . MONOMIALS WHICH MUST APPEAR IN SOME GENERATOR OF THE INVARIANT-S OF UT(A) DEFINITION. If K'= Up .. U$ VE' . . . VI;, define the U-degree of w, denoted by U-degree w, to be d, + + d,,,, and define its V-degree to be e, + ... +e,. PROPOSITION Note also that 2 = ni,, \ci (by (6.2) and the definition of z); therefore 2( U-degree z) B deg z. (6.6) Note that for every bE A; on the other hand, the X-degree of f'(X)-nflEAP lo) a is strictly less than IA 1, so Therefore f'(X) = n a=f'(O). Another way to establish statements (7.3) and (7.4) is to use the theory of p-polynomials, due to 0. Ore [ 13, pp. 564-5651. Let L denote the left side of Eq. (7.7) and let B denote the set of linear forms in F,,[X2, . . . . X,] . Observe that when X, is replaced by 0, L is replaced by p C,, B alA*' ~ ', which equals 0 because the characteristic of F,, is p. Hence L is divisible by X,. (7.8) Observe that if X, is replaced by CA',, where CE F, -{0}, then L is unchanged. Therefore, if XT' . Xy is any monomial which appears in L, then 6" = 1 for every c E F, -{O}; hence e, must be divisible by p -1. This observation and statement (7.8) imply that L is divisible by Xf;-'. (7.9) Note that L is fixed by every automorphism of F,[X,, . . . . X,] which maps {Xi, . . . . X,} to a set of linear forms, because such an automorphism permutes the elements of A *. This observation and statement (7.9) imply that L is divisible by ape1 for every non-zero SEA*. Note also that the least common multiple of the elements of (a"-' : aeA* - (0)) is I-I oeA*-iO1 a; hence L is divisible by nucA*-i,,l a. This observation and the fact that degLdIA*I-l=degn,. Fp. Note that the restriction of h to A* is a one-to-one correspondence between A* and F. Therefore h(L)= c x'F'-l .y.,n{o) .xT= --l. (7.14) Note that by (7.11) and (7.12) by (7.13) and (7.14).
This equation implies that the scalar c appearing in Eq. (7.10) equals 1. Therefore Eq. (7.7) holds. 1 Remarks. A shorter (but less self-contained) proof of statement (7.10) can be given by using Dickson's theorem [S, 6, 13, 191 For brevity let ~1, and n, denote N,4,( V,) and NA.( V,), respectively. Suppose that t E Fp; Fermat's Little Theorem implies that P'; -(xU,)~ ' V, becomes zero when Vi is replaced by -t,xUi. Hence VP -(,xU~)~-' V, is divisible by Vi + txU, for every t E FP; therefore Therefore vg -(XUi)P -' v; = n, for i=l, 2. (11.3) This equation can be viewed as an equation of integral dependence of U,V2-U2V, over K[U,, U7,n,,n,] ; hence
U,, n,, n,, UI 3, -U, V,] is generated as a K[U,, U,, n,,n,]-module V, j2, ..., (uIv, ) p-l. + a polynomial whose V,-degree is strictly less than pl + a polynomial whose V,-degree is strictly less than P(e -I).
Therefore V,-degree f > V,-degree rt;-' = P(e -I) and I/,-degree f > V,-degree n: = pl. These observations and the hypothesis that that f~ B, imply that de-Z)< IAl Note also that f*(Z, e -I) = c, f ~, Vf'( YU,)p"P" + a polynomial whose V,-degree is strictly less than that of c, e , Vy' + a polynomial whose Y-degree is strictly less than p(e -I).
(11.10) Let 1~' denote a monomial of maximum V,-degree which appears in c,. ~, vfw; , together with the definitions of e and Z, imply that if i # Z or j # e -Z, then MS' YP(+') does not divide any monomial which appears in f*(i, j). Equation (11.10) implies that the monomial IV' Yp" -') appears in f*(Z, e -I) and, for every integer d>p(e-I), w'Y" does not appear in ,f*(Z, e-Z). These observations and Eq. (11.7) imply that the monomial W' YP(' -'I appears in f * and, for every integer d>p(e-I), M.'Y& does not appear in f *. ') for all x, y E K. where S denotes a subset of { 1, . . . . m} whose size is greater than or equal to i* -1. Therefore the U-degree of every monomial which appears in h is greater than or equal to iA'1 (i* -1) = /Ai -IA'I. Recall from the introduction that {C, : 1 < id m, 1 <j d n} denotes a set of commuting indeterminates. Proof: If n>2, let E,-i, denote the n xn matrix whose (n-1, n)th entry is 1 and whose other entries are zeros. The assumptions about g imply that n > 2 and g is similar to I+ E,-i n. Therefore, after a linear change of coordinates, one may assume that C;,, Ciz, . . . . Ci,_, are each fixed by g and Cf,, -C, = tin-1 for every i. 
