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Abstract 
Automatic discovery of web usage association rules is commonly used to extract the knowledge about web site visitors’ 
interests. Its drawback is the generation of too many not truly interesting rules that have high statistical interestingness 
measures. We propose a method to prune rules that are statistically insignificant with respect to more general rules. Such 
rules may exist in the presence of high-confidence rules, which is often the case in web usage data. The method 
effectiveness is validated on two real-life web usage data sets. 
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1. Introduction 
Web usage association rule mining has long been a popular data mining method for automatic extraction of 
potentially interesting information about the behavior of the web site visitors from the web usage log files. This 
knowledge can then be utilized to improve the web site effectiveness, or for the marketing and profit increasing 
purposes in e-business applications. 
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Originally, association rule mining has been used to mine transactional databases 1. Informally, an 
association rule is an implication of the form XЍY, meaning “If a transaction contains a set of items X, it likely 
also contains a set of items Y”. In web usage mining, an item is equivalent to a web object (usually a web page 
or a document), whereas a transaction is equivalent to a visitor session, which is a set of web objects requested 
during an event of browsing the web site.  
Most association rule mining algorithms discover all the rules that contain frequent item-sets, meaning that 
items co-occur in the same session with the probability above a user-specified minimum support threshold. 
However, the number of the discovered rules is often overwhelming, making it difficult or even impossible for 
the data analyst to understand and utilize the rules 14.  
An additional issue in web usage association rule mining is the inherent correlation among web pages 
stemming from the web site topology 11. The assumption of independence between items is not satisfied in web 
usage mining due to the extensive hyper-linking of web pages 6. This causes the generation of huge numbers of 
web usage association rules with very high statistical correlation, which are not truly interesting to the domain 
experts. 
Short association rules, where the item-sets X and Y contain only 1 item, are easier to interpret than the 
general rules, and hence most readily used by the domain experts 9. The number of short rules in the rule set 
does not grow exponentially with the number of items. Still, it can grow huge and overwhelm the domain 
expert, especially when there is a large number of frequent items, which is the case for low support thresholds.  
The goal of this study is to reduce the number of association rules falsely seeming interesting, which clutter 
the rule set and confuse the data analysts. The proposed method prunes the association rules that are 
statistically insignificant with respect to more general rules, which exist only in the presence of high-
confidence rules.  
The rules are pruned based on the statistical z-score measure, applied locally to test the significance of 
correlation between the specific and more general items.  
The method is evaluated on two real life web usage data sets, showing that most pruned rules would falsely 
rank high according to common statistical association rule interestingness measure, had they not been pruned. 
The rest of the paper is organized as follows. Section 2 gives the overview of related work and underlying 
definitions. The proposed pruning method is described in Section 3. The experiments conducted on two real-
life data sets are presented in Section 4, and the conclusions outlined in Section 5. 
2. Related work 
2.1. Overview 
Many association rule pruning and summarizing techniques have been proposed to limit the size of the 
association rule set to a manageable level. There are methods that prune rules XЍY, which can be represented 
by more general rules X’ЍY’, where X’ and Y’ contain fewer items than X and Y. For example, in 4 the rules are 
pruned based on the schemes defining rule clusters. Zaki proposes a method for pruning rules based on closed 
item-sets, using Galois Lattice of Concepts 16. The method of discovering minimal sets of rules based on belief 
theory is given in 2.  Researchers in 5 propose pruning derivative rules based on the item-set correlation. All of 
the methods mentioned are suitable for pruning general association rules where the item-sets X and Y contain 
more than one item, while they do not prune any of the short association rules.  
Hamalainen prunes short association rules in her AprioriStat algorithm, based on the global z-score defined 
in the set of all transactions 8. This method does not include pruning of the association rules that may be 
statistically insignificant with respect to other, more general rules existing in the rule set.  
Srikant & Agrawal prune the rules that can be generalized and represented by other association rules based 
on the expert defined taxonomy 15. A limitation of that method is that it involves the expert knowledge to 
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define the taxonomy of concepts. Another drawback is that the confidence of the rules is compared to the 
confidence of their antecedents linearly, using a user specified constant R. 
Discovering the rules that satisfy minimum support threshold constraint causes the loss of some potentially 
interesting rules. There are methods to avoid this constraint, in which case other rule pruning and summarizing 
methods become even more important 12. 
Various statistical measures are used to rank the rules according to their potential interestingness to the 
domain expert, helping to cope with the overwhelming number of rules in the rule set 7. A recent survey 
discusses various approaches to interestingness, comparing subjective vs. objective and syntactical vs. 
probabilistic interestingness measures 10.  
Recently, there have been attempts to improve the quality of association rules discovered by using semantic 
information 13 and creating the ontology of concepts 3. These methods assume the involvement of the expert 
knowledge to define the ontology of concepts and add semantic information to the rules. 
2.2. Initial assumptions, notations and definitions 
In this section we set up the terminology and outline notations used in the rest of the paper. 
The term session refers to the set of items co-occurring in the data set. In the context of web usage mining, it 
is the set of web objects requested during a browsing session. In a more general context, it would refer to the 
set of any items. 
The set of all items is denoted I, and the set of all sessions in the data set is denoted S. 
A general association rule is an association of the form X Yo  , where , , .X Y I X Y     
A short association rule is an association ,X Yo  where X,Y I   
A session supports an item-set X  if each item x X occurs in s at least once.  
The set of all sessions that support an item-set X I is denoted  ,XS  where .XS S   
The support of an item-set X I in the session set S
 
is denoted support(X)  and defined as the statistical 
probability that a session in S  supports X . 
Support of an association rule X Yo  is denoted support(X Y)o . It is defined as the statistical 
probability that a session in S  supports the item-set X Y , and is also denoted ( )P XY  
 
Confidence of an association rule X Yo  is denoted conf(X Y)o and defined as the conditional 
probability that a session in S  that contains all items in X also contains all items in Y  .  
 
 
 
Lift and added value are two of the statistical association rule interestingness measures commonly used in 
association rule mining. They are defined as (1) and (2) respectively.  
 
(1) 
Lift has the value of 1 when the item-sets X and Y are statistically independent, less than 1 when they are 
negatively correlated, and greater than 1 when they are positively correlated.  
( )( ) ( | )
( )
P XYconf X Y P Y X
P X
o   
( ) ( ) ( )support X Y support X Y P XYo    
( )( )
( ) ( )
P XYlift X Y
P X P Y
o  
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(2)
 
Added value equals 0 if X and Y are statistically independent; it takes the value from the interval (-1,0) for 
negative correlation and the value from the interval (0,1) for a positive correlation.  
3. Proposed pruning method 
3.1. Overview 
The goal of this research is to prune association rules that may be represented by other, more general rules, 
that may also exist in the rule set in the presence of high-confidence rules.  
If a rule XЍM, conf(XЍM)~1.0 exists in the rule set, then the rules XЍYand YЍXmay be redundant 
given the more general rules MЍYand YЍMrespectively. Since SX ӬSM, M can be regarded as a more 
general item than X. If there is a correlation between X and Y, just as strong as the correlation between M and Y, 
then the correlation between X and Y can be considered redundant. It can be shown that the confidence of the 
rules XЍYand YЍXis then expected, given the confidence of the rules MЍYand YЍMrespectively. 
This principle is in accordance with the method proposed by Srikant, where generalized association rules are 
mined based on the expert defined taxonomy, and all rules with confidence less than R times larger than 
expected, given the confidence of its antecedents, are pruned out of the rule set 15.  
The method proposed in this work avoids using the taxonomy of concepts given by experts in advance. 
Instead, it is based on the fact that there is often a significant number of rules with extremely high confidence 
in web usage data, due to the hyperlink and menu structure of the web sites. A statistically sound measure is 
used to compare the observed and expected dependency of X and Y given M, based on the z-score of the 
random probability distribution variable.  
3.2. An example from a real life data set 
Table 1. shows an example of four rules from one of our real-life data sets. The files containing some of the 
rule sets generated in our experiments can be obtained by request. The names of the pages in the example are 
translated for ease of understanding. The page studyprograms.htm contains the links to several different study 
programs, including IT. The page studyprogram_it.htm contains the information about the IT study program, 
and the page about_us.htm contains some general information about the school. 
Table 1. Example of real-life association rules  
Rule Page X Page Y support(XЍY) conf(XЍY) lift(XЍY) addval(XЍY) 
a) studyprogram_it.htm studyprograms.htm 0.023 0.910 11.514 0.831 
b) about_us.htm studyprogram_it.htm 0.003 0.125 4.885 0.100 
c) about_us.htm studyprograms.htm 0.011 0.375 4.749 0.296 
d) studyprograms.htm studyprogram_it.htm 0.0233 0.2950 11.514 0.269 
 
The rule a) in Table 1. has almost maximal confidence. Most web site users visit the page 
studyprograms.htm before visiting the more specific page studyprogram_it.htm, which has an incoming link 
from studyprograms.htm.  
Both rules b) and c) have elevated values of lift (greater than 1) and added value (greater than 0), making 
them seem potentially interesting to the data analyst. However, as explained in the Section 3.3, the confidence 
of b) is expected, as it equals the confidence of c) multiplied by the confidence of d). The visitors of 
( ) ( ) ( )addval X Y conf X Y supp Yo  o 
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about_us.htm are perhaps interested in  studyprogram_it.htm only as much as they are interested in 
studyprogram.htm. That would make the rule b) redundant with respect to the more general rule c). 
3.3. Pruning statistically insignificant rules with respect to more general rules  
Let there be a high-confidence rule XЍM, conf(XЍM)~1.0  in the association rule set. The probability of X 
occurring in a session in SM is given by (3) 
 
(3)  
 where SM is the set of all sessions containing M, cM  is the size of SM , and cM(X) is the frequency of X in SM.  
 
Assuming that X and Y are independent given M, the probability of their co-occurrence in SM is given by (4). 
      
(4) 
 
The frequency of X and Y co-occurring in SM, denoted frM(XY) is then a binary random variable with the 
parameters P(X|M) P(Y|M) and cM. The mean of  frM(XY) is μ = cM P(X|M) P(Y|M), and its standard deviation 
given by (5).  
 
(5) 
If cM(XY) is the observed frequency of X and Y co-occurring in SM, its z-score is given by (6).  
 
(6) 
The z-score measures how many standard deviations the observed frequency differs from its expected value.  
In a similar way Hamalainen 8 used the z-score to prune some of the redundant rules. However, in their work 
the rule redundancy was estimated only globally in the whole data set.  
We refer to the z-score of the frequency of X and Y co-occurring in the whole data set S as the global z-
score, and the z-score of the frequency of X and Y co-occurring in SM as the local z-score with respect to M, in 
the rest of the paper. 
It can easily be shown that if X and Y are independent given M, the expected value of conf(XЍY) equals 
conf(MЍY), while the expected value of conf(YЍX) equals conf(YЍM)ѿ conf(MЍX) . This relation resembles 
transitivity, and the rule YЍX can be called transitive with respect to M.  
In the experiments presented in the following section we prune association rules XЍY and YЍX  based on the 
conditions given by (7), where minconf and minz are user specified constants. 
(7) 
We use the absolute value of z-score to avoid pruning the rules that express stronger than expected negative 
correlation between X and Y, in order to discover both positive and negative association rules. 
The constant minz was set to 1 and 2, and minconf  was set to 80% in the experiments presented in the 
following section.  
( | )P(Y | M)(1 ( | )P(Y | M)Mc P X M P X MV  
( )( , )
M
M c XYz X Y PV
 
, ( )   and  ( , )MM I conf X M minconf z X Y minz  o ! 
( ) ( )( | )
( )
M
M
P XM c XP X M
P M c
  
( | ) ( | ) ( | )P XY M P X M P Y M 
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4. Experiments  
The experiments were conducted on two real-life web usage data sets. Both data sets were based on the web 
usage log files of higher education institutions, whose web site names are shown in Table 2. The two web sites 
had rather static content, and a hierarchical menu structure. Most visitors were students and professors. The 
period the web usage data was selected from did not include any special events in the school. The proposed 
pruning method is applicable in any situation where high-confidence rules are mined from the web usage data 
set, although the amount of pruning may vary slightly, depending on the current user behavior.  
The experiments were performed using our tool 5, developed to support all phases of web usage association 
rule discovery (pre-processing, rule generation, rule set pruning). 
4.1. Data sets and pre-processing 
Raw web usage log files contained all web object requests made to the web sites within the time periods 
shown in Table 2. 
Standard pre-processing methods have been conducted.  
x Irrelevant requests such as images and embedded objects were removed.  
x Sessions were constructed based on the commonly used heuristics, as a set of requests coming from the 
same IP within a specified time threshold (20 min).  
x Sessions containing robot requests were removed based on the heuristics such as requests containing 
special strings (“bot, “slurp”, “spider”), or sessions containing too many different web pages. 
Table 2 shows the number of relevant requests and sessions at the end of the data pre-processing.  
Table 2. Data sets  
Data set Web site Time period Raw requests  Relevant requests Sessions 
1 vtsns.edu.rs  30 days (Dec 2013) 1367603 68660 21949 
2 fon.bg.ac.rs 30 days (Aug 2013) 923541 163776 46139 
4.2. Comparison of pruning based on the global and local z-score 
The association rules were generated using our implementation of the well-known Apriori algorithm. 
Support thresholds were set low and chosen from the interval [0.0008, 0.002]. In addition to confidence, lift and 
added value were used as association rule interestingness measures to rank the discovered rules. 
Tables 3 and 4 show the results of the rule generation and pruning in the data sets 1 and 2 respectively. The 
rules were pruned in three steps.  
The first step (column “Max supp”) involves pruning the rules that contain an item with support close to 1.0. 
In our data, that was the home page of each site, as it was requested in most sessions. The rules that contain 
maximum support item are trivial. Their confidence is either 1.0, or equals the support of the other item in the 
rule.  
The second step (column “Pruned global z-score”) involves pruning the rules that have the absolute value of 
global z-score less than minz=1, or minz=2, as indicated in the table.  
The third step (column “Pruned local z-score”) involves pruning the rules that have the absolute value of 
local z-score given a more general rule found in the rule set, less than  minz=1, or minz=2, as indicated in the 
table.  
The columns “Percent pruning” show the percentage of rules pruned, out of the rules that remained in the 
rule set after the trivial rules were removed in the first pruning step ( “Short rules” – “Max supp”).  
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Table 3. Pruning rules in the data set 1  
Support 
threshold 
Items Short 
rules 
Max 
supp  
Pruned 
global z-
score 1.0 
Percent 
pruning 
(%) 
Pruned 
local z-
score 1.0 
Percent 
pruning 
(%) 
Pruned 
global z-
score 2.0 
Percent 
pruning 
(%) 
Pruned 
local z-
score 2.0 
Percent 
pruning 
(%) 
0.002 73 438 144 8 2.7 14 4.8 28 9.5 14 4.8 
0.0016 81 540 160 14 3.7 22 5.8 34 8.9 24 6.3 
0.0012 95 756 188 18 3.2 54 9.5 50 8.8 60 10.6 
0.0008 105 1154 208 34 3.6 160   16.9 78 8.2 200 21.1 
Table 4. Pruning rules in the data set 2   
Support 
threshold 
Items Short 
rules 
Max 
supp  
Pruned 
global z-
score 1.0 
Percent 
pruning 
(%) 
Pruned 
local z-
score 1.0 
Percent 
pruning 
(%) 
Pruned 
global z-
score 2.0 
Percent 
pruning 
(%) 
Pruned 
local z-
score 2.0 
Percent 
pruning 
(%) 
0.002 52 340 102 4 1.7 22 9.2 16 6.7 30 12.6 
0.0016 58 408 114 8 2.7 26 8.8 20 6.8 26 8.8 
0.0012 67 510 132 10 2.6 38 10.1 28 7.4 62 16.4 
0.0008 79 728 156 16 2.8 68   11.9 44 7.7 102 17.8 
 
Histograms in Figures 1 and 2 correspond to Table 3 and show the percentages of pruned rules based on the 
global and local z-scores in data set 1, for min z-score 1.0 (Figure 1) and 2.0 (Figure 2). Histograms 
summarizing the results of pruning in the data set 2 (Table 4) are left out due to the space limitations.  
Obviously, more rules are pruned for min a larger min z-score (Figure 2) as it allows more deviation from 
the expected value (7).  
The percentage of pruned rules increases slowly with lower minimum support thresholds, which is expected 
as most rules that can be generalized have low support.  
Overall, the experiments confirmed that the total percentage of pruned rules increased significantly after 
performing the local z-score pruning, in all tests.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. The percentage of pruning based on Global vs. Local z-score measure in data set 1 
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Fig. 2. The percentage of pruning based on Global vs. Local z-score measure in data set 1 
4.3. False statistical interestingness of the pruned rules 
One of the goals of the experiment was to estimate how useful the proposed pruning method is, with respect 
to eliminating the rules that would show falsely interesting according to traditional statistical measures. Since 
traditionally the association rules are ranked using interestingness measures such as the lift or added value 
(Section 2.2), falsely interesting rules ranked highly would clutter the rule set, and confuse the domain expert.  
The experiments proved that the rules pruned according to the global z-score do not have high values of the 
traditional interestingness measures. Not even one of the rules pruned based on the low global z-score was 
ranked among top 50% according to added value or lift, in the set of all discovered rules in the experiments. On 
the other hand, most rules pruned based on the proposed local z-score in the experiments had elevated lift 
and/or added value.  
The meaning of the data in Tables 5 and 6 is as follows. The column “Pruned local z-score” is the total 
number of pruned rules based on the local z-score measure (1.0 on the left hand side, and 2.0 on the right hand 
side of each table). The column “Top 10%” is the number of pruned rules that would fall in the top 10% of all 
rules when they all rules are ranked by added value interestingness measure. Accordingly, “Percent in Top 
10%”  is the percentage of rules falling in the Top 10%, out of all pruned rules. The same applies for the data in 
columns “Top 50% and “Percent in Top 50 %”.  
Table 5. Distribution of the rankings of rules pruned by the local z-score in the data set 1  
Support 
threshold 
Pruned 
local z-
score 1.0 
Top 
10%  
Percent 
in Top 
10%  
Top 
50% 
Percent 
in Top 
50% 
Pruned 
local z-
score 2.0 
Top 
10% 
Percent 
in Top 
10% 
Top 
50% 
Percent 
in Top 
50% 
0.002 14 7 50 13 92.9 14 7 50 13 92.9 
0.0016 22 8 36.4 16  72.7 24 8 33.3 16 66.7 
0.0012 54 12 22.2 34 63 60 12 20 36 60 
0.0008 160   36 22.5 150 93.8 200 54 27 156 78 
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Table 6. Distribution of the rankings of rules pruned by the local z-score in the data set 2 
Support 
threshold 
Pruned 
local z-
score 1.0 
Top 
10%  
Percent 
in Top 
10% 
Top 
50% 
Percent 
in Top 
50% 
Pruned 
local z-
score 2.0 
Top 
10% 
Percent 
in Top 
10% 
Top 
50% 
Percent 
in Top 
50% 
0.002 22 5 22.7 11 50 30 6 20 14 46.7 
0.0016 26 7 26.9 13 50 34 6 17.6 19 55.9 
0.0012 38 7 18.4 20 52.6 62 6 9.7 30 48.4 
0.0008 68 8 11.8 26 38.2 102 7 6.9 85 83.3 
 
As shown in the Tables 5. and 6. between 10% and 50% of pruned rules would rank at the top (Top 10%) of 
the association rule list according to their statistical interestingness measure (added value). More than half 
(38% to 90%) of the pruned rules would rank in the first half of the association rule list (Top 50%). Those 
rules, falsely seeming interesting to the data analyst, would clutter the rule set, confusing the analyst. 
Therefore, it is essential to remove those rules and apply the proposed pruning method before ranking the rules 
and presenting them to the data analyst. 
5. Conclusion  
The proposed pruning the association rules statistically insignificant with respect to more general rules 
proved to be effective in reducing the cluttering of the rule set. The method is applicable to domains that 
contain significant amount of high-confidence rules, such as the web usage data mining. The pruned rules often 
falsely rank high according to the traditionally used statistical interestingness measures, which may confuse the 
data analysts. 
The statistical significance of rules is tested using the local z-score measure. The confidence of rules with 
low local z-scores was shown to be expected with respect to other, more general rules. 
Experiments conducted on two real-life web usage data sets showed that most pruned rules would falsely 
rank high had they not been pruned. The experiments confirmed that the existing method of pruning the rules 
with low global z-scores was not effective enough in eliminating the cluttering rules. The pruning of the rules 
with low local z-scores eliminated many more insignificant rules. 
To further improve the accuracy of ranking, the proposed local z-score could be combined with traditional 
interestingness measures, which we leave for future work.  
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