Räumliche Skalen des Bodenwindfeldes auf dem Nordatlantik by Bumke, Karl
i~» r* H  ''n
'ii " [ X  C^'Cv' O
1 ) 0 1  3 / -  • ■ > -  ' -
Berichte 
aus dem 
Institut für Meereskunde 
an der
Chr i st i an-A1brechts-Un i vers i tät 
Nr. 228
RÄUMLICHE SKALEN DES BODENWINDFELDES 
AUF DEM NORDATLANTIK
von 
Karl Bumke
Kopien dieser Arbeit können bezogen werden von
Institut für Meereskunde 
Abteilung maritime Meteorologie 
Düsternbrooker Weg 20 
D 2300 Kiel 1
Diese Arbeit wurde von der Mathematisch- 
Naturwissenschaftlichen Fakultät der 
Christian-Albrechts-Universität Kiel 
als Dissertation angenommen.
Zusammenfassung
Für gekoppelte Modelle von Ozean-Atmosphäre und Modelle, die sich mit der 
Wechselwirkung Ozean-Atmosphäre befassen, ist eine genaue Kenntnis der 
oberflächennahen Windfelder Voraussetzung. Das erfordert die Interpolation 
der unregelmäßig verteilten Beobachtungen auf ein regelmäßiges Gitterpunkt­
netz. Da ozeanische Wirbel kleinere Skalen als atmosphärische Wirbel 
aufweisen und die spektrale Verteilung der Varianz der atmosphärischen 
Wirbel den Antrieb ozeanischer Wirbel wesentlich beeinflußt, sollten in 
den Beobachtungen enthaltene räumliche Skalen bei der Analyse erhalten 
bleiben.
Die in direkten Beobachtungen und analysierten Gitterpunktfeldern enthalte­
nen räumlichen Skalen werden durch räumliche Energiespektren beschrieben. 
Diese können mit einer Fouriertransformation aus räumlichen Kovarianzfunk­
tionen abgeleitet werden. Die Kovarianzfunktionen für die direkten Beobach­
tungen wurden dazu gemittelt über 20 km Intervalle berechnet, die für die 
analysierten Felder für Intervalle, die den Gitterpunktabständen entspre­
chen. In dieser Arbeit wurden zwei mit unterschiedlichen Analyseverfahren 
abgeleitete Felder untersucht: Die bei der numerischen Wettervorhersage 
analysierten Felder sowie Felder, die mit einem speziell für die Untersu­
chung d e r  Wechselwirkung Ozean-Atmosphäre entwickelten Analyseverfahren 
abgeleitet wurden. Die Ergebnisse zeigen, daß die Kovarianzfunktionen hori­
zontal anisotrop sind und eine hohe regionale und saisonale Variabilität 
aufweisen.
Die berechneten Energiespektren für die direkten Beobachtungen umfassen den 
Skalenbereich von 40 bis 1500 km Wellenlänge. Für den atmosphärischen An­
trieb ozeanischer Wirbel ist der Spektralbereich mit Wellenlängen kleiner 
als 1000 km von besonderem Interesse . Prinzipiell könnten die bei der 
numerischen Wettervorhersage analysierten Windfelder für ozeanographische 
Untersuchungen benutzt werden. Die Resultate dieser Arbeit zeigen jedoch, 
daß d iese Felder einen Verlust von rund 50 % der im Skalenbereich von weni­
ger als 1000 km Wellenlänge in den direkten Beobachtungen enthaltenen Va­
rianz aufweisen. Dagegen beträgt der Verlust an Varianz für die Windfelder, 
die mit dem speziell für die Wechselwirkung Ozean-Atmosphäre entwickelten 
Analyseverfahren abgeleitet wurden, nur 32 % der Varianz der direkten Be­
obachtungen. Zudem wird der systematische Fehler der Windgeschwindigkeit 
eliminiert, der operativen Analysen im zonalen Mittel noch bis zu 25 % des
Betrages erreichen kann. Damit wird ein systenatischer Fehler bei der Be­
rechnung der Wechselwirkung Ozean-Atmosphäre vermieden.
Implizit wird somit in der vorliegenden Arbeit die Frage beantwortet, ob 
überhaupt ein spezielles Analyseverfahren für Windfelder auf See erforder­
lich ist, wo doch Modelle der numerischen Wettervorhersage solche Felder 
routinemäßig erstellen.
Abstract
A detailed knowledge of surface wind fields is necessary for coupled models 
of ocean and atmosphere or for determination of air sea interactions. This 
requires to interpolate irregular distributed observations on a regular 
grid point field. All spatial scales included in the observations should be 
conserved during analyses, since the scales of oceanic eddies are smaller 
than scales of atmospheric eddies. Additionally the spectral distribution 
of atmospheric eddies influences the properties of the generated oceanic 
eddies.
The analysis of energy spectra is based on spatial covariance functions. 
These are determined in two ways: directly from observations averaged for 
20 x 20 km boxes or from objectively analysed fields. In this paper two 
different kinds of analysed fields are used: analysed fields calculated by 
numerical models of weather forecast at a 1.875° x 1.875° latitude longitu­
de grid and analysed fields at a 2° x 2° grid calculated specially for 
purposes of air sea interactions. The results show the covariance functions 
are horizontal anisotrop and are of high spatial and seasonal variability. 
Using a Fourier Transformation spatial energy spectra can be calculated 
from spatial covariance functions. The spectral energy densities for direct 
observations are obtained for scales from 40 to 1500 km wavelength. For 
atmospheric driven oceanic eddies scales of less than 1000 km wavelength 
are of main interest.
In principle, wind fields for oceanographic studies could be obtained from 
numerical weather forecast models. The results show that such fields have 
loss of spectral energy at smaller scales with wavelengths less than 1 0 0 0  
km of 52 % compared to energy spectra from direct observations. The loss of 
spectral energy density of analysed fields, calculated by a special a n a ­
lysis scheme for air sea interaction, is only 32 % in the same spectral 
range. Additionally this special analysis scheme avoids biases in zonal 
averaged analysed wind speeds. This biases are of the order of unto 25 % of 
averaged wind speed for analysed fields of numerical weather forecast and 
would lead to systematic errors in air sea interactions.
Implicitly this answers the query why a special procedure is preferred to 
analyse wind fields at sea though usual numerical models of weather f o r e ­
cast produce regulary such fields.
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2 Einleitung
Aufgrund der ungenügenden Beobachtungsdichte u n d  der unregelmäßigen Ver­
teilung der Beobachtungen über den Ozeanen e r f o r d e r n  Fragestellungen, die 
sich mit der Wechselwirkung Ozean-Atmosphäre o d e r  mit numerischen Modellen 
des Ozeans befassen, die Interpolation der d i r e k t e n  Beobachtungen auf ein 
regelmäßiges Gitterpunktnetz. Die interpolierten Felder müssen im wesentli­
chen zwei Bedingungen erfüllen: Zum einen w i r d  eine hohe räumliche Auflö­
sung gefordert, da die ozeanischen Wirbel k l e i n e r e  Skalen als die atmosphä­
rischen Wirbel aufweisen. Zum anderen müssen systematische Abweichungen 
zwischen den direkten Beobachtungen und den interpolierten Gitterpunktwer­
ten vermieden werden. Jede Interpolation b e i n h a l t e t  jedoch eine Glättung 
der Eingangsdaten, die sich in einer Verringerung der Varianz der Gitter- 
punktfelder, verglichen mit der Varianz der dir e k t e n  Beobachtungen, aus­
drückt. Daraus ergibt sich eine Verringerung d e s  turbulenten Austauschs, 
hier des Betrags t  der horizontalen Komponenten des vertikalen Impulsflus­
ses, wie die folgenden Überlegungen zeigen.
Die übliche Definition des Reibungskoeffizienten CD lautet:
(2.1) X = Q  CD TT2
mit U = Windgeschwindigkeit und e = Luftdichte, wobei der Querstrich über 
dem U ein zeitliches Mittel kennzeichnet.
Da sich der Betrag t  des Impulsflusses aber näherungsweise wie U2 verhält, 
sollte man diesen besser wie folgt definieren (z.B. Hasse, 1968):
(2 .2 ) x = q CD TT* = Q CD ( T T 2 + t/75-)
wobei der Strich die Abweichung vom zeitlichen Mittel kennzeichnet. Dann 
ist leicht zu erkennen, daß ein Verlust an V a r i a n z  U ' 2 in einer Verringe­
rung des turbulenten Austauschs von Impuls resultiert. Systematische Fehler 
der mittleren Windgeschwindigkeit führen nach Gleichung (2.2) ebenso zu 
Fehlern bei der Berechnung der Wechselwirkung Ozean-Atmosphäre.
Je nach Einsatzzweck eines Gitterpunktfeldes w e r d e n  auch noch andere Krite­
rien als die Vermeidung eines systematischen Fehlers und die Forderung nach 
einer hohen räumlichen Auflösung zur O p t i m i e r u n g  eines Analyseverfahrens
benutzt. So sind die zur Initialisierung eines numerischen Vorhersagemo- 
dells benutzten Analysen zum Beispiel dann optimal, wenn der Vorhersage­
fehler minimal wird. Dabei können durchaus noch systematische Abweichungen 
zwischen Beobachtungen und Gitterpunktwerten vorhanden sein (Lönnberg und 
Hollingsworth, 1984). Derartige Felder sind dann gegebenenfalls für das 
atmosphärische Modell optimal, müssen es aber nicht sein zum Antrieb ozea­
nischer Modelle.
So haben Laursen und Eliasen (1989) gezeigt, daß verschiedene Analysever­
fahren einen unterschiedlich dämpfenden Effekt auf die in analysierten 
Feldern enthaltene kinetische Energie haben. Das unterstreicht die Aussage 
von Sausen et al. (1988), daß bei der Verwendung des FGGE-Datensatzes zum 
Antrieb ozeanischer Modelle eine Flußkorrektur erforderlich ist. In glei­
cher Weise fordert Latif (1990) eine stärkere Variabilität eines T21- 
Atmosphärenmodells, welches am Hamburger Max-Planck-Institut zur ENSO-Un- 
tersuchung (El Nino/Southern Oszillation) in einem gekoppelten Modell be­
nutzt wurde.
Trenberth und Olsen (1988) haben Abweichungen zwischen den globalen Ana­
lysen des EZMW und des NMC (U.S. National Meteorological Center) unter­
sucht. Insbesondere in den höheren geographischen Breiten ergaben sich zum 
Teil beträchtliche Differenzen. Aber auch in tropischen Gebieten haben zum 
Beispiel Gage et al. (1988) oder Reynolds et al. (1989) die Unterschiede 
zwischen analysierten und beobachteten Winden untersucht. Es wurde festge­
stellt, daß die Abweichungen in diesen beobachtungsarmen Gebieten von der 
gleichen Größenordnung wie die beobachteten Größen selbst sind. 
Systematische Abweichungen führen in Untersuchungen, die sich mit der Wech­
selwirkung Ozean-Atmosphäre befassen, zu erheblichen Unsicherheiten. Eine 
ungenügende räumliche Auflösung der in den atmosphärischen Feldern enthal­
tenen Variabilität, die sich in einer nicht der Realität entsprechenden 
Verteilung der kinetischen Energie auf die verschiedenen Wellenlängenberei­
che zeigt, beeinflußt zum Beispiel wesentlich den Antrieb ozeanischer Wir­
bel (Lippert, 1985).
Erste Untersuchungen der in Windbeobachtungen auf dem Ozean enthaltenen 
räumlichen Skalen wurden von Wi1lebrand (1978) durchgeführt. Die Untersu­
chungen beschränkten sich jedoch auf analysierte Felder und Beobachtungen 
von Wetterschiffen.
In dieser Arbeit werden nun neben den Wetterschiffen auch die Beobachtungen 
von Handelsschiffen zur Untersuchung der in den direkten Beobachtungen
enthaltenen räumlichen Skalen herangezogen. Die räumlichen Skalen werden 
beschrieben durch die spektrale Energiedichte. Dabei besteht die Schwie­
rigkeit darin, daß die Beobachtungsdichte über den Ozeanen generell niedrig 
ist und die geographischen Positionen der Beobachtungen außerdem ständig 
wechseln.
Zur Lösung dieses Problems wird ausgenutzt, daß die Autokovarianzfunktion 
beziehungsweise die Autokorrelationsfunktion die Berechnung von Energie­
spektren mittels einer Fouriertransformation ermöglicht. Die Energiespek­
tren der Gitterpunktfei der hingegen können mittels einer Fouriertransforma- 
tion direkt aus den Gitterpunktwerten abgeleitet werden. Die Kenntnis der 
Energiespektren der direkten Beobachtungen und der Gitterpunktfelder er­
möglicht dann die Untersuchung des Verlusts an Varianz in verschiedenen 
Wellenlängenbereichen, der sich bei der Interpolation der Beobachtungen auf 
ein Gitterpunktnetz ergibt. Dazu stehen vom IfM (Institut für Meereskunde) 
im Rahmen des Sonderforschungsbereichs 133 analysierte Gitterpunktfelder 
zur Verfügung, im folgenden als IfM-Gitterpunktfelder bezeichnet, die spe­
ziell im Hinblick auf den Einsatz als Antriebsfelder ozeanischer Modelle 
entwickelt worden sind. Die IfM-Gitterpunktfelder basieren auf einer 
Arbeit von Ennenga (1985). Das Analyseverfahren wurde in allen wesentlichen 
Punkten grundlegend modifiziert, um die räumliche Auflösung zu verbessern 
und einen kleineren systematischen Fehler zu erhalten (Bumke und Hasse,
1989).
Außerdem stehen Gitterpunktfelder des EZMW (Europäischen Zentrums für mit­
telfristige Wettervorhersage) zur Verfügung, die den Belangen der numeri­
schen Wettervorhersage angepaßt sind. Sie enthalten für 1984 die Analysen 
der Windfelder und ab 1985 Schubspannungen, die aus den first guess-Feldern 
abgeleitet wurden.
Die Untersuchungen wurden für das Gebiet des Nordatlantik für den Zeitraum 
von Mai 1982 bis April 1985 durchgeführt. Für diesen Zeitraum liegen die 
Wetterbeobachtungen von Schiffen und Küstenstationen sowie die daraus abge­
leiteten IfM-Gitterpunktfelder vor.
Wie bereits oben erwähnt, dient als Maß für die in Beobachtungen und Analy­
sen enthaltenen Skalen die spektrale Verteilung der Varianz. Die zur Be­
rechnung der spektralen Verteilung der Varianz der Beobachtungen benötigte 
Autokorrelationsfunktion wird für 20 km Intervalle bestimmt. Die Autokorre- 
lationsfunktionen der Gitterpunktfelder werden für Intervalle, die einem 
Vielfachen des Gitterpunktabstandes entsprechen, berechnet.
Dabei ist auch die Variabilität der Autokorrelationsfunktionen von Bedeu­
tung. Denn die Autokorrelationsfunktionen sind Basis für Assimilationssche­
mata, die auf der sogenannten Objektiven Analyse oder Optimalen Interpola­
tion, auch als Statistische Interpolation bezeichnet (Lönnberg und 
Hollingsworth, 1984), aufbauen.
3 Datenbasis
3.1 Beobachtungen
Zur Verfügung stehen die synoptischen Beobachtungen von Schiffen und Kü­
stenstationen vom Mai 1982 bis einschließlich April 1985 für das Gebiet des 
Nordatlantik, jeweils 12 Uhr GMT. Für den 12 Uhr Termin ist die Meldungs­
dichte ausreichend hoch: So liegen für 75% aller Termine des Jahres 1984 
zwischen 300 und 400 synoptische Beobachtungen für das Gebiet des Nordat­
lantik vor. Nur an 4% aller Tage sind es weniger als 300 Beobachtungen und 
an 21% mehr als 400 Beobachtungen. Die synoptischen Beobachtungen werden 
über GTS (Global Telecommunication System) an den Deutschen Wetterdienst 
abgesetzt.
Ein Beispiel für einen 12 Uhr Termin, den 16.01.1985, gibt die Abbildung 1. 
Da es sich um einen Wintertermin handelt, ist die Belegung mit Meldungen im 
Bereich des nordwestlichen Nordatlantik schlecht.
Die zur Verfügung stehenden Daten umfassen den Luftdruck, die Windrichtung 
und -geschwindigkeit sowie die Luft- und Wassertemperatur. Von den Insel- 
und Küstenstationen wurde in dieser Arbeit nur der Luftdruck benutzt.
3.2 Gitterpunktfelder des Instituts für Meereskunde
Für einen Bereich von 19°N bis 65°N und 80°W bis 0° wurden Gitterpunktfel­
der des Bodendrucks, des Windes sowie der Luft- und Wassertemperatur je­
weils für den 12 Uhr OiT Termin des Zeitraumes von Mai 1982 bis einschließ­
lich April 1985 am Institut für Meereskunde erstellt.
Abb. 1: Synoptische Beobachtungen vom 16.01.1985 für das Gebiet des Nord­
atlantik, 12 Uhr GMT, übermittelt via GTS an den DWD. Für diesen 
Termin liegen 274 Beobachtungen vor:
• Schiffsmeldungen, Druck- und Windbeobachtungen 
o Schiffsmeldungen, nur Windbeobachtungen 
■ Schiffsmeldungen, nur Druckbeobachtungen 
□ Landmeldungen, nur Druckbeobachtungen
Die Daten sind auf Magnetbändern verfügbar, ergänzt um die Felder der 
Schubspannungskomponenten und der sogenannten Hellermann1 sehen Zahl. Die 
Felder haben eine Auflösung von 2° x 2°. Das Analyseverfahren wird in sei­
nen Grundzügen in Kapitel 4.1 dargestellt.
Ein Beispiel eines analysierten Druckfeldes für den 16.01.1985 ist in Ab­
bildung 2 dargestellt. Das zugehörige Windfeld zeigt die Abbildung 3. Das 
daraus abgeleitete Feld der Schubspannung ist in Abbildung 4 dargestellt, 
wobei die Berechnung der Schubspannung in Abschnitt 5.1 erläutert wird.
80° W 60° M> 20
Abb. 2: Analysiertes Druckfeld für den 16.01.1985, 12Uhr GMT. Alle Zahlen­
angaben sind in hPa.
10 ms1-
Abb. 3: Analysiertes Windvektorfeld für den 16,01.1985, 12 Uhr GMT. Oer 
Pfeil links oben entspricht 10 ms'1.
3.3 Gitterpunktfelder des EZHW
Für das Jahr 1984 stehen Gitterpunktfelder der Windanalysen und für den 
Zeitraum von Januar 1985 bis April 1985 first guess-Gitterpunktfelder der 
Schubspannungen des EZMW jeweils für den 12 Uhr GMT Termin für das Gebiet 
des Nordatlantik zur Verfügung. Die Felder haben eine Auflösung von 1.875° 
x 1.875°. Die Grundzüge des Analyseverfahrens des EZMW werden in Abschnitt
4.2 erläutert. Das Schubspannungsfeld für den 16. Januar 1985 ist in Ab­
bildung 5 dargestellt.
Die Gitterpunktfelder des EZMW vor Mai 1984 werden in dieser Arbeit nicht 
behandelt, da danach ein in wesentlichen Teilen geändertes Datenassimila­
tionsverfahren verwendet wurde (Shaw et a 1., 1984).
Abb. 4: Analysiertes IfM-Gitterpunktfeld des Vektors der Schubspannung für 
den 16.01.1985, 12 Uhr GMT. Der Pfeil links oben entspricht 1 Nnf2.
1 N m ’2—
Abb. 5: EZMW-Vektorfeld der Schubspannung für den 16.01.1985,
12 Uhr GMT. Der Pfeil links oben entspricht 1 Nm'2.
4 Numerische Analyseverfahren
Die lokal unterschiedliche Beobachtungsdichte erfordert für viele Anwendun­
gen die Interpolation der direkten Beobachtungen auf ein regelmäßiges Git­
terpunktnetz. Der Abstand der Gitterpunkte beschränkt dann die Auflösung 
kleinskaliger Strukturen. Dabei ist zu beachten, daß Analyseverfahren 
selbst zu einer weiteren Glättung kleinräumiger Schwankungen führen. An ein 
Analyseverfahren sind im allgemeinen folgende Anforderungen zu stellen:
1) Fehlerhafte Eingangsdaten müssen eliminiert werden.
2) Kleinskalige Strukturen müssen derart geglättet werden, daß größerska- 
lige Strukturen davon nicht beeinflußt werden, Aliasing muß also 
vermieden werden.
3) Die Abweichungen zwischen den analysierten Feldern und den direkten 
Beobachtungen sollen klein sein, wobei ein systematischer Fehler ver­
mieden werden muß.
4) Die Struktur der meteorologischen Felder muß auch in datenarmen Gebie­
ten gut wiedergegeben werden.
In den beiden folgenden Abschnitten werden nun die Grundzüge des eigenen 
Analyseverfahrens und des Analyseverfahrens des EZMW beschrieben.
4.1 Das Analyseverfahren des IfM: Die Polynonmethode
Das Analyseverfahren des IfM w u r d e  entwickelt, um räumlich hochauflösende 
Bodenwindfei der zu berechnen, die als Antriebsfelder zum Beispiel für ein 
wirbelauflösendes gekoppeltes Ozean-Atmosphäre-Modell dienen können. 
"Hochauflösend" heißt in diesem Zusammenhang 2° Gitterpunktabstand, dann 
entspricht die Zahl der Gitterpunkte in etwa der Zahl der zur Verfügung 
stehenden Informationen.
Das Analyseverfahren (Ennenga,1985, sowie Bumke und Hasse, 1989) basiert 
auf der Polynommethode (Panofsky, 1949, sowie Gilchrist und Cressmann, 
1954). Es paßt eine Druckfläche 2. Ordnung gleichzeitig sowohl an die Bo­
denbeobachtungen des Drucks als a u c h  des Windes an:
(4.1) p  = a 00 + a 10x  + a 20x z + a xlx y  + a 01y  + a02y 2
wobei x und y die Abstände z wischen den Beobachtungen und dem zu berech­
nenden Gitterpunkt in Ost- bzw. Nordrichtung sind, p ist der analysierte 
Druckwert in der Umgebung eines Gitterpunkts.
Da die Windbeobachtungen an Landstationen von der Orographie, der unter­
schiedlichen Rauhigkeit von Land u n d  See sowie dem unterschiedlichen ther­
mischen Verhalten beeinflußt sind, werden von den Landstationen nur die 
Druckbeobachtungen verwendet.
Im geostrophischen Gleichgewicht gilt dann für die Felder der geostrophi- 
schen Windkomponenten in der U m g e b u n g  eines Gitterpunktes entsprechend:
( 4 . 2 )  Ü -( a 01 + 2 a 02y  + a lxx  ) 
fQ.
( 4 . 3 ) V 9
< a io + a 2ox  + a n y  > 
fQ
wobei f der Coriolisparameter, e d i e  Luftdichte sowie ug und vg die
analysierten geostrophisehen Windkomponenten sind.
Da man nicht annehmen darf, daß sich das Bodendruckfeld und das Bodenwind- 
feld im geostrophisehen Gleichgewicht befinden, werden beide mit Hilfe 
einer stabilitätsabhängigen Grenzschichtparametrisierung zueinander in 
Relation gesetzt (Bumke und Hasse, 1989).
Weil die Beobachtungen nicht exakt sind, muß das Gleichungssystem überbe­
stimmt sein. Das Polynom (4.1) wird dann durch die Minimierung der Summe S, 
die die Summe der Abstandsquadrate der Beobachtungen zu den analysierten 
Werten am Beobachtungsort ist, nach der Methode der kleinsten Quadrate 
gelöst:
(4. 4)  s= (i-wi) g  c(r)2 ( p - p V + w r ^  c(r)2[(ag-u'g)2+(vg-v/g)2]
p'ist der beobachtete Luftdruck, u'g und v'g sind die aus den Beobachtungen 
mit Hilfe der Grenzschichtparametrisierung berechneten geostrophisehen 
Windkomponenten, die Größen p, ug und vg die analysierten Werte. Die Koef­
fizienten ajk werden damit aus der gleichzeitigen Benutzung der Druck- und 
Windbeobachtungen bestimmt.
Die Gleichung (4.4) enthält 2 Wichtungen. Zum einen den Wichtungsfaktor 
C(r), der einen abnehmenden Einfluß der Beobachtungen auf den Gitterpunkt­
wert mit zunehmendem Abstand r zum Gitterpunkt modelliert. Dazu wurde eine 
modifizierte Cressman-Funktion benutzt (Cressman, 1959):
(4.5) C(r) = (,1-5 ‘ R )2 ~ r2 ( 1.5 • R ) 2 + r2
wobei R der Einflußradius und r der Abstand der Beobachtung zum Gitterpunkt 
ist. Der Faktor 1.5 verhindert eine zu hohe Wichtung von Beobachtungen nahe 
des Gitterpunktes, die zu einer unrealistisch starken Rauhigkeit des analy­
sierten Feldes führen würde (Thiebaux und Pedder, 1987). Die resultierende 
Entfernungswichtung Cq(r) aus der Anwendung der Methode der kleinsten Qua­
drate nach Gleichung (4.4) und der Cressman-Wichtung zeigt die Abbildung 6 
als Funktion des Abstandes zum Gitterpunkt.
Die Entfernungswichtung wurde als horizontal isotrop angesetzt. Der maxi­
male Einflußradius R beträgt 600 km für die Windbeobachtungen und 800 km 
für die Druckbeobachtungen, wobei der Einflußradius für die Druckbeobach-
tungen in datenarmen Gebieten bis auf 1200 km erhöht werden kann.
Der Wichtungsfaktor WI dient z u r  Optimierung des relativen Einflusses der 
Druck- und der Windbeobachtungen auf die Berechnung der Koeffizienten aik 
und beinhaltet eine Fehlererwartung für die Beobachtungsgrößen. Für WI = 1 
gehen nur Wind-, für WI = 0 n u r  Druckbeobachtungen in die Analyse ein. Für 
die Analyse wird ein relativer Wichtungsfaktor von WI = 0.7 benutzt. Dieser 
ergab die geringsten RMS-Abweichungen des analysierten Feldes zu unabhängi­
gen Beobachtungen (Bumke und Hasse, 1989).
Abb. 6 : Resultierende Entfernungswichtung Cq(r) aus der modifizierten 
Cressman-Entfernungswichtung C(r) nach Gleichung (4.5) und der 
Methode der kleinsten Quadrate. Dabei ist r der Abstand vom Gitter­
punkt zur Beobachtung und R der maximale Einflußradius.
Die Anzahl der benötigten Informationen pro zu analysierendem Gitterpunkt 
wurde auf 12 in der Routineversion festgesetzt. Dabei zählen Druck-, Wind- 
richtungs- und Windgeschwindigkeitsbeobachtungen als jeweils eine Informa-
tion. Eine synoptische Beobachtung eines Schiffes enthält also drei Infor­
mationen für die Zwecke der Analyse mit der Polynommethode. Das kommt der 
Forderung nach einer möglichst hohen räumlichen Auflösung der Analysen ent­
gegen, da dann der tatsächlich benutzte Einflußradius bei einer ausreichend 
hohen Beobachtungsdichte klein gehalten werden kann.
Damit keine unzulässigen Extrapolationen durchgeführt werden, müssen die 
einzelnen Beobachtungen hinsichtlich des Gitterpunktes eine geeignete räum­
liche Verteilung aufweisen. Es wird gefordert, daß mindestens drei von den 
zur Analyse eines Gitterpunktes benutzten Beobachtungen so verteilt sind, 
daß ein von ihnen in der Fläche aufgespanntes Dreieck den Gitterpunkt um­
schließt. Für jeden Gitterpunkt werden nur die Beobachtungen benutzt, die 
nötig sind, um sowohl das Kriterium der räumlichen Anordnung als auch das 
der Mindestanzahl der Informationen zu erfüllen. Wenn für Gitterpunkte 
nicht beide Kriterien erfüllt werden, werden weitere Analyseläufe 
durchgeführt. Dazu werden dann bereits gerechnete Gitterpunkte als Pseu­
dobeobachtungen in die Analyse eingebunden, wobei die Wichtung für diese 
Pseudobeobachtungen halbiert wird. Zudem wird der Einflußradius für die 
Druckbeobachtungen schrittweise auf bis zu 1200 km erhöht. Wenn dann immer 
noch nicht alle Gitterpunkte des zu analysierenden Feldes berechnet werden 
können, wird eine Druckfläche erster Ordnung an die Beobachtungen angepaßt. 
Dieses ist im allgemeinen für weniger als 5% der Gitterpunkte nötig.
Die sich insgesamt ergebende räumliche Auflösung des Analyseverfahrens 
zeigt die Abbildung 7, charakterisiert durch die äquivalente Filterhalb­
wertsbreite der Entfernungswichtung Cq(r) (Abbildung 6). Diese beträgt im 
Durchschnitt 220 km für das untersuchte Testgebiet.
Um fehlerhafte Eingangsbeobachtungen zu erkennen und zu eliminieren, wurden 
zwei Fehlersuchläufe in das Analyseschema integriert. Eine erste Überprü­
fung der Daten findet durch eine Kontrolle der Beobachtungen auf Extremwer­
te statt, die vom geographischen Ort und der Jahreszeit abhängen (Ennenga, 
1985).
Danach dient ein erster Lauf des AnalyseVerfahrens zum Erkennen weiterer 
fehlerhafter Meldungen. Dazu wurde das endgültige Analyseverfahren dahinge­
hend modifiziert, daß das berechnete Feld stärker geglättet wird und somit 
vermieden wird, daß einzelne fehlerhafte Meldungen die Analyse zu stark 
beeinflussen.
Die Beobachtungen werden dann als fehlerhaft angenommen, wenn sie die fol­
genden Abweichungen zum analysierten Feld überschreiten:
- 6 hPa für Druckbeobachtungen
- 45° für die Windrichtung bei Windgeschwindigkeiten von mehr als 4 ms ' 1
- 6 ms ' 1 für die Windgeschwindigkeit
Abb. 7: Mittlere Halbwertsbreite der Entfernungswichtung Cq(r) für 30 
Analysen des Jahres 1984 aus allen J a h r e s z e i t e n  für 12 Uhr GMT, 
berechnet für die jeweils zur Analyse e i n e s  jeden Gitterpunktes 
benutzten Beobachtungen.
4.2 Das Analyseverfahren des EZHW
Die Grundzüge des Analyseverfahrens des EZMW s o l l e n  hier nur kurz darge­
stellt werden. Für weitere Einzelheiten sei a u f  die Veröffentlichungen des 
EZMW hingewiesen, hier insbesondere auf A r b e i t e n  von Shaw et al. (1984) 
sowie Lönnberg und Shaw (1987).
Das Analyseverfahren basiert auf der sogenannten Optimalen Interpolation. 
Zur Analyse eines Gitterpunktes wird jedem Gitterpunkt eine sogenannte 
zentrale Analysebox mit einer Grundfläche von 660 km x 660 km zugeordnet, 
die sich vertikal bis 850 hPa Höhe erstreckt. Rings um diese Box befindet 
sich ein äußerer Bereich mit einer horizontalen Ausdehnung von 330 km, so 
daß insgesamt ein Bereich von 1320 km x 1320 km zur Analyse herangezogen 
wird. Der äußere Bereich kann gegebenenfalls in datenarmen Gebieten noch 
erweitert werden (Shaw und al., 1984). Dieses Gebiet wird dann unterteilt 
in 16 Unterboxen von 330 km x 330 km Grundfläche. Diesen 16 Unterboxen wer­
den nun Beobachtungen zugeordnet, wobei verschiedenen Beobachtungstypen ein 
unterschiedliches Gewicht durch die Anzahl der jeweils herangezogenen Zahl 
eines einzelnen Beobachtungstyps gegeben wird. Dabei ist als wesentlicher 
Unterschied zum Analyseverfahren des IfM festzuhalten, daß auch Beobach­
tungen aus höheren Schichten der Atmosphäre wie Radiosondendaten in die 
Analyse eingehen und zudem ein hohes Gewicht durch Präferenzen bei der 
Datenauswahl bekommen. Dabei bedeutet höhere Schichten normalerweise eine 
Höhe von bis zu 850 hPa, wie oben erwähnt.
Für jeden Beobachtungstyp ist eine Obergrenze der Anzahl festgelegt worden, 
so daß nicht einzelne Arten der Beobachtung die Analyse vollständig bestim­
men. Diese Wichtung einzelner Beobachtungstypen ist vergleichbar mit der 
relativen Wichtung von Druck- und Windbeobachtungen im IfM-Analyseschema. 
Sind mehr Beobachtungen vorhanden, als benötigt werden, wird ein sogenann­
tes 'superobs', eine gemittelte Beobachtung, aus ihnen berechnet. Dieses 
wird dann zur Analyse benutzt.
Die Methode der Objektiven Analyse erfordert die Vorgabe einer Korrela­
tionsfunktion. Dazu wurde beim EZMW eine Gauß-Funktion der folgenden Form
bis Mai 1985 verwendet. Der Wert von b liegt im Bereich von ca. 500 bis 
ca. 1000 km, dies entspricht einer Halbwertsbreite von 587 bis 1176 km. 
Außerdem variiert b mit der geographischen Breite und der Jahreszeit. Da­
nach wurden anstelle der Gauß-Funktionen Bessel-Funktionen benutzt. Für die 
Korrelationsfunktion wird horizontale Isotropie vorausgesetzt. Diese Korre­
lationsfunktion ist vergleichbar mit der Entfernungswichtung der Polynomme­
thode. Oie Korrelationsfunktion legt zusammen mit der Box-Methode und dem
( 4 . 6 )
Gitterpunktabstand die in den analysierten Feldern enthaltenen Skalen fest. 
Die Gitterpunktabstände betragen jeweils 1.875° in zonaler und meridiona- 
ler Richtung und sind damit etwas kleiner als bei den IfM-Gitterpunktfel- 
dern. Ab Mai 1985 wurden die Gitterpunktabstände des EZMW auf 1.125° ver­
ringert.
Die in dieser Arbeit benutzten Schubspannungsfelder sind first guess-Git- 
terpunktfelder, abgeleitet aus d e r  6-stündigen Vorhersage des numerischen 
Wettervorhersagemodells des EZMW (z.B. Lönnberg und Shaw, 1987).
5 Ableitung des Beobachtungsfehlers
Wie schon im Zusammenhang mit d e r  Polynommethode erwähnt wurde, beinhaltet 
die relative Wichtung von Druck- und Windbeobachtungen zueinander eine 
Fehlererwartung für die gemessenen Größen. Diese Fehlererwartung bezieht 
sich auf den zufälligen Fehler d e r  Messungen, der im folgenden als Beobach­
tungsfehler bezeichnet wird. Im Gegensatz zu groben und systematischen 
Fehlern ist er unvermeidbar (z.B. Kreyszig, 1965).
Die numerischen Analyseverfahren mitteln jeweils über diesen zufälligen 
Fehler, so daß er im Idealfall in den Gitterpunktfeldern nicht mehr merk­
lich enthalten ist. Bei der Berechnung der Standardabweichung zwischen den 
direkten Beobachtungen und den Gitterpunktwerten, interpoliert auf den Ort 
der direkten Beobachtungen, liefert der Beobachtungsfehler jedoch weiterhin 
einen Beitrag.
Denn unter der Annahme, daß der Beobachtungsfehler ein zufälliger Fehler 
ist und daß die Abweichungen zwischen Gitterpunktfeld und direkten Beobach­
tungen ebenfalls zufällig sind, gilt der Additionssatz für Varianzen: 'Die 
Varianz einer Summe unabhängiger Zufallsvariablen ist gleich der Summe der 
Varianzen' (z.B. Kreyszig, 1965). Bei der Berechnung der Autokorrelations- 
funktionen der direkten Beobachtungen geht der Beobachtungsfehler über die 
berechneten Varianzen ein und k a n n  durch entsprechende Korrekturen berück­
sichtigt werden.
Zur Ableitung des Beobachtungsfehlers auf Schiffen werden jeweils Beobach­
tungspaare herangezogen, die gleichzeitig in einem nicht zu großen Abstand 
zueinander beobachtet haben. Wie groß dieser Abstand ist, hängt im wesent­
lichen von den folgenden Faktoren ab:
- der lokalen Variabilität eines Parameters
- der Zahl der zur Verfügung stehenden Beobachtungen
- der Genauigkeit der Positionsangabe
Oer Beobachtungsfehler wurde berechnet für die in den Fehlerläufen der 
Analyse als richtig erkannten Beobachtungen. Grob fehlerhafte Daten sollten 
also nicht mehr enthalten sein. Fehlerursachen sind dann zum Beispiel:
- die kleinskalige Variabilität
- Ablesefehler und Übertragungsfehler
- fehlerhafte Positionsangaben
- falsches Berücksichtigen von Fahrtrichtung und -geschwindigkeit
- Umströmungsfehler
Oer Beobachtungsfehler wird dann wie folgt definiert: Er ist die Standard­
abweichung, die sich aus der unerklärten Varianz der Beobachtungspaare 
bezüglich einer Geraden ergibt, die jeweils identische Werte für beide Be­
obachtungen eines Beobachtungspaares annimmt. Dabei wurde angenommen, daß 
die lokale Variabilität des betrachteten Parameters vernachlässigbar ist. 
Der Beobachtungsfehler gilt dann für die mittlere Beobachtungshöhe der 
Schiffe. Diese beträgt für Messungen etwa 20 m (Cardone et al., 1990), 
während die Transformation der Beaufortschätzungen in Windgeschwindigkeiten 
für 10 m Höhe gilt. Im vorliegenden GTS-Datensatz ist jedoch keine Informa­
tion darüber enthalten, welche Windbeobachtung eine Messung oder Schätzung 
ist. Darauf wird noch genauer eingegangen werden.
Bei der Berechnung wird ausgeschlossen, daß sich beide Schiffe eines Be­
obachtungspaares an derselben Position befinden. Damit wird verhindert, daß 
bei der Datenaufbereitung nicht erkannte Doppelmeldungen zu einem unreali­
stisch niedrigen Beobachtungsfehler führen.
Die Tabelle 1 zeigt dann die berechneten Beobachtungsfehler für verschiede­
ne Intervalle des Abstandes zwischen den Beobachtungen eines Beobachtungs­
paares. Eine Berechnung des Beobachtungsfehlers für kleinere Abstandsin- 
tervallbreiten als 20 km zwischen den Beobachtungen eines Beobachtungs­
paares liefert keine brauchbaren Ergebnisse mehr. Zum einen wird die Zahl 
der zur Verfügung stehenden Beobachtungspaare sehr gering (zum Beispiel 
weniger als 100 bei einem Abstandsintervall von 1 bis 10 km), zum anderen 
ist die Positionsangabe nur auf 0.1° geographischer Länge und Breite genau 
angegeben. Das entspricht einem minimal möglichen Abstand zwischen den 
Einzelbeobachtungen von ca. 5 km bis ca. 16 km je nach geographischer Brei­
te und Lage der Beobachtungen zueinander. Bei einer Interval 1 breite von
20 km wird dann keine Vorauswahl der Beobachtungspaare nach Ort und Lage 
der Beobachtungen zueinander getroffen.
Die angegebenen minimal möglichen Abstände entsprechen dabei der Annahme, 
daß sich die Schiffe exakt an den angegebenen Positionen befinden. Das 
entspricht jedoch wegen d e r  Rundung der Positionsangabe auf 0.1° Genauig­
keit nicht der Realität. A u s  einer angenommenen räumlichen Gleichverteilung 
der Beobachtungen um die angegebene Position im Rahmen der Genauigkeit der 
Positionsangabe und der Gültigkeit des Additionstheorems der Varianzen 
ergibt sich eine Standardabweichung des Abstandes zweier Beobachtungen 
zwischen ± 4.9 km und ± 6 . 3  km in Abhängigkeit von der geographischen Brei­
te.
r
[km]
P
[hPa]
np u
[ms'1]
V
[ms*1]
U
[ms'1]
n
1- 20 1 . 0 255 1.4 1.5 1.4 352
21- 40 1 . 0 419 1.4 1.5 1.5 549
41- 60 1 . 0 506 1.5 1.5 1 . 6 521
61- 80 1 . 1 616 1.5 1 .6 1.5 638
81-100 1 . 2 626 1 . 6 1 .6 1 .6 610
101-120 1 . 2 650 1.7 1.7 1.7 633
121-140 1.3 768 1.7 1.7 1.7 771
141-160 1.4 870 1.7 1.7 1 . 6 834
161-180 1.4 877 1.7 1 .8 1.7 825
181-200 1.5 954 1.9 1.9 1 . 8 902
201-220 1 . 6 1080 1 . 8 1.9 1 . 8 1034
221-240 1.7 1228 2 . 0 1.9 1.9 1139
241-250 1 . 6 587 2 . 1 2 . 0 2 . 0 573
Tabelle 1: Beobachtungsfehler als Funktion des Abstandsintervalles r zwi­
schen den Beobachtungspaaren für den Luftdruck p, die Ost- 
Komponente des Windes u, die Nord-Komponente des Windes v 
und den Betrag d e s  Windes U. Angegeben sind jeweils auch die 
Anzahl der Beobachtungspaare im entsprechenden Abstandsinter­
vall für die Druckbeobachtungen (np) und Windbeobachtungen (n).
Die Tabelle 1 zeigt, daß erst bei Abständen der Beobachtungen von mehr als 
40 km die Standardabweichung für die Windkomponenten und die Windgeschwin­
digkeit eine erkennbare Zunahme zeigt. Damit kann angenommen werden, daß 
die lokale Variabilität der Parameter sich im Bereich bis zu maximal 40 km 
Abstand zwischen den Beobachtungen nicht oder nur wenig bemerkbar macht. Es 
wurde daher eine maximale Entfernung der Beobachtungspaare von 40 km ge- 
wäh1t.
Dann ergeben sich die folgenden Beobachtungsfehler:
- Luftdruck p: 1.0 hPa
- Windgeschwindigkeit U: 1.5 ms ' 1
- Ost-Komponente des Windes u: 1.4 ms"1
- Nord-Komponente des Windes v: 1.5 ms ' 1
Der RMS-Fehler der Windgeschwindigkeit von 1.5 ms ' 1 ist somit nur gering­
fügig höher als der unter sehr viel günstigeren Bedingungen ermittelte RMS- 
Fehler der Forschungsschiffe von 1.3 ms'1, die an GATE teilgenommen haben 
(Godshall et al, 1976). Er liegt außerdem in einer ähnlichen Größenordnung 
wie die von Queffeulou (1991) ermittelte Standardabweichung der Windmessung 
zwischen Bojen beim TOSCANE-2 Experiment vor der französischen Atlantikkü­
ste. Der RMS-Fehler des Luftdruckes liegt in einer ähnlichen Größenordnung 
wie der von Arpe (1985) angegebene typische Fehler von 0.9 hPa für Schiffs­
beobachtungen und ist somit deutlich höher als der bei GATE ermittelte Wert 
von 0.4 hPa (Godshall et al., 1976).
Die Beobachtungsfehler des Windes zeigen eine nur relativ geringe Abhängig­
keit von der Windgeschwindigkeit. Die Beobachtungsfehler betragen zwischen
1.2 ms' 1 bei Windgeschwindigkeiten von weniger als 4 ms ' 1 und 1.8 ms' 1 bei 
Windgeschwindigkeiten von mehr als 16 ms'1. Der maximale Abstand zwischen 
den Beobachtungspaaren betrug in diesen Fällen 80 km, um eine ausreichend 
hohe Zahl von Beobachtungen in den verschiedenen Windgeschwindigkeitsinter- 
vallen zu bekommen.
Wie bereits erwähnt, sind keine Angaben über die Art der Windbestinmung in 
den GTS-Daten des DWD (Deutscher Wetterdienst) enthalten. Dort ist die Art 
der Windbestimmung stets als 4, d.h. Knoten gemessen (DWD, 1981), ver­
schlüsselt. Aber lediglich knapp die Hälfte der Windmeldungen von Schiffen 
auf dem Nordatlantik ist gemessen, der Rest ist nach der Beaufortskala 
geschätzt worden (Cardone et al., 1990 und Wagner, pers. Mitteilung). Die 
Umrechnung der Beaufortskala in Windgeschwindigkeiten erfolgte nach der 
WM0 UOO-Skala, die sich auf ein nominelles Referenzniveau von 10m Höhe be-
zieht und deren Zuordnung zu  den Windgeschwindigkeiten nicht korrekt ist 
(Kaufeid, 1981).
Dieser Fehler der Umrechnung trägt indirekt zu dem aus den gleichzeitig 
beobachtenden benachbarten Schiffen abgeleiteten Beobachtungsfehler bei. 
Dieser Umrechnungsfehler ist allerdings kein Beobachtungsfehler im herkömm­
lichen Sinn, weil er systematisch ist. Er soll im folgenden abgeschätzt 
werden.
In 25% der Fälle messen b e i d e  Schiffe. Dann muß berücksichtigt werden, daß 
die Messungen im Mittel in einer Höhe von 20 m stattfinden (Cardone et al.,
1990). Entsprechend der Reduktion der Messungen auf eine Höhe von 10 m 
reduzieren sich auch die Abweichungen der Beobachtungen zueinander.
In weiteren 25% der Fälle schätzen beide Schiffe den Wind nach der Beau­
fortskala. Dann muß neben d e r  Umrechnung nach der Kaufeldskala (Bezugsni­
veau 25m Höhe) berücksichtigt werden, daß die so transformierten Windge­
schwindigkeiten auch wieder auf 10 m Höhe reduziert werden müssen. Daraus 
resultiert, je nach geschätzter Windstärke, entweder eine Zu- oder Abnahme 
der Windgeschwindigkeit und somit eine entsprechende Erhöhung oder Ernied­
rigung der Abweichungen zwischen den Beobachtungen. Nimmt man als Häufig­
keitsverteilung der verschiedenen Windgeschwindigkeiten für unterschiedli­
che mittlere Windgeschwindigkeiten eine Weibul 1-Verteilung an (Isemer, 
1987), so ergibt sich, daß d e r  Umrechnungsfehler mit zunehmender mittlerer 
Windgeschwindigkeit abnimmt.
Ähnliche Überlegungen gelten dann für die restlichen 50% der Beobachtungs­
paare, bei denen ein Schiff schätzt und das andere mißt. Für die Verteilung 
der Windgeschwindigkeiten bezüglich einer mittleren Windgeschwindigkeit 
wird eine Weibul 1-Vertei lung angenommen. Die angenommenen Schätzungen wer­
den nach Kaufeid umgerechnet. Entsprechend ihres Bezugsniveaus von 20 m 
(Messungen) und 25 m (Kaufeldskala) Höhe werden die Windgeschwindigkeiten 
auf eine Höhe von 10 m nach dem logarithmischen Windprofil reduziert. 
Zusammengefaßt für alle möglichen Kombinationen der Beobachtungsarten re­
sultiert aus den Besonderheiten der Windbeobachtungen ein Umrechnungsfeh­
ler, ausgedrückt als Standardabweichung, von maximal etwa 0.2 ms'1.
Der Anteil des Fehlers durch unterschiedliche zu berücksichtigende Meßhöhen 
beziehungsweise die Anwendung der WM0 1100-Skala am Beobachtungsfehler ist 
also relativ gering. Daher w i r d  dieser Fehler nicht weiter berücksichtigt 
und im folgenden mit den o b e n  angegebenen Beobachtungsfehlern gearbeitet.
6 Analysefehler
Den IfM-Gitterpunktfeldern kommt in dieser Arbeit besondere Bedeutung zu, 
stellen sie doch ein Hilfsmittel beim Vergleich der Wechselwirkung Ozean- 
Atmosphäre zwischen den direkten Beobachtungen an der Meeresoberfläche und 
den EZMW-Gitterpunktfeldern dar. Daher müssen die Eigenschaften der 
IfM-Gitterpunktfelder genau bekannt sein. Dieses Kapitel befaßt sich daher 
mit der Anpassung der Gitterpunktwerte an die direkten Beobachtungen. Die 
Kenntnis des Beobachtungsfehlers erlaubt die Ableitung des Analysefehlers 
der IfM-Gitterpunktfelder. Außerdem wird untersucht, ob die IfM-Gitter­
punktfelder systematische Fehler aufweisen.
6.1 Ableitung des Analysefehlers der IfM-Gitterpunktfelder
Für die Berechnung des Analysefehlers wurden zunächst die Standardabwei­
chungen zwischen den als richtig angenommenen Beobachtungen und den IfM- 
Gitterpunktwerten berechnet. Dazu wurden die analysierten Gitterpunktwerte 
auf den Ort der Beobachtung linear interpoliert und die Standardabweichun­
gen zwischen den Beobachtungen und den interpolierten Gitterpunktwerten be­
rechnet. Dabei ist zu beachten, daß es sich bei den Beobachtungen um die 
Eingangsbeobachtungen der Analyse handelt, also nicht um unabhängige Be­
obachtungen. Ein Vergleich mit unabhängigen Beobachtungen wurde bereits 
früher veröffentlicht (Bumke und Hasse, 1989). Dieser ergab vernachlässig­
bar kleine systematische Fehler und eine Standardabweichung zwischen Analy­
se und Beobachtung in der Größenordnung der Beobachtungsfehler.
Die Felder der Standardabweichungen zwischen Eingangsdaten und Analysen 
zeigen die Abbildungen 8 und 9 für die Windgeschwindigkeit und den Luft­
druck im Jahr 1984, alle 12 Uhr Termine.
Entsprechend der Beobachtungsdichte sind die Abweichungen in den datenrei­
chen Gebieten geringer als in den datenarmen Gebieten, in denen aufgrund 
eines größeren Einflußradius der Cressman-Entfernungswichtung über ein 
größeres Gebiet gemittelt wurde. Dabei sind Gebiete, in denen weniger als 
30 Meldungen pro 2° x 2°-Feld im Jahr 1984 vorhanden waren, nicht darge- 
stellt. Im Mittel ergeben sich 1.7 ms ' 1 als Standardabweichung für die 
Windgeschwindigkeit und 1 ,1 hPa für den Luftdruck unter Berücksichtigung 
aller Meldungen.
Bei der Berechnung der Standardabweichungen ist zu beachten, daß nicht 
bekannt ist, welche der Windbeobachtungen Schätzungen oder Messungen sind. 
Die Gitterpunktwerte des W i n d e s  sind stets auf 10 m Höhe reduzierte Werte. 
Dabei wurde die Kaufeldskala entsprechend des mittleren Anteils der Beau­
fortschätzungen von 50% an d e r  Gesamtzahl der Beobachtungen berücksichtigt.
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Abb. 8 : Standardabweichung d e s  Luftdrucks zwischen den direkten Beobach­
tungen und den linear auf den Beobachtungsort interpolierten IfM- 
Gitterpunktwerten des Luftdrucks für alle Termine des Jahres 
1984, 12 Uhr GMT. D a bei müssen mindestens 30 Beobachtungen pro 
2° x 2°-Feld vorhanden sein. Die Angaben sind in hPa.
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Abb. 9: Wie Abbildung 8 , aber für die Windgeschwindigkeit. Die Angaben 
sind in ins'1.
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Abb. 10: Systematische Abweichungen zwischen den direkten Beobachtungen und 
den auf den Beobachtungsort linear interpolierten IfM-Gitterpunkt- 
werten des Luftdruckes für alle Termine im Jahr 1984, 12 Uhr GMT.
Oie Angaben sind in hPa.
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Abb. 11: Wie Abbildung 10, aber f ü r  die Windgeschwindigkeit. Die Angaben 
sind in ms'1.
Ausgehend von einer mittleren Höhe der Messungen von 20 m und einer Refe­
renzhöhe der Kaufeldskala von 25 m  Höhe wurden die Windgeschwindigkeiten 
unter der Zugrundelegung eines logarithmischen Windprofils reduziert. Ein 
systematischer Fehler ist im Mittel für den gesamten betrachteten Bereich 
des Nordatlantik weder bei der Windgeschwindigkeit noch beim Luftdruck 
vorhanden (Abbildung 10 und 11).
Aufgrund der oben angeführten Problematik mit den Windbeobachtungen er­
scheint dieses eher unwahrscheinlich. Denn das Analyseverfahren basiert auf 
der gleichzeitigen Anpassung eines Polynoms zweiter Ordnung an die Wind- 
und Druckbeobachtungen. Da die Druckbeobachtungen als unabhängige Beobach­
tungen unbeeinflußt von den unterschiedlichen Methoden der Windbeobachtung 
sind, könnten die systematischen Abweichungen der Windbeobachtungen zu sy­
stematischen Fehlern sowohl beim analysierten Wind- als auch beim Druckfeld 
führen.
Nimmt man nun an, daß die Windgeschwindigkeit eine Weibul 1-Verteilung be­
züglich einer mittleren Windgeschwindigkeit aufweist, rechnet die Beaufort­
schätzungen mit der Kaufeldskala u m  und reduziert diese ebenso wie die 
Messungen unter der Annahme einer neutralen Schichtung auf 10 m Höhe, so
ergeben sich kleine systematische Abweichungen der Beobachtungen. Diese 
setzen sich aus der Reduktion auf 10 m Höhe, die zu einer generellen Ver­
ringerung der Windgeschwindigkeit führt, und der Anwendung der Kaufeldskala 
zusammen, die in den betrachteten Windgeschwindigkeitsbereichen zu einer 
Erhöhung der Windgeschwindigkeit führt, zusammen. Da die Erhöhung der Wind­
geschwindigkeit durch Anwendung der Kaufeldskala mit steigender Windge­
schwindigkeit abnimmt, die Verringerung der Windgeschwindigkeit durch die 
Reduktion auf 10 m Höhe hingegen proportional zur Windgeschwindigkeit ist, 
lassen sich die berechneten geringen systematischen Abweichungen zwischen 
analysierten Feldern und Beobachtungen auf die Besonderheiten der Windbeob­
achtung zurückführen.
In den Gebieten einer hohen mittleren Windgeschwindigkeit von mehr als 10 
ms' 1 westlich der britischen Inseln unterschätzen die IfM-Gitterpunktfelder 
scheinbar den Wind, während in den südwestlichen Gebieten, wo die mittlere 
Windgeschwindigkeit etwa 6 bis 8 ms ' 1 beträgt, die IfM-Gitterpunktfelder 
die Windgeschwindigkeit scheinbar überschätzen. Die kleinen systematischen 
Abweichungen der Gitterpunktwerte des Drucks stützen die Annahme, daß die 
Beobachtungen die oben beschriebenen systematischen Fehler in Abhängigkeit 
von der mittleren Windgeschwindigkeit aufweisen.
Die oben berechneten Standardabweichungen der Beobachtungen zu den analy­
sierten Werten gelten allerdings nur für die Eingangsdaten der Analyse. Die 
tatsächlichen Abweichungen liegen höher, da die Zahl der verbrauchten 
Freiheitsgrade von 5 für die Windbeobachtungen und 6 für die Druckbeobach­
tungen (Ennenga, 1985) bei der Berechnung der Standardabweichungen zu be­
rücksichtigen ist. Damit ergeben sich die folgenden Standardabweichungen 
unter Berücksichtigung der Zahl der verbrauchten Freiheitsgrade: 
Standardabweichung der Windgeschwindigkeit: 1.8 ms _1 
Standardabweichung des Luftdrucks: 1.2 hPa,
wobei eine Zahl von 50 Meldungen pro Jahr und 2° x 2°-Feld, die für große 
Gebiete des Nordatlantiks typisch ist, zugrundegelegt wurde.
Um den Analysefehler zu erhalten, muß der Beobachtungsfehler der Meldungen 
aus Kapitel 5 berücksichtigt werden. Dieser wird als zufällig angenoiranen. 
Damit gilt, daß sich die Varianzen addieren. Zieht man die Varianz des 
Beobachtungsfehlers von der Varianz der Abweichungen zwischen Beobachtung 
und Analyse ab, so ergibt sich der Analysefehler. Der Analysefehler be­
trägt, ausgedrückt als RMS-Abweichung, dann:
- 1.1 ms ' 1 für die Windgeschwindigkeit
- 0.7 hPa für den Luftdruck.
Diese Angaben gelten wiederum für eine H ö h e  von 10m. In ihnen sind noch 
kleine Unsicherheiten enthalten, die sich durch die Diskrepanzen bei der 
Art der Windbestimmung und die lineare Interpolation der Gitterpunktwerte 
auf den Ort der Beobachtung ergeben.
Zusammenfassend kann festgehalten werden, daß die IfM-Gitterpunktfelder des 
Windes vernachlässigbar kleine systematische Fehler aufweisen und die Stan­
dardabweichungen zu den direkten Beobachtungen in der Größenordnung der 
Beobachtungsfehler selbst liegen.
6.2 Abweichungen zwischen den IfM-Gitterpunktfeldern und den 
EZMW-Gitterpunktfeldern
Da die IfM-Gitterpunktfelder, verglichen m i t  den direkten Beobachtungen, 
nur vernachlässigbare systematische Abweichungen aufweisen, lassen sich aus 
einem Vergleich der IfM- und EZMW-Gitterpunktfelder die systematischen 
Abweichungen der EZMW-Gitterpunktfelder a b  leiten. Auf einen Vergleich mit 
den direkten Beobachtungen wurde hingegen verzichtet, da nicht bekannt ist, 
welche Beobachtungen in die Analysen des E Z M W  eingegangen sind.
Verglichen wurden die Gitterpunktfelder d e s  Windes im Zeitraum September 
1984 bis Dezember 1984, jeweils 12 Uhr G M T .  Die Abbildung 12 zeigt dann die 
systematischen Abweichungen zwischen den E Z M W -  und IfM-Gitterpunktfeldern. 
Dargestellt sind jeweils die entlang eines Breitenkreises zonal und zeit­
lich über den Zeitraum von September bis Dezember 1984 gemittelten Gitter­
punktwerte der Windgeschwindigkeit sowie d e r  u- und v-Komponente des Win­
des. Die Beschränkung auf den Herbst des Jahres 1984 beruht auf der Revi­
sion des Analysesystems des EZMW im Mai 1984, die mit zahlreichen grundle­
genden Änderungen der Model 1parameter verknüpft war. Generell ist festzu­
stellen, daß die Differenzen beträchtlich sind, wobei die gemittelten Git­
terpunktwerte des EZMW deutlich niedrigere Werte aufweisen. So hohe syste­
matische Fehler können nicht auf die Art d e r  Windbeobachtungen zurückge­
führt werden, denn in Kapitel 6.1 wurde gezeigt, daß die unterschiedliche 
Art der Windbestimmung lediglich zu g e r i n g e n  systematischen Abweichungen in 
der mittleren Windgeschwindigkeit führt.
Abb. 12: Zonal und zeitlich gemittelte Gitterpunktwerte der IfM- und EZMW- 
Gitterpunktfelder der Windkomponenten u und v sowie des Betrags 
der Windgeschwindigkeit U für September bis Oezember 1984, 12 Uhr.
Abbildung 12 zeigt bereits auf, daß daraus eine deutliche Unterschätzung 
der Wechselwirkung Ozean-Atmosphäre resultiert. Wegen der in den EZMW-Git- 
terpunktfeldern des Windes fehlenden Angaben der Temperaturdifferenz Luft- 
Wasser wurde für jeden Gitterpunkt mit Hilfe eines windgeschwindigkeits­
abhängigen Reibungskoeffizienten für neutrale Schichtung (Isemer und Hasse, 
1987} die Schubspannung berechnet. Auf die Ableitung der Schubspannungen 
aus den IfM-Gitterpunktfe1dern des Windes wird im nächsten Kapitel noch 
genauer eingegangen. Abbildung 13 zeigt dann die zonal und zeitlich gemit­
telten Beträge der Schubspannungsvektoren beider Gitterpunktfelder.
Die Unterschiede sind so groß, daß auf die Darstellung der Standardabwei­
chungen zwischen beiden Gitterpunktfeldern verzichtet wird. Dabei stimmen 
die für die einzelnen Monate zonal gemittelten Schubspannungen der IfM- 
Gitterpunktfelder mit entsprechenden Werten von Isemer (1987) gut überein. 
Dabei ist noch einmal darauf hinzuweisen, d a ß  die IfM-Gitterpunktfelder, 
verglichen mit den direkten Beobachtungen, vernachlässigbar kleine systema­
tischen Fehler aufweisen (Abb. 11).
Abb. 13: Zonal und zeitlich gemittelte Gitterpunktwerte der IfM- und EZMW- 
Gitterpunktfelder der Schubspannungen.
Januar bis April 1985 (---- ): First guess-Felder der Schubspan­
nung des EZMW (•) und aus den IfM-G i tterpunktfeldern des Windes 
(■) mit einer stabilitätsabhängigen Bulkparametrisierung (Isemer 
und Hasse, 1987) abgeleitete Schubspannungen
September bis Dezember 1984 (---- ). Aus den analysierten EZMW-
Gitterpunktfeldern des Windes (o) u n d  den IfM-Gitterpunktfeldern 
des Windes (□) abgeleitete Schubspannungen mit einer Bulkparame­
trisierung für neutrale Schichtung (Isemer und Hasse, 1987).
Daher kann das Fazit nur lauten, daß diese EZMW-Windfelder deutliche syste­
matische Fehler aufweisen und nicht in gekoppelten Modellen oder generell 
zum Antrieb gekoppelter Modelle verwendet werden sollten.
Die zonal gemittelten Schubspannungen der first guess-Felder des EZMW, 
gemittelt über den Zeitraum von Januar bis April 1985, zeigen mit den aus 
unseren Analysen berechneten Werten eine erheblich bessere Übereinstimmung 
als die Analysen des Herbstes 1984.
Das kann verschiedene Ursachen haben. Möglicherweise kann die bessere Über­
einstimmung zurückgeführt werden auf das numerische Vorhersagemodel 1 des 
EZMW, welches zur Berechnung der first guess-Felder aus initialisierten 
Analysen benutzt wird. Eine andere mögliche Erklärung kann die verwendete 
Grenzschichtparametrisierung sein.
7 Ableitung der Schubspannungen aus IfH-Gitterpunktfeldern
Für die Berechnung der Schubspannungen wurde eine Bulkparametrisierung
(7 . 1 ) t  =  c  C D ü ^ 1
mit den stabilitätsabhängigen Reibungskoeffizienten C0 von Isemer und Hasse 
(1987) benutzt.
Diese Parametrisierung benutzt die Windgeschwindigkeit in 10m Höhe. Wie 
bereits oben angeführt, enthält das Analyseverfahren des IfM eine Reduktion 
der analysierten Winde auf 10 m Höhe. Dazu wurde das logarithmische Wind­
profil benutzt. Der Grund ist, daß zum einen über die stabilitätsabhängigen 
Reibungskoeffizienten die Temperaturdifferenz bereits in die Berechnung der 
Schubspannungen eingeht. Zum anderen aber ist die Analysehöhe abhängig von 
den jeweils in die Berechnung eines Gitterpunktwertes eingehenden Windbeob­
achtungen, deren Höhe z jedoch nicht bekannt ist und durch eine mittlere 
Höhe ersetzt werden muß. Die fehlende Information der Luftfeuchte erlaubt 
zudem nur eine mit Unsicherheiten behaftete Berechnung der Monin-Obhukov- 
Länge L. Die Reduktion des Windes auf 10 m Höhe für neutrale Schichtung 
hängt jedoch gerade vom Verhältnis z/L ab (z.B. Smith, 1989) und wäre daher 
unter diesen Voraussetzungen nur angenähert möglich.
Die analysierten Windgeschwindigkeiten wurden daher mit einem mittleren 
Korrekturfaktor von 0.93 von einer angenommenen mittleren Analysehöhe von
22.5 m auf 10 m Höhe reduziert. Die mittlere Analysehöhe errechnet sich aus 
der mittleren Höhe der Windmessungen von 20 m (Cardone et a l . f 1990) und 
der Referenzhöhe der Kaufeldskala von 25 m, w o b e i  wieder angenommen wurde, 
daß jeweils die Hälfte der Schiffe gemessen und die andere Hälfte geschätzt 
hat.
"^ Lv - ^Wv
Ujoims'1) >5.0°C
4.9°C
bis
1.0°C
0.9°C
bis
0.2°C
0.1°C
bis
-0.2°C
-0.3°C 
bis 
-1.0°C
-1.1°C
bis
-4.9°C
<-5.0°C
< 5 0.05 0.47 0.77 0.95 1.04 1.23 1.42
5-10 0.61 1.03 1.13 1 . 2 2 1.26 1.41 1.47
10-15 1.16 1.36 1.42 1.48 1.50 1.58 1.66
15-20 1.54 1.61 1 .66 1.71 1.75 1.78 1.83
20-25 1.79 1.82 1 .86 1.90 1.91 1.93 1.96
25-30 1.99 2 .01 2.03 2.05 2.07 2.08 2.09
30-35 2 . 2 0 2 . 2 0 2 .21 2 . 2 1 2 . 2 1 2 . 2 1 2 .21
35-40 2.37 2.37 2.37 2.37 2.37 2.37 2.37
40-50 2.53 2.53 2.53 2.53 2.53 2.53 2.53
> 50 2.69 2.69 2.69 2.69 2.69 2.69 2.69
Tabelle 2: Reibungskoeffizienten für den Impuls als Funktion der Windge­
schwindigkeit in 10m Höhe U10 und der virtuellen Temperaturdif­
ferenz Luft-Wasser TLu - TWv, entnommen aus Isemer und Hasse, 
1987.
Die Gitterpunktwerte der Temperaturdifferenz Luft-Wasser legen also nur die 
Reibungskoeffizienten nach Tabelle 2 fest, wobei die relative Feuchte der 
Luft mit einem konstanten Wert von 80% in die Berechnung der virtuellen 
Lufttemperatur eingeht.
Aus den Feldern der Schubspannungen wurden die Felder der Rotation der 
Schubspannung abgeleitet. Sie wurden mit einem einfachen Differenzenschema 
berechnet:
in o \  r n f  r M y y ±~X,J *  -w.T* *
(7.2) r o t  T i J  R - C Q 9 *  { 2 A A  2 A ®
mit der geographischen Länge A und der geographischen Breite $.
Das führt gegenüber der Verwendung von doppelten Differenzen zu einer ge­
ringeren Glättung des resultierenden Feldes der Rotation der Schubspannung.
7.1 Einfluß der Windsee auf die Schubspannungsfelder
Neuere Resultate aus der experimentellen Bestimmung der Reibungskoeffizien­
ten auf See zeigen eine deutliche Abhängigkeit des Reibungskoeffizienten 
vom Zustand des windangetriebenen Seegangs. In diesem Kapitel soll abge­
schätzt werden, ob dieser Effekt auch auf dem offenen Ozean einen Einfluß 
hat und daher bei der Berechnung der Schubspannungen zu berücksichtigen 
ist. Dabei werden die täglichen IfM-Gitterpunktfelder zur Untersuchung 
herangezogen.
Nicht berücksichtigt wird dabei, ob zusätzlich zur Windsee noch eine Dünung 
vorhanden ist, da der Einfluß der Dünung auf den Impulsfluß klein ist (z.B. 
Zank, 1984).
Der Zustand der Windsee wird dabei mit dem Seegangalter ß
(7 .3 ) ß =
beschrieben, das das Verhältnis der Wellengeschwindigkeit c zu der Windge­
schwindigkeit U angibt. Wellen, die sich im Gleichgewicht mit dem Windfeld 
befinden, ziehen mit einer Geschwindigkeit c, die in etwa dem 1 .3-fachen 
der Windgeschwindigkeit entspricht (Kinsman, 1965). Je kürzer der Wind auf
eine Welle einwirken konnte, wobei kürzer sich sow o h l  auf eine Einwirkzeit 
als auch auf eine Wirklänge beziehen kann, desto niedriger ist ihre Ge­
schwindigkeit. Damit ist auch das Seegangalter n i e d r i g  und der Reibungs­
koeffizient erhöht sich (Abbildung 14, aus Smith et al, 1992).
Um zu untersuchen, inwieweit dieser Prozeß auf dem Nordatlantik eine Rolle 
spielt, wurde berechnet, für wieviele Gitterpunkte e i n e s  Termins das See­
gangsalter aufgrund der lokalen Änderung des Windfeldes bei der Berechnung 
des Impulsflusses von Bedeutung ist.
Abb. 14: Abhängigkeit des Reibungskoeffizienten C10N v o m  Seegangalter ß als 
Funktion der Windgeschwindigkeit nach Smith et al. (1992). Zum 
Vergleich ist der Reibungskoeffizient für n eutrale Schichtung 
nach Isemer und Hasse (1987), der in dieser Arbeit benutzt wurde, 
eingezeichnet.
very young : ß=0.5 mature : ß=1 . 0  full developed : 8=1 .2
Die Änderung des Seegangalters ß läßt sich nach Kinsman (1965) berechnen zu
(7.4) = 2 ‘Ac’g'U~2*ß_3•(l T ( l-ß )2) d x c
(7 .5 ) = Ac-g'U~u $-2-xc'{ 1T( l-ß ) 2)
c
mit den Konstanten Ac = 6.5 10' 5 und rc = 0.58 als Funktion der Wirklänge 
xc oder der Einwirkzeit tc, wobei für die Gleichung (7.4) eine unendliche 
Zeitdauer des Einwirkens und für (7.5) eine unendliche Wirklänge vorausge­
setzt wird. Das untere Zeichen ist zu verwenden für ß > 1, das obere für 
die übrigen Fälle. Es sollte die Gleichung benutzt werden, welche das klei­
nere Seegangalter liefert. Testrechnungen zeigten, daß dieses generell die 
Gleichung (7.5) ist. Beide Gleichungen, (7.4) und (7.5), sind für Windge­
schwindigkeiten von weniger als 5 ms' 1 nicht gültig.
Im folgenden werden nur Änderungen des Seegangalters durch lokale Windände­
rungen von einem Gitterpunkt zum anderen untersucht und keine Änderungen 
des Windes an einem Gitterpunkt von einem Termin zum nächsten Analyseter­
min. Bedingt durch den zeitlichen Unterschied von 24 Stunden zwischen zwei 
Terminen zeigten Testrechnungen, daß sich in diesem Zeitraum immer ein 
Gleichgewicht zwischen Wind und Seegang einstellt.
Das Alter des Seegangs für jeden Gitterpunkt des IfM-Gitterpunktfeldes 
wurde dann wie folgt berechnet:
- Aus der Windrichtung an einem Gitterpunkt wurde der nächst!iegende Git­
terpunkt und der Abstand zu diesem bestimmt.
- Wenn sich die Windrichtung zwischen diesen beiden Gitterpunkten um nicht 
mehr als 25° ändert, wurde mit einer mittleren konstanten Windrichtung 
gerechnet.
- Die mittlere Windgeschwindigkeit beider Gitterpunkte legt unter Berück­
sichtigung des Abstands der Gitterpunkte die Zeitdauer des Einwirkens 
fest, dabei ändert sich die Windgeschwindigkeit von einem Gitterpunkt zum 
in Windrichtung gelegenen nächsten Gitterpunkt linear mit der Zeit.
- Windrichtungsänderungen von mehr als 25° wurden gesondert betrachtet:
Für diese wurde der Vektor der Windänderung berechnet. Die in die Glei­
chungen eingehende Windgeschwindigkeit ist dann der Betrag des Vektors
der Windänderung . Dabei ist zu beachten, daß der Betrag des Vektors der 
Windänderung mindestens 5 ms ' 1 aufgrund der eingeschränkten Gültigkeit 
der Gleichung (7.5) betragen muß. Diese Art der Berechnung betrifft weni­
ger als 5% der Gitterpunkte.
- Windgeschwindigkeiten von weniger als 5 ms ' 1 führen zu k e i n e r  Änderung 
des Seegangalters, da die Gleichungen dann nicht d e f i n i e r t  sind und die 
Einstei 1 Zeiten kurz sind.
In die Gleichung (7.5) gehen dann die Beträge der Windgeschwindigkeit U 
ein, wobei die Änderung des Seegangalters in kleinen Zeitintervallen be­
rechnet wurde, in denen sich der Betrag der Windgeschwindigkeit linear 
ändert.
Der Anfangswert des Seegangalters ß erwies sich in diesem Zusanmenhang als 
wenig kritische Größe. Unter der Annahme, daß sich das W i n d f e l d  und die 
Windsee in einem ungefähren Gleichgewicht befinden, was d i e  Grundlage der 
Beaufortschätzung der Windgeschwindigkeit ist, wurden in e i n e r  Sensitivi- 
tätsstudie Werte von ß=0.90 (mäßig entwickelte Windsee) b i s  ß=1.35 (Windsee 
vollständig im Gleichgewicht mit dem Windfeld) als Anfangswerte der Rech 
nungen benutzt. Die berechneten Werte unterschieden sich jedoch nur in der 
zweiten Stelle hinter dem Komma. Der für die Berechnungen benutzte Anfangs­
wert ist ß=1 . 2 0 .
Dann wurde das Seegangalter für jeden Gitterpunkt berechnet. Für das gesam­
te Jahr 1984 wiesen danach im Mittel lediglich 3% der Gitterpunkte ein See­
gangalter von weniger als 1.1 auf, was eine deutliche E r h ö h u n g  des Rei­
bungskoeffizienten rechtfertigen würde. Die Windsee ist a l s o  in den meisten 
Fällen in guter Näherung im Gleichgewicht mit dem Windfeld. Eine Abhängig­
keit des Reibungskoeffizienten vom Seegangalter wurde d a h e r  bei der Berech­
nung der Schubspannungen an den Gitterpunkten nicht berücksichtigt. 
Küsteneffekte nach Gleichung (7.4) bei ablandigem Wind w u r d e n  ebenfalls 
nicht berücksichtigt, würden aber zu einer Erhöhung der Schubspannung in 
solchen Gebieten führen.
8 Die räumliche Korrelationsfunktion
Das Ziel dieser Arbeit ist die Untersuchung der in den di r e k t e n  Beobachtun­
gen enthaltenen räumlichen Skalen und ihre Glättung durch verschiedene 
Analyseverfahren. Wie bereits in der Einleitung erwähnt, erfordert dies die
Anwendung spektraler Methoden, zum Beispiel der Fourier-Analyse. Diese 
basiert aber üblicherweise auf Beobachtungsreihen, wobei die Beobachtungen 
in gleichen Zeitabständen oder aber in gleichen räumlichen Abständen vor­
liegen (z.B. Schönwiese, 1985). Das trifft zwar für die Gitterpunktfelder 
zu, nicht aber für die direkten Beobachtungen von Schiffen auf dem Ozean. 
Diese zeichnen sich zum einen durch ständig andere Beobachtungspositionen 
aus, zum anderen durch eine zeitlich und lokal stark schwankende Beobach­
tungsdichte. Eine Möglichkeit der Darstellung der räumlichen Struk­
turen ist die Strukturfunktion, die sich sehr einfach berechnen läßt 
(Wickert, 1971).
Diese erlaubt jedoch keine direkte Berechnung von Energiespektren. Diese 
Möglichkeit bietet die Kovarianzfunktion beziehungsweise die mit den Va­
rianzen normierte Kovarianzfunktion, die Korrelationsfunktion.
Die Korrelationsfunktion ist aber auch deshalb von Interesse, weil die 
Methode der Objektiven Analyse Korrelationsfunktionen als Eingabefunktion 
zur Analyse benötigt. Die räumliche Korrelationsfunktion liefert Informa­
tionen über den Zusammenhang von zwei Messungen oder Beobachtungen an zwei 
festen Punkten zu jeweils gleichen Zeitpunkten.
Allgemein gilt (zum Beispiel Kreyszig, 1965)
(8 .1 ) R(l) = -  -c0-v- ixri
y/var X  • va r  Y
ausgedrückt durch die Kovarianz und Varianzen der miteinander zu korrelie­
renden Wertepaare oder:
(8.2) R (z )  = **
n
) 2
wobei X* und Y' Abweichungen zum Mittelwert der Beobachtungen X und Y sind. 
In unserem Fall sind X und Y jeweils Beobachtungen an speziellen Orten mit 
dem Abstand r zwischen den Beobachtungsorten von X und Y. Damit ergibt sich 
die gleiche Schwierigkeit für die Berechnung der Korrelationsfunktion der 
direkten Beobachtungen wie bei der Fourier-Analyse: Die Berechnung der 
Korrelationsfunktion im inhomogenen Fall setzt Beobachtungsreihen an je-
weils gleichen Orten voraus. Dies ist jedoch g e r a d e  für die direkten Be­
obachtungen im allgemeinen nicht erfüllt, wenn m a n  von einem Teil der Wet­
terschiffe einmal absieht. Um die Zahl der zur Verfügung stehenden Beobach­
tungspaare voll auszunutzen, muß ein Verfahren gewählt werden, welches die 
Korrelationsfunktion nur noch als Funktion des Abstandes r zwischen den 
einzelnen Beobachtungen liefert, unabhängig davon, an welchem Ort die Be­
obachtungen gemacht wurden.
Wie im Anhang A gezeigt wird, müssen die Felder homogen hinsichtlich von 
Mittelwert und Varianz der Beobachtungen sein, d a m i t  es erlaubt ist, die 
räumliche Korrelationsfunktion allein als F u n k t i o n  des Abstandes zu berech­
nen. Die Voraussetzung der Homogenität der F e l d e r  hinsichtlich Varianz und 
Mittelwert kann relativ einfach überprüft werden, denn diese Größen sind 
leicht zu berechnen oder stehen bereits als kl imatologische Karten zur Ver­
fügung (Isemer und Hasse, 1987).
Speziell in diesem Fall läßt sich die Annahme d e r  Homogenität zudem anhand 
der aus den Beobachtungen abgeleiteten Gitterpunktfelder überprüfen. Da 
diese jeweils an festen Positionen und in ausreichender Anzahl zur Verfü­
gung stehen, erlauben sie auch eine Berechnung d e r  Korrelationsfunktion, 
ohne daß die Forderung nach einer Homogenität d e r  Felder gemacht werden 
muß.
Die Korrelationsfunktionen der Gitterpunktfelder werden für spezielle Git­
terpunktpaare jeweils separat berechnet und anschließend für gleiche Git- 
terpunktabstände gemittelt. Dieses ist der R e c h e n w e g  für die in dieser 
Arbeit berechneten Korrelationsfunktionen der Gitterpunktfelder.
Für homogene Felder sollten sich die so berechneten Korrelationskoeffizien­
ten nicht von den Korrelationskoeffizienten unterscheiden, die in einem 
Rechengang für alle Gitterpunktpaare mit demselben Gitterpunktabstand be­
rechnet worden sind. Es soll also gezeigt werden, in welchen Gebieten die 
Bedingung der Homogenität erfüllt ist.
Diese zeigen die Abbildungen 15 a bis 15 c. Dargestellt sind in den Abbil­
dungen die Differenzen der mit und ohne die A n n a h m e  der Homogenität berech­
neten zonalen Korrelationsfunktionen der IfM-Gitterpunktfelder in verschie­
denen geographischen Breiten für den Luftdruck u n d  die Windkomponenten.
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Abb. 15a: Differenz der Korrelationsfunktion .berechnet mit Annahme der 
Homogenität als alleinige Funktion des Abstandes zwischen den 
Gitterpunktwerten, und der Korrelationsfunktion, berechnet ohne 
Annahme der Homogenität, für Gitterpunktfelder des Luftdruckes in 
verschiedenen geographischen Breiten.
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Abb. 15b: Wie Abb. 15a, aber für die u-Komponente des Windes.
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Abb. 15c: Wie Abb. 15a, aber für die v-Komponente d e s  Windes.
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Abb. 16a: Mittleres IfM-Gitterpunktfeld des Luftdruckes gemittelt über alle 
12 Uhr GMT Termine des Jahres 1984. Die A n g aben sind in hPa.
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Abb. 16b: Standardabweichung der IfM-Gitterpunktfelder des Luftdrucks für 
alle Termine 12 Uhr GMT des Jahres 1984. Die Angaben sind in hPa.
Abb. 17a; Wie Abb. 16a, aber für die u-Komponente des Windes. Oie Angaben 
sind in ms*1.
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Abb. 17b: Wie Abb. 16b, aber für die u-Komponente d e s  Windes. Die Angaben 
sind in ms'1.
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Abb. 18a: Wie Abb. 16a, aber für die v-Komponente d e s  Windes. Die An­
gaben sind in ms"1.
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Abb. 18b: Wie Abb. 16b, aber für die v-Komponente des Windes. Die An­
gaben sind in ms'1.
Es ergibt sich, daß die Annahme der Homogenität nur in den Gebieten nörd­
lich von 40°N erlaubt ist. Denn nur dort sind die Differenzen klein zwi­
schen den Korrelationsfunktionen, die als alleinige Funktion des Abstandes 
unter der Annahme der Homogenität berechnet wurden, und den nicht nur vom 
Abstand, sondern auch vom Ort abhängigen Korrelationsfunktionen, die keine 
Homogenität voraussetzten.
Oie Homogenität der Gebiete nördlich von 40°N ist im wesentlichen eine 
Folge der großräumigen Verteilung der Luftdruckgebiete und Windfelder sowie 
der damit zusammenhängenden Verteilung der Standardabweichungen der einzel­
nen Parameter. Diese Felder zeigen die Abbildungen 16 bis 18.
Die Darstellung der mittleren Felder ermöglicht die Erklärung der systema­
tisch erscheinenden Differenzen der mit und ohne die Annahme der Homogeni­
tät berechneten Korrelationsfunktionen zwischen den Beobachtungen X und den 
östlich davon im Abstand r gelegenen Beobachtungen Y. Diese Differenzen 
können beim Luftdruck der Asymmetrie des mittleren Druckfeldes in zonaler 
Richtung (Abbildung 16a) zugeordnet werden, da die Varianz zonal nur unbe­
deutende Variationen (Abbildung 16b) aufweist. Entsprechend Gleichung A 24
(Anhang A) erhöht eine Änderung des Mittelwertes stets die Varianz. Das ist 
unabhängig davon, welches Vorzeichen die Änderungen des Mittelwertes haben. 
Für die Kovarianz trifft dieses nicht zu. So können relativ starke Änderun­
gen des Mittelwertes der X-Beobachtungen, in diesem Fall handelt es sich um 
eine Zunahme, mit einer annähernden Konstanz des Y-Mittelwertes kombiniert 
sein. Das führt dann zu einer Abnahme des zonalen Korrelationskoeffizien­
ten, so daß sich die beobachteten Differenzen zwischen beiden Verfahren 
ergeben. Aufgrund der West-Ost-Erstreckung des Nordatlantiks von etwa 6000 
km und der mittleren Lage des Azorenhochs rund 2000 km westlich der Ostkü­
ste des Nordatlantiks, sind die größten Abweichungen bei einem Abstand der 
Gitterpunkte von 2000 km zu erwarten. Denn dann verschwindet die mittlere 
Änderung des Mittelwertes der Y-Beobachtungen nahezu, während die Änderung 
des Mittelwertes der X-Beobachtungen gerade maximal wird.
Die Berechnung der zonalen Korrelationsfunktionen unter der Annahme der 
Homogenität aus den direkt beobachteten Parametern ist also in den Gebieten 
nördlich von 40°N möglich. Entsprechend der allgemeinen Zirkulation be­
schränken sich die Berechnungen auf die zonalen Korrelationsfunktionen, da 
sowohl die Mittelwerte (Abbildungen 16a bis 18a) als auch die entsprechen­
den Standardabweichungen (Abbildungen 16b bis 18b) zonal die geringsten 
Gradienten aufweisen.
Eine Ausnahme macht lediglich die v-Komponente des Windes bezüglich ihrer 
Verteilung der Mittelwerte (Abbildung 18a), die entlang der Südwest-Nord- 
ost-Achse den geringsten Gradienten aufweisen. Da aber auch für die v-Kom- 
ponente des Windes die Varianz zonal den geringsten Gradienten aufweist und 
die Mittelwerte zonal nördlich von 40°N absolut gesehen ebenfalls nur ge­
ringe Schwankungen zeigen, ist auch für die v-Komponente nur eine Berech­
nung der zonalen Korrelationsfunktionen sinnvoll.
Um den Einfluß der zonalen Variation des Mittelwertes auf die berechneten 
Korrelationen zu verringern, wird für die Beobachtungspaare lediglich ein 
maximaler Abstand von der halben West-Ost-Ausdehnung des Atlantiks zugelas­
sen. Zudem wird gefordert, daß von den Beobachtungspaaren für die Berech­
nung nach Gleichung (8.1) die X-Beobachtungen immer in der Westhälfte des 
Nordatlantiks liegen und die Y-Beobachtungen immer in östlicher Richtung 
davon im Abstand r. Dadurch wird zwar die Anzahl der möglichen Beobach­
tungspaare für kleine Abstände zwischen den Beobachtungen eingeschränkt, da 
die Positionen der Beobachtungen nicht mehr völlig frei wählbar sind. Je­
doch wird die mögliche Variation des Mittelwertes und der Varianz jeweils
für die X- und Y-Beobachtungen der verschiedenen AbstandsintervaIle 
verringert.
Wegen der insgesamt geringen Beobachtungsdichte nördlich von 50°N beschrän­
ken sich die Berechnungen der Korrelationsfunktion auf den Bereich zwischen 
40° und 50°N. Die Beobachtungszahl in diesem Gebiet ist hoch genug, um die 
Korrelationsfunktionen der Beobachtungen für 20 km-Intervalle bis zu einem 
maximalen Abstand von 1500 km berechnen zu können. Die Korrelationsfunktio­
nen der Gitterpunktfelder, die keine Homogenität der Felder voraussetzen, 
werden für AbstandsintervaIle, die dem Gitterpunktabstand entsprechen, bis 
zu maximalen Abständen von etwa 6000 km berechnet.
Dabei werden in dieser Arbeit im allgemeinen die Autokorrelationsfunktionen 
berechnet, diese korrelieren Beobachtungsreihen mit sich selbst, also bei­
spielsweise Druckbeobachtungen miteinander.
9 Die spektrale Energiedichte
Wie oben angeführt, erlaubt die Autokorrelationsfunktion die direkte Be­
rechnung der spektralen Energiedichten. Benutzt wird die spektrale Varianz­
analyse, bei der die räumliche spektrale Energiedichte oder das Powerspek­
trum mit einer Fouriertransformation aus der Autokovarianzfunktion abgelei­
tet wird. Die Autokovarianzfunktion ergibt sich aus der Autokorrelations­
funktion durch die Multiplikation mit den Varianzen. Die Autokovarianzfunk­
tion ist wie folgt definiert, wobei im folgenden die Herleitung in wesent­
lichen Teilen der Ableitung von Bath (1974) folgt:
m
(9.1) Clx(r) = J  f^ l )  f.U+r) <£
mit 5 als Ortskoordinate und r als Entfernung der zu korrelierenden Beob­
achtungen zueinander. Dies entspricht der üblichen Definition in der Stati­
stik gemäß Gleichung (8.15).
Durch eine einfache Substitution ergibt sich, daß die Autokovarianzfunktion 
eine gerade Funktion ist:
(9 .2 ) Clx (r) = C1X (-r)
Eine Integration liefert dann die gesamte Energie der Reihe, wenn das fol­
gende Integral existiert:
OS
(9 .3 ) I  | f ( Z )  I2 
—  00
Mit der Definition der inversen Fouriertransformation
oo
(9 .4 )  f ( $ )  = -A- f F(k ) e iJci dk
2% J
ergibt sich der Zusammenhang zwischen der Energie eines Signals f(£) und 
seinem Spektrum F(k) durch:
(9 .5 ) f  I f ( Z )  I2 d* = - ± -  f  | F(k) dk
mit k = Wellenzahl = 2tt / X und der Wellenlänge X.
Diese Beziehung ist als das Theorem von Parseval oder Rayleigh bekannt.
Bei der Ableitung wurde davon Gebrauch gemacht, daß sich bei einer Ver­
schiebung der Reihe um einen konstanten Betrag der Entfernung das Amplitu­
denspektrum nicht ändert.
Eine Änderung der Längenskala £ <-> a£ reduziert die Energie um den Faktor 
1/a, was bei einem Vergleich verschiedener Spektren durch eine entsprechen­
de Normierung berücksichtigt werden muß.
Aus den Gleichungen (9.1) und (9.5) ergibt sich unter Berücksichtigung des 
sogenannten ' Time Shifting Theorems 1
(9 .6 ) .f($±r) <-> F(k) e ±ikz
somit:
(9 .7) Cx l (r ) = “  /  I I2 ßiir Ä  
oder
m
(9 .8) cu (r) = - ^  f eita Ä  
Daraus ergibt sich
m
(9 .9) js^ ( * )  = /  CX1 (r) e~iJcr dr 
wobei
(9.10) E^(jc) = | F ( «  |2
die spektrale Energiedichte ist. Das heißt, daß die Autokovarianz und das 
Powerspektrum ein Fouriertransformationspaar bilden (Wiener-Khintchine- 
Relation). Da die Autokovarianz eine gerade und reelle Funktion ist, redu­
ziert sich Gleichung (9.9) zu
M
(9.11) ^ ( k )  * 2  f Cn lk) cos (k r )  d r
0
In diskreter Form wird daraus
(9.12) ^(n) . 1 £  Cll(r) cosiSir*** i*o zn
mit
O i f l i  m/ 2
Die obere Grenze entspricht dann der Nyquist-Frequenz.
Diese Methode wurde für die Beobachtungen benutzt und erlaubt die Berech­
nung der spektralen Energiedichten über die Autokovarianz aus unregelmäßig 
verteilten Beobachtungen.
Für die Gitterpunkte wurde die übliche Methode der F a s t  Fourier Transforma­
tion benutzt, d.h. es wurden die Beobachtungsreihen s e l b s t  transformiert 
und nicht die Autokovarianzfunktionen. Dazu wurden IMSL-Routinen benutzt 
(IMSL, 1987).
Die berechneten Spektren sind dann sogenannte Rohspektren, die vor einer 
Interpretation noch zu glätten sind (z.B. Schönwiese, 1985). Für die Filte­
rung wurde ein Dreiecksfenster benutzt.
9.1 Theoretische Form der Energiespektren
Bevor die Resultate vorgestellt werden, soll noch kurz auf den semitheore­
tischen Verlauf der spektralen Energiedichte eingangen werden, wie er sich 
aus den Bedingungen in den verschiedenen räumlichen S k a l e n  ergibt. Dabei 
wird in dieser Arbeit der Wellenlängenbereich von etwa 6000km bis hinunter 
zu etwa 20km behandelt, also der Bereich, der mit den z u r  Verfügung stehen­
den Beobachtungen und Analysen untersucht werden kann.
Ganz grob kann der gesamte Wellenlängenbereich in 4 Bereiche unterteilt 
werden. Diese Unterteilung bezieht sich im wesentlichen auf eine Arbeit von 
Golitsyn (nach Gifford, 1988).
Die folgenden Bereiche werden unterschieden:
- Mehr als ca. 6000km Wellenlänge: Erzeugung von kinetischer Energie der 
Wirbel aus der Instabilität von großskaligen atmosphärischen Störungen 
(Bereich 0). Dieser Bereich liegt im wesentlichen oberhalb des mit
den zur Verfügung stehenden Daten erreichten Wellenlängenbereiches.
- Ca. 6000km bis 1000km Wellenlänge: Der Transfer v o n  Wirbelenstrophie 
oder mittlerer quadratischer Vorticity zu kleineren Wellenlängen resul­
tiert in einem Abfall proportional zu k"3 ( Bereich I ).
- Weniger als etwa 1000km Wellenlänge: Der Transfer v o n  kinetischer Ener­
gie zu kleineren Wellenlängen resultiert im bekannten k~5/3 Abfall 
(Bereich II ).
- Der Dissipationsbereich ( Bereich III ) wird mit d e n  zur Verfügung 
stehenden Daten nicht erreicht.
Generell sollte sich also ein Bild ähnlich wie die Abbildung 19 ergeben, 
die von Golitsyn stammt (aus Gifford, 1988).
Unter der Annahme, daß die Schubspannungen proportional zum Quadrat der 
Windgeschwindigkeit sind, läßt sich eine Aussage über den Verlauf der ent­
sprechenden spektralen Energiedichten der Schubspannung machen: Der 
k'3-Abfall sollte dann einem k'6-Abfall (McVeigh, 1989) entsprechen, der 
l(-(5/3)_Abfaii einem entsprechend doppelt so kräftigem Abfall. Durch die 
Stabilitätsabhängigkeit des Reibungskoeffizienten (Iseraer und Hasse, 1987) 
ergibt sich eine Modifikation dieser Abhängigkeit.
Abb. 19: Theoretischer Verlauf der spektralen Energiedichte als Funktion
der Wellenlänge nach Golitsyn, übernommen aus der Arbeit von 
Gifford, 1988.
Bereich 0: Erzeugung kinetischer Energie 
Bereich I: Transfer von mittlerer quadratischer Vorticity zu 
kleineren Wellenlängen 
Bereich II: Transfer von kinetischer Energie zu kleineren Wellen­
längen
Bereich III: Dissipationsbereich
Wie bereits in der Einleitung erwähnt, Gleichungen (2.1) u n d  (2.2), ent­
spricht das Mittel des Quadrats der Windgeschwindigkeit d e r  Summe aus dem 
Quadrat der mittleren Windgeschwindigkeit und der Varianz. Eine Glättung 
ist gleichbedeutend mit einem Verlust an Varianz. Daher e r g i b t  sich für 
eine Glättung auch ein Verlust an turbulenter Energie.
Das trifft insbesondere auf Gebiete mit geringen Druckgradienten und somit 
geringen mittleren Windgeschwindigkeiten zu. Insgesamt ist der Impulsfluß 
aber gering in solchen Gebieten, da er proportional zum Q u a d r a t  der Windge­
schwindigkeit ist und außerdem der Reibungskoeffizient no c h  mit zunehmender 
Windgeschwindigkeit anwächst (zum Beispiel Isemer,1987).
Generell zeigt der semitheoretische Verlauf der spektralen Energiedichten 
folgendes Bild: Der überwiegende Teil der Varianz ist in d e n  großen räumli­
chen Skalen ( zum Beispiel den planetaren Wellen oder den H o c h -  und Tief­
druckgebieten ) zu finden. Daraus ist ersichtlich, daß s e l b s t  ein schlecht 
auf lösendes Modell in der Lage ist, einen Großteil der Wechselwirkungspro­
zesse zu beschreiben. Es darf nur keine systematischen Abweichungen zu den 
direkten Beobachtungen aufweisen. Wird ein Gitterpunktfeld m i t  einer gerin­
gen räumlichen Auflösung allerdings als Antriebsfeld für ozeanische Modelle 
benutzt, so ist ein entsprechender Verlust an Varianz bei kleinen Wellen­
längen auch gleichbedeutend mit einem Verlust an Antrieb. V o n  besonderer 
Bedeutung ist der Anteil der Varianz bei kleinen Wellenlängen an der Ge­
samtvarianz insbesondere für die meteorologische Erzeugung barokliner Wel­
len und Wirbel im Ozean (z.B. Willebrand, 1981 und Lippert, 1985). Dem 
Verlust an Varianz in diesem Wellenlängenbereich ist also besondere Auf­
merksamkeit zu schenken. Darauf wird bei der Präsentation d e r  Spektren von 
Beobachtungen und Gitterpunktfeldern in den Kapiteln 13 u n d  14 noch genauer 
eingegangen werden.
10 Korrelationsfunktionen der Beobachtungen
In den nächsten Kapiteln werden die Ergebnisse der Berechnung der Korrela­
tionsfunktionen für die direkten Beobachtungen und die Gitterpunktfelder 
vorgestellt. Im Hinblick auf den Einsatz von Korrelationsfunktion in der 
Optimalen Interpolation wird insbesondere die Variabilität d e r  Korrela­
tionsfunktionen untersucht. Denn diese Variabilität sollten die in der 
Datenassimilation verwendeten Korrelationsfunktionen e b e n f a l l s  aufweisen,
um nicht zu stark zu glätten.
Wie bereits in Abschnitt 8 erläutert, wird zur Berechnung der Korrelations­
funktionen der direkten Beobachtungen stets Homogenität vorausgesetzt. Die 
Zahl der zur Verfügung stehenden Beobachtungen erlaubt dabei ein minimales 
Entfernungsintervall von 20km. Wie oben angeführt, können aufgrund der 
Homogenität der Bodenfelder die zonalen Korrelationsfunktionen der direkten 
Beobachtungen im Bereich nördlich von 40°N berechnet werden. Zonal wird für 
die direkten Beobachtungen so definiert, daß der maximale Winkel zwischen 
der Richtung der Verbindungsachse zweier Beobachtungen und einem Breiten­
kreis 20° betragen darf. Das trägt der Tatsache der unregelmäßigen Vertei­
lung der Beobachtungen Rechnung.
Zu berücksichtigen ist bei der Berechnung der Korrelationsfunktionen, daß 
die direkten Beobachtungen einen zufälligen Fehler, den Beobachtungsfehler, 
enthalten. Ein zufälliger Fehler leistet jedoch keinen Beitrag zur Kova­
rianz , während sich die Gesamtvarianz aus der Varianz des Beobachtungs­
fehlers und der natürlichen Variation der Beobachtungen zusammensetzt. Da 
die Beobachtungsfehler aus den Beobachtungsdaten abgeleitet werden konnten, 
wurden bei der Berechnung der Korrelationskoeffizienten im Nenner die um 
die Beobachtungsfehler bereinigten Varianzen eingesetzt. Dabei wurde wieder 
vom Additionstheorem der Varianzen (Kreyszig, 1965) Gebrauch gemacht:
(10.1) v a rU )  = var  (X) oacazlich * var (X) Beob_.F0hler
Die berechneten zonalen Autokorrelationsfunktionen der direkten Beobachtun­
gen der Windgeschwindigkeit, der Windkomponenten und des Drucks zeigen die 
Abbildungen 20 a-d für den Zeitraum von Mai 1982 bis zum April 1985 ein­
schließlich im Bereich von 40° bis 50°N.
Zum Vergleich sind die Autokorrelationsfunktionen der Windgeschwindigkeit 
von Fengler (1966) aus der Deutschen Bucht und die Autokorrelationsfunktio­
nen des Luftdrucks von Perrie und Toulany (1989) für Nordamerika einge­
zeichnet worden. Es zeigt sich eine gute Übereinstimmung, die Unterschiede 
sind jeweils nur gering. Das überrascht insbesondere bei dem Vergleich mit 
Perrie und Toulany, denn ihre Korrelationsfunktionen basieren auf kontinen­
talen Luftdruckraessungen und können durch orographische Effekte beeinflußt 
sein.
Hingegen können die etwas niedrigeren Autokorrelationskoeffizienten der 
Windgeschwindigkeit aus der Deutschen Bucht damit erklärt werden, daß diese
nicht um den Beobachtungsfehler bereinigt wurden. Zudem ist ein Land/See- 
Effekt enthalten, da die Messungen des Windes zum Teil auf im Küstengebiet 
stehenden Leuchttürmen stattgefunden haben.
Abb. 20a: Autokorrelationsfunktion RA(r) der direkten Beobachtungen des
Drucks für alle Termine von Mai 1982 bis April 1985, 12 Uhr GMT, 
für den Bereich von 40°N-50°N in zonaler Richtung. Die senkrech­
ten Balken markieren den 95%-Mutungsbereich. Die in die Berech­
nung der Korrelationsfunktionen eingehenden Varianzen sind um den 
Beobachtungsfehler bereinigt worden.
Zum Vergleich ist die Korrelationsfunktion von Druckbeobachtungen 
über Nordamerika nach Perrie und Toulany (1989) eingezeichnet.
Der 95%-Signifikanzbereich ist schraffiert dargestellt.
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Abb. 20b: Wie in Abb. 20a, aber für die Windgeschwindigkeit.
Zum Vergleich sind Autokorrelationskoeffizienten aus der Deut­
schen Bucht bis zu r = 120 km nach Fengler (1966) gegeben.
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Abb. 20d: Wie in Abb. 20a, aber für die v-Komponente des W i n d e s .
Betrachtet man die Korrelationsfunktion der Windkomponenten, s o  fällt auf, 
daß die zonale Korrelationsfunktion der meridionalen Windkomponente sehr 
viel rascher abfällt als die der zonalen Windkomponente. Das ist in Ein­
klang mit den Resultaten anderer Arbeiten, zum Beispiel von J u l i a n  und 
Thiebaux, 1975, die Korrelationsfunktionen des Windes aus analysierten 
Feldern abgeleitet haben.
Die Berechnungen der Autokorrelationsfunktionen der Beobachtungen erlaubten 
darüber hinaus noch eine Überprüfung der Homogenität der F e l d e r .  Wenn die 
Felder der Beobachtungen homogen hinsichtlich Mittelwert und Varianz sind, 
sollten die Mittelwerte der eingehenden Beobachtungen X und Y ebenso wie 
die jeweiligen Standardabweichungen der Beobachtungen X und Y  annähernd 
gleich sein. Dieses zeigt die Tabelle 3 für die in die B e r e c h n u n g  der Kor­
relationsfunktionen der Abbildungen 20a bis 20d eingehenden Beobachtungen. 
Sie zeigt, daß die Standardabweichungen nur wenig variieren u n d  mit Aus­
nahme der v-Komponente des Windes auch die Mittelwerte eine g u t e  Überein­
stimmung zeigen.
Insbesondere zeigen auch die Standardabweichungen der Standardabweichungen 
der X- und Y-Beobachtungen für die verschiedenen Abstandsintervalle nur
eine sehr geringe Streuung. Das weist auch darauf hin, daß die Felder der 
Beobachtungen hinsichtlich der Varianz für den gesamten Bereich von 40 N 
bis 50°N homogen sind.
Parameter a(X) Q q X o(Y) ct( o (Y)) X Y
Luftdruck p 9.5 0.4 9.6 0.4 1018.1 1018.0
hPa hPa hPa hPa hPa hPa
Windgeschwindigkeit U 4.5 0.2 4.5 0.1 8.7 8.8
ms'1 ms*1 ms'1 ms"1 ms'1 ms'1
u-Komp. d. Windes 6.5 0.2 6.7 0.2 2.9 3.0
ms'1 ms'1 ms"1 ms'1 ms"1 ms'1
v-Komp. d. Windes 6.7 0.2 6.6 0.2 1.3 0.1
ms'1 ms'1 ms"1 ms'1 ms"1 ms'1
Tabelle 3: Die Standardabweichungen o(X), o(Y) und ihre Streuungen für
verschiedene Abstandsintervalle sowie die Mittelwerte von den in 
die Autokorrelationsberechnung unter der Annahme der Homogenität 
eingehenden Beobachtungen X und Y für den Bereich von 40° bis 
50°N im Zeitraum von Mai 1982 bis April 1985 , 12 Uhr GMT.
Im folgenden sollen nun die Variationen der Korrelationsfunktionen für die 
verschiedenen Jahreszeiten untersucht werden. Dabei umfaßt der Sommer die 
Monate Juni, Juli und August; die übrigen Jahreszeiten Herbst, Winter und 
Frühjahr dann jeweils die folgenden Quartale.
Die Unterschiede der Korrelationsfunktionen der beobachteten Parameter 
zeigen dann die Abbildungen 21 a bis 21 c. Es zeigt sich jeweils eine star­
ke Variabilität als Funktion von der Jahreszeit, wobei die Korrelations­
funktionen im Sommer den raschesten Abfall aufweisen.
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o Herbs t
Abb. 21a: Jahreszeitliche Variationen der zonalen Autokorrelationsfunktio- 
nen der direkten Beobachtungen des Luftdruckes für den Bereich 
von 40°N-50°N für alle 12 Uhr Termine von Mai 1982 bis April 
1985. Die zur Normierung der Autokorrelationsfunktionen RA(r) 
verwendeten Varianzen sind um den Beobachtungsfehler verringert 
worden. Der 95%-Signifikanzbereich ist schraffiert dargestellt.
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Abb. 21b: Wie Abb. 21a, aber für die u-Komponente des Windes.
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Die hohe Variabilität der Korrelationsfunktion stellt recht hohe Anforde­
rungen an Analysemodelle, da die in ihnen benutzten Entfernungswichtungen 
in der Lage sein sollten, diese natürliche Variabilität nachzuvollziehen. 
Fallen sie beispielsweise nicht rasch genug ab, so wird d i e s  zu einer Glät­
tung der Analysen im hochfrequenten Spektra Ibereich führen. Fallen sie zu 
rasch ab, so werden die Analysen wesentlich durch den Beobachtungsfehler 
beeinflußt.
Die Rangkorrelationsmethode von Speary (Schönwiese, 1985) berücksichtigt 
eine Abweichung von der Gauß-Verteilung, die insbesondere f ü r  die Windge­
schwindigkeit anzunehmen ist. Eine Berechnung der Korrelationsfunktionen 
nach der Rangkorrelationsmethode ergab vernachlässigbare Unterschiede in 
den Resultaten. Die nach beiden Ansätzen berechneten Korrelationskoeffi­
zienten unterschieden sich um maximal 0.03.
11 Autokorrelationsfunktionen der Gitterpunktwerte
Wie bereits in Kapitel 8 beschrieben, erlauben die Gitterpunktfelder im 
Gegensatz zu den direkten Beobachtungen die Berechnung der Korrelations­
funktion, ohne daß die Forderung nach homogenen Feldern g e m a c h t  werden muß. 
Damit können auch die Korrelationsfunktionen in meridionaler Richtung un­
tersucht werden. Das ist insbesondere deswegen von Interesse, weil 
verschiedene Autoren (zum Beispiel Thiebaux, 1976 oder P e r r i e  und Toulany, 
1989) gezeigt haben, daß die Korrelationsfunktionen im allgemeinen aniso­
trop sind. Die Verwendung einer isotropen Korrelationsfunktion in Analyse­
modellen führt generell zu einer Unterschätzung der in den Beobachtungen 
enthaltenen kleinen Skalen. Diese könnte zum Beispiel durch eine nachträg­
liche iterative Korrektur des analysierten Feldes eliminiert werden (Buzzi 
et al., 1991).
So zeigen auch die Autokorrelationsfunktionen in den Abbildungen 22 a-c für 
die IfM-Gitterpunktfe1 der eine deutliche Anisotropie.
So ist die Halbwerts breite der meridionalen Autokorrelationsf unktion für 
die v-Komponente des Windes größer als die Halbwertsbreite d e r  zonalen 
Autokorre1ationsfunktion, dagegen ist die Halbwertsbreite d e r  zonalen Auto- 
korrelationsfunktion der u-Komponente des Windes und des Luftdrucks größer 
als die der meridionalen Autokorrelationsfunktion.
Die Ursache dafür liegt in der mittleren Struktur der Wind- und Drucksyste­
me auf dem Nordatlantik. Die in zonaler Richtung schwächeren Gradienten der 
mittleren Luftdruckverteilung und das entsprechende Windfeld bedingen zum 
Beispiel, daß in der Zone der Westwinddrift die u-Komponente des Windes 
eine hohe Korrelation in zonaler Richtung aufweist. Demgegenüber weist die 
meridionale Autokorrelationsfunktion der u-Komponente des Windes niedrige­
re, zum Teil negative, Werte auf. Der Grund liegt darin, daß die östlichen 
Winde in der Passatregion mit den im Mittel westlichen Winden in höheren 
Breiten eine negative Korrelation ergeben.
Die berechneten Autokorrelationsfunktionen werden also im wesentlichen 
durch die Allgemeine Zirkulation festgelegt. Daher ist zu erwarten, daß es 
auch eine deutliche Variation der Autokorrelationsfunktionen in Abhängig­
keit von der geographischen Breite gibt. Denn die Zyklonen im mittleren und 
hohen Breiten des untersuchten Bereiches weisen eine geringere räumliche 
Ausdehnung auf als die Antizyklonen in den niederen Breiten. Die Autokorre­
lationsfunktionen sollten demnach für höhere Breiten einen rascheren Abfall 
zeigen als in niederen Breiten. Das zeigen auch die Abbildungen 22 a bis 
22 c.
Besonders deutlich wird dieses, wenn man die Autokorrelationsfunktion der 
v-Komponente betrachtet. Denn die Distanz zwischen einem südlichen Wind auf 
der Ostseite und einem nördlichen Wind auf der Westseite einer Zyklone, 
ausgedrückt durch das 1. Minimum der Autokorrelationsfunktion, ist ein Maß 
für die räumliche Ausdehnung einer Zyklone.
meridional 
□ 19° - 29° W 
O  31° - 39° W 
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■ 19° - 29° N
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Abb. 22a: Autokorrelationsfunktion R der IfM-Gitterpunktfelder des Luft­
drucks für verschiedene geographische Breiten in z o n a l e r  (ausge- 
füllte Symbole) und für verschiedene geographische Längen in 
meridionaler (offene Symbole) Richtung, berechnet f ü r  alle 12 Uhr 
Termine von Mai 1982 bis April 1985. Der 95%-Signif ikanzbereich 
ist schraffiert dargestellt.
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Abb. 22b: Wie Abb. 22a, aber für die u-Komponente des Windes.
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Die Ableitung der Korrelationsfunktion für die Gitterpunktwerte e r l a u b t  
aufgrund der hohen zur Verfügung stehenden Anzahl von Gitterpunktwerten 
auch eine Untersuchung von kürzeren Zeiträumen. Eine solche R e d u k t i o n  des 
Mittelungszeitraumes sollte in einer größeren Variabilität der Korrelati- 
onsfunktionen resultieren, wie es bereits die Abbildungen 21 a bis 21 c für 
die Variation der Autokorrelationsfunktionen der direkten Beobachtungen als 
Funktion der Jahreszeit gezeigt haben. Die Abbildungen 23 a bis 23 c zeigen 
die Autokorrelationsfunktionen der Gitterpunktfelder einzelner Parameter 
jeweils für eine Jahreszeit, gemittelt über die drei Jahre von Mai 1982 bis 
April 1985.
Abb. 23a: Meridionale Autokorrelationsfunktion R der IfM-Gitterpunk tfelder 
des Luftdrucks für die Soirener 1982 bis 1984, 12 Uhr GMT u n d  ihre 
Standardabweichung für jedes Abstandsintervall r für 31°W bis 
39°W. Zum Vergleich ist eine Gauß-Funktion mit einer H a l b w e r t s ­
breite von 587km gezeigt. Der 95%-Signifikanzbereich ist schraf­
fiert dargestellt.
r [k*]
Abb. 23b: Wie Abb. 23a, aber für die u-Komponente des Windes und in me- 
ridionaler Richtung für 41°W bis 49°W.
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Abb. 23c: Wie Abb. 23a, aber für die v-Komponente des Windes und in zo­
naler Richtung für 41°N bis 49°N.
Für die Abbildungen wurden immer die Jahreszeit ausgewählt, in der die 
Autokorrelationsfunktionen den raschesten Abfall aufwiesen. Es zeigt sich, 
daß eine zum Vergleich gezeigte Gauß-Funktion einer festen Halbwertsbreite 
lediglich in der Lage ist, den berechneten Autokorrelationsfunktionen des 
Luftdruckes zu folgen, bei der v-Komponente und der u-Komponente des Windes 
würde sie häufig zu einer Glättung führen.
Ein zu rascher Abfall einer zur Analyse benutzten Korrelationsfunktion 
würde hingegen dazu führen, daß die Analyse wesentlich durch den Beobach­
tungsfehler beeinflußt wird.
Schaut man sich nun die hohe Variabilität der Autokorrelationsfunktionen 
an, die sich in den Standardabweichungen für gegebene Abstände r zwischen 
den Beobachtungen ausdrückt, so muß festgestellt werden, daß eine Korrela­
tionsfunktion mit einer festen Halbwertsbreite nicht in der Lage ist, den 
Anforderungen zu genügen.
Die Abbildung 24 macht die lokale Variabilität der Autokorrelationsfunk­
tionen der Gitterpunktfei der besonders deutlich, da jedes Symbol für eine 
bestimmte Kombination von zwei Gitterpunkten berechnet wurde und der 
betrachtete Zeitraum nur der Winter 1984/1985 ist. Zum Vergleich ist wieder 
eine Gauß-Funktion mit einer Halbwertsbreite von 587 km gezeigt. Auch in 
diesem Fall, für die Autokorrelationsfunktion der v-Komponente des Windes 
in zonaler Richtung, genügt eine festgewählte Korrelationsfunktion nicht 
der Anforderung, alle vorkommenden Autokorrelationsfunktionen beschreiben 
zu können.
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Abb. 24: Lokale Variabilität der zonalen Autokorrelationsfunktion RÄ(r) für 
die IfM-Gitterpunktfelder der v-Komponente des Windes für die 
12 Uhr Termine des Winters 1984/1985 in verschiedenen geographi­
schen Breiten. Dabei steht jedes Symbol für ein bestimmtes Paar 
von Beobachtungsorten.
Zum Vergleich:Gauß-Funktion mit 587km Halbwertsbreite (-----  ).
11.1 Vergleich der Korrelationsfunktionen von Gitterpunktwerten und 
Beobachtungen
Jedes Analyseverfahren bedingt eine Interpolation von den direkten Beobach­
tungen auf die Gitterpunkte, wobei die zur Analyse benachbarter Gitterpunk­
te herangezogenen Beobachtungen teilweise identisch sind. Daher ist zu 
erwarten, daß der Korrelationskoeffizient zwischen benachbarten Gitterpunk­
ten langsamer abnimmt als für direkte Beobachtungen des gleichen Abstands- 
intervalles. Je besser ein Analyseverfahren räumlich auflöst, desto besser 
sollten die Korrelationsfunktionen insbesondere bei kleinen Abständen zwi­
schen den zu korrelierenden Beobachtungen und Gitterpunktwerten überein- 
stimmen.
Die Abbildungen 25 a-c zeigen nun einen Vergleich der zonalen Autokorrela- 
tionsfunktionen der Beobachtungen und der Gitterpunktwerte für alle 12 Uhr 
Termine des Jahres 1984 für das Gebiet von 40°N bis 50°N.
Für die Autokorrelationsfunktion der Gitterpunktfelder wird jeweils die 
Standardabweichung angegeben, für die Autokorrelationsfunktion der Beobach­
tungen der verteilungsfreie 95%-Mutungsbereich (Schönwiese, 1985).
Die Autokorrelationsfunktionen der Beobachtungen sind um die Beobachtungs­
fehler bereinigt worden. Die Übereinstimmung ist sehr gut. Das weist, wie 
schon die geringen RMS-Abweichungen zwischen analysierten Feldern und Be­
obachtungen sowie die vernachlässigbaren kleinen systematischen Fehler zwi­
schen Beobachtungen und IfM-Gitterpunktfeldern, auf eine gute Anpassung der 
IfM-Gitterpunktfelder an die Beobachtungen hin.
Die gute Anpassung der IfM-Gitterpunktfelder an die direkten Beobachtungen 
läßt sich mit Hilfe der Korrelationsfunktionen auch anders darstellen. Eine 
Berechnung der Korrelationsfunktion zwischen direkten Beobachtungen und den 
Gitterpunktwerten sollte bei verschwindendem Abstand zwischen Beobachtung 
und Gitterpunktwert gegen 1 gehen. Die Differenz zu einem Korrelationskoef­
fizienten von 1 bei verschwindendem Abstand setzt sich dann aus dem Beob- 
achtungs- und dem Analysefehler zusammen.
r [k m ]
Abb. 25a: Vergleich der zonalen Autokorrelationen RA(r) der direkten Beob­
achtungen des Luftdrucks für den Bereich von 40°N-50°N, alle 
12 Uhr GMT Termine von Mai 1982 bis April 1985, mit der Autokor- 
relationsfunktion der IfM-Gitterpunktwerte des Luftdrucks. Die 
Autokorrelationsfunktion der direkten Beobachtungen ist mit den 
um den Beobachtungsfehler verringerten Varianzen normiert wor­
den. Dargestellt ist der 95%-Mutungsbereich für die Korrela­
tionsfunktion der direkten Beobachtungen (schraffiert) und der 
Mittelwert mit der Standardabweichung der Autokorrelationsfunk­
tion der Gitterpunktwerte (ausgefüllter Kreis mit senkrechtem 
Balken).
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Abb. 25b: Wie Abb. 25a, aber für die u-Komponente des Windes.
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Die Abbildungen 26 a und 26 b zeigen nun die Korrelationsfunktionen zwi­
schen den direkten Beobachtungen und den analysierten Gitterpunktfeldern.
Da der Beobachtungsfehler nun auch einen Beitrag zur Kovarianz liefert, 
sind die berechneten Korrelationen nicht um den Beobachtungsfehler berei­
nigt worden. Trotzdem erreichen die Korrelationsfunktionen hohe Werte von 
mehr als 0.9 bei kleinen Abständen zwischen Beobachtung und Gitterpunkt. 
Damit weisen die Korrelationskoeffizienten ähnlich hohe Werte bei kleinen 
Abständen zwischen Gitterpunkt und Beobachtung auf wie die mit den um die 
Beobachtungsfehler bereinigten Varianzen normierten Korrelationskoeffizien­
ten der direkten Beobachtungen in den Abbildungen 20 a und 20 b.
Abb. 26a. Korrelationsfunktion R(r) zwischen direkten Beobachtungen und
IfM-Gitterpunktwerten in zonaler Richtung für Januar und Februar
1984, alle 12 Uhr Termine, für 40°N bis 50°N für den Luftdruck.
Abb. 26b: Wie Abb. 26a, aber für die Windgeschwindigkeit.
Da die Korrelationsfunktionen für die IfM-Gitterpunktfelder und Beobachtun­
gen nur gering voneinander abweichen, können zum Beispiel die Aussagen 
bezüglich der räumlichen Anisotropie der Korrelationsfunktionen, die für 
die Gitterpunktwerte berechnet wurden, auch auf die Korrelationsfunktionen 
der Beobachtungen selbst übertragen werden. Festzuhalten ist aber, daß die 
gute Übereinstimmung der Korrelationsfunktionen von direkten Beobachtungen 
und Gitterpunktwerten noch keine Aussage über einen möglichen Verlust an 
Varianz bei kleinen Wellenlängen beinhaltet. Allerdings deutet der etwas 
langsamere Abfall der Autokorrelationsfunktionen der IfM-Gitterpunktfelder 
bei kleinen Abstandsintervallen, verglichen mit den Autokorrelationsfunk­
tionen der Beobachtungen der Windkomponenten (Abbildungen 25 b und 25 c), 
an, daß kleinskalige Schwankungen durch das Interpolationsverfahren des IfM 
geglättet werden.
11.2 Autokorre1ationsfunkt1on der Schubspannungsfelder des EZMW im Ver­
gleich zu den Autokorrelatlonsfunktionen der IfM-Gitterpunktfelder
In diesem Kapitel sollen nun die Autokorrelationsfunktionen der Gitter- 
punktfelder des EZMW mit denen des IfM verglichen werden. Da die analy­
sierten EZMW-Gitterpunktfelder des Windes große systematische Abweichungen 
im Vergleich zu den IfM-Gitterpunktfeldern aufwiesen (Kap. 6.2), beschränkt 
sich dieses Kapitel auf den Vergleich der Autokorrelationsfunktionen der 
Schubspannungsfelder des IfM und EZMW der ersten vier Monate des Jahres
1985. Die kleinen Analysefehler der IfM-Gitterpunktfelder des Windes (Kap. 
6.1) und die gute Übereinstimmung der Autokorrelationsfunktionen des Windes 
für die Beobachtungen und IfM-Gitterpunktfelder (Kap. 11.1) erlauben den 
Schluß, daß auch die Autokorrelationsfunktionen der Schubspannung der IfM- 
Gitterpunktfelder repräsentativ für die Beobachtungen sind. Dabei ist al­
lerdings die Einschränkung zu machen, daß die Autokorrelationsfunktion der 
Gitterpunktfelder, verglichen mit der Autokorrelationsfunktion der Beobach­
tungen, bei kleinen Abstandsintervallen etwas zu langsam abfällt.
Wie für die Autokorrelationsfunktionen des Windes der IfM-Gitterpunktfelder 
ist zu erwarten, daß die Autokorrelationsfunktionen der EZMW-Gitterpunkt­
felder die gleiche Abhängigkeit von der geographischen Breite zeigen. Sie 
sollten also mit zunehmender geographischer Breite eine geringere Halb­
wertsbreite aufweisen, da die Zyklonen der mittleren und hohen Breiten eine 
geringere Ausdehnung als die Antizyklonen der niederen Breiten haben. Die­
ses Verhalten sollten sowohl die Autokorrelationsfunktionen der IfM- als 
auch der EZMW-Gitterpunktfelder zeigen.
Die in Abbildung 7 dargestellten äquivalenten Filterhalbwertsbreiten der 
Entfernungswichtung des IfM-Analyseschemas zeigen eine Zunahme nördlich von 
etwa 50°N, die auf der in diesem Bereich nur noch geringen Beobachtungs­
dichte beruhen. Das legt den Schluß nahe, daß in diesem Bereich auch die 
Autokorrelationsfunktionen der IfM-Gitterpunktfelder eine schlechtere räum­
liche Auflösung zeigen. Da in das EZMW-Verfahren außer Bodenbeobachtungen 
zum Beispiel auch noch Satellitenbeobachtungen mit eingehen, sollte sich 
dieser Effekt dort nicht so stark bemerkbar machen. Die Abbildungen 27 a-h 
zeigen nun die zonalen Autokorrelationsfunktionen für verschiedene geogra­
phische Breiten für die EZMW-Gitterpunktfelder der Schubspannungen, abge­
leitet aus den first guess-Feldern, verglichen mit den entsprechenden Wer­
ten für die IfM-Gitterpunktfelder der Schubspannungen.
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Abb. 27a: Vergleich der zonalen Autokorrelationsfunktion RA(r) der zonalen 
Schubspannungskomponente t x für das EZMW-Gitterpunktfeld  (offene 
Symbole) und das IfM-Gitterpunktfeld (ausgefüllte Symbole) für 
Januar bis April 1985, 12 Uhr GMT, 19°N bis 29°N.
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Abb. 27b: Wie Abb. 27a, aber für die Nord-Komponente Ty der Schubspannung.
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Abb. 27c: Wie Abb. 27a, aber t x für 31°N bis 39°N.
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Abb. 27e: Wie Abb. 27a, aber t für 41°N bis 49°N.
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Abb. 27g: Wie Abb. 27a, aber t für 51°N bis 65°N.
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Die Abbildungen zeigen die erwarteten Unterschiede der Autokorrelations- 
funktionen für verschiedene geographische Breiten. Generell fällt auf, daß 
die Autokorrelationsfunktionen des EZMW bei kleinen Abständen zwischen den 
Gitterpunkten einen langsameren Abfall zeigen. Das spricht für eine ins­
gesamt schlechtere räumliche Auflösung und somit stärkere Glättung klein- 
skaliger Schwankungen.
Nur für den Bereich nördlich von 51°N zeigen die Autokorrelationsfunktionen 
des EZMW einen rascheren Abfall zu größeren Distanzen hin als die Autokor­
relationsfunktionen der IfM-Gitterpunktwerte. Das unterstreicht die Annah­
me, daß die IfM-Gitterpunktfelder aufgrund der geringen Beobachtungsdichte 
in diesem Bereich eine schlechtere räumliche Auflösung als in den übrigen 
Gebieten aufweisen.
12 Varianz von Beobachtungen und Gitterpunktfeldern
Es muß unterschieden werden zwischen der zeitlichen und der räumlichen 
Varianz. Die zeitlichen Varianzen hängen im wesentlichen von den Beobach- 
tungs- und Mittelungsintervallen ab (Gulev und Ukrainskiy, 1989). Sie soll­
ten daher für die Beobachtungen und Gitterpunktfelder nahezu identisch 
sein.
Zu diesem Zweck wurden die zeitlichen Varianzen der IfM-Gitterpunktfelder 
und der Beobachtungen für das Gebiet von 40°N bis 50°N und den gesamten 
Zeitraum von Mai 1982 bis April 1985 berechnet. Für die Gitterpunktfelder 
wurden die zeitlichen Varianzen jedes Gitterpunktes berechnet. Anschließend 
wurde daraus die mittlere zeitliche Varianz aller Gitterpunkte dieses Be­
reiches berechnet.
Für die Beobachtungen wurde der gesamte Bereich in (2° x 2°)-Felder mit den 
Gitterpunkten des analysierten Feldes als Mittelpunkt aufgeteilt. Für jedes 
Feld wurde dann die zeitliche Varianz berechnet und anschließend über alle 
Felder gemittelt. Die Ergebnisse zeigt Tabelle 4.
Vergleicht man die entsprechenden Varianzen und auch die Mittelwerte der 
Windkomponenten für die Beobachtungen und die IfM-Gitterpunktfelder im 
Bereich von 40°N bis 50°N für den 3-Jahreszeitraum, so ist die Übereinstim­
mung sehr gut.
Die mittleren Windgeschwindigkeiten sind mit 8.7 ms’1 für die Beobachtungen 
und 8.8 ms"1 für die Analysen nahezu identisch. Die Glättung der Gitter-
punktwerte, verglichen mit den direkten Beobachtungen, ausgedrückt als Ver­
lust an Varianz, ergibt für die u-Komponente des Windes 5% und für die v- 
Komponente des Windes keinen Verlust an Varianz.
Mittelwert 
von u[ms'1]
Mittelwert 
von v[ms’]
Varianz 
von uC m V 2]
Varianz 
von v[m2s 2]
Beobachtung 2.9 0.7 41.2 41.6
Gitterpunkt 3.1 0.8 39.3 42.0
Tabelle 4: Mittelwerte und zeitliche Varianzen, gemittelt für den Bereich 
von 40°N bis 50°N, für den Zeitraum von Mai 1982 bis April 1985,
12 Uhr GMT, für Beobachtungen und Gitterpunktfelder der u- und 
der v-Komponente des Windes.
Bei diesem Vergleich ist zu berücksichtigen, daß die Resultate für die 
Gitterpunktwerte den gesamten Bereich von 40°N bis 50°N und alle Termine 
umfassen. Die Beobachtungen stellen davon aufgrund der räumlich und zeit­
lich schwankenden Beobachtungsdichte nur eine Teilmenge dar, denn nicht 
für jeden Termin ist in jedem (2° x 2°)-Feld auch eine Beobachtung enthal­
ten.
Ein ähnliches Bild zeigen die zeitlichen Varianzen der Schubspannungen der 
first guess-Felder des EZMW und der IfM-Gitterpunktfelder. Tabelle 5 zeigt 
die entsprechenden Resultate, die wiederum über alle Gitterpunkte gemittelt 
wurden. Im Gegensatz zu Kapitel 6.2, Abbildung 13, beziehen sich die Zah­
lenangaben in Tabelle 5 auf Beträge der Schubspannung und nicht auf Beträge 
des Vektormittels der Schubspannung. Während der Mittelwert des Betrags der 
Schubspannung für die IfM-Gitterpunktfelder um 7.5% über dem Wert des EZMW 
liegt, sind die zeitlichen Varianzen des Betrags der Schubspannung um 5.5% 
geringer. Allein aufgrund der geringen Unterschiede der Mittelwerte der 
Schubspannungen und der Varianzen läßt sich an dieser Stelle aber sicher 
nicht eine Bevorzugung des einen oder anderen Gitterpunktfeldes ableiten.
Gitterpunktfeld Mittelwert der 
Schubspannung t
Varianz der 
Schubspannung t
EZMW 15.9 10"2Nm"2 3.02 10'4N2m'4
IfM 17.1 10'2Nm'2 2.85 10'4N2m'4
Tabelle 5: Mittelwerte und zeitliche Varianzen des Betrages der Schubspan­
nung t , gemittelt über alle Gitterpunkte, der EZMW- und IfM- 
Gitterpunktfelder für Januar bis April 1985 von 19°N bis 65°N,
12 Uhr GMT für das Gebiet des Nordatlantik.
13 Räumliche spektrale Energiedichten
Dieses Kapitel befaßt sich mit der spektralen Verteilung der Varianzen auf 
die unterschiedlichen Wellenlängenbereiche, die von Bedeutung für den An­
trieb ozeanischer Wirbel ist.
Die spektralen Energiedichten der Beobachtungen wurden aus den räumlichen 
Kovarianzfunktionen in zonaler Richtung abgeleitet. Die Kovarianzen sind 
unbeeinflußt vom Beobachtungsfehler, dieser geht daher nicht in die Berech­
nung der spektralen Energiedichten ein.
Die Energiedichten der Gitterpunktfelder wurden direkt aus den Gitterpunkt­
werten mit Hilfe einer Fourier Transformation berechnet.
Normiert wurden die spektralen Energiedichten jeweils mit dem Gitterpunkt- 
abstand beziehungsweise für die Beobachtungen mit dem kleinsten Abstands- 
intervall der Kovarianzfunktion von 20 km.
Der Vergleich der Korrelationsfunktionen der IfM-Gitterpunktfelder und der 
direkten Beobachtungen der Windkomponenten (Abbildungen 25 b und 25 c) läßt 
aufgrund des für kleine Abstände stärkeren Abfalls der Korrelationsfunktion 
der direkten Beobachtungen eine Glättung kleinskaliger Schwankungen durch 
die Anwendung des Analyseverfahrens erwarten. Dementsprechend sollten die 
spektralen Energiedichten mit abnehmender Wellenlänge A. etwas stärker ab- 
fallen als die der direkten Beobachtungen.
Die Abbildungen 28 a-c zeigen nun einen Vergleich der spektralen Energie­
dichten der Windgeschwindigkeit und Windkomponenten der direkten Beobach­
tungen und der IfM-Gitterpunktfelder. Der betrachtete Zeitraum ist der 
gesamte Zeitraum von Mai 1982 bis April 1985, 12 Uhr GMT. Gemäß dem zu 
erwartenden Verlauf der spektralen Energiedichten (Abbildung 19) sind zum
Vergleich die Geraden des k'3-Abfalls und des k'5/3-Abfal ls eingezeichnet.
Die Übereinstimmung der Spektren der direkten Beobachtungen und der IfM- 
Gitterpunktfelder ist gut. Jedoch zeigt sich der erwartete stärkere Abfall 
der spektralen Energiedichten der IfM-Gitterpunktfelder nicht. Ein mögli­
cher Grund ist, daß die Spektren der Gitterpunktfelder einen geringen, 
vermutlich durch Aliasing verursachten, Anstieg am hochfrequenten Ende 
aufweisen. Jedoch sind die Beträge der spektralen Energiedichten im Wellen- 
längenbereich, in dem sich die Spektren von IfM-Gitterpunktfeldern und 
Beobachtungen überlappen, für die Gitterpunktfelder geringer als für die 
Beobachtungen. Auf die daraus resultierenden Unterschiede der enthaltenen 
spektralen Varianz wird in Kapitel 14 näher eingegangen.
Abb. 28a: Spektrale Energiedichte S als Funktion von k=A~1 von den Wind­
geschwindigkeiten der IfM-Gitterpunktfelder (gestrichelt) und den 
direkten Beobachtungen (durchgezogen) für den Zeitraum von Mai 
1982 bis April 1985, 12 Uhr GMT, und den Bereich von 40°N bis 
50°N in zonaler Richtung. Zum Vergleich sind die Linien propor­
tional zu k"3 und k'5/3 eingezeichnet (gepunktet).
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Abb. 28b: Wie Abb. 28a, aber für die u-Komponente des Windes.
Der Abfall der Spektren mit der Wellenzahl entspricht den theoretisch zu 
erwartenden Werten (Gifford, 1988). Die Übereinstimmung mit den Spektren 
von Nastrom und Gage (1985), berechnet aus Flugzeugmessungen, ist ebenfalls 
gut.
Dabei sind die Unterschiede der Spektren der Windkomponenten, was die Form 
des Spektrums angeht, gering. Das steht im Einklang mit Resultaten von 
Julian und Thiebaux (1975).
Die Spektren weisen einen Abfall proportional zu k'1-82 im Spektralbereich 
von etwa 1500km bis 40km Wellenlänge für die direkten Beobachtungen auf.
Die Spektren der Gitterpunktwerte des Windes verhalten sich proportional zu 
k~2'85 im Spektralbereich von 5000km bis etwa 350km Wellenlänge.
Die Spektren von Hastrom und Gage (1985) weisen ebenfalls einen k'3-Abfall 
bei großen Wellenlängen und einen langsamen Übergang zu einem k"5/3-Abfall 
bei Wellenlängen unterhalb von 1000 km auf. Die Spektralwerte liegen jedoch 
generell höher. Da diese Spektren aus Flugzeugmessungen gewonnen wurden, 
stammen sie zum einen aus dem oberen Bereich der Troposphäre, zum anderen 
geht über die Annahme der Taylor-Hypothese die ungefähre Sensorgeschwindig­
keit mit in die Normierung der Spektren ein (Lilly und Petersen, 1983). Das 
kann zu den höheren Beträgen der aus den Flugzeugmessungen gewonnenen Spek­
tren führen.
Die Resultate stehen außerdem im Einklang mit den Ergebnissen von Julian et 
al. (1970), die einen Abfall proportional zu k'2'7 bis k'3 im Wellenlängen­
bereich von 3500 km bis zu 1500 km berechnet haben. In diesem Bereich zei­
gen die Spektren der IfM-Gitterpunktfelder einen Abfall proportional zu 
k-2-9.
Für den Bereich kleinerer Wellenlängen haben Freilich und Chelton (1986) 
aus Windfeldern auf dem Pazifik, die aus Seasat-Messungen abgeleitet wur­
den, einen Abfall proportional zu k'2,2 gefunden für einen Wellenlängenbe- 
reich bis hinunter zu etwa 200 km. Das stimmt mit den Resultaten dieser 
Arbeit, die eine Proportionalität der Spektren der direkten Beobachtungen 
im gleichen Spektralbereich proportional zu k~2,15 zeigen, ebenfalls gut 
überein.
Für die spektralen Energiedichten der Schubspannung soll nun ein ähnlicher 
Vergleich für die IfM- und EZMW-Gitterpunktfelder durchgeführt werden. Die 
spektralen Energiedichten der Schubspannungsfelder sollten, wie bereits in 
Kapitel 9 erwähnt, stärker mit zunehmender Wellenzahl abnehmen als die 
spektralen Energiedichten der Windfelder. Für den Bereich von Wellenlängen
größer als etwa 1000 km sollte demnach ein Abfall proportional zu k'6, für 
Wellenlängen kleiner als etwa 1000 km ein Übergang zu einer Proportionali­
tät zu k’10^3 zu beobachten sein.
Aufgrund der gezeigten Unterschiede in den Korrelationsfunktionen ist zu 
erwarten, daß nun die EZMW-Gitterpunktfelder bei kleineren Wellenlängen 
einen stärkeren Abfall der spektralen Energiedichten aufweisen.
Die Resultate zeigen die Abbildungen 29 a bis 29 c für verschiedene geogra­
phische Breiten.
Abb. 29a: Vergleich der spektralen Energiedichten S in 10‘V n f 3, abgeleitet 
aus den EZMW-Gitterpunktfeldern (gestrichelt) und den IfM-Gitter- 
punktfeldern der Schubspannung (durchgezogen), für alle 12 Uhr 
GMT Termine Januar bis April 1985 , 21°N, in zonaler Richtung.
Abb. 29b: Wie Abb. 29a, aber für 45°N.
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Der Verlauf der Spektren beider Analysen zeigt bei großen Wellenlängen 
nicht den von McVeigh erwarteten Abfall proportional zu k'6. Bei kleinen 
Wellenlängen hingegen weisen die Spektren der IfM-Gitterpunktfelder annä­
hernd den erwarteten Abfall proportional zu k‘10/3 auf, während der Abfall 
der Spektren der Gitterpunktfelder des EZMW sogar noch mit abnehmender 
Wellenlänge zunimmt. Für den gesamten Spektralbereich von etwa 5000km bis 
300km Wellenlänge verhalten sich die Spektren der IfM-Gitterpunktwerte der 
Schubspannung proportional zu k'3,0, während die Spektren der EZMW-Gitter- 
punktwerte der Schubspannung proportional zu k"6'8 sind. In den Analysen des 
EZMW ist also nur wenig Varianz bei kleinen räumlichen Skalen vorhanden.
Die Breitenabhängigkeit des Abfalls der spektralen Energiedichten ist hin­
gegen nur gering ausgeprägt. Allerdings unterscheiden sie sich dem Betrag 
nach deutlich: Nach Norden hin nehmen die Beträge der spektralen Energie­
dichten deutlich zu. Dies gilt sowohl für die Gitterpunktfelder des EZMW 
als auch des IfM.
Diese Breitenabhängigkeit ist auch in der Darstellung der spektralen Ener­
giedichte der Rotation der Schubspannung in Abbildung 30 zu finden. Sie 
zeigt die Spektren der Rotation der Schubspannung, die von McVeigh (1989) 
aus Analysen des EZMW berechnet wurden, im Vergleich mit Spektren der Rota­
tion der Schubspannung der IfM-Gitterpunktfelder.
Die Spektren der IfM-Gitterpunktfelder weisen wiederum einen deutlich ge­
ringeren Abfall bei kleineren Wellenlängen auf als die Spektren des EZMW 
von McVeigh. Dabei können einige Unterschiede sicherlich auf einen Analyse­
fehler des EZMW vor der Westküste von Afrika zurückgeführt werden. Dort 
existiert eine positive Anomalie der Rotation der Schubspannung ( Abbildung 
31a), die in den IfM-Gitterpunktfeldern nicht enthalten ist (Abbildung 31b) 
und auch schon von McVeigh (1984) als fehlerhaft bezeichnet wird.
Ebenso wie die systematischen Abweichungen zwischen den Mittelwerten der 
Windgeschwindigkeit von EZMW und IfM (Abb. 12 und 13) weisen diese Felder 
der Rotation der Schubspannung auf Fehler im Analysesystem des EZMW hin.
Die Spektren der Rotation der Schubspannung unterscheiden sich generell von 
theoretischen Spektren, wie sie zum Beispiel bei Frankignoul und Müller 
(1979) zu finden sind. Variationen der Rotation der Schubspannung, wie sie 
die Varianzspektren in Abbildung 30 zeigen, führen zu einer Erzeugung von 
energiereichen langen Rossbywellen im Ozean (Lippert, pers. Mitteilung), 
die im wesentlichen im ozeanischen Temperaturfeld zu erkennen sind.
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Abb. 30: Vergleich der spektralen Energiedichten der Rotation der Schub­
spannung S [(.001 Pa/km)2/cpkm] für 1984, 12 Uhr GMT, 30°N und 
40°N, der IfM-Gitterpunktfelder mit den von McVeigh et al. (1987) 
aus EZMW-Analysen für 1982 bis 1984 berechneten Spektren.
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Abb. 31a: Mittleres Feld der Rotation der Schubspannung für 1984, abgelei­
tet aus den IfM-Gitterpunktfeldern, in 10'9 Nm'3.
Abb 31b : Wie Abb. 31a, aber für die Analysen des EZMW (aus McVeigh et 
al., 1987)
Die spektralen Energiedichten der Gitterpunktwerte des Windes des EZMW für 
die geographische Breite von 45°N und den Zeitraum von September bis Dezem­
ber 1984 werden in Abbildung 32 dargestellt. Wie bereits die Spektren der 
Schubspannung und der Rotation der Schubspannung zeigt auch diese Abbildung 
eine starke Abnahme der spektralen Energiedichte mit der Wellenzahl. Über 
den gesamten Skalenbereich ergibt sich eine Proportionalität zu k'5'8 statt 
des erwarteten Abfalls von zwischen k'3 und k"5/3, den das zum Vergleich 
gezeigte Energiespektrum der IfM-Gitterpunktwerte mit einem durchschnitt­
lichen Abfall proportional zu k'2-8 aufweist.
Die Abbildungen 29a bis 29c zeigen außerdem eine Variation der Beträge der 
spektralen Energiedichte mit der geographischen Breite ebenso wie die Ab­
bildung 30. Die spektralen Energiedichten nehmen nach Norden hin zu. Das 
steht im Einklang mit den Resultaten von Freilich und Chelton (1986) für 
die aus Seasat-Messungen des Windes berechneten Spektren kinetischer Ener-
Abb. 32: Verg-leich der spektralen Energiedichten S der analysierten Wind­
felder des EZMW (----) und der IfM-Gitterpunktfelder (---- ), für
alle 12 Uhr GMT Termine September bis Dezember 1984 für 45°N in 
zonaler Richtung.
Entsprechend der Variabilität der Korrelationsfunktionen mit der Jahreszeit 
(Abbildungen 21 a bis 21 c) ist zu erwarten, daß sich diese Variabilität 
auch in den spektralen Energiedichten widerspiegelt. Das dies der Fall ist, 
zeigen die Abbildungen 33a bis 33c für die Sommer- und Winterquartale der 
Jahre 1982 bis 1985 für die direkten Beobachtungen des Windes.
Abb. 33a: Spektrale Energiedichte der direkten Beobachtungen der Wind­
geschwindigkeit für den Bereich von 40°N bis 50°N für die Winter­
quartale '82 - '85 (----- ) und die Sommerquartale '82 bis '84
(-----) in zonaler Richtung.
Abb. 33c: Wie Abb. 33a, aber für die v-Komponente des Windes.
Die Untersuchungen der in den direkten Beobachtungen enthaltenen Varianz 
ergeben das erwartete Bild: Im Winter zeigt die Varianz des Windfeldes Wer­
te, die 10% über dem Jahresmittel liegen, im Sommer liegt die Varianz um 
den gleichen Betrag unter der mittleren Varianz aller Jahreszeiten. Im 
Frühjahr und Herbst, hier nicht dargestellt, entspricht die in den Wind­
beobachtungen enthaltene Varianz ungefähr dem Jahresmittelwert.
Die Abbildungen 33a bis 33c zeigen außerdem eine deutlich höhere Variabili­
tät im Verlauf der Spektren als die Spektren der direkten Beobachtungen in 
den Abbildungen 28a bis 28c. Das kann zum großen Teil auf die kürzeren be­
trachteten Zeiträume und die damit verbundenen geringeren Beobachtungszah­
len zurückgeführt werden.
14 Glättung kleinskaliger Schwankungen
Ausgehend von den berechneten spektralen Verteilungen der Varianz der Wind­
geschwindigkeit und der Schubspannung kann die Glättung kleinskaliger 
Schwankungen abgeschätzt werden. Dabei findet im folgenden eine Beschrän­
kung auf den Spektralbereich von weniger als 1000 km Wellenlänge statt, den 
Bereich, der den Antrieb ozeanischer Wirbel entscheidend beeinflußt. 
Vergleicht man für die spektralen Energiedichten der Gitterpunktwerte die 
im Spektralbereich von weniger als 1000 km Wellenlänge enthaltene Varianz 
mit der Gesamtvarianz des Spektralbereiches von etwa 300 km bis etwa 
5000 km Wellenlänge, so ergibt sich folgendes: Der Anteil der Varianz im 
Spektralbereich von weniger als 1000 km Wellenlänge beträgt weniger als 4% 
der Gesamtvarianz im gesamten Spektralbereich bis ca. 5500 km Wellenlänge. 
Vergleicht man andererseits die Varianz der IfM-Gitterpunktfelder mit der 
Varianz der direkten Beobachtungen im Wellenlängenbereich unterhalb von 
1000 km, so enthalten die Gitterpunktfelder nur noch 68% der Varianz der 
direkten Beobachtungen.
Ein Teil dieses Verlustes an Varianz von 32% wird von den IfM-Gitterpunkt- 
feldern entsprechend ihres Gitterpunktabstandes von 2° nicht aufgelöst. 
Dieser Anteil entspricht 14% der Varianz der direkten Beobachtungen. Der 
verbleibende Verlust von 18% der Varianz der direkten Beobachtungen beruht 
allein auf der Anwendung des IfM-Analyseverfahrens auf die Beobachtungen. 
Vergleicht man die in den first guess-Feldern des EZMW enthaltene Varianz 
mit der in den eigenen Gitterpunktfeldern enthaltenen Varianz, so ergibt 
sich eine weitere Reduktion von 10% der in den Beobachtungen enthaltenen 
Varianz, obwohl der Gitterpunktabstand der Gitterpunktfelder des EZMW mit 
1.875° geringfügig günstiger ist.
Berücksichtigt man zudem, daß in beide Gitterpunktfelder nicht der gleiche 
Eingangsdatensatz eingegangen ist und gleicht deshalb beide Gitterpunkt­
felder bei 1000 km Wellenlänge aneinander an, so erhöht sich der Verlust an 
Varianz für die Analysen des EZMW, verglichen mit den IfM-Gitterpunktfel- 
dern, um 20% der in den Beobachtungen enthaltenen Varianz.
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Abb. 34: Verhältnis der räumlichen Varianz der IfM-Gitterpunktfelder zur 
Varianz der EZMW-Gitterpunktfelder der Schubspannung als Funktion 
der geographische Breite von Januar bis April 1985.
Oie Varianzen der Gitterpunktfelder der Schubspannung beider Analysever­
fahren wurden zudem für alle geographischen Breiten miteinander verglichen 
(Abb. 34). Die Varianzen der Analysen des EZMW weisen danach südlich von 
etwa 40°N generell höhere Werte auf als die IfM-Gitterpunktfelder. Nördlich 
von 40°N verhält es sich umgekehrt.
Werden die spektralen Energiedichten bei einer bestimmten Wellenlänge, in
diesem Fall 1250 km, angeglichen, um so unterschiedliche eingehende Beob­
achtungsdaten zu berücksichtigen, so ergeben sich für die Gitterpunktfelder 
der Schubspannung des EZMW beinahe in allen Breiten niedrigere Werte. Die 
starken Änderungen des Verhältnisses der Varianzen der beiden Gitterpunkt­
felder im südlichen Nordatlantik bedeuten jedoch nur kleine absolute Ände­
rungen der Varianz. Denn dort sind die Beträge der Varianz deutlich kleiner 
als in höheren Breiten. Generell enthalten die Gitterpunktfelder des EZMW 
also weniger Varianz bei kleinen Wellenlängen als die IfM-Gitterpunktfel- 
der.
Der für den Bereich von 40°N bis 50°N durchgeführte Vergleich mit den in 
den direkten Beobachtungen enthaltenen Varianzen, bei dem die IfM-Gitter- 
punktfelder als Bindeglied zwischen den Gitterpunktfeldern des EZMW und den 
direkten Beobachtungen benutzt wurden, ergab folgende Resultate:
Im Bereich von 40°N bis 50°N sind für die IfM-Gitterpunktfelder Korrekturen 
von bis zu 50% der in ihnen enthaltenen Varianzen im Wellenlängenbereich 
von weniger als 1000 km nötig. Berücksichtigt man nun noch den Verlust an 
Varianz der EZMW-Gitterpunktfelder, verglichen mit den IfM-Gitterpunktfel- 
dern, so läßt sich für die first guess-Felder des EZMW die Anbringung einer 
Korrektur von bis zu 100% der in ihnen im Spektra Ibereich von weniger als 
1000 km Wellenlänge enthaltenen Varianzen erklären.
Diese Korrektur der kleinskaligen Varianz ist sowohl für die first guess- 
Felder des Schubspannungsbetrages als auch für die EZMW-Gitterpunktfelder 
der analysierten Windgeschwindigkeiten nötig. Das bedeutet auch, daß in den 
EZMW-Gitterpunktfeldern durch die Anwendung des numerischen Vorhersagemo­
dells nicht in ausreichendem Maß kleinskalige Schwankungen erzeugt werden.
15. SchluBbetrachtung
Die Untersuchungen haben ergeben, daß im Vergleich zu direkten Beobachtun­
gen die räumlichen Skalen analysierter Felder im Spektralbereich von Wel­
lenlängen kleiner als 1000 km deutlich geringere Varianzen aufweisen. Das 
kann zum einen auf die Interpolation auf ein Gitterpunktfeld mit einem doch 
recht beträchtlichen Gitterpunktabstand zurückgeführt werden, zum anderen 
aber muß es am noch großräumigeren Analyseverfahren selbst liegen. Dabei 
spielen sicher die verwendeten Entfernungswichtungen oder Korrelationsfunk­
tionen bei der Interpolation auf Gitterpunktwerte eine entscheidende Rolle.
Denn die Untersuchungen haben gezeigt, daß die Korrelationsfunktionen eine 
nicht zu vernachlässigende räumliche und zeitliche Variabilität aufweisen. 
Zudem zeichnen sie sich durch eine ausgeprägte horizontale Anisotropie aus. 
In diesem Zusammenhang ist von besonderem Interesse, daß Korrelationsfunk­
tionen Grundlage von Analyseverfahren sind, die auf der Optimalen Inter­
polation basieren. Dabei legen der Gitterpunktabstand, die Beobachtungs­
dichte und die Korrelationsfunktion im wesentlichen die in den interpolier­
ten Feldern enthaltenen Skalen fest. Das basiert auch darauf, daß die Kor­
relationsfunktion und das Powerspektrum ein Fouriertransformationspaar 
bilden (z.B. Julian und Thiebaux, 1975). Fällt eine gegebene Korrelations­
funktion nicht rasch genug ab, so werden in den Daten enthaltene reale 
Skalen nicht aufgelöst. Fällt eine Korrelationsfunktion hingegen zu rasch 
ab, so werden die analysierten Felder wesentlich durch die Beobachtungs­
fehler beeinflußt.
Eine Optimierung der für die Optimale Analyse benutzten Korrelationsfunk­
tionen sollte also zu wesentlichen Verbesserungen in der Auflösung klein- 
skaliger Schwankungen führen.
Dabei muß aber sichergestellt werden, daß systematische Fehler unbedingt 
vermieden werden. Solche systematischen Abweichungen, wie sie zum Beispiel 
die analysierten Windfelder des EZMW im Herbst des Jahres 1984 aufweisen, 
sind nicht akzeptabel. Systematische Abweichungen einer solchen Größenord­
nung enthalten die Schubspannungsfelder des EZMW, die auf den first guess- 
Feldern basieren, in den ersten vier Monaten des Jahres 1985 nicht. Aller­
dings zeigt die räumliche Auflösung der Schubspannungsfelder keine grundle­
genden Verbesserungen gegenüber den analysierten Windfeldern des EZMW.
Aber auch für die first guess-Felder dürfte die Verwendung verbesserter 
Korrelationsfunktionen Fortschritte in der Auflösung kleinskaliger Schwan­
kungen ergeben. Denn im Rahmen des Datenassimilationsschemas findet eine 
wechselseitige Beeinflussung der analysierten Felder und der first guess- 
Felder statt, da die first guess-Felder Eingabefelder für die Optimale In­
terpolation zur Erstellung der analysierten Felder sind.
Zunächst jedoch können die Resultate dieser Arbeit dazu benutzt werden, die 
Varianz vorhandener Gitterpunktfelder bei kleinen Wellenlängen zu erhöhen. 
Die so modifizierten Gitterpunktfelder erlauben dann verbesserte Möglich­
keiten der Untersuchungen der Wechselwirkung Ozean-Atmosphäre durch die 
Einbeziehung von kleineren räumlichen Skalen der atmosphärischen Windfel­
der.
ANHANG A
Bedingungen zur Berechnung der Korrelationskoeffizienten als Funktion des 
Abstandes zwischen Beobachtungen
Zu prüfen ist, welche Voraussetzungen gemacht werden müssen, um den Korre­
lationskoeffizienten nach (8.2) nur als Funktion des Abstandes r bestimmen 
zu können. Dazu kann man zunächst von der Strukturfunktion D(r) ausgehen. 
Diese ist für homogene Felder eine alleinige Funktion des Abstandes r zwi­
schen Beobachtungen:
(Ä 1) Dir) = (X-Y) 2
Daher wird im folgenden der Zusammenhang der Strukturfunktion mit der Kor­
relationsfunktion abgeleitet. Dabei wird Bezug genommen auf eine Arbeit von 
Wickert, 1971.
Eine Umformung liefert:
(A 2) D(r) = X* + Y* - ~2XY~
Wenn das Feld homogen ist, also Mittelwert und Varianz konstant sind, gilt: 
( A 3 )  T  = Y~ und X 1 = Y*
Aus (A 2) und (A 3) ergibt sich dann durch Addition von X 2 - X Y = 0 :
(A 4) D(r) = 2 ( X* - T z - i x T  - X Y))
Die Einführung der Kovarianzfunktion cov(r) oder der Korrelationsfunktion 
R(r) liefert dann den folgenden Zusammenhang zwischen der Strukturfunktion 
und der Korrelationsfunktion:
U 5 )  Dir) = 2  icoviO) - covir)) 
oder
iA 6) Dir) = 2  varix) (1 -Rir) )
mit der Varianz var(X) des homogenen Feldes. Dieser Zusammenhang ist nur 
gültig unter der Voraussetzung der Homogenität der Felder hinsichtlich 
Mittelwert und Varianz. Das ist bei der Berechnung der Korrelationsfunktio­
nen der Beobachtungen aus den Strukturfunktionen zu beachten.
Die Voraussetzung der Homogenität der Felder hinsichtlich Mittelwert und 
Varianz kann relativ einfach überprüft werden. Denn im Gegensatz zur Auto­
kovarianz sind diese Größen verhältnismäßig einfach zu berechnen oder ste­
hen bereits als klimatologische Karten in Atlanten (z.B. Isemer und Hasse, 
1987) zur Verfügung.
Es soll nun geprüft werden, ob diese Voraussetzungen hinsichtlich der Homo­
genität der Felder bezüglich Mittelwert und Varianz auch gemacht werden 
müssen, wenn der Korrelationskoeffizient der Beobachtungen als alleinige 
Funktion des Abstandes, ohne die Berücksichtigung des Beobachtungsortes, 
berechnet werden soll.
Dazu wird folgendes angenommen:
- Rj(r) sei die Korrelation von m-Beobachtungspaaren X2 und Yj, die in einem 
festen Abstand r voneinander an den festen Positionen PX1 und PY1 jeweils 
gleichzeitig beobachtet wurden.
- R2(r) sei die Korrelation von n-Beobachtungspaaren X2 und Y2, die in einem 
festen Abstand r voneinander an den festen Positionen Px2 und PY2 jeweils 
gleichzeitig beobachtet wurden.
- R(r) sei der Korrelationskoeffizient von (m+n)-Beobachtungspaaren X und 
Y. Die X-Beobachtungen setzen sich zusammen aus den Beobachtungen Xi und 
X2 an den festen Positionen PX1 und Px2, die Y-Beobachtungen aus den Beob­
achtungen Yx und Y2 an den festen Positionen PY1 und PY2. Die Abstände 
zwischen den Positionen der Beobachtungen entsprechen dem festen Wert r 
nur zwischen PX1 und PY1 sowie Px2 und PY2, alle anderen Abstände zwischen 
den Beobachtungsorten sollen davon verschieden sein. Die Positionen
Pxl. Pyi> px2 und PY2 sind nicht untereinander identisch.
Ri(r) und R2(r) sind somit abhängig vom Abstand zwischen den Beobachtungen 
und vom Ort der Beobachtungen. R(r) ist dagegen nur eine Funktion des Ab­
standes zwischen den Beobachtungen, da die X- und die Y-Beobachtungen nicht 
immer jeweils am selben Ort gemacht wurden. Es soll jetzt also untersucht 
werden, welche Voraussetzungen erfüllt sein müssen, damit der mittlere 
Korrelationskoeffizient R(r), berechnet als das mit der Anzahl der Beobach­
tungspaare gewichtete Mittel aus den Einzelkorrelationen R^r) und R2(r), 
und der Korrelationskoeffizient R(r) gleich sind. Es soll also gelten:
(A 7) j?(r) = R(r)
Mit
U S )  Rt(z) =
^pväTÖQT^växTXj
U  9) Äg<r) =
yflmrU^Y'värTYj'
(A 10) i?(r) = c o v ( X  F)
^/~väFrxJ~värTyT
, m Ri (?) n R2 <r ) 
U  11) J?(r) = . 1 . + 2
(m+n) (m+n)
ergibt sich daraus:
m cov(X1 *i) n cov(X2 Y2) _ (m+n) covjx Y)
(A 12)
Jvaz(X1) v a r ( F x) yjvar{X2) var(Y2) Jvar(X) var(Y)
Mit der Definition der Kovarianz
.. p
(A 13) cov(W Z) = —  Y , w‘iZ‘’i
■P i=i
für p-Beobachtungspaare W und Z, wobei der Index i das i-te Beobachtungs­
paar kennzeichnet, und der vereinfachten Schreibweise
<A  14) i  Y,K'iz>i = 7  i > ' z/
^  i=x ^
ergibt sich dann:
m n (m+n)
E {x'i y/i) E {x/2 Y‘J E {x> y>)
(A 15)
jvar(Xx) var(Y1) Jvar(X2) var(Y2) Jvar(X) var(Y)
Untersucht werden soll, wann diese Gleichung erfüllt ist. Als Randbedingung 
wird angenommen, daß die Varianzen der X-Beobachtungen und der Y-Beobach- 
tungen jeweils gleich sind:
(A 16) var Xx = var X2 = var X
(A 17) var Yx - var Y2 = var Y 
Damit vereinfacht sich die Gleichung (A 15) zu
¿p n ( jd + jj)
(.A 18) Y, (X 'i y'i> + E <*2 ya) = E (x' Y>)
Mit der Annahme, daß die Mittelwerte von Xt und X2 sowie Yj und Y2 jeweils 
verschieden sind und m = n ist:
JT - TT 
(A 19) A = ^
2
~Y~ - Y~
(A 20) B = — ---- i2
ergibt sich aus Gleichung (A 18) durch Umformen der rechten Seite :
(A 21) f  {X\ Y\) ♦ £  (*'a Y>2) = £  (X\ Y\) + £  (X>2 y'a) + £  (A B)
oder
U  22) 2 *J77• ( A B )  = 0
Da m stets ungleich 0 ist, ergeben sich folgende drei Lösungsmöglichkeiten:
A = 0 und B = 0 
A = 0 und B * 0 
A * 0 und B - 0
Abschließend muß geprüft werden, welche Wertepaare von A und B die Anfangs­
bedingungen hinsichtlich der Homogenität der Varianz erfüllen.
Mit der Definition der Varianz für p-Beobachtungen W:
(A 23) var(W) = —  T '  w'2
P  ^
wobei wieder die vereinfachte Schreibweise nach Gleichung (A 14) verwendet 
wird und die Reduktion der Zahl der Freiheitsgrade außer acht gelassen 
wird, ergibt sich:
M  24) varix,) - var(X2) = var(X) = vazlX‘ ) * V a r ( ^ ) ♦ ^
U  25) variYJ - var(Y2) = var in  - VaI<Y' ) ! > B‘
Somit ist nur für A=0 und B=0, also die jeweilige Homogenität der Mittel­
werte von X und Y, die Annahme der Homogenität der Varianzen der Felder 
möglich.
Damit scheint die Forderung an die Homogenität der Felder, verglichen mit 
der Berechnung aus der Strukturfunktion weniger streng zu sein. Es ist nur 
noch gefordert, daß die Felder der Gruppe der X-Beobachtungen und der Grup­
pe der Y-Beobachtungen in sich jeweils homogen hinsichtlich von Varianz und 
Mittelwert sein sollen.
In der obigen Ableitung steckte jedoch eine weitere Annahme: Die Beobach­
tungsorte waren nicht beliebig wählbar. So durften Beobachtungen, die als
X-Beobachtungen benutzt werden, nicht noch einmal als Y-Beobachtungen be­
nutzt werden. Das schränkt die Zahl der möglichen Beobachtungspaare ein. 
Wegen der geforderten Bedingung der Homogenität können die Gebiete, in 
denen die zur Berechnung der Korrelationsfunktion herangezogenen Beobach­
tungen gemacht wurden, ohnehin nur einen begrenzten Bereich umfassen. Für 
die geringen Beobachtungsdichten auf dem Nordatlantik ist diese Einschrän­
kung der Beobachtungsorte daher kein praktikabler Ansatz. Für die zu for­
dernde beliebige Lage der Beobachtungen muß die Anfangsbedingung vielmehr 
lauten: Alle Varianzen sind gleich. Wegen der zusätzlichen Varianz, die aus 
einer Änderung des Mittelwertes resultiert, ergibt sich daraus dann auch 
die Forderung nach gleichen Mittelwerten von X- und Y-Beobachtungen. Beides 
folgt aus der obigen Ableitung zum Beispiel mit der folgenden Annahme glei­
cher geographischer Positionen der X2- und Yr Beobachtungen:
(A 26) = PY1
Damit ergeben sich dann wieder die gleichen Einschränkungen hinsichtlich 
der Homogenität der Felder wie bei der Berechnung der räumlichen Korrela­
tionsfunktionen aus den Strukturfunktionen.
Die Felder der Beobachtungen müssen hinsichtlich von Mittelwert und Varianz 
homogen sein, damit die Korrelationsfunktionen als alleinige Funktion des 
Abstandes der Beobachtungen berechnet werden kann.
ANHANG B 
Liste der verwendeten Symbole
A Mittelwert von Beobachtungen
Ac Konstante für Berechnung des Seegangalters
b Skalierungsfaktor der Gaußfunktion des EZMW
B Mittelwert von Beobachtungen
c Wellengeschwindigkeit
CD Reibungskoeffizient
C(r) Cressman Entfernungswichtung
Cq(r) Aus der Cressman Entfernungswichtung und der Methode der 
kleinsten Quadrate resultierende Entfernungswichtung
Cn (r) Autokovarianzfunktion
D(r) Strukturfunktion
En (k) spektrale Energiedichte
f Coriolisparameter
fj Beobachtung
k Wellenzahl
p Luftdruck
P geographische Position von Beobachtungen
p analysierter Druckwert am Gitterpunkt
r Abstand - Gitterpunkt-Gitterpunkt
- Gitterpunkt-Beobachtung
- Beobachtung-Beobachtung
rc Konstante für Berechnung des Seegangalters
R Einflußradius der Polynommethode
R(r) Korrelationskoeffizient
RA(r) Autokorrelationskoeffizient
S Summe der Abstandsquadrate der Polynommethode
tc Wirkzeit
TLv virtuelle Lufttemperatur
virtuelle Wassertemperatur
U Betrag der Windgeschwindigkeit
U10 Windgeschwindigkeit in 10 m Höhe
u Ost-Komponente des Windes, nach Osten positiv
Ost-Komponente des geostrophisehen Windes, nach Osten 
positiv
analysierte Ost-Komponente des geostrophisehen Windes 
am Gitterpunkt, nach Osten positiv 
Nord-Komponente des Windes, nach Norden positiv 
Nord-Komponente des geostrophisehen Windes, nach Norden 
positiv
analysierte Nord-Komponente des geostrophisehen Windes
am Gitterpunkt, nach Norden positiv
Beobachtung
relative Wichtung von Druck- und Windbeobachtungen 
Abstand Beobachtung-Gitterpunkt in West-Ost-Richtung 
Wirk länge 
Beobachtung
Abstand Beobachtung-Gitterpunkt in Süd-Nord-Richtung
Beobachtung
Beobachtung
Seegangalter (wave age)
geographische Breite
Wellenlänge
geographische Länge
Gaußfunktion
Luftdichte
Schubspannung
Ost-Komponente der Schubspannung, nach Osten positiv 
Nord-Komponente der Schubspannung, nach Norden positiv 
Ortskoordinate
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