The improvement in the climatological behavior of a numerical model as a consequence of the assimilation of surface data is investigated. The model used for this study is a quasigeostrophic (QG) model of the Gulf Stream region. The data that have been assimilated are maps of sea surface height that have been obtained as the superposition of sea surface height variability deduced from the Geosat altimeter measurements and a mean held constructed from historical hydrographic data. The method used for assimilating the data is the nudging technique. Nudging has been implemented in such a way as to achieve a high degree of convergence of the surface model fields toward the observations.
Introduction
The major emphasis of data assimilation in ocean- in fact, how critical the dependence of the model behavior is on geometry, frictional parameterizations, and boundary conditions, as well as thermodynamic forcing. In particular, in eddy-resolving models these factors seem to affect, in a complex and still not fully understood fashion, the internal processes of eddy-mean flow interaction.
As a consequence, model-derived climatologies of the mean circulation and of the eddy field often disagree with the perception of the ocean climatology that is derived from the available observations.
In this study we investigate the possibility of improving the climatological behavior of a multilayer model by constraining the model with surface data. The model is a quasigeostrophic model of the Gulf Stream region. The surface data consist of measurements of sea surface height collected in the context of the Geosat mission.
Both model and data have been described in detail in Capotondi et al. (1995, hereafter Part I) . In Part I we have developed a dynamical framework for rationalizing the consequences of applying to the model a surface streamfunction boundary condition, which is equivalent to a surface pressure boundary condition.
In Part II we try to verify the success of this data assimilation procedure implementation. The specific question that we address in this paper is the following: how "realistic" are the subsurface fields that the model develops? That is, how effective are surface data in improving the model behavior? To answer this question we present the comparison between the results of the assimilation experiment and some of the available observations.
In this regard we consider the experiment in which the total (mean plus eddies) surface streamfunction is assimilated. This experiment has been described in Part I.
As emphasized in Part I, the approach we have adopted in this study is to assume complete and uniformly accurate surface information. Although appropriate for understanding the dynamical implications of a surface pressure boundary condition as discussed in Part 1, this assumption needs some further comments in the present context. In fact, the surface data that we assimilate cannot be expected to be uniformly accurate. They include a mean component that has been derived from climatological hydrographic data by using the dynamic method. The choice of such a long-term mean field as the missing mean component of the Geosat data set, which is only two years long, represents a likely source of error, as well as the assumptions involved in the application of the dynamic method. The altimeter data, on the other hand, have a space-time resolution that cannot be expected to resolve all the dynamically relevant scales (Wunsch 1989b) . Spacetime interpolation of these data allows the definition of eddy streamfunction values at each model grid point and at time intervals short enough to justify a continuous assimilation in time. However, the accuracy of these objectively created maps is not uniform, but it varies in space as a function of the original data distribution (Wunsch 1989a) . Therefore, when considering the comparison with other independent observations, we need to consider the limitations of the surface streamfunction fields _bo_ that have been assimilated. In the spirit of this study, we omit a rigorous error analysis.
Our approach here is to consider the maps of_kob_ as a better description of the surface ocean circulation with respect to the one derived from the unconstrained model. However, to be able to assess the impact of inaccuracies in _bobson the assimilation results, we discuss in section 2 the capability of the interpolated Geosat data to capture basic aspects of the surface eddy fields.
To better appreciate the comparison with observations, we briefly describe in section 3 the characteristics of the model climatology when no surface data constraint is applied.
This numerical simulation, which represents a control model run, is started from the same initial conditions used in the assimilation experiments and uses the same boundary conditions, as well as the same forcing and friction coefficients.
It is, therefore, completely equivalent to the assimilation experiments except for the absence of any surface data constraint.
The comparison with observations is presented in section 4. We consider aspects of the mean circulation, as well as aspects of the eddy climatology, including position and intensity of the mean Gulf Stream and its southern recirculation and distribution of eddy kinetic energy with depth. A large part of our analysis is devoted to the comparison of the results of the assimilation experiment with the current meter data from the SYNOP east array. These data were collected during a period of time partially overlapping the Geosat mission. They are available at different locations within the Gulf Stream system and at different depths, the shallowest being about 250 m and the deepest about 4000 m. This dataset, thus, offers a unique opportunity for investigating how the surface eddy signal is "projected" downward at different depths and how "realistic" the deep signature of the surface edd_ information is.
We conclude in section 5 with a dynamical interpretation of these comparisons and a discussion of the results.
The assimilated eddy fields
The Geosat dataset, as well as the interpolation procedure used for creating eddy streamfunction maps at constant time intervals, has been described in Part I.
Here we discuss the capability of these maps to capture basic features of the surface eddy field. As an example of a typical interpolated map, we show in Fig. la 20  24  269  522  4018  21  23  244  497  3992  21  24  247  500  1008  1516  3995  22  25  485  3996  23  23  499  1007  1510  3997  24  22  485  3997  25  21  499  1006  1510  3996  27  20  484  3995  27  19  500  1007  1511  3997  28  17  246  500  3995  29  16  252  505  1012  1520  3999  29  15  247  500  3996  30  13  497  4008 JOURNALOF PHYSICALOCEANOGRAPHY VOLUME25 et al. (1990) , the area with values greater than 2000 cm 2 s 2 is even larger than in Richardson's (1983b) . The values we find, on the other hand, are slightly smaller than 2000 cm 2 s 2 with an isolated maximum of about 2400 cm 2 s -2 at 38°N, 64°W. The reason for our smaller values is clearly in the smoothing effect produced by the statistical interpolation, which filters out small scales, especially the spatial ones contained by the data in the alongtrack direction. This is illustrated in Fig. 6 , where two of the original profiles of sea surface height (solid line) along the tracks shown in Fig. 6c are compared with the ones obtained by reprojecting the interpolated data on the same days along the same tracks. The abscissa in the figures gives the increasing latitude along the ascending tracks. We can see that the finer scales have been removed and the peak values reduced.
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The eddy kinetic energy level and distribution is one of the quantities that models are often not able to reproduce correctly (Schmitz and Holland 1982; Schmitz and Thompson 1992) . One of the aspects we want to analyze in this work is the way the model extrapolates the eddy intensity of the surface data to the subsurface layers. Therefore, we are interested in assimilating surface data with the "correct" energy level. The eddy kinetic energy distribution calculated geostrophically from our statistically interpolated fields is shown in Fig. 5a The consequences of the interpolation procedure on the characteristics of the wavenumber spectra are illustrated in Fig. 7 , where we compare the wavenumber spectra in the alongtrack direction obtained from the original data (solid lines) with the corresponding spectra obtained from the interpolated data (dotted lines).
Eighteen repeats, at intervals of 34 days, have been used for the evaluation of the spectra in Fig. 7 . The two panels correspond to the same two tracks shown in Fig. 6c with panel a (b) corresponding to track A ( B ). The spectra from the interpolated data are practically coincident with the spectra from the original data at wavelengths longer than approximately 240 km, while at shorter wavelengths the energy level is considerably reduced.
These results are also consistent with the analysis of Ezer et al. (1993) on the effects of the interpolation parameters on the amplitude of the variability.
The procedure adopted by Le Traon et al. (1990) was to compute the geostrophic velocities and the associated kinetic energy directly from the alongtrack slopes assuming isotropy. They then averaged the kinetic energy values in 2°squares and performed an optimal interpolation to map them. The reduced gradients in the sea surface height profiles in the alongtrack direction resulting from the statistical interpolation procedure, therefore, can explain the differences between our results and the results of Le Traon et al.
(1990). We should notice, however, that the maximum values of eddy kinetic energy seem to be very sensitive to the particular procedure used to average the data in space and time. In fact, the map of eddy kinetic energy obtained by processing the drifter data in the same way as the Geosat data (Le Traon et al. 1990 ) shows reduced peak values, which are very similar to the ones we obtain. We can conclude, therefore, that the eddy kinetic We have also performed a running average over three wavenumber bins in the periodograms. This leads to approximately 90 degrees of freedom, which is the value used to compute the confidence interval shown in the figures.
energy distribution associated with the interpolated data that we are going to assimilate into the model can be considered in reasonably good agreement with the other available estimates of this quantity.
The "control run"
This numerical experiment is started from the same initial conditions used for the assimilation experiments as described in Part |: layers 1, 2, and 3 are initialized with the climatological fields shown in Fig. l of Part I, while the two bottom layers are motionless.
The climatological fields also supply the streamfunction distributions along the open boundaries of layers l, 2, and 3 that are used as boundary conditions in all experiments.
A detailed description of the boundary conditions is given in Part I. The numerical simulation has been carried out for 20 years to allow the model fields to reach a statistical equilibrium• We have monitored the evolution of the total kinetic energy for assessing the achievement of the statistical steady state. The climatology of this model has been computed over the last four years of the numerical integration. The mean streamfunction fields in the five model layers are shown in Fig. 8 . In the three upper layers, we notice the mean Gulf Stream entering at the western boundary as a thin boundary jet, overshooting at Cape Hatteras before leaving the coast, and flowing eastward as an almost zonal jet. Two very intense inertial recirculation gyres are observed in the western half of the domain. They seem to be responsible for the rapid depletion of the jet and for its limited penetration scale.
Experiments performed by Marshall and Marshall (1992) with a reduced gravity model suggest that the characteristics of the inertial recirculation and the consequent penetration scale of the jet can be affected by the boundary condition used to describe the jet entering at the western boundary.
The rationale behind their results is that the profile chosen for the jet at the western boundary establishes a relationship between streamfunction and potential vorticity with a given value of the parameter a = dq/dg/. Depending on the sign of a, either Fofonoff-like solutions (a > 0) or modonlike solutions (a < 0) can be excited in a resonant fashion. In the first case the jet can cross the whole domain, while in the second case a tight recirculation close to the western boundary is expected. The characteristics of the recirculation in our solution are consistent with these results, even if the context of the present model simulation is more complex than the simple idealized experiment of Marshall and Marshall. In the interior the recirculation appears broader and suggestive of the Sverdrup balance. An auxiliary experiment performed with the wind stress turned off(Capotondi 1993 ) confirms, in fact, the wind-driven nature of the interior recirculation. The position of the eastward flowing jet, on the other hand, appears associated with the outflow boundary conditions prescribed at the eastern boundary. The broad nature of this outflow, as well as the absence of any northern recirculation gyre inflow at the eastern boundary, are responsible for the flow tendency to "fill" the northern half of the domain. The branch of the stream that reaches the northern boundary is forced to recirculate in a tight gyre, almost barotropic in character, by the no-flow conditions prescribed at this boundary.
All the above features of the mean circulation (separation of the Gulf Stream from the coast, zonal character of the eastward flowing jet, inertial recirculation much too intense and localized in the western half of the domain, recirculation gyre at the northern boundary) appear in disagreement with the perception of the mean circulation in this area that is derived from ob- As an example, Fig. 9 shows a typical instantaneous state on a particular day toward the end of the integration.
Only the streamfunctions for the first, third, and fifth layer are shown for brevity. The far field is dominated by intense eddies of barotropic nature, whose characteristic length scales appear to be much larger than the ones typical of ocean variability (Le Traon et al. 1990 ). Wavenumber spectra of the model sea surface height variability along some of the Geosat tracks yield mean wavelengths two to three times larger than the ones derived from wavenumber spectra of the Geosat data themselves (Capotondi 1993) . The most energetic part of the flow, including the strong westward flow associated with the inertial recirculation gyres, seems to be confined in all five layers to the western half of the domain.
Therefore, we may expect that the instability processes leading to eddy production will mainly take place in this area. corresponding map obtained from the model simulation (Fig. 10a) is far from realistic both in pattern and intensity.
The discrepancy in pattern is obviously associated with the mean position of the model jet, which as mentioned before leaves the coast a little past Cape Hatteras and remains at a latitude that is too far south with respect to the position of the real Gulf Stream. The eddy kinetic energy in the model simulation is at least 50% higher than in Richardson's map. Also at depth the level is far too high when compared with the abyssal eddy kinetic energy picture constructed by Schmitz (1984) . These unrealistically high eddy kinetic energy values can be probably explained with intense instability processes taking place in the western half of the domain.
In this area, in fact, the model jet is very narrow and energetic, thus favoring barotropic insta-
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. ciencies, which in different ways and to different extents are common to any ocean model, are mainly associated with the path of the model stream and with the distribution and intensity of the eddy kinetic energy. From a spectral point of view, the model reveals a high degree of complexity and richness in its spatial and temporal scales. However, the typical model length scales are larger than the ones associated with the mesoscale eddy field in the ocean. Also, a large component of the timedependent motion is given by barotropic signals that appear to organize themselves in basin-mode structures for which no evidence has been found in observations.
In the following section we analyze how this scenario is altered by the assimilation of surface data.
Comparison of the assimilation results with observations
The assimilation experiment we consider in this section is the one in which the total surface streamfunction (mean plus eddies) is assimilated into the model. This experiment is described in Part I. The mean streamfunction fields in the five model layers for this experiment are shown in Fig. l l. We concentrate here on the comparison of a few aspects of the mean circulation, as well as on some characteristics of the model eddy field.
a. The mean circulation
A comparison of the mean circulation obtained when no data assimilation is applied (Fig. 8 ) with the mean circulation obtained when a total surface streamfunction field is assimilated (Fig. 11 ) shows the effectiveness of surface data, when strongly nudged into the model, in modifying the model behavior in all layers. A more direct comparison is presented in Fig. 12 tions almost as large as 50% during the three 9-month deployments of the POLYMODE Array II (Schmitz and McCartney 1982) . Therefore, the difference we find in the westward flow around 36°N seems to be within the range of the observed variability.
At 4000 m the sequence of zonal jets observed in the model profile is in remarkable agreement with the profile from the POLYMODE current meter measurements over the range of latitude covered by the current meter array. Notice, in particular, the presence in the solid profile of a westward flow around 39°N that represents the model expression of the northern recirculation.
Even though no northern recirculation gyre is present in the surface climatological field that is assimilated, the deep flow, which is essentially eddy driven, does have this feature. However, the amplitudes of both the Gulf Stream and its countercurrents are underestimated in the model with respect to the current meter measurements.
In layer 4 the amplitude of the zonal currents is in better agreement with the observations. However, The comparison with Owen's velocity profiles at 55°W is shown in Fig. 14, while • . , -, . ! 167 tropic" character of the eddy-driven flow is limited close to the surface by the surface data constraint that is applied there.
In Fig. 15 we can notice a shift of approximately 1.5°in the two velocity profiles at 4000 m. The velocity structure from the model at this depth is in relatively good agreement in Fig. 13 with the POLYMODE Array II current meter measurements. Hogg (1990) shows that the mean velocity pattern obtained from the SYNOP east array is qualitatively consistent with the pattern from the POLYMODE Array II data. However, the velocity section at 55°W that Hogg has constructed by using both datasets simultaneously shows that a northward shift of the POLYMODE data would yield a more consistent composite section. The reason for these differences in the position of the deep currents is not clear. A displacement of the mean deep Gulf
Stream at the times of the two mooring deployments seems to be the most plausible explanation. However, in this case we would expect a better agreement between the deep flow in the assimilation experiment and the measurements at the SYNOP East Array than with the POLYMODE measurements. The time period of the Geosat data that have been assimilated is, in fact, partially overlapping with the time period of the measurements at the SYNOP east array. The Geosat data cover the period November 
b. The eddy field
We consider now aspects of the eddy field in the model subsurface layers when the Geosat data are assimilated at the surface. We start this analysis with a direct comparison of the eddy velocity time series measured at the SYNOP East Array with model-derived eddy velocity time series during the overlapping period. We will concentrate, in particular, on the measurements collected at the mooring near 40.86°N, 54.7°W. This mooring is equipped with current meters at five different depths: approximately 250, 500, 1000, 1500, and 4000 m ( Table 1 ) . The comparison is shown in Fig. 16 . Figure  16a describes the time evolution of the zonal velocities, while 
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The comparison at 247 m shows characteristics similar to the ones observed in the comparison between the current meter measurements and the Geosat data shown in Fig. 3 . The most energetic, low-frequency events present in the current meter time series are captured also by the model time series even if discrepancies in amplitude or in phase can sometimes be observed. The quality of the comparison near the surface is thus determined by the characteristics of the Geosat data. The degree of agreement between in situ data and model estimates appears to remain approximately the same at 500, 1000, and 1500 m. The corresponding correlation coefficient is about 0.7. At these depths the velocity signals are approximately equivalent barotropic both in the model and in the data; that is, their amplitudes decrease with depth, but their phase lines are almost vertical. Notice, in particular, the very energetic event that is observed in the zonal velocity record between day 170 and day 220 (corresponding to 16 February and 6 April 1988, respectively) . This event seems to be associated with the evolution of an energetic eddy as seen in Fig. ! wavenumber relationship.
In fact, the spectral components that show a correct time dependence might be associated with incorrect wavenumbers due to aliasing problems.
The aliasing issue in the Geosat dataset has been discussed in detail by Wunsch (1989b) .
A definitive answer is not yet available due to the complex pattern of the satellite measurements.
However, we can anticipate, for example, that plane waves with crests parallel to the satellite arcs will be easily aliased to waves with zero wavenumber if the cross-track sampling is too coarse. It can also be shown that waves whose Fig. 16 show a decreasing amplitude with depth but no significant phase shift in time. The phase lines are almost vertical.
This evidence of an equivalent barotropic character in the observations is consistent with having weak gradients in the mean potential vorticity fields. The current meter measurements in Fig. 16 were recorded at a location in the Gulf Stream where the eddy field is most intense. Therefore, the possibility of a "well mixed" potential vorticity distribution appears plausible, at least on the basis of the potential vorticity dynamics observed in quasigeostrophic models. This hypothesis also seems to be confirmed by the analysis of the SYNOP data performed by Hogg (1992). In our assimilation results the potential vorticity fields in layers 2 and 3 show areas in which the potential vorticity gradients have been eroded by the turbulent eddy field, especially in the Gulf Stream and southern recirculation ( Fig. 13 in Part I). In layers 4 and 5, on the other hand, the mean potential vorticity contours are dominated by the fly term in a large part of the domain. At these depths the eddy field appears to be too weak to efficiently mix the potential vorticity. A possible interpretation of the time series comparison in Fig. 16 The maximum values in Fig. 18 tend to be lower than the ones in Fig. 5a . The absolute maximum is observed around 65°W in both cases, but in Fig. 18 it is only 1500 cm 2 s -2 instead of 2000 cm 2 s-2, as observed in Fig. 5a Fig. 5b , the ratio between the Gulf Stream and the interior values is about 10. In the deep ocean, on the other hand, the eddy kinetic energy falls off from the Gulf Stream to the interior by two orders of magnitude, ranging from values around 100 cm 2 s -2 in the proximity of the Gulf Stream to values of only 1 cm 2 s -2 in the interior (Schmitz 1984 ). An estimate of abyssal eddy kinetic energy computed by Weatherly (1984) is reproduced in Fig. 19 . This map was constructed by using measurements recorded at depths much below the main thermocline, typically around 4000 m. Therefore, the distribution in Fig. 19 should be compared with the assimilation results in the model layer 5 whose middle depth is 3900 m.
The comparison between the eddy kinetic energy distribution in the model upper layer (Fig. 18a ) with the surface eddy kinetic energy from the drifter data (Fig. 5b) shows a very similar pattern but reduced maximum values in the assimilation results. The lower energy level observed in Fig. 18 can be partially attributed to the characteristics of the assimilated eddy maps. As discussed in section 2, the interpolation procedure used to construct the eddy maps smooths the sea sur- face height gradients and thus determines a reduction of the geostrophic eddy velocities. Some degree of damping associated with the nudging procedure might be responsible for a further reduction of the upperlayer eddy kinetic energy in the assimilation results. The eddy kinetic energy observed in the fifth model layer (Fig. 18c) has maximum values generally lower than in Fig. 19 . Values of 100 cm 2 s -2 are found in the model as isolated patches in contrast with the more extensive tongue of values above 100 cm 2 s 2 that is observed in Weatherly's map (Fig. 19 ) kinetic energy tends to remain much more constant than in the data. The possibility that some fraction of eddy energy may excite the barotropic basin modes discussed in section 3 appears as the most likely explanation for the eddy kinetic energy distribution in the model's deepest layers.
Discussion and conclusions
We have tried to assess how much closer to reality the model behavior becomes when surface data are assimilated.
To 
