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Approximation Algorithms and LP Relaxations for Scheduling
Problems Related to Min-Sum Set Cover∗
Felix Happach† Andreas S. Schulz†
Abstract
We consider single-machine scheduling problems that are natural generalizations or variations
of the min-sum set cover problem and the min-sum vertex cover problem. For each of these
problems, we give new approximation algorithms. Some of these algorithms rely on time-indexed
LP relaxations. We show how a variant of alpha-point scheduling leads to the best-known
approximation ratios, including a guarantee of 4 for an interesting special case of the so-called
generalized min-sum set cover problem. We also make explicit the connection between the
greedy algorithm for min-sum set cover and the concept of Sidney decomposition for precedence-
constrained single-machine scheduling, and show how this leads to a 4-approximation algorithm
for single-machine scheduling with so-called bipartite OR-precedence constraints.
Keywords: scheduling; precedence constraints; min-sum set cover; linear programming relaxation;
approximation algorithm
MSC classes: 90B35; 90C05; 68W25
1 Introduction
We consider the problem of scheduling jobs subject to AND/OR-precedence constraints on a single
machine. These scheduling problems are closely related to (precedence-constrained) min-sum set
cover [16, 17, 38] and generalized min-sum set cover [4, 5, 46, 29]. Let N = A∪˙B be the set of n
jobs with processing times pj ≥ 0 and weights wj ≥ 0 for all j ∈ N . The precedence constraints
are given by a directed graph G = (N,E∧∪˙E∨), where (i, j) ∈ E∧ ∪ E∨ means that job i is a
predecessor of job j. The arcs in E∧ ⊆ (A × A) ∪ (B × B) and E∨ ⊆ A × B represent AND-
and OR-precedence constraints, respectively. That is, a job in N requires that all its predecessors
w.r.t. E∧ are completed before it can start. A job in B, however, requires that at least one of its
predecessors w.r.t. E∨ is completed beforehand. The set of OR-predecessors of job b ∈ B is denoted
by P(b) := {a ∈ A | (a, b) ∈ E∨}. Note that P(b) might be empty for some b ∈ B.
A schedule C is an ordering of the jobs on a single machine such that each job j is processed
non-preemptively for pj units of time, and no jobs overlap. The completion time of j ∈ N in the
schedule C is denoted by Cj. A schedule C is feasible if (i) Cj ≥ max{Ci | (i, j) ∈ E∧} + pj
∗This work has been supported by the Alexander von Humboldt Foundation with funds from the German Federal
Ministry of Education and Research (BMBF). An extended abstract of an earlier version of this paper is scheduled
to appear in Proceedings of WAOA 2019.
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for all j ∈ N (AND-constraints), and (ii) Cb ≥ min{Ca | a ∈ P(b)} + pb for all b ∈ B with
P(b) 6= ∅ (OR-constraints). The goal is to determine a feasible schedule C that minimizes the sum
of weighted completion times,
∑
j∈N wjCj. We denote this problem by 1 | ao-prec = A∨˙B |
∑
wjCj ,
in an extension of the notation of Erlebach, Ka¨a¨b and Mo¨hring [15] and the three-field notation
of Graham et al. [23]. This scheduling problem is NP-hard. In fact, it generalizes a number of
NP-hard problems, as discussed below. Therefore, we focus on approximation algorithms. Let
Π be a minimization problem, and ρ ≥ 1. Recall that a ρ-approximation algorithm for Π is a
polynomial-time algorithm that returns, for every instance of Π, a feasible solution with objective
value at most ρ times the optimal objective value. If ρ does not depend on the input parameters,
we call the algorithm a constant-factor approximation.
As already indicated, the scheduling problem we consider is motivated by its close connection
to (min-sum) set covering problems. Figure 1 gives an overview of related problems, which we
describe briefly in the following paragraphs.
Min-Sum Set Cover. The most basic problem is min-sum set cover (MSSC), where the input
consists of a hypergraph with vertices V and hyperedges E . Given a linear ordering of the vertices
f : V → |V |, the covering time of hyperedge e ∈ E is defined as f(e) := minv∈e f(v). The goal is to
find a linear ordering of the vertices that minimizes the sum of covering times,
∑
e∈E f(e). MSSC
is indeed a special case of 1 | ao-prec = A∨˙B | ∑wjCj : we introduce a job in A for every vertex of
V and a job in B for every hyperedge in E , and we set pa = wb = 1 and pb = wa = 0 for all jobs
a ∈ A and b ∈ B. Further, we let E∧ = ∅ and introduce an arc (a, b) ∈ E∨ in the precedence graph,
if the vertex corresponding to a is contained in the hyperedge corresponding to b.
MSSC was first introduced by Feige, Lova´sz and Tetali [16], who observed that a simple greedy
heuristic due to Bar-Noy et al. [7] yields an approximation factor of 4. Feige et al. [16] simplified
the analysis via a primal/dual approach based on a time-indexed linear program. In the journal
version of their paper, Feige et al. [17] also proved that it is NP-hard to obtain an approxima-
tion factor strictly better than 4. The special case of MSSC where the hypergraph is an ordinary
graph is called min-sum vertex cover (MSVC), and is APX-hard [17]. Feige et al. [16, 17] pro-
vided a 2-approximation for MSVC that is also based on a time-indexed linear program and uses
randomized rounding. Iwata, Tetali and Tripathi [30] improved the rounding scheme to obtain a
1.79-approximation for MSVC using the same linear program.
Munagala et al. [39] generalized MSSC by introducing non-negative costs cv for each vertex
v ∈ V and non-negative weights we for each hyperedge e ∈ E . Here, the goal is to minimize
the sum of weighted covering costs,
∑
e∈E wef(e), where the covering cost of e ∈ E is defined as
f(e) := minv∈e
∑
w:f(w)≤f(v) cw. The authors called this problem pipelined set cover and proved,
among other things, that the natural extension of the greedy algorithm of Feige et al. for MSSC
still yields a 4-approximation. Similar to MSSC, one can model pipelined set cover as an instance
of 1 | ao-prec = A∨˙B | ∑wjCj.
Munagala et al. [39] posed as an open problem whether there is still a constant-factor ap-
proximation for pipelined set cover, if there are AND-precedence constraints in form of a partial
order ≺ on the vertices of the hypergraph. That is, any feasible linear ordering f : V → |V |
must satisfy f(v) < f(w), if v ≺ w. This question was partly settled by McClintock, Mestre and
Wirth [38]. They presented a 4
√|V |-approximation algorithm for precedence-constrained MSSC,
which is the extension of MSSC where E∧ = {(a′, a) ∈ A × A | a′ ≺ a}. The algorithm uses a√|V |-approximative greedy algorithm on a problem called max-density precedence-closed subfam-
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Figure 1: Overview of related problems and results. An arrow from problem Π1 to Π2 indicates that Π2
generalizes Π1. Problems in rectangular frames are explicitly considered in this paper, and our results are
depicted in bold. Lower bounds indicated with “??” are assuming hardness of the planted dense subgraph
problem [8].
ily. The authors also propose a reduction from the so-called planted dense subgraph conjecture [8]
to precedence-constrained MSSC. Roughly speaking, the conjecture says that for all ε > 0 there
is no polynomial-time algorithm that can decide with advantage > ε whether a random graph on
m vertices is drawn from (m,mα−1) or contains a subgraph drawn from (
√
m,
√
m
β−1
) for certain
0 < α, β < 1.1 If the conjecture holds true, then this implies that there is no O(|V |1/12−ε)-
approximation for precedence-constrained MSSC [38].
The ordinary set cover problem [33] is also a special case of 1 | ao-prec = A∨˙B | ∑wjCj: we
can introduce a job in A with pa = 1 and wa = 0 for every vertex of the hypergraph, a job in
B with pb = wb = 0 for every hyperedge, and an arc (a, b) ∈ E∨ in the precedence graph, if the
vertex corresponding to a is contained in the hyperedge corresponding to b. Further, we include
an additional job x in B with px = 0 and wx = 1, and introduce an arc (b, x) ∈ E∧ for every
job b ∈ B \ {x}. If the set cover instance admits a cover of cardinality k, we first schedule the
corresponding vertex-jobs in A, so all hyperedge-jobs are available for processing at time k. Then
job x can complete at time k, which gives an overall objective value of k. Similarly, any schedule
with objective value equal to k implies that all hyperedge-jobs are completed before time k, so
there exists a cover of size at most k. Recall that set cover admits an ln(m)-approximation [32,
36], where m is the number of hyperedges, and this is best possible, unless P=NP [13].
1A random graph drawn from (m,p) contains m vertices and the probability of the existence of an edge between
any two vertices is equal to p.
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New Approximation Algorithms. W.l.o.g., suppose that E∧ is transitively closed, i.e. (i, j) ∈
E∧ and (j, k) ∈ E∧ implies (i, k) ∈ E∧. We may further assume that there are no redundant
OR-precedence constraints, i.e. if (a, b) ∈ E∨ and (a′, a) ∈ E∧, then (a′, b) /∈ E∨. Otherwise we
could remove the arc (a, b) from E∨, since any feasible schedule has to schedule a
′ before a. Let
∆ := maxb∈B |P(b)| be the maximum number of OR-predecessors of a job in B. One can see
that ∆ is bounded from above by the cardinality of a maximum independent set in the induced
subgraph on E∧ ∩ (A×A). Note that ∆ is often relatively small compared to the total number of
jobs. For instance, if the precedence constraints are derived from an underlying graph, where the
predecessors of each edge are its incident vertices (as in MSVC), then ∆ ≤ 2. Our first result is
the following.
Theorem 1. There is a 2∆-approximation algorithm for 1 | ao-prec = A∨˙B, pj ∈ {0, 1} |
∑
wjCj.
Moreover, for any ε > 0, there is a (2∆+ε)-approximation algorithm for 1 | ao-prec = A∨˙B | ∑wjCj .
The proof of Theorem 1 is contained in Section 2. First, we exhibit a randomized approximation
algorithm for 1 | ao-prec = A∨˙B, pj ∈ {0, 1} |
∑
wjCj, i.e. if all processing times are 0/1, and then
we show how to derandomize it. This proves the first part of Theorem 1.
A natural question that arises in the context of real-world scheduling problems is whether
approximation guarantees for 0/1-problems still hold for arbitrary processing times. As observed
by Munagala et al. [39], the natural extension of the greedy algorithm for MSSC still works, if
the processing times of jobs in A are arbitrary, but all jobs in B have zero processing time, and
there are no AND-precedence constraints. Once jobs in B have non-zero processing times, their
analysis of the greedy algorithm fails. Our algorithm can be extended to arbitrary processing times
(which proves the second part of Theorem 1) and, additionally, release dates. In Section 4, we
also provide a 4-approximation algorithm for 1 | ao-prec = A∨˙B | ∑wjCj with E∧ = ∅, i.e., for
single-machine scheduling with bipartite OR-precedence constraints. Since E∧ = ∅, this problem
is a special case of scheduling with OR-precedence constraints only, and we therefore denote it
by 1 | or-prec = bipartite | ∑wjCj. The algorithm in Section 4 generalizes the greedy algorithm
of [39], and is the first constant-factor approximation for bipartite OR-scheduling.
Note that the result of Theorem 1 improves on the algorithm of [38] for precedence-constrained
MSSC in two ways. First, the approximation factor of 2∆ does not depend on the total number
of jobs, but on the maximum number of OR-predecessors of a job in B. In particular, we immedi-
ately obtain a 4-approximation for the special case of precedence-constrained MSVC. Secondly, the
algorithm works for arbitrary processing times, additional AND-precedence constraints on B ×B,
and it can be extended to non-trivial release dates rj ≥ 0 of the jobs. Note that, in general, ∆ and√|V | are incomparable. In most practically relevant instances, ∆ should be considerably smaller
than
√|V |.
It is important to highlight that the approximation factor of 2∆ in Theorem 1 does not con-
tradict the conjectured hardness of precedence-constrained MSSC stated in [38]. The set A in the
reduction of [38] from the planted dense subgraph problem contains a job for every vertex and every
edge of the random graph on m vertices. Each vertex-job consists of the singleton {0} whereas each
edge-job is a (random) subset of [q] := {1, . . . , q}, for some non-negative integer q. Every element
in [q] appears in expectation in mp2 many edge-jobs, where p is a carefully chosen probability. If
we interpret this as a scheduling problem, we can delete the dummy element 0 from the instance.
So the maximum indegree of a job in B = [q] (maximum number of appearances of the element)
is ∆ ≈ mp2 ≥ m 14 , see [38]. Hence the gap Ω(m 18 ) in the reduction translates to a gap of Ω(√∆)
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in our setting. Therefore, if the planted dense subgraph conjecture [8] holds true, then there is no
O(∆1/3−ε)-approximation algorithm for 1 | ao-prec = A∨˙B | ∑wjCj for any ε > 0.
Note that in the reduction from set cover to 1 | ao-prec = A∨˙B | ∑wjCj the parameter ∆ equals
the maximum cardinality of any hyperedge in the set cover instance. Hochbaum [28] presented
an approximation algorithm for set cover with a guarantee of ∆. Hence, the 2∆-approximation
of Theorem 1 does not contradict the hardness of obtaining a (1 − ε) ln(m)-approximation for set
cover [13]. If the planted dense subgraph conjecture [8] is false, then constant-factor approximations
for 1 | ao-prec = A∨˙B | ∑wjCj with E∧ ⊆ A×A may be possible. However, the reduction from set
cover shows that, in general, we cannot get a constant-factor approximation if E∧ ∩ (B ×B) 6= ∅.
Generalized Min-Sum Set Cover. A different generalization of MSSC, called generalized min-
sum set cover (GMSSC), was introduced by Azar, Gamzu and Yin [4]. The input of GMSSC is
similar to MSSC, but, in addition, each hyperedge e ∈ E is associated with a covering requirement
κ(e) ∈ [|e|], where |e| is the cardinality of hyperedge e. Given a linear ordering of the vertices, the
covering time of e ∈ E is now the first point in time when κ(e) of its incident vertices appear in the
linear ordering. The goal is again to minimize the sum of covering times over all hyperedges.
In our notation, this means that E∧ = ∅ and each job b ∈ B requires at least κ(b) ∈ [|P(b)|] of its
OR-predecessors to be completed before it can start. The extreme cases κ(b) = 1 and κ(b) = |P(b)|
are MSSC and the minimum latency set cover problem, respectively. The latter is, in fact, equivalent
to single-machine scheduling with AND-precedence constraints [49]. Over time, several constant-
factor approximations for GMSSC were proposed. Bansal, Gupta and Krishnaswamy [5] presented
an algorithm with an approximation guarantee of 485, which was improved to 28 by Skutella
and Williamson [46]. Both algorithms are based on the same time-indexed linear program, but
use different rounding techniques, namely standard randomized rounding [5] and α-points [46],
respectively.
The currently best-known approximation ratio for GMSSC is 12.4, due to Im, Sviridenko and
Zwaan [29]. However, Im et al. [29] conjecture that GMSSC admits a 4-approximation. By adapting
the proof of Theorem 1, we obtain a 4-approximation for GMSSC if κ(b) = max{|P(b)| − 1, 1}, for
all b ∈ B. To the best of the authors’ knowledge, this case, which we call all-but-one MSSC, was
not considered before. Here, each job (with more than one predecessor) needs at least all but one
of them to be completed before it can start. This is a natural special case inbetween MSSC and
AND-precedence constrained scheduling (where κ(b) = 1 and κ(b) = |P(b)|, respectively). Note
that all-but-one MSSC generalizes MSVC. The proof of Theorem 2 below is contained in Section 3.
Theorem 2. There is a 4-approximation algorithm for all-but-one MSSC.
Related Work on Scheduling Problems. The first polynomial-time algorithm for scheduling
jobs on a single machine to minimize the sum of weighted completion times is due to Smith [47].
Once there are AND-precedence constraints, the problem becomes strongly NP-hard [35]. The first
constant-factor approximation for AND-precedence constraints was proposed by Hall, Shmoys and
Wein [25]. It had an approximation factor of 4 + ε. Their algorithm is based on a time-indexed
linear program and α-point scheduling, but with a fixed value of α. Subsequently, various 2-
approximations based on linear programs [43, 26, 11] as well as purely combinatorial algorithms [9,
37] were derived. Assuming a variant of the Unique Games Conjecture of Khot [34], Bansal and
Khot [6] showed that the approximation ratio of 2 is essentially best possible.
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If the precedence constraints are of AND/OR-structure, then the problem does not admit
constant-factor approximations anymore. Let 0 < c < 12 and γ = (log log n)
−c. It is NP-hard
to approximate the sum of weighted completion times of unit processing time jobs on a single
machine within a factor of 2log
1−γ n, if AND/OR-precedence constraints are involved [15]. The
precedence graph in the reduction consists of four layers with an OR/AND/OR/AND-structure.
Erlebach, Ka¨a¨b and Mo¨hring [15] also showed that scheduling the jobs in order of non-decreasing
processing times (among the available jobs) yields an n-approximation for general weights and
a
√
n-approximation for unit weights, respectively. It can easily be verified that 1 | ao-prec =
A∨˙B | ∑wjCj is a special case of the problem considered in [15].
Scheduling unit processing time jobs with OR-precedence constraints only on parallel machines
to minimize the sum of completion times can be solved in polynomial time [31]. However, once
we want to minimize the sum of weighted completion times, already the single-machine problem
with unit processing times becomes strongly NP-hard [31]. In Section 6, we extend this result by
showing that the problem remains NP-hard, even if we restrict the weights to be 0/1.
Our Techniques and LP Relaxations. The algorithms that lead to Theorems 1 and 2 are
based on time-indexed linear programs and the concept of random α-point scheduling, similar to,
e.g., [20, 25, 26, 44, 10, 22]. One new element here is to not use a global value for α, but to use
different values of α for the jobs in A and B, respectively. This is crucial in order to obtain feasible
schedules. We focus on time-indexed linear programs, since other standard LP formulations fail in
the presence of OR-precedence constraints.
More specifically, we show in Section 5 that these relaxations have an integrality gap that is
linear in the number of jobs, even on instances with ∆ = 2 and E∧ = ∅. In Section 5.1, we
discuss a formulation in linear ordering variables that was introduced by Potts [40]. We present
a class of constraints that is facet-defining for the integer hull (Theorem 4), and prove that the
integrality gap remains linear, even if we add these inequalities. In Section 5.2, we consider an LP
relaxation in completion time variables, which was proposed by Wolsey [50] and Queyranne [41].
We first generalize the well-known parallel inequalities [50, 41], which fully describe the polytope in
the absence of precedence constraints, to OR-precedence constraints (Theorem 5). Then we show
that, even though we add an exponential number of tight valid inequalities, the corresponding LP
relaxation still exhibits a linear integrality gap.
2 A New Generalization of Min-Sum Set Cover
Consider an instance of 1 | ao-prec = A∨˙B | ∑wjCj . W.l.o.g., we may assume that wa = 0 for all
a ∈ A. Otherwise, we can shift a positive weight of a job in A to an additional successor in B with
zero processing time. Further, we may assume that all data is integer and pj ≥ 1 for every job
j ∈ N that has no predecessors (otherwise such a job can be disregarded). So no job can complete
at time 0 in a feasible schedule.
Suppose that pj ∈ {0, 1} for all j ∈ N , and let T =
∑
j∈N pj be the time horizon. We consider
the time-indexed linear programming formulation of Sousa and Wolsey [48] with AND-precedence
constraints [25]. The binary variable xjt indicates whether job j ∈ N completes at time t ∈ [T ] or
not. Additionally, we introduce constraints corresponding to E∨. The resulting linear relaxation is
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min
∑
b∈B
T∑
t=1
wb · t · xbt (1a)
s.t.
T∑
t=1
xjt = 1 ∀ j ∈ N, (1b)
∑
j∈N
t∑
s=t−pj+1
xjs ≤ 1 ∀ t ∈ [T ], (1c)
t+pb∑
s=1
xbs −
∑
a∈P(b)
t∑
s=1
xas ≤ 0 ∀ b ∈ B : P(b) 6= ∅, ∀ t ∈ [T − pb], (1d)
t+pj∑
s=1
xjs −
t∑
s=1
xis ≤ 0 ∀ (i, j) ∈ E∧, ∀ t ∈ [T − pj], (1e)
xjt ≥ 0 ∀ j ∈ N, ∀ t ∈ [T ]. (1f)
Constraints (1b) and (1c) ensure that each job is executed and no jobs overlap, respectively. Note
that only jobs with pj = 1 appear in (1c). Constraints (1d) and (1e) ensure OR- and AND-
precedence constraints, respectively. Note that we can solve LP (1) in polynomial time, since
T ≤ n. If P(b) = ∅ for all b ∈ B then the instance is an instance of scheduling with AND-
precedence constraints only. In this case, we set ∆ = 1 in the following.
Let x be an optimal fractional solution of LP (1). For j ∈ N , we call Cj =
∑
t t·xjt its fractional
completion time. Note that
∑
j wjCj is a lower bound on the objective value of an optimal integer
solution, which corresponds to an optimal schedule. For 0 < α ≤ 1 and j ∈ N , we define its
α-point, tαj := min{t |
∑t
s=1 xjs ≥ α}, to be the first integer point in time when an α-fraction of j
is completed [25].
The algorithm, hereafter called Algorithm 1, works as follows. First, solve LP (1) to optimality,
and let x be an optimal fractional solution. Then, draw β at random from the interval (0, 1] with
density function f(β) = 2β, and set α = β∆ . (Choosing α as a function of β is crucial in order
to obtain a feasible schedule in the end. This together with (1d) ensures that at least one OR-
predecessor of a job b ∈ B completes early enough in the constructed schedule. The density function
f(β) = 2β is chosen to cancel out an unbounded term of 1β in the expected value of the completion
time of job b, as in [20, 44].) Now, compute tαa and t
β
b for all jobs a ∈ A and b ∈ B, respectively.
Sort the jobs in order of non-decreasing values tαa (a ∈ A) and tβb (b ∈ B), and denote this total
order by ≺. If there is b ∈ B and a ∈ P(b) with tαa = tβb , then set a ≺ b. Similarly, set i ≺ j, if
(i, j) ∈ E∧ and tαi = tαj (for i, j ∈ A) or tβi = tβj (for i, j ∈ B). (Recall that E∧ ⊆ (A×A)∪ (B×B),
so (i, j) ∈ E∧ implies i, j ∈ A or i, j ∈ B.) Break all other ties arbitrarily. Our main result shows
that ordering jobs according to ≺ yields a feasible schedule and that the expected objective value
of this schedule is at most 2∆ times the optimum.
Lemma 1. Algorithm 1 is a randomized 2∆-approximation for 1 | ao-prec = A∨˙B, pj ∈ {0, 1} |∑
wjCj.
Proof. Note that Algorithm 1 runs in polynomial time, since we can solve LP (1) in polynomial
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time. We first show that scheduling the jobs in order of ≺ yields a feasible schedule for any fixed
0 < β ≤ 1. Recall the definition of ∆ = maxb∈B |P(b)|. Let 0 < β ≤ 1 and set α = α(β) = β∆ .
Note that tαi ≤ tαj for any (i, j) ∈ E∧ ∩ (A × A) and tβi ≤ tβj for any (i, j) ∈ E∧ ∩ (B × B),
by (1e). Due to the tie breaking rule, we have i ≺ j whenever (i, j) ∈ E∧. For b ∈ B with
P(b) 6= ∅, constraint (1d) implies β ≤∑tβbs=1 xbs ≤∑a∈P(b)∑tβb−pbs=1 xas. So there is ab ∈ P(b) such
that
∑tβb−pb
s=1 xabs ≥ β|P(b)| ≥ α. Hence, tαab ≤ t
β
b , and thus ab ≺ b, by the tie breaking rule. So, ≺
satisfies all prececende constraints, and Algorithm 1 returns a feasible schedule.
As for the approximation factor, fix j ∈ N . For t ∈ {0, . . . , T}, let αt =
∑t
s=1 xjs be the fraction
of job j that is completed by time t. Note that α0 = 0, αT = 1 and t
γ
j ≤ t if γ ≤ αt. For 0 < γ ≤ 1
and j ∈ N , we observe, similar to [21, 44], that
∫ 1
0
tγj dγ =
T∑
t=1
∫ αt
αt−1
tγj dγ ≤
T∑
t=1
(αt − αt−1)t =
T∑
t=1
(
t∑
s=1
xjs −
t−1∑
s=1
xjs
)
t =
T∑
t=1
xjt · t = Cj . (2)
For fixed 0 < β ≤ 1 and i, j ∈ N , let ηji (β) =
∑tβj
s=1 xis be the fraction of i that is processed
before tβj . Note that there is no idle time on the machine in the optimal fractional solution x,
so
∑
i∈N
ηji (β)pi = t
β
j . Let b ∈ B and i ∈ N with i ≺ b. The completion times of the schedule
returned by Algorithm 1 for a specific realization of β are denoted by Cj(β). By construction we
have α ≤ ηbi (β) (if i ∈ A) and α ≤ β ≤ ηbi (β) (if i ∈ B), respectively. So
αCb(β) =
∑
ib
αpi ≤
∑
ib
ηbi (β) pi ≤ tβb . (3)
Thus, the expected completion time of b ∈ B is
E[Cb(β)] =
∫ 1
0
f(β)Cb(β)dβ ≤
∫ 1
0
f(β)
∆
β
tβb dβ = 2∆
∫ 1
0
tβb dβ ≤ 2∆Cb. (4)
Since only jobs in B contribute to the objective function, this yields the claim.
For fixed x and 0 < β ≤ 1 we call the schedule that orders the jobs according to ≺ the β-schedule
of x. Given x and 0 < β ≤ 1, we can construct the β-schedule in time O(n). We derandomize
Algorithm 1 by a simple observation similar to [10, 22]. List all possible schedules that occur as
β goes from 0 to 1, and pick the best one. The next lemma shows that the number of different
β-schedules is not too large.
Lemma 2. For every x there are O(n2) different β-schedules.
Proof. Note that, as β goes from 0 to 1, α(β) = β∆ is a linear function with values from 0 to
1
∆ .
We interpret the fractional solution x as a preemptive schedule where an xjt-fraction of job j
is contiguously scheduled in time slot [t − 1; t]. Thus the order of jobs in the β-schedule of x
only changes, if the α(β)-point or β-point of a job in A or B reaches a point when this job gets
preempted, respectively. So the number of different β-schedules is bounded from above by the
number of preemptions in x. Each job is preempted at most once within each time step. Recall
that T ∈ O(n), since pj ∈ {0, 1} for all j ∈ N . So there are at most n ·T ∈ O(n2) preemptions.
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Lemmas 1 and 2 together prove the first part of Theorem 1. Note that for scheduling instances
that are equivalent to MSVC, ∆ ≤ 2. Hence, we immediately obtain a 4-approximation for these
instances.
Corollary 1. There is a 4-approximation algorithm for precedence-constrained MSVC.
If we use an interval-indexed LP instead of a time-indexed LP (see also [25, 26]), then Algo-
rithm 1 can be generalized to arbitrary processing times. This will prove the second part of Theo-
rem 1. Let ε′ > 0, and recall that all processing times are non-negative integers. Let T =
∑
j∈N pj
be the time horizon, and let L be minimal such that (1 + ε′)L−1 ≥ T . Set τ0 := 1, and let
τl = (1 + ε
′)l−1 for every l ∈ [L]. We call (τl−1, τl] the l-th interval for l ∈ [L]. (The first interval
is the singleton (1, 1] := {1}.) We introduce a binary variable xjl for every j ∈ N and for every
l ∈ [L] that indicates whether or not job j completes in the l-th interval. If we relax the integrality
constraints on the variables we obtain the following relaxation:
min
∑
b∈B
L∑
l=1
wb · τl−1 · xbl (5a)
s.t.
L∑
l=1
xjl = 1 ∀ j ∈ N, (5b)
∑
j∈N
l∑
k=1
pj xjk ≤ τl ∀ l ∈ [L], (5c)
l∑
k=1
xbk −
∑
a∈P(b)
l∑
k=1
xak ≤ 0 ∀ b ∈ B : P(b) 6= ∅, ∀ l ∈ [L], (5d)
l∑
k=1
xjk −
l∑
k=1
xik ≤ 0 ∀ (i, j) ∈ E∧, ∀ l ∈ [L], (5e)
xjl ≥ 0 ∀ j ∈ N, ∀ l ∈ [L] : τl−1 ≥ pj . (5f)
Given ε′, the size of LP (5) is polynomial, so we can solve it in polynomial time. Again (5b)
ensures that every job is executed. Constraints (5c) are valid for any feasible schedule, since
the total processing time of all jobs that complete within the first l intervals cannot exceed τl.
Constraints (5d) and (5e) ensure that, at the end of each interval, the fractions of the jobs satisfy
OR- and AND-precedence constraints, respectively.
Let x be an optimal fractional solution of LP (5), and let Cj =
∑
l τl−1 xjl. Note that
∑
j wj Cj
is a lower bound on the optimal objective value of an integer solution, which is a lower bound on
the optimal value of a feasible schedule. Let lαj = min{l |
∑l
k=1 xjk ≥ α} be the α-interval of job
j ∈ N . This generalizes the notion of α-points from before.
The algorithm for arbitrary processing times is similar to Algorithm 1. We call it Algorithm 2
and it works as follows. In order to achieve a (2∆ + ε)-approximation, solve LP (5) with ε′ = ε2∆
and let x be an optimal solution. Then, draw β at random from the interval (0, 1] with density
function f(β) = 2β, and set α = β∆ . Compute l
α
a and l
β
b for all jobs a ∈ A and b ∈ B, respectively.
Sort the jobs in order of non-decreasing values lαa (a ∈ A) and lβb (b ∈ B) and denote this total
order by ≺. If lαa = lβb for some b ∈ B and a ∈ P(b), set a ≺ b. Similarly, set i ≺ j, if (i, j) ∈ E∧ and
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lαi = l
α
j (for i, j ∈ A) or lβi = lβj (for i, j ∈ B). Break all other ties arbitrarily. Finally, schedule the
jobs in the order of ≺. Note that ≺ extends the order for α-points from Algorithm 1 to α-intervals.
Lemma 3. Algorithm 2 is a randomized (2∆+ ε)-approximation for 1 | ao-prec = A∨˙B | ∑wjCj,
for any ε > 0.
Proof. The proof is similar to the proof of Lemma 1, see Appendix A.
We can derandomize Algorithm 2 similar to Lemma 2. Interpret x as a preemptive schedule that
assigns jobs to intervals. Note that each job is preempted at most once per time interval (τl−1, τl].
So the number of β-schedules is bounded from above by n · L which is polynomially bounded in
the input size. This proves the second part of Theorem 1.
Algorithms 1 and 2 can be further extended to release dates. To do so, we need to add constraints
to LP (1) and LP (5) that ensure that no job completes too early. More precisly, fix xjt = 0 for all
j ∈ N and t < rj +pj in LP (1) and xjl = 0 for all j ∈ N and τl−1 < rj +pj in LP (5), respectively.
When scheduling the jobs according to ≺, we might have to add idle time in order to respect the
release dates. This increases the approximation factor slightly.
Lemma 4. There is a (2∆+2)- and (2∆+2+ε)-approximation algorithm for 1 | rj , ao-prec = A∨˙B,
pj ∈ {0, 1} |
∑
wjCj and 1 | rj , ao-prec = A∨˙B |
∑
wjCj , respectively.
Proof. The proof works similar to the proofs of Lemma 1 and Lemma 3, see Appendix A.
3 The Generalized Min-Sum Set Cover Problem
Recall that, in GMSSC, we are given a hypergraph where each hyperedge e ∈ E has a certain
covering requirement κ(e) ∈ [|e|]. Given a linear ordering of the vertices, a hyperedge e is covered
as soon as κ(e) of its incident vertices appeared in the linear ordering. The goal is to find a linear
ordering that minimizes the sum of covering times over all hyperedges. We can model GMSSC as
a single-machine scheduling problem to minimize the sum of weighted completion times with job
set N = A∪˙B, processing times pj ∈ {0, 1}, and certain precedence requirements κ(b) for each
job b ∈ B.
In this section, we prove Theorem 2. That is, we give a 4-approximation algorithm for the
special case of GMSSC where κ(b) = max{d(b)−1, 1} with d(b) := |P(b)| for all b ∈ B. So each job
in B requires all but one of its predecessors to be completed before it can start, unless it has only
one predecessor (all-but-one MSSC ). Suppose we want to schedule a job b ∈ B with d(b) ≥ 2 at
time t ≥ 0. Then we need at least d(b)−1 of its predecessors to be completed before t. Equivalently,
for each pair of distinct i, j ∈ P(b) at most one of the two jobs i, j may complete after t. This gives
the following linear relaxation with the same time-indexed variables as before and time horizon
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T =
∑
j∈N pj ≤ n.
min
∑
b∈B
T∑
t=1
wb · t · xbt (6a)
s.t.
T∑
t=1
xjt = 1 ∀ j ∈ N, (6b)
∑
j∈N
t∑
s=t−pj+1
xjs ≤ 1 ∀ t ∈ [T ], (6c)
t+pb∑
s=1
xbs −
t∑
s=1
(xis + xjs) ≤ 0 ∀ b ∈ B, ∀i, j ∈ P(b), ∀ t ∈ [T − pb], (6d)
t+pb∑
s=1
xbs −
t∑
s=1
xis ≤ 0 ∀ b ∈ B : P(b) = {i}, ∀ t ∈ [T − pb], (6e)
xjt ≥ 0 ∀ j ∈ N, ∀ t ∈ [T ]. (6f)
Constraints (6b) and (6c) again ensure that each job is processed and no jobs overlap, respectively.
Note that only jobs with non-zero processing time contribute to (6c). If d(b) = 1, then (6e)
dominates (6d). It ensures that the unique predecessor of b ∈ B is completed before b starts. Note
that this is a classical AND-precedence constraint which will not affect the approximation factor.
If d(b) ≥ 2, then (6d) models the above observation. Suppose at most d(b) − 2 predecessors of
b complete before t. Then there are i, j ∈ P(b) such that ∑ts=1(xis + xjs) = 0 ≥ ∑ts=1 xbs, so b
cannot complete by time t.
Note that we can solve LP (6) in polynomial time. Similar to the algorithms of Section 2, we
first solve LP (6) and let x be an optimal fractional solution. We then draw β randomly from (0, 1]
with density function f(β) = 2β, and schedule the jobs in A and B in order of non-decreasing
β
2 -points and β-points, respectively. Again, we break ties consistently with precedence constraints.
(Choosing β2 for the jobs in A ensures that at most one of the predecessors of a job b ∈ B is
scheduled after b in the constructed schedule.) This algorithm is called Algorithm 3.
Lemma 5. Algorithm 3 is a randomized 4-approximation for all-but-one MSSC.
Proof. The proof is fairly similar to the proof of Lemma 1. Let x be an optimal fractional solution
to LP (6) and let Cj :=
∑
t t · xjt be the fractional completion time of job j. Let b ∈ B with
d(b) ≥ 2 and 0 < β ≤ 1 and α = β2 . Then at least d(b) − 1 predecessors of b have their α-point
before tβb . Suppose not, and let i, j ∈ P(b) such that tαi , tαj > tβb . Then
tβb−pb∑
s=1
(xis + xjs) ≤
tβb∑
s=1
xis +
tβb∑
s=1
xjs < α+ α = β ≤
tβb∑
s=1
xbs, (7)
contradicts (6d). So the schedule returned by Algorithm 3 is feasible.
Similar to (2) in the proof of Lemma 1, we observe that
∫ 1
0 t
β
b dβ ≤ Cb. Let Cj(β) be the
completion time of j in the resulting schedule for a realization of β, and let ≺ be the order of the
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Figure 2: Structure of the instances (here n = 4) for which the integrality gap of LP (6) approaches 4.
jobs in this schedule. Observe that Cb(β) =
∑
ib pi ≤
tβb
α =
2
β t
β
b , as in (3). If we draw β randomly
from (0, 1] with density function f(β) = 2β, the expected completion time of b ∈ B is
E[Cb(β)] =
∫ 1
0
f(β)
2
β
tβb dβ = 4
∫ 1
0
tβb dβ ≤ 4Cb. (8)
Since only jobs in B contribute to the objective function this proves the claim.
One can derandomize Algorithm 3 similar to Lemma 2, which proves Theorem 2. Note that
Algorithm 3 also works if jobs in B have unit processing time. It can be generalized to release
dates and arbitrary processing times, if we use an interval-indexed formulation similar to LP (5). If
we choose ε′ = ε4 and solve the corresponding interval-indexed formulation instead of LP (6), then
Algorithm 3 is a (4 + ε)-approximation for any ε > 0. Again, AND-precedence constraints do not
affect the approximation factor, similar to Lemma 1 and Lemma 3. The following lemma shows
that the analysis of Algorithm 3 is tight.
Lemma 6. The integrality gap of LP (6) is equal to 4.
Proof. Let n ∈ N be even, and let A = {a1, . . . , an} and B = {b1, . . . , bn} with P(bi) = A \ {ai}
and κ(bi) = n − 2 for all i ∈ [n], see Figure 2. Further pa = wb = 1 and wa = pb = 0 for all a ∈ A
and b ∈ B. Note that this is an instance of all-but-one MSSC.
An optimal solution would schedule the jobs in A in any arbitrary order, and then process
each job in B as early as possible. W.l.og., we assume that the jobs in A are scheduled such
that job ai ∈ A completes at time i. So jobs bn−1, bn ∈ B both can complete at time n − 2,
and all other jobs in B complete at time n − 1. The objective value of this schedule is equal to
2(n − 2) + (n − 2)(n − 1) = (n− 2)(n + 1).
Now consider the following fractional solution where xat =
1
n for all a ∈ A and 1 ≤ t ≤ n = T .
For b ∈ B, set xbt = 2n for 1 ≤ t ≤ n2 and xbt = 0 else. One can easily verify that this solution is
feasible for LP (6). Its objective value is equal to
∑
b∈B
n∑
t=1
t · xbt = n
n
2∑
t=1
t · 2
n
=
n
2
(n
2
+ 1
)
=
1
4
n(n+ 2). (9)
So the integrality gap of LP (6) approaches 4 as n goes to infinity.
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4 Generalizing the Greedy Algorithm for Pipelined Set Cover
In this section, we generalize the greedy algorithm of Munagala et al. [39] for pipelined set cover
to a 4-approximation for 1 | or-prec = bipartite | ∑wjCj. Recall that pipelined set cover is a
special case of 1 | or-prec = bipartite | ∑wjCj, where pb = 0 for all b ∈ B. Prior to this, no
constant-factor approximation was known for the general problem of scheduling with bipartite
OR-precedence constraints.
For MSSC, the greedy algorithm always chooses the vertex with most uncovered hyperedges
next [16, 17]. For pipelined set cover [39], it chooses the vertex that maximizes the ratio w(Bv)cv ,
where Bv ⊆ {e ∈ E | v ∈ e} is the set of uncovered hyperedges incident to v and w(Bv) :=
∑
e∈Bv
we.
We can view 1 | or-prec = bipartite | ∑wjCj as if hyperedges, i.e. jobs in B, are associated with
positive processing times. In this case, we successively schedule a ρ-maximizing feasible starting
set, where ρ(S) := w(S)p(S) . We call S ⊆ N a feasible starting set, if we can schedule the jobs in S
without violating any OR-precedence constraints. The set of feasible starting sets is denoted by S.
That is, S ∈ S, if b ∈ B ∩ S implies P(b) ∩ S 6= ∅.
Formally, the algorithm works as follows. Let A = A∪{b ∈ B | P(b) = ∅} be the set of available
jobs, i.e. jobs that can start in a feasible schedule. First, we compute a feasible starting set S ∈ S
such that ρ(S) ≥ ρ(S′) for all S′ ∈ S. Then, we append the jobs in S in any order at the end of
the current schedule, and remove the jobs in S from the instance. Finally, we update the set of
available jobs A, and repeat. Note that this algorithm generalizes the greedy algorithms of [16, 17,
39]. The technique is similar to results in expanding search [1, 18], and its analysis uses the same
neat histogram argument as in [17].
Lemma 7. A ρ-maximizing feasible starting set can be computed in polynomial time.
Proof. For technical reasons, we define ρ(∅) := −1 < ρ(S) for any non-trivial S ⊆ N . We define a
set Sj ∈ S for every job j ∈ A, and show that the set argmaxj∈A ρ(Sj) is a ρ-maximizing set. For
j ∈ B ∩A, let Sj = {j}. For j ∈ A, let Sj = {j} ∪Bj where Bj = {bj1, . . . , bjl } ⊆ {b ∈ B | j ∈ P(b)}
is ordered such that ρ({bj1}) ≥ ρ({bj2}) ≥ · · · ≥ ρ({bjl }) ≥ ρ({b}) for all b ∈ {B \Bj | j ∈ P(b)}, and
ρ({bjk}) > ρ({j, bj1, . . . , bjk−1}) for all k ∈ [l]. We can construct the sets Sj for j ∈ A in polynomial
time by successively adding a successor with highest ρ-value to Sj, if this increases the overall
ρ-ratio. Let j∗ ∈ A such that ρ(Sj∗) ≥ ρ(Sj) for all j ∈ A.
Let S ∈ S be an inclusion-minimal ρ-maximizing feasible starting, i.e. ρ(S) ≥ ρ(S′) for all
S′ ∈ S. We will show that ρ(S) = ρ(Sj∗). Note that ρ({b}) ≤ ρ(S) for every b /∈ S with
P(b) ∩ S 6= ∅ or b ∈ A, because otherwise we could add b to S and obtain ρ(S ∪ {b}) > ρ(S).
Since S is a feasible starting set, A ∩ S 6= ∅. We claim that Sj ⊆ S for all j ∈ A ∩ S. This
is trivially true for any j ∈ B ∩ A ∩ S. So let j ∈ A ∩ S and suppose that Sj 6⊆ S. Let k be
minimal such that bjk ∈ Bj \S. Then by the above observations and the construction of Sj , it holds
ρ(S) ≥ ρ({bjk}) > ρ({j, bj1, . . . , bjk−1}) and ρ(S) ≥ ρ({bjk}) ≥ ρ({bji}) ≥ ρ({b}) for all i ≥ k and
b ∈ B \ Bj with j ∈ P(b). But then S \ ({j} ∪ {b ∈ B | j ∈ P(b)}) is a feasible starting set with
strictly higher ρ-value. Hence, Sj ⊆ S for all j ∈ A ∩ S.
Suppose that there is j ∈ A∩S, and let S = Sj∪˙S where S 6= ∅. Note that ρ(S) ≥ ρ(Sj) ≥ ρ({b})
for all b ∈ {B \Bj | j ∈ P(b)} implies that S ∩ (B \Bj) = ∅, since S was chosen to be an inclusion-
minimal ρ-maximizing set. Hence, S ∈ S. Further, ρ(S) ≥ ρ(Sj) is equivalent to
w(S)
p(S)
=
w(Sj) + w(S)
p(Sj) + p(S)
≥ w(Sj)
p(Sj)
⇐⇒ w(S)p(Sj) ≥ w(Sj)p(S) ⇐⇒ ρ(S) ≥ ρ(Sj). (10)
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Figure 3: Histogram corresponding to an optimal solution (left) and to the greedy solution (right).
Similarly, ρ(S) ≥ ρ(S) implies ρ(Sj) ≥ ρ(S), so ρ(Sj) = ρ(S). But then a similar transformation
as in (10) yields ρ(S) = ρ(Sj), which contradicts the inclusion-minimality of S. If A∩S ⊆ B, then
S ⊆ B, so inclusion-minimality of S implies that S = {j∗}.
With Lemma 7 in place, it is obvious that the greedy algorithm runs in polynomial time, and
that we can schedule the ρ-maximizing set optimally. It remains to show that this gives the desired
approximation factor.
Theorem 3. The greedy algorithm is a 4-approximation for 1 | or-prec = bipartite | ∑wjCj .
Proof. The proof is fairly similar to the histogram proof of Feige et al. [17]. Suppose that the greedy
algorithm terminates after m stages, where we added a ρ-maximizing set to the end of the current
schedule in each stage. For i ∈ [m], let Si be the set of jobs that are scheduled in stage i, and let
Ri :=
⋃m
l=i Sl be the set of remaining jobs at the beginning of stage i. That is, ρ(Si) ≥ ρ(S) for all
feasible starting sets S of the remaining instance on Ri. We denote the completion time of job j
in the greedy schedule and an arbitrary, but fixed, optimal schedule by CGj and C
∗
j , respectively.
Further, set φi :=
w(Ri)
w(Si)
p(Si) =
w(Ri)
ρ(Si)
and note that
∑
j∈N
wjC
G
j ≤
m∑
l=1
∑
j∈Sl
wj
l∑
i=1
p(Si) =
m∑
i=1
p(Si)
m∑
l=i
w(Sl) =
m∑
i=1
p(Si)w(Ri) =
m∑
i=1
w(Si)φi. (11)
We will construct two histograms that represent the objective values of the optimal solution
and of the greedy solution, respectively. We show that if we shrink the second one by a factor of 4,
it fits into the first one. This then yields the claim. The first histogram contains a column for each
job j ∈ N with width wj and height C∗j in the order the jobs appear in the optimal solution. Note
that the height of the columns is non-decreasing, and that the total area of the histogram is equal
to
∑
j wjC
∗
j , see Figure 3 (left). The second histogram consists of m columns, one for each stage,
in the order the stages appear in the greedy schedule. The width of column i ∈ [m] is w(Si), and
its height is equal to φi, see Figure 3 (right). The total area of the second histogram is equal to∑
iw(Si)φi ≥
∑
j wjC
G
j , see (11).
Now, we shrink the second histogram by a factor 2 in height, and a factor 2 in width, and align
it to the right, see Figure 4. So the total area of the shrunk histogram is equal to 14
∑
iw(Si)φi.
We claim that each point of the shrunk histogram is contained in the first histogram. This then
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qFigure 4: Shrunk histogram (black) aligned right inside the first histogram (gray).
implies that the area of the shrunk histogram is less or equal than
∑
j wjC
∗
j , which yields∑
j
wjC
G
j ≤
∑
i
w(Si)φi ≤ 4
∑
j
wjC
∗
j . (12)
To prove the claim, let q′ be a point in the second histogram, and suppose it is contained in
column i. Let q be the corresponding point in the shrunk histogram. So the height of q is at most
1
2φi =
w(Ri)
2ρ(Si)
, and its distance to the right is at most 12
∑m
l=iw(Sl) =
1
2w(Ri).
Recall that Si satisfies ρ(Si) ≥ ρ(S) for all feasible starting sets S of the remaining instance
on Ri. That is, no feasible schedule (even not the optimal one) can cover more than an amount of
λρ(Si) of weight of the jobs in Ri during λ time units, even if it processes only jobs in Ri. If the
schedule processes also jobs that are not in Ri during that time, it can process even less weight of
Ri, since all processing times are non-negative. Hence, within
1
2φi time units, the optimal solution
cannot cover more than an amount of 12φiρ(Si) of weight of jobs in Ri. So at time
1
2φi there is at
least an amount of
w(Ri)− 1
2
φiρ(Si) = w(Ri)− 1
2
w(Ri)
ρ(Si)
ρ(Si) =
1
2
w(Ri) (13)
of weight of jobs in Ri unscheduled. Thus the point (
φi
2 ,
w(Ri)
2 ) is contained in the first histogram.
Note that q is to the lower right of (φi2 ,
w(Ri)
2 ), so q is contained in the first histogram. This proves
the statement.
Note that the histogram of [17] in Figure 3 (left) is just the flipped two-dimensional Gantt
chart of [14]. Feige, Lova´sz and Tetali [17] observed that the analysis of the greedy algorithm is
tight for MSVC, which is a special case of 1 | or-prec = bipartite | ∑wjCj. Although successively
scheduling a ρ-maximizing set is similar to Sidney’s decomposition [45], we do not get optimality
of the greedy algorithm, because the ρ-maximizing set may not be unique, see [17].
5 Integrality Gaps for Other LP Relaxations
In this section, we analyze other standard linear programming relaxations that have been useful for
various scheduling problems, and show that they fail in the presence of OR-precedence constraints.
More precisely, we show that the natural LPs in linear ordering variables (Section 5.1) and com-
pletion time variables (Section 5.2) both exhibit integrality gaps that are linear in the number of
jobs, even on instances where E∧ = ∅ and ∆ = 2.
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5.1 Linear Ordering Formulation
The following relaxation for single-machine scheduling problems was proposed by Potts [40]. It is
based on linear ordering variables δij , which indicate whether job i precedes job j (δij = 1) or not
(δij = 0). This LP has played an important role in better understanding Sidney’s decomposition [45,
12], and in uncovering the connection between AND-scheduling and vertex cover [11, 12, 2, 3]. A
nice feature of this formulation is that we can model OR-precedence constraints in a very intuitive
way with constraints
∑
a∈P(b) δab ≥ 1 for all b ∈ B. Together with the total ordering constraints
(δij+δji = 1), standard transitivity constraints (δij+δjk+δki ≥ 1) and AND-precedence constraints
(δij = 1) we thus obtain a polynomial size integer program for 1 | ao-prec = A∨˙B |
∑
wjCj. The
LP-relaxation is obtained by relaxing the integrality constraints to δij ≥ 0.
min
∑
j∈N
∑
i∈N
wjpiδij (14a)
s.t. δij + δji = 1 ∀ i, j ∈ N : i 6= j (14b)
δij + δjk + δki ≥ 1 ∀ i, j, k ∈ N (14c)∑
a∈P(b)
δab ≥ 1 ∀ b ∈ B : P(b) 6= ∅, (14d)
δij = 1 ∀ (i, j) ∈ E∧, (14e)
δii = 1 ∀ i ∈ N, (14f)
δij ≥ 0 ∀ i, j ∈ N. (14g)
We set δii = 1 in (14f) so the completion time of job j is Cj =
∑
i piδij . Note that every feasible
single-machine schedule without idle time corresponds to a feasible integer solution of LP (14), and
vice versa. If E∨ = ∅, i.e., P(b) = ∅ for all b ∈ B, then this relaxation has an integrality gap
of 2 (lower and upper bound of 2 due to [9] and [43], respectively). However, in the presence of
OR-precedence constraints, the gap of LP (14) grows linearly in the number of jobs, even if E∧ = ∅
and ∆ = 2.
Lemma 8. There is a family of instances such that the integrality gap of LP (14) is Ω(n).
Proof. Let n be a multiple of 3. Consider an instance that consists of m = n3 copies of the following
directed graph on three jobs {i, k, j}. The processing times and weights are equal to pi = pk = 1,
pj = 0 and wi = wk = 0, wj = 1. The jobs i, k do not have predecessors, and P(j) = {i, k}. We
indicate the job sets of copy q ∈ [m] by Nq = {iq, kq, jq}, and set N = N1 ∪ · · · ∪ Nm. That is,
A = {i1, . . . , im, k1, . . . , km} and B = {j1, . . . , jm}. Note that |N | = 3m = n, E∧ = ∅ and ∆ = 2,
see Figure 5 for an example.
Any feasible schedule has to schedule iq or kq before jq for all q ∈ [m]. Further, any optimal
schedule would always schedule jq immediately after iq or kq, whichever completes first. Since
piq = pkq = 1 for all q ∈ [m], it does not matter whether iq or kq precedes jq, and the order
of the copies does not matter either. So the optimal integer solution has an objective value of∑m
q=1 q =
m(m+1)
2 ∈ Ω(n2).
Now consider the following fractional solution. For all q ∈ [m] set δiqjq = δkqjq = δiqkq = 12 . For
distinct q1, q2 ∈ [m], set δiq1 iq2 = δkq1kq2 = δjq1 jq2 = δiq1kq2 = 12 and δiq1 jq2 = δkq1 jq2 = 0. Further
let δij = 1− δji and δii = 1 for all distinct i, j ∈ N . Note that δ is a feasible solution of LP (14).
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Figure 5: Instance for which LP (14) exhibits an integrality gap that is linear in the number of jobs. The
processing times and weights are pjq = 0, piq = pkq = 1 and wjq = 1, wiq = wkq = 0 for all q ∈ [m].
As for the objective value, recall that pjq = wiq = wkq = 0 and piq = pkq = wjq = 1 for all
q ∈ [m]. So the only variables that contribute to the objective function with a non-zero coeffi-
cient are δiq1 jq2 and δkq1 jq2 for all q1, q2 ∈ [m]. The coefficient of these variables is equal to 1.
Further δiq1 jq2 = δkq1 jq2 = 0 for distinct q1, q2 ∈ [m]. Hence the objective value of δ is equal
to
∑m
q1=1
∑m
q2=1
(
δiq1 jq2 + δkq1 jq2
)
=
∑m
q=1
(
1
2 +
1
2
)
= m ∈ O(n). Since δ is feasible, the optimal
objective value of LP (14) is O(n). Thus the integrality gap of LP (14) is Ω(n).
Note that the instance in the proof of Lemma 8 satisfies |P(b)| ≤ 2 for all b ∈ B. For this
special case, we exhibit facet-defining inequalities in the remainder of this section. If |P(b)| ≤ 2 for
all b ∈ B, then LP (14) can be written as
min
∑
j∈N
∑
i∈N
wjpiδij (15a)
s.t. δij + δji = 1 ∀ i, j ∈ N : i 6= j, (15b)
δij + δjk + δki ≥ 1 ∀ i, j, k ∈ N, (15c)
δab + δa′b ≥ 1 ∀ b ∈ B : P(b) = {a, a′}, (15d)
δij = 1 ∀ (i, j) ∈ E∧, or P(j) = {i}, (15e)
δii = 1 ∀ i ∈ N, (15f)
δij ≥ 0 ∀ i, j ∈ N. (15g)
Note that constraints (15b), (15c), and (15f) coincide with the corresponding constraints in
LP (14). Constraints (15d) model the OR-precedence constraints for jobs b ∈ B with |P(b)| = 2.
For b ∈ B with |P(b)| = 1, the corresponding OR-precedence constraint is equivalent to an AND-
constraint and is included in (15e).
Theorem 4. For all b ∈ B and P(b) = {a, a′}, the constraints
δaa′ + δa′b ≥ 1 (16)
are valid for the integer hull of LP (15). Moreover, if they are tight, then they are either facet-
defining or equality holds for all feasible integer solutions of LP (15).
It can easily be verified that the fractional solution in the proof of Lemma 8 satisfies (16), and
is feasible for LP (15). Hence the integrality gaps of LPs (14) and (15) remain linear even if we
add constraints (16). The proof of Theorem 4 is deferred to Appendix B.1.
Recall that the instance in the proof of Lemma 8 satisfies constraints (16), so the integrality
gap remains linear, even with these additional constraints. In GMSSC each job b requires at least
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κ(b) ∈ [|P(b)|] of its predecessors to be completed before it can start. This can also be easily
modeled with linear ordering variables by introducing a constraint
∑
a∈P(b) δab ≥ κ(b). However,
note that the instance in the proof of Lemma 8 is an instance of MSVC (which is a special case
of MSSC and all-but-one MSSC). So already for κ(b) = 1 or κ(b) = max{|P(b)| − 1, 1} and ∆ = 2
this formulation has an unbounded integrality gap.
5.2 Completion Time Formulation
The LP relaxation examined in this section contains one variable Cj for every job j ∈ N , which
indicates the completion time of this job. In the absence of precedence constraints, Wolsey [50]
and Queyranne [41] showed that the convex hull of all feasible completion time vectors can be
fully described by the set of vectors {C ∈ Rn | ∑j∈S pjCj ≥ f(S) ∀S ⊆ N}, where f(S) :=
1
2
(∑
j∈S pj
)2
+ 12
∑
j∈S p
2
j is a supermodular function. One should note that, although there is
an exponential number of constraints, one can separate them efficiently [41]. In the presence of
AND-precedence constraints, Schulz [43] proposed the following 2-approximation algorithm. The
algorithm solves the corresponding linear program with additional constraints Cj ≥ Ci + pj for
(i, j) ∈ E∧ and schedules the jobs in non-decreasing order of their LP-values.
For OR-precedence constraints, we use the concept of minimal chains, see e.g. [27], to generalize
the parallel inequalities of [50, 41]. More specifically, we present a class of inequalities that are valid
for all feasible completion time vectors of an instance of 1 | ao-prec = A∨˙B | ∑wjCj, and that, in
the absence of precedence constraints, coincide with the parallel inequalities. We add inequalities
for AND-precedence constraints in the obvious way, Cj ≥ Ci + pj for (i, j) ∈ E∧, so we assume
E∧ = ∅ for the moment. Recall that S ∈ S is a feasible starting set if j ∈ B∩S implies P(j)∩S 6= ∅.
The length of a minimal chain of a job k w.r.t. a set S ⊆ N is defined as
mc(S, k) := min{
∑
j∈T
pj | T ⊆ N : ∃U ⊆ S ∪ T with k ∈ U ∈ S}. (17)
Intuitively, the value mc(S, k) is the minimal amount of time that we need to schedule job k in
a feasible way, if we can schedule the jobs in S for free, i.e. if we assume all jobs in S have zero
processing time. We call T ∈ argmin(mc(S, k)) a minimal chain of k w.r.t. S. If k /∈ S then k ∈ T
for all minimal chains T . Let 2N be the power set of N . For all k ∈ N , we define the set function
fk(S) : 2
N → R≥0, fk(S) := 1
2
(∑
j∈S
pj +mc(S, k)
)2
+
1
2
(∑
j∈S
p2j +mc(S, k)
2
)
. (18)
Note that if k ∈ S ∈ S, then mc(S, k) = 0, so fk(S) = f(S) = 12
(∑
j∈S pj
)2
+ 12
∑
j∈S p
2
j . In
particular, (18) generalizes the function f : 2N → R≥0 of [50, 41] to OR-precedence constraints.
One can also show that mc(·, k) and fk(·) are supermodular, for any k. The proof of the next
theorem is deferred to Appendix B.2.
Theorem 5. For any k ∈ N and S ⊆ N the inequality∑
j∈S
pjCj +mc(S, k)Ck ≥ fk(S) (19)
is valid for all feasible completion time vectors. Moreover, if there is T ∈ argmin(mc(S, k)) such
that S ∪ T ∈ S is a feasible starting set, then (19) is tight.
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j1 j2 · · · jm
i1 i2 · · · im
a
Figure 6: Instance for which LP (20) exhibits an integrality gap that is linear in the number of jobs. The
processing times and weights are pa =
m
2
, wa = wiq = pjq = 0, and wjq = piq = 1 for all q ∈ [m].
Theorem 5 suggests the following natural LP-relaxation for 1 | ao-prec = A∨˙B | ∑wjCj :
min
∑
j∈N
wjCj (20a)
s.t.
∑
j∈S
pjCj +mc(S, k)Ck ≥ fk(S) ∀ k ∈ N, ∀S ⊆ N, (20b)
Cj − Ci ≥ pj ∀ (i, j) ∈ E∧. (20c)
Note that it is not clear how to separate constraints (20b) in polynomial time. The gap of
LP (20) can grow linearly in the number of jobs, even for instances of 1 | ao-prec = A∨˙B | ∑wjCj
with E∧ = ∅ and ∆ = 2.
Lemma 9. There is a family of instances such that the gap between an optimal solution of LP (20)
and an optimal schedule is Ω(n).
Proof. Let m ∈ N. Consider the example depicted in Figure 6 with n = 2m + 1 jobs and sets
A = {a, i1, . . . , im} and B = {j1, . . . , jm}. The processing times and weights are pa = m2 , wa = 0,
and piq = wjq = 1, wiq = pjq = 0 for all q ∈ [m]. The predecessors of jobs in B are P(jq) = {a, iq}
for all q ∈ [m]. It holds mc(∅, iq) = mc(∅, jq) = 1 < m2 = mc(∅, a) for all q ∈ [m]. Note that E∧ = ∅
and ∆ = 2.
Due to the structure of the precedence relation, there are only two reasonable schedules that
obey the precedence constraints. Let C ′ and C ′′ be the completion time vectors of the schedules
a → {j1, . . . , jm} → {i1, . . . , im} and {iq → jq} → a, respectively. The notion {iq → jq} indicates
that we schedule pairs iq → jq for all q ∈ [m] consecutively in arbitrary order. One can easily verify
that any other schedule has a strictly larger objective value than C ′ or C ′′. The objective function
values of C ′ and C ′′ are equal to m2 ·m and
∑m
q=1 q =
m(m+1)
2 , respectively. Since
m2
2 <
m(m+1)
2 ,
the optimal schedule is C ′ with an objective value of Ω(n2). Now consider C∗ defined as C∗jq = 1,
C∗iq = q + 1 for all q ∈ [m] and C∗a = 32m + 1. The objective function value of C∗ is equal to
m ∈ O(n), so the gap of the objective function values of C ′ and C∗ is Ω(n).
It remains to show that C∗ is feasible for LP (20), i.e. it satisfies constraints (20b). Note that
C∗ corresponds to a schedule with idle time on the single machine (i.e. no jobs overlap) of the
following form: idle → {j1, . . . , jm} → {i1, . . . , im} → idle → a. Hence it satisfies the constraints
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∑
l∈S pl C
∗
l ≥ f(S) for all S ⊆ N of [50, 41]. We now show that also
∑
l∈S pl C
∗
l +mc(S, k)C
∗
k ≥
fk(S) for all k ∈ N and all S ⊆ N .
First let k ∈ A. The value of mc(S, k) is then either equal to 0 (if k ∈ S) or pk (if k /∈ S). In
either case we obtain fk(S) =
1
2
(∑
l∈S∪{k} pl
)2
+ 12
(∑
l∈S∪{k} p
2
l
)
= f(S ∪ {k}) and thus
∑
l∈S
pl C
∗
l +mc(S, k)C
∗
k =
∑
l∈S∪{k}
pl C
∗
l ≥ f(S ∪ {k}) = fk(S). (21)
Now let k = jq ∈ B, set t := |S ∩ {i1, . . . , im}| ≤ m. First suppose that a ∈ S, so mc(S, k) = 0.
It holds fk(S) =
1
2
(
m
2 + t
)2
+ 12
(
m2
4 + t
)
= m
2
4 +
1
2 t
2 + m+12 t. We obtain
∑
l∈S
pl C
∗
l +mc(S, k)C
∗
k = pa C
∗
a +
∑
i∈S∩{i1,...,im}
piC
∗
i ≥
m
2
(
3
2
m+ 1
)
+
t∑
q=1
(q + 1) ≥
≥ m
2
4
+
(m
2
+ 1
)
t+
t(t+ 1)
2
≥ m
2
4
+
m+ 1
2
t+
1
2
t2 = fk(S).
(22)
The first inequality holds with equality if the t jobs in S∩{i1, . . . , im} are those with lowest indices,
otherwise it is strict. For the second inequality we use m + 1 ≥ t. If a /∈ S, and iq ∈ S, we get
mc(S, k) = 0 and fk(S) =
1
2t
2 + 12t =
t(t+1)
2 . Similar to before, we obtain
∑
l∈S
pl C
∗
l +mc(S, k)C
∗
k =
∑
i∈S∩{i1,...,im}
pi C
∗
i ≥
t∑
q=1
(q + 1) ≥ t(t+ 1)
2
= fk(S). (23)
Finally, if P(k) ∩ S = ∅, then mc(S, k) = 1. So fk(S) = 12 (t+ 1)2 + 12(t+ 1) = t+12 (t+ 2), and
∑
l∈S
pl C
∗
l +mc(S, k)C
∗
k =
∑
i∈S∩{i1,...,im}
piC
∗
i +C
∗
k ≥
t∑
q=1
(q + 1) + 1 =
=
t(t+ 1)
2
+ t+ 1 =
t+ 1
2
(t+ 2) = fk(S).
(24)
So C∗ satisfies constraints (20b) for all k ∈ N and S ⊆ N , and is feasible for LP (20).
6 NP-Hardness of Restricted Special Cases
As already indicated in the introduction, 1 | ao-prec = A∨˙B | ∑wjCj generalizes several NP-hard
problems (see Figure 1), so it is certainly NP-hard. Theorem 6 strengthens the NP-hardness result
of Johannes [31] for scheduling OR-precedence constrained jobs with unit processing times.
Theorem 6. 1 | or-prec = bipartite, pj ∈ {0, 1} |
∑
Cj and 1 | or-prec = bipartite, pj = 1 |
∑
wjCj
with wj ∈ {0, 1} are strongly NP-hard.
Proof. The reduction goes from Exact 3-Set Cover which is known to be strongly NP-hard [19]. The
input of an Exact 3-Set Cover instance consists of a positive integer q, a universe U = {e1, . . . , e3q}
and a collection of subsets R of U where each S ∈ R is of size |S| = 3. The task is to decide
whether or not there is an exact cover for U , i.e. T ⊆ R with |T | = q such that U = ⋃S∈T S.
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Let (q, U,R) be an instance of Exact 3-Set Cover. We introduce one job for every set in R
(set-jobs) and one for every element of U (element-jobs). The graph representing the precedence
constraints is G = (R ∪ U,E∨) with E∨ = {(S, e) ∈ R × U | e ∈ S}. Note that there are no edges
within jobs in R or within jobs in U and that the out-degree of each set-job in G is equal to three.
Hence, this is an instance of 1 | or-prec = bipartite | ∑wjCj . The weights and processing times
depend on the initial scheduling problem:
(i) for 1 | or-prec = bipartite, pj ∈ {0, 1} |
∑
Cj, set pS = 1 for all S ∈ R and pe = 0 for all e ∈ U .
(ii) for 1 | or-prec = bipartite, pj = 1 |
∑
wjCj , set wS = 0 for all S ∈ R and we = 1 for all e ∈ U .
Note that an optimal schedule for any of the two problems will schedule all successors of a set-job
immediately, since the element-jobs are the only ones with zero processing time or positive weight,
respectively.
Suppose that (q, U,R) is a YES-instance and let T = {S1, . . . , Sq} ⊆ R be an exact cover for U .
So it is feasible to first schedule S1 followed by the three elements it contains, then S2 followed by
the three elements it contains, and so on. With |R| = m the objective value of this schedule for (i)
is equal to ∑
S∈R
CS +
q∑
j=1
CSj |Sj| =
m∑
j=1
j + 3
q∑
j=1
j =
m(m+ 1)
2
+
3q(q + 1)
2
. (25)
For (ii) the objective value is equal to
q∑
j=1
∑
e∈Sj
Ce =
q∑
j=1
(4j − 2) +
q∑
j=1
(4j − 1) +
q∑
j=1
4j = 12
q(q + 1)
2
− 3q = 6q2 + 3q. (26)
These are in fact the lowest possible objective values, since every set-job activates at most
three element-jobs. So each schedule with these objective values starts with q contiguous and
disjoint “blocks” of the form (Sj , e1j , e2j , e3j ) ∈ R × U3. The corresponding q set-jobs then form
an exact cover for U . If we could solve 1 | or-prec = bipartite, pj ∈ {0, 1} |
∑
Cj or 1 | or-prec =
bipartite, pj = 1 |
∑
wjCj with wj ∈ {0, 1} in polynomial time, then we could decide whether or
not (q, U,R) is a YES-instance of Exact 3-Set Cover.
Note that the second problem in Theorem 6 is a special case of the problem considered in [31],
and that 1 | ao-prec = A∨˙B, pj = 1 |
∑
Cj is trivial.
7 Conclusion
In this paper, we analyze single-machine scheduling problems with certain AND/OR-precedence
constraints that are extensions of min-sum set cover, precedence-constrained min-sum set cover,
pipelined set cover, minimum latency set cover, and set cover. Using machinery from the scheduling
context, we derive new approximation algorithms for the general problem that rely on solving time-
indexed linear programming relaxations and scheduling jobs according to random α-points. In a
nutshell, one may say that the new key technique is to choose the value of α for jobs in A dependent
on the corresponding β-value of jobs in B.
This observation allows us also to derive the best constant-factor approximation algorithm for
an interesting special case of the generalized min-sum set cover problem—the all-but-one MSSC
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problem—which in itself is a generalization of min-sum vertex cover. This 4-approximation algo-
rithm may further support the conjecture of Im et al. [29], namely that GMSSC is 4-approximable.
Further, we present the first constant-factor approximation for scheduling jobs subject to bipartite
OR-precedence constraints, which generalizes the previously-known greedy algorithms for min-sum
set cover and pipelined set cover.
It is easy to see that one can also include AND-precedence constraints between jobs in A and B,
i.e., allow E∧ ⊆ (A×N)∪ (B×B). This does not affect the approximation guarantees or feasibility
of the constructed schedules, since α ≤ β and constraints (1e) imply tαa ≤ tβb for (a, b) ∈ E∧.
Similarly, lαa ≤ lβb for (a, b) ∈ E∧ follows from (5e). Note that it is not clear whether the analyses
of the algorithms in Section 2 are tight.
Besides deriving approximation algorithms based on time-indexed LPs, we analyze other stan-
dard LP relaxations, namely linear ordering and completion time formulations. These relaxations
facilitated research on scheduling with AND-precedence constraints, see e.g. [40, 41, 43, 26, 11,
12, 2, 3]. For the integer hull of the linear ordering relaxation we present a class of facet-defining
valid inequalities and we generalize the well-known inequalities of [50, 41] for the completion time
relaxation. We show that, despite these additional constraints, both relaxations exhibit linear in-
tegrality gaps, even if ∆ = 2 and E∧ = ∅. Thus, unless one identifies stronger valid inequalities,
these formulations seem to fail as soon as OR-precedence constraints are incorporated.
The results in Section 5 mostly also apply to arbitrary OR-networks. One can show that
constraints (16) are facet-defining or implicit inequalities if the graph G is acyclic w.r.t. E∨. The
validity of constraints (19) transfers to general OR-networks. However, the functions mc(·, k) and
fk(·) are not supermodular if the graph contains several OR-layers. In view of the integrality gaps
in Sections 3 and 5, it would be interesting to obtain stronger bounds on the integrality gap of the
time-indexed formulation considered in Section 2.
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A Proofs for Section 2
Proof of Lemma 3. Note that ε′ = ε2∆ is polynomial in the input. So we can solve LP (5) in
polynomial time and thus Algorithm 2 runs in polynomial time. Let x be an optimal solution of
LP (5) and let Cj =
∑
l τl−1 xjl be the fractional completion time of j ∈ N .
Let 0 < β ≤ 1. Recall the defintion of ∆ = maxb∈B |P(b)| and set α = α(β) = β∆ . For any
(i, j) ∈ E∧, observe that lαi ≤ lαj (for i, j ∈ A) and lβi ≤ lβj (for i, j ∈ B) due to (5e). Constraint (5d)
implies that for every b ∈ B with P(b) 6= ∅ there is ab ∈ P(b) that satisfies
∑lβb
s=1 xabs ≥ β|P(b)| ≥ α.
So lαab ≤ l
β
b . Hence the ordering the jobs according to ≺ respects all precedence constraints due to
the tie breaking rules. So the schedule returned by Algorithm 2 is feasible.
As for the approximation factor, fix j ∈ N . For l ∈ {0, . . . , L} let αl =
∑l
k=1 xjk be the fraction
of job j that is completed until time τl. Note that α0 = 0, αL = 1 and τlγj−1 ≤ τl−1 for γ ≤ αl. We
obtain ∫ 1
0
τlγj−1dγ =
L∑
l=1
∫ αl
αl−1
τlγj−1dγ ≤
L∑
l=1
(αl − αl−1)τl−1 =
=
L∑
l=1
(
l∑
k=1
xjk −
l−1∑
k=1
xjk
)
τl−1 =
L∑
l=1
xjl · τl−1 = Cj.
(27)
For i, j ∈ N and 0 < β ≤ 1, let ηji (β) =
∑lαj
k=1 xik be the fraction of i that is processed by time
τ
lβj
. Let b ∈ B and i ≺ b. Then α ≤ ηbi (β) (if i ∈ A) and α ≤ β ≤ ηbi (β) (if i ∈ B), respectively.
Further (5c) implies
α
∑
ib
pi ≤
∑
ib
ηbi (β) pi =
∑
ib
lβb∑
k=1
pi xik ≤
∑
i∈N
lβb∑
k=1
pi xik ≤ τlβb (28)
Let Cj(β) be the completion time of job j in the schedule returned by Algorithm 2 for a realization
of β. It holds Cb(β) ≤
∑
ib pi for all b ∈ B. So Cb(β) ≤
∑
ib pi ≤ 1ατlβb by (28). If we draw β
randomly from (0, 1] with density function f(β) = 2β, then the expected completion time of b ∈ B
is
E[Cb(β)] ≤
∫ 1
0
f(β)
∆
β
τ
lβb
dβ =
∫ 1
0
f(β)
∆
β
(1 + ε′)τ
lβb−1
dβ =
= 2∆(1 + ε′)
∫ 1
0
τ
lβb−1
dβ ≤ (2∆ + ε)Cb,
(29)
where the last inequality is due to (27) and the choice of ε′. Since only jobs in B contribute to the
objective value this proves the claim.
Proof of Lemma 4. The proof is inspired by [25]. We formulate the proof only for the case of
arbitrary processing times. It can be easily adapted to the 0/1 case, by informally replacing τl and
l by t and setting ε′ = 0. In particular, ordering the jobs according to ≺ respects all precedence
constraints. If we add idle time where necessary such that each job starts only after its release
date, the schedule returned by the algorithm is feasible.
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As for the approximation factor, assume that there are jobs with non-trivial release dates, and
let 0 < β ≤ 1. Let b ∈ B and i ∈ A with i ≺ b. Then β > 0 implies α = β∆ > 0, and thus
τ
lβb
≥ τlαi ≥ ri. Similarly τlβb ≥ τlβi ≥ ri for i ∈ B and i ≺ b. Hence τlβb ≥ maxib ri. The completion
time of b ∈ B in the schedule returned by the algorithm for a realization of β is
Cb(β) ≤ max
ib
ri +
∑
ib
pi ≤ τlβb +
1
α
τ
lβb
=
(
1 +
∆
β
)
τ
lβb
≤ ∆+ 1
β
τ
lβb
, (30)
where the second inequality follows from (28). Note that (28) is not affected by release dates, since
we only bound α ≤ ηbi (β) =
∑lβb
k=1 xik and use constraint (5c). If we choose ε
′ = ε2∆+2 , then similar
to (29), the expected value of the completion time of b ∈ B is
E[Cb(β)] ≤
∫ 1
0
f(β)
1 +∆
β
τ
lβb
dβ = 2(∆ + 1)(1 + ε′)
∫ 1
0
τ
lβb−1
dβ ≤ (2∆ + 2 + ε)Cb. (31)
Note that only jobs in B contribute to the objective value. We can derandomize similar to Lemma 2,
since each job only gets preempted at most once per time slot/interval also in the presence of release
dates. This proves the claim.
B Proofs for Section 5
B.1 Proof of Theorem 4
In the following, we interchangeably use δ to denote a total order of the jobs, i.e. a single-machine
schedule, and the corresponding 0/1 vector. First, we discuss why constraints (16) are valid for any
feasible schedule. Note that any schedule (whether it is feasible or not) violates at most one of the
constraints δaa′ + δa′b ≥ 1 or δa′a + δab ≥ 1, since δaa′ + δa′a = 1 by (15b). Hence, in order for one
of these inequalities to be violated, we need δab = δa′b = 0. But then b precedes a and a
′, so the
precedence constraints of b are violated, and the schedule is infeasible. Note that constraints (16)
together with (15b) dominate constraints (15d).
To prove the second part of Theorem 4, we make use of the following polyhedral observation.
Let Q be the integer hull of the feasible region of LP (15) if we drop constraints (15e), i.e. remove all
AND-precedence constraints and OR-precedence constraints with only one OR-predecessor from G.
That is, Q := conv({δ ∈ {0, 1}n2 | (15b),(15c),(15d),(15f)}). The precedence graph of the resulting
instance of 1 | ao-prec = A∨˙B | ∑wjCj with E∧ = ∅ is denoted by G′. Note that this instance
satisfies |P(b)| ∈ {0, 2} for all b ∈ B.
Clearly, all feasible vectors δ ∈ Q satisfy 0 ≤ δkl ≤ 1 for all k, l ∈ N . That is, for all distinct
k, l ∈ N the removed constraint of (15e) defines a supporting hyperplane, call it Hkl, at Q. In
particular, for any facet F of Q, either F ∩Hkl ∈ {∅, Q ∩Hkl} or F ∩Hkl is a facet of Q ∩Hkl. So
in order to prove Theorem 4 it suffices to show that constraints (16) are facet-defining for Q. We
will do so by exhibiting dim(Q) affinely independent feasible vectors of Q that satisfy (16) with
equality. Similar to [24, 42], it is easy to see that Q is not contained in any lower dimensional affine
subspace than the one spanned by constraints (15b) and (15f). So the dimension of Q is equal to
d := n(n−1)2 .
Lemma 10. Constraints (16) are facet-defining for Q.
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Figure 7: Graphs for n = 3 (left), and for n ≥ 4 with B \ {b} 6= ∅ (middle) and B \ {b} = ∅ (right). The
crossed out arc cannot occur, since |P(b)| = 2 by assumption.
Proof. Let b ∈ B with P(b) = {a, a′}. We prove the statement by exhibiting d = n(n−1)2 affinely
independent integer feasible points for Q that satisfy δaa′ + δa′b = 1. Recall that the instance on
G′ that corresponds to Q satisfies E∧ = ∅ and |P(b′)| ∈ {0, 2} for all b′ ∈ B. The proof goes by
induction on the number of jobs n.
The base case is n = 3, i.e. d = 3. There is only one possible graph G′ that can occur, see
Figure 7 (left). All feasible schedules for G′ are a → a′ → b, a′ → a → b, a → b → a′ and
a′ → b → a. Obviously, all but the first schedule, a → a′ → b, satisfy δaa′ + δa′b = 1, and their
respective δ-vectors are affinely independent. So the claim holds for n = 3.
By induction hypothesis, we may assume that δaa′+δa′b ≥ 1 is facet-defining for all instances on
n− 1 ≥ 3 jobs with |P(b′)| ∈ {0, 2} for all b′ ∈ B and E∧ = ∅. Now consider an instance on n ≥ 4
jobs with |P(b′)| ∈ {0, 2} for all b′ ∈ B and E∧ = ∅. We will remove a job j ∈ N \ {a, a′, b} from
the instance in such a way that we can apply the induction hypothesis. Then, we construct affinely
independent feasible vectors based on the set of affinely independent vectors from the instance on
n− 1 jobs. Feasibility of δ for Q will follow from feasibility of the constructed schedule.
Note that the job j can be chosen to have no successor. Either B \ {b} 6= ∅ or, if B \ {b} = ∅,
then there is a job in A \ {a, a′} without successors, since |P(b)| = 2, see Figure 7 (middle and
right). Hence we can choose j ∈ B \ {b}, or j ∈ A \ {a, a′} has neither predecessors nor successors.
If we remove j (and all arcs that end in j) from the instance, we are left with an instance on n− 1
jobs. By our choice of j, this instance satisfies |P(b′)| ∈ {0, 2} for all b′ ∈ B \ {j}.
So the induction hypothesis applies and there is a set D′ of d′ := (n−1)(n−2)2 affinely independent
vectors that satisfy δaa′ + δa′b = 1. Note that these vectors correspond to feasible schedules on the
instance without j. If we add j again, we add n − 1 variables, which we will index by δij for
i ∈ N \ {j}. Suppose that the last n− 1 coordinates of the vectors correspond to these entries. We
show how to extend the affinely independent vectors in D′ to d = d′ + (n− 1) affinely independent
vectors D in higher dimensional space. For the sake of simplicity, we will omit “transpose” and
assume that all vectors are column vectors.
First assume that j was chosen to have neither predecessors nor successors. Note that the vectors
D1 := {(δ, 0, . . . , 0) | δ ∈ D′} are feasible (j is scheduled first), affinely independent and satisfy (16)
with equality. It holds |D1| = |D′| = d′. Let (δ, 0, . . . , 0) ∈ D1 be a schedule where j starts first.
We can successively move j “to the back” of this schedule without loosing feasibility. Thereby we
obtain a set of vectors D2 := {(δ, 1, 0, . . . , 0), (δ, 1, 1, 0, . . . , 0), . . . , (δ, 1, . . . , 1, 0), (δ, 1, . . . , 1)} (up
to permutation of the last n−1 coordinates). Note that the components that appear in (16) are not
changed, so all vectors in D2 satisfy (16) with equality. Obviously, D1∪D2 are affinely independent
and |D1 ∪D2| = d′ + n− 1 = d, which proves the claim.
Now assume that j ∈ B \ {b}, so it might not be feasible to schedule j first, and we cannot
move j through the schedule as before. Consider a schedule δ that schedules the jobs in order
a′ → b → a → (A \ {a, a′}) → (B \ {j, b}), where the sets A \ {a, a′} and B \ {j, b} are scheduled
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in any arbitrary order. Clearly, δ is a feasible schedule for the instance on n− 1 jobs and satisfies
δaa′ + δa′b = 1. Hence, we may, w.l.o.g., assume that δ ∈ D′. Define δj := (δ, 1, . . . , 1) to be
the schedule that first schedules N \ {j} according to δ and then j last. Note that the vectors in
D0 := {(δ, 1, . . . , 1) | δ ∈ D′} ∋ δj are feasible (j is scheduled last), affinely independent and satisfy
the constraint with equality by induction hypothesis. It holds |D0| = |D′| = d′. We construct a set
D3 of |D3| = n− 1 vectors such that D0 ∪D3 are affinely independent as follows.
For every i ∈ N \ {j, a′} let δi be the schedule that orders all jobs according to δj , but shifts
i to the back of the schedule. That is, δi swaps the order of i and the set of jobs that appear
in δj after i. So in particular δiij = 0. Further, define δ
a′ to be the schedule that orders the jobs
a→ b→ (A\{a, a′})→ (B\{b}) → j → a′. So, compared to δj , job a′ is moved to the back and the
order of b and a is reversed (this is crucial to maintain feasibility). Set D3 := {δi | i ∈ N \{j}} with
|D3| = n− 1, and note that any δi ∈ D3 is feasible, since no job in B has exactly one predecessor.
For i 6= a′ we did not swap the order of a′ and {b, a} compared to δ, so δi satisfies (16) with
equality. For i = a′, it holds δa
′
aa′ + δ
a′
a′b = 1 + 0 = 1. Further for i ∈ N \ {j}, δkij = 0 iff k = i for
all δk ∈ D3 and δij = 1 for all δ ∈ D0. So D0 ∪D3 are d′ + n− 1 = d affinely independent feasible
vectors that satisfy (16) with equality. This proves the claim.
Lemma 10 together with the discussion before proves Theorem 4.
B.2 Proof of Theorem 5
Proof of Theorem 5. For k /∈ S, it holds mc(S, k) = pk +mc(S ∪ {k}, k), and thus fk(S) ≥ fk(S ∪
{k}). Note that the left-hand sides of (19) for S and S ∪ {k} coincide in this case. So for k ∈ S,
inequality (19) is dominated by the corresponding constraint for k and S \ {k}. Further for k ∈
S ∈ S, it holds mc(S, k) = 0, so (19) is equivalent to the inequality of [50, 41]:
∑
j∈S
pjCj =
∑
j∈S
pjCj +mc(S, k)Ck ≥ fk(S) = 1
2
(∑
j∈S
pj
)2
+
1
2
(∑
j∈S
p2j
)
= f(S). (32)
Note that all unit vectors have positive scalar product with the left-hand side of (19), so idle time
in a schedule only increases the left-hand side of (19). Hence, it suffices to show that all completion
time vectors of schedules without idle time satisfy (19) for k ∈ N and S ⊆ N \ {k} with S /∈ S.
Fix k ∈ N and S ⊆ N \ {k} such that S /∈ S is not a feasible starting set. Let T ∈
argmin(mc(S, k)) be a minimal chain and note that k ∈ T and |T | ≤ 2. We partition S = S1∪S2∪S3,
where S1 ∈ S is an inclusion-maximal feasible starting set, and S2 is inclusion-maximal such that
S1∪T ∪S2 ∈ S. All remaining jobs are contained in S3. The assumption S /∈ S implies S2∪S3 6= ∅.
First suppose that S3 = ∅, i.e. S ∪ T ∈ S. Consider a feasible schedule that orders the jobs
S1 → T → S2 → N \ (S ∪ T ). Note that such a schedule exists, if we order the jobs within the sets
suitably. We will show that this schedule minimizes
∑
j∈N wjCj with weights wj = pj (for j ∈ S),
wk = mc(S, k) and wj = 0 (for j /∈ S). One can verify that its objective function value w.r.t. these
weights is indeed equal to fk(S).
All jobs in N \ (S ∪T ) do not contribute to the objective function, so the objective value would
only increase if we scheduled them earlier. By Smith’s rule [47], permuting T and the jobs j ∈ S
does not change the objective value (ratio wj/pj = 1 for all j ∈ S1∪S2∪{T}). Here, we interpret T
as a single job, since, if |T | = 2, we cannot schedule k before its predecessor in T . Since S1 ∈ S was
chosen to be inclusion-maximal, jobs in S2 have to be scheduled after some job in T . If T = {k}
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this already proves that the schedule described above is optimal w.r.t. the objective function. Its
objective value equals fk(S), so inequality (19) is valid and tight.
Now assume that T = {i, k}, i.e. k ∈ B and i ∈ P(k). Note that i ∈ P(j) for any j ∈ S2
by inclusion-maximality of S1. Suppose we move a job j ∈ S2 between i and k (which would be
feasible). By Smith’s rule, we can assume that j is the job that directly succeeds k in the schedule.
Its completion time decreases by pk ≤ mc(S, k), whereas the completion time of k increases by pj .
Hence, the change in the objective value is equal to mc(S, k) pj − pj pk ≥ 0. So the objective value
is smaller, if T precedes all jobs in S2. If we schedule a job j ∈ S1 between i and k, this only
increases the objective value, since Cj is increased, but Ck and all completion times of jobs in S2
remain. Finally, i was chosen to have minimal processing time such that S1∪T is a feasible starting
set by definition of a minimal chain (17). So altering T , e.g. by exchanging i with some other job
in P(k), cannot decrease the completion time of k. This proves that the schedule depicted above
is optimal w.r.t. the objective function. Since its objective value equals fk(S), inequality (19) is
valid. Further, equality holds for this particular schedule, so (19) is tight.
Now suppose that S3 6= ∅, i.e. T∪S /∈ S. Consider a schedule S1 → T → S2 → S3 → N \(S∪T ),
where the sets S1 ∪ T ∪ S2 are scheduled in a feasible way. Define the weights as above, i.e. set
wj = pj for j ∈ S, wk = mc(S, k) and wj = 0 for j /∈ S. Note that the objective value
∑
j wjCj
of this schedule equals fk(S), but the schedule is not feasible due to S3. (If the schedule was
feasible, then S ∪ T ∈ S is a contradiction to the inclusion-maximality of S1 or S2.) Similar to
above, permuting jobs in S ∪ {T} does not change the objective value by Smith’s rule [47]. Also
S1∪T ∪S2 have to appear in this block order, otherwise this would increase the objective function,
see above. Moreover, any feasible schedule has to schedule jobs in N \ (S ∪ T ) earlier, to obey the
precedence constraints of jobs in S3. Hence, to obtain a feasible schedule, we need to increase the
completion time of jobs in S3, which also increases the objective value. So any feasible schedule
has an objective value strictly greater than fk(S), and thus (19) is valid.
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