In this paper, we study the structure of the limit space of a sequence of almost Einstein manifolds, which are generalizations of Einstein manifolds. Roughly speaking, such manifolds are the initial manifolds of some normalized Ricci flows whose scalar curvatures are almost constants over space-time in the L 1 -sense, Ricci curvatures are bounded from below at the initial time. Under the non-collapsed condition, we show that the limit space of a sequence of almost Einstein manifolds has most properties which is known for the limit space of Einstein manifolds. As applications, we can apply our structure results to study the properties of Kähler manifolds.
Introduction
The regularity theory for non-collapsed Einstein manifolds has attracted many studies in last two decades, e.g., [2] , [3] , [36] , [6] , [7] etc. This theory and its extensions have played a crucial role in Kähle geometry, e.g., in constructing canonical metrics on Fano surfaces (c.f. [36] , [14] ).
Motivated by the study in Kähler geometry, in this paper, we prove new regularity results on the Gromov-Hausdorff limits of Riemannian manifolds with Ricci curvature bounded from below and which are weakly Einstein in an appropriate sense.
To be precise, we assume that (X i , x i , g i ) is a sequence of non-collapsed Riemannian manifolds of dimension m such that Ric ≥ −(m − 1). The well-known Gromov compactness theorem states that by taking a subsequence if necessary, (X i , x i , g i ) converges to a length space X ,x,ḡ in the Gromov-Hausdorff topology. A basic problem in the metric geometry concerns the regularity of the limit X ,x,ḡ . Note thatḡ is merely a length function in the Gromov compactness theorem. The fundamental work of Cheeger-Colding [6] shows initial and crucial structure properties for X ,x,ḡ . In particular, it follows from [6] that tangent cones exist at every point y ∈X. Using these tangent cones, they gave a regular-singular decomposition ofX. A point y ∈X is called regular or belongs to the regular part R if every tangent cone at y is isometric to the Euclidean space (R m , 0, g E ). A point y ∈ X is called singular or belongs to the singular part S if it is not regular, i.e., at y, there exists some tangent cone Ŷ ,ŷ,ĝ which is not isometric to the Euclidean space. Clearly, we haveX = R ∪ S. In general, it is unknown if R is open and even if it is open, it may not be a manifold andḡ may not arise from a Riemannian metric in any classical senses. It is expected in general cases that R has only locally Lipschitz structures at most. If g i has uniformly bounded Ricci curvature, then Cheeger-Colding proved that R is an open manifold and S has Hausdorff codimension at least 2. Moreover,ḡ is a C 1,α -smooth metric. Furthermore, if (X i , g i ) is an Einstein manifold, then the convergence toX restricted to R is actually in the C ∞ -topology andḡ is a smooth Einstein metric in R because of the regularity results from the PDE theory. However, in general, even if the convergence is weak, R can still possibly be a smooth manifold.
In this paper, we study when the limit can have smooth R andḡ is an Einstein metric even if the convergence (X i , x i , g i ) → X ,x,ḡ is only in the weak topology, say the Gromov-Hausdorff topology. Our study is analogous to the standard regularity problem in studying weak solutions for PDEs. In the case of the Einstein equation, because of its invariance under diffeomorphisms, there is not a good notion of weak solutions. Therefore, we first need to make clear what we mean by Einstein metrics in the weak sense. Now let us introduce the notion of almost Einstein manifolds we want to study.
Definitionin 1. A sequence of closed Riemannian manifolds X m i , x i , g i is called almost Einstein if the following conditions are satisfied.
• Ric(g i ) + g i ≥ 0.
• x i ∈ X i , and |B g i (x i , 1)| dµ g i ≥ κ.
• Note that the non-collapsed condition is included in our definition. This is because the condition 1 0 X i |R − mλ i |dµ g i dt → 0 is not sufficient for proving the following results if collapsing occurs. However, we will not discuss this further in the current paper.
Clearly, if 1 0 X i |R − mλ i |dµ g i dt ≡ 0, then this sequence is exactly a sequence of non-collapsed Einstein manifolds with bounded Einstein constants. Such a sequence was extensively studied in the literature. In fact, the condition 1 0 X i |R − mλ i |dµ g i dt → 0 is crucial in establishing the regularity of R. It turns out that almost Einstein limits have most known properties of Einstein limits. Our first theorem is as follows.
Theorem 1 (Structure theorem in Riemannian case). Suppose (X m
i , x i , g i ) is a sequence of almost Einstein manifolds. Let X ,x,ḡ be a Gromov-Hausdorff limit of (X i , x i , g i ),λ be the limit of λ i .
Then the limit space X ,x,ḡ is a metric space with disjoint decompositionX = R ∪ S, where R is the regular part ofX, S is the singular part ofX. They satisfy the following properties.
• (R,ḡ) is a smooth, convex, open Riemannian manifold.
• Ric(ḡ) +λḡ = 0.
• If 0 < p < 1 and ρ ≥ 1, then R∩B(x,ρ) |Rm| p dµ < C(m, κ, p, ρ).
• If y ∈ S, X ,ŷ,ĝ is a tangent space ofX at the point y, then • dim H S ≤ m − 2.
Note that the convexity of R and the integral bound of |Rm| follow directly from the work of [28] and [10] respectively. We list these results here just for completeness of the known results of Einstein limit. The following theorem strengthens Theorem 1 for Kähler manifolds. We say that a sequence of closed Kähler manifolds M n i , x i , g i , J i is almost Kähler-Einstein if it is almost Einstein of dimension m = 2n and satisfies F i = M i |Ric − λ i g i |dµ g i → 0.
We observe that if (M i
,
Theorem 2 (Structure theorem in Kähler case
is a sequence of almost Kähler Einstein manifolds. Let M ,x,ḡ be a Gromov-Hausdorff limit of (M i , x i , g i ),λ be the limit of λ i .
Then the limit space M ,x,ḡ is a metric space with the regular-singular disjoint decomposition M = R ∪ S. They satisfy the following properties.
• There exists a complex structureJ on R such that R,ḡ,J is a smooth, convex, open Kähler manifold.
• If 0 < p < 2 and ρ ≥ 1, then R∩B(x,ρ) |Rm| p dµ < C(n, κ, p, ρ).
• If y ∈ S, M ,ŷ,ĝ is a tangent space ofM at the point y, then
where B(0, 1) is the standard unit ball in R 2n .
• dim H S ≤ 2n − 4.
Our proof of the above theorems is based on the works of [6] , [7] , [29] et al. We need to establish two new technical results. The first one is a pseudo-locality result (Theorem 3.1) which is similar to Theorem 10.1 and 10.3 of [29] . Basically, we need to bound curvature along the Ricci flow whenever the initial metric has its Ricci curvature bounded from below and the volume ratios of its geodesic balls are sufficiently close to the Euclidean one. Our proof for this pseudo-locality uses an argument due to Perelman. The second one is a delicate bound of the Gromov-Hausdorff distance between metrics along the Ricci flow (c.f. Theorem 4.2). This bound plays a role similar to the gap theorem for Einstein limits and is crucial for us to finish the proof of Theorem 1 and Theorem 2.
The organization of this paper is as follows. In Section 2, we discuss some standard estimates which will be repeatedly used in the whole paper. In Section 3, we prove a new pseudo-locality result, i.e., Theorem 3.1. Using this new pseudo-locality, we prove a gap theorem (Theorem 4.2) in Section 4. Then in section 5, we use pseudo-locality theorem, gap theorem and the fact that scalar curvature is almost constant to show the structure theorems in both Riemannian and Kähler cases. Finally, we construct examples of almost Kähler Einstein manifolds and discuss the applications of our structure theorems to Kähler geometry.
Elementary estimates
Before we go to discussion in details, let's fix some notations first. We assume X to be a closed Riemannian manifold of dimension m ≥ 3, M to be a closed Kähler manifold of complex dimension n ≥ 2, real dimension m = 2n ≥ 4. We denote the volume of standard unit ball in R m by ω m . We say A << B for two positive quantities A and B if there is a universal small constant c = c(m) such that A < cB. If not mentioned in particular, the constant C may be different from line to line.
In this paper, we often assume {(X, g(t)), 0 ≤ t ≤ 1} satisfies the evolution equation
for some constant λ 0 with |λ 0 | ≤ 1. Note that this flow may not preserve the volume. However, by abuse of notation, we also call (1) as a normalized Ricci flow solution. Definẽ
Then
which implies
Take trace of (3), we obtain
Define H min (t) min x∈X H(x, t). Apply maximum principle to (5), we obtain
In particular, the condition H ≥ 0 is preserved by the normalized Ricci flow (1).
It follows from (1) that the distance derivative with respect to time is controlled by the |Ric−λ 0 g| along the shortest geodesic. However, a more delicate analysis shows that the lower bound of the distance derivative depends only on the local Ricci upper bound around the end points. Proposition 2.1 (c.f. section 17 of [24] , or Lemma 8.3(b) of [29] ). Suppose {(X, g(t)), 0 ≤ t ≤ 1} is a normalized Ricci flow solution
Proof. Without loss of generality, one can assume t 0 = 0. Then the proof is just an application of the renormalization equation (2) and Lemma 8.3(b) of [29] .
Suppose Ω is a compact manifold with boundary. The following lemmas are standard (c.f. [26] ).
Lemma 2.1. Suppose (X, g) is a complete manifold, x 0 ∈ X, 0 < r ≤ 1. Suppose r −m |B(x 0 , r)| ≥ κ and r 2 Ric ≥ −(m − 1) in B(x 0 , 2r). Let Ω = B(x 0 , r). Then the following properties are satisfied.
• The isoperimetric constant of Ω is uniformly bounded by C I = C I (m, κ).
• The Sobolev constant of Ω is uniformly bounded by C S = C S (m, κ).
• The Neuman Poincaré constant of Ω is uniformly bounded by C P = C P (m, κ).
) is a complete Riemannian manifold, x 0 ∈ X. Suppose the following conditions are satisfied.
• For every 0 < r < 2, we have
• The Poincaré constant of B(x 0 , 2) is bounded by C P .
• |a| + |ψ| < C F on B(x 0 , 2).
where C = C(m, C V , C S , C P , C F ). Consequently, for every 0 < ρ < 1, we have
where C is the same constant as in (8) .
Proof. Letφ = ϕ + C F . We compute
By the standard De Giorgi-Nash-Moser iteration (c.f. Lemma 11.2 of [26] ), we have
φ for some C depending on m, C V , C S , C P and C F . This in turn implies (8) .
Fix 0 < ρ < 1. Letg = ρ −2 g. By the scaling property of the Laplacian operator, we see that
Consider this system under the metricg. The four estimates hold for this new system, so we obtain
which is the same as (9) sinceφ = ρ −2 ϕ.
Combing Lemma 2.1 and Lemma 2.2, we obtain the following Proposition, which is very useful in the study of boundary estimate.
for some constant C = C(m, κ, C F ).
A pseudo-locality theorem
Under the Ricci flow, an "almost-Euclidean" region cannot become singular suddenly. This is the principle of pseudo-locality as stated by Perelman in section 10 of [29] . Perelman developed some pseudo-locality theorems by regarding "almost" as close of isoperimetric constant and scalar lower bound. Of course, this is not the unique "almost-Euclidean" condition. In this section, we will develop similar pseudo-locality properties by explaining "almost-Euclidean" balls as balls whose volume ratio and Ricci lower bound is close to that of the Euclidean balls'. 
Then we have
where
Proof. We only prove (14) . The proof of (13) follows verbatim.
If the statement was false, we can find a sequence of δ k , ǫ k → 0, x k ∈ X k such that (11) and (12) hold. However, (14) are violated.
Following the proof of Perelman's pseudo-locality theorem, we can find a sequence of functions u k which are compactly supported on B(x k , 1) and satisfy (See the end of the proof of Theorem 10.1 of [29] ):
B(x k ,1)
These equations can be written as
Clearly, F k is a functional on the space of functionsū ∈ W , we see that F k has a minimizer ϕ k , which satisfies the Euler-Lagrange equation
On one hand, by the choice of λ k , we have
On the other hand, integrating (17) over B(x k , 1) implies
In the third step, we used the fact log x ≤ m 2e x 2 m for every positive x. Plug Hölder inequality into (18) yields
where a is a positive constant to be determined. Apply Lemma 2.1, we obtain uniform bound for the Sobolev constant of B(x k , 1). It follows that
Let a 2 =
C S
and put (20) into (19), we obtain
Recall that λ k ≤ −η < 0, from (21) we see that there exists a constant C λ , which depends on m, C S , such that
Note that the Euler-Lagrangian equation of ϕ k can be written as
Defineφ k max {ϕ k , 1}. Since log x ≤ m 2e x 2 m for every x > 0, it follows from (23) thatφ k satisfies the inequality
in the distribution sense. Clearly, we can uniformly bound the L m (B(x k , 2))-norm of
where m > m which in turn implies
Recall that Ricci curvature is uniformly bounded from below on B(x k , 2), the estimate of ChengYau (c.f. [15] , section 6 of [26] ) implies that
In view of the non-collapsed condition and Ricci lower bound, we have the convergence in the pointed Gromov-Hausdorff topology,
Combining (25), (26) and (27), we obtain a locally-Lipschitz limit function
In general, it is hard to expect ϕ ∞ to be better than a locally-Lipschitz function. However, by Theorem 0.8 of [17] , we know that X ∞ is isometric to the Euclidean space (R m , g E ), which has a lot of excellent properties. We will use these properties to show that ϕ ∞ has much better regularity than a general locally Lipshitz function. 
It suffices to show lim r→0 ϕ ∞ L ∞ (B(w,r)) = 0 for arbitrary w ∈ ∂B(x ∞ , 1).
Fix arbitrary w ∈ ∂B(x ∞ , 1). Suppose w k ∈ ∂B(x k , 1) and
. By trivial extension, we can look ϕ k as a function defined on the whole manifold X k . Then define ψ d,k M 2d,k − ϕ k . In view of (23), it is easy to see that ψ d,k satisfies the inequality
in the sense of distribution. In other words, ψ d,k is a super-solution of the corresponding elliptic system. Clearly, in the ball B(w k , 4d) ⊂ B(x k , 10), every geodesic ball's volume ratio is bounded from two sides. Apply Proposition 6.1, we obtain 1111111111111111111 1111111111111111111 
By choosing C 4 large, we can assume γ ∈ (0, 1).
Since γ ∈ (0, 1), it is clear that (32) implies lim r→0 ϕ ∞ L ∞ (B(w,r)) = 0. So we finish the proof of Claim 1.
Claim 2.
In B(x ∞ , 1), ϕ ∞ satisfies the following equation
Note that B(x ∞ , 1) is a unit ball in the standard R m . In particular, it has smooth boundary. So equation (33) is equivalent to the following integration equation
for every z ∈ B(x ∞ , 1). Here G is the Green function of the unit ball B(
whenever z y. Here z * is the symmetric point of z with respect to ∂B(x ∞ , 1). If z x ∞ , z * is the point such that x ∞ , z, z * on the same straight line and |x ∞ z| · x ∞ z * = 1. If z = x ∞ , we assume z * as the infinity point. In the later case, we have
By continuity, for proving (34) in B(z ∞ , 1), it suffices to show (34) for every z ∈ B(x ∞ , 1)\ {x ∞ }. Without loss of generality, we fix an arbitrary point z ∈ B(x ∞ , 1)\ {x ∞ }. Suppose z k ∈ B(x k , 1) and
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If the underlying space is Euclidean, then the right hand side is equal to 0 whenever d > 0. Now on X k , we are focusing our attention around the point x k , where Ric ≥ −(m − 1)δ 4 k . Clearly, Laplacian comparison theorem (c.f. Corollary 1.131 of [12] ) implies that
Consequently, we have
Therefore, we obtain
as k → ∞, since the limit space X ∞ is Euclidean, where every geodesic sphere has the same volume ratio: mω m . Consequently, we can calculate
Of course, the default measure in the calculation is dy = dµ g k (0) . Combining (37) and (38), we have
Note that d(z * k , ·) > 0 uniformly on B(x k , 1). By similar but simpler arguments, we obtain
In view of (39) and (40), we have
In the third step, we used the Euler-Lagrangian equation for ϕ k . In the fourth step, we used the integrability of d 2−m and uniform bound of ϕ k . Therefore, we prove (34) for z. By the arbitrariness of z ∈ B(x ∞ , 1)\ {x ∞ } and continuity, equation (34) , henceforth (33) follows directly. Then the standard bootstrapping argument for elliptic PDEs implies that ϕ ∞ ∈ C ∞ (B(x ∞ , 1)). This finishes the proof of Claim 2.
Now we are ready to prove the theorem by a contradiction argument. In fact, since ∂B(x ∞ , 1) is smooth and ϕ| ∂B(x ∞ ,1) ≡ 0 (Claim 1), by trivial extension, we can regard ϕ ∞ ∈ W 1,2 0 (R m ) (c.f. Section 5.5 of [18] ). It follows from the Logarithm Sobolev inequality of Euclidean space (c.f. [21] ) that
On the other hand, by (33) in Claim 2 and the fact ϕ ∞ ≡ 0 outside B(x ∞ , 1), we deduce that
which contradicts to (41)! Combine Proposition 3.1 with the fundamental work of [6] , we obtain the following property.
Remark 3.1. If the "almost-Euclidean volume ratio" (inequality (12)) and "almost nonnegative Ricci" (inequality (11)) hold globally, then the rough curvature estimate (inequality (14)) follows from the combination of Perelman's pseudo-locality theorem and Levy-Gromov inequality(c.f. [20]), whose proof requires some regularity results in geometric measure

Proposition 3.2.
There exists a constant δ 0 = δ 0 (m) with the following properties.
Proof. Let's first prove the following Claim. 
Actually, if this statement was wrong, we can find a sequence of η i → 0 and manifolds (X i , x i , g i (0)) such that (42) holds for η i and the ball Ω i = B g i (0) (x i , 1). However, for some point
Suppose (Ω i , x i , g i (0)) converges to Ω ,x,ḡ . Clearly, we see thatΩ is isometric to the unit ball in 
+ ǫ −2 for every t ∈ 0, ǫ 2 . This implies that for every t ∈ 0, ǫ 2 200 , we have
.
By a trivial rescaling argument, we conclude
1000 , η(m, ξ) . Clearly, Proposition 3.2 holds for this choice of δ 0 .
Now we are ready to prove the pseudo-locality theorem under the normalized Ricci flow. Suppose { (X, g(t) ), 0 ≤ t ≤ 1} is a normalized Ricci flow solution:
. By Taylor expansion of t(s) =
, shrink δ 0 if necessary, we have 3 2 s < t < 3s whenever s ∈ (0, 10δ 0 ). Note that
If t ∈ (0, 2δ 0 ], then s ∈ 0, 4 3 δ 0 . Note thatg(0) = g(0). Therefore, Proposition 3.2 can be applied to obtain the following estimates. 
Curvature, distance and volume estimates
Under the Ricci flow, evolution of distance between two points is controlled by the Ricci curvature. By maximum principle, a scalar-flat Ricci flow solution must be Ricci flat. Therefore, the distance between any two points does not depend on the time. In this section, we will develop an "almost"-version of this observation. Fix two points in the underlying manifold of a normalized Ricci flow solution. If the normalized scalar curvature is almost zero in the L 1 -sense, then the distance between these two points are almost fixed by the flow. This new estimate is based on Proposition 2.1, Theorem 3.1, and the following estimate of normalized Ricci curvature.
Lemma 4.1. Suppose {(X, x 0 , g(t)), −2 ≤ t ≤ 1} satisfies the following conditions.
• g(t) satisfies the normalized Ricci flow solution
Then there exists a large constant C = C(m) such that
Proof. For simplicity of notation, we denote Ric − λ 0 g by h, denote R − mλ 0 by H.
Recall that |h| satisfies inequality (4). Locally, |Rm| is uniformly bounded. So we should be able to control the L ∞ -norm of |h| by the L 2 -norm of |h|. 
. By the evolution of geodesic length, it is easy to check that
By mean value theorem of calculus, we can assume t 1 , t 2 satisfies the following properties.
Using the evolution equation of normalized scalar curvature equation (5), similar to the calculation in [42] , we obtain that
Combining (49), (50), (51) and (52) yields
where C depends only on the dimension m.
Combine Lemma 4.1 and Theorem 3.1, we have the following estimate.
Lemma 4.2. Suppose {(X, x 0 , g(t)), 0 ≤ t ≤ 1} satisfies all the conditions in Theorem 3.1. Then
Proof. By Theorem 3.1, we have
for every point y ∈ B g(0) x 0 ,
. By (55), the injectivity radius estimate in [11] yields that
for some constant ξ = ξ(m, κ(m)) = ξ(m) whenever s 2 ≤ t ≤ 2s. Put
Clearly,g satisfies the evolution equation
In view of (55) and (56), we have injectivity radius estimate and curvature estimate required by Lemma 4.1. It follows that
which is the same as the following inequality before scaling:
Recall that in the definition A = 1000mξ −1 s − 1 2 , 1000mξ −1 is a constant depending only on m. Therefore, (57) implies
By inequality (60), whose proof is independent, we obtain that 
Proof. Let us first prove inequality (60).
By inequality (7) and inequality (47), we have
where C is a universal constant. Consequently, we have
If λ 0 ≥ 0, we have already obtain inequality (60) trivially. If λ 0 < 0, we have
So we finish the proof of inequality (60).
We continue to prove inequality (61). Along the normalized Ricci flow, the derivative of logarithm of geodesic length is bounded by the term |Ric − λ 0 g| on the geodesic. Therefore, estimate (54) yields the following inequalities.
So we finish the proof of inequality (61).
and plug it into inequality (61), we obtain inequality (62).
Corollary 4.1. Same conditions as in Lemma 4.3. If E << δ
. In particular, we have
Proof. Direct application of inequality (62).
Intuitively, an almost expanding map which almost fix volume must be an almost isometry. This observation can be achieved precisely by Theorem 4.1. However, in order to obtain Theorem 4.1, we first need an estimate to prevent the distance to expand too fast, which is the meaning of the following Lemma.
Lemma 4.4. Suppose {(X, x 0 , g(t)), 0 ≤ t ≤ 1} satisfies all the conditions in Theorem 3.1.
Let
Proof. The left hand side of inequality (65) follows directly from inequality (62). So we focus on the proof of the right hand side of inequality (65).
We denote the constant in Lemma 4.3 by C 0 and fix it in this proof. All the other C's may be different from line to line.
Among all the geodesic balls in B g(0) (x 1 , l), let B g(0) (x, r 0 ) be the largest geodesic ball (counted by radius under g(0)) such that
See Figure 3 for intuition. 
By definition, B g(0) (x, r 0 ) and the ball B g(δ 0 ) x 1 , l) . Therefore, we have
By Corollary 4.1, we have
Plugging (68) into (67) yields
where we use the fact that C 0 l −1 E 1 2(m+3) << 1 in the third step, last step respectively. By the noncollapsed condition at time t = δ 0 , we obtain that A −,l ≥ C(m, κ(m)) = c(m). By the definition of A −,l , we automatically have
. We obtain
Combining (70) and (69) yields
Note that there is a point
Otherwise, let α be a unit speed geodesic (under metric g(0)) connecting x 1 and x 2 such that α(0) = x 1 , α(l) = x 2 . By triangle inequality, we can see that
which contradicts to the definition of r 0 .
Claim 5. There exists a constant C = C(m) such that
We first consider the case that r 0 > 3C 0 E 1 2(m+3) .
Under metric g(0), let γ be a shortest geodesic connecting x 2 , x 3 . Clearly, |γ| g(0) ≤ 3r 0 . Under the metric g(δ 0 ), γ may not be a shortest geodesic. However, it is still a smooth curve. Cover the curve γ by geodesic balls B g(δ 0 ) (z i , r 0 ) with the following properties.
• z i ∈ γ, ∀ i ∈ {1, · · · , N};
By the evolution equation of volume form and (73), we have
It follows from (74) and (75) that
Since r 0 < l, the definition of A −,l , A +,l implies the following inequalities.
Combine (76), (77) and (78), we obtain
Recall that
On one hand, by (46), non-collapsed condition at time t = δ 0 implies that A −1 −,l is bounded from above uniformly. On the other hand, A +,4l is bounded from below in view of the volume comparison and (45). Therefore, the fact that r 0 > 3C 0 E 
Therefore, triangle inequality yields that
By refining the estimate in Lemma 4.4, we are able to prove that the distance is almost fixed whenever the normalized scalar curvature is almost zero. Theorem 4.1. Suppose {(X, x 0 , g(t)), 0 ≤ t ≤ 1} satisfies all the conditions in Theorem 3.1. Then for every two points
Proof. The first inequality of (84) is the same as the one in (65). So we only need to show the second inequality of (84).
At time t = δ 0 , |Rm| is uniformly bounded, injectivity radius is uniformly bounded from below. Therefore, Rauch comparison theorem can be applied to obtain a lower bound of A −,r . At time t = 0, Ricci curvature is bounded from below. So the Bishop volume comparison theorem implies an upper bound of A +,r . In short, we have
whenever r < ξ = ξ(m, κ(m), δ 0 (m)) = ξ(m). It follows that
By (65) and (85), we have
whenever
In view of triangle inequality, we obtain
, which in turn implies that
Let N ∼ lE
Based on Theorem 4.1, we are ready to prove a gap theorem. 
|R − mλ 0 |dµdt << r 6(m+3) . Moreover, we have
whenever E << r 9m(m+3) , r << 1. Here B(0, r) is the ball with radius r in the Euclidean space R m .
Proof. By (84), we have approximation map from B g(0) (x 0 , r) , g(0) to B g(0) (x 0 , r) , g(δ 0 ) . Therefore, we have
On the other hand, (84) implies that
which in turn yields that
by the definition of Gromov-Hausdorff distance. Combine (91) and (92), we obtain
whose scaling-invariant form on the left hand side is (88).
At time t = δ 0 , around x 0 , |Rm| is uniformly bounded, injectivity radius is uniformly bounded from below. Using exponential map, one can construct approximation map from Euclidean ball to geodesic ball. It is not hard to see that
whenever r is very small. It follows from (88) and (89) that
whenever E < r 9m(m+3) . Let L 0 be the maximum of all the C's that appear in this proof, we obtain Theorem 4.2.
Structure of limit space
This section is devoted to prove the structure theorems, Theorem 1 and Theorem 2, respectively.
Riemannian case
Suppose (X i , x i , g i ) is a sequence of almost Einstein manifolds. Let (X,x,ḡ) be the limit space of (X i , x i , g i ),λ be the limit of λ i . In this section, we shall use the estimates developed in previous sections to show the structure ofX.
A tangent space Ŷ ,ŷ,ĝ at a point y ∈X is the pointed-Gromov-Hausdorff limit of X , y, ǫ −2 jḡ for some sequence ǫ j → 0. A point y ∈X is called regular if every tangent cone at y is isometric to the Euclidean space (R m , 0, g E ). A point y ∈ X is called singular if it is not regular, i.e., at y, there exists a tangent space Ŷ ,ŷ,ĝ which is not isometric to the Euclidean space. By the fundamental work in [6] , one sees that every tangent space is a metric cone. Moreover, a tangent cone is Gromov-Hausdorff close to the Euclidean space if and only if the volume of the standard unit ball in the tangent cone is close to ω m , the volume of the unit ball in R m . Under the non-collapsed and Ricci lower bound condition, the Hausdorff measure converges whenever the Gromov-Hausdorff convergence happens. This inspires us to define the function U onX × (0, ∞) as follows. For every point y ∈X, define U(y, r) ω
Since the spaceX inherits the BishopGromov volume comparison property from the limit process, we see that lim r→0 U(y, r) is a well defined positive number, which we denote by U(y). Clearly, a point y is singular if and only if U(y) < 1. However, by using the special property of almost Einstein limit, this property can be improved.
Proposition 5.1. y ∈X is a singular point if and only if
Proof. It suffices to show that y is regular whenever U(y) > 1 − δ 0 2 .
. By definition of U(y), there exists a sequence of ρ j → 0 such that
Denote the pointed-Gromov-Hausdorff limit of X , y, ρ −2 jḡ by Ŷ ,ŷ,ĝ , which is a tangent cone ofX at the point y. By a careful choice of diagonal subsequence if necessary, we can assume Ŷ ,ŷ,ĝ as the pointed-Gromov-Hausdorff limit of X i j , y i j , ρ −2 j g i j , which is a new sequence of almost Einstein manifolds. For brevity, we drop some subindexes and look Ŷ ,ŷ,ĝ as the almost Einstein limit of X j , y j , h j , where h j = ρ −2 j g i j . By volume continuity, we have
Clearly, Ric h j ≥ −(m − 1)ρ 2 j on X j . Therefore, Theorem 4.2 applies. Fix an arbitrary small r > 0, by inequality (89), we see that
Consequently, every tangent space ofŶ atŷ is the Euclidean space R m . On the other hand, we already knowŶ is a metric cone with vertexŷ. These two conditions force thatŶ is isometric to R m . Henceforth, y is a regular point.
By some routine argument, the following Corollary is obvious now. Bĝ(ŷ, 1),ĝ , (B(0, 1) , g E ) <ǭ.
Using the notation of [6] , Corollary 5.1 implies R = Rǭ. Therefore, we have separated the singular points from the regular points substantially. Then by using regularity results from the Ricci flow, we can smoothen the regular part R. • Bḡ(y, r),ḡ is geodesic convex, i.e., every shortest geodesic connecting two points in Bḡ(y, r) cannot escape it.
•
There exist a region D ⊂ R m and a smooth metric tensor g D on D such that Bḡ(y, r),ḡ is isometric to (D, g D ).
• Ricḡ(y) −λḡ(y) = 0.
Proof. Since y is regular, U(y) = 1. So we can find r 0 = r 0 (y) such that U(y, ρ) > 1 − δ 0 2 for every 0 < ρ < r 0 (y). Suppose y i → y as (X i , x i , g i ) converges to X ,x,ḡ . By volume continuity, we have for large i, r
Without loss of generality, we choose
So we can apply Theorem 4.2 for the new almost Einstein sequence (X i , y i ,g i ). By (88), it turns out that
Denote the common Gromov-Hausdorff limit of the two sequences of geodesic balls in (96) by Bg ∞ y ∞ , sup
Consequently, Bg ∞ (y ∞ , ρ 0 ) ,g ∞ is a convex smooth geodesic ball. Denote h = r 2 0g ∞ . Of course, (B h (y ∞ , r 0 ρ 0 ) , h) is a convex smooth geodesic ball. By exponential map with respect to h, we can find D ⊂ R m and smooth g D such that (D, g D ) is isometric to (B h (y ∞ , r 0 ρ 0 ) , h), which is the Gromov-Hausdorff limit of (B(y i , r 0 ρ 0 ), g i (0)). So we finish the proof of the first two properties by letting r = r 0 ρ 0 . The last property follows from Lemma 4.2. Actually, (95) guarantees that we can apply inequality (54) to obtain
where C = C(m, r 0 , δ 0 ). Sinceḡ is the smooth limit of g i (δ 0 r 2 0 ) around y, we obtain Ricḡ(y) = λḡ(y).
For brevity, for every point x ∈X, define the volume radius
whenever the set is nonempty. Otherwise, let r V (x) = 0. Define V r x ∈X|r V (x) ≤ r , the set of points whose volume radius is not greater than r. Clearly, V 0 is nothing but the singular set S. Using the notation in [6] , for a metric space Z, we assume z * is the vertex of the metric cone C(Z). Then for every pair of small positive constants η, ξ and radius 0 < r < ξ, we define
Note that our S k η,(r,1) is S k η,r in [10] . By Theorem 1.10 of [10] , a standard rescaling argument shows that for every ξ < 1 and η << 1,
whenever y ∈ B(x, 2). Consequently, the non-collapsed condition and a ball-covering argument imply that
In particular, we have
Therefore, we can obtain
if we can prove V r ⊂ S m−2 η,(r,η) . In fact, this relationship follows from the following Lemma. Proof. Without loss of generality, we assume ρ = 1. Fix η < (1 − p), we have
where we used (99) and (101).
Proof. It follows from inequality (99) and the fact that dim H S is an integer.
Combine all the discussions in this subsection, we finish the proof of Theorem 1.
Kähler case
) is a sequence of almost Kähler Einstein manifolds. Let (M,x,ḡ) be the limit space of (M i , x i , g i ),λ be the limit of λ i ,M = R ∪ S be the regular-singular decomposition.
It is not hard to see that R has a complex structureJ compatible withḡ and ∇ḡJ = 0. Actually, it suffices to prove the existence of suchJ locally. Fix y ∈ R. Let r 0 = ) (y i , δ 0 r 2 0 ) converges to the limit complex structureJ, which is compatible withḡ and ∇ḡJ = 0.
For non-collapsed limit of Kähler manifolds with bounded Ricci curvature, it was shown that every non-Euclidean tangent cone can split at most 2n − 4 independent lines. The argument was based on an ǫ-regularity theorem(c.f.Theorem 5.2 of [9] ), which can be improved to obtain the following Lemma. 
Then for every metric space Z, we have
where z * is the vertex of the metric cone C(Z), 0, z * ∈ R 2n−3 × C(Z).
Proof. The proof follows the same route as that of Lemma 5.1.
If the statement was wrong, there exist a sequence of scales (r i , η i ) with η i → 0 and a sequence of Kähler manifolds (N i , y i , h i , J i ) with the given conditions violating the statements.
2 ω 2n for some 0 < r i < η i .
• sup
Denote the pointed-Gromov-Hausdorff limit of B˜h i (y i , 1), y i ,h i by (B,ŷ,ĝ). By limit process, there exists a metric spaceẐ such that
Like the proof of Lemma 5.1, in order to obtain a contradiction, it suffices to show that R 2n−3 ×C(Ẑ) is isometric to R 2n . Actually, the Kähler condition implies that R 2n−3 × C(Ẑ) is either R 2n or R 2n−2 × C(S t ) for some circle with length t ∈ (0, 2π). However, for metrich i , we have
This is enough for us to choose good slice where the integration of |Ric| is as small as possible(c.f. Theorem 5.2 of [9] ). Therefore, Chern-Simons theory implies that t = 2π. Consequently, R 2n−3 × C(Ẑ) must be isometric to R 2n and we can obtain the desired contradiction! Fix the pair (r, η) such that 0 < r < η < ξ 0 . Let y be an arbitrary point in B(x, 2) ⊂M,
It follows that
for large i, whenever η is chosen very small. Therefore, Lemma 5.2 can be applied to obtain that V r ⊂ S 2n−4 η,(r,η) on the limit spaceM. Then we can apply Theorem 1.10 of [10] to obtain that
From here, we can deduce the following two propositions without difficulty. Combine all the discussion in this section, we finish the proof of Theorem 2. Moreover, Theorem 2 can be improved if we assume M i |Rm| p g i dµ g i < C uniformly for some 2 ≤ p ≤ m 2 , or we assume n = p = 2. The proofs follow from the combination of the methods described in this section and that in [10] . Since the proofs do not contain new method and we do not know a substantial applications of such results, we omit the details here.
Examples
In this section, we show two examples of almost Kähler Einstein sequences. The applications of the structure theorem (Theorem 2) are also discussed. Actually, both examples come to our attention spontaneously when we try to study the geometric properties of Kähler manifolds. It is for this study that we develop the whole paper.
Smooth minimal varieties of general type
A smooth projective variety M is called of general type if the Kodaira dimension of M is equal to the complex dimension of M, i.e., Therefore, for every ǫ > 0, the normalized Ricci flow initiating from g ǫ exists forever(c.f. [40] and [39] ). In view of (6), the condition R + n ≥ 0 is preserved by the flow. Therefore, we have In the proof of Theorem 6.1, when ω and x 0 are fixed, the almost Kähler Einstein sequence depends on the choice of the sequence {ǫ i } ∞ i=1 . It is natural to ask whether the limit space depends on the choice of the sequence {ǫ i } ∞ i=1 . In fact, the answer is no. In [38] , we proved that every limit space M ,x,ḡ is the metric completion of (M\B, x 0 ,ĝ), which is independent of the choice of {ǫ i } ∞ i=1 . Another interesting question is whetherM has a variety structure. Generally, we do not know the answer although this is expected. However, when (M, J) satisfies the Chern number equality c 1 (M) = 0, thenM does have a projective variety structure. Actually, in [38] , we will use Theorem 2 to show thatM is a global quotient of the complex hyperbolic space, henceforth it is a variety.
Fano manifolds
A complex manifold (M, J) is called a Fano manifold if −K M is ample. By the Kodaira embedding theorem, such a manifold must be projective and admits a Kähler structure. The existence of Kähler Einstein metrics on Fano manifolds is a folklore problem (c.f. [37] and references therein). In [35] , the first author introduced the α-invariant α(M) and proved that Kähler Einstein metrics exist whenever α(M) > • α(M) ≥ n n+1 .
• Mabuchi's K-energy is bounded from below in 2πc 1 (M).
Before we prove this proposition, let us recall an invariant. Suppose (M, J) is a Fano manifold, ω is a metric form in the class 2πc 1 (M). Since every other metric form in the same class can be written as ω ϕ = ω + √ −1∂∂ϕ for some smooth function ϕ on M, it is clear that sup t > 0 Ric(ω ϕ ) ≥ tω ϕ for some ϕ ∈ C ∞ (M)
is independent of the choice of ω. For brevity, we denote this invariant by G (M, J) , or by G(M) when no ambiguity happens. Under this notation, we have the following theorem. Note that G(M) = 1 under either condition of Proposition 6.1 (c.f. [34] ). Therefore, Proposition 6.1 follows from Theorem 6.2.
In both examples, Theorem 6.1 and Theorem 6.2, the complex structure is fixed. This is of course not needed in the set up of almost Kähler Einstein manifolds. Therefore, potentially, we should be able to construct almost Kähler Einstein sequences by deforming the complex structure and cohomology class simultaneously. It is then interesting to see whether the almost Kähler Einstein limit space is independent of the choice of parameter (of complex structures and metric forms) sequences. It is also fascinating to ask whether the limit space has a variety structure. These topics will be studied in the future.
