Rhie-Chow interpolation is a commonly used method in CFD calculations on a co-located mesh in order to suppress non-physical pressure oscillations arising from chequer-board effects. A fully parallelised smoothed-interface immersed boundary method on a co-located grid is described in this paper. We discuss the necessity of modifications proposed by Choi [1] to the original Rhie-Chow interpolation in order to deal with a locally refined mesh. Numerical simulation with the modified scheme of Choi shows that numerical dissipation due to Rhie-Chow interpolation introduces significant errors at the immersed boundary. To address this issue we develop an improved-Rhie-Chow interpolation scheme which is shown to increase the accuracy in resolving the flow near the immersed boundary. We compare our improved scheme with the modified scheme of Choi by parallel simulations of benchmark flows i/ flow past a stationary cylinder, ii/ flow past an oscillating cylinder and iii/ flow past a stationary elliptical cylinder, where Reynolds numbers are tested in the range 10 -200. Our improved scheme is significantly more accurate and compares favourably with a staggered grid algorithm. We also develop a scheme to compute the boundary force for the directforcing immersed boundary method efficiently.
INTRODUCTION
For the simulation of fluid flow with moving objects of complex geometry, a conventional method is to dynamically update the mesh according to the new positions of the moving objects, which is referred as remeshing. The dynamic mesh method has the advantage of a well-controlled accuracy in enforcing the boundary condition on the surfaces of moving objects at an expensive computational cost. An alternative method without such expensive remeshing procedure is the immersed boundary method, where moving objects are tracked by a moving Lagrangian grid while the fluid flow is solved on a stationary Cartesian grid. It is especially favorable for simulating fluid flow with multiple moving objects and in parallel computing.
The immersed boundary method can be categorized as smoothed-interface immersed boundary method, where the boundary is smeared out, or the sharp-interface immersed boundary method. The former is usually first-order accurate in space for flow near a sharp boundary while the latter can be second-order or higher. The original immersed boundary method belongs to the smoothed category. It was proposed by Peskin [2] for simulating blood flow around heart valves. Exchanging information between the Lagrangian and Eulerian grids is through a smoothed delta function so the flow field is smeared out in the vicinity of the immersed boundary. Smoothed delta functions [3] should follow fundamental principles, such as momentum conservation, torque conservation etc. An immersed boundary is accomplished by imposing a boundary force, which is introduced into the momentum equation in a way similar to a body force. The boundary force on Lagrangian points can be obtained by solving a constitutive model (Hookean spring [2] ), a feedback force model [4] or using the direct forcing method [5] . The direct forcing method has recently gained more popularity [6, 7, 8, 9] because it requires no additional parameters and is suitable for problems with rigid immersed objects. However, due to the use of a smoothed delta function, the flow at a sharp interface is difficult to resolve. The sharp-interface immersed boundary method is favored when boundary layer effects are significant to the entire flow domain, especially for turbulent flow. This method usually involves a local reconstruction of velocity and pressure at the grid near the immersed boundary. It has been widely used in simulating flow with relatively high Reynolds number [10, 11, 12, 13, 14] . Second-order accuracy has been achieved at the fluid-solid interface. However there are also problems which restrict its application. The local reconstruction performed by linear, bi-linear or quadratic interpolation [10, 11] cannot guarantee mass conservation. Additionally, with a moving boundary on top of a Cartesian grid, physical variables in a Cartesian cell can suddenly transit between the solid phase and the fluid phase, leading to serious spurious oscillations [15, 16] in the pressure field. These spurious oscillations can be attenuated by a field extension strategy with some ghost cells inside the immersed object [12] and the mass conservation can be improved by using a more delicate mesh to resolve the geometry of the boundary with cut-cell techniques [17, 18] . In comparison, the oscillation is much less significant with a smoothed-interface immersed boundary method for the simulation of moving boundary problems [6, 19] .
Reviewing previous implementations of immersed boundary methods, we find that staggered grids has been chosen in most cases. The co-located grid method is widely-known to be vulnerable to the chequer-board effect where nonphysical pressure oscillations appear. Udaykumar et al. [17] proposed a co-located sharp-interface immersed boundary method with an improved Rhie-Chow interpolation. Mittal et al. [13] also implemented a sharp-interface immersed boundary method on
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A CO-LOCATED SMOOTHED-INTERFACE IMMERSED BOUNDARY METHOD 3 a co-located grid. The Mittal group calculated the surface flux by directly taking into account the pressure gradient on cell-faces. Their method can be regarded as a simplified version of the original Rhie-Chow interpolation [20] considering only the diagonal coefficients from the temporal term but without the implicit viscous term in the momentum equation. Therefore nonphysical pressure oscillation could still appear when the viscous implicit terms dominate. The investigation of a smoothed-interface immersed boundary method on a co-located mesh was not found in literatures. With the original Rhie-Chow interpolation, Choi found that the steady state solution was dependent on the time step, Yu et al. [21] suggested that the chequer-board effect would still appear if a small time step is used. A modification was proposed to address this issue by considering a separate treatment of the temporal term in the interpolation [1, 21] . A general summary of the Rhie-Chow interpolation can be found in [22] .
In this paper we will discuss several issues related to the implementation of a co-located smoothed-interface immersed boundary solver. Major contributions of this paper include:
(i) We develop a numerical method for a smoothed-interface immersed boundary method with an improved-Rhie-Chow interpolation scheme. To our knowledge, this is the first of such scheme which uses a co-located grid. (ii) The accuracy of enforcing the no-slip boundary condition at the immersed boundary is typically increased by either using more forcing iterations or decreasing the time step (or both) [8, 23] . We develop a more cost-effective scheme by adopting an initial estimate for the boundary force based on its value in the previous time step. We validate our new scheme against benchmark flows. (iii) We have analysed the error introduced by the original Rhie-Chow interpolation and the modified Rhie-Chow interpolation [1] . The latter is necessary when dealing with locally refined meshes. Various types of Rhie-Chow interpolation is found to produce significant numerical dissipation near an immersed boundary where the pressure is discontinuous [24, 25] . We develop an improved-Rhie-Chow algorithm which significantly reduces the dissipation close to the immersed boundary. We compare our improved-Rhie-Chow interpolation with Choi's modified version in two benchmark simulations and demonstrate our method is able to resolve flows near the immersed boundary at higher accuracy. (iv) Our algorithms are developed in OpenFOAM, an open-source finite volume method (FVM) solver written in C++. OpenFOAM provides many data-structures particularly suited for CFD calculations (vectors, 2nd rank tensors...) and also makes parallelisation of algorithms simple and efficient.
NUMERICAL METHOD

Momentum equation discretization
The motion of an incompressible fluid flow is governed by the momentum equation and the continuity equation, written as
where η is the dynamic viscosity of the fluid, ρ f is the density of the fluid, p is the kinematic pressure, ∂ t indicates a partial derivative with respect to time, f is the boundary force (per unit mass) in the vicinity of the immersed boundary. The force density f is described in section 2.3. The convection term is discretized with the second-order Adam-Bashforth scheme. The diffusion term and the boundary force term are discretized with the second-order Crank-Nicholson scheme. Thus the overall accuracy of the numerical scheme is second-order in time.
where C is the convection operator and the superscript indicates the time step. The momentum equation is solved with a co-located finite volume method. The integral of the momentum equation in a control volume involves the computation of several face-centre quantities from cell-centre variables, including face-centre velocity, flux, face-centre gradient and face-centre gradient along the normal direction. The face-centre velocity is obtained by mid-point interpolation from the cell-centre velocity. The face-centre gradient is computed with a second-order central difference scheme. Rhie-Chow interpolation is used for computing the flux in order to avoid the well-known chequer-board effect (see section 2.4). In the presence of a local refined mesh, an over-relaxed non-orthogonal correction [26] is chosen to correct the error in gradient at interfaces between the coarse and the refined mesh grid, where the connection between cell centres are not aligned with the face normal.
The discretized momentum equation can be reformulated as follows:
where a P is the diagonal coefficient of the linear equations, u n P /∆t is the explicit part of the time derivative term ∂ t u P , H P is a combination of implicit off-diagonal terms, other explicit terms and source terms of the momentum equation.
Immersed boundary method
The immersed boundary method uses a separate Lagrangian mesh to track the surface of immersed objects. Figure 1 shows an immersed boundary (circle points) on a uniform Eulerian grid. The boundary condition can be enforced by boundary forces on Lagrangian points. The Lagrangian force is spread to nearby Eulerian grid inside a support cage (e.g. the 4 × 4 dashed square in Figure 1 for the gray circular Lagrangian point). The Navier-Stokes equation is solved on the Eulerian grid with the finite volume method. Information exchange between the Eulerian and Lagrangian grid generally consists of two steps: one step is to calculate the velocity of the Lagrangian points by an interpolation from the velocity of the Eulerian points; the other step is to spread the aforementioned force from Lagrangian points to the Eulerian points in their support cages. For clarity, the variables for Lagrangian points are denoted by capital letters, e.g. the boundary force F and the Lagrangian velocity U . The boundary force (per unit mass) on Eulerian points (achieved by spreading) is introduced to the momentum equation as a source term f , as shown in eqns. 1 and 3. The size
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A CO-LOCATED SMOOTHED-INTERFACE IMMERSED BOUNDARY METHOD 5 of the support cage is determined based on the effective domain of the smoothed delta function, which is a numerical approximation of the Dirac Delta function. In this paper, we consider IB3 [27] and IB4 [2] . More smoothed delta functions as well as the design rule are described in [3] . The interpolation and spreading procedures are shown in eqn. 5 and 6. The formulation of IB3 and IB4 are shown in eqn. 8 and eqn. 9.
where δ is the Dirac Delta function, its discretized form in 2D is shown in eqn. 7.
The Lagrangian force F for a no-slip boundary condition is computed with a prediction of velocity U * at Lagrangian points in the absent of an immersed boundary. Several different models for computing the boundary force have been proposed in [2, 4, 5] . The direct forcing method [5] is a simple and efficient method since there is no additional artificial parameters for the simulation. The boundary force can be estimated by
, where U 0 is the target velocity on the boundary. For stationary no-slip boundary, U 0 = 0. U ( * ) is a prediction of Lagrangian velocity from Eulerian velocity u ( * ) through eqn. 5. A full derivation for the evaluation of boundary force is shown in [7] and intensively discussed in [23] .
An iterative forcing scheme
The velocity boundary condition on the surface of the immersed object is enforced with an iterative forcing scheme. The necessity of iteration loop is the reason that the calculation of the boundary force is roughly based on the diagonal terms of the linear equations, as shown in eqn. 10. The interpolated velocity at the Lagrangian points does not meet the no-slip boundary condition with one iteration. An iteration loop was suggested in [8, 23] to iteratively update the boundary force and velocity explicitly without re-solving the momentum equations. The accuracy of enforcing the noslip boundary condition can be improved by using smaller time steps or more forcing iterations. The iterative forcing scheme we use has two major differences when compared with previous iterative schemes: (a) the initial velocity prediction is obtained with an initial prediction of the boundary force from previous time step, which is assumed to be zero in all previous schemes; (b) the computation This article is protected by copyright. All rights reserved. At the beginning of each time iteration, the velocity is predicted by solving the momentum equation with a fully-explicit scheme, shown in eqn. 12.
where a p is the diagonal coefficient of the linear equations.
The algorithm for the iterative forcing procedure is summarized in the following six steps: step 0: nIter = 0; step 1: use the force on Lagrangian points from the previous time step with F * = F n , and spread F * to Eulerian grid f * according to eqn. 6; step 2: solve the momentum equation explicitly with eqn. 12 to get a prediction of the velocity field u * ; step 3: interpolate the velocity from the Eulerian grid u * to the Lagrangian grid U * with eqn. 5; step 4: evaluate the boundary force correction F with eqn. 11 and update the boundary force
step 5: solve the momentum equation implicitly with eqn. 3; step 6: nIter = nIter + 1, if nIter < f orceIter return to step 3. It is worth mentioning that although the pressure correction procedure after solving the momentum equation makes changes to the velocity field and therefore affects the accuracy for enforcing the no-slip boundary condition. The changes associated with the pressure correction procedure are insignificant and negligible.
Rhie-Chow interpolation
2.4.1. original scheme Consider the discretization of the momentum equation onto a uniform grid in the form of eqn. 4 for the cell P and its east neighbour E with face e between them,
The Rhie-Chow interpolation proposed by Rhie and Chow [20] computes the face-centre velocity as follows,
where a e = a P = a E for a uniform grid and
Consider the 1D case, ∇p is replaced by ∂p ∂x . We can obtain the following equation from eqns. 13, 14 and 15,
According to the Taylor series expansions, the Rhie-Chow interpolation introduces a third-order derivative term of the pressure in space to the velocity as follows,
When the viscous term in the momentum equation is discretised explicitly, a e = ρ/∆t. As a result, eqn. 16 becomes,
In our numerical implementation, we calculate the flux based in the absence of the pressure contribution as follows,
The pressure field can then be solved with the following equation,
The cell-centre velocity field is then updated with the pressure field according to,
It can be proved that solving the pressure with eqns. 19 and 20 is equivalent to the original RhieChow interpolation where a correction of pressure is solved together with eqn. 15.
We summarise the pressure correction algorithm in the following, step 0: nIter=0; step 1: calculate the flux with eqn. 19, note the operator H involving implicit terms from neighbouring cells is also updated; step 2: solve the pressure with eqn. 20 and update the velocity field u n+1 with eqn. 21; step 3: nIter = nIter + 1, if nIter < pressureIter return to step 1.
modified-Rhie-Chow interpolation scheme
A modified-Rhie-Chow scheme was suggested in [1, 21] because the original scheme was found to have some weak points: (a) the steady state solution depends on the time step length [1] , (b) chequer-board effects still appear if a small time step is used [21] . A remedy was introduced considering a separate treatment of the temporal term in the interpolation [1, 21] shown below, This article is protected by copyright. All rights reserved.
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where u n e is the face-centre velocity calculated in previous time step. In practice, the flux at old time step is stored rather than the face-centre velocity for the convenience of implementation.
We again analyse error terms using the 1D case. From eqns. 13, 14 and 25, the modified-RhieChow interpolation can be described by,
The modified Rhie-Chow interpolation introduces an additional second-order derivative term of the velocity in space to the velocity as follows,
E 1 and E 2 are used to represent the two dissipation terms,
With a small time step, E 1 vanishes while E 2 becomes significant. E 1 and E 2 could introduce large errors when the flow field is discontinuous. In addition, the modified Rhie-Chow interpolation introduces a fourth-order derivative term of pressure and third-order derivative term term of velocity into the continuity equation.
improved-Rhie-Chow interpolation scheme at the immersed boundary
In the conventional computing with a body-fitted mesh, Rhie-Chow interpolation is not applied for computing the flux at boundaries because the flux can be achieved based on the boundary conditions. With an immersed boundary method, the internal part of the immersed boundary also participate in solving the Navier-Stokes equations. Due to the enforcing of the no-slip boundary condition with a smoothed boundary force, the pressure field in the vicinity of the immersed surface becomes nonphysical and a discontinuity in the pressure is present even with a staggered grid method ( Figure 5 in [7] ). Therefore, the discontinuity in pressure should also be maintained for a co-located grid method. However, the numerical dissipation in eqn. 18 involves a third-order derivative of pressure in space. Due to the discontinuity in pressure, the numerical dissipation is large and would have a much more significant impact on the face-centre velocity in comparison to a smooth pressure field. The RhieChow interpolation tends to smooth the pressure profile near the immersed boundary. It is interesting to investigate the effect of Rhie-Chow interpolation in the vicinity of an immersed boundary where a boundary force is present. We developed a numerical solver avoiding Rhie-Chow interpolation at 9 the faces where boundary forces are present. More specifically, the cell-centre boundary force on the Eulerian grid f is first interpolated from cell-centres to face-centres. The velocity on faces where the boundary force is not zero is replaced by a simple linear interpolation of the velocity. The new method is termed 'improved-Rhie-Chow interpolation'. As we will show in the results section, our simple remedy can improve accuracy significantly. The new formulation to calculate u * is given by,
Calculation of lift and drag force
For the simulation of moving objects, the total force and torque on immersed objects are computed. The kinematics of moving objects can be computed by solving the Newton-Euler equations. The total force is an integral of the stress τ over the surface. For a smoothed-interface immersed boundary method, it can be evaluated by total change of momentum exerted on the particle by the fluid with eqn. 29 [6] .
Similarly, the torque can be calculated with eqn. 30.
where I p is the momentum of inertia,
The detailed derivation of eqn. 29 and 30 can be found in [6] . By assuming rigid motion inside an immersed object, the second term on the right hand side of eqn. 29 is simplified to V p duc dt and the second term on the right hand side of eqn. 30 is simplified to
dt . Kempe and Frhlich [23] suggested it was necessary to evaluate the second term in both eqn. 29 and 30 through an integral by considering internal flow of the immersed object in order to achieve better convergence when the density ratio between the immersed object and the fluid is smaller than unity. They used a second order accuracy Heaviside step function to compute the volume fraction of solid (eqn. 31).
where α ij is calculated with the Heaviside step function (eqn. 32).
[28]
where H() is the Heaviside function, φ n is the signed distance level set function of vertex n (eqn. 33).
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where x ij n is the position vector of the n th vertex of the grid cell, and x c is the position vector of the mass centre, R is the radius.
2.6. Boundary conditions 2.6.1. Dirichlet boundary condition When a Dirichlet boundary condition is applied on a boundary, evaluation of surface gradient (snGrad) along the normal direction is discretized by a onesided scheme (OpenFOAM 2.3.1), as is shown in eqn. 34. snGrad is required for finite-volume discretization of the viscous term in the momentum equation.
This scheme is first-order accurate for the evaluation of the gradient.
The Taylor expansion shows the error for Laplacian term in original scheme for handling Dirichlet boundary is O(1) (eqn. 37). However, the scheme can be easily improved by a correction coefficient (eqn. 38). The corresponding equation for evaluation of snGrad at the Dirichlet boundary is shown in eqn. 39 with a second-order accuracy in space.
Neumann boundary condition
A Neumann boundary condition specifies the gradient along the normal direction. The evaluation of variables on face centres is necessary for the finite-volume discretization of the convection term in the momentum equation. In OpenFOAM 2.3.1, it is also implemented by a one-sided scheme (eqn. 40) .
This scheme is both second-order accurate for the evaluation of the variable on face-centres and the gradient on cell-centres (eqn. 42).
[
There are higher-order schemes for Dirichlet and Neumann boundary conditions achieved by using large stencil for surface interpolation. However, they are not applicable to OpenFOAM because OpenFOAM uses a sparse matrix to store the linear equation with a data structure that can only store coefficients of nearest neighbours. The order of accuracy at the boundaries does not affect the general purpose of this paper, namely the study of Rhie-Chow intepolation scheme for a smoothed-interface immersed boundary method.
Parallel implementation and OpenFOAM
Our implementation of the immersed boundary method is based on an open source platform OpenFOAM with MPI for inter-processor communication. Each Lagrangian point can be mapped to a single cell in the Eulerian grid. The decomposition of the Lagrangian grid is based on the decomposition of the Eulerian grid. The processor which owns the Eulerian cell also owns Lagrangian points in that specific Eulerian cell. In our test, the finest mesh has 859900 cells, which are distributed to a maximum number of 96 cores for parallel simulations. The velocity equations are solved by a preconditioned bi-conjugate gradient solver. The pressure equations are solved by a preconditioned conjugate gradient solver. Details about the implementation of the finite volume method and the conjugate gradient solver for the linear systems can be found in the user guide [29] .
One of the crucial steps for parallel simulation is to quickly locate grid cells in the support cage for a Lagrangian point. The immersed boundary method requires all Lagrangian points to be positioned on the most refined grids. So the searching scheme only need to consider the most refined cells. A quick-search algorithm is designed to determine the processor ID and cell ID for any point in the mesh. During the preprocessing, a global mapping list of (procID, localCellID, globalID) is generated. procID is the processor ID where the cell is distributed to after mesh decomposition. localCellID is the cell ID on the processor. globalID is computed according to eqn. 43. Parallel communication is involved in spreading and interpolating procedures, updating positions of Lagrangian points for moving boundary, as well as computing the total force and torque on the immersed object. The last is trivial with simple reduce and gather operations. For other procedures, the exchange of information between processor is based on a request-and-reply pattern, where the request from one processor to the other is sent in blocks for the purpose of efficiency. The information of a Lagrangian point is stored on the processor where it locates so the locality is greatly explored and inter-processor communication for interpolating and spreading procedures are only necessary when a Lagrangian point is close to a processor boundary. Our scheme is able to support any mesh decomposition scheme and also works for multi-layer Cartesian mesh (Figure 2) . We have verified that simulation results are independent of the mesh decomposition scheme and the number of processors used for computing.
RESULT
Flow solver without an immersed boundary
The flow solver is firstly investigated through a two-dimensional channel flow. The simulation is carried out on a rectangular domain of [−6, 8] × [−1, 1]. A no-slip boundary condition is applied at y = ±1. Periodic boundary conditions are applied at the inlet x = −6, and the outlet x = 8. The implementation of Dirichlet boundary condition is the original OpenFOAM scheme. The flow is driven by a fixed pressure difference between the inlet and outlet. The Reynolds number for this problem is defined by Re = ρ f uH/η, where u is the maximum flow rate, H is the height of the channel (H = 2), ρ f is the fluid density and η the dynamic viscosity. The steady state solution for velocity field can be expressed by u(y) = u(1 − y 2 ). The corresponding pressure gradient for driving the flow is ∇p 0 = −8ηu/H 2 . The error of the simulation can be quantitatively evaluated
where ∆V is the normalized volume of a mesh cell, e(i) is the error at cell i. We measure the error on three meshes 140 × 20, 280 × 40 and 560 × 80. The simulation result shows error for the steady state measured by L 1 , L 2 and L ∞ . They are almost the same for different Re with the same grid. The error is shown in table I.
Therefore the solver is second-order accurate in space when there is no immersed boundary. The treatment of the Dirichlet boundary has no significant impact on current measurement of order of accuracy.
Effects of forcing iteration, time step and history force
In section 2.3, we proposed using the boundary force on the Lagrangian points from previous time step as an initial prediction of the boundary force at current time step. To verify the effectiveness of this scheme, we consider the benchmark case of flow past a stationary cylinder. A cylinder with radius R = 0.15 is placed at (1, 1) in a rectangular channel [0, 2] × [0, 2]. For the velocity, Dirichlet boundary condition u = (u ∞ , 0) with u ∞ = 1 is enforced at the side walls (y = 0 and y = 2) and inlet (x = 0); Neumann boundary condition ∂u/∂x = 0 is enforced at the outlet of the flow (x = 2).
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For the pressure, Neumann boundary condition ∂p/∂n = 0 is enforced at the side walls and inlet; Dirichlet boundary condition p = 0 is set at the outlet. The Reynolds number for this case is defined as Re = ρ f uD/η, where D is the diameter of the cylinder. The improved-Rhie-Chow interpolation scheme is used for calculating the flux on the surface.
Since the expected velocity on Lagrangian points is zero for a no-slip boundary, the velocity at Lagrangian points represents the numerical error. We calculate the velocity at Lagrangian points with the smoothed delta function when steady state is reached. For a specific mesh, it is wellunderstood that this error can be attenuated by increasing the number of forcing iterations or by decreasing the time step [23] . A uniform grid with grid spacing of 1/50 is used. The Lagrangian points are evenly distributed on the surface of the cylinder with ∆s ≈ ∆x, where ∆s is the arc length between two neighbour Lagrangian points, ∆x is the grid spacing. Figure 3 shows the error of enforcing the no-slip boundary condition. For the study of forcing iteration effect, the time step is fixed as ∆t = 0.004, with a Courant number at around 0.4; for the study of time step effect, the number of forcing iterations is fixed at 4. The number of pressure correction iterations is fixed to 2 in all simulations in this paper. When the initial prediction of the boundary force is inherited from forces on Lagrangian points at the previous time step, the error is 10 −7 even with 2 forcing iterations and ∆t = 0.004. Therefore, we think that the prediction from an inherited force can achieve much higher accuracy at low computational expense. Figure 4 shows the overall profile of x-component velocity, U x along the centreline when inherited forces are used. Figure 5 (a) and 5(b) shows a magnified view of the x-component of velocity near the front of the cylinder without inherited forces. This figure shows the raw cell-centred data sampled according to the nearest-cell rule. As the number of forcing iterations increases or the time step decreases, the velocity profile along the centre-line approaches the velocity profile predicted with inherited forces. The velocity at the cells close to the Lagrangian point appears to be negative. The error at the cells close to the immersed boundary can be further reduced by grid refinement.
Effect of temporal term in the Rhie-Chow interpolation
The original Rhie-Chow interpolation is able to substantially suppress pressure oscillations due to the chequer-board effect. As pointed out by Choi [1] , for time-dependent simulations, the original Rhie-Chow interpolation results in a steady-state solution that is dependent on the timestep. Additionally, the chequer-board effect still appears if the time step is relative small, i.e. when the Courant number is small. The original Rhie-Chow interpolation is likely to cause problems in simulations with a gradient mesh or a locally refined mesh because the maximum time step is limited by the minimal grid spacing, and local Courant number at the less refined region could be very small. Local mesh refinement is widely applied in simulation with immersed boundary method due to the inherently lower order of accuracy for resolving flow near the boundary. Therefore, the temporal term (the second term on the r.h.s of eqn. 25) suggested by Choi [1] becomes crucial for a co-located immersed boundary method. An effective solution is to handle the temporal term separately in the interpolation (see section 2.4.2). We demonstrate the importance of this temporal term through a benchmark case running on a local refined mesh. The benchmark case of flow past a stationary cylinder is again considered to verify the importance of the temporal correction term in computing face fluxes. The geometry and boundary conditions are the same as in section 3. on the flow near the cylinder is weak. The cylinder is initially placed at [6.85, 8] . A 4-layer mesh is generated as shown in Figure 2 . The minimal grid spacing for this test is D/60. The Reynolds number is 40. Nonphysical pressure oscillation is observed to be significant in the coarse mesh region. Figure 6 samples the pressure along the centreline in the range between x = 14 and x = 16. The oscillation of pressure becomes more severe when a smaller time step is used. The effect of adding a temporal correction term to the original Rhie-Chow interpolation is clearly shown.
Mesh convergence study of the immersed boundary solver
Since there is no analytical solution for the flow, the mesh convergence study uses the simulation result with a very refined mesh (800 × 800) as the reference solution for calculating errors. The order of convergence is estimated by s = ln(e (2h) /e (h) )/ln2, where e (h) and e (2h) are the error associated with meshes of grid spacing h and 2h. The Courant number is kept around 0.4 in all simulations. Table II and III list the order of convergence in space evaluated on four meshes of size 50 × 50, 100 × 100, 200 × 200 and 400 × 400. Our measurement of convergence rate is similar to the simulation carried out in [13, 23] . The reference solution on mesh 800 × 800 is interpolated to coarse meshes with a second-order scheme. The difference between the coarse mesh solution and the reference solution is calculated and its magnitude represents the error. L 1 and L 2 are indicators of global accuracy while L ∞ demonstrates the error at the immersed boundary. The only difference in the solver between the modified-Rhie-Chow interpolation and the improved-RhieChow interpolation is that the latter avoids Rhie-Chow interpolation in the vicinity of the immersed boundary. With the modified-Rhie-Chow interpolation, the order of accuracy is about 1.3 according to L 1 and L 2 , but only first-order according to L ∞ ; with the improved-Rhie-Chow interpolation, the order of accuracy is close to first-order according to L ∞ , L 1 and L 2 . The difference in the order of convergence between the two solvers reveals that the global error is dominant by the error introduced at the immersed boundary. Figure 7 (a) and 7(b) show the magnitude of difference in x-direction velocity with mesh 400 × 400 and 800 × 800 for Re = 40. The improved-Rhie-Chow interpolation has a better resolution of the flow at the boundary especially less penetration at the front of the cylinder.
Flow past a stationary cylinder
To further validate the correctness of our code, we investigate the drag and lift force on a cylinder for different Reynolds number. We use a 4-layer mesh with a computation domain of The results show a good consistency with other publications. For larger Re, a Karman vortex street is generated at the rear of the cylinder when a small perturbation in the flow is present. The prediction of the drag and lift coefficients with the improved-Rhie-Chow interpolation shows a better accuracy with the same mesh for larger Re even though both methods are likely to converge to a similar solution if a more refined mesh is used. Figure 9 shows the z-direction vorticity contour for Re = 100 and Re = 200 from simulation with meshB. Figure 8 shows the streamline for different
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Reynolds numbers. Similar vorticity profiles and streamlines are observed with the modified-RhieChow solver. The corresponding lift and drag coefficient are shown in table V. The drag and lift coefficients are defined as
where F x and F y are the drag and lift force on the cylinder. The Strouhal number is defined as St = f s D/u ∞ , where f s is the shedding frequency of the Karman vortex. Figure 10 compares the velocity and pressure profile at the front and up point of the cylinder for Re = 20. The velocity from the improved-Rhie-Chow solver is smoother than the modified-Rhie-Chow solver. On the other hand, the pressure from the improvedRhie-Chow solver is steeper than the modified-Rhie-Chow solver. We also compare velocity and pressure profiles at the front point for Re = 100 (Figure 11) . The above results demonstrate superior predictions when using the improved-Rhie-Chow interpolation scheme.
Flow past an oscillatory cylinder
In this part, a benchmark test with a moving boundary is considered. A cylinder in the free stream is moving with a specified periodic oscillation in the direction perpendicular to the cross flow:
where y(t) is the y-coordinate of the cylinder centre, y 0 is the initial y-coordinate, A is the amplitude, f e is the oscillation frequency, A = 0.2D and f e = 0.52. We choose the same Reynolds number Re = 185 as in [6] . f e is 0.8 times the natural shedding frequency f o at Re = 185. The Courant number for all simulations is kept constant at around 0.4. Other configurations are the same as the stationary cylinder case in section 3.5. Table VI shows the simulation result when a pseudo-steady state is reached. Our improved-Rhie-Chow solver shows similar predictions compared with that from the smoothed-interface immersed boundary method with a staggered grid [19, 36] . MeshA has a minimal grid spacing of D/60, which is comparable to the grid spacing D/50 used by Yang et al. [19] . The resultant mean drag coefficient and root-mean-square (rms) lift coefficient agree well. In comparison to our improved-Rhie-Chow solver, the modified-Rhie-Chow solver has an overestimation of drag of 9.5% and 5%, and an over-estimation of the rms lift coefficient of 45.8% and 26.8% for meshA and meshB. Figure 12 shows the periodic evolution of the drag and lift coefficient as a function of the y-coordinate with the modified-Rhie-Chow solver. The comparison on two meshes with grid spacing of D/60 and D/120 shows the prediction of the drag and lift coefficients are still relatively mesh-dependent. Figure 13 shows the corresponding results with the improvedRhie-Chow interpolation scheme, the mesh-dependent variation is much smaller. We also carried out the same simulation with a more compact support cage of 3 × 3 grid cells. The selection of support cage has a stronger influence on the modified-Rhie-Chow solver. Figure 12 shows a larger error for the prediction of lift and drag with IB3 than that with IB4. It suggests that the dissipation introduced by Rhie-Chow interpolation is increased when the pressure profile is less smooth with IB3. Simulation with IB3 with the improved-Rhie-Chow solver does not show a significant change int the prediction of drag and lift coefficients ( Figure 13 ). The time evolution of C d and C l with IB4 is smoother than those with IB3. Comparison between the modified-Rhie-Chow solver and the improved-Rhie-Chow solver in Figure 12 and Figure 13 show that the improved-Rhie-Chow scheme does not cause stronger oscillations in the drag and lift coefficients. Our improved-RhieChow solver avoids interpolation at surfaces which have a boundary force and we thus conclude Accepted Article that smoothing are not necessary. However, smoothing can easily be incorporated into the solver at an interface where the boundary force is discontinuous across the boundary.
Flow past a stationary elliptical cylinder
We then consider the case flow past a stationary elliptical cylinder. The equation of an elliptical cylinder that orients along the flow is given by,
where a and b are the major axis and minor axis. The Lagrangian points are uniformly distributed on the circumference of the cylinder with the same length of arc between neighbouring Lagrangian points. The aspect ratio of the eclipse (a/b) is set as 2. The same meshes for the simulation of flow past a stationary/oscillating cylinder are used, with minimal grid spacings of a/30 and a/60. The maximum Courant number is kept around 0.3 for all simulations. The Reynolds number for the flow is defined with the major axis of the elliptical cylinder, Re = ρU ∞ a/η s . Flow past a stationary elliptical cylinder with the attack angle of α = 0, π/6, π/3, π/2 are simulated. Figure 14 illustrates streamlines around the eclipse with different attack angles when Re = 40. When the eclipse orients along the flow, the flow is stable with a pair of symmetric vortexes at the rear of the cylinder. As the attack angle increases, flow asymmetry develops and vortexes are generated periodically at the rear of the cylinder. Figure 15 and 16 show the time evolution of drag coefficients when Re = 40 and Re = 100 with different meshes and different interpolation schemes. when the time step decreases, change in the drag profiles is found to be insignificant. The drag coefficient of the elliptical cylinder is defined as
When the attack angle is π/6 or π/3, the drag profile in a periodic cycle shows an asymmetric pattern. We can see that the results from the improved-Rhie-Chow interpolation exhibit a weaker mesh dependency in the drag coefficients, in comparison with that from the modified-Rhie-Chow interpolation. The detailed drag coefficient and the Strouhal number are described in Table VII and VIII. The Strouhal number is defined as St = 2f s a/u ∞ , where f s is the vortex shedding frequency. There is no significant difference for the prediction of the Strouhal number between the two schemes (≤ %1). The solver with the improved-Rhie-Chow interpolation is found to give a better prediction for the drag coefficients.
Sedimentation of a pair of cylinders
The benchmark cases in section 3.5, 3.6 and 3.7 consider either a stationary boundary or a moving boundary with pre-determined motions. In this section, sedimentation of a pair of 2D cylinders is simulated. The translational and angular velocities are solved with the Newton-Euler equations. The trailing cylinder accelerates faster due to the drag reduction in the wake area of the leading cylinder, thus approaches the leading cylinder quickly, resulting in a draft-kissing-tumbling pattern. Uhlmann [6] studied the problem with a direct-forcing immersed boundary method on a staggered grid. Simulations of this case with other configurations can be found in [37, 38, 39] . Our study considers the same parameters as in [6] (table IX) . The computational geometry is shown in Figure 17 .
To avoid the particle collision due to insufficient grid resolution and to resolve the flow field at the gap between the particles, an artificial potential force is enforced when the separation between This article is protected by copyright. All rights reserved.
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A CO-LOCATED SMOOTHED-INTERFACE IMMERSED BOUNDARY METHOD 17 the two cylinders falls below a threshold value [40] . The potential force is given by,
where C i and C j are the position vector of the cylinder centre, d i,j is the distance between cylinder centres, ξ P is the threshold separation, p is stiffness. In this test, p = 5 × 10 −7 and ξ p = 3∆x.
The simulation considers the same grid spacing and time step length used in Uhlmann [6] , ∆x = D/64 and ∆t = 0.0001. The time-evolution of the displacement and the velocity are monitored. The results with the improved-Rhie-Chow interpolation are shown in Figure 18 . The x-direction displacement and velocity, agree closely with those predicted by Uhlmann [6] , up to the stage of "kissing". In the tumbling stage, the velocity is strongly affected by the parameters set in the collision model, making it hard to have a qualitatively comparison. In addition, the x-direction velocity with the modified-Rhie-Chow and the improved-Rhie-Chow interpolations are compared. The predicted x-direction velocity of the leading-cylinder shows a considerable difference with the modified-Rhie-Chow and the improved-Rhie-Chow interpolations even during the drafting period in the absent of the artificial collision force. Such difference still exists when using a finer mesh, smaller time steps, or more iterations. The x-direction velocity with the improved-Rhie-Chow interpolation is found to agree with that reported in [6] (Figure 18(b) ).
CONCLUSION
In this paper we have presented a smoothed-interface immersed boundary method on a co-located grid. Rhie-Chow interpolation is often used for calculating surface fluxes in order to avoid chequerboard effects. However, discontinuities in the pressure field at the immersed boundary result in a large dissipation from a standard Rhie-Chow interpolation. This dissipation term is the dominate source of error, and becomes more significant as the Reynolds number increases. We verified this quantitatively by simulating flow past a cylinder. The dissipation could be reduced by mesh refinement at an expensive computational cost. The immersed boundary method with Rhie-Chow interpolation is far less accurate than a staggered grid method using the same mesh. We therefore have developed an improved Rhie-Chow interpolation algorithm which uses standard Rhie-Chow interpolation at surfaces with no boundary force, and avoids interpolation at surfaces with a boundary force. Using this improved Rhie-Chow interpolation with a co-located grid we are able to obtain accuracy matching a staggered grid.
Previous direct forcing immersed boundary methods require a large number of force iterations to accurately enforce the no-slip boundary condition at the immersed boundary. In this paper we have used the boundary force from the previous time step as the initial guess for the boundary force at the current time step. Our subsequent simulations confirm that far fewer force iterations are needed to enforce the no-slip boundary condition with this scheme, even if a large time step is used. Finally, our implementation on OpenFOAM provides a readily scalable platform for 3D simulations. In future work we intend to apply this method to 3D simulations of hard sphere suspensions. This article is protected by copyright. All rights reserved.
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