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ADE - Advection Dispersion Equation
BREP - Boundary Representation
CAD - Computer-Aided Design
DEM - Discrete Element Method
EBI - Embedded Boundary Integral Method
FEM - Finite Element Method
FE-FVM - Finite Element - Finite Volume
FD - Finite difference
FOV - Field of View
IIM - Immersed Interface Method
LGA - Lattice Gas Automata
NAPL - Non-Aqueous Phase Liquids
NS - Navier-Stokes
NURBS - Non-Uniform Rational B-spline
SEM - Scanning Electron Microscopic
STL - Stereolithography
TESCs - Taylor Expansion Stencil Corrections
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Nomenclature
V = volume, m3
F = right-hand term
N = interpolation funtion
R = pore radius, m
P = pressure, Pa
W= weighting function
κ = permeability, m2
a = pore diameter / channel width, m
µ = fluid viscosity, Pa− s
Ψ = parabolic function
θ= rock-fluid contact angle
σ = interfacial tension, N/m
ρ = fluid density, kg/m3
φ = porosity
λ = Brooks-Corey parameter
γ= van Genuchten parameter
ω = domain boundary
nˆ= unit normal to the boundary
² = van Genuchten parameter
% = surface relaxivity, m/s
τ = Wadell’s sphericity
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α = aspect ratio
Subscript












I present a new finite element (FE) simulation method to simulate pore-scale
flow. Within the pore-space, I solve a simplified form of the incompress-
ible Navier-Stoke’s equation, yielding the velocity field in a two-step solution
approach. First, Poisson’s equation is solved with homogeneous boundary
conditions, and then the pore pressure is computed and the velocity field
obtained for no slip conditions at the grain boundaries. From the computed
velocity field I estimate the effective permeability of porous media samples
characterized by thin section micrographs, micro-CT scans and synthetically
generated grain packings. This two-step process is much simpler than solv-
ing the full Navier Stokes equation and therefore provides the opportunity to
study pore geometries with hundreds of thousands of pores in a computation-
ally more cost effective manner than solving the full Navier-Stoke’s equation.
My numerical model is verified with an analytical solution and validated on
samples whose permeabilities and porosities had been measured in laboratory
experiments (Akanji and Matthai, 2010). Comparisons were also made with
Stokes solver, published experimental, approximate and exact permeability
data. Starting with a numerically constructed synthetic grain packings, I also
investigated the extent to which the details of pore micro-structure affect the
hydraulic permeability (Garcia et al., 2009). I then estimate the hydraulic
anisotropy of unconsolidated granular packings.
With the future aim to simulate multiphase flow within the pore-space, I
vi
also compute the radii and derive capillary pressure from the Young-Laplace
equation (Akanji and Matthai, 2010).
vii
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An understanding of flow processes in porous media is of great importance
in many fields such as hydrology, nuclear waste disposal and reservoir engi-
neering. Macroscopic properties - effective permeability, capillary pressure -
are needed when modelling flow and transport at the continuum scale, be it
transport of non-aqueous phase liquids (NAPL) in contaminant clean-up or
the production of oil during reservoir water flooding.
However, these macroscopic properties are difficult to obtain. It is possible
to conduct physical experiments on samples; however experimental measure-
ments of these constitutive relations are time consuming (Honarpour et al.,
1986; Dullien, 1992). Hence, there is a need to develop models that can
predict fluid flow and transport properties directly from the geometry of the
pore-space in an accurate and computationally efficient manner.
Any theoretical or numerical approach to this problem not only needs a de-
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tailed understanding of the flow and transport behaviour at the pore level
(Blunt, 2001) but also a reasonably accurate and realistic characterization of
the structure of the porous medium (Pereira et al., 1996; Valvatne and Blunt,
2004). Therefore, the description and characterization of fluid flow and trans-
port processes start with the generation of X-ray Microtomographic (micro-
CT), Photo-micrographic or Scanning Electron Microscopic (SEM) images of
the porous medium. A detailed literature review of the different methods of
obtaining these images and solving flow equations through them is given in
Chapter 2. In Chapter 3, I provide a comprehensive description of the work-
flow used in this thesis. I start with the digital representation of the pore
geometries, followed by computer-aided design (CAD) modelling of the dig-
itized images to differentiate the geometries into pores and grains. Once the
model has been constructed, numerical solution of the governing equations
demands its spatial discretization; this is discussed under the discretization
of pore-space.
In Chapter 4, I develop the fluid flow equations and propose approximate
solutions. Using several channel geometries, flux convergence analysis and
velocity mismatch between this approximate method and analytical solution
are investigated. The model is then verified on an idealised geometry and
validated on five porous media samples: two 2D and one 3D micro-CT scan
images, one photo-micrograph of carbonate sand and long cylindrical post
geometries acting as obstacle to flow were used (Akanji and Matthai, 2010).
In Chapter 5, we extend the application of this method to the study of the
behaviour of fluid flow in single sphere packings which are allowed to grow
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beyond the point of touching a confined cube in which they are contained. We
then investigate the extent to which the details of microstructure of granular
packs - generated by settling under gravity using discrete element-method
(DEM) - influence the single phase permeability. Further application of the
method to estimate the hydraulic anisotropy of unconsolidated porous media
is also discussed. With the future aim to simulate multiphase flow within
the pore-space, we also compute the radii and derive capillary pressure from
the Young-Laplace equation; this is discussed in Chapter 6. In Chapter 7, I





In this chapter we give a comprehensive review of pore-scale modelling and
the various fluid flow simulation approaches.
2.1 Pore-scale modelling
An understanding of pore-scale fluid flow is of fundamental importance to
the investigation of various constitutive relations governing single- and multi-
phase flow and mass transfer phenomena, including dispersion, surface reac-
tions, and microbiological processes in ground water and petroleum reserves.
It is possible to conduct experiments to obtain such macroscopic proper-
ties, for example: pore-radius, capillary pressure and effective permeability,
that are required to model fluid transport occurring during hydrocarbon pro-
duction especially for enhanced oil recovery, transport of non-aqueous phase
liquids (NAPL) in contaminant clean-up processes or designing subsurface
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carbon dioxide storage or underground nuclear waste repositories. However,
these experiments are often difficult to perform for the full range of displace-
ment processes. For instance, experiments on three-phase flow are extremely
challenging and the results are not reliable in the low saturation region (Oak,
1990). Besides, there is an infinite number of possible fluid arrangements in
terms of saturations and sequences of displacement to constitute a compre-
hensive set of experimental measurements. The almost universal practice in
the oil industry is to measure relative permeability for only two-phase flow at
one initial condition and use empirical models, of limited accuracy, to predict
the behaviour for other cases (Blunt, 2001).
2.1.1 Pore-scale modelling background
Pore-scale modelling, where fluid displacement is simulated in a model of the
porous medium, has been used as a platform to study multi-phase flow at
the pore scale. Several authors have reviewed recent advances in pore-scale
modelling (Celia et al., 1995; Blunt, 2001; Blunt et al., 2002). The pore-
space of a rock is represented by a network of pores (corresponding to the
larger void spaces) and throats (the narrow openings connecting the pores)
with parameterized geometries, through which single- and multi-phase flow
(Jerauld and Salter, 1990; Blunt and King, 1991; Blunt et al., 1992; Billiotte
et al., 1993) can be simulated using pore-scale physics identified in micro-
models (Chan et al., 1988; Lenormand et al., 1983; Lenormand and Zarcone,
1984).
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Fatt (1956), was the first to build a simple network model by randomly as-
signing radii on two-dimensional (2D) regular lattice and predicting capillary
pressure and relative permeability of drainage. For the calculation, he used
a physical network of electrical resistors, where electrical current was used as
an analogue of fluid flow. He found that the simulation results on a network
lattice gave closer agreement to experimental measurements than assuming
the porous medium was a bundle of parallel tubes.
The next major advance in pore-scale modelling did not occur because of the
bottleneck of computing power until in the 1970s. Chatzis and Dullien (1977)
revisited the assumptions made by Fatt and showed that 2D pore network
models poorly represent real porous media compared to three-dimensional
(3D) models because they are unable to reproduce the spatial interconnec-
tivity of pore systems.
During the last two decades our knowledge of the physics of two- and three-
phase flow at the pore level has considerably increased through experimental
investigation of displacements in core samples and micromodels (Adler et al.,
1990; Soll et al., 1993; Øren and Pinczewski, 1994) combined with pore-scale
imaging of the flow (Wildenschild et al., 2005). To describe the geometry
of the pore-spaces, (Adler et al., 1990; Roberts, 1997; Okabe and Blunt,
2004) have developed statistical and process based (e.g. Øren and Bakke
(2002)) models. In addition, the pore-space as well as the fluid distribution
within it have been studied directly using micro CT tomography (Dunsmuir
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et al., 1991; Spanne et al., 1994) and laser confocal microscopy (Fredrich
et al., 1995). These techniques measure the morphology of the pore-pace
of sedimentary rock in three dimensions, at resolutions down to a few mi-
crometers. One can then replace synthetic images derived from statistical
models with experimental data and base transport calculations directly on
the measured 3D microstructure. This has been done previously for fluid per-
meability of Fontainebleau sandstone by a number of groups (Spanne et al.,
1994; Schwartz et al., 1994; Auzerias et al., 1996; Martys et al., 1999; Hilfer
and Manwart, 2001).
There are two methods of generating 3D image of the pore-pace: direct
imaging and pore-pace image reconstruction.
2.1.2 Direct imaging of the pore-space
There are two types of approach: destructive cutting and stacking serial 2D
sections (Lymberopoulos and Payatakes, 1992; Vogel and Roth, 2001; To-
mutsa and Silin, 2004) and direct 3D imaging by confocal laser scanning
microscopy (Fredrich et al., 1995) or X-ray micro-tomograhpy (micro-CT)
(Dunsmuir et al., 1991; Coenen et al., 2004; Spanne et al., 1994). Among
these techniques, micro-CT allows samples a few mm across to be imaged
non-destructively in 3D at a resolution of a few microns using a laboratory
micro-CT scanner and down to sub-micron resolutions using a synchrotron
micro-CT (Coenen et al., 2004). Micro-CT imaging provides a practical
way with reasonable time and cost to obtain information on the structure of
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porous media including cores and even rock cuttings when cores plugs are
not available.
2.1.2.1 Serial sectioning
Serial sectioning is an established technique of directly visualizing 3D mi-
crostructures as successive layers of material are removed and exposed sur-
faces are imaged at high resolution. The 3D image of pore-space can be
obtained by stacking serial sections (Lymberopoulos and Payatakes, 1992;
Vogel and Roth, 2001). For ex situ static microstructural investigations, se-
rial sectioning offers a number of advantages: the most significant being the
inherent flexibility of the technique and the relatively low cost of equipment
that is needed, depending on the scope of the investigation and the mode
of operation required. However, only ∼ 20 slices per hour can be obtained
using the fully automated Robo-Met.3D system for instance (Figure 2.1a)
Spowart (2006) and therefore may not be ideal for imaging representative
rock volume with heterogeneity. Besides, crevices parallel to the slices are
difficult to image. Figure 2.1b is an example of the 3-D microstructure of a
sintered 67% Fe - 33%Cu P/M alloy produced by Robo-Met.3D.
2.1.2.2 Confocal laser scanning microscopy
Confocal laser scanning microscopy can provide sub-micron resolution, but
is limited to a certain thickness and the resolution of the isolated pore-space
(Fredrich et al., 1995). The sample is impregnated with epoxy doped by flu-
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(a) (b)
Figure 2.1: (a) A fully automated (robotic) serial-sectioning device (Robo-
Met.3D) that uses metallographic polishing to achieve the controlled removal
of the specimen surface. Major components of the system include automatic
polisher (left), A 6-axis robotic arm (centre) used to transfer the custom
specimen mount between a high-precision automatic polisher and a motor-
ized inverted microscope with color CCD camera and autofocus to effect the
automated serial sectioning and imaging process, automatic etching station
(lower centre) and motorized inverted microscope (right). (b) 3-D microstruc-
ture of a sintered 67% Fe - 33%Cu P/M alloy produced by Robo-Met.3D. The
blue regions are the Fe-phase and the orange regions are the Cu-phase. The
total volume of the data set is 1.7× 106µm3, comprising 100 serial sections,
∼ 1.2µm apart (Spowart, 2006).
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Figure 2.2: Schematic picture of confocal laser scanning microscopy (Claxton
et al., 2006).
orechrome with an excitation wavelength to fluorescence. Any dye particles
in the focal region under a laser beam are excited and detected by a photo-
multiplier. The detected region can be precisely controlled by computer and
shifted either along the surface or with a different depth. A 3D image of the
pore structure is therefore recorded.
The confocal principle in epi-fluorescence laser scanning microscope is dia-
grammatically presented in Figure 2.2. Coherent light emitted by the laser
system (excitation source) passes through a pinhole aperture that is situated
in a conjugate plane (confocal) with a scanning point on the specimen and
a second pinhole aperture positioned in front of the detector (a photomul-
tiplier tube). As the laser is reflected by a dichromatic mirror and scanned
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across the specimen in a defined focal plane, secondary fluorescence emitted
from points on the specimen (in the same focal plane) pass back through
the dichromatic mirror and are focused as a confocal point at the detector
pinhole aperture.
The significant amount of fluorescence emission that occurs at points above
and below the objective focal plane is not confocal with the pinhole (termed
Out-of- Focus Light Rays in Figure 2.2) and forms extended Airy disks in the
aperture plane. Because only a small fraction of the out-of-focus fluorescence
emission is delivered through the pinhole aperture, most of this extraneous
light is not detected by the photomultiplier and does not contribute to the
resulting image. Refocusing the objective in a confocal microscope shifts the
excitation and emission points on a specimen to a new plane that becomes
confocal with the pinhole apertures of the light source and detector.
2.1.2.3 Micro-CT
Two types of micro-CT systems can be used to image geological porous
materials at the micro-scale. One is a desktop micro-CT scanner using an
industrial X-ray generation tube and the other is synchrotron X-ray micro-
tomography. Although most of the state-of-art desktop micro-CT scanners
provide a resolution down to 5µm or finer (Figure 2.3), the best image reso-
lution has been achieved and reported in the literature by using synchrotron
micro-CT (Figure 2.4). For example, a resolution of 700nm was reported by
Coenen et al. (2004). Some manufacturers of desktop micro-CT, for instance,
SkyScan claims their Nanotomography scanner (SkyScan 2011 nano-CT) has
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a range of 150 to 250 nm per pixel with a resolution of 400nm and a field of
view (FOV) of 200µm.
Micro-CT provides fair resolution to distinguish initial and residual fluid dis-
tribution in pore-space which is important for petroleum applications. The
image resolution from a common desktop micro-CT scanner is sufficient for
poorly consolidated sandstones. For consolidated materials and carbonates
where the sub-micron porosity may dominate the flow, it is possible to use
synchrotron Xray micro-CT. However, Synchrotron micro-CT cannot be used
as a routine examination for industrial application due to the cost and spo-
radic accessibility. These obstacles can be overcome with developing advances
in micro-CT technology and the improving computing power to handle huge
image datasets.
2.1.2.4 Micro-CT data conversion
The 3D images generated by the micro-CT scanner can be converted to stan-
dard STL (Stereolithography) files to build physical 3D CAD Models. STL
files are created using a mesh made from triangles to represent the physical
part of the geometry. The mesh can be constructed using the marching cube
algorithm. Marching cubes is a computer graphics algorithm, published by
Lorensen and Cline (1987) for extracting a polygonal mesh of an isosurface
from a three-dimensional scalar field (sometimes called voxels).
The algorithm makes it possible to triangulate the surface of any given voxel







Figure 2.3: Micro-CT images of porous media imaged at the XCT
lab at the Australian National University (https : //xct.anu.edu.au/
network comparison) (a) and (b) are the 3D view and a cross-sectional im-
age respectively of a silica sphere pack with a void volume fraction (porosity)
of 37.9 % . The diameter of the beads is 1.59 mm and the dimensions are
512 × 512 × 512 with a voxel side length of 17.472 µm; (c) and (d) are of
sample Castlegate outcrop sandstone, from southeastern Utah, USA. The
segmented image porosity is 20.6 %. The dimensions are 512 × 512 × 512
voxels with a voxel side length of 5.6 µm; (e) and (f) are the images of a
poorly sorted unconsolidated fluvial sandpack from southern Australia. The
segmented image has a porosity of 36.3 % (void phase) The dimensions are
512 × 512 × 512 voxels with a voxel side length of 9.184 µm; (g) and (h)
are from a sample of a very porous (43 % void) fossiliferous outcrop car-
bonate - Mt Gambier limestone - from South Australia. The dimensions are
512× 512× 512 voxels with a voxel side length of 3.024 µm and a segmented
porosity of 43.6 % .
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Figure 2.4: The basic setup of Synchrotron X-ray source micro-CT (https : /
/www.ts.infn.it/physics/experiments/syrma/SYRMEP).
rastered 3D data. The algorithm decides how a logical cube spawned by
eight neighboring voxels is intersected by the surface. The resulting surface
is a polygon represented by triangles. A voxel within a cube can either belong
to the object or to the background. Dependent on the voxel configurations
within a cube different triangulated surfaces wilI result from the intersection
of the surface and the cube. Because a cube consists of eight voxels and
every voxels can only belong to the object or to the background there are
28 = 256 possible configurations, which if inversional and rotational sym-
metries are included can be reduced to 15 basic configurations (Figure 2.5).
After detecting the surface of the investigated cube in the discrete data set
the algorithm marches on to the next cube. The precalculated array of 256
cube configurations can be obtained by reflections and symmetrical rotations
of 15 unique cases.
Using this divide-and-conquer approach, it was not only possible to obtain a
three-dimensional polygonal surface representation consisting exclusively of
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Figure 2.5: The precalculated array of 256 cube configurations ob-
tained by reflections and symmetrical rotations of 15 unique cases
(http://www.exaflop.org/docs/marchcubes/).
triangles but also to smooth the surface effectively.
The marching cubes approach was adapted (Mueller and Ruegsegger, 1994)
for the generation of volume meshes by having for each base case the surface
hexahedral parent element discretized into tetrahedra such that the surface
faces were compatible with the marching cube faces; in other words, for every
base case, rather than simply determine surface triangulations, a complete
tetrahedralization of the hexahedral volume is pre-computed and provided
in a look-up table. It is however applicable only to single mesh domains (or
more precisely only to nested or multiple spatially unconnected domains).
The marching cubes surface generation approach was further extended by
Young et al. (2008) to take into account intersections between three or more
parts. In cartesian (voxelized) space, there are up to eight possible parts
meeting at a vertex and the nominal number of base cases to be solved
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increases from 256 to 4096. However, exploiting symmetries (rotational, mir-
roring, etc.) the number of cases can be brought down to 70 fundamental
base cases. This development has allowed the approach of Young et al. (2008)
to have all the advantages of the voxel approach overcoming the limitations
of single part meshing inherent in the original marching cubes approach.
Suitable schemes and algorithms that addressed the shortfalls of the afore-
mentioned algorithms have been developed and implemented into a flexible
mesher +SCANFE that is part of an integrated image processing and mesh-
ing environment +SCANIP (Simpleware, 2006). Simpleware produces STL
files directly from volumetric 3D scan data such as micro-CT using the im-
proved marching cube algorithm (see Simpleware (2006) for further details).
2.1.3 Pore-space image reconstruction
The second category includes various reconstruction methods to construct
synthetic 3D rock images from high resolution 2D thin sections or grain size
and shapes using statistical methods or geological process simulation.
2.1.3.1 Process-based reconstructions
Bryant and Blunt (1992); Bryant et al. (1993a,b); Bryant and Raikes (1995),
simulated close packing with equally-sized spheres followed by processes such
as swelling the spheres uniformly and allowing them to overlap and compact-
ing by vertically moving the centres. This is a reasonable approximation of
the process of quartz cementation.
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This was a remarkable step in pore-scale modelling since the pore-space can
be tessellated into cells and pore networks can be generated by assigning cells
as pores and cell faces as throats. Transport properties were predicted on
water-wet sandpacks, sphere packs and a cemented quartz sandstone. This
method was later extended by Øren and Bakke (2002, 2003); Øren et al.
(1998) to simulate more complex geological processes, such as sedimenta-
tion, compaction and diagenesis processes.
The sedimentation allows the grains to be deposited successively in a gravi-
tational field to a stable position with a local or global minimum in poten-
tial energy. The compaction process moves the grain centres in a vertical
direction and allows the grains to overlap. During the diagenesis process,
quartz cements grow and clay content is introduced. More minerals and
clay are introduced to simulate the composition observed in thin sections.
The simulated rock images produce good agreement with micro-CT images
of Fontainebleau and Berea sandstones (Figure 2.8) in terms of the mor-
phological properties, such as two-point correlation functions, local porosity
distributions and local percolation probabilities and petrophysical properties
such as absolute permeability and formation factors.
2.1.3.2 Statistical methods
Okabe and Blunt (2004) developed a multi-point statistical method to recon-
struct the 3D volume from thin sections, which enables the typical patterns
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of the void space seen in 2D and consequently preserves the long-range con-
nectivity, Figure 2.6
Extensive studies on the structural properties of the pore-space have also
been carried out to develop predictive models of multi-phase flow. The im-
portance of topology of the structure, pore and throat size distribution and
their spatial correlations have been noted by many authors (Chatzis and
Dullien, 1977; Jerauld and Salter, 1990; Lowry and Miller, 1995; Dixit et al.,
1997).
2.1.3.3 Discrete element methods
Starting with a laser scan model of granular materials composed of parti-
cles with arbitrary shapes, the discrete element method (DEM) pioneered by
Cundall and Strack (1979) for particulate systems (e.g. Zhu et al. (2008);
Tavarez and Plesha (2007); Fleissner et al. (2007); Favier et al. (1999)), has
been used to generate sample packs by allowing the grains to fall and settle
under gravity. Once the size and shape of the grains in each model is set,
the packs are constructed by simulation of grain settling under gravity in
order to create model samples. The settling procedure is further discussed
in section 3.1.4.
Contrary to continuum methods such as finite difference or finite elements,
in DEM simulations the particles are treated as individual objects. The
dynamical parameters such as the the positions, velocities of the particles
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Figure 2.6: Comparison of micro-CT image of Berea sandstone and the re-
constructed image using a multipoint statistical method (Okabe and Blunt,
2004).
are monitored during the course of simulation and updated according to the
laws of classical mechanics. Rotations are described by Euler equations and
translations by Newton’s second law (Goldstein, 1950; Goldstein et al., 2001;
Garcia et al., 2009):
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(rcm − rc)× Fij = d
dt
(I · ωi). (2.2)
The term Fi in Equation 2.1 represents the total force acting on the particle
i. mi is the particle mass, τi is the torque and I stands for the inertia tensor
for each particle (as a rigid body). Fext is the external force acting on the
particle system, defined by w = −mg. The term Fij denotes the interaction
force between the particle i and each adjacent particle j. This interaction oc-
curs whenever the spheres pertaining to different clusters overlap. The force
is decomposed in one component acting along the normal to the contact, F nij,
and a tangential component F sij (Figure 2.7):
Fij = F
n + Fs. (2.3)
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The normal force F n is defined as:






following the classical Hertz model Sha¨fer et al. (1996); Love (1944), where
κn is a material dependent stiffness constant, chosen to assure a minimum
overlap between the particles and reasonable simulation times (e.g. Silbert
et al. (2002a)). The term γn is a damping coefficient, δn denotes the over-
lapping between contacting spheres and (δnRf )
1/2 represents the radius of
the contact area according with the Hertz model. For the particles radi
Ri, Rj, Rf = (RiRj/(Ri + Rj)). The direction of the normal is given by
nˆ = (ri − rj)/|(ri − rj)|, where ri, rj denote the positions(global) of the two
spheres in contact.




1/2(δs − γsδ˙n), ν|Fn|
)
sˆ, (2.5)
Where the coefficient κs = (2/7)κn is the tangential stiffness, γs is a damping
constant and ν is the Coulomb friction coefficient. This models the stick-slip
behaviour of the surfaces in contact.
The DEM method is one of the most powerful modern numerical techniques
for pore-scale image reconstruction. The particles in a given pack can be
constructed in such a way that the geometry of a real sand pack system can




Figure 2.8: Comparison of (a) micro-CT image and (b) process based image
of a Fontainebleau sandstone (Øren and Bakke (2002)).
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analysis. The packing algorithm and process of grain settling are discussed
further in Chapter 3
2.2 Fluid flow simulation
Single and multiphase flow simulation can either be conducted on an equiv-
alent pore network extracted from the images or directly on the geometry of
the pore-space. There are different methods of extracting pore network or
pore structure from 3D digital images of the pore-space and conducting fluid
flow simulations on them. These methods are discussed below.
2.2.1 Pore network extraction methods
Pore-network models are simplified representations of porous media that usu-
ally consist of analogs of pore bodies and throats, along with a description
of how the pore bodies are connected via the pore throats. The major al-
gorithms for pore network extraction include the multi-orientation scanning
method, the medial axis based method, the maximal ball method and the
Voronoi diagram based method. These methods are described below.
In order to detect pore bodies and pore throats Zhao et al. (1994) developed
an algorithm using multi-orientated plates scanning along the pore channels
(Figure 2.9). Overlapping plates during the scanning from different direc-
tions give indications of local minima which defines the throats. However,
this method has difficulties locating pore bodies. The concept of orientation
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Figure 2.9: Planar serial sections along different directions. (a)-(c) are three
orthogonal orientation; (d)-(i) are the diagonal orientations; (j) represents
four corner to corner scanning and (k) shows serial sections viewed from a
corner-to-corner direction (Zhao et al., 1994).
plates was later adopted by Baldwin et al. (1996) and Liang et al. (2000)
to find the hydraulic radius along the pore-space skeleton predefined using
thinning algorithms.
The medial axis based methods transform the pore-space into a medial axis
that is the reduced representation of the pore-space acting as a topological
skeleton roughly running along the middle of pore channels. Pore-space par-
titioning can be validated along the skeleton to decide the pore throats by
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local minima along branches and pore bodies at the nodes (e.g. Lindquist
et al. (1996); Lindquist and Venkatarangan (1999); Venkatarangan (2000);
Sheppard et al. (2005); Shin et al. (2005); Prodanovic et al. (2006)).
The medial axis can be obtained by a thinning algorithm (e.g. Baldwin et al.
(1996); Liang et al. (2000) or a pore-space burning algorithm (e.g. Lindquist
et al. (1996). The pore-space is eroded from the grain surfaces until the
burning from different directions ends up in one voxel. A burn number is
recorded for each voxel on the medial axis, which defines the radius of the
largest inscribed sphere centred at that voxel (e.g. Lindquist et al. (1996).
The medial axis mathematically preserves the topology of the pore-space.
However, it is difficult to identify pores unambiguously because the clean-
up processes need to be performed in order to remove the trifling details
on the skeleton due to the intrinsic sensitivity of the algorithm to noise, es-
pecially that in the form of the bumps, on the surface (Shin et al., 2005;
Venkatarangan, 2000). Also, they normally encompass more than one junc-
tion of the medial axis and various merging algorithms have to be developed
to reasonably trim the skeleton and fuse the junctions together whilst avoid-
ing unrealistically high coordination numbers (e.g. Lindquist et al. (1996);
Sheppard et al. (2005); Shin et al. (2005); Venkatarangan (2000)).
The Voronoi diagram based method can be used to extract pore networks
from geological process based images (e.g. Bryant and Blunt (1992); Bryant





Figure 2.10: (a) Synthetic pore space given by the space inside the box not
covered by the four spheres (front face of box not shown). (b) Boundary of
the open Delaunay complex that approximates the pore space (without cells
on the front face). The open Delaunay complex fills the space in the box
that is not covered by the four (cemented) polyhedral grains. Only the two
grains on the lower right do not touch. (c) The part of the Voronoi complex
(slightly enlarged) that is independent of the faces of the box. The Voronoi
cells form six medial flats between the six pairs of neighboring grains. Five of
these medial flats have holes in the middle, indicating cemented grains. (d)
Pore network with one 2D cell (originating from the medial flat without a
hole, i.e., the medial flat between the two grains that do not touch) and five
loops - one around each contact point of the grains. The loops and the 2D
face meet at the network node that represents the pore body shown in (e and
f). (e) Removing some cells on the pore boundary reveals the central pore
body. (f) Close up of central pore body. White: cell faces a grain, black: cell
faces the pore space. Pore throats are formed by the black faces. Two out
of four throats can be seen. The arrow points at the narrowest gap between
the two grains that do not touch (Glantz and Hilpert, 2008).
26
Øren et al. (1998)). An ultimate dilation of the grains can be performed to
tessellate the pore-space using Voronoi polyhedra (e.g. Glantz and Hilpert
(2008)) (Figure 2.10). The voxels that have neighbouring voxels from four or
more different grains can be regarded as the pores of the network. The edges
of the polyhedra consist of voxels that have neighbouring voxels from three
different grains define the links between pores. Pore networks extracted from
these methods have been proved successful in pore-scale simulation (Delerue
and Perrier, 2002; Glantz and Hilpert, 2008).
The maximal ball algorithm (Silin et al., 2003; Silin and Patzek, 2006) starts
from each voxel in the pore-space to find the largest inscribed spheres that
just touch the grain or the boundary (Figure 2.11). Then those included
in other spheres are viewed as inclusions and removed; the rest are called
maximal balls and describe the pore-space without redundancy. Locally the
largest maximal balls identify pores while the smallest balls between pores
are throats. The maximal balls were only used to find dimensionless capillary
pressures rather than to extract a pore network from the image.
Al-Kharusi and Blunt (2007) extended this method to study the pore-space
of sandstone and carbonate samples. Starting from the same point of finding
maximal balls at each voxel, they developed a more comprehensive set of
criteria to determine the maximal ball hierarchy. In Silin et al.’s work, only
two types of relationship are defined, masters and slaves, which is the bigger
and smaller balls respectively compared to their neighbours. Al-Kharusi and




Figure 2.11: (a) The pore-space image of a Fontainebleau sandstone with
a porosity of 17%; (b) Maximal balls in the pore-space. The dimensionless
sizes of the images are 200 200 200 counted in voxels. (c) Master balls
(pores) in (a); (d) Pores and their connectivity (Silin and Patzek, 2006).
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Figure 2.12: Clusters are defined to fuse the identical spheres in the pore-
space (Al-Kharusi and Blunt, 2007).
cent maximal balls at the same size, Figure 2.12. This resolved the problems
of ambiguity caused by the identical balls that are not trivial after transform-
ing the pore-space to maximal balls from voxels. Pore networks are extracted
from the pore-space images and used for single- and multiphase simulations.
Absolute permeability was successfully predicted. However, their work re-
quires tremendous memory usage and hence was limited to relatively small
systems containing fewer than a thousand pores. Besides, their method tends
to form pores with very high coordination numbers.
Dong (2007) later refined Silin et al.’s method of maximal balls and developed
an efficient algorithm to extract pore networks. Instead of inflating a digital
sphere by one voxel increment in radius, he developed a two-step searching
algorithm to find the nearest interface of void and solid to define a ball, while
a clustering process to define pores and throats by affiliating the maximal
balls into family trees according to their size and rank (the sequence being
connected to earlier defined branches on the family trees) was also included.
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One major difficulty in using pore-network models in a quantitative predictive
sense lies in choosing the geometric shape, sizes, locations and orientations
of the pore bodies and throats. Quantitative predictions of permeability re-
quires a calibration of the network geometry. This can be accomplished by:
estimating the pore sizes from measured capillary pressure-saturation curves
(Moench, 2003; Fischer and Celia, 1999); deriving the network from a detailed
representation of a sphere packing; using a subdivision of the packing into
tetrahedra (Bryant et al., 1993a); mapping a three-dimensional digital repre-
sentation of the pore space onto the statistical properties of a pore network
(Vogel and Roth, 2001, 1998), or identifying the actual positions and sizes
of pore bodies and throats from a three-dimensional digital representation
(Bakke and Øren, 1997).
2.2.2 Fluid flow simulation methods
A number of elegant approaches, which use most of the powerful tools of mod-
ern statistical mechanics, such as effective-medium approximation (EMA),
renormalization, percolation theory, and volume-averaging methods, have
been applied in order to provide better estimates of the effective permeabil-
ity of random porous media (Renard and de Marsily, 1997). If the prop-
erty fluctuations are small, EMA can provide reliable estimates of effective
permeability (Sahimi, 1995). In EMA, porous media is visualized as a het-
erogeneous medium constructed by side by side placement of homogeneous
blocks; a single, known permeability block is embedded in the homogeneous
matrix of unknown permeability to generate an expression for the effective
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permeability (Choy, 1999). For systems with larger variations in permeabil-
ity, King (1989) first applied renormalization methods to calculate effective
permeability.
Our interest is to compute flow through a representation of the pore-space.
In a related application, Iafrati et al. (2001) developed an unsteady Navier-
Stokes solver coupled with a level-set technique to study wave breaking in-
duced by bodies moving beneath the free surface. Flow of air and water
was approximated as that of a single incompressible fluid whose density and
viscosity change across the interface. In their work, the numerical solution
of the Navier-Stokes equations was achieved through a finite difference (FD)
solver on a non staggered grid. Cartesian velocities and pressure were defined
at the cell centres whereas volume fluxes were defined at the mid point of
the cell faces and computed by using a quadratic upwind scheme (QUICK)
to interpolate cartesian velocities. A Level-Set technique was used to follow
the interface dynamics. Velocity was assigned throughout the boundary of
the computational domain while in the body region, a boundary integral rep-
resentation of the velocity potential was used characterizing an irrotational
velocity field.
The momentum equation was integrated in time with a semi-implicit scheme:
convective terms and the off-diagonal part of the diffusive ones were com-
puted explicitly with an Adams-Bashforth scheme while a Crank-Nicolson
discretization was employed for the diagonal part of the diffusive terms. A
fractional step approach whereby, first, an auxiliary velocity field was ob-
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tained by neglecting the pressure term on the right hand side of the mo-
mentum equation (predictor step) and in a second stage (corrector step) the
velocity field is updated by adding a pressure correction contribution. The
latter was obtained by enforcing continuity thus yielding Poisson equation
which is solved by using a multigrid technique. In this method, if the veloc-
ity is assigned at the boundary of the computational domain, their correc-
tor function equation yields a Neumann boundary condition for the Poisson
equation ( see Iafrati et al. (2001) for further details).
To study multiphase flow in pore-space images directly, Prodanovic and
Bryant (2006, 2007) applied the asymptotic (steady-state) solutions to the
level set model equation for robust determination of critical curvatures (equiv-
alently, pressures) for throat drainage and pore imbibition events in a wide
range of microscale geometries. The level set method (Sethian, 1999; Osher
and Fedkiw, 2003) originally introduced by Osher and Sethian (1988) tracks
the motion of interfaces under potentially complex forces. The location of
the interface is the set of points where φ(~x, t) = 0 (Figure 2.13). The level
set function evolves in time according to the following partial differential
equation:
φt + F |∇φ| = 0, φ(x, 0) given. (2.6)
Here F is speed of the interface in the direction normal to itself, i.e., the inter-
face velocity at a point ~x is F~n evaluated at ~x (Figure 2.13). In general, F is
a function of position. The physics of the phenomenon of interest enters the
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method via F . They described how F can account for the forces due to inter-
facial tension and capillary pressure. The model was set up for quasi-static
displacements but it nevertheless captures both reversible and irreversible
behaviour (pore body imbibition, Haines jump - see Prodanovic and Bryant
(2006) for description) (Figure 2.14). The pore-scale grain boundary condi-
tions were extracted from model porous media and from imaged geometries
obtained from real rock samples, Prodanovic and Bryant (2006, 2007).
Larson and Higdon (1989) used a collocation method for the Stoke’s flow
based on the harmonic expansion of the velocity field using Lamb’s general
solution of Stoke’s equations in spherical coordinates (Happel and Brenner,
1975). Such collocation methods have been widely used to solve Stoke’s flow
problems in a variety of geometries (Ganatos et al., 1978, 1980a,b; Yan et al.,
1987). One difficulty that is often encountered is the extreme sensitivity to
the placement of the collocation points. Larson and Higdon (1989) avoided
this problem by using an excess number of collocation points and finding a
least squares of the resulting over-constrained linear system.
2.2.2.1 Lattice Boltzmann methods
In the late 1980s’, Lattice Boltzmann models (LBM) were successfully intro-
duced into fluid flow simulations (Rothman, 1997, 1988; Cancelliere et al.,
1990; Chen et al., 1991). The particle-like nature of Lattice Boltzmann
method enables the representation of complex pore structures with funda-





Figure 2.13: (a) Schematic of a 1D interface (closed curve) embedded as a
zero level set (φ = 0) of a real valued level set function φ defined on the entire
2D domain. (b) Schematic of φ from which the level set in the top panel is
obtained. This surface shows φ at a particular time; the function evolves
with time according to equation 2.6. (c) Schematic compares the location of
the interface at time t∗ (as shown in top panel) to its initial location. Note
the change in the 3rd coordinate axis between middle and bottom panels
(Prodanovic and Bryant, 2007).
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Figure 2.14: Selected fluid-fluid interface positions during drainage (left pan-
els) and imbibition (right panels). During drainage, the meniscus advances
from left to right as the applied curvature increases. The curvatures corre-
sponding to the respective interface positions are (top) C1 = 2 : 28 in black
solid line and C15 = 3 : 68 in red, (centre) C16 = 3 : 78 in black, C34 = 5 : 58
in red, and previous steps are shown as dotted lines, (bottom) C35 = 5 : 68
in black, C71 = 9 : 28 in red and C72 = 9 : 38 green. The subscripts indicate
the step number during the PQS simulation (so that number of intermedi-
ate steps between the ones shown can be inferred) (Prodanovic and Bryant,
2007).
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macroscopic flow behaviour within very small pore-spaces (Whitaker, 2001).
Lattice Boltzmann method has been viewed as one of the most promising
methods for simulating complex problems of flow in natural porous media
(Chen and Doolen, 1998; Wolf-Gladrow, 2000; Ferreol and Rothman, 1995;
Keehm et al., 2004; Noble et al., 1995; Qian et al., 1992; Verberg and Ladd,
1999; Zou and He, 1997).
The Lattice Boltzmann methods was first developed to solve the hydrody-
namic equations mimicking the kinetic theory of gases. Based on the kinetic
theory, in the microscale, particles are moving and colliding randomly, and
the distribution of particles velocity is continuously relaxed to an equilibrium
state given by the Maxwell-Boltzmann distribution, which depends on the
temperature, T , and the universal gas constant, R. It mimics the Boltzmann
equation in a simplified way at mesoscopic level. To do so, first the random
variable is discretized in such a way that only few speeds are considered.
Second, instead of considering particles moving along the lattices directions
and colliding at the nodes like in the Lattice Gas Automata (LGA), averaged
values of particles moving along a lattice structure are considered (Higuera
and Jimenez, 1989). Then the discrete Boltzmann equation for describing
dynamics of local particle distribution functions in a discrete velocity field is
given by the following equation:
∂fi
∂t
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Figure 2.15: D2Q5, D2Q9 and D3Q19 lattices. D and Q are the number of
dimensions and the number of lattice velocities respectively.
where fi(x, t) is the particle distribution function moving with velocity ci
along i direction at time t and location x, Ωi is the collision operator and de-
pends on all the particle distribution functions converging at the same node
and Ωf is a forcing term. Details of the descretisation and solution procedure
for this equation can be found in Chen and Doolen (1998).
The Lattice Boltzmann methods considers a typical volume element of fluid
as composed of a collection of particles that are represented in terms of a
velocity distribution function at each point in space (Figure 2.15). It uses
nearest neighbour information, so it is ideally suited for massively parallel
computers. The approach provides insight into the internal velocity and ki-
netic energy distributions at the pore-scale, and can detect preferential flow
paths and channeling phenomenon not possible with most of the available
continuum flow models. Direct Lattice Boltzmann simulation on micronscale
3D image data thus offers a significant potential for new fundamental insights
and understanding of fluid flow processes in a material with a complex mi-
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crostructure (White et al., 2006).
Moreover, the ease with which the Lattice Boltzmann method handles com-
plex boundary conditions, combined with the algorithm’s inherent paral-
lelism, makes it an elegant approach to solving flow problems at the sub-
continuum scale.
Frisch et al. (1986) was the first group to obtain the correct Navier-Stokes
equation starting from the LG automata on a hexagonal lattice. Higuera and
Jimenez (1989) linearized the collision operator by assuming that the distri-
bution is close to the local equilibrium state. The use of a particular sim-
ple linearized version of the collision operator, the Bhatnagar-Gross-Krook
(BGK) collision operator (Bhatnagar et al., 1954), was independently sug-
gested by several authors (Qian et al., 1992; Chen et al., 1991). Use of the
lattice BGK model makes the computations more efficient and allows flexibil-
ity of the transport coefficients. Although the Lattice Boltzmann equation
evolved from its Boolean counterpart, the LG automaton method, it has
been shown recently by two groups independently (He and Luo, 1997) that
the Lattice Boltzmann equation can be obtained from the Boltzmann equa-
tion used in statistical mechanics.
Kang et al. (2005) developed a Lattice Boltzmann model at the pore-scale
to investigate the effect of Peclet number and Damkohler number on hydrate
formation in a constructed porous medium. Kang et al. (2006) generalized
the models developed in previous studies and presented a Lattice Boltzmann
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pore-scale model for simulating reactive transport in systems with multiple
aqueous components and minerals. This model takes into account advection,
diffusion, homogeneous reactions among multiple aqueous species, heteroge-
neous reactions between the aqueous solution and minerals, as well as the
resulting geometrical changes in pore-space.
Despite the potentials of the Lattice Boltzmann method in simulating macro-
scopic transport processes based on microscopic models and mesoscopic ki-
netic equations (Chen and Doolen, 1998), the realities of current computa-
tional resources can limit the size and resolution of the simulations because
such calculations are time-consuming and extremely memory intensive. For
example, a typical Lattice Boltzmann sparse storage scheme requires about
100 bytes/fluidcell. Therefore, a 3D volume at 30% porosity and modelled
with 10003 cells would require 30 Gb of memory to store the relevant in-
formation throughout the simulation. This storage space is well beyond the
capability of a typical workstation (White et al. (2006)). Also, Arns et al.
(2004) used Lattice Boltzmann method method to estimate the permeabil-
ity of digitized micro-tomographic images at a small scale. The runtime
on a 1-GHz Alpha processor for a single 700 µm3 sample at porosity 10%
requires ≈ 80 processor min. The runtime increases linearly with porosity
and generation of the permeability on all 64 subsets of the original images
required the equivalent of 3 months of equivalent processor time to complete.
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2.2.2.2 Stokes solvers
The Stokes equations model very low Reynolds number flows and incom-
pressible linearly elastic solids. They also serve as building blocks for solvers
for the velocity-pressure formulation of the Navier-Stokes equations. Biros
et al. (2004) used regular grid solvers to solve the Stokes equation for applica-
tions where the boundaries change. They used embedded boundary integral
method (EBI), an extension of Mayo (1984), for the Laplace and biharmonic
operators in order to compute the Newton potentials and to evaluate the so-
lution everywhere in the domain. This approach was also used in McKenney
et al. (1995) in combination with fast multipole methods for the boundary
integrals only, and was extended in three dimensions Greenbaum and Mayo
(1998), again for the Laplacian operator. Instead of using direct integration,
they used an efficient regular grid solver for the first and last steps, where the
asymptotic complexity of the computation does not increase, as the solver is
guaranteed to converge in a fixed number of steps for a fixed precision.
Several researchers have used boundary integral formulations to solve the
homogeneous Stokes problem. The basic formulation can be found in (Kim
and Karrila, 1991; Power and Wrobel, 1995; Pozrikidis, 1992). In Gmez and
Powert (1997); Mammoli and Ingber (2000); Power (1993), the homogeneous
Stokes problem is solved using boundary integral representation combined
with multipole-like far-field expansions to accelerate the matrix-vector mul-
tiplications. In Pozrikidis (2001); Zinchenko and Davis (2000), boundary
integral equations have been used for problems with moving and deforming
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boundaries. In Greengard et al. (1996) the homogeneous Stokes problem is
posed as a biharmonic equation and it is solved for both interior and exte-
rior problems. Inhomogeneous problems however, cannot be reduced to a
pure boundary integral formulation and evaluation of Newton potentials is
required (Biros et al., 2004).
Garbey and Pacull (2006) used an immersed boundary like method pioneered
by Peskin (2002), to solve the incompressible Navier-Stokes (NS) fluid flow
model in a section of a large blood vessel using medical imaging data. The
wall boundary condition is immersed in the Cartesian mesh with a penalty
term (Arquis and Caltagirone, 1984) added to the momentum equation. To
minimize the presence of vortices, they solved a simplified form of NS equa-
tion - Stokes equation - in the neighbourhood of the inlet and outlet of the
fluid domain. The drawback of this approach is the fact that they cannot
solve accurately the boundary layers that may appear in the flow field (Gar-
bey and Pacull, 2006). Large Reynolds number are responsible for boundary
layers whereas their method is limited to moderated values of the Reynolds
number.
State-of-the-art methods for problems in complex geometries, most often
found in applications with dynamic interfaces, are based on regular grid or
Cartesian grid discretizations, due to their efficiency, parallel scalability, and
implementation simplicity. Research on this topic dates back to the seventies
(Buzbee et al., 1971). Most of the fundamental ideas on this subject: the
connection between immersed interfaces, potential theory and integral equa-
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tions, the interpolation- based approximations of jumps, the stencil modifi-
cation around the boundary, and the utilization of regular grids, go back to
the capacitance matrix method (Proskurowski, 1979). This method solves
Neumann and Dirichlet problems for the Laplace and Helmholtz problems
using domain embedding and finite differences. The stencils that cross the
interface are modified and the resulting matrix is written as a sum of the
standard five-point Laplace operator and of a low-rank modification. This
matrix can be inverted by the Sherman- Morrison-Woodbury formula (Sher-
man and Morrison, 1950; Woodbury, 1950). Instead the authors solve for
the jump conditions first (the discrete potential). For the Neumann problem
the two approaches are equivalent, but not for the Dirichlet problem, since
the double-layer approximation results in well-conditioned problems for the
unknown interface jumps. One shortcoming of the method is the requirement
of a variable number of regular grid solves. One of the most successful tech-
niques is the immersed boundary method (e.g. Peskin and McQueen (1989);
Peskin and Printz (1993)) which was designed for a Poisson problem for the
pressure within a projection algorithm for the unsteady Navier-Stokes equa-
tions. The interface is modelled as a set of one-dimensional delta functions
whose discretization gives a forcing term. The method is first-order accurate
due to smearing of the boundary layers by the discrete delta functions.
The immersed interface method (IIM) (Leveque and Li, 1994) is an exten-
sion of the immersed boundary method which is second-order accurate. It is
designed for problems with discontinuous coefficients and singular forces. It
has been successfully applied to moving boundary problems, for example for
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the Stokes problem with elastic interfaces (Leveque and Li, 1997) and for the
Navier-Stokes problem (Li and Lai, 2001). If the singular forces are known
then the jumps are known and Taylor Expansion Stencil Corrections (TESCs)
can be computed explicitly. For discontinuous coefficients IIM modifies the
stencils for points close to the boundary in order to account for the jump con-
ditions. The method results in matrices with non-standard structure and fast
methods are not straightforward to apply. The immersed interface method
as presented in Leveque and Li (1994) was not used on Dirichlet and Neu-
mann problems in general irregular regions, since it requires known jump
conditions. In Fogelson and Keener (2001), IIM is extended to Neumann
problems by modifying interface stencils to account for the unknown jumps.
Later versions of IIM (explicit immersed interface method) (Wiegmann et al.,
1997), (fast immersed interface method) (Li, 1995), addressed non-standard
matrices by adding additional equations for the jumps and extended IIM to
Dirichlet problems. These approaches however appear to result in consid-
erable additional computational cost since they require tens to hundreds of
regular grid solves.
2.2.2.3 Finite element methods
Finite element methods involve integral (or weak) formulations that use
shape functions for interpolation and are applicable to unstructured meshes
(e.g. Figure 2.16). Undoubtedly finite element methods are one of the most
successful discretization methods and allow for the accurate solution of prob-
lems in arbitrary geometries. This approach was developed originally in the
aircraft industry to provide a refined solution for stress distributions in ex-
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tremely complex airframe configurations (Turner et al., 1956). The technique
has been applied successfully in the stress analysis of many complex struc-
tures (Argyris and Kelsey, 1960; Turner et al., 1956, 1964). Recognition
that this procedure can be interpreted in terms of a variational energy func-
tional (de Veubeke, 1965) leads to its extension to other boundary value
problems. A survey and related references on finite element-methods for the
Navier-Stokes equations can be found in Gunzburger (1989); Gunzburger and
Nicolaides (1993).
In the field of heat flow, several approximate methods of solution based on
variational principles have been introduced (Biot, 1956, 1959). By employing
the variational principle in conjunction with the finite element idealisation, a
powerful solution technique is now available for determining the potential dis-
tribution within complex bodies of arbitrary geometry. In the finite element
approximation of solids, the continuum is replaced by a system of elements.
An approximate solution for the potential field within each element is as-
sumed, and flux equilibrium equations are developed at a discrete number
of points within the network of finite elements. For the case of steady-state
heat flow, the technique is completely described by Zienkiewicz and Cheung
(1965).
Since the flow of fluid through porous media is analogous to the flow of heat
problem, Zienkiewicz and Taylor (2000) have employed the finite element-
method in obtaining the steady-state solutions to heterogeneous and anisotropic
seepage problems. Taylor and Brown (1967) also used this method to inves-
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tigate steady-state flow problems involving a free surface.
A growing body of simulation results in general have also highlighted the
potential of unstructured grid simulations for understanding subsurface pro-
cesses (Helmig, 1997; Kim and Deo, 2000; Matthai et al., 2005; Edwards,
2006a,b). Finite element-methods dominate heat transfer, mechanical and
fluid dynamics modelling (e.g. Chung and Deo (2002)). They operate on
unstructured meshes by default.
Geometrically complex fluid flow problems have been solved by the finite
element - finite volume (FE-FVM), in an operator splitting approach where
the elliptic parts of a partial differential equation are solved with the finite
element and the hyperbolic ones with finite volume (Schneider et al. (1992);
Durlofsky and LeVan (1991); Helmig (1997); Leveque (2003); Matthai et al.
(2005); Paluszny et al. (2007))
Application of such methods to problems with complex geometries has sev-
eral difficulties; two main ones are mesh generation and design of efficient
solvers. However, recent advances in computer software and hardware capa-
bilities allow direct simulation of fluid flow through porous media with an
unprecedented degree of physical realism. Due to the complex nature of the
pore geometries and their internal heterogeneity, the governing flow equa-
tions cannot be solved analytically and numerical methods are used to find
approximate solutions.
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Figure 2.16: Unstructured mesh with prism merging operation of an initial
18.2 million tetrahedras to 3.9 million prisms, 6.6 million tetrahedras and 47,
000 pyramids (Mavriplis, 2002).
These methods approximate unknown functions of multiple variables by inte-
gration of simpler sub-equations for the coupling among discrete points. The
first step in any numerical simulation workflow is the adequate geometrical
representation of the model. The introduction of graphical tools suitable for
the characterisation of pore-scale geometries has facilitated the generation
of rigorous three-dimensional models from digital image samples of the ge-
ometry. The migration of this complex description of the pore-spaces into
internally consistent flow simulation models, without loss of crucial detail,
constitutes an important new field of applied research.
2.2.3 Particle tracking through porous media
The stochastic differential equation for a particle position describing the ran-
dom walk of a tracer particle in an external velocity field is given as (Maier
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et al., 2000):
dx(t) = v(x(t))dt+B · dW (t), (2.8)
where B · dW is a random displacement vector. B is a constant diagonal
matrix whose components are proportional to the square root of the diffusion
coefficient, and dW (t) is an increment of a continuous Gaussian process (e.g.,
Brownian motion) where 〈dW 〉 = 0 and 〈dW (t)dW (t′)〉 = δtt′ . Equation 2.8
can be solved using an Euler approximation of the form
xt+∆t = xt + v∆t+ (
√
2Dm∆t)ζ (2.9)
where xt+∆t and xt are the particle positions at times t+∆t and t re-
spectively, ∆t is the time step constrained by the distance (d) between the
barycentre of one element and the other to which a particle moves into and it
is defined in such a way that the largest possible particle displacement in one
time step satisfies vmax∆t+(
√
2Dm∆t) ≤ d/2, Dm is the molecular diffusion
coefficient, ζ is a fixed-length vector of zero mean and unit variance and v is
the particle velocity computed as described in section 4.
2.2.4 Dispersion in porous media
In transport theory, one of the most important parameters in the advection-
dispersion equation (ADE) is the dispersion tensor D (Bear, 1972) hence, all
solutions that have been developed from ADE need a quantification of D.
Dispersion is caused by the interaction of two processes, namely molecular
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diffusion and the velocity variation of the liquid particles.




+ ~u · ∇C = D∇2C, (2.10)
where C is the particle concentration and D is the dispersion tensor.
Velocity variations in porous media originate from the viscous forces within
the pores and from pore-scale heterogeneity. This pore-scale heterogeneity
is the inherent property that is related with the texture and structure of the
porous domain (Dagan, 1989). As dispersion originates from medium and
fluid flow properties, its experimental determination is resource demanding.
By tracking the paths of these particles, the spatial distribution for particles
is found from which the dispersion tensor is derived (Chandrasekhar, 1943).
Alternatively, the first-arrival times distribution at the outlet face of a col-
umn (or network) can be used to deriveDL (Sorbie and Clifford, 1991; Sahimi
et al., 1986). Bijeljic and Blunt (2006, 2007) studied pore scale (≈ µm) and
centimeter scale longitudinal and transverse dispersion using network simula-
tion model of Berea sandstone (with a measured throat radius distribution).
They solved numerically for the flow (Stokes equation) and diffusion (random
walk method) at the pore scale (≈ µm) to compute the transverse dispersion
coefficient at a larger scale ((≈ cm to m). They computed the solute transit
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times, via advection and molecular diffusion Dm, between pairs of adjacent
pores. The result is a truncated power law at sufficiently high Peclet number
(Pe > 100) with β = 1.8 and the cutoff determined by Dm.
2.3 Conclusions
I have presented a comprehensive review of pore-scale modelling and the var-
ious fluid flow simulation approaches highlighting their areas of strength and
weakness. The inherent heterogeneity as well as the complexity of subsurface
porous media still demand a better description of the dynamic behaviour at
the pore-scale.
The aim of this thesis is to present a finite element-based (FE) numerical
simulation method of deriving the constitutive relationships governing fluid
flow through porous media at pore-scale. I develop a new rigorous workflow
for the direct simulation of fluid flow and transport through porous media.
This method is embedded into a novel simulation approach that begins with
image extraction of the pore geometry followed by CAD modelling and dis-
cretization of pore-space and ends with an efficient numeric solution of a
simplified form of Navier-Stokes equations - Reynolds lubrication equation -
via algebraic multigrid methods (Ruge and Stuben (1987); Stuben (2001a)).
The four obstacles to overcome before this can be achieved include: (1) a
digital image representation of the pore geometry in form of photomicro-
graph, micro-CT, confocal laser scanning microscopy or synthetically gen-
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erated granular packs; (2) adequate representation of the geometry by an
internally consistent computer-aided design (CAD) model; (3) efficient, at
least semi-automatic, finite element spatial discretization of the pore-space;
and (4) a computationally effective algorithm for solving the flow equations
directly on the discretized pore space. Items 1− 3 are discussed in the next
Chapter and item 4 is discussed in Chapter 4. Application of this approach






Pore-scale imaging, computer-aided (CAD) modelling and discretization of
the pore-space are intricate procedures by which approximations and simplifi-
cations are introduced prior to fluid flow simulation (Ewing and Spagnuolo,
2003). The various methods of generating pore-scale samples (direct imaging
and pore-space image reconstruction) have been outlined in section 2.1.1. In
this section, I discuss in detail the simulation workflow that I have developed
and used in this thesis; starting from digital representation of the pore-scale
data sets, followed by model building in a computer-aided design (CAD) tool.
Once the model has been constructed, numerical solution of the governing
equations demands its spatial discretization. This is discussed under dis-
cretization of pore-space. In order to simulate fluid flow, a simplified form
of Navier-Stoke’s equation is solved, yielding velocity fields using a two step
solution method. The formulation of this approach and its verification are




















Figure 3.1: Simulation workflow showing individual activities and applica-
tions tools.
Individual steps of our simulation workflow as summarized in Figure 3.1 are
as follows:
1. Digital representation of the pore-scale data-sets.
2. CAD model building .
3. Discretization of the model with a hybrid finite element mesh composed
of triangle, quadrilateral, tetrahedral, hexahedral, prism and pyramid
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elements.
4. Fluid flow simulation and visualization.
Each of these steps is further described below.
3.1 Digital representation of the pore-scale
data sets
The various techniques of generating pore-scale images have been described
in Chapter 2. In this section, we discuss the various digital representation
of the data sets used in this work. Four different geometric porous media
samples were studied in this work: two sand packs, a 2D photo-micrograph
of Sombrero beach carbonate sand, long cylindrical post geometries and five
synthetic granular packs. Four of these synthetic granular packs consist of
five sub-samples while one sample has seven sub-samples (a total of twenty-
seven sub-samples in all). The sand packs were made from two quartz sands,
LV60A (Leavenseat sand, WBB Minerals, UK) and Ottawa (unground silica,
US Silica Company). The synthetic granular packings were constructed by
settling under gravity while their structure and shape are in close semblance
to real sand grains.
3.1.1 Sand packs
A brief description of how the sand-packs were prepared is given here; the
interested reader can find details in Talabi et al. (2009). The sand-packs
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were prepared for imaging by pouring the sands into a cylindrical tube of
diameter 0.65 cm and length 4 cm with fitted plastic end caps. After this
preparation, the pore-space was filled by hardened resins with very low at-
tenuation coefficient that can be easily distinguished from the grains in the
image. The micro-CT imaging was performed on a commercial XMT unit
(Phoenix-X-ray Systems and Services GmbH) which is equipped with an
image acquisitioning software, SIXTOS. This instrument uses an industrial
tube to generate a bundle of X-rays as a cone beam.
During scanning, the X-ray radiation from the source is attenuated by the
specimen depending on the material composition, density and thickness along
the beam direction. The attenuation profiles are continuously measured and
collected from different angles of view. The samples were imaged every half
degree and rotated 360 degrees during the scan for a comprehensive set of
radiographic profiles for reconstruction. The scanner outputs a 3D image
which is an array of gray scales.
Figure 3.2 shows the 3D micro-CT images of LV60 sand and Ottawa sand
samples. In order to extract the pore-space, the grey scales are segmented
into black and white representing the void and solid respectively. Filters were
then applied to the images to enhance the contrast of different materials and
remove the noise. The images had a resolution that varied between 5µm and






























































































3.1.2 Sombrero beach carbonate sand
Figure 3.3 is a 2D photo-micrograph of a carbonate sandstone from Som-
brero beach, Marathon, Florida Keys, USA; with micritized skeletal grain,
occasional small gastropods, mollusc shell fragments - some with borings -
calcareous green algae, calcareous red algae, large benthic foraminifera, coral
Echinoid spines as well as skeletal carbonate fragments and quartz grains are
present.
3.1.3 Synthetic granular packs
The detailed procedure of how the synthetic granular packs used in this work
are constructed can be found in Garcia et al. (2009). Here, we give a de-
scription of how the grains contained in the five(5) different packs used in
the flow simulations were modelled.
In order to construct a model of a grain, spheres are sequentially added to the
volume enclosed by the mesh (see Figure 3.4). As more spheres are added,
the enclosing surface of the cluster approximates the surface of the real par-
ticle represented in the original mesh. This method has been used before to
model simple irregular particles (e.g. Ferellec and McDowell (2008); Wang
et al. (2007); Matsushima et al. (2003); Hubbard (1996); Price et al. (2007)),
but little effort has been made to model realistic shapes (Wang et al., 2007;










































































































Figure 3.4: Construction of irregular particle by sequentially adding spheres to
the volume enclosed by a volumetric mesh. From left to right in the figure, an
irregular particle is constructed by sequentially adding 1, 3 and ≈ 30 spheres. The
mesh itself was obtained from a shape library Latham et al. (2008) or publicly
available data from sand grains VGW (a,b).
G1 G2 G3 G4 G5 S1
Figure 3.5: Model particles constructed by overlapping spheres. Particles G1 −
G4, model real particles scanned in Latham et al. (2008). The particle G5 was
constructed by arbitrarily clustering spheres to construct a pointed particle. A
perfect sphere (S1) is also shown for comparison.
Each of the sand packs is constructed using one or more of the shapes shown
in Figure 3.5.
For the shapes G1−G4 the mesh was obtained from a shape library Latham
et al. (2008) of real particles scanned using laser scanner. The particle G1,
for instance, is a semi-spherical particle constructed from a real grain. Par-
ticle G2 corresponds to an elongated gravel particle, while particles G3 and
G4 are pebbles from different sources. The particle G5, was constructed by
arbitrarily clustering spheres to model an additional elongated particle. For
the purpose of comparison, Figure 3.5 also shows a perfect sphere (S1).
Among the shapes that was modelled, those in Figure 3.5 were selected based
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Table 3.1: Coarse shape descriptors for the particles in the Figure 3.5.
τ : Wadell’s sphericity. α : aspect ratio computed following Lin and Miller
(2005). Sv : compactness computed as surface/(volume)
2/3.
Particle τ α Sv
G1 0.93 1.28 5.16
G2 0.91 2.18 5.25
G3 0.96 1.33 5.10
G4 0.94 1.35 5.15
G5 0.93 1.52 5.18
S1 1. 1. 4.84
on visual inspection of 2D cuts of CT-scans and microphotographs for Ottawa
sand (see Figure 3.2b). Most of the grains are well rounded and semi-spherical
such as the case of the grains G1, G3 and G5 in Figure 3.5. However, a few
grains are elongated. The shape G2 was selected due to its similarity to
the naked eye to these elongated grains. Quantitative measurements at the
grain scale performed by Lin and Miller (2005) in a different clean sand also
served as a guide. The authors reported typical aspect ratios in the range
α = 1.2 − 1.5 and some elongated particles of aspect ratio up to α = 2.3.
Typical sphericities were in the range τ ≈ 0.88 − 0.97 and the compactness
parameter defined as Sv = surface/(volume)
2/3 was ≈ 5.2 regardless of the
particle size. Other authors reported similar values for reference sands with
well worked grains Cho et al. (2006). As shown in Table 3.1, the shape
descriptors for the irregular shapes selected here are in the range of the
values reported by Lin and Miller (2005). The aspect ratio and compactness
or sphericity can be useful 3D shape descriptors for irregular particles and the
values could vary between 4.8 for perfect spheres and 6.4 for beads, quartz,
or rock fragments.
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Table 3.2: Size distribution and grain shape distribution for the five samples in
Figure 3.7 used in the simulations.
Sample Size G1 G2 G3 G4 G5 S1
A Gaussian 0.28 0.32 0.3 - 0.1 -
B Gaussian 0.18 0.66 0.16 - - -
C Gaussian - - - - - 1.0
D Monosized - - - - - 1.0
E Bimodal - 0.4 - 0.25 0.35 -
3.1.3.1 Shape and size selection
Five sets of samples (A − E) are constructed with the particles in Figure
3.5. Each set, comprises about five subsamples corresponding to different
realizations in which the grain shape and/or heterogeneity are fixed. From
sample to sample, the details of grain shape and the size distributions are
varied.
3.1.3.2 Model A
Model A replicates a clean and homogeneous pack such as Ottawa sand.
Table 3.2 shows the fraction of each grain shape used. The sample was con-
structed with a large fraction of the rounded and low aspect-ratio grains
G1, G3, G4, but we selected preferentially the shapes G2 and G3 because
they are visually closer to the pictures of grains of Ottawa presented in San-
tamarina (2004) and Figure 3.2. A smaller fraction of the grains were given
the shape G5.
We adopted the criterion in which the size Dg of a grain is defined by the
diameter of the sphere that has the same volume as the grain. This size was
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assigned according to a Gaussian function relating the grain diameter Dg
with the volume fraction V (Dg) of the grains of that size (as in sieve analy-
sis). Figure 3.6 shows the size distribution used, normalized by its maximum
height. Here, the distribution is centred in Dg = 520µm, in correspondence
with a coarse estimation of the arithmetic mean grain size obtained from the
2D cuts of Ottawa sand. The width of the distribution was also estimated
from the sieve data (Talabi et al., 2009).
To model such distribution, each grain in the sample was given one of 6 pos-
sible sizes d1, d2, , d6 equispaced between 320µm and 670µm, (see Figure 3.6)
in such a way that the final volume fraction V (Dg) of grains of size Dg in the
sample is approximately given by the envelope of the Gaussian distribution
(Figure 3.6). Shapes are randomly assigned according to the ratios in Table
3.2.
3.1.3.3 Models B and C
Samples B and C have the same size distribution as set A, but the details of
the grain shape are different (see Table 3.2). In the model B, we assigned
the elongated shape G2 to a greater fraction of the grains (≈ 66%). The
remaining fraction of the grains were given the shapes G1 and G3 in similar
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Figure 3.6: Volume fraction V (Dg) of the grains of diameter Dg relative to the
maximum volume fraction.
3.1.3.4 Model D
Sample D consists of spheres, all of diameter Dg = 520µm. In comparison
with the rest of the models, this one represents an extremely idealised case of
homogeneity and simplicity in the grain shape. These samples can be directly
compared with those in model C, to address the effect of polydispersity on
hydraulic properties.
3.1.3.5 Model E
Sample E is constructed purposely to model a more heterogeneous sand. As
a guide, we took the experimental sieve data presented in Gittings et al.
(2009) for the sample F110. This data was approximated with a continuous
distribution as shown in Figure 3.6. Following the same procedure described
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before, eight sizes were sampled from the function and the size of the grains
assigned accordingly. The shape of each grain was chosen from the irregular
shapes G2, G4 and G5 (see Table 3.2). Figure 3.7 shows pictures of packings
of all the models, illustrating the differences in grain size and shape.
3.1.4 Packing algorithm
In order to build the packs, an empty box of dimensions 8× 8× 12 in units
of the mean grain diameter is constructed. Periodic boundary conditions
are used in the plane xy. As shown in Figure 3.8a, a subset of N grains is
then placed above the bottom wall without contacting each other. The newly
introduced grains are then allowed to fall under gravity and interact with the
bottom wall and other grains. When the kinetic energy of the system reaches
a negligible value and every grain contacts either the wall or another grain, a
new bath of grains enters in the box above those previously deposited (Figure
3.8b ). This process repeates itself until the initial box is filled (Figure 3.8c).
Contrary to some previous work Øren and Bakke (2002); Coelho et al. (1997);
Garcia et al. (2004), we do not freeze grains at any stage. Hence, each new
subset of grains entering the box interacts with previously deposited grains,
allowing for future relocation of already settled grains. This permanent re-
arrangement benefits the creation of denser packs and one would expect this
extra dynamics to mimic closer what would happen in a real situation.
The porosities of the resulting packs depend on the particle shape and the


































































































































































































































































































lar friction is reduced, the packing density increases (see Garcia et al. (2009)
for further description of how the frictional coefficients are used to give packs
of different porosity).
Figures 3.14-3.18 show the packs constructed for this study. For each model
(a− e), we constructed five different packs with different porosity, except for
model D that had seven realizations: 27 packs in total were analyzed.
3.1.5 Long cylindrical post geometries
Long cylindrical post geometries were constructed using a CAD tool in order
to validate the approach developed in this work against the experimental
data reported in Zimmerman and Kumar (1991) (references on these exper-
iments are provided later in section 4.8.3). In their work, they modelled
permeability using cylindrical posts at a spatial density or concentration c,
and posts height-to-radius ratio, (h/R). Starting with a 30 × 30 × 130 µm
geometry containing 12 cylinders, we vary the height-to-radius ratio of the
cylinders while keeping the external cross sectional area (i.e. 30 × 30) con-
stant and concentration (i.e. (1− φ) ) fixed at 0.09. With this constraint on
the initial geometry, we are only able to construct seven geometric models
corresponding to (h/R) in the range 0− 4, which are then meshed and later
used in the flow simulation. The construction and meshing of the cylidrical
posts are discussed in the next section.
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3.2 Building the geometrical model with CAD
Building a geometric model from a digital image sample of a porous media,
requires an accurate representation of the grains and pores at realistic levels
of detail. This calls for a framework that supports scalable geometrical enti-
ties such as parametric curves and surfaces (Boor (1978)).
For 40 years, smooth parametric curves and surfaces have been used to define
boundaries of free-form objects in CAD (Farin (2001)). Non-uniform Ratio-
nal B-spline (NURBS) curves and surfaces allow accurate representation of
simple polylines, conic sections and free-form objects (Farin (2001)). Storage
requirements are modest and NURBS allow local control during generation
and modification. This means that point editing only affects the immediate
neighbourhood of a point so that surfaces which simultaneously match multi-
ple boundaries can still be reshaped. Therefore, NURBS meet the two most
important criteria of geometrical representation: flexibility - the ability to
initially represent a feature and fidelity - the ability to represent the feature
throughout modifications. NURBS are able to represent complex geometries
with a tolerance-based spatially adaptive level of detail, independent of scale.
In contrast to faceted representations, they do not prescribe a specific reso-
lution.
Faceted representations based on polylines and surface triangulations are
flexible and easy to use, but they introduce discontinuities into the model
that are not present in the original geometry. By contrast, NURBS are dif-
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ferentiable, smoothly representing shapes as continuous features without the
polyline disadvantages. With NURBS, however, a purpose dependent adap-
tation of the mesh to the smooth tipline is possible.
Preparation and repair of CAD models for meshing is very time consum-
ing. Volume overlaps make a unique discretization of space impossible such
that labour intensive geometric model healing is required (Beall et al., 2003).
Artefacts, including gaps, hamper the mesh generation process and must
be avoided at the CAD model construction stage. Boundary representation
(BREP) significantly reduces potential inconsistencies within a model and is
an effective tool in producing boundary-conforming, watertight and topology
compliant models (Requicha and Rossignac, 1992; Beall and Shephard, 1997;
Caumon et al., 2004). We advocate that CAD models are built on the digital
pore-scale representation, geometry editing is standardized, and meshing is
done directly on the CAD model, precluding errors introduced by its conver-
sion into another format. NURBS and BREP are supported by many CAD
packages.
3.2.1 CAD Geometry
The BREP CAD format approximates volumetric objects by the boundary,
represented by the (NURBS) (Rhinoceros; Thompson et al., 1998).
The NURBS curve is a composite curve, consisting of connected curved seg-
ments, spanning between the knots (black dots on Figure 3.9) (Piegl and
68
Figure 3.9: Parametric B-spline curve with its control polygon (Farin, 1997).
Tiller, 1997; Farin, 1997) . The position of the spline knots is defined by the
position of the so-called control points d0 − d6 (Figure 3.9). Knots are also
shown at parametric positions on Figure 3.9, so the shape of the curve will
be defined by the weighted sum of univariate B-spline functions Nij at the
given control points positions. To move the spline we need just to relocate
the control polygon. Changing degree of spline, we change the number B-
spline functions in the summation and the proximity of the curve to control
polygon. The degree of spline is usually 1, 2, 3 or 5, but can be any positive
whole number. NURBS lines and polylines are usually degree 1, NURBS cir-
cles are degree 2, and most free-form curves are degree 3 or 5. Sometimes the
terms linear, quadratic, cubic, and quintic are used corresponding to degrees
1, 2, 3 or 5, respectively. The order of a NURBS curve (e.g. Piegl and Tiller
(1997)) is positive whole number equal to (degree+1).
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Ni,p(u)Pi a ≤ u ≤ b (3.1)
C(u) is the points along the curve as a function of parameter u, Pi are a list
of control points also known as the weight or the point coefficients, Ni,p is the
ith B-spline basis function of order p. One of the easiest ways of changing
the shape of a NURBS curve is to move its control points. The control points
have an associated number called a weight. With a few exceptions, weights
are positive numbers. When a curve’s control points all have the same weight
(usually 1), the curve is called non-rational, otherwise the curve is called ra-
tional. The R in NURBS stands for rational and indicates that a NURBS
curve has the possibility of being rational. In practice, most NURBS curves
are non-rational. A few NURBS curves, circles and ellipses being notable
examples, are always Knots. The knots are a list of degree+N-1 numbers,
where N is the number of control points. Sometimes this list of numbers
is called the knot vector. In this term, the word vector does not mean 3D
direction.
3.2.2 Pore-space CAD model construction
We start with a synthetic reconstruction of a porous medium (e.g. Figures
3.7(a-e) ), a micro-CT scan (e.g. Figures 3.10-3.11(a) ), a photomicrograph
(e.g. Figure 3.12(a)), or a CAD model (e.g. long cylindrical posts Fig-




























































































































































































































































































































thresholded and differentiated into two discontigous domains GRAINS and
PORES using CAD geometrical package accomplished with NURBS curves
and surfaces (e.g. Figures 3.10-3.12(b) and Figures 3.14-3.18).
By modelling the grain packs with NURBS, we are able to capture them
with a tolerance-based (typical absolute tolerance is 1e−7 ) level of detail,
independent of scale allowing a purpose dependent adaptation of the mesh
to smooth geometry. To define the boundary of a volume using NURBS,
volumetric objects are defined by grouping curve-delimited surfaces together
by a technique called BREP. This refers to a hierarchical, internally consis-
tent tree structure of points (nodes), holes and surfaces (loops), and surface
enclosed pore volumes (body), recording their relations to each other. This
structure defines the topology of pores, facilitating Boolean operations, such
as union, intersection, and difference. Fourth order splines are used to rep-
resent grains and outer boundaries are resolved into surfaces with six side
boundaries; four no-flow and two dirichlet conditioned boundaries, for fur-
ther import to the geometry editor of the mesh generation code. For all the
CAD models constructed in this work, all the knots in the NURBS curve are
non-uniform and of degree 3.
3.2.3 Boundary conditions for synthetic 3D packs
An inner core (sub-volume) far from the boundaries of the original packs
generated in section 2.1.3.3 is extracted to avoid boundary effects such as


























































































































































































































































































































































































































































































































































































sions are in the range 5− 6 and 6− 7 times the mean grain diameter in the
horizontal and vertical directions respectively. The grains or part thereof
that are not contained in the sub-volume are discarded.
The resulting packs consisting of 300 to 400 grains are then differentiated
into two domains: Grains and Pores. In order to simulate flow (see Chapter
4 for the flow equations), two dirichlet and four no-flow boundary conditions
(Figure 3.19), were defined in a ’CAD’ geometrical package accomplished
with NURBS curves and surfaces (Figures 3.14-3.18).
3.3 Finite element discretization of the pore-
space
Generally there are three ways by which the pore-space of a typical CAD
geometry can be discretized. These are: rectilinear, curvilinear and unstruc-
tured (Figure 3.20) grid meshes. Rectilinear grids have a fixed resolution.
The refinement they require in order to track material interfaces (i.e. in-
terfaces between different geometric entities) that are not aligned with the
coordinate axes is prohibitively high, especially if these interfaces are curved.
Accurate resolution of these material properties is very important because
they can vary by several orders of magnitude across a given geometry. Curvi-
linear and unstructured grids can provide a more adaptive resolution. Struc-

















Figure 3.19: A CAD representation of the central core of the packs in Figure 3.7
showing four no-flow and two Dirichlet (inflow and outflow) boundaries. Part of
or whole grains that are not fully contained in the sub-volume are discarded and
only the pore-space is meshed.
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objects by mapping curves and surfaces to topologically cubic blocks in para-
metric space. However, even for geometrically simple models, this subdivision
requires significant manual intervention. Therefore, curvilinear grids are ill-
suited for the discretization of complex geometric models Owen (1998).
We advocate unstructured grids because they can fit free-form geometrical
entities, such as NURBS with spatially variable refinement, and they can also
be generated automatically. The disadvantage of unstructured grids is that
mesh coordinates cannot be calculated from indices. They therefore must
be stored. However, in practice, this does not significantly increase memory
requirements because the majority of storage is taken up by the discretized
physical variables. Traditional unstructured mesh generation approaches,
such as Delaunay and advancing front, require water-tight geometric mod-
els because they anchor any element volume on the surface mesh forming
its boundary. Alternative octree-based mesh generation algorithms perform
well on slightly imperfect models (McMorris and Kallinderis, 1997). Factors
which still compromise mesh quality are gaps and overlaps, faces with narrow
angles or small areas, and dangling edges (see Owen (1998); Lo (2002)) .
Pure hexahedral meshes tend to be more compact and have better computa-
tional properties than tetrahedral meshes: fewer elements, better numerical
behaviour and better fit for man made objects (Benzley et al., 1995; Blacker,
2000). The only advantage of tetrahedral mesh is simpler automatic meshing
for complex geometries. However, automatic generation of pure hexahedral













Figure 3.20: Three common types of meshes include: (a) rectilinear; (b)
curvilinear; (c) unstructured; and (d) hybrid element mesh showing feature-
less regions consisting of hexahedra, constrained ones of tetrahedral, and
transitions covered by pyramid and prism elements interfacing tetrahedra
with hexahedra
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Figure 3.21: Finite element types
et al., 2008). While a number of new robust algorithms for hexahedral mesh-
ing have been proposed (e.g. Owen (1998)), these methods cannot handle
arbitrary geometry without intensive manual intervention. As a good com-
promise between the complexity of all-hexahedral meshing and the simplic-
ity of automatic tetrahedralization, hexahedra- dominated hybrid element
meshes with tetrahedra, prisms and pyramids have become increasingly pop-
ular in the finite element community (Huber and Helmig, 2000; Khawaja and
Kallinderis, 2000; Matthai et al., 2004; Reichenberger et al., 2006; Edwards,
2006b).
Hence, in order to discretize the pore-space of all the geometric samples used
in this work, we use a hybrid mesh consisting of tetrahedral, hexahedral,
prism and pyramid elements (Figure 3.21). Pyramid and prism elements are
introduced to connect hexahedra with tetrahedra. Hybrid element meshes
can be generated automatically from tetrahedral meshes. This indirect ap-
proach starts with the generation of a pure tetrahedral mesh. It is partially
converted to hexahedra by merging and splitting of elements and the in-
troduction of prisms and pyramids (Zgainski et al., 1996; Thompson et al.,
1998). To evaluate the quality of the resulting mesh, the element to node
ratio is used. For realistic hybrid meshes of free-form geometry it has been
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shown (see Paluszny et al. (2007)) that a ratio close to 2 can be obtained
for hybrid meshes when compared with 5 − 6 for pure tetrahedral meshes
(Bogdanov et al., 2003).
While tetrahedral automatic meshing performs well for isometric material
domains, large aspect-ratio regions of the pore-space (e.g. pore throats)
attract a large number of very small elements. Some incremental meshing
algorithms produce highly distorted tetrahedra leading to large finite element
interpolation errors (Thompson et al., 1998). Others avoid these errors by
subdividing elements into smaller, better shaped tetrahedra based on geo-
metrical measures such as aspect ratio and minimum internal angle (Liu and
Joe, 1994). This leads to a prohibitively large number of elements.
We circumvent these problems using geometry-aligned high aspect ratio prism
and hexahedral elements. In the geometrically unconstrained regions, we use
hexahedral dominated elements. More shape-adaptive tetrahedral elements
are used to capture geometric complexities and intentional refinement vari-
ations (Figure 3.20D). These perform well even if they have a large aspect
ratio (Khawaja and Kallinderis, 2000). This dramatically reduces the num-
ber of elements required to represent pore geometries.
The ICEM CFD mesh generator uses the octree method for unstructured 3D
tetrahedral mesh generation (ANSYS, 1970). A surface mesh is created as a
by-product of the volumetric meshing (the so called fill). The ICEM CFD
mesh generator therefore does not require a fully watertight CAD model and
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can handle small gaps and overlaps between the patches. The draw-back
of this approach is the necessity to define explicit separators for patches,
intersecting at small angles. This leads to significant increase of manual
operations during meshing of a typical pore-scale geometry.
3.3.1 Hybrid finite element mesh of pore-scale models
An unstructured grid which can track free-form geometrical entities, such as
NURBS, is generated using hybrids of triangles and quadrilaterals for the
2D geometries and tetrahedral, hexahedral, prism and pyramid elements for
the 3D geometries. This mesh is constructed with spatially variable adaptive
refinement in order to honour the the grain boundaries and also to capture
the constricted pore regions. The use of prism, hexahedral and pyramid el-
ements with geometry-aligned high aspect ratio prevents a highly distorted
mesh which could lead to large finite element interpolation errors during flow
simulations (Paluszny et al., 2007). The meshes of the Ottawa sand, LV60
sand, Sombrero beach carbonate sand and long cylindrical posts used in the
validation of this work are shown in Figure 3.22. In all cases, only the pore
space is meshed. Table 3.3 shows the number of finite elements contained in
the meshes shown in Figure 3.22.
One of the greatest challenges in meshing the 3D synthetic pack geometries is
cutting the grains for volume grain consistency at the boundary. The grains
had to be cut in order to reduce boundary effects on fluid flow. However,












































































































































































































































Table 3.3: The number of finite elements contained in the mesh (Figures 3.22(a-
d)) of the CAD geometries shown in Figures 3.10(b)-3.13(b).





Table 3.4: Number of sub-sample sets from each of the models in Figures 3.7(a−
e), the range of porosity and number of finite elements contained in the mesh
shown Figures 3.23.
Sample No. samples φ− range No. of elements (×106)
A 5 0.317− 0.385 1.6− 1.8
B 5 0.312− 0.375 1.4− 1.8
C 5 0.352− 0.390 1.6− 1.8
D 7 0.336− 0.370 1.6− 1.7
E 5 0.333− 0.366 1.4− 1.8
tion becomes necessary in order to resolve problems like hanging elements,
orphan-nodes, non-manifold vertices (i.e. vertices in which the domain is not
defined by two incident edges) etc. The ICEM meshing algorithm is capable
of fixing all these problems automatically except that in some complex cases,
explicit fixing by the user might be necessary.
The typical size of the mesh is in the range 1.4−1.8×106 elements (Table 3.4).
Examples of typical 3D meshes of each of the CAD geometries generated in
Figures 3.14-3.18 are shown in Figure 3.23.
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3.4 Conclusions
In this Chapter, I presented a workflow to study laminar creeping flow
through discrete representations of porous media. I described how the dig-
ital datasets are generated, modelled in computer-aided design (CAD) tool
and discretized for flow simulation. The digitized binary representation
of the pore scale geometries are differentiated into two domains GRAINS
and PORES using CAD accomplished with Non-uniform Rational B-spline
(NURBS) curves and surfaces of third degree. An unstructured mesh which
can track free-form geometrical entities, such as NURBS, is then generated
using (hybrids) of triangles and quadrilaterals for the surfaces and tetra-
hedral, hexahedral, prism and pyramid elements for volumes. This mesh
is constructed with spatially variable adaptive refinement to honour grain
boundaries and constricted pore throats. This workflow allows a better char-
acterisation of the pore geometry and accurate description of fluid flow within
them. The fluid flow formulation and validation on the pore-scale geometries
is presented in the next chapter.
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Chapter 4
Fluid flow model formulation
and validation
Summary
In this chapter, I describe the fluid flow equations and propose approximate
solutions which are verified on an idealised geometry and tested and validated
with four porous media samples: two 2D and one 3D micro-CT scan images,
one photo-micrograph of carbonate sand and long cylindrical posts (Akanji
and Matthai, 2010). Using several channel geometries in 2D and 3D, flux
convergence analyses are carried out and the velocity mismatch between this
approximate method and the analytical solutions are also investigated.
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4.1 Fluid flow equations
The partial differential equations governing the flow of an incompressible




= µ∇2~u− ρ(~u · ∇)~u−∇P (4.1)
and the law of mass conservation for incompressible fluids can be written as
∇ · ~u = 0. (4.2)
The variables ∇P , ρ, µ and ~u are the reduced pressure gradient, fluid density,
fluid viscosity and velocity vector respectively. ( ∂
∂t
) is the partial derivative
with respect to time. The boundary conditions include: no slip at any bound-
ary between the fluid and the solid; this implies that at the grain walls, the
normal and tangential components of the velocity are zero. The only body
force accommodated is gravity. This is defined through the reduced pressure
gradient (Batchelor, 1967; Phillips, 1991) ∇P = ∇p + ρg~ev, where p is the
pressure and ~ev is a unit vector in the vertical direction.
Since the relationship between permeability and pore geometry is most read-
ily studied using steady-state flow, I will ignore transient effects, and assume
that fluid density is constant. This implies that at any fixed point in space,
the velocity does not vary with time, and the equations reduce to
µ∇2~u− ρ(~u · ∇)~u = ∇P. (4.3)
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The presence of the advective acceleration (second term on the left hand side)
causes the equations to be nonlinear and consequently very difficult to solve.
When the fluid is incompressible and this term is far smaller than the vis-
cous term (first term on the left), which is a typical situation in flows where
the fluid velocities are very slow (creeping flow), the viscous forces are very
large, or the length-scales of the flow are very small so that the Reynolds
number (Re = uL/µ, where L is a characteristic length) is small (typical
Re values for flow in geological porous media are 10−5 or lower), this equa-
tion reduces to the Stoke’s equation. Excellent references on this subject are
Happel and Brenner (1975), who also provide a historical perspective, and
Pozrikidis (1992).
Neglecting the advective acceleration term ρ(~u · ∇)~u, we are left with the
viscous term on the left hand side of the equation:
µ∇2~u = ∇P. (4.4)
This is Stoke’s linear creeping flow equation.
4.1.1 Reynolds lubrication approximations
A special case of equation 4.4 applies where the pressure gradient is aligned






∇P ) = 0, (4.5)
where P is the pressure in a layer of thickness h, of a viscous, incompressible
fluid of viscosity µ. In this case, the layer of liquid is bounded on both sides
by stationary surfaces. Equation 4.5 is usually justified rather heuristically:
in Wannier (1950) and Capriz (1960), formal series expansions for pressure
and velocity components are introduced in the Stoke’s equations (equations
4.4 and 4.2) and then terms which are supposed to be small when the ratio
of the height of the stationary surfaces to the length of the liquid film are
much less than one are neglected. A different approach by Miranda (1970)
consists of omitting directly in equations 4.4 certain derivatives while making
further simplifying assumptions. Also, Cimatti (1983) justified from a math-
ematically rigorous point of view, the one-dimensional Reynolds equation as
a result of the more direct applicability to the plane flow using the technique
of stream function.
Reynolds (1886) solved equation 4.4 analytically for viscous fluid flow be-











The total volumetric flux through the channel is obtained by integrating the








Figure 4.1: 2-dimensional pore geometry showing assigned uniform pressures
















dy = −|∇P |
12µ
R3 (4.7)
4.2 Numerical solution sequence
By inspection, we know that equation 4.4 leads to parabolic flow profile in
the pore space. The fastest flow occurs in the centers of the pores.
I solve Equation 4.4 numerically in two- and three-dimensional pore-spaces
using a two-step approximation: I first solve for a parabolic function ψ(x, y, z)
and then compute the pressure gradient ∇P . Considering a Newtonian fluid
- which exhibits a linear stress-strain relationship with constant viscosity - I






The parabolic function ψ(x, y, z) can be obtained simply by solving
∇2ψ(x, y, z) = 1, (4.9)
with ψ(x, y, z) = 0 at the grain boundaries (homogeneous boundary condi-
tions).
Given that the parabolic profile within the pore space is adequately cap-
tured; with no-slip boundary condition at the grain surface, this approach
is less restrictive and basically approximates the Stoke’s equation. A more
rigorous mathematical derivation to show the limit of this approximation is
presented below. Furthermore, the resistance to flow comes out right (from
the parabolic function and the actual viscosity used); hence this method is
not subject to the necessary assumptions required to solve the Reynolds lu-
brication equation. The motivation is to develop a simple and fast technique
for characterizing flow through porous media.
To compute the pressure field, I now solve
∇ · (ψ(x, y, z)
µ
∇P ) = 0, (4.10)
once ψ is known. This ensures that for an incompressible fluid considered
here, the divergence of ~u is zero thus:
∇ · ~u = ∇ · (ψ(x, y, z)
µ
∇P ) = 0. (4.11)
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Now, to check that the solution approximates the Stoke’s equation (equation
4.4), I take the ∇2 of both sides of equation 4.8:
∇2~u = ∇2(ψ(x, y, z)
µ
∇P ), (4.12)
which can also be written as:
µ∇2~u = ∇2ψ∇P + 2(∇ψ · ∇)∇P + ψ∇(∇2P ). (4.13)
Since ∇2ψ = 1 (equation 4.9), this becomes:
µ∇2~u = ∇P + 2(∇ψ · ∇)∇P + ψ∇(∇2P ). (4.14)
The second and third terms on the right hand side of equation 4.14 can be
expressed as Stoke’s discrepancy term (hereinafter referred to as term E),
thus
E =
|2(∇ψ · ∇)∇P + ψ∇(∇2P )|
|∇P | . (4.15)
When the pressure gradient is continuous and aligned with a skeletonization
of the pore-space, I assert that the terms (∇ψ ·∇)∇P and ψ∇(∇2P ) can be
neglected. Hence, equation 4.14 becomes µ∇2~u = ∇P. In this limiting case,
my solution will approximate the Stoke’s equation. A numerical error anal-
ysis for this approximate solution is presented in section 4.4 and in section
4.7, I also verify and compare with other published experimental, analytical
and numerical approaches. Having solved for ψ and pressure fields, the corre-
sponding gradients and magnitudes of these parameters as given in equation
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4.15 can be computed on the discretized geometries. An estimation of the
term E on 3D sample packs is provided later in section 4.8.2. By solving
equation 4.9 for the function ψ and then equation 4.10 for pressure, I am are
able to compute piece-wise constant velocity on each FEM in a very efficient
manner.
4.3 Finite element discretization
The basic idea behind the finite element method is that an unknown contin-
uous variable P is modelled by the interpolation functions, N, defined in a
piecewise fashion inside each finite element (Courant, 1942; Zienkiewicz and
Cheung, 1965). To capture incremental changes of P , integrals over their
spatial derivatives, ∇N , are accumulated over the domain of interest (ele-
ment by element) into a system of algebraic equations, A. The solution of
this matrix equation gives approximate values of P , but only at the finite
element nodes. Unique values of P can only be obtained if an integration
constant is specified within the model. In the light of this, P is prescribed
at some node points in the boundary condition vector, b. The boundary
condition is further discussed in section 4.3.1.
To reduce the amount of floating point operations, point locations, X
(rst)
i in













As this finite element method is based on isoparametric linear elements;
where the order of the shape function describing element shape is the same
as that of interpolation function, equation 4.16 guarantees a projection of
X which is consistent with the spatial discretization. The face and node
numbering for the isoparametric linear elements used in the hybrid element
discretization are shown in the Appendix (Figure A.1 and Table A.1).
Interpolation functions are made in parametric space and mapped back to
global space using Jacobian transformations (Barr, 1984). Facets of surface
elements are lines. To map their length from parametric to global space we
use the lines Jacobian vector Jn. Its determinant multiplied by the weight,


















where Xi refers to the coordinates of the endpoints of the facet line interpo-
lated from parametric space to physical space (equation 4.16).




where wi = 1. The dimensions of the Jacobian of a surface element embed-
ded in three-dimensional space are n×m (number of dimensions in physical
by parametric spaces). This matrix is made square by multiplication with its
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transpose. Its determinant is the square root of the covariant metric tensor
√
G, where G = JTm6=nJm 6=n.
Facets of volume elements are planar quadrilaterals or triangles. The deter-
minants of their non-square Jacobians relate area in parametric space to that
in physical space. A shape and integration point location as well as number-
dependent weighting factor, wi, is required so that the mapping yields the
correct facet area in physical space
Jm6=n|XGi =





























The procedure for this transformation is extensively documented in the lit-
erature (e.g. Zienkiewicz and Taylor (2000)). A complete list of shape func-
tions and their derivatives corresponding to the node and face numbering
convention adopted is shown in the Appendix (Tables A.2 and A.3).
4.3.1 Finite element discretization of the flow equation
In order to compute the velocity field on each finite element, I use a linear
finite element method with linear interpolation functionN where the pressure





where Pk is scalar of nodal value of pressure for nodes k = 1...n.
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The integral form of equation 4.11 for an incompressible fluid over a typical
element Ωe bounded by Γe is now written as
∫
Ωe
∇ · (ψ(x, y, z)
µ
∇P )dV = 0. (4.22)
In this Bubnov-Galerkin method (Bubnov, 1913; Galerkin, 1915), the weight-
ing functions are the same as the interpolation functions. Introducing the





∇NP ))dV = 0. (4.23)
The left hand side of the equation is expanded by partial integration after












∇NP ) · ndS = 0. (4.24)
The above equation can be written in a n× n system of linear equations of
the form
Ax = b. (4.25)
The solution of the above equation requires that the value of the pressure is
fixed at the inlet and outlet of the model (Dirichlet boundary conditions).
The resulting matrix of linear algebraic equations is solved with the algebraic
multigrid solver (Stuben, 2001b). The results are stored at the finite element
nodes. Given that shape function derivatives are constant (since linear shape
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functions are used) within each element, and the parabolic function ψ as well
as the fluid viscosity µ are constant (see earlier discussion on fluid viscosity)
then, the product of these and the nodal values of pressure gives a constant
value of velocity in the element.
For a range of other finite element shapes, the interpolation functions can
be found elsewhere (Reddy and Gartling, 2001; Huyakorn and Pinder, 1983;
Paluszny et al., 2007).
4.4 Error analysis
In this section, I investigate the volume conservation and the mismatch be-
tween the numerically computed flux and velocity versus those derived from
the analytical solutions.
4.4.1 Flux convergence and error analysis
In order to estimate the flux convergence, simple 2D and 3D channel ge-
ometries are constructed and the volume integration error is analysed as a
function of mesh refinement. The 2D and 3D meshes are made of triangles
and tetrahedra, respectively. Figures 4.2 and 4.3 show the flow simulation
set-up and the boundary conditions.
Dirichlet boundary conditions are assigned to the left and right faces of the

















Figure 4.2: Finite-element mesh of a 30µm× 10µm channel geometry show-
ing a Dirichlet boundary conditions at the inlet and outlet of the model, a
reference slit, the nodes and the velocity fields computed at the barycenter
of each of the finite-elements.
Since the computed velocity is piece-wise constant from finite-element to
finite-element and discontinuous across the element boundaries, a comple-
mentary node-centered finite-volume (NCFV) (Figure 4.4) is used to mea-
sure ∇ · u. This approach is detailed in Paluszny et al. (2007). The flux
q, (in m3s−1) through a finite volume cell is defined as q = An · |~u| and is










Aini · ~u(e)h,j, (4.26)
for n sectors and m facets.
Thus, the local piece-wise constant velocity ~u
(e)
h,j is projected onto facet nor-
mals, n (see Figure 4.5 ). These dot products are multiplied by facet area



























Figure 4.3: Finite-element mesh and velocity fields within a 6µm × 6µm × 5µm
channel duct geometry showing a Dirichlet boundary conditions at the inlet and
outlet of the model, flow simulation set-up, the nodes and the velocity fields com-
puted at the barycenter of each of the finite-elements.
Figure 4.4: Finite volume stencils for isoparametric linear tetrahedron, hexahe-
dron, prism and pyramid (Paluszny et al., 2007).
Green’s theorem establishes the equivalence of volume (V ) and surface (S)



















Figure 4.5: (a) Four neighbouring triangles and quadrilaterals share node C
around which finite volume is built using finite-element barycenters and midpoints
of faces. Finite-elements are subdivided into sectors delimited by finite-volume
facets, f, with outward pointing normals, n. (b) 3D finite volume composed of six
pyramid finite elements.
4.4.1.1 Volume integration error
To investigate flux convergence, I conduct finite volume (FV ) surface in-
tegrations and compare the integrated volumetric inflow and outflow (∆q)
from each FV for a computed velocity field of spatially variable magnitude.














where Aj is the facet area for the finite-volume j.
Several 2D and 3D channel geometries were constructed and meshed (Fig-
ures 4.6 and 4.7). Tables 4.1 and 4.2 show: the total number of elements,
number of nodes and the number of elements across a reference slit, in the
channel geometries. Volume integration error εFVj , normalized by the aver-
age velocity within the geometry, is measure with increasing mesh refinement.
Figure 4.8 shows the plots of the volume integration error versus the num-
ber of nodes in the channel ducts. The volume integration error is close
to machine error (double precision); since the method does impose strict
conservation on the flux.
4.4.1.2 Flux mismatch
The flux mismatch qm between the analytical and numerical methods is es-
timated as:
Table 4.1: Number of elements and nodes in 30µm× 10µm channel geome-
tries.
Total No. of No. of

























Figure 4.6: Finite-element meshes and flow velocity fields in a 30µm× 10µm 2D
channel geometry. Each of the geometries in (a) to (d), contains 15, 38, 122 and
1248 triangular finite-elements respectively.
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Figure 4.7: Finite-element meshes of a 6µm×6µm×5µm channel duct geometries
with varying degree of refinements. Each of the geometries in (a) to (e), contains
13, 92, 73, 208 and 3543 finite-elements respectively. The corresponding number of
nodes within the geometries are shown in Table 4.2.
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Table 4.2: Number of elements and nodes in a 6µm × 6µm × 5µm channel
ducts.
Total No. of No. of
















where Q and qc are the total integrated flux from the analytical (equation 4.7)
and numerical methods (equation 4.26) respectively. The mismatch between
the numerically computed flux and the analytical solution for the 2D and
3D channel geometries is shown in Figure 4.9. The flux mismatch decreases
with increasing mesh refinement with convergence rate
||qm|| ∼ n−η, (4.31)
where n = number of elements across the slit and η ≈ 1.4 and 1.3 for 2D
and 3D respectively.
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Figure 4.8: Volume integration error, εFVj , for the 2D and 3D geometries plotted
against the number of nodes in the channel geometries shown in Figure 4.6 and
4.7.
4.4.2 Velocity mismatch
Reference slits are placed across all the geometries and from geometry to
geometry, the number of elements that span the reference slits vary. The
average velocity uc across the reference slit in the channel geometries is esti-
mated as:
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Figure 4.9: Mismatch between the numerically computed flux and the analytical






where uh is the element-based barycentric velocity and lj is the edge length





where ua is the velocity from the analytical solution.
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Figure 4.10 shows the plots of the velocity mismatch as a function of channel
mesh refinement for the 2D and 3D channel geometries respectively. The
velocity mismatch between the numerical and analytical solution decreases
with increasing refinements. A velocity mismatch of ≈ 1% is obtained with
about 7 and 8 finite-elements across the reference slits for the 2D and 3D
geometries respectively. All test runs indicate a convergence rate
||um|| ∼ n−η, (4.34)
where n = number of elements across the slit and η ≈ 2.5 for both cases.
Numerical experiments were also performed on simple 30 × 10 µm chan-
nel flow geometries to determine the number of elements across the channel
required to replicate the parabolic profile of the analytical solution. An ade-
quate resolution required to obtain realistic parabolic velocity profiles can be
achieved based on how well the numerical flow velocity profile matches the
analytical solution. This is shown in Figure 4.14. The velocity field obtained
for each discretization is also displayed by the figure. Because the computed
velocities using a linear finite element are piece-wise constant within each
finite element, they show a stair-step parabolic profile in contrast to the
smooth analytical solution.
4.4.2.1 Estimation of the term E
In order to estimate the term E in equation 4.15, parabolic function ψ(x, y, z)
is first computed at the nodes as described earlier. The nodal ψ(x, y, z) is
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Figure 4.10: Velocity mismatch as a function of channel refinements for the 2D
and 3D geometries shown in Figures 4.6 and 4.7.
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then interpolated to the the barycenter of the elements and used with the
fluid viscosity to compute the fluid pressure also at the element barycenter.
The gradients of the parabolic function and fluid pressure, laplacian and gra-
dient of laplacian of fluid pressure are then computed. The products, sum
and magnitudes are computed as shown in equation 4.15.
The discretization error associated with linear finite elements is of the order
O(h2). For polynomials of nth degree the discretization error is of the order
O(hn+1) (e.g. Zienkiewicz and Taylor (2000)), where h is the element size.
The linear finite elements used in this work can capture the solution variable
exactly, but non linear variations that manifest in this analysis produce a
solution curvature dependent error which scales with element size. While it
cannot be eliminated completely, the capability to adaptively refine the con-
stricted pore regions and the complex grain boundaries is used to distribute
the error uniformly over the mesh. This is shown in Figures 4.11 and 4.12,
where we see the discrepancy measured fairly uniformly distributed over few
of the grain boundaries.
The computed term E (Stoke’s discrepancy measure) is contoured over the
field for a single sphere pack, a more complex synthetic granular pack (see
section 3.1.3 for the construction of the packs) and micro-CT sand pack.
Figures 4.11 and 4.12 show the field of fluid pressure, parabolic function and
Stoke’s discrepancy measure (in fractions) for the single-sphere pack and the
synthetic pack geometries. As can be seen in the cut plane through the
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geometries, the discrepancy is generally small within the pore-space except
in specific few places where it is high. Single-sphere pack has a maximum
factor of about 1.4, synthetic pack ≈ 1.7 and LV 60A sand pack ≈ 1.6.
4.4.2.2 Discussion
This approximate method will reproduce the velocity in a channel or duct ge-
ometries if about six or more elements exist between the grain boundaries. A
flux mismatch of ≈ 10% can be achieved with about 8 and 10 finite elements
across the 2D and 3D channel geometries respectively. In real porous media
where we have constricted pore regions this mismatch can be further reduced
by capturing the shape of the grain geometry accurately using our workflow
tools. We take advantage of our capability to construct grain shape adaptive
meshes together with the flexibility to use hybrid of different finite-elements
(detailed earlier in Chapter 3), to capture the geometry of the model and
achieve a fast solution. The Stoke’s discrepancy term is observed to be gen-
erally small within the pore-space except in specific few places where it is
slightly high.
The advantage of this method is that two direct equations are solved for ψ
and P . This makes the method much faster than full solutions that involve
an iterative technique to compute ~u and P : usually four equations need to
be solved many times to reach convergence (e.g. Martys et al. (1999)). On
the other hand, the method which I have developed here is approximate. My
thesis is that capturing the geometry of the pore space is more important
than an exact solution to the flow - to do this, however, we do need a sim-
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Figure 4.11: (a) Fluid pressure contour and a cut-plane showing the parabolic
function (ψ). ψ is basically zero at the grain boundaries. (b) A cut-plane showing
the field of the measured Stoke’s discrepancy termE and the fluid pressure contour.
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Figure 4.12: A cut-plane in the synthetic pack (sampleA) showing (a) the
parabolic function ψ is basically zero at the grain boundaries. (b) the field of
the measured Stoke’s discrepancy term E.
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Figure 4.13: (a) Fluid pressure contour in a synthetic pack (sampleA) and (b)
Fluid pressure gradient over the geometry.
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plified Stoke’s solver.
In sections 4.5 and 4.6, I will describe how permeability and porosity are
estimated. The error limit of the estimated permeability depends on the
flux mismatch analysis carried out earlier ( section 4.4.1.2). In section 4.7, I
will verify this approach on a simple idealised pore geometry and in section
4.8, I will validate against real porous media samples; the permeabilities of
which have been pre-determined from laboratory experiments. To further
determine how close this approach is to the full Stoke’s solver, I will further
compare the permeabilities of LV 60A sand pack estimated using the two
methods. This is discussed in section 4.8.2.1.
4.5 Permeability
In order to estimate the permeability, two dirichlet and four no-flow bound-
ary conditions for 3D geometries (or two dirichlet and two no-flow boundary
conditions for 2D geometries), are defined in a ′CAD′ package. Having com-






where ∆P is the pressure difference per unit length along the direction of


















(a) a = 6 
(b) a = 10 
(c) a = 16 
                                                                                                       Velocity (µm/s)

























































































Figure 4.14: Mesh sensitivity of channel model to determine the number of
finite elements required to capture the full parabolic profile of the Reynold’s
lubrication equation: (a - c) - matrix-channel model for the placement of 7,
14 and 21 FEMs respectively across a slit, and the velocity profile within the
channel. The velocities are piecewise constant (red) within each finite ele-




The porosity is established as a by-product of the discretization of the pore-
space and is computed using the following relations: Porosity = Pore Volume
(Vp) / Bulk Volume (Vb) where, Vb= (Grain Volume + Pore Volume), i.e.
φ = Vp/Vb. (4.36)
4.7 Verification of the numerical model
An idealised 2D pore-space model was generated using CAD (Figure 4.15b)
(see section 3.2) and meshed into finite-elements using unstructured grid
(Figure 4.16) (see also section 3.3). In this section, a step-wise procedure of
how I verify my numerical model is given.
4.7.1 Computational procedure
For single-phase flow, an initial pressure is assigned on the inflow boundary
of the model (Figure 4.16). Only interconnected pore-spaces are considered.
The porosity, pore radius, pore velocity, and effective permeability within
the model are computed. Figure 4.17 shows the velocity distribution within
the pore of the idealised model shown in Figure 4.15b. Oil saturation and
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Figure 4.16: Adaptively refined hybrid element mesh of an idealised 2D pore-
space consisting of triangles and quadrilaterals.
4.7.1.1 Pore-radius computation
In this section, I estimate the pore-radius, r, by computing the magnitude of
the derivative of a function ψ(x, y, z) at the pore walls. Figure 4.15a is a plot
of the function f ⊆ ψ the gradient of which gives a symmetric distance from
the peak (corresponding to the local minimal within the pore-space) to the
pore-wall (corresponding to the grain boundary) - this is the pore-radius.
In 3-dimensional geometry pore-radius is computed by defining a function ψ
thus
ψ(x, y, z) = (x2 + y2 + z2) = R2, (4.37)
where R is a constant. The normal to this surface can be expressed as
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Velocity (µm/s)
Figure 4.17: Pore velocity distribution computed on the model shown in
(Figure 4.15b).
n = ∇ψ(x, y, z) = 2xˆi+ 2yˆj+ 2zkˆ = 2f, (4.38)
where f = xˆi+ yˆj+ zkˆ is the position of any point on the grain boundaries.
The magnitude of the derivative of the function ψ(x, y, z) ), at the pore walls
(i.e. the magnitude of the normal n ) is then
|∇ψ| = 2(x2 + y2 + z2)1/2. (4.39)
This gives the pore-size, half of which is the pore-radius. A simple geometrical
model (Figure 4.15b) suffices to illustrate the computation of pore-radius




Figure 4.18: Pore-radius versus radius of curvature; r is pore radius, R is the
radius of curvature, θ is the contact angle, m is the height of the meniscus
cap and ϑ is the expansion angle of the meniscus.
4.7.1.1.1 Radius of curvature I differentiate the radius of curvature
of the meniscus - which describes the interface of two-fluids - from the pore-
radius of the geometry (see Fig. 4.18). In this work, the pore-size is esti-
mated as described in the previous section. However, the radius of of the
interface between two fluids can be estimated by finding the divergence of
a unit normal to a spherical hemisphere defined by equation 4.37 (see also
Peters (2001)).





(x2 + y2 + z2)1/2
(4.40)
The divergence of this unit normal to the surface coincides with the curvature
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∇ · nˆ = 2
(x2 + y2 + z2)1/2
. (4.41)
This divergence can also be written as
∇ · nˆ = 2
R
. (4.42)
The pore radius r and the radius of curvature R are related by the expression:
r = (2mR−m2)1/2, (4.43)
where the height of the meniscus cap m can be calculated using the method
of revolving an arc about the axis in its plain described by Edwards and
Penney (1982); Gvirtzman and Roberts (1991). Direct measurement of m
can also be carried out using microscope or digital camera. In this work,
pore radius is estimated directly as described in section 4.7.1.1.
4.7.1.2 Pore - velocity
Figure 4.17 shows the velocity distribution within the pore of an idealised
model shown in Figure 4.15b. The adaptively refined mesh around the con-
stricted pore regions allows the flow profile in this geometry to be adequately
captured. As the fluid flow from the larger pore regions into the constricted
pores, the flow velocity increases significantly. As the fluid progresses to the
larger pores the velocity decreases.
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4.7.1.3 Single-phase permeability computation
Effective permeability is calculated as described in section 4.5 and the val-
idation of our model is described in the following section. The degree of
accuracy of the computed permeabilities depends on the sensitivity analysis
on channel refinements earlier discussed in section 4.4.
4.8 Model validation
The model was validated with four porous media samples: (1) 4.5× 4.5 mm
micro-CT scan of Ottawa sand (Figure 4.19), (2) 4.1 × 4.1 mm micro-CT
scan of an LV60 sand (Figure 4.20) (3) a 600× 440 µm photo-micrograph of
carbonate sand from Sombrero Beach, Marathon, Florida Keys, USA (Figure
4.21) and (4) seven long cylindrical post geometries with varying height-to-
radius ratio (h/R) but fixed concentration (Figure 3.13). (5) 3 × 3 × 3 mm
micro-CT scan of LV60A sand (Figure 4.22a)
The porosity and permeability of the Ottawa and LV60 sands have been pre-
determined from laboratory experiments. All the data sets were thresholded
in CAD as described in section 3.2.2 and meshed as discussed in section
3.3.1. The CSMP++ flow simulation set up for the 2D and 3D models are
as described in sections 4.4. Pore velocity profiles for the Ottawa, LV60 and
Sombrero Beach samples are shown in Figures 4.19 to 4.21 with the highest
fluid velocity in the smallest pores. Further analysis of the velocity distribu-





   4.5 mm
Ottawa sand
Hybrid mesh of triangles and 
quadrilaterals within the pores 
Pore space extraction 
simulation
                   Pore Velocity (µm/s)
0        2        4         6       8      10     12       14
Micro-CT scan
Figure 4.19: (a) Micro-CT scan of Ottawa showing pores (black) and grains
(white); CAD representation of the pores and grains; hybrid mesh; and pore-






   4.1 mm
LV60 sand
                   Pore Velocity (µm/s)
0        2        4         6       8      10     12       14
Hybrid mesh of triangles and 
quadrilaterals within the pores 
Pore space extraction 
Micro-CT scan
Figure 4.20: (b) Micro-CT scan of LV60 sand showing pores (black) and
grains (white); CAD representation of the pores and grains; hybrid mesh;
and pore-velocity distributions within the pore-space.
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Sombrero beach carbonate 
simulation
                   Pore Velocity (µm/s)
0        2        4         6       8      10     12       14
Pore space extraction 
Hybrid mesh of triangles and 
quadrilaterals within the pores 
Photomicrograph 
Figure 4.21: (c) Photomicrograph of Sombrero beach carbonate sand showing
pores (black) and grains (grey); CAD representation of the pores and grains;
hybrid mesh; and pore-velocity distributions within the pore-space.
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Table 4.3: Run time for LV60, Ottawa and Sombrero beach carbonate sand
on a single-processor machine.
Sand Dimension No. No. of No. Run time
(mm) of Elements of Nodes (secs.)
Grains (×103) (×103) 1 processor
LV60 4.5× 4.5 240 94 73 65
Ottawa 4.1× 4.1 119 111 89 79
Sombrero 0.60× 0.44 313 554 397 310
Table 4.4: Run time for the long cylindrical post geometry on a single-
processor machine.
Sample Dimension No. No. of No. Run time
(µm) of Elements of Nodes (secs.)
Grains (×106) (×103) 1 processor
Cylinders 20× 15× 130 12 1.5 265 173
4.8.1 Permeability and porosity
Table 4.5 contains the computed permeability and porosity values and the
results from laboratory experiments for Ottawa and LV60 sand samples (Ta-
labi et al. (2008)). While the numerical computation is based on 2D cross-
sections only, the comparison between the two results is acceptable. There
is no laboratory data for the Sombrero beach carbonate sandstone.
4.8.2 Permeability and porosity of 3D micro-CT sand
pack
In order to further validate the approximate method developed in this work,
a numerical simulation was conducted on a real 3D micro-CT scan of LV60A
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Table 4.5: Summary of the comparison of computed versus measured per-
meability, κ for (i) Ottawa sand (ii) LV60 sand and (iii) Sombrero beach
carbonate sand
Sand Laboratory 2D Numerical
experiment simulation
Ottawa
Dimension 4.5× 4.5× 4.5 4.5× 4.5
Porosity (%) 37 39
Permeability (D) 36 31
LV60
Dimension 4.1× 4.1× 4.1 4.1× 4.1
Porosity (%) 38 40
Permeability (D) 34 29
Sombrero beach
Dimension − 0.6× 0.44
Porosity (%) − 36
Permeability (D) − 28
sand pack (Figure 4.22a). The process of obtaining the high-resolution three-
dimensional micro-CT scan data of LV60A has been discussed in section 3.1.
The image size is 300× 300× 300 voxels and the resolution is 10.002µm.
The processed raw image data is then filtered, masked and exported as an
STL (stereolithographic) file using the marching cubes implementation in
SCANIP (Simpleware, 2006) (see also section 2.1.2.4 on micro-CT data
conversion and marching cubes implementation). The geometry is then
thresholded and differentiated into two domains GRAINS and PORES using
CAD geometrical package accomplished with Non-uniform Rational B-spline
(NURBS) curves and surfaces of order 4 and absolute tolerance of 1e−9 (Fig-
ure 4.22b). Boundaries of volumetric objects are defined by grouping curve-
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Table 4.6: Mesh details of the 3D sample of the LV60A sand. The real µCT
image size is 300× 300× 300 and the resolution is 10µm.
Sand Dimension No. No. of No.
(mm) of Elements of Nodes
Grains (×106) (×106)
LV60A 3× 3× 3 16, 953 3.3 0.53
delimited surfaces together by a technique called BREP (see also section 3.2
for details on CAD model building). The surface outer boundaries are set as
described in sections 3.2.3 and 4.4.1. Figure 4.22c is a zoom into the LV60A
CAD model showing the grains and pore space.
The pore-space is then meshed with hybrid of tetrahedral, hexahedral, prism
and pyramid elements using unstructured mesher (see detailed description
of the meshing techniques in section 3.3). Figure 4.22(d-e) show the mesh
and fluid pressure distributions; and velocity fields within the pore geometry.
Table 4.6 shows the details of the generated mesh. From this characteriza-
tion, I estimated ≈ 17, 000 grains in this sand pack - with most of the grains
having very irregular shapes and sizes (see Figure 4.22c).
4.8.2.1 Comparison with full Stoke’s solver
The comparison between the permeability computed on 3D micro-CT data
shown in Figure 4.22a using this numerical approach and the full Stoke’s
solver (Mostaghimi and Blunt, 2010) is shown in Table 4.8. There is agree-









Figure 4.22: (a) Micro-CT scan of LV60A sand showing: grains (black); pores
(white). Image size is 300 × 300 × 300 voxels and resolution is 10.002µm.
(b) CAD model of the LV60A geometry shown in (a). (c) Zoom into LV60A
CAD model. (d) Finite element mesh and fluid pressure distribution within
the geometry. (e) Velocity distribution within the geometry.
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Table 4.7: Comparison of computed permeability of 3D LV60A sample (Fig-
ure 4.22a) with full Stoke’s solver
Method Run time No. of Total Permeability
per iterations run (D)
iteration per time
(secs.) geometry (secs.)
Full Stokes solver 120 90 10, 800 39.1
This work − − 260 52.6
solver. Given that permeability has a strong dependence on porosity (see
also discussion in section 5.2.2.1), it is known (see for instance Revil and
Cathles (1999)) that permeability computed at the same porosity using dif-
ferent approaches can vary by orders of magnitude. Hence, this comparison
is considered very good.
The full Stoke’s computation was carried out on Intel(R) Xeon(R) with
single-processor linux machine running at a much higher speed of 3 GHz
compared to the single-processor Intel(R) Xeon(R) X5355 2.66 GHz linux
machine used for this computation. The average run time using this method
is significantly less (≈ 50× less) compared to the full Stoke’s solver and
therefore provides an opportunity to handle pore geometries with hundreds
of thousands of pores in an efficient manner.
4.8.2.2 Comparison with laboratory result
The comparison between the permeability computed on 3D micro-CT data
shown in Figure 4.22a using this numerical approach and the laboratory
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Table 4.8: Summary of the comparison of computed versus measured per-
meability, κ for 3D LV60A sand sample.




experiment is shown in Table 4.8. The computed permeability using this
approach is higher than the measured value by a factor of about 1.49. This
comparison is very good considering the fact that permeability at a given
porosity can vary by orders of magnitude when estimated using different
approaches. For instance, the classical Carman-Kozeny equation is usually
accepted to predict reasonably well the permeability of monosized sphere
packs (e.g. Bryant and Blunt (1992); Masad et al. (2000); Guodong et al.
(2004)) however, it can overestimate the permeability by more than 2 orders
of magnitude at the same porosity (Revil and Cathles, 1999).
4.8.3 Comparison with published data
Using the long cylindrical post geometries constructed as described in Chap-
ter 3, I compare my results with the published experimental, analytical and
numerical data. Starting with a 30 × 30 × 130 µm geometry containing 12
cylinders, we vary the height-to-radius ratio of the cylinders while keeping
the external cross sectional area (i.e. 30 × 30) constant and concentration
(i.e. (1 − φ) ) fixed at 0.09. With this constraint on the initial geometry, I
am only able to construct seven geometric models corresponding to (h/R) in
the range 0− 4.
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The data in Figure 4.23 were extracted from Zimmerman and Kumar (1991).
Yen and Fung’s (1973) experimental results for parallel-plate and cylindrical-
post geometry with h/R in the range 3 to 10 are plotted and Lee’s (1969)
data corresponding to the numerical solution of the full Navier-Stoke’s equa-
tions are shown. These results compare very well with the numerical data
obtained with our method. Tsay and Weinbaum’s (1991) exact results do
not match the experimental results as well as Lee’s; however, the two points
representing their exact results are very close to Zimmerman and Kumar’s
(1991). The approximate expression of Lee provides a poorer fit. Our 3D
simulation model closely matches one of the two exact results of Tsay and
Weinbaum’s, as well as the Zimmerman and Kumar’s result. Within the
range of investigation, the agreement between the experimental data of Yen
and Fung and this model is fair.
4.9 Computational efficiency
I compare the computational efficiency of this approach with the work of
Nunez et al. (2005), in which they solved the full Navier-Stoke’s equations.
They used two parameters to quantify the computational efficiency of their
method: (1) speed up, Sp = Resolution time with 1 processor/ Resolution
time with p processors and (2) efficiency, £ = Sp/p . In order to inves-
tigate the speed up and computational efficiency of our method, I used a
single-processor and a four-processor machine. The single-processor compu-
tation was carried out using Intel(R) Xeon(TM) 2.20 GHz with an Nvidia
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Figure 4.23: Comparison of the permeability values measured by (Yen and
Fung, 1973) with those predicted by this numerical method and by (Zim-
merman and Kumar, 1991) and by (Lee, 1969) and (Tsay and Weinbaum,
1991). The areal concentration of posts, c, was held fixed at 0.09 while the
ratio h/R was varied for seven (7) geometric models.
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Quadro FX 1000, while the four-processor computation was done on a In-
tel(R) Xeon(R) X5355 2.66 GHz linux machine.
Using the mesh of the 2D geometry shown in Figure 3.12 with ≈ 554, 000
elements which is more than double their 513×513 grid geometry (≈ 263, 000
elements), we have Sp = 3.84 and £ = 96%, while they had Sp = 2.89 and
£ = 72% for 4 processors (Figure 4.24).
Also, using one of the 3D synthetic geometries (sample E) with (≈ 2.4× 106
elements), we have Sp = 3.92 and £ = 98%, while they had Sp = 3.19 and
£ = 80% for a 169× 169× 169 grid geometry (≈ 2.15× 106 elements) for 4
processors. This gives a significant computational efficiency.
I further compare the computational efficiency of my approach with the work
of Martys et al. (1999) in which they estimated the flow field and permeabil-
ity of micro-CT images of Fontainebleau sandstone by using the Lattice-
Boltzmann method. The resolution of their images was 5.72µm per lattice
spacing and data sets were 5103 voxels. Table 4.9 shows the computational
run time of their method carried out on an SGI Onyx with 12 R10000 pro-
cessors running at 196 MHz. In comparison, we show the run time of our
approach on the 3D geometries shown in Figure 3.7 (see also Table 5.2 for
detailed description of the samples and average run time).
The average run time using our method is significantly less (≈ 150× less)
compared to the approach Martys et al. (1999) with the potential to handle
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Table 4.9: Computational run time for this work and the approach of Martys
et al. (1999)
Method No. Run time No. of Total
of per iterations run
processors iteration per time
(secs.) geometry (secs.)
Martys et al. (1999) 4 3.8 10, 000 38, 000
Thiswork 4 − − 250
Table 4.10: Run time for the geometry shown in Fig. 4.15b on a single-
processor machine.
Sample Dimension No. No. No. Run time
of of of (secs.)
Grains Elements Nodes 1 processor
Fig.4.15b 20× 15 9 3, 024 2, 295 2.5
pore geometries with hundreds of thousands of pores in an efficient manner.
4.10 Conclusions
A first-principles based approach of characterizing pore-scale geometry and
describing the flow behaviour directly within them was presented. I used a
computationally cost effective two-step approach to solve a simplified form
of the Navier-Stoke’s equation in the pore space of the porous media. The
volumetric flux error decreases with increasing mesh refinement in channel
geometries and the velocity mismatch between this approximate solution and
the analytical solution also decreases with increasing refinements at the ref-
erence slits. This method has the potential to handle porous media samples
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Figure 4.24: Bar charts showing the comparisons in speed-up and computa-
tional efficiencies between this work and the work of Nunez et al. (2005).
with hundreds of thousands of pores which would be computationally pro-
hibitive for the full Navier-Stoke’s equation. This approach was further veri-
fied against an analytical solution for an idealised geometry and the verified
model was validated with two micro-CT scan data for which permeabilities
and porosities were pre-determined in laboratory experiments. The numeri-
cally computed permeabilities compare favourably with those obtained in the
laboratory. Comparisons were also made with the full Stoke’s solver, pub-
lished experimental, approximate and exact permeability data. Extension
of this approach to the study of fluid flow in synthetic granular packings is
given in the next chapter.
Potential practical application of this technique includes real time estimation
of porosity, permeability, fluid saturation distribution, and pore-size distribu-
142
tion of core samples from hydrocarbon reservoirs. This is particularly useful
as it is capable of giving a quick estimate of fluid storativity and fluid flow
indicator which could in turn allow for a quick reservoir management deci-




Application to 3D packing
geometries
Summary
In this Chapter, we further apply our numerical model to simulate fluid flow
through 3D single sphere packings; from which a dimensionless permeability
versus concentration (i.e. 1 − φ) is established and compared with reported
data of Larson and Higdon (1989). We then study synthetically generated
granular packs - generated by settling under gravity using the discrete ele-
ment method (DEM) - to investigate the extent to which the details of the
microstructure affect the permeability (Garcia et al., 2009). These packs
were constructed by Garcia (2009). The construction of the polydispersed
grain shapes, size selection and settling procedure were given in section 3.1.3,
here we describe the CAD model building and pore-space meshing. Single-
phase permeability was computed and compared within a range of porosities
among packs of varying degrees of grain size heterogeneity and different grain
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shapes. Furthermore, we investigate the effect of particle shapes and packing
heterogeneities on the hydraulic anisotropy of synthetic granular packs.
5.1 Application to single sphere packs
The flow of fluid through single sphere packs involves the concept of flow
around objects rather than through pore constrictions found in many porous
media. However, in the limiting cases where the spheres touch the cubic
boundaries in which they are contained, they begin to mimic this types of
flow. The simplest way to achieve a consolidated medium is by constructing
a single spherical pack and allowing its radius to increase beyond the point
of touching a confined cube. We did this by using CAD tool as described
in section 3.2 (Figure 5.1). The pore space within the pack is then meshed
(Figure 5.2) to form a simple consolidated medium whose volume fraction
(i.e. concentration) may increase up to one, completely filling the space (see
also Larson and Higdon (1989)).
Starting with a sphere of size 0.9µm contained in a simple cube of dimension
1× 1× 1µm, we constructed geometric samples with concentrations size and
concentration as shown in Table 5.1 (see also Figure 5.1). The range of these
porosities fall within the solid volume fraction of many real porous materi-
als especially in geological applications. The number of elements and nodes
used in the simulation are also shown in the table. Samples with constricted
pore regions (e.g. Figure 5.2(c-e)) are adaptively refined based on previous
sensitivity carried out on channel refinements (see section 4.4).
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Table 5.1: The grain sizes, porosities (= 1-concentations), number of finite el-
ements and nodes used in the simulations for the single-sphere models shown in
Figure 5.1(a− f).
Sample Grain size φ No. of elements No. of nodes
µm (= 1− conc.) (×103) (×103)
Fig.5.1a 0.90 0.62 58.09 14.86
Fig.5.1b 1.00 0.48 52.71 11.11
Fig.5.1c 1.10 0.33 77.67 24.34
Fig.5.1d 1.20 0.20 128.71 38.03
Fig.5.1e 1.24 0.15 98.45 23.31
Fig.5.1f 1.40 0.04 92.78 24.49
Flow simulation is then conducted (Figure 5.3) to estimate the permeability.
All channels for fluid flow are almost closed off at concentrations just a few
percent below unity. At volume fractions just below these critical concentra-
tions, the fluid spaces consist of very narrow constrictions connecting larger
pores (e.g. Figure 5.3 f). The plot of the normalized permeability versus
concentration (1 − φ) is shown in Figure 5.4 together with the numerical
data presented by Larson and Higdon (1989).
Within the range of porosities investigated here (see Table 5.1), our model
overestimates the permeability by a factor of about 1.6 compared to the
method of Larson and Higdon (1989). It is known (see for instance Revil
and Cathles (1999)) that permeability computed at the same porosity using
different approaches can vary by orders of magnitude and also for similar
reasons pointed out earlier in sections 4.8.2.1 and 4.8.2.2, this comparison is
considered very good.
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(a) Grain size = 0.9 µm (b) Grain size = 1.0 µm 
(c) Grain size = 1.1 µm (d) Grain size = 1.2 µm 
(f ) Grain size = 1.4 µm(e) Grain size = 1.24 µm
Figure 5.1: Single sphere geometries generated using CAD tool; the spheres






Figure 5.2: Mesh of the geometries shown in Figure 5.1.
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(d) Size = 1.2 µm, porosity = 0.20
Velocity (µm/s)
(e) Size = 1.24 µm, porosity = 0.15
Velocity (µm/s)
(a) Size = 0.9 µm, porosity  = 0.62
Velocity (µm/s)
(b) Size = 1 µm, porosity  = 0.48
Velocity (µm/s)
(c) Size = 1.1 µm, porosity = 0.33
Velocity (µm/s)
(f ) Size = 1.4 µm, porosity = 0.04
Velocity (µm/s)
Figure 5.3: Velocity field around single sphere packs shown in Figure 5.1.
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Figure 5.4: Single sphere permeability versus concentration plots. The data
for a simple cubic (SC) single sphere lattice reported by Larson and Higdon
(1989) are also shown.
5.2 Application to synthetic granular pack-
ings
Clastic rocks such as sandstone are made up of solid grain, pore (void) and
cement. The pore shape, size and distribution depends on the source of the
sediment, transporting mechanism/agent, syn- and post- depositional pro-
cesses. In order to understand flow and transport processes in such systems,
we conducted flow experiments on synthetically generated grain packings
(see section 2.1.3.3) to investigate the extent to which the details of the mi-
crostructure affect the permeability of porous media. The preparation of
these packs for flow simulation starts with model building using CAD tool
(Figures 3.14-3.18) and meshing (Figure 3.23). The model set-up and flow
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(mm/s)
Figure 5.5: Flow field within a typical 3D geometry.
boundary conditions have been described in section 3.2.3. Figure 5.5 shows
a typical velocity field within a pore geometry.
5.2.1 Permeability-porosity
We compute the porosity as a by-product of the discretisation of the pore-
space (see section 4.7.1). The minimum porosity for the monosized spheres
was φc ≈ 36.6; similar to the porosity of a random close packing of mono-
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Table 5.2: Geometry description and simulation run time for 3D synthetic
grain packs A− E.
Sample Dimension Average Number Number Number Average
(mm) Grain of of of run time
size Grains Elements Nodes (secs.)
(µm) (×106) (×103) 4 processors
2.4× 2.4× 4.0 330 2.30 435
2.4× 2.4× 4.0 318 2.20 408
A 2.4× 2.4× 4.0 360 319 2.17 403 250
2.4× 2.4× 4.0 387 1.98 367
2.4× 2.4× 4.0 313 2.21 410
2.4× 2.4× 3.2 346 2.02 377
2.4× 2.4× 3.2 338 2.09 388
B 2.4× 2.4× 3.2 360 339 1.84 342 220
2.4× 2.4× 3.2 327 1.91 354
2.4× 2.4× 3.2 324 1.93 348
2.4× 2.4× 3.2 329 2.10 392
2.4× 2.4× 3.2 348 2.12 394
C 2.4× 2.4× 3.2 460 344 2.12 395 235
2.4× 2.4× 3.2 323 2.16 401
2.4× 2.4× 3.2 341 2.12 395
2.4× 2.4× 3.2 265 1.83 340
2.4× 2.4× 3.2 262 1.89 349
2.4× 2.4× 3.2 261 1.85 350
D 2.4× 2.4× 3.2 520 278 1.89 353 180
2.4× 2.4× 3.2 275 1.87 349
2.4× 2.4× 3.2 271 1.83 342
2.4× 2.4× 3.2 263 1.68 313
0.6× 0.6× 0.8 345 2.40 457
0.6× 0.6× 0.8 319 1.76 326
E 0.6× 0.6× 0.8 114 373 1.76 325 240
0.6× 0.6× 0.8 315 1.78 328
0.6× 0.6× 0.8 319 1.76 325
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Figure 5.6: Normalized permeability as function of porosity for all the sam-
ples of different degree of heterogeneity and grain shape simulated in this
work and other reported data.
sized spheres reported previously (e.g. Torquato et al. (2000); Silbert et al.
(2002b)), while the maximum porosity was only marginally greater φ =
37.3%. In order to compare later the permeability of the monosized spheres
with the rest of the packs at smaller porosities, we simulate flow through
more compacted monosized sphere packs (between 33.7 and 35) (see Garcia
and Medina (2006)).
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5.2.2 Evaluation of simulation results and comparison
with previous methods
The normalized permeability as function of porosity for all the samples of
different degree of heterogeneity and grain shape are plotted in Figure 5.6.
The computed κ for the more realistic shapes A,B are smaller by a factor
of ≈ 1.6 when compared with the polydispersed spheres C even though the
three samples all have the same size distribution. This difference is ascribed
to the direct effect of grain shapes on κ. A similar trend is also seen when
comparing samples with the same grain shapes but different size distributions
(e.g. sets C and D) (see Figure 5.6). These slight differences in κ are how-
ever very insignificant if we recall that the permeability can vary by orders of
magnitude in geological samples. The computed κ for the sets of aspherical
packs A,B,E all lie very close - with the exception of one scattered point of
sample E for which the permeability is closer to the spheres than to the rest
of the packs - despite the fact that the grains in all the packs are different
to the naked eye (see Figure 3.7). This suggests that these (e.g. details of
grain shapes, size distribution) parameters have little effect on κ.
We also observed a strong dependency of κ on absolute grain size (e.g. Dul-
lien (1979); Bear (1988)) when, for instance, comparing samples E and A.
The absolute permeability in Darcy’s differed by more than one order of
magnitude simply because the grains in the set E are smaller than in the set
A. This is however mainly a length-scale effect and the normalized results
for both samples ended very close (Figure 5.6).
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The packs of polydisperse spheres (set C) are slightly less permeable when
compared with the monosized spheres (see Figure 5.6) and generally, the
sphere packs (monosized and polydispersed) are more permeable by a factor
of about ≈ 1.6− 1.8 when compared with the aspherical irregular packs.




where porosity, φ is a whole number. This result compares well with previ-
ous experimental data. For instance, Bear (1988) reported a non-dimensional
permeability κ/D2 = 6.2 × 10−4 for various sands of different heterogeneity
with porosity range φ ≈ 39%− 40%. Chauveteau and Zaitoun (1981) found
κ/D2 = 5.4 × 10−4 for packs of beads and some unconsolidated sands at
φ ≈ 38% while Gittings et al. (2009) found κ/D2 = 3.5 × 10−4 for rel-
atively homogeneous sands in the range φ ≈ 35%. Pfannkuch (1963) ob-
tained κ/D2 = 2.75 × 10−4 and κ/D2 = 5.75 × 10−4 for two bead pack-
ings with the same porosity 38%. Finally, Bryant et al. (1993a) calculated
κ/D2 = 6.8 × 10−4 by using a network model based on the geometrical
data of Finney (1970) for a monodisperse sphere packing. We obtained
κ/D2 = 5.85×10−4, 5.04×10−4, and 3.13×10−4 for φ = 39.5%, 38% and 35%
respectively. Clearly, the results obtained for these aspherical shapes were
closer to the reported experimental data than in the case of simple spheres.
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Monosized sphere packs (set D) are the most permeable while the polydis-
persed aspherical packs (set E) are the least permeable. This result is not
surprising given the relative homogeneity and simplicity in the grain shape
of the sample D and the complex nature of sample E. These two extremes
have been extensively studied previously in the literature, so we can readily
compare our results with published data. For example, Bryant and Blunt
(1992) reported κ/D2 = 6.8 × 10−4 using pore-networks for φ = 36.2%.
Guodong et al. (2004) reported κ/D2 = 7.58× 10−4 and Maier et al. (1999)
obtained κ/D2 = 7.48 × 10−4. Chauveteau and Zaitoun (1981) measured
5.6 × 10−4 < κ/D2 < 10.25 × 10−4 and 8.25 × 10−4 < κ/D2 < 11.75 × 10−4
for various glass bead packings with porosities 0.40 and 0.41, respectively.
These results are close to the Carman-Kozeny empirical correlation (Carman,
1956) also shown in the Figure 5.6. Our results are consistent with many of
these reported data although we estimated slightly higher values of κ for
the homogeneous monosized spherical packs. For φ = 36.3%, we computed
κ/D2 = 7.46× 10−4 and κ/D2 = 8.24 at φ = 37%.
Putting all these results together, we can conclude that the main factors
affecting the absolute permeability are: the porosity and the length-scales
associated with the grain size.
5.2.2.1 Comparison with empirical correlations
Figure 5.7 shows the empirical fits proposed by Revil and Cathles (1999)
and Berg (1975) for natural sandstones. Our simulation results for aspheri-
cal grains lie close to the empirical fit proposed by Revil and Cathles (1999)
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Figure 5.7: Normalized permeability as function of porosity for the poly-
dispersed aspherical samples A, B and E simulated in this work and other
reported empirical correlations.
and only by a factor of ≈ 1.4 when compared with Berg (1975) even though
each of these correlations is supposedly suited for different kinds of geologic
systems.
The classical Carman-Kozeny equation is usually accepted to predict reason-
ably well the permeability of monosized sphere packs (e.g. Bryant and Blunt
(1992); Masad et al. (2000); Guodong et al. (2004)) however, it can over-
estimate the permeability by more than 2 orders of magnitude at the same
porosity (Revil and Cathles, 1999). This is evident in our simulation and we
can conclude that porosity is the key parameter controlling the permeability
of porous media. Other parameters such as the grain size heterogeneity and
grain shape contribute as secondary effects i.e they only manifest themselves
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as local or small scale effects when compared to porosity.
5.3 Hydraulic anisotropy of unconsolidated
granular packs
The hydraulic anisotropy of soils and sedimentary rocks has a great effect
on fluid flow and contaminant transport. Hence, an understanding of the
anisotropy is important for many subsurface fluid-associated problems such
as: the design of oil or water well fields; underflow beneath dams and dykes;
internal erosion in soil masses; or settlement rates of consolidating clays.
In the field, anisotropy is mainly due to stratification in sediments and to
fracturing in rocks. The anisotropy induced by continuous or discontinu-
ous isotropic layers has been studied extensively Terzaghi (1943); Masland
(1957); Masland and Kirkham (1955); Marcus (1962); Marcus and Evenson
(1962); Basak and Anandakrishnan (1970). The geostatistics approach to
the permeability of heterogeneous media was developed by Matheron (1966,
1967) and used in numerical simulations Desbarats (1987).
Small scale anisotropy may occur from stratification due to the process of
formation of the soil (Griffiths, 1950), directional rock fracturation (Snow,
1968) or orientation of non spherical soil particles during deposition (Hughes,
1951).
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Table 5.3: Anisotropy of synthetic granular packs. Kh and Kv are the hor-
izontal and vertical permeabilities in Darcy, respectively. Ar is the aspect
ratio for the samples A−H
Sample φ Kh Kv Ar
(D) (D)
A 0.32 46.47 41.37 1.12
A 0.37 73.78 68.81 1.07
B 0.31 55.53 47.50 1.17
B 0.37 137.6 118.6 1.16
C 0.39 150.6 143.5 1.05
E 0.37 9.88 6.23 1.59
F 0.39 95.3 30.2 3.08
G 0.39 91.0 30.4 2.99
H 0.25 4.06 1.11 3.66
The hydraulic anisotropy of clays is known to increase during consolidation
(e.g. Basak (1972); Al-Tabbaa and Wood (1987)). Also, homogeneous soils
appear to be hydraulically isotropic at their highest void ratio and their
anisotropy ratio increases when they are densified (Chapuis and Gill, 1989).
Furthermore, high anisotropy ratios observed in apparently homogeneous
aquifers are caused to a lesser degree by orientation but caused mainly by
micro-stratification (Witt and Brauns, 1983).
A lot of work has been done on the anisotropy ratio of cohesive soils and sed-
imentary rocks which can be cut and tested in different directions. However,
little has been done previously on how particle shape influences the hydraulic
anisotropy of unconsolidated granular materials.





























































































































draulic anisotropy, we conducted numerical experiments on nine synthetic
granular packs: one spherical (sample C ), five aspherical (samples A, B and
E), two elongated (aspect ratios 2 and 3) and one lenticular. The CAD and
pore mesh of the geometries are shown in Figures 5.8 and 5.9 respectively.
Anisotropic ratio (Ar), defined as Kh/Kv are then computed and the results
summarised in Table 5.3. The spherical (sample C) and aspherical (samples
A,B,E) with varying degrees of particle shapes and heterogeneities are vir-
tually isotropic (Table 5.3). Elongated geometries (F,G) with aspect ratios
2 and 3 have higher Ar compared to samples A, B, C, and E.
In the bedding plane of sedimentary rocks, the Ar is usually lower than 1.5
which means that these rocks are nearly isotropic in that plane while it is
usually lower than 4 for clay, with a few exceptions up to 42 (Chapuis and
Gill, 1989). Few results are available for granular materials, their Ar; con-
trary to common belief, is not always higher than 1. Experimental values for
sands and gravels are in the range of 0.75 to 4.1.
The Ar obtained from our simulation for the spherical (e.g. pack C with
regular grains and aspect ratio 1) and aspherical (e.g. packs A,B,E with
irregular grains and aspect ratio 2) geometries are similar to values reported
for sands and gravels in Chapuis and Gill (1989). However, the higher values
observed for the lenticular geometry and ellipses suggest that particle shapes
and preferential alignment in the horizontal flow direction have significant
influence on the Ar.
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5.4 Synthetic pack velocity distribution
Figures 5.10 and 5.11 show the velocity distribution (frequency of occurence
of velocity within the pore space) for the synthetic packs (A,B and D,E)
at different porosities. Generally, the bigger aspherical packs A and B have
higher velocity distribution compare to the smaller but more heterogeneous
aspherical pack (E). Also, velocity distribution at different porosities for
pack (E) show little difference compared to the other packs. For packs A,
B and D, the flow velocity fields are slightly higher in samples with higher
porosities compared to the lower porosities. However, in all the packs, max-
imum velocities are observed in the constricted pore regions (v/vmax > 0.01)
with a considerable number of bigger pores having lower velocities (see also
Figure 6.5 for pore radii distribution).
The size distribution of these synthetic granular packs clearly has an influ-
ence on the velocity distribution within pore geometries. For example, the
length and shape of the low-velocity tail (corresponding to bigger pores) for
the packs (A,B); which have the same size distribution (see Figure 3.6), are
similar but completely different from that of the pack (E). However, compar-
ing the packs A,B; both of which consist of aspherical particles, with pack
D which consists of only spherical particles, we observe a similar trend in
velocity distribution. This indicates that pore velocity distribution is not sen-
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Figure 5.10: Velocity distribution in packs A and B; frequency represents
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Figure 5.11: Velocity distribution in packs D and E; frequency represents
fraction of pore space having the corresponding velocity.
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5.5 Conclusions
We present a synergic application of our finite-element approach to synthet-
ically generated granular packs - generated by settling under gravity using
the discrete element method (DEM) - to investigate the extent to which the
details of the microstructure affect the permeability (Garcia et al., 2009).
Twenty-seven packs are constructed, modelled with CAD, meshed and single-
phase permeability computed and compared within a range of porosities
among packs of varying degrees of grain size heterogeneity and different grain
shapes. Our results indicate that the grain shape and size polydispersity have
a small but noticeable effect on the permeability. Sphere packs are between
1.6 to 1.8 times more permeable than packings of irregular grains. Yet, small
differences in the shape of aspherical grains have little impact on the perme-
ability indicating that porosity is the key parameter affecting permeability.
Other parameters like grain size heterogeneity and grain shape contribute
as secondary effects. We propose an empirical permeability-porosity relation
for heterogeneous sand packs based on the results of our simulations.
The hydraulic anisotropy of unconsolidated granular materials was then stud-
ied by estimating vertical and horizontal permeabilities for all the synthetic
packs A − E. Ellipsoids with aspect ratio 2 and 3 and lenticular particle
shape geometries were also created and investigated. All the spherical and
aspherical packs A − E are fairly isotropic. The very high anisotropy ratio
observed in the lenticular geometry was attributable to particle alignment in





In this section, I investigate the pore-radii and capillarity of porous media
with the future aim to simulate dynamic two-phase flow. Here, an approx-
imate technique based on pore-space geometry is used to estimate these two
parameters - which are constitutive relations governing two-phase flow in
porous media - on the micro-CT and photomicroph geometries described ear-
lier in Chapter 3.
6.1 Capillary pressure, Pc (r)
When two immiscible fluids are in contact, a discontinuity in pressure exists
between the two fluids and manifests itself in the curvature of the interface
separating the fluids. This pressure difference, called the capillary pressure,
is given by the Young-Laplace equation (Collins and Cooke, 1959):
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Pc = σ12 (1/R1 + 1/R2) (6.1)
where R1 and R2 are the principal radii of curvature of the interface and σ12
is the specific energy of the interface or interfacial tension. It is customary
to introduce the mean radius of curvature rm (Dullien, 1992) defined by
1/rm = 1/2 [(1/R1) + (1/R2)] (6.2)
Hence, equation 6.1 becomes,
Pc = Pnw − Pw = 2σ12
rm
(6.3)
The interface of the two immiscible fluids with the solid surface is at an angle
termed the contact angle θ. This angle is determined by Young’s equation
(Collins and Cooke, 1959):
cosθ = (σs1 − σs2)/σ12 (6.4)
where σs1 is the specific free energy (or interfacial tension) between the solid
and fluid phase 1 and σs1 is the corresponding quantity for the interface
between the solid and the fluid phase 2. Here, we assumed the contact angle
to be zero and interfacial tension of 48 mN/m.
168
                              Capillary Pressure (MPa)
0.5          10            20              30             40            50            60
µm20
Figure 6.1: Capillary pressure distribution and the spherical bubble concept
applied to the model from Figure 4.15b: The grey scale shading illustrates
the internal pressure of a non-wetting phase bubble placed in the specific
location.
6.1.1 Capillary pressure and the spherical bubble con-
cept
We assume that the non-wetting phase capillary pressure in a particular pore
is equivalent to the pressure a spherical bubble would experience when placed
into that pore. This radius-based concept (described earlier in section 4.7.1 )
is executed in Figure 6.1. The black colour indicates high capillary pressure
which a spherical bubble placed within these pores would experience while
white indicates a lower capillary pressure.
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6.2 Pore-radius and capillary pressure distri-
bution
The pore radius and capillary pressure distributions for Ottawa sand, LV60
sand and Sombrero beach carbonate sand (see section 4.8 for the construction
of these geometries) are shown in Figures 6.2, 6.3 and 6.4 respectively. The
pore radius versus capillary pressure distribution for Sombrero beach sand is
also represented in Figure 6.4. Pores with the smallest radii have the highest
capillary pressures while the bigger pores have smaller capillary pressures i.e.
the inverse functional relation given by the Young-Laplace equation.
6.2.1 Pore-radius and laboratory experiments
The computed pore radii distributions (see formulation in section 4.7.1.1)
for the aspherical packs (packs A,B) and mono- and poly-dispersed sphere
packings (packs C and D) are shown in Figure 6.5. All these packs have
peak values of ≈ 10µm.
The experimental pore size distribution for the sand packs were estimated
using Nuclear Magnetic Resonance (NMR). Detailed description of the NMR
theory, NMR simulation model and the experimental set-up for the NMR
measurement on pore-scale samples of Ottawa and LV60 sand packs has
been discussed in Talabi et al. (2009). Basically, the pore sizes are estimated
using the following relations:
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Ottawa sand
 Pore-radius Distribution (µm)
 0    10    20     30     40    50    60
Capillary Pressure Distribution (kPa)
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              Oil Saturation Distribution




Figure 6.2: (a) Pore radius distribution, red colour indicates high pore ra-
dius (b) Capillary pressure distribution, light green indicates high Pc (c) Oil




Capillary Pressure Distribution (kPa)
  0           2            4                6              8        
Pore-radius Distribution (µm)
 0       10       20      30      40      50
      Oil Saturation Distribution
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(c)
Figure 6.3: (a) Pore radius distribution, red colour indicates high pore ra-
dius (b) Capillary pressure distribution, light green indicates high Pc (c) Oil
saturation distribution at an assigned pressure of 3 kPa for LV60 sand.
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Sombrero beach carbonate
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Figure 6.4: (a) Pore radius distribution, red colour indicates high pore ra-
dius (b) Capillary pressure distribution, light green indicates high Pc (c) Oil
saturation distribution at an assigned pressure of 30 kPa and (d) Capillary
pressure versus pore-radius distribution plot for Sombrero beach carbonate
sand.
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Figure 6.5: Pore radii distribution for aspherical packs A,B, and mono- and







where %, S/V and T2 are the surface relaxivity, surface area to volume ratio of
the pore - which is a measure of the pore size and transverse relaxation time
respectively. A surface relaxivity of 41×106m/s was used in their simulations.
This was obtained by adjusting the value until a match was obtained with
the magnetization decay of the experimental data. The transverse relaxation













where T2B, T2D and T2S are the transverse relaxation time due to bulk relax-
ation, relaxation due to diffusion in magnetic gradients and surface relaxation
respectively. In order to estimate the pore-size from the measured NMR re-
sponses, the bulk relaxation and relaxation due to magnetic gradients in




The simulated pore-size distribution for the aspherical pack E is displayed
against the experimental pore-size distribution of Ottawa sand pack (Figure
6.6) reported in Talabi et al. (2009). The length scale effect of the small pack
E is reflected in the narrow range of the pore-size distribution obtained from
our flow-based approach compared to the the experimental T2 distribution.
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Figure 6.6: Comparison between the numerical and experimental pore-size
distribution for the synthetic pack E and Ottawa sample.
An example of pore radius distribution within pack D and across a cut-plane
is shown in Figure 6.7. The constricted pores regions with small radii are
likely to contribute to high localized flow rate and also high capillary pressure
during two-phase flow in these samples.
The spherical bubble concept earlier discussed in section 6.1.1 is used to de-




Figure 6.7: An example of pore radii distribution in a (a) typical pore geom-
etry (b) cut-plane
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6.3 Oil saturation distribution and Capillary
pressure curve
The oil saturation distribution for the three porous medium samples at dif-
ferent assigned non-wetting phase pressure values is also shown in Figures
6.2, 6.3 and 6.4. The oil is set to only invade pores in which the capillary
entry pressure is less than the assigned pressure. As the assigned pressure
increases the smaller pores are invaded. For the Sombrero beach carbonate
sandstone oil invades virtually all the pores for pressure of about 40kPa,
whereas for Ottawa and LV60 samples, this occurs at low pressures of 5 and
8kPa, respectively.
In order to derive the capillary pressure curve for Sombrero beach carbonate
sand, we integrate the non-wetting phase saturation within the pore space
at every assigned non-wetting phase pressure which is just equal to the com-
puted capillary pressure (section 4.7.1) and then generate plots as shown in
Figure 6.8a. The capillary pressure curve gives some information about the
distribution of small and large pores within the model geometry. Most pores
are large but there is significant fraction of small ones. The dominant effect
of the smaller pores is shown by the sharp gradient between 0 and 0.25 water
saturations while the effect of the interconnectedness of the pores is shown
by the negligibly small irreducible water saturation where the the capillary



















Figure 6.8: (a) Capillary pressure curve for Sombrero beach carbonate sand
6.4 Conclusions
In this Chapter, I investigated the pore-radii and capillarity of porous media
with the future aim to simulate two-phase flow dynamics through them.
The computed pore-radii (see section 4.7.1.1) which is flow-based, is used in
the Young-Laplace equation with zero contact angle, to derive the capillary
pressure within the pore space. This capillary pressure field gives an estimate
of the minimum fluid pressure needed to be assigned on the pore geometry
in order for the fluid to occupy the pore. At each assigned pressure, we
integrated the fraction of the pore-space occupied by the particular fluid (i.e.
fluid saturation) and generated a capillary pressure curve. This work can be
extended to two-phase flow by using level-set methods which allows tracking
of the fluid-fluid interfaces. Capillary trapping and snap-off in pore-scale




A first-principles based approach to characterize pore-scale geometry and
describe the flow behaviour within them was presented. I used a computa-
tionally cost-effective two-step approach to solve the Reynold’s lubrication
equation in the pore space of a porous medium. This method is however, an
approximate solution to the Stoke’s equation with the potential to handle
porous media samples with hundreds of thousands of pores which would be
computationally prohibitive for the full Navier-Stoke’s equation. This ap-
proach was verified against an analytical solution for a simple geometry and
the verified model was validated with two micro-CT scan data-sets for which
permeabilities and porosities were pre-determined in laboratory experiments.
My numerically computed permeabilities for the 3D µCT geometry compare
favourably (within a factor of 1.3) with the full Stoke’s solver and (a factor of
1.49) with those obtained in the laboratory. These comparisons are very good
considering the fact that permeability can vary by several order of magnitude
in real geologic systems. Comparisons were also made with published exper-
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imental, approximate and exact permeability data. Simulations were carried
out on the micro-CT scan and photomicrographic samples of selected porous
media samples to derive the constitutive relationships governing single- and
multi-phase flow.
Further application of this method was extended to the simulation of flow in
unconsolidated synthetically generated granular packings. Single phase per-
meability was estimated for spherical, aspherical and elongated grain pack-
ings. Our results compared favorably well with experimental and empirical
data reported in the literature. From our results, we conclude that the grain
shape and size polydispersity have a small but noticeable effect on the per-
meability. Sphere packs are between 1.6 to 1.8 times more permeable than
packings of irregular grains. Yet, small differences in the shape of aspherical
grains have little impact on the permeability indicating that the porosity and
mean grain size are the most important parameters. We propose an empiri-
cal permeability-porosity relation for heterogeneous sand packs based on the
results of our simulations.
In order to understand the effect of particle shape and heterogeneity on the
hydraulic anisotropy of unconsolidated granular packings, we created ellip-
soidal and lenticular shape geometries. All the spherical and aspherical pack-
ings are fairly isotropic. The ellipses with aspect ratio 2 and 3 have almost
the same anisotropic values and the rather high anisotropic values observed
in lenticular geometries was attributable to the alignment of the particles in
the direction of flow.
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Potential practical application of the technique that I developed in this work
includes real time estimation of porosity, permeability, fluid saturation dis-
tribution, and pore-size distribution of core samples from hydrocarbon reser-
voirs. This is particularly useful as it is capable of giving a quick estimate of
fluid storativity and fluid flow indicator which could in turn allow for a quick
reservoir management decisions to be made. Also the geometric shapes of
grains and sizes can also be adequately characterized.
In order to accurately model fluid flow in porous media, the capillary, relative-
permeabilities and saturation distribution can also be effectively captured by
extension of this method to two-phase flow.
7.1 Recommendations for future work
Two-phase flow properties such as the capillary, relative-permeabilities and
saturation distributions can be estimated by carrying out numerical simula-
tion directly on the pore scale geometries. This can be achieved by extending
this work to dynamic flow of two phases where capillary trapping and snap-off
can be investigated. One way of achieving this is by using level set methods,
which allows the tracking of fluid-fluid interfaces under potentially complex
forces (Osher and Sethian, 1988; Sethian, 1999; Osher and Fedkiw, 2003).
In order to do this, Prodanovic and Bryant (2006, 2007) applied the asymp-
totic (steady-state) solutions to the level set model equation for robust deter-
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mination of critical curvatures (equivalently, pressures) for throat drainage
and pore imbibition events in a wide range of microscale geometries. The
equations for updating the level-set function as well as the Stokes equations
can be discretized and the interfaces separating two fluids ( e.g. X and Y )
represented as the zero level set of a continuous function, designed to be of
one sign in fluid X, and of opposite sign in fluid Y .
7.1.1 Particle tracking and dispersion through porous
media
Particle tracking in porous media can be investigated by using the techniques
developed in this work. Dispersion coefficient as a function of Peclet number
(Pe = Dgu¯/Dm, where Dg, u¯, Dm are mean grain size, average velocity and
molecular diffusion), can be measured directly on pore-scale geometries by
using the computed velocity fields. In order to achieve this, sufficiently long
enough pack (much longer in the direction of flow than the 3D pack studied
in this work), would be required so that the tracers can experience a large





























































































































Figure A.1: Face and node numbering for the isoparametric linear elements































































































































































































































































































































































Table A.2: Linear shape functions















4 (1− r)(1− s)
N1
1
4 (1 + r)(1− s)
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Isoparametric Linear Tetrahedron
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