• are found to be consistent with conservation of CP symmetry in mixing and in the interference between mixing and decay, respectively. The mixing rate and size of CP Violation (CP V ) in the charm sector are predicted to be very small in the standard model (SM) [1, 2] . Thus, the measurements of D 0 -D 0 mixing and CP V are sensitive probes of possible contributions from physics beyond the SM [3, 4] . Several studies show evidence or observation of the mixing phenomenon in the D 0 -D 0 system, while CP V is not yet observed [5] [6] [7] [8] [9] [10] . In our study, the direct determina- decays to the final state f as [11] :
where the two dimensionless parameters that describe the D 0 -D 0 mixing, x and y, are related to the mass and width difference of the two mass eigenstates
2Γ . Here Γ is the mean decay width, Γ = . The coefficients p and q are complex coefficients, satisfying |p| 2 + |q| 2 = 1. The time evolution of neutral D meson decays is exponential with the lifetime τ D 0 = 1/Γ, modulated by the mixing parameters x and y. The possible CP V can cause q/p = 1, which will be considered later. So a timedependent amplitude analysis of self-conjugated decays allows a direct measurement of charm mixing parameters (x, y) and a simultaneous search for the CP V in mixing, in the decay and in interference between mixing and decay. This method was developed by CLEO [11] and extended by Belle [12] and Babar [13] . In this paper, we report a measurement of mixing parameters x and y and parameters probing CP violation in charm mixing and interference between mixing and the decay. The results of this analysis supersede the previous Belle results given in Ref. [12] .
We analyze a data sample of 921 fb −1 recorded at or near the Υ(nS) (n = 4, 5) resonances produced at the KEKB collider [14] and collected with the Belle detector [15] . The detector is a large-solid-angle magnetic spectrometer consisting of a silicon vertex detector (SVD), a 50-layer central drift chamber (CDC) for charged particle tracking and specific ionization measurement (dE/dx), an array of aerogel threshold Cherenkov counters (ACC), time-of-flight scintillation counters (TOF), and an array of CsI(Tl) crystals for electromagnetic calorimetry (ECL) located inside a superconducting solenoid coil that provides a 1.5 T magnetic field. An iron flux return located outside the coil is instrumented to detect K 0 L mesons and identify muons (KLM). Two inner detector configurations were used. A 2.0 cm diameter beampipe and a 3-layer silicon vertex detector were used for the first sample of 156 fb −1 , while a 1.5 cm diameter beampipe, a 4-layer silicon detector and a small-cell inner drift chamber were used to record the remaining 765 fb −1 . We reconstruct the D 0 mesons through the decay chain To suppress the combinatorial background and BB events, we require the D * + momentum in the center-of-mass (CM) frame to be greater than 2.5 GeV/c and 3.1 GeV/c for the data taken at the CM energy of Υ(4S) and Υ(5S) mass, respectively.
The proper decay time of the D 0 candidate is calculated by projecting the vector joining the production and decay vertices, l, onto the D 0 momentum vector p D in the lab frame:
decay position is determined by fitting the two prompt charged tracks to a common vertex and the D 0 production point is taken to be the intersection of the trajectory of the D 0 candidate with the IP region. We constrain the π s to originate from the obtained D 0 production vertex. The sum of the fitquality values for the vertex fits is required to be lower than 100. The uncertainty of the proper decay time (σ t ) is evaluated from the corresponding covariance matrices. We require σ t < 1 ps to remove events with a poorly determined decay time (the maximum of the σ t distribution is at 0.15 ps).
We select events satisfying 1.81 GeV/c 2 < M < 1.92 GeV/c 2 and 0 < Q < 20 MeV, where
are the D 0 invariant mass and kinetic energy released in the D * decay, respectively. About 3% of selected events have two or more D * candidates. We select the best candidate as the one with the lowest fit-quality sum for the vertex fits. The M and Q distributions of the selected candidates are shown in Fig. 1 .
We determine the signal yield from a two-dimensional fit to the M − Q distribution. We parameterize the sig-nal shape by a triple-Gaussian function for M and the sum of a bifurcated Student's t-function and a Gaussian function for Q. We take the correlation between M and Q into account by parameterizing σ Q of the Student's tfunction for Q as a second-order polynomial in |M − µ M | with µ M being the mean of the Gaussian distribution for M . We include an additional term to describe 0.5% of the signal candidates with a considerable amount of final state radiation. The backgrounds are classified into two types: random π s background, in which a random π s is combined with a true D 0 candidate, and combinatorial background. The shape of the M distribution for the random π s background is fixed to be the same as that used for the signal. Other background distributions are obtained from Monte Carlo (MC) simulation. The fit results are shown in Fig. 1 . The small peaking components in the Q distribution of combinatorial background are misreconstructed D 0 decays with missing daughters. We find 1231731±1633(stat.) signal candidates with a purity of 95.5% in the signal region defined as |M − m D 0 | < 15 MeV/c 2 , 5.75 MeV < Q < 5.95 MeV. Mixing parameters are extracted from an unbinned The Dalitz amplitudes A f andĀ f are expressed as a sum of quasi-two-body amplitudes. For the P-and D-wave decays, we include 12 intermediate resonances described by relativistic Breit-Wigner parameterizations with mass dependent widths, Blatt-Weisskopf penetration factors as form factors and Zemach tensors for the angular dependence [18] . For the ππ S-wave dynamics, we adopt the K-matrix formalism with P -vector approximation [19] . For the K 0 S π S-wave, we follow the same description as in Ref. [13] . We tested different decay amplitude models by adding or removing resonances with small contributions or by using alternative parameterizations.
The random π s background contains real D 0 and D 0 candidates; for these events, the charge of the π s is uncorrelated with the flavor of the neutral D. Thus the PDF is taken to be (1 − f w )|M(f, t)| 2 + f w |M(f, t)| 2 , convolved with the same resolution function as that used for the signal, where f w is the wrong-tagged fraction. We measure f w by performing a fit to the candidates that populate the Q sideband 3 MeV < |Q − 5.85 MeV| < 14.15 MeV, resulting in f w = 0.511 ± 0.003. The DP and decay time PDFs for combinatorial background are determined from the M sideband (30 MeV/c 2 < |M −m D 0 | < 50 MeV/c 2 ). The decay time PDF is described using the sum of a delta function and an exponential component convolved by a triple-Gaussian as a resolution function. We validate the fitting procedure with fully simulated MC experiments. The fitter returns the mixing parameters consistent with the inputs for signal samples with and without background events included. We first perform a decay-time integrated fit to the DP distribution by setting the amplitudes and phases for intermediate states free separately for D 0 and D 0 decays. We observe that the two sets of parameters are consistent and so, hereinafter, assume A f = A f . In our subsequent fit to the data sample, we set the free parameters to be (x, y), the D 0 lifetime τ , the parameters of the proper decay time resolution function, and the amplitude model parameters. We extract the mixing parameters x = (0.56 ± 0.19)% and y = (0.30 ± 0.15)%, with the statistical correlation coefficient between x and y of 0.012. We also determine the D 0 mean lifetime τ = (410.3± 0.6) fs, in agreement with the world average [17] . The projections of the DP distribution and D 0 proper time are shown in Figs. 2 and 3 , respectively. Table I lists the results for the DP resonance parameters. To evaluate the fit quality of the amplitude fit, we perform a two-dimensional χ 2 test over the DP plane, obtaining χ 2 /ndf =1.207 for 14264 − 49 degrees of freedom (ndf ). The fit correctly reproduces the DP of the data, with some small discrepancies at the dips of the distribution in the central m 
We also search for Table II. We consider several contributions to the experimen- tal systematic uncertainty, which are summarized in Table III. The uncertainty associated with best candidate selection is estimated by fitting a data sample that excludes all events with multiple candidates. The uncertainties due to signal and background yields determination are evaluated by varying their values by the corresponding statistical uncertainties. The uncertainties due to determination of the fraction of wrong tagged events in random π s background are estimated by letting the fraction parameter free in the mixing fit, which leads to f w = 0.44 ± 0.02. To account for the uncertainty associated with signal time resolution parameterization, we remove the offset in the third Gaussian function for the case of the 4-layer silicon vertex detector configuration. The uncertainty associated with the DP efficiency function is estimated by replacing it with the second-order polynomial parameterization. The uncertainties due to the small misalignment of detectors are estimated to be negligible by varying the offset of the resolutions function. The uncertainties associated with the combinatorial-background PDF are estimated by choosing different sideband samples to fit distributions and varying the PDF shape parameters by their statistical errors. To evaluate uncertainties associated with a possible correlation between the DP and the time distribution for the combinatorial background, we parameterize the DP distribution in different decay time intervals. We also vary the ratios of certain DCS intermediate states and corresponding CF ones by estimated biases using simulated samples (∼ 5%) in order to estimate uncertainties raised by the fitting procedure. The dominant contributions of experimental systematic error are from the determination of background PDFs and the DP's fitting procedure. We estimate uncertainties due to the Dalitz model assumptions by repeating the fit with slightly different models as described below, and the results are summarized in Table IV . We vary the average values of masses and widths for the included resonances by their uncertainties from [17] . We remove the K * (1680) + , K * (1410) ± and ρ(1450) resonances which contribute small fractions in the
We perform fits with no form factors and with constant BreitWigner widths. The uncertainty due to the angular distribution for intermediate states is estimated by trying an alternative helicity angular formalism [18] . We replace the model for ππ S-wave of DP by a different K-matrix formalism [20] . The main contributions are from the parameterizations of angular dependence. By exploring the negative log-likelihood distribution on the plane of mixing parameters, we draw the two-dimensional (x, y) confidence-level (C.L.) contours for both the CPconserved and CP V -allowed fits (Fig. 4) . We combine the statistical and systematic uncertainties using the method described in [12] .
In summary, an updated measurement of D 0 -D 0 mix- • . The values are consistent with no CP V .
