Abstract. As is well-known that the general radiation hydrodynamics models include two mainly coupled parts: one is macroscopic fluid part, which is governed by the compressible Navier-Stokes-Fourier equations; another is radiation field part, which is described by the transport equation of photons. Under the two physical approximations: "gray" approximation and P1 approximation, one can derive the so-called Navier-Stokes-Fourier-P1 approximation radiation hydrodynamics model from the general one. In this paper we study the non-relativistic limit problem for the Navier-Stokes-Fourier-P1 approximation model due to the fact that the speed of light is much larger than the speed of the macroscopic fluid. Our results give a rigorous derivation of the widely used macroscopic model in radiation hydrodynamics.
Introduction and Main Results
The key aim of the radiation hydrodynamics is to include the radiation effects into hydrodynamics. And hydrodynamics with explicit account of the radiation energy and momentum contributions constitutes the main charter of "radiation hydrodynamics". If the viscosity and heat-conductivity of macroscopic fluids are also considered, the general radiation hydrodynamics equations can be written as the following compressible Navier-Stokes-Fourier system with additional radiation terms ( [14] ):
B t ρ`div pρuq " 0, (1.1)
B t´ρ u`1 c 2 F r¯`d iv pρu b u`P I n`Pr q " div Ψpuq, (1.2)
B t pρE`E r q`div pρupE`P q`F r q " div pΨpuq¨uq`div pκ∇θq. for some smooth function (entropy) S " Spρ, θq, which expresses the first law of the thermodynamics. E " e`| u| 2 2 denotes the total energy. The viscosity coefficients µ and λ of the fluid satisfy µ ą 0 and 2µ`nλ ą 0. The parameter κ ą 0 is the heat conductivity. For simplicity we assume that µ, λ, and κ are constants. Now we consider the radiation energy E r , the radiation flux F r and the radiation pressure P r appearing in (1.1)-(1.3) which can be defined by
Ipν, ωqdω,
ωIpν, ωqdω,
ω b ωIpν, ωqdω.
Here the radiation intensity I " Ipt, x, ν, ωq, depending on the direction vector ω P S n´1 and the frequency ν ě 0, is determined by solving the linear Boltzmann type equation : 1 c B t I`ω¨∇I "Spνq´σ a pνqÌ
The emission term Spνq can be taken as the well-known Planck function, i.e.,
Spνq " 2hν 3 c´2pe hν{kθ´1 q´1.
In general the absorbing coefficient σ a and the scattering coefficient σ s depend on the frequency ν, the density ρ, and the temperature θ of the macroscopic fluid.
In the present paper, we focus on the "gray" approximation case such that the transport coefficients σ a and σ s are independent of the frequency ν. Consequently, the radiation quantities both I and S can be integrated on frequency. For S, we have ż 8
0
Spνqdν "
for some positive constantC. To deal with I, for simplification, we further assume that both σ a and σ s are two positive constants in the following derivation. It should be noted that the general case σ a " σ a pρ, θq and σ s " σ s pρ, θq can also be dealt with similarly. In this way, the equation for the integration of I with respect to frequency ν, still denoted by I, can be written as 1 c B t I`ω¨∇I "Cθ 4´σ a I`σ s |S n´1 |pxIy´Iq (1.6) with the average xIy :"
Ipt, x, ωqdω. In addition, when the distribution of photons is almost isotropic, one can take the P1 hypothesis by choosing the ansatz
where I 0 and I 1 do not depend on ω, I 1¨ω is regarded as a correction term of the main term I 0 . Inserting the ansatz (1.7) into (1. Moreover, by the equation (1.6) and the definitions of E r , F r and P r , we obtain that 1 c 2 B t F r`d iv P r "´1 c σ a`σs |S n´1 | n I 1 , (1.11)
One can also refer to the Chapter 3 in the book [14] by Pomraning for the above derivation in details.
In general, the speed of light c can be regarded as a very large number such that the reciprocal of the light speed 1 c is very small. If we take ǫ " 1 c and ignore the influence of other constants, we obtain the following compressible Navier-StokesFourier-P1 approximation model via the system (1.1)-(1.3), (1.9)-(1.12):
14)
B t pρEq`div pρupE`P" div pΨpuq¨uq`div pκ∇θq`I 0´θ 4 , (1.15)
In this paper we consider the non-relativistic limit ǫ Ñ 0 for the system (1.13)-(1.17). Formally, letting ǫ " 0 in (1.16) and (1.17), we obtain that
(1.18)
Taking gradient to (1.18), one getś
Setting q "´∇I 0 , we can rewrite (1.19) aś ∇div q`q`∇θ 4 " 0.
Therefore, we can formally obtain the following limit system from (1.13)-(1.17) as ǫ Ñ 0:
The system (1.20)-(1.23) with µ, λ and κ being zero are widely used in [4, 5, 7-9, 13, 17, 19] to describe the dynamics of the fluid in radiation hydrodynamics. For the case that µ, λ and κ are not zero, one can refer to [18, 20] and references cited therein.
The purpose of this paper is to give a rigorous derivation of the system (1.20)-(1.23) from the Navier-Stokes-Fourier-P1 approximation model (1.13)-(1.17) as ǫ tends to zero. For the sake of simplicity and clarity of presentation, we shall focus on the fluids obeying the perfect gas relations P " Rρθ, e " c V θ, (1.24) where the parameters R ą 0 and c V ą 0 are the gas constant and the heat capacity at constant volume. We consider the system (1.13)-(1.17) in the whole space R n or the torus T n " pR{p2πZqq n , which will be denoted by Ω. In what follows, for simplicity of presentation, we take the physical constants R and c V to be one. To emphasize the unknowns depending on the small parameter ǫ, we rewrite the system (1.13)-(1.17), (1.4), (1.5), (1.24) as
where Ψpu ǫ q is defined through (1.4) with u replaced by u ǫ . The symbol Ψpu ǫ q : ∇u ǫ denotes the scalar product of two matrices:
The system (1.25)-(1.30) are supplemented with initial data
We also rewrite the limit equations (1.20)-(1.23), (1.4), (1.5), (1.24) (recall that R " c V " 1) as We first state a result on the local existence of smooth solutions to the problem (1.32)-(1.36), one can refer to [20] for a similar proof in details. Proposition 1.1. Let s ą n{2`2 be an integer and assume that the initial data pρ 
for some constant L 0 ą 0. Then, for any T 0 P p0, T˚q, there exist a constant L ą 0, and a sufficient small constant ǫ 0 ą 0, such that for any ǫ P p0, ǫ 0 s, the problem (1.25)-(1.31) has a unique smooth solution pρ 4 , I ǫ 10 P H s pΩq accordingly. The corresponding proof is essentially unchanged and can be modified in a direct way. Remark 1.2. As a consequence of our result, we obtain the local existence of solutions to the primitive system (1.25)-(1.29), and the life-span of which is independent of ǫ. Furthermore, the inequality (1.38) implies that the sequences pρ ǫ , u ǫ , θ ǫ q converge strongly to pρ Remark 1.4. The viscosity and heat conductivity terms in the system (1.25)-(1.29) play a crucial role in our uniformly bounded estimates (in order to control some undesirable higher-order terms). For the case of λ " µ " κ " 0, we should use the quasilinear symmetric structure of the hyperbolic part in (2.1)-(2.5). That is, the positively definite matrix A ǫ in (2.8) is essentially used in the energy estimation. By using arguments similar to those in showing boundedness of high norms in Chapter 2 in [10] , the main Theorem 1.2 is also valid for the Euler-P1 system. Precisely speaking, the smooth solutions to (1.25)-(1.29) with µ " λ " κ " 0 converge to the smooth solutions to (1.32)-(1.35) with µ " λ " κ " 0. The limit equations (1.32)-(1.35) with µ " λ " κ " 0 are indeed considered in [4, 5, [7] [8] [9] [17] [18] [19] . In this case the local existence of solutions to limit system is referred to [4, 5] . Here we mention the related nonrelativistic limit process for a simplified model in radiation hydrodynamics in [16] .
We give some comments on the proof of Theorem 1.2. The main difficulty in dealing with our non-relativistic limit is the oscillatory behavior of I in the momentum and temperature equations. In this paper, we shall overcome all these difficulties by adopting and modifying the elaborate nonlinear energy method developed in [2, 3] . First, we derive the error system (2.1)-(2.5) by utilizing the original system (1.25)-(1.29) and the limit system (1.32)-(1.35). In this step, we need to find the suitable quantities from the limit system, which are related to I ǫ 0 and I ǫ 1 . Next, we study the estimates of H s -norm to the error system. To do so, we shall make full use of the special structure of the error system, the Sobolev imbedding and the Moser-type inequalities, and the regularity of the limit equations. In particular, a very refined analysis is carried out to deal with the higher order nonlinear terms in the system (2.1)-(2.5). It is noted that the damping terms in equations (2.4)-(2.5) also play a crucial role in controlling the nonlinear coupled terms. Finally, we combine these obtained estimates and apply the Gronwall inequality to get the desired results. In addition, we should remark that for fixed ǫ, the global in time existence of solutions to the barotropic case of the equations (1.25)-(1.29) is achieved in the critical Besov spaces by Danchin and Ducomet recently in [15] . As is pointed out in [11, 14] that the energy exchange between the hydrodynamics and the radiation field sometime plays a leading role. This is the key reason why we include the energy equation into the system (1.25)-(1.29). In this way it will greatly increase difficulties of mathematical analysis. To our best knowledge, for fixed ǫ the global existence of strong solutions to the equations (1.25)-(1.29) is still open, because the analysis of the spectrum for the linearized system is very complicated and is left for our future study.
Before ending this introduction, we give some notations and recall some basic facts which will be frequently used throughout this paper.
(1) We denote by x¨,¨y the standard inner product in L 2 pΩq with xf, f y " }f } 2 , by H k the standard Sobolev space W k,2 with norm }¨} k . The notation }pA 1 , A 2 , . . . , A l q} k means the summation of }A i } k from i " 1 to i " l. For a multiindex α " pα 1 , . . . , α n q, we denote B x with the multi-index α satisfying |α| " m. We use C i , δ i , K i , and K to denote the constants which are independent of ǫ and may change from line to line. We also omit the spatial domain Ω in integrals for convenience.
(2) We shall frequently use the following Moser-type calculus inequalities (see [6] ):
(i) For f, g P H s pΩq X L 8 pΩq and |α| ď s, s ą n{2, it holds that
(1.40) (3) Let s ą n{2, f P C s pΩq, and u P H s pΩq, then for each multi-index α, 1 ď |α| ď s, we have ( [6, 12] ):
This paper is organized as follows. In Section 2, we utilize the primitive system (1.25)-(1.29) and the target system (1.32)-(1.35) to derive the error system and state the local existence of the solution. In Section 3 we give the a priori energy estimates of the error system and present the proof of Theorem 1.2.
Derivation of the error system
In this section we first derive the error system from the original system (1.25)-(1.29) and the limiting equations (1.32)-(1.35), then we state the local existence of solution to this error system.
Setting
0 , and utilizing the system (1.25)-(1.29) and the system (1.32)-(1.35), we obtain that
2)
3) 5) with initial data
We remark that in (2.5) we have used the fact that
is a gradient. Denote
, and R ǫ 3 denote the right-hand side of (2.2), (2.3), and (2.4), respectively; pe 1 , . . . , e n q is the canonical basis of R n and y i denotes the i-th component of y P R n . Using these notations we can rewrite the problem (2.1)-(2.6) in the form:
It is not difficult to see that the system for W ǫ in (2.7) can be reduced to a quasilinear symmetric hyperbolic-parabolic one. In fact, if we introduce 8) which is positively definite when
are symmetric on r0, T s for all 1 ď i ď n. Moreover, the assumptions that µ ą 0, 2µ`nλ ą 0, and κ ą 0 imply that
is an elliptic operator. Thus, for fixed ǫ ą 0, we can apply the result of Vol'pert and Hudiaev [21] to obtain the following local existence for the problem (2.7). for some small constant δ ą 0. Then there exist positive constants T ǫ p0 ă T ǫ ď 8q and K, such that the Cauchy problem (2.7) has a unique classical solution
, then for smooth solutions, the system (1.25)-(1.29) with initial data (1.31) are equivalent to (2.1)-(2.6) or (2.7) on r0, T s, T ă mintT ǫ , T˚u. Usually, the life-span T ǫ depends on ǫ and may shrink to zero as as ǫ Ñ 0. Therefore, in order to avoid this situation and to obtain the convergence of system (1.25)-(1.29) to the system (1.32)-(1.35), we only need to establish the uniform decay estimates with respect to the parameter ǫ of the solution to the error system (2.7). This will be achieved by the elaborate energy method presented in next section.
Uniform energy estimates and proof of Theorem 1.2
In this section we derive the uniform decay estimates with respect to the parameter ǫ of the solution to the problem (2.7) and justify rigorously the convergence of the system (1.25)-(1.29) to the system (1.32)-(1.35). Here we adopt and modify some techniques developed in [2, 3] and put main efforts on the estimates of higher order nonlinear terms.
We first establish the convergence rate of the error system by establishing the a priori estimates uniformly in ǫ. For conciseness of presentation, we define
The crucial estimate of this paper is the following decay result on the error system (2.1)-(2.5).
Proposition 3.1. Let s ą n{2`2 be an integer and assume that the initial data pN
for sufficiently small ǫ and some constant M 0 ą 0 independent of ǫ. Then, for any T 0 P p0, T˚q, there exist two constants M 1 ą 0 and ǫ 1 ą 0 depending only on T 0 , such that for all ǫ P p0, ǫ 1 s, it holds that T ǫ ě T 0 and the solution pN
Once this proposition is established, the proof of Theorem 1.2 is a direct procedure. In fact, we have Proof of Theorem 1.2. Suppose that Proposition 3.1 holds. According to the definition of the error functions pN ǫ , U ǫ , Θ ǫ , J ǫ 0 , J ǫ 1 q and the regularity of pρ 0 , u 0 , θ 0 , q 0 q, the error system (2.1)-(2.5) and the primitive system (1.25)-(1.29) are equivalent on r0, T s for some T ą 0. Therefore the assumption (1.37) in Theorem 1.2 implies the assumption (3.1) in Proposition 3.1, and hence (3.2) gives (1.38). Therefore, our main goal next is to prove Proposition 3.1 which can be approached by the following a priori estimates. For some givenT ă 1 and anyT ăT independent of ǫ, we denote T " T ǫ " mintT , T ǫ u.
Lemma 3.2. Let the assumptions in Proposition 3.1 hold. Then, for all 0 ă t ă T and sufficiently small ǫ, there exist two positive constants δ 1 and δ 2 , such that
Proof. Let 0 ď |α| ď s. In the following arguments the commutators will disappear in the case of |α| " 0.
Applying the operator B α x to (2.1), multiplying the resulting equation by B α x N ǫ , and integrating over Ω, we obtain that
The terms on the right-hand side of (3.4) can be bounded in a similar way to those in [3] . Here we present them for completeness. By the regularity of u 0 , Cauchy-Schwarz's inequality, and Sobolev's imbedding theorem, we have
where the commutator
can be estimated as follows. Using the Moser-type and Cauchy-Schwarz's inequalities, the regularity of u 0 and Sobolev's imbedding inequalities, we obtain that
Similarly, the second term on the right-hand side of (3.4) can bounded as follows.
for any η 1 ą 0, where the commutator
By the Moser-type and Cauchy-Schwarz's inequalities, and the regularity of u 0 and ρ 0 , we can control the third term on the right-hand side of (3.4) byˇ@
Substituting (3.5)-(3.9) into (3.4), we conclude that
Applying the operator B α x to (2.2), multiplying the resulting equations by B α x U ǫ , and integrating over Ω, we obtain that
The last four terms on the left-hand side of (3.11) can be estimated as follows. Similar to (3.5), we infer that 12) where the commutator
By Hölder's inequality, we have
for any η 2 ą 0. For the fourth term on the left-hand side of (3.11), similar to (3.7), we integrate it by parts to deduce that
for any η 3 ą 0, where the commutator
can be bounded as follows, using (1.40), (1.41) and Cauchy-Schwarz's inequality:
For the fifth term on the left-hand side of (3.11), we havé 17) where the commutator
By the Moser-type and Cauchy-Schwarz inequalities, the regularity of ρ 0 and the positivity of N ǫ`ρ 0 , the definition of ΨpU ǫ q and Sobolev's imbedding theorem, we find thaťˇ@
for any η 4 ą 0, where we have used the assumption s ą n{2`2 and the imbedding H l pΩq ãÑ L 8 pR n q for l ą n{2. By virtue of the definition of ΨpU ǫ q and integration by parts, the first term on the right-hand side of (3.17) can be rewritten aś
Recalling that µ ą 0 and 2µ`nλ ą 0, and the positivity of N ǫ`ρ 0 , the first two terms I p1q and I p2q can be bounded as follows.
By virtue of Cauchy-Schwarz's inequality, the regularity of ρ 0 and the positivity of N ǫ`ρ 0 , the terms I p3q and I p4q can be controlled by
for any η 5 ą 0, where the assumption s ą n{2`2 has been used. Substituting (3.12)-(3.21) into (3.11), we conclude that
for some constant C η ą 0 depending on η i (i " 1, . . . , 5). We have to estimate the terms on the right-hand side of (3.22) . In view of the regularity of pρ 0 , u 0 , q 0 q, the positivity of N ǫ`ρ0 and Cauchy-Schwarz's inequality, the first two terms R p1q and R p2q can be controlled byˇR
For the term R p3q , by the regularity of ρ 0 and u 0 , the positivity of N ǫ`ρ0 , Cauchy-Schwarz's inequality and (1.42), we see thaťˇR
For the last term R p4q , we utilize the positivity of N ǫ`ρ0 to deduce thaťˇR
where
If we make use of the Moser-type inequality, (1.41) and the regularity of ρ 0 and q 0 , we obtain thaťˇ@
for any η 6 ą 0. Recalling the regularity of u 0 and q 0 , (1.39) and (1.41) and Hölder's inequality, we find thaťˇR
Substituting (3.23)-(3.27) into (3.22), we conclude that
for some constantC η ą 0 depending on η i (i " 2, . . . , 6). Applying the operator B α x to (2.3), multiplying the resulting equation by B α x Θ ǫ , and integrating over Ω, we arrive at
We first bound the terms on the left-hand side of (3.29). Similar to (3.5), we have
can be bounded by
The second term on the left-hand side of (3.29) can bounded, similarly to (3.7), as follows.ˇˇ@
For the fourth term on the left-hand side of (3.29), we integrate it by parts to deduce that´κ B B α xˆ1
By the Moser-type and Hölder inequalities, the regularity of ρ 0 , the positivity of N ǫ`ρ 0 and (1.41), we find thaťˇ@
for any η 8 ą 0 and η 9 ą 0, where we have used the assumption s ą n{2`2 in the derivation of (3.35) and the imbedding H l pΩq ãÑ L 8 pR n q for l ą n{2. Now, we estimate every term on the right-hand side of (3.29). By virtue of the regularity of θ 0 and u 0 , and Cauchy-Schwarz's inequality, the first term S p1q can be estimated as follows.ˇS
For the terms S piq pi " 2, 3, 4, 5q, we utilize the regularity of ρ 0 , u 0 and q 0 , the positivity of N ǫ`ρ0 , Cauchy-Schwarz's inequality and (1.42) to deduce thaťˇS
while for the sixth term S p6q , we integrate by parts, use Cauchy-Schwarz's inequality and the positivity of Θ ǫ`ρ0 to obtain thaťˇS
for any η 10 ą 0, where α 1 " p1, 0, 0q or p0, 1, 0q or p0, 0, 1q. Similarly, we havěˇS p7qˇ`ˇSp8qˇď for some constant C η ą 0 depending on η i (i " 8, 9, 10, 11). Applying the operator B Combining (3.10), (3.28), and (3.44) with (3.49), summing up α with 0 ď |α| ď s, using the fact that N ǫ`ρ0 ěN`ρ ą 0, choosing η i (i " 1, . . . , 11), and then σ 0 , σ 1 , σ 2 sufficiently small, and noticing that s ą n{2`2 is an integer, we obtain (3.3). This completes the proof of Lemma 3.2.
With the estimate (3.3) in hand, we can now prove Proposition 3.1.
Proof of Proposition 3.1. As in [2, 3] , we introduce an ǫ-weighted energy functional Γ ǫ ptq "~E ǫ ptq~2 s .
Then, it follows from (3.3) that there exists a constant ǫ 1 ą 0 depending only on T , such that for any ǫ P p0, ǫ 1 s and any t P p0, T s,
Thus, applying the Gronwall lemma to (3.50), and keeping in mind that Γ ǫ pt " 0q ď Cǫ 2 and Proposition 3.1, we find that there exist a 0 ă T 1 ă 1 and an ǫ ą 0, such that T ǫ ě T 1 for all ǫ P p0, ǫ 1 s and Γ ǫ ptq ď Cǫ 2 for all t P p0, T 1 s. Therefore, the desired a priori estimate (3.2) holds. Moreover, by the standard continuation induction argument, we can extend T ǫ ě T 0 to any T 0 ă T˚.
