Abstract. We present a method based on logic program transformation, for verifying Computation Tree Logic (CTL * ) properties of finite state reactive systems. The finite state systems and the CTL * properties we want to verify, are encoded as logic programs on infinite lists. Our verification method consists of two steps. In the first step we transform the logic program that encodes the given system and the given property, into a monadic ω-program, that is, a stratified program defining nullary or unary predicates on infinite lists. This transformation is performed by applying unfold/fold rules that preserve the perfect model of the initial program. In the second step we verify the property of interest by using a proof method for monadic ω-programs.
Introduction
The branching time temporal logic CTL * is among the most popular temporal logics that have been proposed for verifying properties of reactive systems [4] . A finite state reactive system, such as a protocol, a concurrent system, or a digital circuit, is formally specified as a Kripke structure and the property to be verified is specified as a CTL * formula. Thus, the problem of checking whether or not a reactive system satisfies a given property is reduced to the problem of checking whether or not a Kripke structure is a model of a CTL * formula. There is a vast literature on the problem of model checking for the CTL * logic and, in particular, its two fragments: (i) the Computational Tree Logic CTL, and (ii) the Linear-time Temporal Logic LTL (see [2] for a survey). Most of the known model checking algorithms for CTL * either combine model checking algorithms for CTL and LTL [2] , or use techniques based on translations to automata on infinite trees [6] .
In this paper we extend to CTL * a method proposed in [11] for LTL. We encode the satisfaction relation of a CTL * formula ϕ with respect to a Kripke structure K by means of a locally stratified logic program P K,ϕ . The program P K,ϕ belongs to a class of programs, called ω-programs, which define predicates on infinite lists. Predicates of this type are needed because the definition of the satisfaction relation is based on the infinite computation paths of K. The semantics of P K,ϕ is provided by its unique perfect model [12] which for ω-programs is defined in terms of a non-Herbrand interpretation for infinite lists.
Our verification method consists of two steps. In the first step we transform the program P K,ϕ into a monadic ω-program, that is, a stratified program that defines nullary or unary predicates on infinite lists. This transformation is performed by applying unfold/fold transformation rules similar to those presented in [5, 14, 15] according to a strategy which is a variant of the specialization strategy presented in [5] . Similarly to [5, 14] , the use of those unfold/fold rules guarantees the preservation of the perfect model of P K,ϕ .
In the second step of our verification method we apply a proof method for monadic ω-programs which is sound and complete with respect to the perfect model semantics.
The paper is structured as follows. In Section 2 we introduce the class of ω-programs and we show how to encode the satisfaction relation for any given Kripke structure and CTL * formula as an ω-program. In Section 3 we present our verification method. In particular, in Section 3.1 we present the specialization strategy for transforming an ω-program into a monadic ω-program and in Section 3.2 we present the proof method for monadic ω-programs. Finally, in Section 4 we discuss related work in the area of model checking and logic programming.
Encoding CTL * Model Checking as a Logic Program
In this section we describe a method which, given a Kripke structure K and a CTL * state formula ϕ, allows us to construct a logic program P K,ϕ and to define a nullary predicate prop such that ϕ is true in K, written K ϕ, iff prop is true in the perfect model of P K,ϕ , written M (P K,ϕ ) prop. Thus, the problem of checking whether or not K ϕ holds, also called the problem of model checking ϕ with respect to K, is reduced to the problem of testing whether or not M (P K,ϕ ) prop holds. Now we briefly recall the definition of the temporal logic CTL * (see [2] for more details). A Kripke structure is a 4-tuple Σ, s 0 , ρ, λ , where: (i) Σ = {s 0 , . . . , s h } is a finite set of states, (ii) s 0 ∈ Σ is the initial state, (iii) ρ ⊆ Σ×Σ is a total transition relation, and (iv) λ : Σ → P(Elem) is a total function that assigns to every state s ∈ Σ a subset λ(s) of the set Elem of elementary properties. A computation path of K from a state s is an infinite list [a 0 , a 1 , . . .] of states such that a 0 = s and, for every i ≥ 0, (a i , a i+1 ) ∈ ρ. Given an infinite list π = [a 0 , a 1 , . . .] of states, by π j , for any j ≥ 0, we denote the infinite list which is the suffix [a j , a j+1 , . . .] of π.
Definition 1 (CTL * Formulas). Given a set Elem of elementary properties, a CTL * formula ϕ is either a path formula ϕ p or a state formula ϕ s defined as follows:
The above definition of the satisfaction relation for CTL * formulas is a shorter, yet equivalent, version of the usual definition one can find in the literature [2] .
In order to encode the satisfaction relation for CTL * formulas as a logic program, we will introduce in the next section a class of logic programs, called ω-programs. In this class the arguments of predicates may denote infinite lists.
Syntax and Semantics of ω-Programs
Let us consider a Kripke structure K. Let us also consider a first order language L ω given by a set Var of variables, a set Fun of function symbols, and a set Pred of predicate symbols. We assume that Fun includes: (i) the set Σ of the states of K, each state being a constant of L ω , (ii) the set Elem of the elementary properties of K, each elementary property being a constant of L ω , and (iii) the binary function symbol [ | ] which is the constructor of infinite lists. Thus, for instance, [H|T ] is the infinite list whose head is H and whose tail is the infinite list T .
We assume that L ω is a typed language [9] with the following three basic types: (i) fterm, which is the type of finite terms, (ii) state, which is the type of states, and (iii) ilist, which is the type of infinite lists of states. Every function symbol in Fun − (Σ ∪ {[ | ]}), with arity n (≥ 0), has type fterm×· · ·× fterm → fterm, where fterm occurs n times to the left of →. Every function symbol in Σ has arity 0 and type state. The function symbol [ | ] has type state×ilist → ilist. A predicate symbol of arity n (≥ 0) in Pred has type of the form τ 1 ×· · ·×τ n , where τ 1 , . . . , τ n ∈ {fterm, state, ilist}. An ω-program is a logic program constructed as usual (see, for instance, [9] ) from symbols in the typed language L ω . In what follows, for reasons of simplicity, we will feel free to say 'program', instead of 'ω-program'.
Given a term or a formula t, by vars(t) we denote the set of variables occurring in t. The same notation will be used for sets of terms and sets of formulas. The existential closure of a formula ϕ, denoted ∃(ϕ), is the formula ∃X 1 . . . ∃X n ϕ where {X 1 , . . . , X n } is the set of the free variables occurring in ϕ. The universal closure of a formula ϕ, denoted ∀(ϕ), is defined in a similar way by using ∀, instead of ∃. Note that if vars(ϕ) = ∅, then ∃(ϕ) is ϕ itself.
An interpretation for our typed language L ω , called ω-interpretation, is given as follows. Let HU be the Herbrand universe constructed from the set Fun −(Σ ∪ {[ | ]}) of function symbols and let Σ ω be the set of the infinite lists of states. An ω-interpretation I is an interpretation such that: (i) I assigns to the types fterm, state, and ilist, respectively, the sets HU, Σ, and Σ , and (iv) I assigns to every n-ary predicate p ∈ Pred of type τ 1 ×. . .×τ n a relation on D 1 ×· · ·×D n , where, for i = 1, . . . , n, D i is either HU or Σ or Σ ω , according to the case where τ i is either fterm or state or ilist, respectively. We say that an ω-interpretation I is an ω-model of a program P iff for every clause γ ∈ P we have that I ∀(γ).
A level mapping is a function : Pred → N. A level mapping is extended to literals as follows: for any literal
). An ω-program P is stratified if there exists a level mapping such that all clauses of P are stratified w.r.t. .
A valuation is a function v : Var → HU ∪ Σ ∪ Σ ω such that: (i) if X has type fterm then v(X) ∈ HU , (ii) if X has type state then v(X) ∈ Σ, and (iii) if X has type ilist then v(X) ∈ Σ ω . For any term t, literal L, and clause γ, we define v(t), v(L), and v(γ), by induction on the structure of t, L, and γ, respectively. We will say that v(t), v(L), and v(γ), is 'a term', 'a literal', and 'a clause', respectively, also when they are infinite structures.
We extend the notion of Herbrand base [9] to the case of ω-programs by introducing the set B ω defined as follows:
v is a valuation} Thus, any ω-interpretation can be identified with a subset of B ω . A local stratification is a function σ: B ω → W , where W is the set of countable ordinals. Given A ∈ B ω , we define σ(¬A) = σ(A)+1. Given a clause γ of the form H ← L 1 ∧ . . . ∧ L m in an ω-program P and a local stratification σ, we say that γ is locally stratified w.r.t. σ if for i = 1, . . . , m, for every valuation v,
). An ω-program P is locally stratified w.r.t. σ, or σ is a local stratification for P , if every clause in P is locally stratified w.r.t. σ. An ω-program P is locally stratified if there exists a local stratification σ such that P is locally stratified w.r.t. σ.
Clearly, every stratified ω-program is a locally stratified ω-program. Similarly to the case of logic programs, for every locally stratified ω-program P (and, hence, for every stratified ω-program P ), we can construct a unique perfect ω-model (or perfect model, for short) denoted by M (P ) [1, 12] (an instance of this construction is presented in Example 1).
, where q 0 is a predicate of type ilist and s ∈ Σ, (ii) for i = 1, . . . , m, L i is either an atom A i or a negated atom ¬A i , where A i is of the form p i or q i (X i ), and q i is a predicate of type ilist, and (iii) there exists a level mapping such that,
Note that in Definition 3 the predicate symbols p 0 , q 0 , . . . , p m , q m and the variables X 0 , . . . , X m are not necessarily distinct. Condition (iii) ensures that a monadic ω-program is stratified. This condition, which is actually stronger than stratification, is also needed for guaranteeing the completeness of the proof method for monadic ω-programs (see Section 3.2). Example 1. Let r, q, and p be predicates of type ilist. The following set of clauses is a monadic ω-program P (and, thus, also an ω-program):
Program P is stratified by the level mapping : Pred → N such that (p) = 2, (q) = 1, and (r) = 0. The perfect model M (P ) is constructed starting from the ground atoms of level 0 and going up, level-by-level, as we now indicate. We start from the ground atoms of level 0, that is, the ground atoms with predicate r.
Then we consider the ground atoms of level 1, that is, the ground atoms with predicate q. For all w ∈ {a, b} ω , q(w) ∈ M (P ) iff w ∈ (a+b) * a ω (that is, w has finitely many occurrences of b). Thus, ¬ q(w) holds in M (P ) iff w ∈ (a * b) ω (that is, w has infinitely many occurrences of b). Finally, we consider the ground atoms of level 2, that is, the ground atoms with predicate p. For all w ∈ {a, b}
Encoding the CTL * Satisfaction Relation as an ω-Program
Given a Kripke structure K and a CTL * state formula ϕ, we introduce a locally stratified ω-program P K,ϕ which defines, among others, the following three predicates: (i) the unary predicate path such that path(π) holds iff π is an infinite list representing a computation path of K, (ii) the binary predicate sat that encodes the satisfaction relation for CTL * formulas, in the sense that for all computation paths π and CTL * formulas ψ, we have that M (P K,ϕ ) sat(π, ψ) iff K, π ψ, and (iii) the nullary predicate prop that encodes the property ϕ to be verified, in the sense that prop holds iff there exists an infinite list π whose first element is the initial state s 0 of K and K, π ϕ.
When writing terms that encode CTL * formulas, such as the second argument of the predicate sat, we will use the function symbols e, x, and u standing for the operator symbols E, X, and U, respectively. Definition 4 (Encoding Program). Given a Kripke structure K = Σ, s 0 , ρ, λ and a CTL * formula ϕ, the encoding program P K,ϕ is the following ω-program:
together with the clauses defining the predicates tr and elem, where: (1) for all states s 1 , s 2 ∈ Σ, tr (s 1 , s 2 ) holds iff (s 1 , s 2 ) ∈ ρ, and (2) for every property d ∈ Elem and state s ∈ Σ, elem(d, s) holds iff d ∈ λ(s).
Clause 1 of Definition 4 asserts that the property ϕ holds for an infinite list of states whose first element is s 0 . Clauses 2-9 define the satisfaction relation sat(X, ϕ) for any infinite list X and CTL * formula ϕ. The definition of sat(X, ϕ) is by structural induction on ϕ. Clauses 10-12 establish that path(X) holds iff for every pair (a i , a i+1 ) of consecutive elements on the infinite list X, we have that (a i , a i+1 ) ∈ ρ. Indeed, clauses 11 and 12 establish that notpath(X) holds iff in the list X there exist two consecutive elements a i and a i+1 such that (a i , a i+1 ) ∈ ρ.
The program P K,ϕ is locally stratified w.r.t. the stratification function σ from ground literals to natural numbers, defined as follows (in what follows, for any CTL * formula χ, we will denote by |χ| the number of occurrences of function symbols in r): for all states a ∈ Σ, for all infinite lists π ∈ Σ ω , and for all CTL * formulas ψ, , not(u(tt, b) ))))))) tr (s 0
The correctness of P K,ϕ is stated in the following theorem.
Theorem 1 (Correctness of the Encoding Program). Let P K,ϕ be the encoding program for a Kripke structure K and a state formula ϕ. Then, K ϕ iff M (P K,ϕ ) prop.
Transformational CTL * Model Checking
In this section we present a technique based on program transformation for checking whether or not, for any given structure K and state formula ϕ, M (P K,ϕ ) prop holds, where P K,ϕ is constructed as indicated in Definition 4 above. Our technique consists of two steps. In the first step we transform the ω-program P K,ϕ into a monadic ω-program T such that M (P K,ϕ ) prop iff M (T ) prop. In the second step we check whether or not M (T ) prop holds by using a proof method for monadic ω-programs.
Transformation to Monadic ω-Programs
The first step of our model checking technique is realized by applying specialized versions of the following transformation rules: definition introduction and elimination, instantiation, positive and negative unfolding, clause deletion, positive and negative folding (see, for instance, [5, 14, 15] ). These rules are applied according to a strategy which is a variant of the specialization strategy presented in [5] . Our specialization strategy starts off from the clause γ 1 : prop ← sat([s 0 |X], ϕ) in P K,ϕ (see clause 1 in Definition 4) and a set of clauses, called InDefs which is initialized to {γ 1 }. Then, our strategy iteratively applies two procedures: (i) the instantiate-unfold procedure, and (ii) the define-fold procedure. At each iteration, the set InDefs is transformed into a set Ds of monadic ω-clauses, at the expense of possibly introducing some auxiliary, non-monadic clauses which are stored in the set NewDefs. These auxiliary clauses are given as input to a subsequent iteration of the strategy. The strategy terminates when no new auxiliary clauses are introduced and, when this happens, in a final step we apply the definition elimination rule by keeping only the clauses whose head predicate is either prop or a predicate on which prop depends.
The Specialization Strategy. Input: An ω-program P K,ϕ for a Kripke structure K and a state formula ϕ.
InDefs := {prop ← sat([s 0 |X], ϕ)}; Defs := InDefs; while InDefs = ∅ do instantiate-unfold (Q, InDefs, Cs); define-fold (Cs, Defs, NewDefs, Ds); Q := (Q − InDefs) ∪ NewDefs ∪ Ds; InDefs := NewDefs; Defs := Defs ∪ NewDefs od; T := {γ | γ ∈ Q and the head predicate of γ is either prop or a predicate on which prop depends}.
Let us now introduce two notions which are needed for presenting the instantiateunfold and the define-fold procedures. A definition clause is a non-monadic ω-clause of the form H ← A where: (1) H is an atom of the form p or q(X), where q is a predicate of type ilist, (2) A is an atom, and ( Given a clause δ, a variable X, and a term t, we denote by δ{X/t} the clause δ with every occurrence of X replaced by t. The clause H ← M 1 ∧ . . . ∧ M k derived by folding γ using clauses δ 1 , . . . , δ k is a monadic ω-clause. Indeed, we have that: (1) H is either of the form p or of the form q([s|X]) (because γ is quasi-monadic), (2) for i = 1, . . . , k, M i is either the atom K i or the negated atom ¬K i , where K i is either of the form newp i or of the form newp i (Y ) (this follows from the definition of δ i and the fact that γ is quasimonadic), and (3) Condition (iii) of Definition 3 holds by defining as follows: let σ be the stratification function for the encoding program P K,ϕ (see Section 2.2), (i) (prop) = σ(prop) = |ϕ| + 1, and (ii) for every predicate newp i that occurs in the head of a clause K i ← A i introduced during any execution of the definefold procedure, (newp i ) = σ(A i ), where A i is any ground instance of A i . For example, if we introduce the definition clause newp i (X) ← sat (X, e(u(a, b) )), then we define (newp i ) = σ(sat (π, e(u(a, b) ))) = |e (u(a, b) ))| + 1 = 5, where π is any infinite list. Note that does not depend on the particular instance of A i , because the value of σ is independent of the infinite list which (possibly) occurs as an argument of A i .
The define-fold Procedure. Input: (i) A set Cs of quasi-monadic clauses and (ii) a set Defs of definition clauses; Output: (i) A set NewDefs of definition clauses, and (ii) a set Ds of monadic ω-clauses.
NewDefs := ∅; Ds := ∅;
for each clause γ in Cs do let the clause γ be of the form
if a clause δ with body A i has a variant in Defs ∪ NewDefs then take K i to be the head of δ else take K i to be: (i) newp i (Y ), if vars(A i ) = {Y }, and (ii) newp i , if vars(A i ) = ∅, where newp i is a new predicate symbol;
The specialization strategy, which from the initial program P K,ϕ produces the final program T , is correct w.r.t. the perfect model semantics, in the sense that M (P K,ϕ ) prop iff M (T ) prop. This correctness result can be proved similarly to [5, 14] . Note that the instantiation rule that we use in the unfold procedure, is not present in [5, 14] , but its application can be viewed as an unfolding of an additional atom ilist(X) defined by the clauses:
←, where Σ = {s 0 , . . . , s h } is the set of states of K.
Our specialization strategy terminates for every input program P K,ϕ because: (i) both the instantiate-unfold and define-fold procedures terminate, and (ii) the while loop of the strategy terminates.
The termination of the instantiate-unfold procedure is a consequence from the following properties. (1) The Instantiation and Subsumption steps terminate.
(2) The predicates path, tr, and elem do not depend on themselves in program P K,ϕ . (3) For each clause in P K,ϕ defining the predicate notpath, either the predicate of the body literal does not depend on notpath (see clause 11) or the term occurring in the body is a proper subterm of the term occurring in the head (see clause 12). (4) For each clause in P K,ϕ whose head is of the form sat(l 1 , ψ 1 ) and for each literal of the form sat(l 2 , ψ 2 ) occurring (positively or negatively) in the body of that clause, either ψ 2 is a proper subterm of ψ 1 or ψ 1 = ψ 2 and l 2 is a proper subterm of l 1 . (5) For each state s and formula ψ, the literal esists sat(s, ψ) depends on itself through a call to the predicate sat (see clauses 8 and 9) and by consuming at least one operator e in the formula ψ. (6) The applicability conditions given in the instantiate-unfold procedure (see Point (iii) of Case 1 and Case 2) do not allow the unfolding of a clause γ if this unfolding instantiates a variable in γ.
The termination of the define-fold procedure is straightforward. Finally, the proof of termination of the while loop of the specialization strategy follows from the fact that only a finite number of definition clauses can be introduced by the define-fold procedure. Indeed, every definition clause is of the form H ← A, where: (i) A is an atom in the finite set ∆ = {notpath([s|X]) | s ∈ Σ} ∪ {exists sat(s, ψ) | s ∈ Σ and ψ is a subformula of ϕ} ∪ {sat(X, ψ) | ψ is a subformula of ϕ}, and (ii) for any A ∈ ∆ the define-fold procedure introduces at most one definition clause.
Theorem 2 (Correctness and Termination of the Specialization Strategy). Let P K,ϕ be the encoding program for a Kripke structure K and a state formula ϕ. The specialization strategy terminates for the input program P K,ϕ and returns an output program T such that: (i) T is a monadic ω-program and (ii) M (P K,ϕ ) prop iff M (T ) prop.
Example 3. Let us consider program P K,ϕ of Example 2. Our specialization strategy starts off from the sets Q = P K,ϕ and InDefs = Defs = {γ 1 }, where γ 1 is the following definition clause (that is, clause 1 of P K,ϕ ):
In the first execution of the loop body of our strategy we apply the instantiateunfold procedure to the set InDefs. We get the set Cs = {γ 2 , γ 3 } of quasimonadic clauses, where:
Then, by applying the define-fold procedure, we get the set NewDefs = {γ 4 , γ 5 , γ 6 } of definition clauses and the set Ds = {γ 2 , γ 3 } of monadic ω-clauses, where:
and for every variable Y in vars(B)−vars(H), we replace the literals
Definition 5 (Derivation Tree). Given a monadic ω-program P and a formula F in F, a derivation tree of F w.r.t. P is a finite tree T constructed as follows: 1. the root node is labeled by F , and if F is of the form
then the root node has n children labeled by L 1 , . . . , L n , respectively, 2. if a non-root node N is labeled by: (i) true, or (ii) false, or (iii) ∃X B, or (iv) ¬ ∃X B (that is, N is not labeled by a literal), then N is a leaf, 
. . , p ← B k ) be all clauses in P whose head is q([s|X]) (or p). If k = 0 then take C i to be {true}. If k ≥ 1 and there exists i, with 1 ≤ i ≤ k, such that B i is the empty conjunction, then take C i to be {false}. Otherwise, for i = 1, . . . , k, choose a formula
where G 1 and G 2 are (possibly empty) conjunctions, and take C i to be {F 1 , . . . , F k }.
By construction, for any derivation tree T there exist: (i) an integer m which is the maximal depth of a node of T , and (ii) a least integer c, with 0 ≤ c < m, such that for every literal L labeling a node of depth m, there exists a node of depth c labeled by L. Now, we introduce a relation r T between literals as follows. For any two literals L 1 and L 2 , r T (L 1 , L 2 ) holds iff: (i) there exists a node M of depth c in T whose label is L 1 , (ii) there exists a node N of depth m in T whose label is L 2 , and (iii) M is an ancestor of N in T . We denote by r + T the transitive closure of r T . Proposition 1. Let P be a monadic ω-program and F be a formula in F. (i) Every derivation tree T of F w.r.t. P is minimal, in the sense that no proper subtree performing CTL model checking of finite and infinite state systems (see, for instance, [3, 5, 8, 10] ). In this paper we have extended to CTL * model checking the transformational approach which was proposed for LTL model checking in [11] .
The main contributions of this work are the following. (i) We have proposed a method for specifying CTL * properties of reactive systems based on ω-programs, that is, logic programs acting on infinite lists. This method is a proper extension of the methods for specifying CTL or LTL properties, because CTL and LTL are fragments of CTL * .
(ii) We have introduced the subclass of monadic ω-programs for which the satisfaction relation w.r.t. the perfect model is decidable. This subclass of programs properly extends the class of linear monadic ω-programs introduced in [11] . (iii) Finally, we have shown that we can transform, by applying semantics preserving unfold/fold rules, the logic programming specification of a CTL * property into a monadic ω-program.
Our transformation strategy can be viewed as a specialization of the Encoding Program (see Definition 4) w.r.t. a given Kripke structure K and a given CTL * formula ϕ. However, it should be noted that this program specialization could not be achieved by using partial deduction techniques (see [7] for a brief survey). Indeed, our specialization strategy performs instantiation and negative unfolding steps that cannot be realized by partial deduction.
Our two step verification approach bears some similarities with the automatatheoretic approach to CTL * model checking, where the specification of a finite state system and a CTL * formula are translated into alternating tree automata [6] . The automata-theoretic approach is quite appealing because many useful techniques are available in the field of automata theory. However, we believe that also our approach has its advantages because of the following reasons. (1) The specification of properties of reactive systems, together with the transformation of these specifications into monadic ω-programs, and the proofs of properties of monadic ω-programs, can all be done within the single framework of logic programming, while in the automata-theoretic approach one has to translate the temporal logic formalism into the distinct formalism of automata theory. (2) The translation of a specification into a monadic ω-program can be performed by using semantics preserving transformation rules, thereby avoiding the burden of proving the correctness of the translation by ad-hoc methods. (3) Finally, due its generality, we believe that our approach can be extended without much effort to the case of infinite state systems.
Issues that can be investigated in the future include: (i) the complexity of our verification method and, in particular, an efficient implementation of the proof method presented in Section 3.2, (ii) the relationship between monadic ω-programs and alternating tree automata, (iii) the applicability of our transformational approach to other logics, such as the monadic second order logic of successors, and (iv) the experimental evaluation of the efficiency of our transformational approach by considering various test cases and comparing its performance in practical examples w.r.t. that of other model checking techniques known in the literature.
