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Abstract
We study completions of instanton moduli spaces, corresponding to moduli spaces of framed torsion free
sheaves on CP2. We compute their homology, by studying their lagrangian deformation retracts: the
bi-invariant Grassmann manifolds of spaces "xed by two nilpotent commuting operators.
As a corollary, we obtain sharp ranges for Atiyah}Jones homological stability: this doubles the previously
known ranges for S;(2) and S;(3) instanton moduli spaces. ( 1999 Published by Elsevier Science Ltd. All
rights reserved.
1. Introduction
Let M
d,N
be the moduli space of S;(N) instantons over the 4-sphere, modulo framed gauge
equivalence, of topological charge d. Equivalently,M
d,N
is the moduli space of holomorphic vector
bundles EPCP2, of rank N and c
2
"d, together with a "xed trivialization at the line at in"nity.
It is well known how to construct compacti"cations of moduli spaces of holomorphic vector
bundles. For framed instantons, the right notion to consider is of &&completions’’ of the moduli
spaces. These have the advantage that it remains possible (up to homotopy) to de"ne &&Taubes
maps’’ [31] M
d,N
PM
d,N‘1
, by adding an instanton in a neighbourhood of in"nity.
In Sections 2}4 we study completions MM
d,N
of M
d,N
, de"ned by relaxing the non-degeneracy
conditions for the Barth}Donaldson monad matrices. In [22] Nakajima proved that the spaces
MM
d,N
’s are the moduli spaces of framed torsion-free sheaves. We follow here the linear algebraic
approach in our 1994 conference note [35].
Unlike the a$ne varietiesM
d,N
’s (see [35, 36]), the spacesMM
d,N
’s embed algebraically as closed
submanifolds of some product G
d
(Cm1)]Cm2 , where the a$ne components are given by the
algebraic invariants of the monad matrices.
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When these invariants are zero, we get (as &&totally unstable points’’) a compact singular variety,
called the bi-invariant grassmannian G
d,N
. This is de"ned as the Grassmann manifold of d-
dimensional subspaces of a certain vector space (depending on N), "xed by two commuting
nilpotent transformations. It is a deformation retract of MM
d,N
; moreover, it is a lagrangian
subvariety of MM
d,N
/C2 . When N"1, M
d,1
is empty, but MM
d,1
is the Hilbert scheme of d points in
C2 [23]; while G
d,1
is the &&punctual Hilbert scheme’’. (Surprisingly, the simple fact that G
d,1
and
MM
d,1
have the same singular homology seems not to have been noticed in the literature.)
In Sections 4}8 we obtain our "rst main result, by computing the homology of MM
d,N
(or,
equivalently, of G
d,N
). This is torsion free, and non-zero only in even dimension; we have
H
2i
(G
d,N
, Z):H
2i
(B;(d), Z) for i)d#N!2 (if N*2). Moreover (Theorem 8.1) the Taubes
mapMM
d,N
PMM
d‘1,N
induces isomorphisms in each group H
j
, for j)2d#1 (when N*2), and for
j)d (when N"1). The proof is by de"ning C*-actions on the moduli spaces, given by dilating the
axes (with chosen weights) in C2. This induces #ows on G
d,N
,MM
d,N
, and on the C*-equivariant
compacti"cations of MM
d,N
. We prove that we can apply Bialynicky}Birula theorem, producing
dual cellular decompositions ofG
d,N
and ofMM
d,N
. In particular, dilations along one axis decompose
G
d,N
into strata which are complex vector bundles over products of terms F
ki ,N
of the
Mitchell}Segal "ltration of the loop group XS;(N). This produces an explicit formula expressing
the homology of G
d,N
in terms of partitions (see Theorem 4.2) or in terms of generating functions.
The reader should compare these formulas with the results of Yoshioka [38] and Klyachko [19],
on the homology of moduli spaces of unframed torsion free sheaves on CP2. See also [3].
In Section 9 we obtain our second main result by proving Atiyah}Jones theorems, in the ranges
commonly known as optimal [33]: the natural inclusion M
d,N
PX3S;(N) induces isomorphisms
in homology groups H
i
for i(2d#1 (when N*3), i(d (if N"2); and surjections for i"2d#1
(when N*3), or i"d (when N"2). This doubles the previously known ranges for N)3 [4, 18],
almost recovering Kirwan’s optimal results for N*4; (in the N"2 case, Hurtubise has indepen-
dently obtained essentially the same statement [17]).
The idea in our proof is to imitate Arnold}Segal’s induction argument for the case of rational
functions [28], using the completionMM
d,N
. Here the key point is thatMM
d,N
is canonically a union of
strata, which are locally trivial "ber bundles over lower dimensional instanton moduli spaces; this
is proved by applying Thom’s "rst isotopy lemma for strati"ed submersions. The result then
follows from Theorem 8.1.
This paper is a slightly revised version of a preprint of April 1996. Most of it (see [35]) was done
in the academic year 1993}1994; while we were enjoying the hospitality of the Maths Department
of Stanford University, which we thank heartfully. This was made possible under "nancial support
of CNR.
2. Moduli spaces of instantons, and invariant of the monads
Let M
d,N
be the moduli space of self-dual Yang}Mills S;(N)-connections over S4, of instanton
number d, modulo gauge transformations which are the identity at the point at in"nity; M
d,N
is
usually known as the moduli space of framed instantons. It is a smooth, complex, connected,
non-compact manifold of complex dimension 2dN (N*2; while M
d,1
"H). By a theorem of
Donaldson [7], M
d,N
is di!eomorphic to the moduli space of holomorphic vector bundles
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EPCP2, of rank N and second Chern class d, with a "xed holomorphic trivialization at the CP1 at
in"nity.
Let us introduce homogeneous coordinates (z, w) on CP2. M
d,N
can be described as the moduli
space of matrices (Barth}Donaldson monads)
A
1
: CdPCd, A
2
:CdPCd, B : CNPCd, C :CdPCN (2.1)
satisfying the following:
"(a, b)3C2, (A
1
!a, A
2
!b, B) : C2d‘NPCd is surjective (2.2)
"(a, b)3C2, A
A
1
!a
A
2
!b
C B : CdPC2d‘N is injective (2.3)
[A
1
, A
2
]"BC (2.4)
modulo the GL(d, C)-action
A
1
>S~1A
1
S, A
2
>S~1A
2
S, B>S~1B, C>CS. (2.5)
Following [35, 36], let us de"ne a &&grid’’ (or a &&net’’) in CP2 as the union of a "nite number of
&&vertical lines’’ Mz"a
i
N and of a "nite number of &&horizontal lines’’ Mw"b
j
N. Following [30, 36] we
de"ne the group R
N
of those rational functions R (z, w) on CP2, with values in N]N complex
matrices, with poles contained in some grid, satisfying
(i) det(R)"1 almost everywhere;
(ii) R"I at the CP1 at in"nity.
Let us denote M
N
"Z
d3N
M
d,N
.
Proposition 2.1. „here is a natural bijective correspondence between R
N
and M
N
, given by
(A
1
, A
2
, B, C)>R(z, w)"I#C(z!A
1
)~1 (w!A
2
)~1B. (2.6)
The rational functions inR
N
may in fact be seen as &&canonical transition functions’’ for the vector
bundle EPCP2 (see [36]); while (2.6) is due to A. D. King.
Note that, by expanding (2.6) in power series in the (z, w) variables, we get
R(z, w)"I# +
i,j*0
(CAi
1
Aj
2
B)z~(i‘1)w~(j‘1). (2.7)
Therefore R(z, w) can be seen as the &&generating function’’ for the invariants (in the sense of
classical invariant theory) of the GL(d, C)-action (2.5).
We remark that the correspondence given by Proposition 2.1 is purely set theoretic. Let PdN (z, w)
be the space of polynomials of degree)d, in the variables (z, w), with values in N]N complex
matrices. We de"ne a map
t :M
d,N
PPdN(z, w) (2.8)
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by multiplying the map (2.6) by the characteristic polynomials r
1
(z)"det(z!A
1
),
r
2
(w)"det(w!A
2
) (which are the remaining invariants of the GL(d, C)-action (2.5)):
t : (A
1
, A
2
, B, C)"r
1
(z)r
2
(w)#C(z!A
1
)d(w!A
2
)dB (2.9)
where we denoted det(A)A~1"Ad.
Let MM P
d,N
be the closure in PdN (z, w) of the image of t. The space MM Pd,N is our "rst example of
a &&completion’’ of the moduli space M
d,N
. We have the following.
Proposition 2.2. (i) „he map t is an algebraic a.ne embedding.
(ii) MM P
d,N
is a contractible algebraic a.ne variety.
(iii) MM P
d,N
has a strati,cation
MM P
d,N
" Z
0)k)d
M
k,N
]C2(d~k). (2.10)
The easy proof of proposition 2.2 is in [35]. In particular, the contractibility ofMM P
d,N
is given by
considering the scaling action of C* on PdN (z, w) (and on MM Pd,N), given by
j ’ p(z, w)"
1
j2d
p (jz, jw).
We will see in Sections 6}7 how scaling actions detect non trivial topology for the more general
completion MM
d,N
.
Remark. It is well known how to construct &&Uhlenbeck compacti"cations’’ of the instanton
moduli spaces, by adding &&ideal connections’’, with d-functions in the curvature (see [8]). We can
similarly construct an &&Uhlenbeck completion’’ ofM
d,N
; this is contractible and it has a strati"ca-
tion like (2.10), but with Sd~kR4 in place of its quotient C2(d~k). Therefore we can see MM P
d,N
as
a slightly di!erent version of the Uhlenbeck completion.
3. The smooth completion MM
d,N
We de"ne the space MM
d,N
as the moduli space of matrices
A
1
: CdPCd, A
2
:CdPCd, B : CNPCd, C : CdPCN (3.1)
satisfying the following:
"(a, b)3C2, (A
1
!a, A
2
!b, B) :C2d‘NPCd is surjective; (3.2)
[A
1
, A
2
]"BC (3.3)
modulo to the GL(d, C)-action
A
1
>S~1A
1
S, A
2
>S~1A
2
S, B>S~1B, C>CS. (3.4)
Despite its simple de"nition, obtained by deleting one of the maximal rank conditions for the
monads, the moduli space MM
d,N
has remarkable properties. For example (see Sections 5}8), its
homology is dramatically simpler than the homology of M
d,N
.
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Nakajima [22] has shown that MM
d,N
is the hyperkaK hler completion of M
d,N
, which coincides
with the moduli space of holomorphic torsion-free sheaves over CP2, of rank N and c
2
"d,
together with a "xed trivialization at the line at in"nity.
Example. Let us consider the case N"2, d"1. Then any monad inM
1,2
is given by (a
1
, a
2
, b, c)
with bc"0, bO0, cO0. The associated matrix polynomial is p (z, w)"(z!a
1
) (w!a
2
)#N,
where N is an arbitrary non-zero 2]2 nilpotent matrix. The map N>b associates to N its left
kernel: this describesM
1,2
as C2]M(„*CP1)-(0-Section)N. ThereforeM
1,2
is homotopy equivalent
to SO (3). The completion MM P
1,2
is described by deleting the condition NO0; while MM
1,2
is
obtained by adding the zero section to the C*-bundle above: MM
1,2
"C2]„*CP1. This gives the
standard Springer desingularization of the space of nilpotent matrices: MM
1,2
"C2]M(u, N),
u3CP1, N nilpotent 2]2 DuN"0N. We note that MM
1,2
is somehow topologically simpler than
M
1,2
: in particular it has free homology, concentrated in even dimension } this is a consequence
that it has a complex cell decomposition.
Lemma 3.1. MM
d,N
has a natural structure of a complex manifold of complex dimension 2dN.
Moreover, for N*2, M
d,N
is an open dense subset of MM
d,N
.
A sheaf theoretic proof of Lemma 3.1 is well known; it is nevertheless useful for the following to
give an alternative, linear algebraic proof [35]. We will need the following lemma.
Lemma 3.2. ‚et A
1
: CdPCd, A
2
: CdPCd, B : CNPCd be matrices satisfying the instanton Eq. (3).
De,ne the block rectangular matrix
A(A
1
, A
2
, B)"(B, A
1
B, A
2
B ,2 , Ai1Aj2B ,2)i)i,j)d~1 . (3.5)
„hen A(A
1
, A
2
, B) has maximal rank d if and only if (A
1
, A
2
, B) satis,es (3.2).
Proof of Lemma 3.1. We "rst show that the pre-quotiented moduli space of monad matrices
(A
1
, A
2
, B, C) satisfying (3.2) and (3.3) above is smooth. Condition (3.2) is open. We need to check
that the map (A
1
, A
2
, B, C)P[A
1
, A
2
]!BC has maximal rank di!erential. Let us denote a vari-
ation of (A
1
, A
2
, B, C) by (A@
1
, A@
2
, B@, C@ ). Di!erentiating (3.3) in a point (A
1
, A
2
, B, C)3MM
d,N
, we
get the linear map:
q(A@
1
, A@
2
, B@, C@)"[A@
1
, A
2
]#[A
1
, A@
2
]!B@C!BC@. (3.6)
Let X* be a d]d complex matrix orthogonal to the image of q. This implies
[A
1
, X]"0, [A
2
, X]"0, BX"0, XC"0. (3.7)
Therefore XA(A
1
, A
2
, B)"0. By Lemma 3.2, we conclude X"0; and q is surjective.
We can now show easily, by similar arguments (see [15], Lemma 8]), that the GL(d, C)-action
(3.4) is free, and with a closed graph, on the set of matrices (A
1
, A
2
, B, C) having an associated
matrix A (A
1
, A
2
, B) of maximal rank d; and therefore, in particular, on those ones satisfying
condition (3.2) and instanton Eq. (3.3). Therefore, by general principles,MM
d,N
is a smooth complex
manifold. The complex dimension is obtained by adding 2d2#2N (for the matrices (A
1
, A
2
, B, C)),
and substracting d2#d2 for Eq. (3.3), and for the GL(d, C)-action.
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Proof of Lemma 3.2. If (3.2) is not satis"ed, there exists a row vector u, satisfying
uA
1
"au, uA
2
"bu, uB"0 for some (a, b)3C2 (3.8)
This immediately implies that uA (A
1
, A
2
, B)"0.
Conversely, let <"Mu row vector DuA(A
1
, A
2
, B)"0N. We need to "nd, inside <, a common
eigenvector for A
1
, A
2
.
First, we observe that < is stable under u>uA
1
. This is trivial, because when u3<,
(uA
1
)Ai
1
Aj
2
B"uAi‘1
1
Aj
2
B"0 (when i"d!1, we need to use Hamilton}Cayley theorem) so that
uA
1
3<. Therefore there exists a complex number a such that the space ;"Mu3< DuA
1
"auN is
not trivial. Now we show that ; is invariant under u>uA
2
. We have
(uA
2
)A
1
"uA
1
A
2
!uBC"uA
1
A
2
"a (uA
2
)
and
(uA
2
)Ai
1
Aj
2
B"u(A
2
A
1
)Ai~1
1
Aj
2
B"u (A
1
A
2
)Ai~1
1
Aj
2
B!uBCAi~1
1
Aj
2
B
"(uA
1
)A
2
Ai~1
1
Aj
2
B (3.9)
(by repeating this procedure, and possibly using Hamilton}Cayley theorem)
"uAi
1
Aj‘1
2
B.
Going on with the same procedure, and using Hamilton}Caley theorem when j"d!1, we get
that if u3;, then uA
2
3;. Therefore we can "nd a complex eigenvalue b for the right action of A
2
on ;.
The following theorem has a geometric invariant theory #avour: it states that if we "x the
invariants of the monads, then the "bre in MM
d,N
is compact.
Theorem 3.3. „here is a proper holomorphic map n :MM
d,N
PMM P
d,N
, which is the identity onM
d,N
and
has generic ,bre CPN~1 at the boundary MM
d,N
!M
d,N
.
Proof (sketch). De"ne n (A
1
, A
2
, B, C) to be the matrix polynomial p (z, w)3PdN (z, w) given by
formula (2.9). The map n is clearly well de"ned and holomorphic, and it is the identity onM
d,N
; we
need to prove properness. A proof is in [35]; the idea is that, if (A
1
, A
2
, B, C)3MM
d,N
, then the pair
(A
1
, B) (whereB"(B, A
2
, B ,2 , Ad~12 B)) satis"es a maximal rank condition, de"ning an element
of the moduli space R
d,dN
(see Appendices A and B). Therefore a bound on the eigenvalues of A
1
gives (by Proposition A.1. iii)) relative compactness for the pair (A
1
,B).
Remark. From another point of view, a sheaf theoretic proof of Theorem 3.3 is well known,
because of the remarks after Proposition 2.2. The map n has an analogue in a map, de"ned in the
general case by Li [20], from the Gieseker compacti"cation into the Uhlenbeck compacti"cation of
the moduli spaces of holomorphic vector bundles over an algebraic surface: this map assigns to
a sheaf E the vector bundle E** (double dual), and the points in the surface at which E**/E is
supported. See [25, pp. 170}172], and [20, Proposition 6.4]. We recall that this map is not
a "bration (see Lemma 9.2).
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Let us consider the map
0 :MM
d,N
PG
d
(Cd2N)]Cd2N‘2d, (3.10)
where the "rst component is given by the image space of the rows of A(A
1
, A
2
, B); while the
a$ne components are given by the invariants:
0(A
1
, A
2
, B, C)"Im
3084
A (A
1
, A
2
, B), (CAi
1
Aj
2
B)
0)i,j)d~1
, r
1
(z), r
2
(w)).
Proposition 3.4. „he map 0 is an algebraic embedding.
Proof. The proof of injectivity is left to the reader; it is a simpler version of the proof of Theorem
3.3. The idea is starting from (Proposition A.1 ii), applied to the pair (A
1
,B); this shows that two
(A
1
, A
2
, B, C)’s which have the same image, must have the same A
1
,B, up to the GL(d, C)-action.
To prove injectivity of the di!erential d0, it’s enough to prove the maximal rank of d0K , where 0K
0K : (A
1
, A
2
, B, C)"((Ai
1
Aj
2
B)
0)i, j)d~1
, (CAi
1
Aj
2
B)
0)i,j)d~1
, r
1
(z), r
2
(w))
is the map 0, before quotienting (both on domain and range) by the GL(d, C)-action. Let
(A@
1
, A@
2
, B@, C@) be a variation of (A
1
, A
2
, B, C); and suppose that d0K [A@
1
, A@
2
, B@, C@]"0. This
implies, in particular, that B@(A
1
, A
2
, B), which means
B@"0, A@
1
B#A
1
B@"0, A2
1
B@#A
1
A@
1
B#A@
1
A
1
B"0 ,2 . (3.11)
We also have
A@"0, (CA)@"C@A#C@A"0. (3.12)
By induction, using (3.11), and by using Lemma 3.1, we see that it must be A@
1
A"0, and
therefore, A@
1
"0. We have also B@"0 (from B@"0).
Eq. (3.12) implies that C@"0. We can now use the linearized monad equation (3.6), which implies
that [A
1
, A@
2
]"0. This implies A@
2
A"A@
2
Ai
1
Aj
2
B"Ai
1
A@
2
Aj
2
B"Ai
1
A@
2
B"0; and therefore,
A@
2
"0 as well.
Proposition 3.4 says that the completion of instanton moduli space MM
d,N
is a smooth quasi-
projective variety.
Let us consider the smooth map F :MM
d,N
PR, given by the square norm of the invariants:
F(A
1
, A
2
, B, C)"D (CAi
1
Aj
2
B)
0)i, j)d~1
, r
1
(z), r
2
(w) D2. (3.13)
Lemma 3.5. „he map F is proper. „he ,ber F~1(0) is a deformation retract of MM
d,N
.
Proof. (see also Lemma A.4 and the remarks at the end of Section 7).
It is clear that F is smooth (and proper by Theorem 3.3). Let us consider the scaling action of
R on MM
d,N
, given by t ’ (A1 , A2 , B, C)"(tA1 , tA2 , tB, tC). It is immediate that (dF/dt)t/0’0,
unless F"0. Therefore, 0 is the only critical value of F. By following the gradient #ow, we "nd
a continuous (but not even C1, because MM
d,N
is smooth, while F~1(0) is singular } see [27])
retraction of MM
d,N
onto F~1(0).
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Remark. When N"1, Lemma 3.5 says that the Hilbert scheme of d points in C2, has the &&punctual
Hilbert scheme’’ as a deformation retract: see Section 5 [13].
Note. From the point of view of geometric invariant theory, the subvariety H
d,N
"F~1(0) is the
set of &&totally unstable points’’.
Remark. Let us consider on MM
d,N
the natural symplectic 2-form; it descends to a holomorphic
symplectic 2-form onMM
d,N
/C2 (where C2 acts by translation). Then an immediate generalization of
the proof of Theorem 1.16 in [24], shows that H
d,N
is a lagrangian subvariety of MM
d,N
/C2.
4. The bi-invariant Grassmannian
By Lemma 3.2, the space H
d,N
is the moduli space of matrix triples (N
1
, N
2
, B) (of size
d]d, d]d, d]N, respectively) where N
1
, N
2
are commuting nilpotent matrices,
rank((Ni
1
Nj
2
B)
0)i,j)d~1
)"d, modulo the GL(d, C)-action (2.5). Therefore H
d,N
is a compact
subvariety of MM
d,N
, of complex dimension dN!1. By putting both N
1
, N
2
in upper triangular
form, we easily see that Ni
1
Nj
2
"0, for i#j*d. The Kalman embedding 0 of Proposition
4 restricts therefore to an holomorphic embedding
0 :H
d,N
PG
d
(Cd(d‘1)N@2), (4.1)
given by 0 (N
1
, N
2
, B)"Im
3084
(Ni
1
Nj
2
B)
0)i‘j)d~1
.
Let us "x an order on the space of index pairs (i, j ); for example, (0, 0), (1, 0), (0, 1), (2, 0), (1, 1),
(0, 2),2 . We consider, from now on, A(N1 , N2 , B)"(Ni1 Nj2B)0)i‘j)d~1 , with this ordering.
Let us denote C
d
[z, w] the vector space of polynomials in the complex variables z, w, of
degree)d. We have two natural commuting nilpotent operators z~1, w~1, acting on
C
d
[z, w]?CN, by agreeing that z~1 kills polynomials in the variable w only, and that w~1 kills
polynomials in the variable z only.
We now identify the space U"Cd(d‘1)N@2 where the rows of the block matrix
(Ni
1
Nj
2
B)
0)i‘j)d~1
live, with C
d~1
[z, w]?CN, by identifying a vector v3CN, in the (i, j)-place in
U, with the vector monomial ziwjv.
Let G
d,N
be the complex variety of d-dimensional complex subspaces of ;, stable for the two
nilpotent transformations z~1, w~1:
G
d,N
"M<LC
d~1
[z, w]?CN z~1<L<, w~1<L<N. (4.2)
We call G
d,N
the bi-invariant Grassmannian.
Proposition 4.1. „he Kalman embedding (4.1) is an analytical isomorphism between H
d,N
and the
bi-invariant Grassmannian G
d,N
.
Proof. The statement (and its proof ), are a generalization of an analogous result for the control
theory moduli space R
d,N
, in [15]; see also Proposition A.5 here.
8 G. Valli / Topology 39 (2000) 1}31
Let „, S be the nilpotent transformations on U, corresponding to the two operators z~1, w~1, on
C
d~1
[z, w]?CN. Let v3U be a row vector. We have „ (v)"vT, S(v)"vS, where T,S are
square
d (d#1)N
2
]
d(d#1)N
2
commuting shift matrices.
Suppose that <30 (H
d,N
), so <"Im
3084
(Ni
1
Nj
2
B)
0)i‘j)d~1
. We have
A(N
1
, N
2
, B)T"N
1
A(N
1
, N
2
, B),A(N
1
, N
2
, B)S"N
2
A(N
1
, N
2
, B) (4.3)
which means precisely that the space generated by the rows of A(N
1
, N
2
, B) is stable under z~1,
w~1.
Conversely, let< be a subspace of U, which is stable under z~1, w~1. Suppose that<"Im
3084
X,
where X"(v
i, j
)
0)i‘j)d~1
is a maximal rank d](d(d#1)N)/2 matrix. The stability assumption
means precisely that the rows of XT (and of XS) are linear combinations of the rows of X.
Therefore there exist unique matrices a
1
, a
2
such that
XT"a
1
X and XS"a
2
X. (4.4)
It is easy to see that a
1
, a
2
commute. Let us write down (4.4) explicitly. We have
(v
0,0
, v
1,0
, v
0,1
, v
2,0
, v
1,1
, v
0,2
, v
3,0
, v
2,1
, v
1,2
, v
0,32)
T"(v
1,0
, v
2,0
, v
1,1
, v
3,0
, v
2,1
, v
1,22)
"a
1
(v
0,0
, v
1,0
, v
0,1
, v
2,0
, v
1,1
, v
0,2
, v
3,0
, v
2,1
, v
1,2
, v
0,32)
(v
0,0
, v
1,0
, v
0,1
, v
2,0
, v
1,1
, v
0,2
, v
3,0
, v
2,1
, v
1,2
, v
0,32)
S"(v
0,1
, v
1,1
, v
0,2
, v
2,1
, v
1,2
, v
0,32)
"a
2
(v
0,0
, v
1,0
, v
0,1
, v
2,0
, v
1,1
, v
0,2
, v
3,0
, v
2,1
, v
1,2
, v
0,32)
These equations, taken together, imply v
ij
"ai
1
aj
2
v
0,0
.
We can now set B"v
0,0
, N
1
"a
1
, N
2
"a
2
, and we have X"A(N
1
, N
2
, B).
Remark. We have therefore obtained a compact non-smooth variety, of independent interest,
homotopically equivalent to the smooth, non-compact moduli space MM
d,N
. This statement is not
unfamiliar; it has a lower dimensional analogue in Lemma A.4 (due to Helmke); which is in turn
a "nite dimensional version of Pressley’s theorem of the homotopy equivalence between the
smooth loop groups and their subgroups of &&algebraic loops’’ [26]. This seems to be somehow
related to a famous theorem of Borho and Kraft, stating a &&duality’’ between orbits of semisimple
and nilpotent matrices (see [6]).
The following theorem will be proved in Sections 6}7.
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Theorem 4.2. (i) „he bi-invariant grassmannian G
d,N
has torsion free integral homology. Its odd
dimensional homology groups are zero.
(ii) ‚et b
j
"dim H
2j
(G
d,N
, Z). „hen b
j
is equal to the number of partitions
0)p
dN~1
)p
dN~2
)2)p2)p1)d (4.5)
satisfying
p
1
#p
N
#p
2N
#2#p
(d~1)N
)d (4.6)
j"dN~1+
i/1
p
i
.
Let B; (d) be the classifying space of the unitary group ;(d ).
Corollary 4.3. =e have H
2j
(G
d,N
, Z)"H
2j
(B;(d), Z) for j)d#N!2, (N*2) and j)
[d/2] (N"1).
Remarks. The Betti numbers of moduli spaces of unframed rank 2 torsion-free sheaves over CP2
have been computed by Yoshioka [38] and Klyachko [19]. The results are anyway very di!erent.
It is interesting to note that the Betti numbers in [38] coincide in low dimension with the Betti
numbers of the Hilbert schemes of points in CP2; this should be seen as an &&unframed’’ analogue of
Corollary 4.3.
An equivalent statement to Theorem 4.2 (ii) is the following. Let P
t
(G
d,N
)"+
i*0
tib
i
(G
d,N
) be the
PoincareH polynomial, and let us consider the generating function Q(t, q)"+
d*1
P
t
(G
d,N
)qd. Let
also s
N
(q)"+
d*1
qds (G
d,N
) be the generating function for the Euler characteristics. We have
Theorem 4.4. (i) Q(t, q)"N~1<
i/0
=
<
j/1
(1!qjt2(i‘N(j~1)))~1 (4.7)
(ii) s
N
(q)" =<
j/1
(1!qj)~N"(s
1
(q))N. (4.8)
Remarks. These formulas appear in [38, Proposition 5.4], where they express the number of points
of a Quot scheme over "nite "elds. This is not a part of mathematics in which we feel con"dent, so
we leave it to the reader. See also [3].
5. The case of the Hilbert scheme
Let us consider now the case N"1. It is easy to see that any moduli space M
d,1
is empty (for
example, one can see that the only function in R
1
is constant"1). Nevertheless, MM
d,1
is well
de"ned.
Lemma 5.1. ‚et (A
1
, A
2
, B, C)3MM
d,1
. „hen C"0.
Proof. Since the associated rational function R(z, w)3R
1
is constantly 1, we have CAi
1
Aj
2
B"0.
This implies, by Lemma 3.2, C"0.
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We see therefore that MM
d,1
is the moduli space of matrices A
1
: CdPCd, A
2
: CdPCd, and of
column vectors B : CPCd, where rank A (A
1
, A
2
, B)"d, and [A
1
, A
2
]"0; modulo the
GL(d, C)-action (2.5).
We have a Kalman embedding
0 :MM
d,1
PG
d
(Cd(d‘1)@2)]C2d. (5.1)
Let us de"ne a map
m :MM
d,1
PSd (R4) (5.2)
by associating to any (A
1
, A
2
, B)3MM
d,1
the d pairs of &&joint eigenvalues’’ (a
j
, b
j
) of the commuting
matrices A
1
, A
2
. We immediately have the following.
Proposition 5.2. MM
d,1
is a smooth complex manifold of complex dimension 2d. „he map (5.2) is an
algebraic desingularization of the dth symmetric product of R4.
Nakajima [23] has proved that MM
d,1
coincides with the Hilbert scheme of d points in C2 (the
bi-invariant Grassmannian G
d,1
is then commonly known as punctual Hilbert scheme). Their Betti
numbers have been computed by Ellingsrud and Str+mme [9.10]. More recently, the Betti numbers
of the Hilbert scheme of any algebraic surface have been computed by GoK ttsche (see [13]).
In our case, Theorem 4.2 reduces to Ellingsrud}Str+mme result (see also [23, 24]).
6. A Bialynicky}Birula decomposition for the bi-invariant Grassmannian
In the following, for X topological space, we will denote H
i
(X)"H
i
(X, Z) the singular homol-
ogy groups; and HBM
i
(X) the Borel}Moore integral homology groups. We have HBM
i
(X)"H
i
(X)
when X is compact. When X is an algebraic variety, let A
k
(X) be the group generated by
k-dimensional irreducible subvarieties, modulo rational equivalence. There is a canonical
homomorphism (cycle map),
u
k
"A
k
(X)PHBM
2k
(X). (6.1)
Following [5], we say that a variety X has property (S), if
(i) HBM
i
(X)"0 for i odd, HBM
i
(X) has no torsion for i even.
(ii) The cycle map u
k
is an isomorphism for each k.
The following is 1.10(b) in [5].
Lemma 6.1. ‚et X be a smooth compact projective variety, with an algebraic action of
C* : (j, x) DP(j z x). ‚et XF be the ,xed point set of the action. If the connected components XFi of XF
have property (S), then X has property (S).
Proof (sketch). Let XFi be a connected component of XF. Set
>
i
"Gx3X D limj?0 (j z x)3XFiH . (6.2)
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By a famous theorem of Bialynicky-Birula [1]. >
i
is C*-equivariantly isomorphic to a complex
vector bundle over XFi. In this way, we can decompose X in strata which are complex vector
bundles over components of XF. The result easily follows.
If each XFi has a decomposition into complex cells (each of those representing a cycle, since all the
boundary maps are zero), then decomposing each vector bundle >
i
PXFi over these cells, gives
a &&cellular patch complex’’ (see, for example, [15]); i.e. strata (&&cells’’) are homeomorphic to euclidean
spaces, indexed by a partially ordered set, and boundaries can only intersect lower-indexed cells.
Theorem 6.2. „he bi-invariant Grassmannians G
d,N
have property (S).
In order to prove Theorem 5.2, we want to use Bialynicky-Birula theorem. We cannot do it
directly, because G
d,N
is not smooth in general (while the topologically equivalent spaceMM
d,N
is not
compact), so we have to interplay somehow with both of them. As a "rst step, we de"ne a C*-action
on MM
d,N
. by
j z (A
1
, A
2
, B, C)"(j~1A
1
, A
2
, B, j~1C) (6.3)
(one can de"ne similarly various torus actions, with isolated "xed points; but it’s then more di$cult
to compute the dimension of the "bers of >
i
PXFi ).
The #ow (6.3) clearly preserves G
d,N
. Let 0 :MM
d,N
PG
d
(Cd2N)]Cd2N‘2d be the Kalman embedding
(3.10). Let us compactify (C*-equivariantly) G
d
(Cd2N)]Cd2N‘2d as G
d
(Cd2N)]CPd2N‘2d. Let M*
d,N
be
the closure of 0(MM
d,N
) in G
d
(Cd2N)]CPd2N‘2d ; it is C*-invariant. LetMK
d,N
be the smooth resolution of
M*
d,N
, obtained by applying Hironaka’s C*-equivariant resolution of singularities (see the remarks at
the end of this chapter). We have an algebraic, dense, C*-equivariant embedding 0 :MM
d,N
PMK
d,N
.
Lemma 6.3. (i) „he -ow (6.3) preserves G
d,N
and MM
d,N
.
(ii) If x3MK
d,N
, lim
j?0
(j z x)3G
d,N
then x3G
d,N
.
Proof. Part (i) is trivial. Concerning (ii), it is su$cient to consider the case x"
(A
1
, A
2
, B, C)3MM
d,N
, points at in"nity remaining at in"nity.
If limj?0 (j~1A1, A2 , B, j~1C)3Gd,N , then A1 must be nilpotent (or its eigenvalues would go to
in"nity); A
2
must be also nilpotent (because its eigenvalues are unchanged under the #ow). The
monad invariants (CAi
1
, Aj
2
, B) transform as j~(i‘1) (CAi
1
Aj
2
B); so they cannot converge unless
CAi
1
Aj
2
B"0, for any i, j; therefore C"0.
We can apply Bialynicky-Birula theorem to the extension of the #ow (6.3) to the compact smooth
algebraic manifoldMK
d,N
. We get a decomposition ofMK
d,N
in strata which are complex vector bundles
over the components of the "xed point set (see also Section 8). By Lemma 6.3, the restriction of this
decompositions toG
d,N
induces a strati"cation ofG
d,N
itself in vector bundles over the intersections of
the components of the "xed set with G
d,N
. In other words, the restriction of the Bialynicky-Birula
decomposition induces a Bialynicky-Birula decomposition for the singular variety G
d,N
.
Let C
d~1
[w] be the space of scalar polynomials in the complex variable w, of degree )d!1.
On each polynomial ziwju, C* acts as j z (ziwju)"j~iziwju. Therefore a space <3G
d,N
is "xed i!
<" d=
i/1
zi<
i
(w), (6.4)
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where each <
i
(w) is a subspace of C
d~1
[w]?CN. The condition of w~1-stability is equivalent to
each <
i
(w) being w~1-stable; while z~1-stability is equivalent to <
i
(w)-<
i~1
(w) for each i. We get
therefore a #ag of w~1-stable subspaces
(0)-<
d~1
-<
d~2
-2-<
1
-<
0
-C
d~1
[w]?CN. (6.5)
Let j
i‘1
"dim<
i
(w). By Proposition A.6 we conclude the following.
Lemma 6.4. (i) „he ,xed point sets of the C*-action on G
d,N
are indexed by partitions
j"(j
1
, j
2
,2 , jd), with
0)j
d
)j
d~1
)2)j
2
)j
1
)d and d+
i/1
j
i
"d. (6.6)
(ii) „he ,xed set corresponding to a partition j is the compact analytic variety
Xj,N"Fj1~j2,N]Fj2~j3,N]2]Fjd~1~jd,N]Fjd,N (6.7)
where F
k,N
is the kth term of the Segal}Mitchell ,ltration for the loop group XS;(N) (see
Appendix A).
Lemma 6.4 proves Theorem 6.2. Indeed, arguing as in pp. 17}18 in [5], we see that we have
decomposed G
d,N
as union of strata (with the right adherence relations, coming free from Bi-
alynicky-Birula theorem) which are vector bundles >j,NPXj,N over varieties Xj,N which have
property (S). By Lemmas 1.8 and 1.9 in [5], we have the thesis.
Remarks. The original paper of Hironaka, containing his theorem on resolution of singularities, is
[14]. Hironaka also claimed an equivariant version, which was never published. A complete proof
of the equivariant case can today be found in [2]. Actually, each step of Hironaka’s procedure is
blowing-up a closed algebraic subset which is identi"ed by the values of certain numerical
invariants (&&normal #atness’’); hence the centres of blowing up are C*-invariant (in our case), and
the C*-action lifts by the blowing-up as solution of a universal problem.
7. Homology of the bi-invariant Grassmannian
Let us compute, for any partition j"(j
1
, j
2
,2 , jd ) satisfying (6.6), the rank of the vector
bundle>j,NPXj,N . If a subspace<"Im3084(Ni1 Nj2 B)3Hd,N:Gd,N #ows down to Xj,N for tP0,
then, since the C*-action is trivial on the variable w, and is given by z DPt~1z on the z variable, we
can "nd a basis of < of the form
Mv
j
"zhju
j
(w)#terms of lower degree in zN. (7.1)
Therefore we have
j
j
"dim(Ker(z~1w)j)!dim(Ker(z~1w)j~1). (7.2)
but, by the proof of Proposition 4.1, z~1w is represented by the transpose of the matrix N
t
. This
implies the following.
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Lemma 7.1. >j,N is made by those triples (N1, N2, B) where N1 has Jordan form represented by the
partition j"(j
1
, j
2
,2 , jd), through (7.2).
Let us look for a canonical form for the pair of nilpotent, commuting matrices (N
1
, N
2
). By using
the GL(d, C)-action, we can write
(7.3)
with respect to a decomposition
Cd"Cjd =Cjd~1 =2=Cj1, (7.4)
where we have
Cji =Cji~1 =2=Cj1"left kernel of Ni
1
. (7.5)
Since N
2
commutes with N
1
, we can put N
2
in block upper triangular form with respect to the
decomposition (7.4). Let S (i, j) the block of N
2
which maps Cji to Cjj. The commutativity of N
1
, N
2
implies the Toeplitz-type condition
S(i!1, j!1)"A
* *
0 S (i, j)B . (7.6)
For example, if j"(j
1
, j
2
,2 , jd ) has only three non-zero elements, then N2 must have the block
form (with nilpotent diagonal blocks M
j
1s)
(7.7)
Now we need to quotient by the group of matrices g in GL(d, C), having the same block form (7.7),
but with invertible diagonal blocks.
Therefore the complex dimension of the space >j,N is given by subtracting to dN (the number of
entries of the B’s) the number of independent eigenvalues of g, which we easily realize is j
1
.
Therefore
dim>j,N"dN!j1 (7.8)
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but
dim(Xj,N)"
d
+
i/1
dim(Fji~ji‘1,N )"
d
+
i/1
(N!1)(j
i
!j
i‘1
)]"(N!1)j
1
. (7.9)
Therefore the rank of the vector bundle >j,NPXj,N is
(dN!j
1
)!(N!1)"N(d!j
1
). (7.10)
Now the homology of F
h,N
is isomorphic to the homology of G
h
(Ch‘N~1); an integral basis for
H
2j
(F
h,N
) is indexed by the set of partitions 0)k
h,1
)k
h,2
)2)k
h,N~1
)h with +N~1
i/1
k
h,i
"j.
Therefore the complete collection of data is given by
(1) A partition j"(j
1
, j
2
,2 , jd), with
0)j
d
)j
d~1
)2)j
2
)j
1
)d and d+
j/1
j
j
"d (7.11)
(2) For each i, 1)i)d, a partition
0)kji~ji‘1,1)kji~ji‘1,2)2)kji~ji‘1,N~1)ji!ji‘1 . (7.12)
These data produce a cell of complex dimension
+
i,m
k
i,m
#N (d!j
1
). (7.13)
Let us rename the sequence (which is well de"ned because of (7.12))
0)kjd,1)kjd,2)2)kjd,N~1)jd)jd#kjd~1~jd,1)jd#kjd~1~jd,2)2)jd
#kjd~1~jd,N~1)jd~1)2)j2)j2#kj1~j2,1)j2#kj1~j2,2)2)j2
#kj1~j2,N~1)j1 (7.14)
as
0)p
dN~1
)p
dN~2
)2)p
2
)p
1
)p
0
)d (7.15)
where we recover the relation +d
j/1
j
j
"d as
p
0
#p
N
#p
2N
#2#p
(d~1)N
"d. (7.16)
Moreover
dN~1
+
i/1
p
i
"+
l,m
k
l,m
#N d+
i/2
j
i
"+
l,m
k
l,m
#N d+
i/1
j
i
!Nj
1
"+
l,m
k
l,m
#dN!Nj
1
"+
l,m
k
l,m
#N(d!j
1
), (7.17)
i.e. the complex dimension of the cell. We have got the following:
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Proposition 7.2. Each homology group H
2j
(G
d,N
):H
2j
(MM
d,N
) has an integral basis indexed by
partitions
0)p
dN~1
)p
dN~2
)2)p
2
)p
1
)p
0
)d
satisfying
p
0
#p
N
#p
2N
#2#p
(d~1)N
"d and dN~1+
i/1
p
i
"j. (7.18)
This description is clearly equivalent to Theorem 4.2, by setting
p
0
"d!(p
N
#p
2N
#2#p
(d~1)N
)*p
1
.
Proof of Corollary 4.3. It is well known that the classifying space BU(d) has homology only in
even dimension; we have H
2j
(B;(d), Z)"Zm(j), where m ( j ) is the number of partitions o,
with 0)o
M
)o
M~1
)2)o
2
)o
1
)d, and +M
i/1
o
i
"j. We have to compare this descrip-
tion with the one given by Theorem 4.2, and check that they coincide for lower dimensional
homology.
When N*2, let us consider a partition o as above. We want to prove that, if j)d#N!2, then
(i) o
k
"0 for k*dN!1;
(ii) o
1
#o
N
#o
2N
#2#o
(d~1)N
)d.
But (i) is obvious, because otherwise 1)o
dN
)2)o
2
)o
1
, so j*dN’d#N!2.
If (ii) is false, i.e. o
1
#o
N
#o
2N
#2#o
(d~1)N
’d, since o
1
)d, we must have
1)o
N~1
)2)o
2
; therefore
j"o
1
#o
2
#2#o
dN~1
*(o
1
#o
N
#2o
(d~1)N
)#(o
2
#2#o
N~1
)
’d#(o
2
#2#o
N~1
)*d#N!2 against the assumptions.
The case N"1 is similar.
Remark. It is worth to notice that we have not proved that the isomorphisms in homology given
by Corollary 4.3 are induced by the natural inclusions (given by the Kalman embedding)
G
d,N
PB;(d). This is certainly true anyway in a range 2j, j)N!1, as one can see by considering
a copy of R
d,N
inside G
d,N
.
The proof of Theorem 4.4 is formally analogous to the proof of [38, Proposition 5.4]; it is
a relatively plain computation starting from Lemma 6.4, and using Gaussian binomial coe$cients
for writing the homology of each F
h,N
.
Remarks. By considering the C*-action (6.3), and letting jPR, it is easy to see that we get a
cell decomposition of the whole completion MM
d,N
. Moreover, the "xed set is the smooth
moduli space Rj,N (see Section 8, and Appendices A and B), which is homotopically equivalent to
the compact Xj,N . Moreover, the dimension of the Bialynicky-Birula "bers is the same. This
16 G. Valli / Topology 39 (2000) 1}31
immediately implies that the spaces MM
d,N
and G
d,N
have isomorphic homology: and a &&dual’’ cell
decomposition. This phenomenon has a precise analogue in the theory of loop groups (see [26]
Section 7).
8. Homological stability for the completions
It is well known how to construct a &&Taubes map’’ (otherwise called &&addition of one instanton’’,
see [18, 31]), de"ned up to homotopy,
k :M
d,N
PM
d,N‘1
. (8.1)
First of all, let us substitute the space M
d,N
with the topologically equivalent space MI
d,N
, made of
those monads (A
1
, A
2
, B, C), with the eigenvalues of A
1
, A
2
, lying in a cube (around the origin)
Q
d
of diameter d. Let aNQ
d
, b3C, u3CPN~1 be a row vector, l3CPN~1 a column vector; and
de"ne k :MI
d,N
PMI
d,N‘1
k(A
1
, A
2
, B, C)"AAA1 00 aB ,AA2 xy bB ,A
B
uB , (C l)B (8.2)
where
uv"0
x"(A
1
!a)~1lB (8.3)
y"!Cu(A
1
!a)~1.
It is clear that this map extends to a Taubes map between completions
k :MM
d,N
PMM
d,N‘1
(8.4)
(again de"ned up to homotopy). We will prove the following theorem.
Theorem 8.1. „he induced homology map k
*
: H
i
(MM
d,N
)PH
i
(MM
d‘1,N
) is a direct summand. It is an
isomorphism for i)2d#1 (when N*2), and for i)d (when N"1).
Note. By a direct summand we mean here a split injective homomorphism between free abelian
groups.
Proof. Let us consider the C*-action on MM
d,N
. Arguing as in Section 6, it is not di$cult
to prove that a quadruple (A
1
, A
2
, B, C) does not go to in"nity, and it is in the same
Bialynicky-Birula stratum, if and only if A
1
is nilpotent of "xed Jordan type, C"0,
[A
1
, A
2
]"0.
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For simplicity of notation, let us suppose that the partition j"(j
1
, j
2
,2 , jd ) de"ning the
Jordan form of A
1
(by (7.2)), have only three non-zero elements. Then A
2
must have the block form
(8.5)
where now the M
j
’s are generic matrices.
Therefore we have a bijection between partitions j"(j
1
, j
2
,2 , jd) and Bialynicky-Birula
strata Zj,N inMM d,N ; and we have>j,N"Zj,NWHd,N . A moment’s thought says that the correspond-
ing "xed set of the C*-action onMM
d,N
is de"ned by imposing the main o!-diagonal blocks in (8.5) to
be zero: P
i
"0, R
j
"0.
Therefore the "xed set corresponding to a partition j is canonically identi"ed with the moduli
space Rj,N of the appendix; the projection Zj,NPRj,N is given by associating to (A1, A2 , B), the pair
(A, B@) of components
(8.6)
with B@ being the lower blocks in B corresponding to A.
Both Zj,N and Rj,N are smooth manifolds, of complex dimension dN and Nj1 . In particular, the
"bers of Zj,NPRj,N have complex dimension N (d!j1), as in the nilpotent case. We can restrict
the map k to G
d,N
(or, more generally, to the union of the Zj,N’s). By choosing v"0 in the "rst
place, and bO0 su$ciently large, we see that the Taubes maps k given by (8.2) is homotopic to
k(A
1
, A
2
, B, C)"AAA1 00 0B ,AA2 00 bB ,A
B
uB , (0 0)B . (8.7)
Let us follow the circles of each Xj,N in the moduli space MM d,N . We have a sequence of maps
H
i
(Xj,N)"HBMi (Xj,N) qPHBMi‘2N(d~j1) (>j,N) pQHBMi‘2N(d~j1) (>M j,N)
"H
i‘2N(d~j1) (>M j,N )PHi‘2N(d~j1) (Gd,N)PHi‘2N(d~j1) (MM d,N). (8.8)
Here q is the Thom isomorphism, p is induced by inclusion, and it is a direct summand; while the
other maps are induced by inclusion. We get therefore, for any partition j, a direct summand map
of free abelian groups.
H
i
(Xj,N)PHi‘2N(d~j1) (MM d,N). (8.9)
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We can say that this map is obtained by multiplying each cycle in Xj,N with the fundamental
class of the closures of the "bres of >j,NPXj,N .
By these maps, because of Bialynicky-Birula theorem, the homology of MM
d,N
is additively and
freely generated by the direct sum of the homologies of the Xj,N’s.
Similarly, by considering m3H
i
(Rj,N ) a representative of the fundamental class of a i-dimen-
sional compact cycle C; m3H
i
(C), we get a map
H
i
(Rj,N )PHi‘2N(d~j1) (MM d,N) (8.10)
which, in particular, restricts to the map (8.9).
We see that the Taubes map (8.2) is homotopic, on any cycle given by (8.10), to the Taubes map
k : Rj,NPRj‘,N of Corollary A.9. Moreover, it is an isomorphism between the "bers of Zj,NPRj,N
and of Zj‘,NPRj‘,N . Therefore, by the remarks above, the Taubes map induces split injective maps
H
*
(MM
d,N
)PH
*
(MM
d‘1,N
). Theorem 8.1 follows if we prove
(i) If N*2, j
1
!j
2
#N(d!j
1
)*d,
(ii) If N"1, j
1
!j
2
#(d!j
1
)"d!j
2
*d/2.
Eqs. (6.6) imply j
1
#j
2
)d and j
2
)d/2.
When N*2,
j
1
!j
2
#N(d!j
1
)!d"(N!1)(d!j
1
)!j
2
*(N!2)(d!j
1
)*0.
When N"1, d!j
2
!d/2"d/2!j
2
*0.
9. Topology of instanton moduli spaces
Let X3S;(N) be (a connected component of ) the triple loop group of S; (N). The inclusion of the
space of framed holomorphic bundles EPCP2 in the space of framed smooth bundles (with the
same topological invariants) gives a map
M
d,N
PX3S;(N) (9.1)
We want to prove the following theorem, which improves the results of [4] (for N"2) and of
Kirwan [18] (for N"3), while it partially recovers the results of [18] (for N’3). The isomorphism
statement for N"2, i(d has also been obtained by Hurtubise [17], by a re"nement of the
argument in [4].
Theorem 9.1. „he mapM
d,N
PX3S;(N) induces homomorphisms in homology groups H
i
, which are
(i) if N"2, isomorphisms for i(d and surjections for i"d;
(ii) if N*3, isomorphisms for i(2d#1 and surjections for i"2d#1.
Remark. Since n
1
(M
d,N
)"0, when N*3, by [18] and [32]) one can actually improve ii), by
saying that the map (9.1) induces isomorphisms in homotopy groups n
i
for i(2d#1 (and
surjections for i"2d#1), for N*3.
Proof of Theorem 9.1. It is a theorem of Taubes [31] that the map (9.1) induces stable isomor-
phisms in homology. It remains therefore to prove that the Taubes map (8.2): MI
d,N
PMI
d,N‘1
has
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the homological properties described by Theorem 9.1. For simplicity of notation, we will drop the
su$x&in the following.
We shall use the argument in Section 5 of [28] (originally due to Arnold).
By taking in (8.2) the vectors u, v varying in some open contractible neighbourhoods, we can
substitute
k :M
d,N
PM
d‘1,N
(9.2)
with an open embedding k :M
d,N
];PM
d‘1,N
, where ;LC2N is some open ball.
Let us denote the statement of the theorem (for the map (9.2)) as A
d
. It will be proved by
induction of d. Clearly A
0
holds (one needs n
1
(M
d,N
)"0, for N*3), so the induction begins.
Let us denote Hj
#
integral cohomology with compact support.
By PoincareH duality, A
d
is equivalent to:
(statement A1d) the induced maps Hj
#
(M
d,N
)PHj‘4N
#
(M
d‘1,N
) are
(i) isomorphisms for j’7d, and surjections for j"7d (when N"2);
(ii) isomorphisms for j’4dN!2d!1, and surjections for j"4dN!2d!1 (when N*3).
We shall abbreviate (i) and (ii) in:
(i) stable for j*7d (if N"2);
(ii) stable for j*4dN!2d!1 (if N*3);
and analogously with similar sentences.
Let us suppose A1
c
holds for 0)c(d; and let us prove A1d.
For 0)k)d, let us de"ne the spaces
PN
d,k
"M(A
1
, A
2
, B, C)3MM
d,N
Drk(CAi
1
Aj
2
)1)i, j)d!1)d!kN,
XN
d,k
"PN
d,k
!PN
d,k‘1
"M(A
1
, A
2
, B, C)3MM
d,N
Drk(CAi
1
Aj
2
)1)i, j)d!1"d!kN.
We have
dim
C
XN
d,k
"dim
C
PN
d,k
"2dN!k(N!1). (9.3)
The Taubes map k :MM
d,N
PMM
d‘1,N
restricts to maps PN
d,k
PPN
d‘1,k
and XN
d,k
PXN
d‘1,k
.
Lemma 9.2. (i) „here exists a locally trivial ,ber bundle n : XN
d,k
PM
d~k,N
, with ,bers of complex
dimension k (N#1).
(ii) „he following diagram of „aubes maps commutes:
and the map k gives a canonical identi,cation between the corresponding ,bers.
Remark. An unframed version of Lemma 9.2 (i), in terms of sheaf theory, is well known. The
Gieseker moduli space of equivalence classes of semistable sheaves E over an algebraic surfaces is
canonically strati"ed by prescribing the second Chern class of the double dual E** (which is
a vector bundle). The map assigning to each sheaf its double dual is a locally trivial "bration from
each stratum, into a moduli space of vector bundles of second Chern class equal to the di!erence of
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the second Chern classes of E and E**. See [20, 25]. The proof is in this case easier because the
"bers are compact.
Before giving the proof of Lemma 9.2, it is necessary to make a short digression in strati"cation
theory (see [11, 12, 37]).
A Whitney strati"cation of a subset < of a smooth manifold M is a locally "nite partition of
< into smooth submanifolds of M, called the strata, such that every pair of strata is Whitney
regular, i.e. satis"es Whitney condition B (see the references above). It is well known that Whitney
regularity is invariant under di!eomorphism; moreover the transversal intersection of
Whitney strati"cations is again a Whitney strati"cation.
Suppose now N is a smooth manifold, and f : MPN is a smooth map such that:
(i) the restriction of f to < is proper;
(ii) the restriction of f to each stratum is a submersion.
Such a map f :<PN is called a &&proper strati"ed submersion’’. We have the following celebrated
Thom’s "rst isotopy lemma.
Theorem. ‚et f :<PN be a proper strati,ed submersion of the=hitney strati,ed set <LM. „hen
f is topologically a locally trivial ,bration over <. In particular, the ,bers of f are homeomorphic by
a stratum preserving homeomorphism.
A large class of natural Whitney strati"cations is provided by semialgebraic sets. These are
subsets of Rm which are locally described as union of connected components of sets of the form
g~1(0)!h~1(0), where g and h belong to some "nite collection of real valued polynomial
functions. The class of semialgebraic subsets is closed under "nite union, "nite intersections,
closure, inverse image and image under polynomial mappings. Moreover, any semialgebraic set
<LRm admits a canonical Whitney strati"cation having "nitely many semialgebraic strata. The
idea of the proof is starting from the natural strati"cation of < given by taking its non-singular
part, then the non-singular part of the singularity set, and so on; and then by slightly modifying this
construction, by deleting from any proposed stratum the closure of the set of points where
previously de"ned strata fail to be Whitney regular over it.
Proof of Lemma 9.2. By the de"nition of the space XN
d,k
, we see that, by using the GL(d, C)-action,
we can put (A
1
, A
2
, B, C)3XN
d,k
in the block form
A
1
"Aa1 0x a
1
B , A2"Aa2 0y a
2
B , B"A
b
1
b
2
B , C"(c1 0) (9.4)
and we de"ne (a
1
, a
2
, b
1
, c
1
)"n(A
1
, A
2
, B, C)3M
d~k,N
. Instanton equations (2.4) read, in this
setting
[a
1
, a
2
]"b
1
c
1
, [a
1
, a
2
]"0, xa
2
!a
2
x#a
1
y!ya
1
"b
2
c
1
(9.5)
and we have to quotient the resulting moduli space by the subgroup
G"GA
g
h
0
cB3GL(d, C)H
of block matrices.
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The linearization of (9.5) gives
[a
1
, a@
2
]#[a@
1
, a
2
]"b@
1
c
1
#b
1
c@
1
, (9.6A)
[a
1
, a@
2
]#[a@
1
, a
2
]"0, (9.6B)
x@a
2
#xa@
2
!a@
2
x!a
2
a@#a@
1
y#a
1
y@!y@a
1
!ya@
1
!b@
2
c
1
!b
2
c@
1
"0. (9.6C)
We claim that, for any in"nitesimal variation (a@
1
, a@
2
, b@
1
, c@
1
), and (a@
1
, a@
2
), satisfying (9.6A) and
(9.6B) there exists an in"nitesimal variation (a@
1
, a@
1
, x@, a@
2
, a@
2
, y@, b@
1
, b@
2
, c@
1
) which satis"es (9.6C). It
is su$cient to prove the surjectivity of the map
u(x@, y@, b@
2
)"x@a
2
!a
2
x@#a
1
y@!y@a
1
!b@
2
c
1
. (9.7)
Let „ be a (d!k)]k matrix with „* orthogonal to the image of the map u. Arguing as in the
proof of Lemma 3.1, we get the equations
a
2
„!„a
2
"0, a
1
„!„a
1
"0, c
1
„"0 (9.8)
from which we conclude that, for any i, j, c
1
ai
2
aj
1
„"c
1
„ai
2
aj
1
"0. Therefore „"0, because
(a
1
, a
2
, b
1
, c
1
)3M
d~k,N
, by using a statement symmetric to Lemma 3.2.
From Eq. (9.6), and from the argument above, we see that the only obstruction to smoothness of
the space XN
d,k
lies in the commutation equation for the matrices (a
1
, a
2
). We can decompose XN
d,k
in
smooth strata, according to the rank of the linearized equation (9.6B).
More precisely, the space < of pairs of commuting matrices (a
1
, a
2
), whose eigenvalues lie in
a closed cube around the origin is a semialgebraic subset of C2k2. Therefore it has a canonical
Whitney strati"cation. By construction, this strati"cation is invariant under the adjoint action of
GL(k, C).
This induces trivially a G-invariant Whitney strati"cation of the space XI N
d,k
of matrices
(a
1
, a
1
, x, a
2
, a
2
, y, b
1
, b
2
, c
1
) satisfying (9.5) and the usual maximal rank condition. We claim that
the natural strati"cation of the quotient XN
d,k
"XI N
d,k
/G satis"es Whitney condition. It is su$cient to
check this locally, where we have XI N
d,k
"XN
d,k
]G. We can therefore see locally XN
d,k
as a submani-
fold of XI N
d,k
, transversal to the strata; and the strati"cation of XN
d,k
as induced by transversal
intersection of the strati"cation of XI N
d,k
with XN
d,k
.
The argument above, where the variation of (a
1
, a
2
) was arbitrary, tells us that the map n is
a strati"ed submersion. It is also proper, by Theorem 3.3, because the invariants of (A
1
, A
2
, B, C)
are the invariants of (a
1
, a
2
, b
1
, c
1
), together with the eigenvalues of (a
1
, a
2
). Therefore we can
apply Thom’s "rst isotopy lemma to n : XN
d,k
PM
d~k,N
.
Part (ii) is a simple computation, which we leave to the reader.
Remarks. Lemma 9.2. should be seen as a higher dimensional generalization of Mitchell’s result
Proposition A.6. (and A.8).
Lemma 9.3 (property B
d~k
). For 1)k)d, the induced maps
Hj
c
(XN
d,k
)PHj‘4N
c
(XN
d‘1,k
)
are stable for j*7d!k (if N"2); or isomorphisms for j*2d (2N!1)#2k(2!N)!1 (if N*3).
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Proof. This is an easy consequence of A@
d~k
, for k*1, by using Lemma 9.2. One has to apply
a comparison argument for the (compact cohomology) spectral sequences of the two "brations.
Note that the case k"0 would give Theorem 9.1.
Lemma 9.4 (property C
k
). For 1)k)d, the induced maps
Hj
c
(PN
d,k
)PHj‘4N
c
(PN
d‘1,k
)
are stable for j*7d!k (if N"2), or isomorphisms for j’2d(2N!1)#2k(2!N)!1 (if N*3).
Proof. Let us prove C
k
by descending induction on k. Let us take k"d.
When N"2, C
d
reads :Hj
c
(PN
d,k
)PHj‘4N
c
(PN
d‘1,k
) is stable for j*6d. This is true for dimen-
sional reasons, because 6d"dim
R
P2
d,d
, and 6d#8"dim
R
P2
d‘1,d
.
One argues analogously if N*3, and j*2d(N#1).
Let us consider the commutative diagram, induce by the long exact sequences for the pairs,
(PN
d,k
, PN
d,k‘1
) and (PN
d‘1,k
, PN
d‘1,k‘1
)
An application of the "ve lemma shows that, for k*1, B
d~k
and C
k‘1
implies C
k
. In this way we
get C
1
, by downwards induction. A stronger version of C
0
is given by Theorem 8.1. Now we can
apply the "ve lemmas again to the diagram
Here, when N"2, one can conclude (as in [28]).
When N*3, if j"4dN!2d!1, then f
2
, f
4
, f
5
are isomorphisms (by the inductive hypotheses,
and by Theorem 8.1); therefore f
3
is also surjective. When j*4dN!2d, then f
1
, f
2
, f
4
, f
5
are
isomorphisms; therefore f
3
is also an isomorphism.
Appendix A. Control theory, loop groups, and invariant 6ag manifolds
In this appendix we collect several notions which are mostly well known, but quite scattered in
the literature.
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Let us de"ne, for d, N positive integers, the control theory moduli space R
d,N
as the set of pairs of
matrices (A, B) with A : CdPCd, B :CNPCd, satisfying
"a3C, (A!a, B) : Cd‘NPCd is surjective; (A.1)
modulo the usual GL(d, C)-action
A> S~1AS, B>S~1B. (A.2)
Let A(A, B)"(B, AB, A2B,2 ,AdB); then it is easy to see that condition (A.1) is equivalent to
A(A, B) having maximal rank d.
We have a Kalman map
0 : R
d,N
PG
d
(CdN) given by 0 (A, B)"Im
3084
A(A, B). (A.3)
Proposition A.1 (see [15,16]).
(i) R
d,N
is a non-compact, connected complex manifold of dimension dN.
(ii) „he Kalman map (A.3) is an algebraic embedding.
(iii) „he map R
d,N
PCd, given by associating to any pair (A, B) the coe.cients
of the characteristic polynomial of A, is proper.
The topology of R
d,N
has been computed by Helmke (see [15, 16]). Let us "x d distinct points a
1
,
a
d
, in the complex plane. Let us de"ne a map
j : (CPN~1)dPR
d,N
(A.4)
by associating to (u
1
, u
d
) the pair
(A.5)
Proposition A.2. (i) „he space R
d,N
has the same homology of the complex Grassmannian
G
d
(Cd‘N~1).
(ii) „he induced homology map j
*
is surjective; while the cohomology map j* is injective and it
identi,es the cohomology ring of R
d,N
with the symmetric elements in the algebra
?d
i/1
H*(CPN~1, Z).
We can de"ne a &&Taubes map’’ k : R
d,N
PR
d‘1,N
up to homotopy: let (A, B)3R
d,N
; up to
homotopy, we can suppose that the matrix A has eigenvalues contained in a "xed disk D in the
complex plane. Let us take a N D, u3CPN~1. Let us de"ne
(A.6)
The following is an easy corollary of Proposition A.2.
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Corollary A.3. „he „aubes map (A.6) induces isomorphisms in homology and cohomology groups
H
2i
(R
d,N
K Z):H
2i
(R
d‘1,N
KZ ), for i)d.
Let us de"ne the moduli space C
d,N
"M(A, B)3R
d,N
D A is nilpotentN. In some sense, C
d,N
and
R
d,N
are &&simpler versions’’ of H
d,N
and MM
d,N
, of which they are proper subvarieties.
Lemma A.4 ([15]). C
d,N
is a compact connected algebraic variety, of dimension d (N!1); moreover, it
is a deformation retract of R
d,N
.
We can restrict the Kalman embedding to C
d,N
:
0 : C
d,N
PG
d
(CdN) (A.7)
The image of the map (A.7) can be described as follows. Let (l
0
, l
1
,2 , ld~1)3CdN be a vector in
the space where the rows of A(A, B) lie. Let T : CdNPCdN be the shift operator
T(l
0
, l
1
,2 , ld~1)"(l1 , l2,2 , ld~1 , 0). The following is due to Helmke, and it was the motiva-
tion for Proposition 4.1.
Proposition A.5. „he image of C
d,N
under the Kalman embedding (A.7) is the complex analytic variety
of those d-dimensional subspaces in CdN, which are stable under the shift operator „.
Proposition A.5 allows one to connect to the theory of loop groups. Let H be the Hilbert space
‚2(S1, CN). Let H‘ be the subspace of H spanned by the positive frequencies (zm)
m;0
. There is
a linear shift operator on H, given by multiplication with the variable z. De"ne the dth term F
d,N
of
the Mitchell}Segal ,ltration of the algebraic loop group
XS;(N )"Mc :S1PS; (N) polynomial in z, z~1 D c (1)"IN (A.8)
as follows: any c3XS;(N) de"nes a subspace <"cH‘ of H stable under multiplication by z. By
a canonical shifting (see [21, 29] for details) we can suppose that < actually contains H‘, and it
therefore may be identi"ed with a subspace of H/H‘:MCN-valued complex polynomials in z~1N.
Then F
d,N
is de"ned as the space of loops in XS;(N) corresponding to the subvariety of
d-dimensional spaces of vector polynomials in z~1, contained in H/H‘, which are stable under
multiplication by z.
By Proposition A.5, and [21], we see that the Kalman embedding identi,es C
d,N
with F
d,N
. The
reader will forgive here the cacophony in the notation, the shift operator being called z~1 for C
d,N
,
and z for the case of F
d,N
. It is not essential that H/H‘ is in"nite dimensional, because it is easy to
prove that any <3F
d,N
is actually contained in the dN-dimensional space (z~dH‘)/H‘.
Let j"(j
1
, j
2
,2 , jd), with 0)jd)jd~1)2)j1)d be a partition. Let us consider the
moduli space Xj,N of #ags of vector spaces (of vector polynomials in z~1):=jd-=jd~1-2-=j1-H/H‘ , dim=jj"jj , which are z- stable. The following is Theorem
2.11 in [21], with a slight change in notation.
Proposition A.6. =e have a natural homeomorphism
Xj,N"Fj1~j2,N]Fj2~j3,N]2]Fjd~1~jd,N]Fjd,N . (A.9)
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It is worth noticing that the analogue of Proposition A.6 for #ag manifolds and Grassmannians
(when we drop the z-stability condition) is false.
It is remarkable how Proposition A.6 translates in terms of loops c3X;(N). One can associate
to any (N, B)3C
d,N
a loop c3X;(N ). Let c
j
be the loop corresponding to =jj . Then Xj,N is the
space of &&factorized polynomial loops’’:
c
1
"o
d
o
d~1
2o
1
with c
j
"o
d
o
d~1
2o
j
. (A.10)
Proposition A.6 easily follows from this description.
Remark. It is useful to note that Xj,N satis"es condition (S ) in [5] see Section 6 here; this is
a special case of the main theorem of [5].
Proposition A.7. Xj,N is naturally isomorphic to the moduli space of pairs (N, B) with N :Cj1PCj1,
B : CNPCj1: and where the nilpotent matrix
(A.11)
is block upper triangular with respect to a decomposition Cj1"Cj1~j2 =Cj2~j3 =2=Cjd; modulo
the usual action of those g3GL(j
1
, C ), which are triangular block matrices, with respect to the same
decomposition.
Note: here and in the proof some of the blocks may be empty.
Proof. Let
B"A
B
1
2
B
d
B .
It is clear that a pair (N, B) with N being block upper triangular de"nes a #ag of z~1-invariant
subspaces (0)-<
d
-<
d~1
-2-<
1
-CdN, by <
j
"Im
3084
((N
j
)iBj)0)l)j
j
!1 where
(A.12)
Conversely, let us consider a #ag of z~1-invariant subspaces (0)-<
d
-<
d~1
-2-<
1
-CdN.
We have, by proposition A.5, <
d
"Im
3084
((M
d
)lBd)0)l)j
d
!1. Let us split <1"<@=<d ; with
respect to this splitting, the nilpotent operator z~1 is in lower triangular form; therefore, by the proof
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of Proposition A.5} see here the proof of Proposition 4.1 } the matrix N in the pair (N, B)
representing <
1
, has an upper triangular form
N"A
N@
0
*
M
d
B .
Iterating this argument, we eventually get the thesis.
Let j"(j
1
, j
2
,2, jd), with 0)jd)jd~1)2)j1)d be a partition. Let us de"ne the moduli
space Rj,N of those pairs (A, B), with A :Cj1PCj1 , B :CNPCj1 , such that A has a block triangular
form
(A.13)
with respect to a decomposition Cj1"Cj1~j2 =Cj3~j2 =2=Cjd; modulo the usual action of
those g3GL(j
1
, C), which are triangular block matrices, with respect to the same decomposition. In
practice, Xj,N is obtained from Rj,N by imposing the nilpotency of the matrices Mi’s. It is easy to
prove that Rj,N is a smooth manifold of complex dimension N j1 . Moreover, Xj,N is a deformation
retract of Rj,N: this can be proved in the same way as Lemma A.4 (see [15], Theorem 2.24), or as
Lemma 3.5 (see also Propositions A.6 and A.8 here, which together imply that the inclusion
Xj,NPRj,N is an homology equivalence).
Let j"(j
1
, j
2
,2, jd) be a partition. Let us denote j‘"(j1#1, j2,2, jd). The following may
be easily proved as proposition A.6, by considering elements in Rj,N as &&factorized rational loops’’,
generalizing (A.10); cf. [29].
Proposition A.8. =e have a natural di+eomorphism
Rj,N"Rj1~j2,N]Rj2~j3,N]2]Rjd~1~jd,N]Rjd,N . (A.14)
Finally, we can consider a Taubes map
(A.15)
where u3CPN~1, and b is a (su$ciently large) complex number. We have the following corollary of
Propositions A.3 and A.8.
Corollary A.9. „he map (A.15) induces isomorphisms in homology groups H
j
, for any odd j; and for
j"2i, with i)j
1
!j
2
.
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Appendix B: A table of de5nitions of various moduli spaces
We include here some de"nitions and main properties of various moduli spaces, for bene"t of the
reader.
MM
d,N
is the moduli spaces of framed torsion free sheaves on CP2: in the monad description, it is the
moduli space of matrices A
1
:CdPCd, A
2
:CdPCd,
B :CNPCd, C :CdPCN satisfying:
rk(B, A
1
B, A
2
B,2,Ai1Aj2B,2)1)i,j)d!1"d, [A1 , A2]"BC
modulo the GL(d, C)-action A
1
>S~1A
1
S, A
2
>S~1A
2
S, B>S~1B, C>CS.
M
d,N
is the moduli space of framed instantons: in the monad description:
M
d,N
"M(A
1
, A
2
, B, C)3MM
d,N
, rk(CAi
1
Aj
2
)1)i, j)d!1"d)N
MM P
d,N
is a contractible algebraic a$ne variety, completion of M
d,N
, and an analogue of Uhlenbeck
compacti"cation (see Section 2).
MK
d,N
is a smooth C*-equivariant compacti"cation of MM
d,N
, needed in Section 6 to allow the
application of Bialynicky}Birula theorem.
H
d,N
is the moduli space of matrix triples (N
1
, N
2
, B) (of size d]d, d]d, d]N, respectively) where
N
1
, N
2
are commuting nilpotent matrices, rank((Ni
1
Nj
2
B)0)i, j)d!1)"d, modulo the usual
GL(d, C)-action. It is a compact subvariety, and a deformation retract of MM
d,N
.
G
d,N
is the complex variety of d-dimensional complex subspaces of the space of CN- valued
polynomials in the complex variables z, w, stable for the two nilpotent transformations z~1, w~1:
it is called the bi-invariant Grassmannian, naturally isomorphic to H
d,N
:
G
d,N
"M<LC
d~1
[z, w]?CN z~1<L<, w~1<L<N
R
d,N
is the control theory moduli space of pairs of matrices (A, B) with A :CdPCd, B :CNPCd,
satisfying rk(B, AB, A2B,2,AdB)"d, modulo the usual GL(d, C)-action A>S~1AS,
B>S~1B,
C
d,N
"M(A, B)3R
d,N
DA is nilpotentN. It is a deformation retract of R
d,N
.
F
d,N
is the dth term of the Mitchell}Segal ,ltration of the algebraic loop group
XS;(N)"Mc :S1PS;(N) polynomial in z, z~1 D c(1)"IN. It is identi"ed with the subvariety of
d-dimensional subspaces of the space of CN-valued polynomials in the complex variable z~1,
which are stable under multiplication by z. It is isomorphic to C
d,N
.
Let j"(j
1
, j
2
,2, jd), with 0)jd)jd~1)2)j1)d,
d
+
i/1
j
i
"d, be a partition.
Rj,N is the moduli space of pairs (A, B), with A :Cj1 PCj1, B :CNPCj1, such that A has a block
triangular form
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with respect to a decomposition Cj1"Cj1~j2 =Cj3~j2 =2=Cjd; modulo the usual action of
those g3GL(j
1
, C), which are triangular block matrices, with respect to the same decomposition. It
is naturally identi"ed with the "xed point set of the C*- action on MM
d,N
; we have a natural
di!eomorphism Rj,N" Rj1~j2,N]Rj2~j3,N]2] Rjd~1~jd,N]Rjd,N
Xj,N is naturally isomorphic to the moduli space of pairs (N, B)3Rj,N with N nilpotent. It may be
identi"ed with the "xed point set of the C*-action onH
d,N
. It is a deformation retract of Rj,N, and
it is naturally isomorphic to the moduli space Xj,N of #ags of vector spaces (of vector polynomials
in z~1): =jd-=jd~1-2-=j1-H/H‘, dim=jj"jj , which are z-stable. We have a homeo-
morphism: Xj,N"Fj1~j2,N]Fj2~j3,N]2]Fjd~1~jd,N]Fjd,N .
>j,N is the stable manifold of Xj,N; it is made by those triples (N1 , N2 , B)3Hd,N where N1
has Jordan form represented by the partition j"(j
1
, j
2
,2, jd), through dim (ker(N1)j/
ker(N
1
)j~i)"j.
Zj,N"M(A1 , A2 , B, C)3MM d,N , C"0, [A1 , A2]"0, A1 is nilpotent of "xed Jordan type represented
by the partition jN; Zj,N is the stable manifold of Rj,N.
Finally, we have considered in Section 9 a natural "ltration of MM
d,N
by analytic subvarieties:
PN
d,k
"M(A
1
, A
2
, B, C)3MM
d,N
D rk(CAi
1
Aj
2
)1)i, j)d!1)d!kN.
The associated strati"cation is given by
XN
d,k
"PN
d,k
!PN
d,k‘1
"M(A
1
, A
2
, B, C)3MM
d,N
D rk(CAi
1
Aj
2
)1)i, j)d!1"d!kN.
Appendix C. betti numbers of the bi-invariant Grassmannian G
d,N
.
Here are the Betti numbers of some low-dimensional G
d,N
. In the jth column (indexed by the "rst
row) one sees the rank of H
2j
(G
d,N
). At the far right we have put the Euler characteristic. One sees
immediately how PoincareH duality does not hold in general (except, for example, when d"1, since
G
1,N
"CPN~1).
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