Lower bounds for the error of quadrature formulas with positive weights are proved. We get intractability results for quasi-Monte Carlo methods and, more generally, for positive formulas. We consider general classes of functions but concentrate on lower bounds for relatively small classes of trigonometric polynomials. We also conjecture that similar lower bounds hold for arbitrary quadrature formulas and state different equivalent conjectures concerning positive definiteness of certain matrices and certain extremal problems for trigonometric polynomials. We also study classes of functions with weighted norms where some variables are``more important'' than others. Positive quadrature formulas are then tractable iff the sum of the weights is bounded.
INTRODUCTION
Consider quadrature formulas of the form
We define the (worst case) error of Q n on F by
and the n th minimal error by e n (F )=inf Q n e(Q n , F ).
The number e n (F) is the (worst case) error of the optimal quadrature formula (for the class F), using at most n knots. Obviously, the sequence e n (F ) is nonincreasing. For all the F 's in this paper we have e(Q 0 , F )=e 0 (F )=1, where Q 0 ( f )=0 is the trivial quadrature formula. Hence the problems are properly scaled for all d. We say that Q n is positive if c i 0 for all i=1, ..., n. Positive formulas are preferred due to their strong stability properties. Therefore we also define
where the infimum only runs through the set of positive quadrature formulas (1) . The order of convergence of e n (F) is known for many function classes F. It is often of the form e n (F ) Ä n &k } (log n)
We also often have e n (F ) Ä e + n (F), but we usually do not know whether e n (F ) and e + n (F ) are equal. Many results and references can be found in Niederreiter (1992) , Novak (1998) , Temlyakov (1991 Temlyakov ( , 1994 , Traub, Wasilkowski, and Woz niakowski (1988) , and Traub and Werschulz (1998) . We mention two specific results. Let W 
where : # N d ). We assume the imbedding condition 2k>d. It is well known from the work of Bakhvalov (1959) and Sobolev (1965) that
Instead of the norm (4) we can define a tensor product norm by
, where the sum is over all : # N 0 with : l k for all l. We obtain a space H 
The tensor product
It is known through the work of Frolov (1976) and Bykovskii (1985) that
A result such as (3) of course implies (by definition of Ä ) a lower bound
and also a similar upper bound
for all n>1. Usually, however, the constants c F and c~F are not known, or if known they differ very much and they are not useful for, say, d 10.
Observe also that the sequence n &k } (log n) # is not always monotonically decreasing. If # is large then (7) is useless even if we know the optimal c~F. It may happen that the sequence n &k } (log n) # is increasing for all reasonable n, say n 10 10 .
It is not our aim to discuss asymptotic results for n Ä , but lower bounds for``small'' n or``relatively large'' =. We are interested in the case n<2 d and this also means that d should not be``too'' small.
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The optimal order of e n (H
is between n &k and n &k+$ , for any $>0, independently of d. Hence we may say that the order of convergence does not depend on d.
We are interested, for example, in the following problem. Assume that k # N and =<1 are fixed and define
The problem is to verify whether n(d ) and n + (d ) depend polynomially on d. If so integration is tractable, if not integration is intractable.
Observe that the known order (6), with unknown constants that depend on d, does not say anything about tractability. We will prove an intractability result for the n c i =1Ân are discussed. Some lower bounds can be generalized, however, to the class of positive quadrature formulas.
Weighted tensor product norms were studies in Sloan and Woz niakowski (1998) and in Wasilkowski and Woz niakowski (1998). We also discuss weighted norms, see Section 5. We prove that positive quadrature formulas are tractable iff the sum of the weights is bounded; see Theorem 5 and Remark 4.
The following result of Novak, Sloan, and Woz niakowski (1997) was the starting point of this paper. Assume that H 1 is a Hilbert space of univariate functions and that H d is the respective tensor product space, together with the cross-norm, as in (5). Let F d be the unit ball of H d and assume, to avoid trivial cases, that e 1 (F 1 )>0. The last assumption means that the integration problem cannot be solved exactly for d=1 with only one function value. Then it is always true that e d (F d )>0 but it may happen that
This means that a lower bound such as
with C>1 independent on d is not true for arbitrary tensor product problems.
We believe, however, that (8) is true for many typical tensor product problems. Observe that (8) implies intractability. Indeed, any quadrature formula with error less than =, 0<=<1, needs at least exponentially many (in d ) function evaluations. This holds even if = is close to 1.
In this paper we prove lower bounds of the form
&d for all the classes F ; d and hence for the larger classes
The constant C>1 depends on ;>0 or k # N, respectively, but of course does not depend on d or n. It easily follows from Theorem 4 that
&d .
Therefore we prove intractability results for positive quadrature formulas. In Section 4 we discuss the conjectured lower bound (8) for arbitrary quadrature formulas.
OPTIMAL ERROR BOUNDS AND OTHER EXTREMAL PROBLEMS
We begin with a definition of the classes F 
, as a vector space over the complex numbers. For our problem it is enough to consider real valued polynomials. These are characterized by a h =aÄ &h for all h. The real-valued elements of
d , over R. The space V 1 is generated by e 1 =1, e 2 (x)=cos(2?x), and e 3 (x)=sin(2?x). For ;>0, we define a scalar product ( } , } ) ; on V 1 by (e i , e j ) ; =0 for i{j, (e 1 , e 1 ) ; =1, (e 2 , e 2 ) ; =(e 3 , e 3 ) ; =;
The functions e 1 , e 2 , and e 3 are orthogonal for all ;>0 but orthonormal only for ;=1. For ;=2 we get the L 2 -norm on V 1 . The usual Sobolev Hilbert norms (4) are obtained for special values of ;. Indeed, we have
On the space V d we define the tensor product (cross-) norm by
Observe that
If ; and k are related as in (9) In view of (10) we can also say that e n (F 
As we shall see in a moment, the optimal error bounds e n (F ; d ) for quadrature formulas are related to the solution of the following extremal problem for trigonometric polynomials. For given points
We define the numbers g(n, d, ;)= sup
Our first lemma is a simple geometrical statement which we do not prove. Just observe that (x, e) xÂ(x, x) is the projection of a vector e along the direction x and (x, e) 2 Â(x, x) is the square of the length of this projection.
Assume that H is a Hilbert space with e # H and &e&=1. Let X/H be a set which contains each :x if x # X and : # R. Then
Also the next lemma is simple and well known.
Lemma 2.
Assume that H is a Hilbert space with g 1 , ..., g n # H such that the linear system
has a solution in H. Then (15) has a unique solution f * with minimal norm and f * is of the form f *= n i=1 c i g i . We now apply Lemma 1 to e=1 and H=V d with a ;-norm. For X we take the set of all 
. This is true for any given x 1 , ..., x n . We take the supremum with respect to x i and obtain
as claimed. K Theorem 2. Let d, n # N and ;>0 and 8>0. Then the following statements are equivalent: (13) we know that
We now modify this formula. We write vectors in V 1 with respect to the basis (e 1 , e 2 , e 3 ), hence 1=e 1 =(1, 0, 0) and In (17) we have (x, 1) ; = n i=1 c i and we obtain
.
ERICH NOVAK
If we define 0Â0=0 then we can allow arbitrary c i and : 
implies c i * 0 for i=1, ..., m. This means that an optimal quadrature formula Q m with knots x 1 , ..., x m has nonnegative weights. If m=1 then each $ ; x 1 is admissible. It can be checked that the same is true for m=2, but already in the case m=3 and d=2 there are knots x 1 , ..., x m such that the $ ; x i are not admissible. The following lemma is known from optimization theory; see, e.g., Luenberger (1969, p. 71), but also can be proved in a straightforward way. Using this we obtain two equivalent statements which can be proved similarly as in Theorem 2. 
This yields
Using Theorem 3 and the fact that F 
Remark 2. Theorem 3 looks like a lower bound for e + n (F ; d ) due to statement (a). The complete statement is the equivalence of (a) and (b), however, and hence Theorem 3 can also be used to prover upper bounds. For ;=1 we obtain
The lower bound follows from (19) , the upper bound follows from Theorem 3. Assume that n 2 d . Then we can choose the : Hence the linear system (18) is the trivial system c i } 2 d =1, for all i, and we obtain n i=1 c i =n2
&d . Therefore the equivalent conditions of Theorem 3 cannot be true for a 8<n2 &d .
CONJECTURES
We do not know whether arbitrary quadrature formulas are better than positive quadrature formulas. We tried to prove that
but did not succeed. For ;=1 we conjecture that
Due to Theorem 2 we get equivalent conjectures about an extremal problem for trigonometric polynomials and about positive semidefinite matrices:
(1) For any given points x 1 , ..., x n # [0, 1] d there is a trigonometric polynomial of degree one in each variable such that f (x 1 )= } } } =f (x n )=1 and & f & ; 2 &dÂ2 } n 1Â2 , where ; 1. In particular, we conjecture this for the L 2 -norm, where ;=2.
(2) Any matrix A # R n_n with entries a ij defined by
1+cos(:
is positive semidefinite.
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Remark 3. It seems that these conjectures are related to the Hadamard product of matrices, see Horn (1990) , and also to positive definite functions, see Stewart (1976) . We performed some numerical experiments and obviously did not find a counterexample to the above conjectures. It would be very interesting to have general results for which classes F we have e + n (F )=e n (F ).
WEIGHTED NORMS
If d is large then often some variables are``more important'' than others. To model such a situation we consider weighted tensor product norms, where different norms are taken for the different variables. Weighted tensor product norms were recently studied in Sloan and Woz niakowski (1998). The authors concentrate on quasi-Monte Carlo formulas (with equal weights c i =1Ân) and prove upper as well as lower bounds with respect to weighted discrepancies. In the paper of Wasilkowski and Woz niakowski (1998) the authors study general weighted tensor product problems. For the problem of numerical integration they prove upper bounds by means of a weighted tensor product algorithm. First we generalize the spaces H
Similarly, we define a class F ; d by the norm
All previous results can be modified to this more general situation. We obtain
We only state the lower bound for positive formulas, analogously to Theorem 3 and Theorem 4. 
This lower bound is optimal, i.e., the numbers
are bounded from above by n + (=)< if and only if (22) holds. This can be proved in a nonconstructive way, along the lines of Sloan and Woz niakowski (1998). The proof goes as follows. Let Q n, d (x 1 , ..., x n ) denote the quasi-Monte Carlo method
and let 
which is always smaller than 1. Comparing (25) with (27) we note that the modified weights (26) give better bounds for all n. For large n, however, the improvement is negligible.
