Abstract. Context-aware systems are ubiquitous computing systems capable to adapt their behavior according to a dynamical changing environment. The development of reasoning and modeling techniques of context information have resulted a challenging task due to the inherent complexity of dynamical systems. In particular, modeling time and location context information have been so far constrained in current formalisms for context-aware computing due to expressive and computational limitations. Due to the well-known balance of expressive power and efficient reasoning algorithms associated to modal logics, we propose in the current work the use of expressive modal logics as a reasoning framework for context-aware pervasive systems. In particular, we describe a consistency model for a context-aware communication system. The consistency of this model is characterized in term of the satisfiability of the µ-calculus (an expressive modal logic).
Introduction
Context-aware systems are flexible and adaptable to the context of information [6] . Due to the inherent huge amount of context variables in these systems, developing a context-aware system tends to be a very complex task for developers. In order to help reduce complexity and improve the maintenance and scalability in context-aware systems, it then is necessary to use modeling and reasoning techniques.
Basic modal logic K is an extension of propositional logic with necessitation and possibility operators [7] . Many extensions of K, such as linear temporal logic (LTL), propositional dynamic logic (PDL), computational tree logic (CTL), description logics (DLs), etc., have been successfully used as reasoning frameworks in a wide rage of domains, such as program analysis, knowledge representation, databases, programming languages, etc. Due to the well-known balance of expressive power and efficient reasoning algorithms associated to modal logics [12] , we propose in the current work the use of expressive modal logics as a reasoning framework for context-aware pervasive systems.
Before definining the set of fomulas, we consider a fixed alphabet composed by three sets P ROP , M OD and V ar, where P ROP is a set of proposition, M OD = {1, 2, 3, 4} is a set of modalities, and V ar is a set of variables.
Definition 1 (Syntax). The set of µ-calculus formulas is defined by the following grammar:
Where p is a proposition, m a modality, and X is a variable.
We assume variables can only occur bounded and in the scope of a modality.
Formulas are interpreted as node subsets in unranked trees. We then now define tree structures in style of Kripke. A tree structure K or simply a tree is defined as a tuple (N, R, L) where:
-N is a set of nodes; -R is a family of binary relations R m among nodes (N × N ) forming a tree shape, that is, R 1 denotes the first child relation, R 2 the following (right) sibling, R 3 the parent, and R 4 the previous (left) sibling, we often write n ∈ R(n, m) instead of (n, n ) ∈ R m ; and -L is a function labeling L : N → 2 P ROP .
We give a formal description of formula semantics.
Definition 2 (Semantics).
Consider a tree K and a valuation V : V ar → 2 N . Formulas are interpreted as follows:
A formula φ is satisfiable, if and only if, there is a tree such as the interpretation of φ over the tree is not empty, that is φ K V = ∅. If a tree K satisfies a formula φ, we say K is a model of φ.
Intuitively, propositions are used as labels for nodes, negation (¬) is interpreted as set complement, disjunctions are interpreted as set union. Modal formulas m φ hold in nodes where there is an m-adjacent node supporting φ. The least fixed-point is intuitively interpreted as a recursion operator.
Notation:
, := p ∨ ¬p, and ⊥ := ¬ . Example 1. Consider for instance the following formula: 1 p 2 ∧ p 1 . This formula holds in nodes named p 1 with a child named p 2 . In Figure 1 , there is a graphical representation of tree model for 1 p 2 ∧ p 1 .
The fixed-point operator is intuitively interpreted as a recursion operator, consider for instance µX.(p 3 ∨ 1 X) ∧ 1 p 2 ∧ p 1 . This formula holds in a p 1 node with a descendant p 3 and a child p 2 . The tree in Figure 1 is also a model for µX. In this section, we describe a µ-calculus characterization of a context-aware communication system [10] . The input of the communication system consists of a set of user communication preferences, a set of location communication constraints, and a schedule describing when users are at a specific location. Communication can be synchronous or asynchronous. For instance, let say the communication system is composed by two users, whose communications preferences consists of e-mail and chat, and e-mail and phone, respectively. e-mail and chat imply asynchronous communication, and phone implies synchronous communication.
It is then easy to see that user 1 can start communication asynchronously with user 2. However, it may be the case that according to the schedule, user 2 will be located at places where e-mail is not available. Furthermore, user 2 may have access to e-mail but only before user 1. In this two cases, we say the communication system is not consistent because constrains forbid communication. The µ-calculus formula characterizing the system is satisfiable, if and only if, the system is consistent.
Formally, we describe the input of the system as sets.
Definition 3 (System input).
-The set of communication channels CH = {c 1 , . . . , c n } is divided in asynchronous and synchronous, that is, CH = AC ∪ SC and AC ∩ SC = ∅. -The set of user preferences (restrictions) P C is composed by pairs (p, c),
Where p is a user proposition, and c is a communication channel. -The set of communication constraints for locations P L is composed by pairs (l, c), where l is a location proposition and c is a communication channel. -The schedule is defined as the following set: SCH = {(p, t, l) | p is a user proposition, t is a time proposition, l is a location proposition}.
In order to semantically define the consistency of the communication system, we define a consistency model.
Definition 4 (System consistency model).
Given a set of communication channels CH, a set of user preferences P C, a set of location constraints P L, and a schedule SCH, we define the consistency model CM odel(CH, P C, P L, SCH) as a tree structure (N, R, L), as follows:
-there is one node for the root r ∈ L(n); -one node for each time proposition t i ∈ L(n ti ) (i = 1, . . . , k 1 ), which are the children of the root, that is, R(n, 1) = n t1 , R(n tj , 2) = n tj+1 (j = 1, . . . , k 1 − 1); -each time node has one child per location, that is, l j ∈ L(n li,j ) and R(n ti , 1) = n li,1 and R(n lj,s,2 ) = n j,s+1 , where i = 1, . . . , k 1 , j = 1, . . . , k 2 and s = 1, . . . , k 2 − 1; -each location node has one child per channel available, that is, c s ∈ L(n i,j,w ), R(n li,j , 1) = n ci,j,1 and R(n ci,j,w , 2) = n ci,j,w+1 , where i = 1, . . . , k 1 , j = 1, . . . , k 2 , s = 1, . . . , k 3 and w = 1, . . . , k 3 − 1; and -each channel node has one child per user with that channel preference, that is, u w ∈ L(n ci,j,s ), R(n ci,j,s , 1) = n ui,j,1 and R(n ui,j,z , 2) = n ui,j,z , where
Intuitively, a consistency model is tree of 5 levels: the first level is the root; the second is composed by the time lapses considered in the schedule; the third level contains the locations; the communication channels available at a particular location compose the fourth level; and the last level contains the users associated to each communication channel. In Figure 2 it is depicted a graphical representation of a consistency communication model.
In order to define the consistency of the communication system, we define the following relations in a tree (N, R, L): a node n 1 is a child of a node n 2 , written child(n 1 , n 2 ), if and only if, R(n 1 , 1) = n 2 or there is a non empty sequence R(n 1 , 1) = n 1 , R(n 1 , 2) = n 2 , . . . , R(n i , 2) = n 2 ; a node n 1 is a descendant of a node n 2 , written descendant(n 1 , n 2 ), if and only if, there is a non empty sequence of nodes n 1 , n 2 , . . . , n i , such that child(n 1 , n 1 ), child(n 1 , n 2 ), . . ., child(n i , n 2 ); and a node n 2 is a following sibling of a node n 1 , written f sibling(n 1 , n 2 ), if and only if, n 1 is the same than n 2 or there is a (possibly empty) sequence of nodes R(n 1 , 2) = n 1 , . . ., R(n i , 2) = n 2 .
Definition 5 (System consistency). Given a consistency model CM odel, we say user u 1 can communicate with user u 2 , if and only if, -(Synchronously) there is a channel node n c , such that child(n c , n u1 ) and child(n c , n u2 ), and there is a time node n t , such that descendant(n t , n c ), descendant(n t , n u1 ) and descendant(n t , n u2 ); -(Asynchronously) there is a channel node c c , such that child(n c , n u1 ) and child(n c , n u2 ), and there are two time nodes n t1 and n t2 , such that f sibling(n t1 , n t2 ), descendant(n t1 , n c ), descendant(n t2 , n c ), descendant(n t1 , n u1 ) and descendant(n t2 , n u2 ). descendant of a time node, which is a previous sibling of the ancestor time node of the other user node. We now define a logic formula that it is only satisfiable in a consistency model. To this end, we first define some notation: m 0 φ := φ, m 1 φ := m φ, m i φ := m i−1 m φ, where m is modality and i is the natural number. We now describe a characterization of the consistency model in terms of a µ-calculus formulas.
Definition 6 (Consistency formula). Given a system input CH, P C, P L and SCH, and a communication type tc ∈ {syn, asyn}, syn for synchronous and asyn for asynchronous, we define the consistency formula as follows:
Where k 1 is the number of time propositions in the schedule, k 2 is the number of locations, h(tc, t, l) = |{c ∈ tc | (l, c) ∈ P L}| is the number of communication channels of type tc at a particular location l, and k(tc, t, l, c, p) = |{c ∈ tc | (p, t, l) ∈ SCH, (p, c) ∈ P C}| is the number of users with a communication channel c as a preference. Lemma 1. Given a system input channels, P C, P L, SCH, the consistency formula is satisfiable by the consistency model only, that is,
We now define a characterization formula for each type of communication.
Definition 7 (Synchronous communication).
The characterization formula SC(u 1 , u 2 ) corresponding to a synchronous communication from user u 1 to u 2 is defined as follows:
Where k is the number of synchronous communication channels.
Definition 8 (Asynchronous communication).
The characterization formula AC(u 1 , u 2 ) corresponding to a synchronous communication from user u 1 to u 2 is defined as follows:
Where k is the number of asynchronous channels and F is defined in Definition 7. Now, from Lemma 1, it follows the consistency theorem. Theorem 1. Given an input system channels, P C, P L and SCH, user u 1 can communicate with user u 2 (according with Definition 5), if and only if,
We now describe an example of the system input. We show in two cases when the system is consistent and inconsistent. 
(A) (B) Fig. 3 . The inconsistent CModel A is the synchronous communication, the formula is root ∧ N1(tc) ∧ SC(uc, uy) and the inconsistent CModel B is the asynchronous communication and the formula is root ∧ N1(tc) ∧ AC(uc, uy) . Where r is the root, c1 is the mobile call, c2 is landline, c3 is the message, l1 is the office and l2 is the warehouse Example 2. We consider the Table 1 where user u y arrives at t 1 to the warehouse and user u c arrives at t 2 to the office also this table shows user preferences and the location where they will be. Consistent system input.
-The set of communication channels is CH = {mobile call, landline, message}.
-The set of user preferences is P C = {(u y , mobile call), (u y , message), (u c , mobile call), (u c , message), (u c , landline)} -The set of communication constraints for location is P L = {(W arehouse, mobile call), (W arehouse, message), (Of f ice, mobile call), (Of f ice, landline), (Of f ice, message)} -The shedule is the following set: SCH = {(u y , t 1 , W arehouse), (u y , t 2 , W arehouse), (u y , t 3 , W arehouse), (u c , t 2 , Of f ice), (u c , t 3 , Of f ice)} Inconsistent system input. Now consider where the user u y has no preferences, we are based on the previous sets, the inconsistent system sets are as follows.
-The set of user preferences is P C = {(u c , mobile call), (u c , message), (u c , landline)} Example 3. We now present the CM odel(CH, P C, P L, SCH).
-The tree has a root (r).
-The time nodes are three t 1 , t 2 and t 3 children of r.
-Each time node has two child nodes Office and Warehouse. Where r is the root, c1 is the mobile call, c2 is landline, c3 is the message, l1 is the office and l2 is the warehouse -Each location node has two synchronous channels (mobile call and landline) and an asynchronous channel (message). -Each channel node has one user (u y and u c ), which are essential to the user's preference.
In the Figure 4 it is observed the CModel for the consistent system with synchronous and asynchronous communication. Now in the Figure 3 is observed the CModel for the inconsistent system with synchronous and asynchronous communication. In this figure we observe that the user u y does not appear in the CModel, this is because he has not preferences.
Example 4. According with Definition 6, we present N 1(syn) only one example when the system is consistent and uses a synchronous communication.
N 3 (t c , t 2 , l 1 ) := 1 (c 1 ∧ N 4 (t c , t 2 , l 1 , c 1 ) ∧ 2 (c 2 ∧ N 4 (t c , t 2 , l 1 , c 2 )) ∧ ¬ 2 2 ) N 4 (t c , t 2 , l 1 , c 1 ) := 1 (u c ∧ ¬ 2 )
Where c 1 is the mobile call, c 2 is landline, l 1 is the office, l 2 is the warehouse and t c is syn.
Example 5. When a user u c wishes to contact the user u y . Then, according to Definition 7 we present an example of synchronous communication. Where c 1 is mobile call. This example shows the mobile call channel. This channel is the only in common for the two users. In this case it is possible to communicate between the two users. In the case where the user does not have preferences the system is inconsistent.
Conclusions
In this paper, we proposed the use of expressive modal logics as a reasoning framework of context-aware systems. In particular, we described a consistency model for a context-aware communication system [10, 6] . This model is characterized in terms of the satisfiability of the modal µ-calculus.
As further research perspectives, we believe extensions of the µ-calculus, such as inverse programs, nominals and graded modalities, can be used to model time and location context information, a crucial expressive-computational bottleneck when reasoning in context-aware sytems [6] .
