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Abstract
The paper deals with the issue of project modelling, specifi-
cally with the practical use of methods, techniques and tools 
of project management in relation to its success. The aim of 
this paper is to examine the level of use of methods, techniques 
and tools in the management of projects and their impact on 
project success. To fulfil the aim of the paper, a questionnaire 
survey was carried out in the form of a guided interview, and 
three statistical hypotheses defined (H1, H 2 , H 3). A popu-
lation was identified and then a selective sample, on which 
the survey was conducted. The primary data acquired were 
statistically evaluated and the defined hypotheses statistically 
verified. Conclusions of the testing of hypotheses by statistical 
testing showed that there were dependencies between defined 
statistical variables of individual statistical hypotheses ( H1 , 
H 2 , H 3 ).  On the basis of the results of the overall survey, 
it can be summarized that in the context of the application of 
selected project management methods, techniques and tools, 
companies make certain mistakes in the management of their 
projects, which have an impact on project success.
Keywords
Project management, project success, methods, techniques, 
tools
1 Introduction
With increasing complexity and laboriousness of making 
changes or creating new values, the need of their effective plan-
ning and management also increases. In this respect, project 
management (Sanjuan and Froese, 2013; PMI, 2013; AXE-
LOS, 2013; Müller and Turner, 2007; IPMA, 2006) is an ideal 
means. Risks related to failures to meet deadlines or budgets 
still exist, and if they materialize, they may entail catastrophic 
impacts for an entity involved.
Nowadays the theme of project management is very topi-
cal, as the application of project management principles keeps 
expanding also into areas which bear only basic features of 
projects; they, however, occupy a significant position even in 
these areas (Relich, 2015).
This paper aims to identify the level of utilization of meth-
ods, techniques and tools in the management of projects, and 
their impact on project success.
The thematic focus of this paper concentrates at the same 
time on the area of project modelling (Lacko, 2001). In eve-
ryday project practice, a project team often gets into situations 
where they have to face various project-related decisions. In 
many cases, these decisions can be classified as serious, as the 
consequences resulting from an incorrect decision may have 
disastrous consequences for the project. For this reason, pro-
ject teams naturally make efforts to minimize consequences of 
incorrect or erroneous decisions. With regard to turbulent and 
intercultural environments of current, usually complex projects, 
these endeavours are very complicated. The use of a modelling 
technique is a possible tool for decision support. Modelling 
allows project teams to get valuable information to support their 
future decisions, i.e. decisions regarding, for example, projects 
that are still in the phase of design, and deepens knowledge on 
the functioning of the modelled system - of the originals. A sig-
nificant benefit is brought about by a possibility of experiment-
ing with the model, which can be repeated (simulations), during 
which the conditions of the experiment are varied and the change 
in the model behaviour is monitored. Authors Tamay and Gage 
present simulation software for comprehensive modelling based 
on the MATLAB® and Simulink applications, designed for the 
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aviation industry. The tool is designed for people from different 
areas of research and development, who carry out simulations 
of models, and serves for simplification and consolidation of 
joint efforts of these stakeholders. This can lead to more effi-
cient workflows (acceleration - e.g. shortening the development 
time; more accuracy - e.g. of development results) between rel-
evant project teams and/or individuals. This is achieved through 
a single graphical user interface, in which the project manager 
and the member of a development team may simulate various 
aspects of the project model (Tamay and Gage, 2012).
2 Theoretical background
Definition of project success is various based each authors 
(Serrador and Pinto, 2015; Judgev and Müller, 2005; Cooke-
Davies, 2002).
The following metrics are usually considered as the criteria 
of project success (Joslin and Müller, 2015):
• The project met the scope, objectives and costs defined 
(Atkinson, 1999).
• If these criteria are met, the project can be considered 
as successful, although some “experts” have doubts with 
respect to this trivial metrics.
• The customer was satisfied with the project.
• The project can be also considered a success even if some 
of the aspects of the previous criterion are not met, but the 
customer is satisfied with the main aspects of the project. 
This criterion is becoming increasingly effective and many 
organizations nowadays focus on the evaluation of custom-
ers’ satisfaction with the project. They use the information 
obtained as a basis for overall evaluation of project success.
• The output of the project has fulfilled the main purpose 
of the project. 
• If the implementation of the project has fulfilled the main 
purpose of the project despite the fact that some of the cri-
terions of the ‘Triple Imperative’ were not met, this project 
can be considered a success. Specifically, if the outcome of 
the project was, for example, streamlining certain manufac-
turing processes, which would ultimately lead to financial 
savings, this project will be successful, even though, for ex-
ample, the project duration is prolonged compared to the 
plan or the project budget is exceeded (Doležal et al., 2012).
The issue of project success is also a scientific goal for some 
authors (Khan and Rasheed, 2015; Kemmeter, 2014, Schibi, 2013 
etc.). The research of authors Berssaneti and Carvalho analyzes 
the relation between project management maturity and the project 
success in Brazilian organizations. The results show that project 
management maturity is significantly related to all vertices of 
the triple imperative dimensions of success. However, it is not 
related to the customer satisfaction dimension (Berssaneti and 
Carvalho, 2015). The research of authors Todorović et al. pre-
sents a project success analysis framework, which can improve 
knowledge management in project environment. Research results 
have confirmed that a project success analysis, presented through 
the definition of critical success factors, key performance indi-
cators and performance-measuring process has a positive influ-
ence on knowledge acquisition and transfer in project environ-
ment (Todorović et al., 2015). The research of authors Serra and 
Kunc presents the results of a survey to practitioners in Brazil, 
United Kingdom and United States evaluating the impact of 
Benefits Realisation Management (BRM) practices on project 
success rate. The results show, that BRM practices are positive 
predictors to project success on the creation of strategic value for 
the business (Serra and Kunc, 2015). The paper by McKay and 
Ellis presented a study in which the relationship among knowl-
edge sharing processes at the organizational level (organizational 
learning factors, the unit level, project learning practices) and the 
success of the IT project (McKay and Ellis 2014) were exam-
ined. The paper by authors Chipulu et al. presented the impact 
of cultural values on the importance individuals assign to pro-
ject success/failure factors (Chipulu et al., 2014). The research 
by authors Kloppenborg et al. presented the role of the executive 
sponsor in achieving project success. Results provide knowledge 
that will help executive sponsors decide how to invest their lim-
ited time and resources (Kloppenborg, Tesch, Manolis, 2014). 
Authors Mazur et al. present a model of the associations between 
major project managers’ personal attributes and project success 
in the context of the Australian Defence industry. In this model, 
emotional intelligence, cognitive flexibility and systemic thinking 
were hypothesized to relate to project success, mediated by inter-
nal and external stakeholder relationships. This model was tested 
in an online survey with 373 major project managers. Emotional 
intelligence and cognitive flexibility were found to be related to 
the development, quality and effectiveness of major project man-
agers’ relationships with both internal and external stakeholders; 
and these in turn were associated with their ratings of project suc-
cess (Mazur, Pisarski, Chang, Ashkanasy, 2014).
In the Czech Republic, authors engaged in the research in 
the area of use of traditional methods and tools of project man-
agement were Smolíková and Koleňák (Koleňák and Smolík-
ová, 2013; Koleňák and Smolíková, 2012).
Mainly traditional methods and techniques used in project 
management are considered as project management methods 
and techniques. For example Critical Path Method (CPM), 
PERT Method (Berganitiños and Vidal-Puga, 2009; Pérez et 
al., 2005), Gantt Chart, Critical Chain Method (Goldratt, 2011), 
Resource Histogram, (Rosenau, 2007), Logical Framework 
Method, etc. (Doležal et al., 2012).
Software means to support project planning and manage-
ment are considered project management tools; the tools usu-
ally work with a number of the above methods and techniques. 
Currently the global standard for project planning and manage-
ment is the Microsoft Project application, which is constantly 
evolving; the current version is MS Project 2013 (Kubálek and 
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Kubálková, 2010; Dvořák et al., 2011). As to other products 
designed to support project planning and management, we can 
mention - for example - applications Primavera Project Plan-
ner, Powerproject, OpenProj, etc.
Advance methods used for project modelling especially 
include methods falling into the category of soft computing, such 
as fuzzy logic or artificial neural networks (Dostál, 2011). Appli-
cation of fuzzy logic is based on the fuzzy set theory (Zadeh 
1965; Zimmermann 2001). Authors Kuchta, Chanas and Zielin-
ski, Oliveros and Fayek, Bushan and Ravi, Doskočil and Dou-
bravský presented fuzzy sets using fuzzy numbers to obtain criti-
cal paths of project (Kuchta 2001; Chanas and Zielinski 2001; 
Oliveros, Fayek 2005; Bushan and Shankar, 2012; Doskočil and 
Doubravský 2013). The research by author Relich presented pro-
ject duration and cost estimated by a fuzzy neural system that 
uses data of completed projects stored in an ERP system (Relich 
2013). Data mining techniques, artificial neural networks and the 
fuzzy neural system are used to identify relationships between 
the duration of the project phase and other data stored in the 
information system of an enterprise (Relich, Muszyński, 2014). 
Authors Naeni, Shadrokh, Salehipour present in their article a 
fuzzy model based on EVM, advantageously analyzing EVM 
indices concerning time and costs of the project in the conditions 
of uncertainty. They emphasize that in the evaluation of the sta-
tus of the project, the proposed model is very useful with regard 
to the uncertainty associated with life phases of the project. The 
issue is presented on a case study (Naeni et al., 2011). The article 
of authors Nieto-Morote and Ruz-Vila presents the methodology 
of risk assessment on the basis of the fuzzy set theory, which is 
an effective tool for dealing with subjective assessments. The 
proposed methodology is based on the knowledge and experi-
ence gained from many experts. Risk factors are evaluated using 
a qualitative criterion in the form of trapezoidal fuzzy numbers. 
Fuzzy numbers describe uncertainty of variables at the language 
level (Nieto Morote-and-Ruz Vila, 2011).
3 Methodology
Statistical hypotheses were defined to meet the defined goal 
of the paper:
• H1 „There is a dependence between the integrated 
method of project management1 and project success.“
• H2  „There is dependence between the ability to apply an 
integrated method of project management and the level 
of using software support in project management.“
• H3  „There is dependence between the level of using 
software support in project management and the ability 
to apply the modelling technique in the area of project 
management.“
To meet the aim of the research, methods of quantitative and 
qualitative research were used. Quantitative research was con-
ducted through a targeted survey questionnaire. Quantitative 
research was supplemented by qualitative research in the form 
of structured and semi-structured interviews.
The questionnaire contained 28 questions, designed to best 
capture key aspects of the issue dealt with and provide a pos-
sibility to test the statistical hypotheses established. Simplicity 
and relative brevity were important factors in its creation, as they 
had an impact on the willingness of respondents to complete it. 
The questionnaire included questions with one or more choices 
of optional answers. The questionnaire essentially consisted of 
three sub-sections. Section one comprised questions 1 to 4 and 
focused on acquiring basic information about enterprises, such 
as the size of the company, its core business, etc. The second sec-
tion was made up of questions 5 to 11, and was aimed at obtain-
ing information on the level of project management, i.e. whether 
the company had certifications in project management, what 
methods, techniques and tools it mainly used in project manage-
ment, what the main causes of project failure were, etc. The third 
section consisted of questions 12 to 28, and was aimed at obtain-
ing information on the level of use of the MS Project application, 
as the software application most used in project management.
Before the research was commenced, thorough considera-
tion was given to the set examined. The goal was to identify 
such a population and then a selective sample, which would 
have sufficient explanatory power for the issue dealt with. Fac-
tors that could have determined the targeting of the research 
and thus reduced the circle of respondents were - for example 
- the company size, the sphere of activity, geographical loca-
tion, etc. With regard to the aim and object of the research, a 
decision was made after thorough consideration to carry out the 
research on selected companies in the Vysočina Region (one of 
the regions of the Czech Republic). The main reason was that 
the researcher had relatively good knowledge of the region, 
which increased the probability of obtaining relevant data by 
means of survey questionnaires and controlled interviews.
To select specific companies for the research, the database of 
contacts of the CR Technology Profile (Technologický profil ČR 
[online]) was used, which contains contact details of more than 
2000 Czech companies operating in innovation business. The 
innovative capability of companies, in other words their abil-
ity to continually develop and implement effective innovation 
processes, is - inter alia - conditioned by active application of 
project management. Due to this precondition, this database was 
suitable also for the solution of the specified research objective.
The structure of the population (see Table 1) was described 
by the following factors:
• The geographical aspect - individual districts of the 
Vysočina Region.
• The aspect concerning scope - the number of companies 
in the Vysočina Region and its individual districts.
1 The integrated method of project management is understood here as the 
ability to apply an interconnected method of implementing main areas of project 
management at least at the level of the management of time, resources and costs.
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• The aspect concerning the sphere of activity - industrial 
classification of economic activities (CZ-NACE).
The identification of the sample was based on the knowl-
edge of the structure of the population (see Table 1). Within the 
population, the sample was defined taking into consideration 
Table 1 Population structure
CZ-NACE/districts (region) Pelhřimov
Havlíčkův 
Brod
Jihlava Třebíč
Žďár nad 
Sázavou
Vysočina 
Region
Agriculture 1 1 0 0 0 2
Fishing, breeding ponds, associated activities 0 2 0 0 0 2
Food and beverage production 0 1 1 0 0 2
Textile industry 0 1 0 0 0 1
Clothing industry, processing and dying of fur 0 1 0 0 0 1
Tanning and dressing of leather, manufacture of bags, saddles and footwear 
brašnářského 
a sedlářského zboží a obuvi
0 0 1 0 0 1
Wood and cork industry 1 0 0 1 2 4
Pulp, paper and paperboard production 0 0 0 2 0 2
Publishing, printing and reproduction 0 0 0 0 1 1
Manufacture of chemical products 1 1 2 0 1 5
Manufacture of rubber and plastic products 0 1 1 1 4 7
Manufacture of other non-metallic mineral products 0 1 1 0 1 3
Manufacture of metals including metallurgy processing 0 0 0 0 1 1
Manufacture of metal structures 9 7 5 5 7 33
Manufacture of machinery and equipment 7 10 4 5 9 35
Manufacture of electrical machinery and equipment 1 4 7 1 3 16
Manufacture of radio, television and communication equipment and devices 0 1 3 1 1 6
Manufacture of medical, precision and optical time-measuring devices 0 1 1 1 2 5
Manufacture of two-track vehicles and trailers 2 1 16 0 2 21
Manufacture of other transport equipment 1 0 0 0 2 3
Manufacture of furniture; other processing industry 0 0 0 1 1 2
Construction industry 2 2 2 4 2 12
Sale, repair and maintenance of motor equipment and trailers 3 0 0 0 0 3
Retail trade, repair of consumer goods 3 4 2 2 8 19
Wholesale trade, commission trade 3 10 4 7 4 28
Hotels and restaurants 2 1 1 1 1 6
Land transport, transport via pipelines 1 1 2 0 1 5
Renting of machinery and equipment without operating staff 1 0 1 1 0 3
Data processing and related business 0 1 2 4 4 11
Research and development 0 5 2 0 0 7
Service providing mainly to businesses 5 10 3 10 6 34
Education 0 0 1 1 0 2
Wastewater and solid waste removal 0 1 0 0 2 3
Other services 0 2 0 0 1 3
Overall representation of companies [number] 18 28 24 19 28 117
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traditional properties of the statistical sample. The structure of 
the sample was described by the same factors as the structure 
of the population, i.e. 
• The geographical aspect - individual districts of the 
Vysočina Region.
• The aspect concerning scope - the number of companies in 
the Vysočina Region and its individual districts was set at 
the level of 40%, i.e. 47 companies; from the point of view 
of statistics, this level is sufficient (Saunders et al., 2009).
• The aspect concerning the sphere of activity - industrial 
classification of economic activities (CZ-NACE) that 
was reflected in the final selection of specific companies 
in the given district, when companies were favoured, 
which had the broadest sphere of action according to 
CZ-NACE.
• The structure of the survey sample is presented by Table 2.
Table 2 Sample structure
P
elhřim
ov
H
avlíčkův 
B
rod
Jihlava
T
řebíč
Ž
ď
ár nad 
S
ázavou
V
ysočina 
R
egion
Representation 
of companies 
[number]
18 28 24 19 28 117
Representation of 
companies [%]
15 24 21 16 24 100
Companies 
approached 
[number]
7 11 10 8 11 47
The sample defined a circle of respondents who were 
included in the research. Research performed on the sample, 
which is a representative sample of the population, has several 
advantages:
• The results of the research performed on the sample 
have comparable explanatory power as the results of 
research conducted on the population.
• The research conducted on the sample, i.e. on a smaller 
number of respondents, who were - however - selected 
carefully and in a targeted manner, is of much higher 
quality and has better explanatory power. With regard 
to the aim of the research, this quality would not have 
been achieved by a blanket questionnaire survey, where 
there would have been a considerable risk of unwilling-
ness of respondents to complete the questionnaire, or 
the questionnaire would have been completed, but by 
an incompetent person, which would have reduced the 
explanatory power almost to zero.
Due to this way of conducting the research, primary data were 
obtained, which provided valuable input information for further 
stages of the research; their explanatory power was sufficient. 
Evaluation of the data obtained represents an important pro-
cess consisting of several stages. The data obtained were pro-
cessed and analyzed using statistical software. In data analysis, 
selected statistical methods were used, falling into the area of 
categorial analysis, during which selected methods were used, 
identifying dependencies between the two-dimensional data set 
of qualitative variables and the apparatus of statistical hypoth-
eses testing (chi-square test).
The two-dimensional data set of qualitative variables means 
the situation when their values are expressed in words. If the 
result of observations or of an experiment is described in words 
or classified into one of several mutually exclusive categories, 
we talk about the experiment with a qualitative response. In 
one experiment, it is possible to simultaneously observe two or 
more qualitative responses, similar as in one experiment it is 
possible to measure or observe two or even more random quan-
tities. The result of the whole experiment can be summarized 
in the so-called contingency table. In our case, the variables of 
an alternative type were considered, i.e. they assumed only two 
alternatives, and the special type of a contingency table, the so-
called 2x2 contingency table was therefore used (Kropáč, 2007).
The aim of the test of the independence of qualitative vari-
ables is to determine whether relevant two statistical variables 
are mutually dependent or not. If the dependence is confirmed 
by the test, the strength of this dependence is also searched. 
Phases of the testing process correspond to the general proce-
dure of testing statistical hypotheses and are described below.
1. The null hypothesis of the independence of quantitative 
variables is formulated in the form of
H : p  = p p ; i = 1, 2; j = 1, 2;ij i. .j
which means that the product of marginal probabilities from 
a particular row and a particular column of the contingency 
table is equal to simultaneous probability in their intersec-
tion, which applies to all combinations of row and column 
indices i and j.
An alternative hypothesis H  formulated in the form of
H : pij ≠= pi.p.j says that for some pairs of  i; j  the said 
equality does not apply.
2. The following statistics is used as a test criterion:
χ 2 11 22 12 21
2
1 2 1 2
=
−( )n n n n n
n n n n
. . . .
,
which has asymptotic Pearson distribution with one degree 
of freedom.
3. Critical field W
α
 for the chosen significance level α is:
Wα αχ χ χ= ≥ ( ){ }−2 2 12 1;
4. If the realized value of the test criterion is in the critical 
field, the null hypothesis at the significance level of 100α% 
is dismissed, and the alternative hypothesis accepted.
(1)
(2)
(3)
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The strength of the dependence of statistical variables can be 
determined using the Cramer’s contingency coefficient:
V
n
=
χ 2
where  χ2  is the test statistic used. The Cramer’s contingency coef-
ficient equals zero in case of total independence of the tested vari-
ables; if they are totally dependent, it equals one. In other cases, it 
reaches values in the interval (0, 1), while the higher value of this 
coefficient corresponds to tighter dependence of these variables, 
while values n, r, and s are the same (Kropáč, 2007).
4 Results
Primary data obtained from the questionnaires or from ‘rel-
evant questions’ of the questionnaires served as input infor-
mation for testing the hypotheses defined. As the ‘relevant 
questions’, the questions whose character was related to the 
hypothesis were considered. Verifying the hypotheses entailed 
the process of discovering dependencies between qualitative 
variables, which was carried out by means of statistical meth-
ods using the apparatus for testing hypotheses. 
Key conclusions of the process of testing individual statisti-
cal variables of the defined statistical hypotheses are presented 
gradually in Table 3 to 8.
Verification of hypothesis H1
Alternative hypothesis H1 and null hypothesis H1 were 
defined:
H1: “There is dependence between the integrated method of 
project management and project success.”
H1: “There is no dependence between the integrated method 
of project management and project success.”
The qualitative variable “integrated method of management” 
is denoted by symbol A. The qualitative variable “success” is 
marked with symbol B. The significance level is considered at 
the level of 0.05. 
The data were abstracted in the MS Excel application using 
selected functions. Table 3 presents the frequency of the occur-
rence of statistical variables “integrated method of manage-
ment” and “success”.
Table 3 2x2 contingency table of frequencies of occurrence 
of individual alternatives of statistical variables “integrated 
method of management” and “success”
B1 (No) B2 (Yes) Marg. frequen.
A1 (No) 28 3 31
A2 (Yes) 6 10 16
Marg. frequen. 34 13 47
In the framework of testing the independence of two qualita-
tive variables, null hypothesis H1 was tested, which describes 
the situation when statistical variables A and B are independent 
(see Table 4).
Table 4 Result of the test of independence of variables 
“integrated method of management” and “success”
Null hypothesis: Variables A and B are independent.
Value of test criterion chikv = 14.716
Critical value chikv = 3.841
Test conclusion: Hypothesis rejected
Calculation of Cramer’s contingency coefficient: V = 0.560
Test results show that the test criterion lies in the critical 
field, the null hypothesis is therefore rejected and the alterna-
tive hypothesis adopted; it is possible to be mistaken in five 
percent of cases. Test results specifically show that there is 
dependence between the application of the integrated method 
of project management and its success. On the basis of the 
Cramer’s coefficient, this dependence is assessed as medium.
Verification of hypothesis H2
Alternative hypothesis H2  and null hypothesis H2 were 
defined:
H2: “There is dependence between the ability to apply an 
integrated method of project management and the level 
of using software support in project management.”
H2: “There is no dependence between the ability to apply an 
integrated method of project management and the level 
of using software support in project management.”
The qualitative variable “integrated method of management” 
is denoted by symbol A. The qualitative variable “the level of 
software use” is marked with symbol B. The significance level 
is considered at the level of 0.05. 
The data were abstracted in the MS Excel application using 
selected functions. Table 5 presents the frequency of the occur-
rence of statistical variables “integrated method of manage-
ment” and “the level of software use”.
Table 5 2x2 of frequencies of occurrence of individual 
alternatives of statistical variables “integrated method of 
management” and “the level of software use”
B1 (No) B2 (Yes) Marg. frequen
A1 (No) 31 0 31
A2 (Yes) 7 9 16
Marg. frequen 38 9 47
(4)
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In the framework of testing the independence of two qualita-
tive variables, null hypothesis H1 was tested, which describes 
the situation when statistical variables A and B are independent 
(see Table 6).
Table 6 Result of the test of independence of variables “integrated 
method of management” and “the level of software use”
Null hypothesis: Variables A and B are independent.
Value of test criterion chikv = 21.567
Critical value chikv = 3.841
Test conclusion: Hypothesis rejected
Calculation of Cramer’s contingency coefficient: V = 0.677
Test results show that the test criterion lies in the critical 
field, the null hypothesis is therefore rejected and the alterna-
tive hypothesis adopted; it is possible to be mistaken in five 
percent of cases. Test results specifically show that there is 
dependence between the application of the integrated method 
of project management and the level of using software support 
in project management. On the basis of the Cramer’s coeffi-
cient, this dependence is assessed as moderately strong. 
Verification of hypothesis H3
Alternative hypothesis H3 and null hypothesis H3 were 
defined:
H3: “There is dependence between the level of using soft-
ware support in project management and the ability to 
apply the modelling technique in the area of project 
management.”
H3: “There is no dependence between the level of using 
software support in project management and the ability 
to apply the modelling technique in the area of project 
management.”
The qualitative variable “the level of using software” is 
denoted by symbol A. The qualitative variable “the ability to 
apply the modelling technique” is marked with symbol B. The 
significance level is considered at the level of 0.05. 
The data were abstracted in the MS Excel application using 
selected functions. Table 7 presents the frequency of the occur-
rence of statistical variables “integrated method of manage-
ment” and “the level of using software”.
Table 7 2x2 contingency table of frequencies of occurrence of 
individual alternatives of statistical variables “integrated method of 
management” and “the level of using software”
B1 (No) B2 (Yes) Marg. frequen.
A1 (No) 36 2 38
A2 (Yes) 6 3 9
Marg. frequen. 42 5 47
In the framework of testing the independence of two qualita-
tive variables, null hypothesis H1 was tested, which describes 
the situation when statistical variables A and B are independent 
(see Table 8).
Table 8 Result of the test of independence of variables “integrated 
method of management” and “the level of using software”
Null hypothesis: Variables A and B are independent.
Value of test criterion chikv = 6.031
Critical value chikv = 3.841
Test conclusion: Hypothesis rejected
Calculation of Cramer’s contingency coefficient: V = 0.358
Test results show that the test criterion lies in the critical 
field, the null hypothesis is therefore rejected and the alterna-
tive hypothesis adopted; it is possible to be mistaken in five 
percent of cases. Test results specifically show that there is 
dependence between the application of the level of using soft-
ware support and the ability to apply modelling technology in 
the area of project management. On the basis of the Cramer’s 
coefficient, this dependence is assessed as medium.
5 Discussion
Primary research conducted in the corporate practice on the 
basis of the questionnaire survey and structured interviews 
provided valuable information on the current status and lev-
els of use of selected methods, techniques and tools in project 
management in relation to project success. The analysis of data 
obtained on the sample provided information, which is summa-
rized and presented below.
The following conclusions arose from the first section of the 
questionnaire, which was aimed at obtaining basic data about the 
companies: According to the ‘number of employees’ criterion, 
most of the companies surveyed was categorized as medium-
sized (50 to 249 employees) - 18 companies, and large-sized 
(over 250 employees) - 19 companies. Seven companies were 
ranked as small-sized (10 - 49 employees), and only 3 companies 
were categorized as micro-companies (1 - 9 employees). In 
terms of principal business activities, the companies involved 
were mainly manufacturing companies; the more detailed 
aspect of the sphere of activity was defined according to the 
industry classification of economic activities (CZ-NACE), and 
served as one of the factors in defining the sample. In general, 
43 companies surveyed are involved in the production. Three 
companies deal with both production and trade. The same 
number of companies stated also the combination of trade 
and services. Two companies stated as the main activity only 
trade and only services. As far as the property is concerned, 
27 companies reported the Czech ownership, 12 companies 
foreign participation and 8 companies foreign ownership. As the 
dominant markets covered, 32 companies reported the national 
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market of the Czech Republic, 32 companies the market of the 
European Union, five companies other markets (outside the 
EU), and four companies the Czech market.
The second section of the questionnaire, aimed at obtaining 
the information on the level of project management, provided 
the following conclusions: Of the companies surveyed, 34 
companies responded that they did not have any certification in 
project management, 12 companies did have such certification 
and one company stated that it did not know. The distribution 
of using selected methods and techniques in project manage-
ment in the companies surveyed was as follows (see Figure 1).
Figure 1 shows that most companies use the technique of 
Gantt Chart and network diagram (Network diagram presents a 
model of the project - project tasks including the links between 
them. The methods of time analysis of the project (as e.g. CPM, 
PERT, MPM methods) can be applied to the constructed net-
work diagram). The most used method of time analysis of the 
project is the basic CPM method. Only 5 companies stated that 
on some occasions they had used the PERT stochastic method. 
A relatively high frequency of use is also reported in relation to 
the WBS technique and to the resource histogram. The lower 
utilization rate (in terms of frequencies obtained) is seen in the 
RIPRAN method, the Critical Chain Method, or the Logical 
Framework Method. From the above it can be concluded that 
in the management of their projects, the companies focus much 
more on the temporal analysis of the project, but considerably 
less on the resource or cost analysis.
The distribution of factors of the most frequently chosen 
causes of failure of projects in the companies surveyed was as 
follows (see Figure 2).
Figure 2 shows that the failure to comply with the project 
scheduled duration and exceeding the planned project budget 
were reported as frequent causes of project failure. Another fre-
quent cause included unexpected project risks and changes in the 
attitude of the project sponsor, or generally poor communication 
among project stakeholders. Failure to comply with the sched-
uled project duration was reported most frequently, even though 
vast majority of companies stated that they used methods and 
techniques of temporal analysis in project management. Also, 29 
respondents stated that in project management, they processed 
the resource analysis of the project (not always in one applica-
tion), and 16 respondents said that they used software support 
in processing the cost analysis. In terms of frequency of use of 
software tools to support project management, the interviewed 
respondents indicated that they most commonly used applica-
tions MS Excel and MS Project, most often in the design phase 
of the project (planning and management). Approximately one 
half of the respondents stated that they used these applications 
already in the pre-project phase. In contrast, only 5 respondents 
said that they used software support in the post-project phase. 
Only 6 companies stated that they used other than the aforemen-
tioned applications, and 3 of them used their own company appli-
cations, the use of which was more or less mandatorily ordered 
by their parent companies. The MS Project application was used 
in different versions (the MS Project 2010 version prevails) and 
editions, while the Standard edition prevailed.
On the basis of the third section of the questionnaire identify-
ing the levels of use of the MS Project applications, the follow-
ing conclusions were made: The vast majority of respondent 
companies perform some of basic settings in the application, 
Fig. 1 Distribution uses selected methods and techniques of project management
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such as: entering meta information; the setting of working/
non-working time; the setting of the working hours fund; and 
the setting of planning methods (ASAP, ASLP). However, 22 
of the addressed respondents do not enter meta information 
into the application (the title, subject, project manager). Most 
companies also use the default setting of the way of planning 
- ASAP. Approximately one quarter of respondent companies 
does not carry out the setting of working and non-working time 
and of the working time fund. These settings, however, are 
directly linked to the temporal analysis of the project, which 
can thus be biased. This bias is subsequently transmitted to the 
resource and cost analysis of the project. Most companies (35) 
also stated that in planning the projects in the application, they 
used both manually and automatically scheduled tasks. In tasks 
planning, approximately 30 companies only used working time 
units; most frequently they used the link between the tasks of 
the FS type (Finish - Start); they did not use advance or delay; 
they did not use restriction of tasks of the FNET, FNLT, MFO 
type, etc.; and they did not use special calendars of the ‘task 
calendar’ or ‘resource calendar’ types. Cost planning in the 
application is most often carried out using both fixed costs and 
variable costs in the form of labour and material resources. The 
function “Effort drive” for human resource planning, however, 
is only used by 12 companies. The issue of resource overload-
ing was usually dealt with using the auto-alignment function 
(19), or was not dealt with at all. Vast majority of companies 
did not use the Baseline at all. Only 9 companies (mainly those 
that possessed certification in project management) said that 
they did use the Baseline. The same companies further stated 
that they used the EVM method (Earned Value Management) 
- either routinely or according to the nature of the project. The 
issue of shared resources was not used in the application by 26 
companies surveyed. Seven companies used the application in 
the edition of MS Project Server for shared resources manage-
ment, and 4 companies addressed this issue by using external 
applications, often using only MS Excel. The reporting of the 
project was done by about 30 companies in the application 
using only the pre-defined reports, while about a half of them 
have sometimes used selected custom reports.
6 Conclusion
The aim of the paper was to examine the level of use of 
methods, techniques and tools in project management and their 
impact on project success. 
On the basis of the results of the primary research conducted 
including the results of the statistical hypotheses defined, it can be 
summarized that in the management of their projects in the con-
text of the application of selected methods, techniques and tools 
of project management, companies (in the Vysočina Region) 
make certain mistakes, which have an impact on project success. 
The use of modelling techniques in the area of project man-
agement is not widespread in practice - with few exceptions of 
traditional use of the project model in the form of a network dia-
gram. However, some problems are still experienced even in this 
traditional project modelling, which are associated with the use 
of selected traditional methods and techniques of project man-
agement in the context with software support used mainly in the 
phase of project planning. The most commonly used software to 
support management, the MS Project application, is in practice 
usually used only marginally and often incorrectly. There are 
Fig. 2 Distribution of factors of the most common causes of project failure 
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several causes to this. Usually the basic principle of the opera-
tion of the application was not understood, or the basic principle 
of traditional techniques and methods of project management, 
which the application works with, was not understood either. 
Incorrect setting of initial parameters of the project (working/
non-working time, project calendars, resources, tasks), failure 
to comply with the properties of the network diagram, failure 
to consider the results of the temporal analysis in relation to 
resource analysis and other analyses of the project are just a 
few selected, frequently recurring problems. For many users, 
for example, the reason for and principle of using Baselines is a 
great unknown. A frequent problem is also the ignorance of the 
necessity to define the links between tasks, define special calen-
dars, etc. The application is most often used only for processing 
the project schedule. The resource and cost analysis is usually 
only carried out without the support of an application, or is pro-
cessed only partially in the application. This fact poses a great 
risk of not capturing all key aspects related to the project. An 
incorrectly or incompletely processed project resource analysis 
and failure to link it with the project temporal analysis leads to 
inaccurate determination of project costs and to a number of 
other errors that affect the success of the project.
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