In this paper, we propose a novel approach to improve the visual appearance of nighttime video. 
Introduction
As an active research topic in computer vision, video enhancement is to improve the human/machine visual perception quality of the video. It is an important problem with a wide variety of applications including video conferencing, entertainment, healthcare, display processing, surveillance and et al. [1] . Since its applications gain much attention in recent years, many algorithms were proposed to enhance videos. However, various algorithms have limitations when the recorded videos suffer from a loss in clarity of detail and color as light levels drop within shadows, or as the distance from a lighting source increases [2] [5] . Thus, it is a challenging problem to enhance the nighttime videos.
Traditional techniques in this area can be classified into two categories [19] : (1) To enhance the nighttime video by itself and without introducing additional information (i.e., itself-based method) [3] [4], such as enhancing nighttime video by histogram equalization method, tone mapping, power law transform, et al. A modified histogram equalization framework which tends to preserve the details of the input image is proposed in [3] . In this framework, the level of contrast enhancement is adjusted by introducing specifically designed penalty terms. In [4] , video is enhanced by adaptively and independently varying the exposure at each photoreceptor. However, these methods do not consider the daytime video information, so the enhancement is often not effective. (2) To introduce external daytime or high quality images of the same scene to help enhance the nighttime video (i.e., daytime-based method) [6] [7] . Ilie et al. [6] propose a gradient domain technique to combine daytime image and nighttime image, but the gradient-based reconstruction may cause observable color shifts. Cai et al. [7] combined the important information of the original low quality images with the context from a high quality daytime image in same viewpoint. However, the light condition and the moving regions are different for the day time and night time videos, and thus it is difficult to produce good results.
In this paper, we propose a novel approach which is suitable for improving the visual appearance of low illumination video. Our approach firstly converts the video sequences from RGB color space to YCbCr color space, and then the illumination-based enhancement is mainly manipulated on the intensity component Y by using an image fusion strategy. Secondly, low-pass Gaussian filter is used to resolve vague areas problems of the enhanced illumination image and moving regions. Last, the enhanced frames are reconstructed to RGB color space by combining the intensity and chromaticity component. The proposed method has two merits as follows: (1) a novel illumination separation method using wavelet transform which is robust and effective, (2) in order to handle the moving regions and vague areas problems of the enhanced illumination and moving regions, low-pass Gaussian filter is used. Theoretically, our method does not only mine the spatial and temporal information in the nighttime video, but also combine the daytime video information, the enhancement of nighttime video should be efficient. The experimental results demonstrate that the proposed method is effective and competitive.
The rest of the paper is organized as follows: section 2 describes the proposed method followed the experimental results and evaluations in section 3. Section 4 presents the conclusions and future work.
Methodology
As mentioned, most existing approaches have various limitations in enhancing video. In this paper, the proposed method can ensure better video frames reconstruction and color assignment. The flowchart of the proposed wavelet transform based illumination fusion method can be described as in Fig.1 . It is composed of the following four components: (1) color space conversion from RGB to YCbCr, (2) illumination separation using wavelet transform, (3) enhance illumination by using a new image fusion scheme and low-pass Gaussian filter, and (4) the final color image reconstruction and output the enhanced video. The detailed description of the components is described in the following.
Converts RGB to YCbCr color space
YCbCr color space is the one of the most commonly used image representation models for video coding and image processing. The Y component is known as luma signals, Cb and Cr component are known as chroma signals. Therefore, the color information should be modified when dealing with intensity information in RGB color space but is not affected when modifying the intensity values in YCbCr color space. However, most videos are recorded in the RGB format. Thus, we firstly convert the video frames from RGB color space to YCbCr color space, and then the enhancement process is mainly manipulated on the extracted intensity layer Y. The transform between the RGB and YCbCr is illustrated below:
Where , , r g b k k k is the weighting factors for R,G,B, respectively [1] .
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Illumination separation using wavelet transform
Since the video is always impacted by light changing environment, we need to reduce the passive effect. Suppose ( , ) F i j is the Y component from a frame, based on Retinex theory [9] [10], it can be regarded as the product of the reflectance component ( , )
R i j and illumination component ( , )
I i j in spatial:
R i j is considered as "true" scene which is light free while ( , )
I i j represents the illumination variation of the intensity implicitly. By using logarithmic transform, the multiplicative illumination model can be changed to an additive model:
. Then, our goal is to separate ' I and ' R from image '
F . Generally, ( , ) I i j changes slowly while ( , ) R i j varies quickly, and the true scene part ( , ) R i j is equivalent to "noise" in denoising model under the common assumption that ( , )
I i j could be regarded as the low frequency part while ( , ) R i j is considered as the high frequency part. As we know, wavelet transform [8] is famous for the capabilities of multi-scale analysis and it has many mature and fast algorithms implementation for signal processing. Since the image could be viewed as 2D signals, it has been successfully applied to many practical image processing applications such as image denoising. After the wavelet denoising procedure, the low frequency wavelet coefficients are preserved as the estimation of the illumination component '
I , and then, by using equation (6), the reflectance ' R is obtained [10] [11] [12] [13] .The details is illustrated below.
In this paper, we label the subband of the wavelet transform as , , , R with a nonlinear threshold function r T th . Here, we choose soft thresholding method and define function r T th as follows:
The soft thresholding procedure removes the "noise" signal by thresholding the wavelet coefficients of the detail subbands while keeping the low resolution coefficients unaltered, so it is able to keep the reserved sharp edges information in low frequency illumination component which is positive for video enhancement. Besides, the selection of threshold T which depends on the lighting conditions, is important in our method. The T is calculated below [10] : The value of  is set as 0.6745 in many image denoising applications. In this paper, in order to separate the estimated illumination component and reflectance component, the parameter  is set as 0.1 in our experiment. [10] Based on the descriptions above, the detailed steps of illumination separation are described in the following:
Step1. Take the logarithm operation on the original input image; Step2. Transform the logarithm image into the wavelet domain via the wavelet transform;
Step3. Calculate the threshold in wavelet domain; Step4. Use the soft threshold method to detail subbands by using Equation (7); Step5. Obtain the denoised image ' I  which is the estimation of '( , ) I i j via the inverse wavelet transform;
Step 6 Obtain the reflectance component by using
Illumination-based fusion scheme
In the illumination fusion step, we can get the illumination image from extracted Y component of each frame by using the method in section 2.2. Firstly, we acquire the clean background without moving regions. Background estimation for daytime video is obtained by averaging k frames of the input video. After that, we adopt the PCA based image fusion [14] [15] method to enhance the illumination of nighttime video background. The PCA fusion method is to find the principal axis eigenvalue of the approximation images and calculate the corresponding eigenvector, and perform fusion on these approximation images according to the principal eigenvector. Suppose ( , ) Secondly, as our fusion rules are different for the motion foreground part and the static background, motion segmentation [16] is a key step in our method. Here we adopt Mixture of Gaussians (MoG) [17] [18] to extract moving objects as it has the capability to track multiple Gaussian distributions simultaneously. It is a per-pixel model since each pixel in scene is modeled as sum of K weighted Gaussians. The weight reflects the frequency the Gaussian is identified as part of background. The model can be updated adaptively with a certain learning rate and new observation. It is illustrated below [18] .
The probability of a pixel X at time t can be defined as:
where K is the number of Gaussian mixtures, , i t  is an estimation of the update weight of the i th Gaussian distribution, , i t  is the mean of the i th Gaussian distribution, , i t  is the covariance matrix of the i th Gaussian distribution, and η is a Gaussian probability density function:
where n is the dimension of the intensity at the pixel X and , , 1 ,
where α is the learning rate and
is 1 for the model, which matched, and 0 for the remaining models. After the Gaussians are ordered by the value of ω/σ, the first B distributions are chosen as the background model,
where Th is the minimum portion of the background model. Then we can get the moving regions detected frames of the nighttime video.
After getting the enhanced background illumination image and the motion detection video frames, we perform illumination enhancement by a combination of illumination and moving regions. The proposed equation is as follows: 
where M represents the moving regions illumination image, DB I represents the enhanced background illumination image, and NB I represents the night time background illumination image, obviously the illumination of moving regions is enhanced.
Then we adopted low-pass Gaussian filter as a post-processing step to resolve vague areas problems of the enhanced illumination background and moving regions. This step is described in equations below [1] . 
( , )* ( , ), ( , ) ( , ),
Fusion x y G x y in moving regions Output x y Fusion x y not in moving regions
Where ( , ) G x y is the Gaussian kernel, ( , ) Output x y is output after this step.
Color image reconstruction
Finally, we need to restore the color information. In our proposed approach, the background and moving regions are reconstructed by combining the intensity component and corresponding chromaticity component to restore the color information.
Experimental results
To evaluate the performance of the proposed method, we performed experiments on some real video surveillance scenes with different image sizes. The implementation is with Matlab 2012a on a PC with 2.80GHz and 4GB RAM. Figure 2 shows the experimental result of our method. Figures 3 show the results of our method, histogram equalization (HE) [1] , tone mapping [1] , method in [4] and method in [7] . From Fig. 2 and Fig. 3 , it is obvious that the video is effectively enhanced by our proposed method. Original nighttime frame of the stairs sequence, (b) the enhanced nighttime video sequence using the method proposed in this paper, (c) HE, (d) Tone mapping, (e) the enhanced nighttime video sequence using the algorithm proposed in [4] , (f) the enhanced nighttime video sequence using the algorithm proposed in [7] . Table 1 shows the results of a user study test, where the users were asked to view the original video and the enhanced video side by side [19] [20] . After viewing the video, the users shall give a score to each video, within the range of 10-100 where 10 indicates very poor quality, 100 indicates very good quality, and a score of 60 is considered acceptable. A total of 50 users responded in our test. From this table it can be seen that our method ranks best. The average score of the proposed method is 80.16, which is clearly above the acceptable level. In order to evaluate the performance of the proposed method, the processing times by the proposed enhancement method is shown in Table 2 . The computational times of the other four methods also are given. All methods are implemented with the same programming language and hardware platform. It
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Conclusion
We propose a new approach to enhance the context of low illumination video by image fusion in this paper. The proposed approach is effective since that it enriches the nighttime video with the high quality day time video information and employ a novel illumination based image fusion scheme which handles the moving regions and background differently. Additionally, the illumination separation using wavelet transform is robust and effective. The experiments show that the resultant video can provides a better representation than original video. In the future work we will continue to adopt better intelligent methods in our video enhancement framework.
