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EEP brain stimulation (DBS) has become a wellestablished surgical treatment for Parkinson's disease (PD) [1] . However, the current widely used continuous high frequency stimulation (HF-DBS) is not sufficient to meet growing clinical demands of more precise neuromodulation to improve clinical outcomes. Sleep disorders are commonly observed in PD patients [2] , [3] . Although the general quality of sleep is reported to be improved, the specific role of subthalamic nucleus (STN) HF-DBS in sleep is being questioned [4] , [5] . Rapid eye movement (REM) sleep behavior disorder, restless legs syndrome, and periodic limbs movements are often found unimproved or even deteriorated following STN-DBS [4] , [6] , [7] . Recent studies have shown that normal movement control was restored to some extent in PD patients during REM sleep without stimulation, suggesting that HF-DBS may not be necessary during the whole night for efficient sleep [8] , [9] . Given that sleep disorders are common among PD patients, chronic sleep monitoring would be useful and closed-loop DBS strategy is a potential solution for precisely controlling exacerbated sleep disorders, without sacrificing treatment efficacy for motor symptoms.
Local field potential (LFP) is the summed synchronous activities in a population of neurons, which can be detected by the contacts from the DBS leads. In this work, STN-LFP was studied for automatic sleep stage classification in PD patients with DBS. LFP recordings were taken instead of traditional electroencephalography (EEG) in sleep considering the following aspects: ➢ Motivation 1: LFPs-based methods have a better integrated capacity for a fully implanted closed-loop DBS system, as shown in Fig. 1 . In a previous study, we developed an implantable deep brain stimulator with the ability to record LFPs using the DBS electrode [17] . Compared with the traditional EEG-based methods, LFP-based methods are more practical in reducing the engineering price of an additional sensing device, data transmission, and data synchronization. ➢ Motivation 2: The LFP-based methods have better practicality for the chronic daily sleep-monitoring for DBS patients. The current advanced DBS system provides a unique opportunity to investigate LFP sleep patterns without influence of surgical interferences including edema, infection, and micro-lesion in the acute surgery period [18] , [19] . Validating LFP as a solid biomarker of sleep stages is of great potential for expanding the healthcare for DBS patients. Compared with noninvasive EEG, LFP-based methods will not need any additional sensors to achieve sleep monitoring. ➢ Motivation 3: LFP recorded in the brain target might be a better decoder for the clinical state during sleep. In previous studies, LFP has been reported as an indicator for the motor symptoms of PD patients and DBS has been reported as a modulator of LFP activities in the target [11] , [12] . It has been recognized as the first choice for feedback signals in the current investigation of closed-loop DBS [10] . It is foreseeable that in future closed-loop DBS studies, LFPs would be of great use to decode the real-time clinical and stimulation effects during sleep. Finding solid algorithms for sleep stage classification is the next key. Whereas most studies have focused on the LFP and motor function in the daytime, some have reported LFP patterns during sleep [13] , [14] . However, the LFP patterns were only observed during the acute surgical periods with externalized extension leads and amplifiers, which need to be verified with long-term recording. More importantly, whether it could be a solid biomarker for the classification of sleep stage are still largely unknown. Although it has been suggested there is an opportunity for taking LFP spectrums as an indicator for sleep sleep-stage transitions [14] , little is known about the design of features, methods and the robustness of the result. Creating an effective feedback for implantable closedloop DBS remains a big challenge from both clinical and engineering perspectives [15] , [16] .
As we know, LFPs in deep brain are coherent with the neural activities in cortical regions [20] . Therefore, we have learned from the studies which have worked on the automatic classification of sleep stages from EEG, electrocorticography (ECoG), and intracranial EEG (iEEG) signals [21] - [25] . Classification studies involving the support vector machines (SVM), decision trees (DT) and other machine learning methods pave the way for building a new solid and interpretable classifier based on LFPs from STN.
In this study, subthalamic LFPs were recorded by implanted neurostimulators at 1 month after DBS implantation, which is the start of long-term DBS. We built machine learning classifiers which are potentially promising for long-term usage. Our machine learning methods are robust, interpretable, and achieved high performance at both individual and group levels with cross-validation. Model interpretability was in turn used to improve the understanding of STN-LFP sleep patterns. To our knowledge, this is the first systematic study to realize classification of awake and sleep states based on STN-LFPs. The results will directly guide the development of the longterm closed-loop DBS application in the future.
II. METHODS AND MATERIALS
A. LFP Acquisition 1) Subjects: This study was approved and registered at ClinicalTrials.gov (Identifier NCT02937727). A total of 13 PD patients were involved in this study. One patient was excluded due to the abnormal impedance of the contacts (>100K ), suspected to be caused from a break in the extension. The inclusion criteria were determined based on the main indication for STN-DBS and the ability of coordination during preoperative tests. Written informed consents were provided by all subjects. Experimental procedures were approved by the ethical committees of the surgical hospitals (Beijing Tiantan Hospital of Capital Medical University, Peking Union Medical College Hospital, and Qilu Hospital of Shandong University). All of the subjects were implanted with bilateral STN-DBS (G106R, PINS, China). The electrode consisted of four platinum-iridium cylindrical contacts (Model L301C, PINS, China, 1.3 mm diameter and 1.5 mm length spaced 0.5 mm apart). Locations of the electrodes were confirmed by the intraoperative frame-based stereotaxy and micro electrode recording, and postoperative DBS improvement. Demographic information of the 12 subjects is listed in Table I .
2) Experimental Protocol: Experiments were conducted at night before the initial activation of DBS, 1 month after surgery. The acute effects of surgery were examined by impedance measures and MRI scan results. The primary objective of this study was to evaluate whether intrinsic STN-LFP sleep patterns could be used to systematically classify awake and sleep stages. Therefore, to minimize medication effects, subjects were withdrawn from long-acting dopaminergic medication for at least 24 hours and were withdrawn from short-acting dopaminergic medication for at least 8 hours. STN-LFPs in the wakeful rest state were recorded for 6 minutes before sleep. STN-LFPs in the sleep state were recorded approximately 4-6 hours at night, depending on sleep periods and battery life of the stimulator.
Polysomnography (PSG) monitoring were conducted during the whole night. The sleep stages were justified every 3) LFP Recording Instrumentation: The LFP recording setup is illustrated in Fig.2 . The advanced deep brain stimulator with LFP recording function was used [17] . Eight channels (24-bit resolution) differentiated between pairs of contacts in the electrodes were wirelessly and synchronically transmitted to the recording platform outside the body through the radio frequency (RF) modules. The transmission rate is 250 kbps and the delay is less than 10ms. Wireless communication distance from the stimulator to the RF modules is about 2m. The stimulator could continuously sample and transmit LFPs and the chargable battery life is 10 years. Before sampling, the analog LFPs were preprocessed by a built-in 0.3 Hz highpass filter and a 250 Hz low-pass filter to cut down the baseline drift and the aliasing harmonics in the high frequency range. The sampling rate was 500 Hz.
As shown in Fig.2 , wireless data transmission for all body positions during sleep were guaranteed by four RF modules (403 MHz medical radio frequency carrier). The recording platform PC was connected to the LFP monitoring PC in the central control room. A PSG system (GRAEL T M , Australia or SOMNOscreen T M , Germany) was equipped to record all the necessary signals for sleep staging. To avoid interrupting the sleep of the subjects, all devices in the PSG monitoring room were operated remotely.
B. Data Preprocessing
Data from the 12 PD subjects were all included for the analysis. LFP recordings in the right STN of Case 1 was interrupted by system artifacts. Therefore, data from 23 STNs were included in the study.
LFP recordings from the pair of contacts adjacent to the therapeutic cathode were chosen for analysis. The time of PSG monitoring system and LFP storage on the computer was manually synchronized with an error of less than 1 s. Aligned to the PSG recording, LFPs were marked by the edge of each sleep stage. The data were then processed by a 0.5-50 Hz band-pass filter and segmented as 30s epochs. Mean time sequence value of each 30s epoch was subtracted. To exclude the synchronization error and sleep state transition periods, for the sleep stage N1, the data selected for analysis were longer than 60s and the first 30s epoch was excluded. For the sleep stage N2, N3, and REM, data selected for analysis were longer than 150s and the two 30s epochs at both ends were excluded. Any epochs that contained movement or system artifacts were manually excluded. The number of the prepared epochs are listed in Table I . Following this, the data was segmented to 1s lengths.
MATLAB (version 2016a) were used for calculations. Spectrogram was calculated using a Short-Time Fourier Transform (STFT) with a Hamming window of 1s and an overlap of 50%. Power spectrum density (PSD) of each 1s epoch in the data set were generated by the Welch's method with a Hamming window of 0.2 s and an overlap of 75%. The range of the frequency analysis was unified to 0-50 Hz (Filter stop band below 0.5 Hz was ignored).
C. Feature Selection
We extracted different combinations of features from time domain, frequency domain, and entropies.
In time domain, three types of features were examined. The first feature was the mean absolute error (MAE). MAE was calculated as the averaged distance between every two adjacent points in a time sequence. The value of MAE reflects the variance within each time sequence. The second feature was the root mean square, which reflects the averaged power of each time sequence. The third was a group of coefficients from the autoregressive model (AR model) fitted to the data. A fourth order AR model was calculated and the coefficients represented the autocorrelation of the points in a time sequence. Sample entropy was also considered as a possible feature.
In the frequency domain, PSD was extracted as a group of features. Power in the five typical bands (delta band, 1-4 Hz; theta band, 4-8 Hz; alpha band, 8-13 Hz; beta band, 13-35 Hz; part of gamma band, 35-50 Hz) was tested. To increase the effective amount of information for classifiers, refined densities of the frequency power calculation were tested. The width of the bands was scaled from 1 Hz, 2 Hz, 4 Hz to inhomogeneous width.
For each group of the features, the discriminant analysis procedure [32] was repeated 50 times to evaluate the capacity of the individual group to differentiate among various sleep stages. The best single group is features in the frequency domain. In the next step, a forward selection procedure (FSP) was conducted [32] . The group of features in the time domain and the group of entropy were added respectively and the multi-class classification errors were evaluated. Features in frequency domain was subdivided with a step of 2 Hz. The procedure was repeated 50 times. The total error rate (percentage of incorrect epochs) and error rate in each sleep stage were calculated, showing in Fig.3 . The results suggest that as the features in frequency domain increased, error rates significantly decreased. No significant difference was found from adding features in the groups of time domain and entropy. Finally, a total of 25 features in the range of 0-50 Hz were selected.
D. Classification and Prediction 1) Overall Process of Classification and Prediction:
The overall process is illustrated in Fig.4 . Features were extracted from the 1s data segments from each class. The 2 Hz bandwidth power of PSD and sleep stage labels constituted the samples. 90% in each class were randomly selected for training and the remaining 10% in each class were for testing. A running average rule was applied to generate the final decisions.
To evaluate the method in a simulated online scene, we separately analyzed the performance in a test set which The difference of classification and prediction is marked by the asterisk. For classification, 90% of the raw data set was randomly selected as the training data set and the remaining 10% was the test data set. For prediction, the first 90% in time order was selected as the training data set and the remaining 10% was the test data set.
is completely isolated with the training set in time. The so-called "prediction" in the results means the data segments in the training set and test set are selected in time order. For prediction, the first 90% strictly in time domain of the raw data in each class were chosen for training. Thus, in each class, the remaining 10% were for testing.
N3 and N2 sleep recordings were merged in this procedure based on three considerations: (1) Based on our primary design of the closed-loop DBS system, both N2 and N3 stages represent a continuously stable non-REM sleep period during which the DBS strategy might be the same; (2) The LFP characteristics in N3 stage in frequency domain are similar with those in N2 stage, as shown in Fig.7(a) ; (3) The numbers of N3 LFP epochs are significantly unbalanced across all the subjects. To represent complete results, the subset from the three subjects with N3 stage recorded were additionally constructed and the same classification procedure was repeated.
We performed the overall process of classification and prediction on the binary combinations, including wakefulness against N1, wakefulness against N2, wakefulness against REM, N1 against N2, N1 against REM, N2 against REM, and wakefulness against sleep (N1, N2, and REM) and the multi-class together.
In each class, the training and testing sets were partially separated with a proportion of 9:1. Before both training and testing, samples from each class were randomly selected to build balanced training and testing sets. To verify the robustness, the whole procedure that started with feature extraction was repeated 50 times. Cross-validation method was used for the model optimization and training to unbiasedly estimate performance. Details of the process are described in the following sub sections.
2) Machine Learning Methods: We developed our models with two learning methods in this study, the support vector machine (SVM) and decision tree (DT). Both of these are widely used in the classification for a variety of physiological signals. A SVM model is a space construction for mapping the examples, aiming at separating the classes by a gap that is as wide as possible [27] . By properly choosing the kernel function, SVM is efficient for achieving both linear and non-linear classification. In this study, a kernelized SVM classification model with penalty factor C was employed. The optimization goal of our SVM model is:
where α i 's are the Lagrange multipliers, m is the number of samples, x i 's and x j 's are the samples, y i 's and y j 's are the class labels of the samples, k represents the kernel function, C represents the penalty factor. The kernel function k (x i , x j ) in our model is radial basis function (RBF):
where γ is the hyper-parameters of the RBF kernel. Output function of the SVM model is:
where x h 's represent the vectors from the training set, y h 's represent the class labels of the vectors, and α h 's represent the Lagrange multipliers, x represents sample of a test point. For the support vectors, α h is non-zero and for the rest vectors in training set, α h is zero. The sign of y decides the classification result. The LibSVM toolbox [28] for MATLAB was used for calculation.
A decision tree is a group of conditional statements for improving the purity of each leaf. A DT model could provide a clear path for a classification [29] . We used a standard classification and regression tree (CART) model [31] to generate a binary tree for classification. All the predictors were continuous. Gini's diversity index was used to calculate the impurity of nodes in the decision tree. The Gini's index of each feature is:
where G(k i ) represents the Gini index of each node i split by feature k's value, p j 's represent the observed fraction of class j in the split nodes. The split information of feature k is calculated as Gini gain:
where N 1 and N 2 represent the sizes of the split nodes, and N represents the size the node before split.
3) Optimization and Training: The hyper-parameters were optimized via grid search method. For the SVM model, cost C represents the weight of how many samples inside the margin contribute to the overall error. C was optimized in the range of 2 2 -2 10 . For the RBF kernel function of SVM model, γ was optimized in the range of and 2 −15 -2. For the DT model, the minimum leaf number was optimized in the range of 1-100. Five-fold for SVM and ten-fold for DT cross-validations were performed. Models were trained with the hyper-parameters that achieved the highest classification accuracy in the training set.
4) Running Average: For the final step, a running average method was used to decrease the influence caused by the fluctuation of the signals in each second. For a voting length of N s, (N-1) samples which were time-adjacent with the sample at the test point were reorganized together as a voting group. A majority vote strategy was performed and the final decision generated from the voting group was recognized as the classifiers' output.
With a larger voting length, the composition of the general rhythm during this period will be highlighted and the independent influence of nonstationary randomness will be attenuated. In this work, the voting length N was scaled from 1 s (no voting), 3 s, 5 s, 7 s to 9 s to evaluate the performance and determine the trade-off between the classification accuracy and the time delay of decision making.
5) Performance Measure: For binary classification and prediction, the performance was measured by the overall accuracy, sensitivity, selectivity, and specificity. The overall accuracy was calculated by equation (6):
where N 1 and N 2 represent the numbers of samples in class 1 and class 2 from the test set. TN 1 and TN 2 represent the numbers of correct predictions of class 1 and class 2. The sensitivity was calculated by equation (7): The specificity was calculated by equation (8):
The sensitivity and specificity, respectively, stand for the accuracy of class 1 and class 2.
The selectivity was calculated by equation (9):
where N 1 represents the number of class 1 in the predicted results. The selectivity stands for the ratio of actual class 1 instances in the predicted class 1 instances. For multi-class classification and prediction, the performance was measured by confusion matrixes [32] .
III. RESULTS
In this study, STN-LFPs from 12 PD patients were postoperatively recorded and analyzed during sleep state. Firstly, we investigated the signal features in the frequency domain. Based on the features, SVM and DT models were built for classification of sleep stages and wakefulness. Finally, the model structure was analyzed.
A. STN-LFP Sleep Frequency Patterns
A piece of typical LFP data (Case7, left STN) for different sleep-wake stages is shown in Fig.5(a) . In the time-frequency spectrogram, beta oscillation decreased in sleep stage N1 and almost disappeared in sleep stage N2. Once the REM sleep began, beta oscillation recovered immediately to a level similar to wakefulness. On the contrary, activities in the low frequency band (below 15 Hz) increased in N1 sleep and became stronger in N2 sleep, whereas attenuated in REM and wakefulness. Fig.5(b) shows the averaged PSDs across subjects. The differences among sleep stages were located in both low frequency band (delta, theta, and alpha band) and high frequency band (beta and gamma band). Fig.5(c) further shows the power in each band. Paired Wilcoxon signed rank tests were conducted and the results were FDR corrected [30] . Delta, theta, and alpha bands significantly increased from wakefulness to N2 (N=12, p<0.01), and decreased in REM sleep (p<0.05). On the contrary, beta and gamma bands decreased from wakefulness to N2 (p<0.01) and recovered in the stage of REM (p<0.05).
The general rhythms of STN-LFP are clarified in Fig.5 . However, from the shadow in Fig.5(b) and error bars in Fig.5(c) , the standard deviations of PSDs and band power during wakefulness or each sleep stage were very large. From Fig.5(a) , it was found that the LFP rhythms were fluctuating and not always consistent in every second. Besides, from individual PSDs, there is a big difference in the spectrum power across subjects. Therefore, the PSDs and band power in different sleep stages were overlapped. This indicates that a simple threshold classification or an amplitude-responsive algorithm would not reach a satisfactory performance. Machine learning models are necessary to build a more general profile of the STN-LFP sleep patterns for the classification and prediction. A running average method are worthy to confront the fluctuation of the signal without sacrificing the responding speed.
B. Classification of Wakefulness and Sleep Stages
Personalized and unified (across all the subjects) classification models were developed. The voting length for the running average method was fixed to 5 s in this section. Numbers of epochs included for analysis were shown in Table II. Table III shows the averaged accuracies of both personalized and group level SVM and DT classification. Generally speaking, the personalized models reached the performance above 90% and the unified models reached the performance above 80% except for N1 against N2 and REM. Best performance was achieved at wakefulness and N2 detection.
Based on the data from single subject, SVM and DT models were developed for personalized classification. Performance was high for the classification of wakefulness against N1, N2, REM. Accuracy of the classification of wakefulness against sleep (including N1, N2, and REM) was 97.4% (std=2.6%) for the SVM models and 94.7% (std=3.6%) for the DT models. The results in SVM models and DT models are consistent. Taking SVM models as an example, the sensitivity, selectivity, and specificity were in the range of 89.3% to 100%, except for N1 against REM (67.4%, 78.3%, and 81.4%).
Unified models were developed across subjects. The accuracy could reach above 94% for wakefulness against N2.
Accuracies of the classifications of wakefulness against sleep were high (SVM, accuracy=90.2%, std=1.8%; DT, accuracy=88.5%, std=1.7%). The results in SVM models and DT models are consistent. Taking SVM models as an example, the sensitivity, selectivity, and specificity were in the range of 81.7% to 96.5%, except for sensitivity for N1 against N2 (70.0%), and all the measures for N1 against REM (76.6%, 68.9%, and 65.0%). Fig.6 shows the multi-class classification results. In general, the accuracy, sensitivity, and selectivity were all above chance level (p<0.001). Performance of the wakefulness and N2 were high in both unified and personalized models. N1 and REM were most difficult to be classified, which was consistent with the binary classification results. The general accuracies of unified classification are 65.6%(std=1.8%, SVM) and 61.4%(std=1.6%, DT). The general accuracies of personalized classification are 80.8%(std=3.6%, SVM) and 75.6%(std=4.4%, DT). The overall performance was improved by considering personalized models. Based on the subset from the three subjects with independent N2 and N3 recordings, the same classification procedure was conducted. The accuracies of awake against N3, N1 against N3, and REM against N3 is above 85% for classification. The general SVM multi-class classification accuracy is 58.3% (std=3.1%). The results are shown in Fig.7 (b) and are all above chance level(p<0.001). Note that N3 and N2 stages were mostly confused with each other. From Fig. 7(a) , the N3 stage frequency features are very similar with N2 stage, therefore it is difficult for the classifiers to distinguish between the two stages.
C. Prediction of Wakefulness and Sleep Stages
The prediction means the training and testing sets are strictly time isolated. Personalized and unified (across all the subjects) classification models were respectively developed. The voting length was fixed to 5 s in this section. Numbers of epochs were equal with Table II. Table IV shows the averaged unified and personalized prediction accuracies. Generally speaking, the prediction for wakefulness against sleep stages reached performance above 84% at group level and 87% at personalized level. Best prediction performance was achieved at wakefulness and N2 detection.
For the unified models, the prediction performance of wakefulness against N1, N2, REM, and sleep was higher than the other groups. Wakefulness against N2 was best predicted and the accuracy was above 93%. The results across all prediction groups in SVM models and DT models are consistent. Taking SVM models as an example, the sensitivity was above 80%, except for wakefulness against REM (78.0%) and N1 against N2 (68.1%). The selectivity was above 91%, except for N1 against N2 (79.7%), N1 against REM (58.6%), and N2 against REM (66.6%). The specificity was above 92%, except for N1 against N2 (82.5%), N1 against REM (44.0%), and N2 against REM (56.7%).
For the personalized models, the accuracies of prediction were generally improved. Prediction of wakefulness against N2 was much higher for both SVM models (accuracy=100.0%, std=0) and DT (accuracy=99.9%, std=0.5%). For wakefulness against sleep, performance reached an accuracy of 95.4% (std=2.4%) for SVM models and 93.1% (std=3.8%) for DT models. The results in SVM models and DT models are consistent. Taking SVM models as an example, the sensitivity, selectivity, and specificity were in the range of 85.6% to 100%, except for N1 against REM (52.3%, 76.5%, and 83.7%, respectively). Fig.8 shows the confusion matrix of multi-class prediction results. In general, the accuracy, sensitivity, and selectivity were all above chance level (p<0.001). Wakefulness and N2 were best predicted. For unified models, both of these two stages were mostly confused with N1. The general accuracies of unified prediction are 58.8%(std=1.1%, SVM) and 57.1%(std=1.0%, DT). The general accuracies of personalized prediction are 76.3%(std=2.2%, SVM) and 73.7%(std=3.3%, DT). The personalized model could improve the overall performance of multi-class prediction.
D. Zooming of Running Average
Voting length of the running average method controls the size of the vote group. The cost of large voting length was that the classifier would need more raw-segments and the output decision would be delayed for longer. To investigate the influence of the signal fluctuation and find an optimal compromise, the voting length was zoomed from 1 s to 9 s. T-tests were conducted. Fig.9 shows that as the voting length increased, the overall performance of the unified model for wakefulness against sleep classification ( Fig.9(a) ) and prediction ( Fig.9(b) ) was largely improved. The best accuracy of classification of the models was 91.0% (std = 2.1%) with the voting length 9 s. We consider the voting length of 5 s as the optimal zoom of running average.
E. Model Structure Analysis
The unified classification training of wakefulness against sleep stages was repeated 5120 times. The structure of SVM and DT models were summarized for feature importance analysis. Fig.10(a) shows the distribution of the features in the top four levels (root node, Level 1, Level 2, and Level 3) of the decision trees generated from the repeated training models. The results show that beta band occupied 99.3% root nodes in the 5120 trees and gamma band occupied the rest 0.7%. Band power in 25-27 Hz occupied 96.3% of the root nodes among all of the trees. Delta, theta, and alpha band power never appeared as the root nodes. Alpha band power was the most frequently used feature in Level 1 to Level 3. It was found that 64.8% of the nodes in Level 1, 31.0% of the nodes in Level 2, and 19.4% of the nodes in Level 3 were the feature of band power in 7-9 Hz. Gamma band power occupied 31.0% of the nodes in Level 1. These results indicate that the power change in beta band (especially in the sub-band of 25-27 Hz) was the most important feature in the decision paths. Alpha band (especially in the sub-band of 7-9 Hz) and gamma band were found to be second and third, respectively, in levels of importance. Fig.10(b) shows the average weights of the support vectors across the 5120 SVM models. The general roles of beta, alpha and gamma band were consistent with those in DT models. The increase of the weights in the band around 13 Hz shows that large weights were needed for the features which are relatively close in PSDs, to maximize the gap to the hyperplane.
In general, both DT and SVM models show that the most important features for the classification of wakefulness against sleep are located in the beta, alpha, and gamma bands. Among them, the beta band consistently plays the most important role.
IV. DISCUSSION
This is the first systematic study to put forward a solution for automatic sleep stage classification based on STN-LFP postoperatively recorded in PD patients. The robust and interpretable SVM and DT models achieved high performance with an accuracy above 90%. Performance at the group level highlighted the reliable and ubiquitous sleep patterns. Benefiting from model interpretability, we analytically clarified that beta, alpha, and gamma rhythms in STN-LFP are critical for the future development of closed-loop DBS.
A. Taking STN-LFP as an Indicator for Sleep Stage
High frequency stimulation in the STN generally improves sleep quality of PD patients by decreasing wakefulness [33] , whereas other reports suggest some sleep disorders related to movement are not improved or even deteriorated [4] , [6] , [7] . Therefore, to find a balance between the improvement of motor function and sleep disorders, closed-loop STN-DBS towards sleep cycles is a promising solution.
The use of EEG or ECoG to classify sleep stages has been widely discussed with a large spatial resolution in neural activity. However, for implantable closed-loop DBS, both EEG and ECoG recording are not yet viable for integration in daily use. LFP, which could be directly recorded from the DBS electrode, is an important feedback signal for the primary investigation of closed-loop DBS [16] . Although the specific role is not clear, the projections from the basal ganglia to pedunculopontine nucleus may involve the STN in the ascending activation network in sleep modulation [34] . Based on the results from LFPs and microelectrode recordings in the nucleus, STN neural activities are synchronously changed with sleep [13] , [14] , [35] , [36] . Given the correlation with sleep modulation, STN-LFP which could be directly recorded from the DBS electrode is irreplaceable in the current field.
Recently, advancements in technology for recording LFPs with the implanted stimulator have opened a window for longterm observations and paved the way for the development of closed-loop DBS [37] . Taking STN-LFP as an indicator for sleep stage classification represents a new area but indeed a critical step for closed-loop DBS.
It could be intrinsically more challenging to use STN-LFPs for sleep classification. The STN-LFP signals are generated by fewer neurons in a more localized space than EEG or ECoG, which incorporate more randomness and variability [38] , [39] . The modulation rules of sleep states in single channel STN-LFP may be more complicated and more individually diverse.
In this study, the performance of the SVM and DT models has reached the same level with previous EEG, ECoG, and iEEG studies [22] , [40] , [41] , indicating the flexibility of taking STN-LFP for sleep stage classification. A previous study reported a primary trial for SVM classification with 30s STN-LFP epochs [14] . However, 30s are too long as the responding time of a closed-loop system and the complete method for building the models is not clarified. In this study, classification models based on 1s epochs were systematically built. A running average method was applied for confronting the data fluctuation in each second. With a voting length of 5 s, the models' performance is largely improved without sacrificing the responding speed. The classification in a simulated online scene was separately discussed at group and individual levels, which will directly guide the development of closed-loop DBS system. The same classification process was applicable to the EEG signals.
B. STN-LFP Activity Patterns During Sleep State
This study also reveals STN-LFP patterns during sleep state with robust and interpretable machine learning models. It was first reported by Urrestarazu et al. [13] (2009) that beta oscillations in the STN of PD patients decreased in non-REM sleep and recovered in REM sleep. The modulation of beta oscillation during movements in REM sleep was shown to be different with that during wakefulness [35] , [42] . It was also suggested by Thompson et al. [14] (2017) that all frequency bands were significantly different between sleep stages. In our study, group analysis in the full frequency band showed that three low frequency bands (delta, theta, and alpha band) have a consistent trend of power increase in non-REM sleep and power decrease to a similar degree with wakefulness in REM sleep. The remaining high frequency band (beta and gamma band) has an opposite trend of power decrease in non-REM sleep and increase in REM sleep. These results are generally consistent with previous studies conducted during DBS surgery, but elucidate sleep patterns with full-band analysis at the group level and without acute surgical interferences [18] , [19] . Furthermore, from the feature importance analysis of the classifiers in Fig. 9 , we found that the largest modulation effects of wakefulness and sleep lie in the beta, alpha, and gamma bands, which are critical for the development of closed-loop DBS.
C. Error Sources and Limitations
The models proposed in this study exhibited good performance in the classification of wakefulness and sleep stages, whereas the performance of the classification of N1 and other sleep stage (especially REM) is moderate. Similar problems exist in sleep stage classification by EEG [43] , [44] . The reason for this may be the inherent similarities of N1 and REM signals in the STN which make it difficult to classify by the current features. The classification results for the independent N2 and N3 stage are also moderate. The performance is limited by the sample size of the N3 stage. Besides, the various locations of the DBS electrodes across subjects would directly influence the recorded LFP signals [45] . Therefore, the extracted features of the signal rhythms may be influenced. Other errors may come from the LFP sampling process which is highly integrated in the stimulator. The signal quality is restricted by the implantable device, including the space and power consumption [46] . Several LFPs were recorded during the symptoms of REM sleep behavior disorder and periodic limb movements of two subjects. However, limited by the sample size and contaminated signals, we did not find any significant conclusion. Another limitation is that the LFPs in the current work were all recorded during DBS off state. For clinical application, LFPs recorded during DBS on state should be considered. Nevertheless, one of the potential solutions provided from this work is to record the signal during a few seconds after DBS is switched off.
V. CONCLUSION AND FUTURE WORK
For the first time, this study provides a systematic method for the classification of sleep stages based on STN-LFP in PD patients. The classification models are able to achieve high cross-validated performance at both group level and individual level, without losing interpretability and generalizability. The interpretable model structure highlights that beta, alpha, and gamma bands contribute the most to classification, taking a step towards uncovering the neuromodulation mechanisms of DBS and sleep disorders.
Future work will be focused on the development of the implantable closed-loop DBS system with integration of the methods from this study. From the perspective of engineering, embeddable algorithms with less computing cost and memory requirements should be considered. From the perspective of improving the classification performance, more precise correlation between the STN-LFP and awareness state needs to be clarified, especially for the sleep state transition periods. Other methods such as deep neural networks, wavelet transform, random forest, and multiple ensemble methods may increase the performance. Prediction of the awareness state in the next few seconds with current signals should be explored. Furthermore, for clinical application, the question to whether STN-LFP could be used as a robust indicator during medication on and/or DBS on state should be considered. More samples need to be recorded to study the influence of sleep disorder symptoms to LFP signals and the corresponding improvement for achieving a sufficient performance of classification. For the implantable closed-loop DBS system, recordings over a longer time scale, such as 6 months to several years need to be explored and the long-term stability of the LFP sleep patterns needs to be verified.
