In solving optimization problems for building design and control, the cost function is often evaluated using a detailed building simulation program. These programs contain code features that cause the cost function to be discontinuous. Optimization algorithms that require smoothness can fail on such problems. Evaluating the cost function is often so time-consuming that stochastic optimization algorithms are run using only a few simulations, which decreases the probability of getting close to a minimum. To show how applicable direct search, stochastic, and gradient-based optimization algorithms are for solving such optimization problems, we compare the performance of these algorithms in minimizing cost functions with di erent smoothness. We also explain what causes the large discontinuities in the cost functions. ?
Introduction
Detailed building simulation programs, such as EnergyPlus [1] and TRNSYS [2] , are increasingly being used to evaluate the cost function in optimization problems. Annual simulations with these programs are typically computationally expensive. Also, these simulation programs contain code features-such as adaptive integration meshes, iterative solvers that iterate until a convergence criterion is met (e.g., Newton solvers or bisection algorithms) and ifthen-else logic-that can cause optimization algorithms that require smoothness of the cost function to fail, possibly far from a solution. In many of these building simulation programs the solvers are implemented in a way that does not allow controlling the numerical error of the approximations to the state variables, and the solver tolerances are ÿxed at compile time, in some cases at coarse precision settings [3, 4] . Thus, such computer code deÿnes a numerical approximation to the cost function that is discontinuous with respect to the design parameter, and the discontinuities can be large.
It is, however, generally accepted in the simulation-based optimization community that the tolerances of such adaptive solvers must be tight if used in conjunction with optimization algorithms that require the cost function to be smooth [5] [6] [7] . If nonlinear programming algorithms are used to solve such optimization problems, then convergence to a stationary point can be established if the approximate cost functions, deÿned on the numerical approximations to the state variables, converge to a smooth function as the precision of the simulation is increased [7, 8] , or if the approximation error goes to zero su ciently fast as the optimization algorithm approaches a solution [9, 10] . However, many building simulation codes do not satisfy these requirements and it has been observed [3, 4] that the solver tolerances are so coarse that optimization algorithms that require smoothness of the cost function can indeed fail far from a minimum.
Probabilistic optimization algorithms that do not require smoothness have frequently been used to solve building optimization problems with a small number of simulations (see, for example, [11, 12, 4] ). However, these algorithms are stochastic in nature, and to achieve convergence with a high conÿdence, a large number of simulations is required [13] [14] [15] , which is impractical if the computation time required to evaluate the cost function is large.
Hence, it is not clear whether optimization algorithms that require smoothness of the cost function or stochastic algorithms, used with a low number of cost function evaluations, perform better on building optimization problems in which the design parameter is in R n and has box-constraints. This is the question that we address in this paper.
We compare the performance of nine optimization algorithms using numerical experiments. We compare direct search algorithms (the coordinate search, the Hooke-Jeeves, and two versions of the Nelder-Mead simplex algorithm), stochastic population-based algorithms (a simple genetic algorithm (GA) and two particle swarm optimization (PSO) algorithms), a hybrid particle swarm Hooke-Jeeves algorithm and a gradient-based algorithm (the discrete Armijo gradient algorithm). Other promising methods that have successfully been used in simulation-based optimization, such as methods that use surrogate models [16] , are beyond the scope of this paper.
In the numerical experiments, we solved six optimization problems using the EnergyPlus [1] whole building energy analysis program to evaluate the cost function. We used two simulation models, each with three di erent weather data. One simulation model is such that the cost function is rather smooth and the other is such that the cost function has discontinuities in the order of 2% of the cost function value. By selecting cost functions with di erent smoothness and identifying what code features can cause such large discontinuities, we believe that our conclusions will also be applicable if other simulation programs are used to evaluate the cost function.
In the ÿrst section, we give a formal deÿnition of the optimization problem, which is used to identify the terms that cause di culties in solving the optimization problems. Next, we discuss the two simulation models. Then we discuss the main features of the optimization algorithms. Finally, we compare the performance of all optimization algorithms and discuss the causes of the observed discontinuities in the cost functions.
Minimization problem
We consider problems of the form
where x ∈ X is the vector of independent variables, f : X → R is the cost function, and X ⊂ R n is the constraint set, deÿned as X , {x ∈ R n | l i 6 x i 6 u i ; i ∈ {1; : : : ; n}} (1b) with −∞ 6 l i ¡ u i 6 ∞, for all i ∈ {1; : : : ; n}. The cost function f(·) is deÿned as
where F : R m → R is once continuously di erentiable but deÿned on the solution of a coupled system of di erential algebraic equations of the form
z(x; 0) = z 0 (x); (3b) (x; z(x; t); ) = 0;
where h :
are smooth in all arguments and the matrix with partial derivatives (·; ·; ·) is nonsingular. The function h(·; ·; ·) describes the system dynamics, z(·; ·) is the vector of state variables whose components are the room air and construction temperatures (after the spatial discretization of the heat equation) and the heating, cooling and lighting power. The algebraic variable is the solution of (3c) and its components are state variables whose thermal capacities are assumed to be negligible, such as the window glass temperatures. The elements of the vector p(·) ∈ R q are the size of the cooling coil, heating coil, and supply and return fan. 3 Thus, system (3) is a mathematical model of a thermal building energy calculation. Under appropriate assumptions, one can show that (3) has a unique once continuously di erentiable solution [7, 17] , and several optimization algorithms that use approximate solutions of (3), and progressively decrease the approximation error as the optimization approaches a solution, exist to solve (1) (see, for example, [7, 8] ).
However, we are interested in the situation where EnergyPlus is used to compute an approximate numerical solution of (3). EnergyPlus contains several adaptive spatial and temporal grid generators, if-then-else logic and iterative solvers that iterate until a convergence criterion is met. Due to these code features a change in the independent variable x can cause a change in the sequence of code executions, which causes the approximate numerical solution of (3) to be discontinuous in x. 4 It is generally accepted in the simulation-based optimization community [5] [6] [7] that in situations where (1) is solved using an optimization algorithm that requires the cost function to be smooth, one needs to compute high-precision approximate solutions of (3). However, in EnergyPlus the numerical solvers and grid generators are spread throughout the code and most solver tolerance settings are ÿxed at compile time, in some cases at coarse precision. The implementation of the solvers is such that it does not seem possible to control the numerical error. Thus, optimization algorithms that require smoothness may fail far from a solution or may at best converge much slower. Consequently, we are interested in how they perform compared to probabilistic population-based optimization algorithms on rather smooth cost functions and on cost functions with large discontinuities.
Simulation models
We will use two simulation models. The ÿrst is a simple simulation model that has four independent variables and no HVAC system simulation (the zone's heating and cooling loads are assumed to be met at each time step). The second is a detailed simulation model that has 13 independent variables and a detailed HVAC system simulation. To determine the size of the HVAC system of the detailed simulation model, EnergyPlus executes a code that contains iterations. Thus, in the simple simulation model the component size p(·) in (3a) is a constant, but in the detailed simulation model p(·) is a discontinuous function of x.
In all optimization problems f(x) is the annual primary energy consumption for lighting, fan, cooling and heating of a mid-story o ce oor. The exterior walls have a U -value of 0:25 W=(m 2 K) and consist of (listed from outside to inside) 1 cm wood siding, 10 cm insulation and 20 cm concrete. The ceiling and oor consist of carpet, 5 cm concrete, insulation and 18 cm concrete. Interior walls are 12 cm brick. The windows are low-emissivity double pane windows with Krypton gas ÿll and exterior shading device. We use TMY2 weather data for Houston Intercontinental (TX), Chicago O'Hare (IL), and Seattle Tacoma (WA). Fig. 1 shows the o ce buildings.
Simple simulation model
The energy consumption of the gray shaded thermal zone in Fig. 1 is assumed to be representative for the energy consumption of an elongated o ce building. Both windows have an external shading device that is activated only during summer when the total solar irradiation on the window exceeds 200 W=m 2 . Both windows have a ÿxed overhang that projects out 1 m. The zone has daylighting controls with an illuminance setpoint of 500 lx at a point 3 m from each window.
The annual source energy consumption is
where Q h (·) and Q c (·) are the zone's annual heating and cooling load, respectively, E l (·) is the zone's electricity consumption for lighting, and the e ciencies Á h = 0:44 and Á c = 0:77 are typical plant e ciencies that relate the zone load to the primary energy consumption for heating and cooling generation, including electricity consumption for fans and pumps [18] . The electricity consumption is multiplied by 3:0 to convert site electricity to source fuel energy consumption. Table 1 lists the independent variables, which are the building azimuth , the width of the west and east windows w w and w e , respectively, and the shading device transmittance . 5 The column with header x b shows the values of the independent variables for the base design, l and u are the lower and upper bounds, and s is the step size of the independent variables. (The step size will be used in the optimization algorithms.)
Detailed simulation model
We minimize the annual primary energy consumption for lighting, fan, cooling and heating for the mid-story o ce oor shown in Fig. 1 . Lighting and fan electricity are multiplied by 3:0 and then added to the cooling and heating energy of the cooling and heating coil. All exterior zones have daylighting control. The simulated HVAC system is a VAV system with DX coil and outside-air economizer. The heating and cooling coil capacities and the air ow rates are auto-sized by EnergyPlus. Table 1 lists the independent variables. The variable w i , i ∈ {N; W; E; S}, linearly scales the window width and height. The subscripts indicate north, west, east, and south, respectively. (The location and shape of the windows are used in the daylighting calculations.) For the north and south windows a value of 0 corresponds to a window that covers 13.6% of the facade area and 1 corresponds to 64.8%. For the west and east windows a value of 0 corresponds to a window that covers 20.4% of the facade area and 1 corresponds to 71.3%. The variable o i , i ∈ {W; E; S}, scales the depth of the window overhangs. A value of 0 corresponds to a window overhang depth of 0:05 m (measured from the facade) and 1 corresponds to 1:05 m. The variable s i , i ∈ {W; E; S}, is the setpoint for the shading device in W=m 2 . If the total solar irradiation on the window exceeds s i , then an external shading device with a transmittance of 0:5 is activated. The variable T i , i ∈ {u; i}, is the setpoint for the zone air temperature for night cooling during summer and winter, respectively, in
• C. The variable T d is the cooling design supply air temperature that is used for the HVAC system sizing in
• C.
Optimization algorithms
We compare the performance of nine optimization algorithms. In the following section, we brie y describe the main features of all algorithms. For a more detailed description we refer the reader to [4] for the simple GA and to the GenOpt manual [19] for all other algorithms, as well as to the references cited therein. Since the performance of the optimization algorithms depends on the algorithm parameters, we list all algorithm parameters, which may be used as initial choices for similar problems. We did not tune the algorithm parameters but used values which we believe will give good performance for the examined problems. A detailed explanation of all parameters is beyond the scope of this paper, and we refer the reader to [4, 19] for details.
Algorithm descriptions

Coordinate search algorithm
The coordinate search algorithm searches along each coordinate direction for a decrease in f(·). Let k ∈ N be the iteration number, x k ∈ X be the current iterate, k ∈ Q + be a scaling factor, called the mesh size factor, and s ∈ R n be as in Table 1 . Then, our coordinate search algorithm tests if
i e i ; i ∈ {1; : : : ; n}}:
If there exists an x ∈ L k that satisÿes f(x ) ¡ f(x k ), then the algorithm sets x k+1 = x , k+1 = k , and it replaces k by k + 1. Otherwise, it sets x k+1 = x k , decreases the mesh size factor by setting k+1 = k =2, and it replaces k by k + 1. If k is smaller than a user-speciÿed limit, the search stops. The coordinate search algorithm is a member of the family of generalized pattern search (GPS) algorithms. For X =R n , one can prove that any GPS method constructs a sequence of iterates with stationary accumulation points if f(·) is continuously di erentiable and has bounded level sets [20, 21] . For a more detailed description of GPS algorithms and an extension to constraint problems, see [21, 8] and the review [22] . For the numerical experiments, we used a mesh size divider of 2, an initial mesh size exponent of 0, a mesh size exponent increment of 1 and 4 step reductions. Hence, 0 =1 and, for the last iterations, k = 1 16 . Thus, the best iterate
16 s i e i ; i ∈ {1; : : : ; n}}.
Hooke-Jeeves algorithm
The Hooke-Jeeves algorithm is also a member of the family of GPS algorithms and has therefore the same convergence properties on smooth cost functions as the coordinate search algorithm. It adjusts the mesh size factor k using the same algorithm as the coordinate search algorithm but, in addition to the search on L k , it also makes progressively bigger steps in the direction that has reduced the cost in previous iterations. As in the coordinate search algorithm, the iterates of the Hooke-Jeeves algorithm belong to a mesh of the form
The introduction of M(·; ·; ·) is convenient for the discussion of a modiÿed PSO algorithm and a hybrid algorithm below. We used the same algorithm parameters for the HookeJeeves algorithm as for the coordinate search algorithm.
PSO algorithms
PSO algorithms are population-based probabilistic optimization algorithms ÿrst proposed by Eberhart and Kennedy [23, 24] . At each iteration step, they compare the cost function value of a ÿnite set of points, called particles. The change of each particle from one iteration to the next is modeled based on the social behavior of ocks of birds or schools of ÿsh. Each particle attempts to change its location in X to a point where it had a lower cost function value at previous iterations, which models cognitive behavior, and in a direction where other particles had a lower cost function value, which models social behavior. Since our simulation model is computationally expensive, we run the PSO algorithms with a much lower number of simulations than the ones in [15, 25, 14] , which makes convergence to a minimum less likely.
We used a PSO algorithm with inertia weight and a PSO algorithm with constriction coe cient. Both algorithms used the von Neumann topology, 16 particles, 20 generations, a seed of 0, a cognitive acceleration constant of 2:8, a social acceleration constant of 1:3 and velocity clamping with a maximum velocity gain of 0:5. For the PSO algorithm with inertia weight, we used an initial inertia of 1:2 and a ÿnal inertia of 0. For the PSO algorithm with constriction coecient, we used a constriction gain of 0:5.
PSO algorithm that searches on a mesh
This is a modiÿcation of the above PSO algorithm with constriction coe cient which is introduced in [19] . In this algorithm, the cost function f : R n → R is replaced by the functionf :
where (x) ∈ M(x 0 ; ; s) ∩ X is the closest feasible mesh point and M(·; ·; ·) is as in (6) . Evaluating the cost function on the mesh reduces the number of simulations when the particles cluster. We run this algorithm with two di erent settings for the algorithm parameters. In the ÿrst version, which we will call PSO on mesh (1), we used the same parameters as for the PSO algorithm with constriction coe cient and, in addition, a mesh size divider of 2 and an initial mesh size exponent of 1. Thus, = 1 2 in (7). In the second version, which we will call PSO on mesh (2), we increased the number of particles from 16 to 36 and increased the constriction gain from 0:5 to 1. This causes the particles to cluster later in the search.
Hybrid particle swarm and Hooke-Jeeves algorithm
This hybrid global optimization algorithm does a PSO on a mesh for the ÿrst iterations, as described in the previous section. This is done for a user-speciÿed number of generations. Afterwards, it starts the Hooke-Jeeves algorithm using for the initial iterate the mesh point that attained the lowest cost function value. Since the PSO algorithm evaluates f(·) only on a ÿnite number of points in M(x 0 ; 0 ; s) ∩ X, the PSO search can be considered to be a global search of a GPS algorithm. Hence, this hybrid algorithm is also a member of the family of GPS algorithms.
We run this algorithm with two di erent settings for the algorithm parameters. In the ÿrst version, which we will call PSO and Hooke-Jeeves (1), we used the same settings as for the algorithm PSO on mesh (1). In addition, we used, as for the Hooke-Jeeves and the coordinate search algorithms, a mesh size exponent increment of 1. Because 0 = 1 2 , we used 3 step reductions to obtain for the last iterations the same mesh size factor as for the Hooke-Jeeves and the coordinate search algorithms, namely k = 1 16 . In the second version, which we will call PSO and Hooke-Jeeves (2), we increased the constriction gain from 0:5 to 1 to obtain a bigger spread in the particles for the late generations, but we kept the number of particles at 16.
Simple genetic algorithm
GA are algorithms that operate on a ÿnite set of points, called a population. The di erent populations are called generations. They are derived on the principles of natural selection and incorporate operators for (1) ÿtness assignment, (2) selection of points for recombination, (3) recombination of points, and (4) mutation of a point. Our GA is an implementation of the simple GA described by [26] , but we use a Gray [27] rather than a pure binary encoding to represent the independent variables as a concatenated string of binary numbers.
The simple GA iterates either until a user-speciÿed number of generations is exceeded, or until all iterates of the current generation have the same cost function value.
In the numerical experiments, we used a population size of 14, a maximum of 50 generations, 1 elite point and a probability for recombination and mutation of 1 and 0:02, respectively.
We selected a small population size because the number of independent variables is small and because we expected the cost function to have no signiÿcant local minima. The choice of a small population size was balanced by a high probability of recombination and mutation. Small population sizes have also been used successfully in the solution of other small scale building optimization problems [12] .
Simplex algorithm of Nelder and Mead with the extension of O'Neill
The simplex algorithm of Nelder and Mead is a derivative free optimization algorithm. It constructs an n-dimensional simplex in the space of the independent variables. The cost function is evaluated at each of the (n + 1) simplex vertices. In each iteration step, the vertex with the highest cost function value is replaced by a new vertex. The new vertex is obtained either by re ecting the vertex with the highest cost function value at the centroid of the simplex, or by contracting and expanding the simplex. Despite the well-known fact that the simplex algorithm can fail to converge to a stationary point [10, [28] [29] [30] [31] [32] , both in practice and theory, particularly if the dimension of independent variables is large, say bigger than 10 [28] , it is an often used algorithm. Several improvements to the simplex algorithm or algorithms that were motivated by the simplex algorithm exist, see for example [10, 28, 29, 33] . However, here we used the original Nelder-Mead algorithm [34] with the extension of O'Neill [35] and, in some of the numerical experiments, a modiÿ-cation of the stopping criteria [19] .
For the numerical experiments, we used an accuracy of 0:01 and a step-size factor of 0:1. In the experiments that are labeled Nelder-Mead (1), we modiÿed the stopping criterion as described in [19] and prevented a new restart of the algorithm during the 10 iterations that followed a previous restart. In the experiments that are labeled Nelder-Mead (2), we did not modify the stopping criterion and did not prevent a restart of the algorithm. The second set of numerical experiments has been done because the ÿrst set showed poor performance. However, the change in algorithm parameters did not improve the performance.
Discrete Armijo gradient algorithm
We used the discrete Armijo gradient algorithm from [7] , which can be used to minimize smooth functions. It approximates gradients by ÿnite di erences, with the di erence increment reduced as the optimization progresses, and does line searches using the Armijo step-size rule. If f(·) is once continuously di erentiable and bounded from below, then the discrete Armijo gradient algorithm constructs sequences with stationary accumulation points. However, the algorithm is sensitive to discontinuities in f(·), and hence, we recommend to not use this algorithm if the simulation program contains adaptive solvers with loose precision settings, such as EnergyPlus. However, since the simple simulation model deÿnes a cost function that has only small discontinuities, we were interested in how this algorithm performs in solving the problems that use the simple simulation model. As we will shortly see, it failed far from a solution.
We used the following algorithm parameters: = 
Numerical experiments
The analysis presented here is in two parts. We will ÿrst compare the performance of the di erent optimization algorithms and then examine the cause of the discontinuities in the cost functions.
Comparison of the optimization results
For all optimizations, we used the optimization program GenOpt 2.0.0 [19] 6 and EnergyPlus 1. We ÿrst need to deÿne some measures that we will use to compare the optimization results. Let x b ∈ X be the value of the independent variables for the base design, as listed in Table 1 . For each optimization problem (i.e., for each simulation model with the corresponding weather data), we denote, for each optimization algorithm, by x * ∈ X the iterate with the lowest cost function value, and we denote for each optimization problem byx ∈ X the iterate with the lowest cost function value obtained by any of the tested optimization algorithms. Then, for each optimization problem, we Table 2 Normalized cost reduction r(x * ), distance to the maximum obtained cost reduction d(r(x * )) and number of simulations m for all optimization problems Algorithm Houston, TX Chicago, IL Seattle, WA deÿne the normalized cost reduction as
and we deÿne the distance to the maximum obtained reduction as
Thus, d(r(x * ))=0 for the algorithm that achieves the biggest cost reduction.
Because of the discontinuities in the cost functions, we observed di erent behavior of the optimization algorithms on the problems that used the simple simulation model compared to the problems that used the detailed simulation model. The cost function, if evaluated by the simple simulation model, is rather smooth, but, if evaluated by the detailed simulation model, has discontinuities in the order of 2%, which makes optimization with descent algorithms di cult. Table 2 shows the normalized cost reduction, the distance to the maximum obtained reduction and the number of simulations, and Fig. 2 shows a graphical representation of the distance to the maximum obtained cost reduction and the required number of simulations for each optimization problem.
We see that if the detailed simulation model is used, then the coordinate search algorithm tends to fail far from the minimum. On the same problems, the Hooke-Jeeves algorithm jammed less often compared to the coordinate search algorithm, which may be due to the larger steps that are taken in the global exploration.
All nonhybrid PSO algorithms come close to the minimum with a low number of simulations. By restricting the iterates of the PSO algorithm with constriction coe cient to the mesh M(x 0 ; ; s), the number of simulations could be reduced by 50% for the problem with four independent variables and by 30% for the problem with 13 independent variables. Restricting the iterates to the mesh does not signiÿcantly a ect the accuracy as we can see by comparing the results of the PSOCC and the PSO on mesh (1) algorithm, which both use the same algorithm parameters. However, in the PSO algorithm that searches on a mesh, increasing the number of particles from 16 to 36 and increasing the constriction gain from 0:5 to 1 prevented the particles to cluster early in the search and yielded larger cost reductions at the expense of three to four times more simulations.
The simple GA, however, got consistently closer to the minimum than the PSO algorithms with a comparable num- ber of simulations, except for one problem that used the simple simulation model. In this case, however, the di erence in cost reduction is insigniÿcant.
The overall best cost reductions has been achieved by the hybrid particle swarm and Hooke-Jeeves algorithm although with a higher number of simulations than the simple GA. For the hybrid algorithm, increasing the constriction gain from 0:5 to 1:0 did, in our experiments, only slightly change the results. We observed, however, that with a higher constriction gain the particles are more spread out in the early generations, which increases the chance to ÿnd a global minimum if the cost function has several minima.
The Nelder-Mead algorithm did not perform well on our test problems. It required a high number of simulations, and in one test case it failed far from the minimum. We believe that, in addition to the problems discussed in [10, [28] [29] [30] [31] [32] , some of the problems we observed when solving the optimization problems that used the detailed simulation model may have been caused by the stopping criterion. The stopping criterion used in [36, 19] requires the variance of the function values at the simplex vertices to be smaller than a prescribed limit. However, if f(·) has large discontinuities, then this stopping criterion may never be satisÿed.
The discrete Armijo gradient algorithm failed on the simple problem far from the minimum. This is not surprising because the algorithm is sensitive to discontinuities in the cost function. We recommend to not use this algorithm if EnergyPlus is used to evaluate the cost function.
In summary, the simple GA got close to a solution with a low number of simulations. The hybrid particle swarm and Hooke-Jeeves algorithm achieved the biggest cost reduction but required more simulations. Whether the increased number of simulations is justiÿed depends on the savings due to a better solution and the expenses of a higher computation time. However, one advantage of the hybrid algorithm is that the global search of the PSO algorithm increases the chance to get close to the global minimum rather than only a local minimum, and the Hooke-Jeeves algorithm then reÿnes the search locally.
If the discontinuities in the cost function are small, then the Hooke-Jeeves algorithm achieved a good reduction in cost and required only few iterations. 
Discontinuities in the cost function
We observed that EnergyPlus computes for the detailed simulation model an energy consumption that has large discontinuities. Some of the discontinuities are caused by the adaptive grid generators-such as the ones used in computing the daylighting illuminance or in doing the variable time-step integration-some are caused by iterative solvers which fail to compute an accurate approximate solution and some are caused by programming errors.
Due to these discontinuities, for the optimization problem with the detailed simulation model and Chicago's weather data, the Hooke-Jeeves algorithm achieved only half of the cost reduction that was obtained by other algorithms. For this numerical experiment, we will now show the change in cost in a one-dimensional subspace of X ⊂ R 13 . In particular, we will perturb one component of the independent variable and plot the change in cost function value. We will ÿrst introduce some notation. Let x * HJ ∈ X ⊂ R 13 denote the iterate with the lowest cost function value of the HookeJeeves algorithm, let T u ∈ R denote the room setpoint temperature for night cooling during summer, and let e Tu ∈ R 13 denote the coordinate vector along T u . We deÿne T * u; HJ , x * HJ ; e Tu and we deÿne the normalized change in cost with respect to T u as
In Fig. 3 , we show (T u ) for T u ∈ [21:9; 22:1] using 1201 equidistant support points. For T u 6 22:001 • C, (·) has discontinuities in the order of 2%. At T u = 22
• C is the discontinuity at which the Hooke-Jeeves algorithm got stuck, which is far from the minimum of f(·). The point-wise discontinuities in Fig. 3 are caused by round-o errors: depending on the system's minimum air-ow fraction, which depends on the system sizing p(·), a di erent branch of an if-then-else statement is executed to determine the part load air-ow fraction, and the two branches of the ifthen-else statement are, due to a programming error, such that they introduce a discontinuity in the part load air-ow fraction.
7 7 This will be ÿxed in future EnergyPlus versions.
We will now show that the cost function of the detailed simulation model also has large discontinuities that are of a di erent structure than those in Fig. 3 . Let x * CS ∈ R n denote the iterate with the lowest cost function value obtained by the coordinate search algorithm for Chicago, and let x * GA denote the iterate with the lowest cost function value obtained by the simple GA for Chicago. In Fig. 4 , we show the normalized energy consumption for total primary energy, fan, cooling, heating and lighting energy. The normalized energy consumption is shown along part of the line x( ) , x * CS + (x * GA − x * CS ). That is, x(0) = x * CS and x(1) = x * GA . The graph shows discontinuities of the total primary energy consumption in the order of 1%. Clearly, such large discontinuities can cause optimization algorithms that require smoothness of the cost function to fail far from a minimum.
The biggest discontinuities seem to be caused by the fan sizing. At =0:827, the fan energy changes by 4% and consequently the cooling and heating energy is also discontinuous at this point. However, at = 0:931, the cooling energy changes by 1.2% while the fan energy is smooth around this point. While such a discontinuity is small if one is only interested in the cooling sizing in a simulation study, it can cause problems in optimization and sensitivity studies, particularly if the cooling energy contributes much to the cost function. The discontinuities in lighting energy are small (the lighting energy does not depend on the fan, cooling or heating energy). We believe that the discontinuities in the lighting energy are caused by a change in the spatial discretization that is used in computing the daylight illuminance. We further believe that the large discontinuities in the fan, heating and cooling energy are caused by the system auto-sizing, which we expect to compute a low-precision approximate solution to p(x), which will then be used in (3) for the whole interval of time integration. In fact, the system sizing is done by ÿrst repetitively simulating a so-called warm-up day until some state variables do not change more than a tolerance which is ÿxed at compile time, and then one day is simulated to determine p(·). This is done for a winter and a summer day. Thus, a change in x can cause a discrete change in the number of warm-up days, and hence in the initial state z 0 (x) and consequently in the system size p(x).
Conclusions
We observed that in the optimization problems that used the detailed simulation model with auto-sizing of the HVAC components, the cost function has discontinuities in the order of 2%. On such problems optimization algorithms that require smoothness of the cost function are likely to fail far from a solution, which is what we indeed observed in our numerical experiments. Such discontinuities make optimization di cult and can lead to limited economic gains. This can be prevented if the solvers are implemented such that the approximation error can be controlled, and if the simulation program is written such that the approximate solutions of the di erential algebraic equations converge to a smooth function as precision is increased. One of the authors is currently developing such a building energy analysis program.
The biggest cost reduction has been obtained with the hybrid particle swarm and Hooke-Jeeves algorithm. If a user is willing to accept a slight decrease in accuracy at the beneÿt of fewer simulations, then the simple GA is a good choice. However, due to the stochastic operators, the PSO and the simple GA can occasionally fail to get close to a solution, particularly if the number of simulations is small. In such situations, the second search in a hybrid algorithm can further decrease the cost. However, with our limited number of numerical experiments, we could not determine how big the risk of failing is.
For neither of the problems that we examined do we recommend using either the Nelder-Mead or the discrete Armijo gradient algorithm. (5) We say that a function f : R n → R is once continuously di erentiable on a set S ⊂ R n with respect to x ∈ S if f(·) is deÿned on S, and if f(·) has a continuous derivative on S. (6) For x * ∈ R n and f : R n → R continuously di erentiable, we say that x * is stationary if ∇f(x * ) = 0.
Symbols
f(·) cost function l lower bound of the independent variable n dimension of the independent variable t time u upper bound of the independent variable x independent variable a ∈ A ais an element of A A ⊂ B Ais a subset of B A ∩ B intersection of the sets A and B X feasible set of the independent variable N {0; 1; 2; : : :} Q set of rational numbers Q + {q ∈ Q | q ¿ 0} R set of real numbers Z {: : : ; −2; −1; 0; 1; 2; : : :} mesh size factor , equal by deÿnition e i unit vector along the ith coordinate direction
