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Abstract
We address the existence of stationary solutions of the Vlasov-Poisson
system on a domain Ω ⊂ R3 describing a high-temperature plasma which
due to the influence of an external magnetic field is spatially confined to a
subregion of Ω. In a first part we provide such an existence result for a gen-
eralized system of Vlasov-Poisson type and investigate the relation between
the strength of the external magnetic field, the sharpness of the confinement
and the amount of plasma that is confined measured in terms of the total
charges. The key tools here are the method of sub-/supersolutions and the
use of first integrals in combination with cutoff functions. In a second part
we apply these general results to the usual Vlasov-Poisson equation in three
different settings: the infinite and finite cylinder, as well as domains with
toroidal symmetry. This way we prove the existence of stationary solutions
corresponding to a two-component plasma confined in a Mirror trap, as well
as a Tokamak.
1 Introduction
The Vlasov-Poisson system describing a two-component plasma under the influence
of an external magnetic field reads
∂tf
β +
〈
v,∇xfβ
〉
R3 +
qβ
mβ
〈
−∇xϕ+ v ×B
c
,∇vfβ
〉
R3
= 0,(1.1)
−∆ϕ(x, t) = 4pi
∑
β=±
qβ
∫
R3
fβ dv.(1.2)
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Here fβ = fβ(x, v, t) ≥ 0, β ∈ {+,−}, is the distribution function of positively
charged ions (for β = +) and electrons (for β = −) resp., at a point x with velocity
v ∈ R3 at the time t ∈ [0, T ). Depending on the application the system can be
considered for x ∈ R3, i.e. on the whole space, or, as will be the case in the
present paper, on a domain Ω ⊂ R3 whose boundary we suppose to be sufficiently
smooth. In the case of a domain the Poisson equation (1.2) for the potential
ϕ : Ω× [0, T )→ R of the self-consistent electric field will be complemented by the
Dirichlet boundary condition
(1.3) ϕ(x, t) = 0, (x, t) ∈ ∂Ω× [0, T ),
and initial conditions
(1.4) fβ(x, v, t)|t=0 = f
β
0 (x, v).
The parameters mβ > 0, β = ±, are the masses of the charged particles, q− < 0
is the charge of the electrons, q+ > 0 the charge of the ions, c > 0 is the speed of
light and B : Ω × [0, T ) → R3 is the external magnetic field influencing the par-
ticle trajectories through the Lorentz force, and fβ0 (x, v) is the initial distribution
function.
The Vlasov equations in general have a broad range of applications in various
fields of physics. They have been derived in 1938 [40] by Vlasov, who justified
that in the kinetic description of a high-temperature plasma collisions between
different particles can be neglected. Neglecting the corresponding collision term in
the Boltzmann equation he obtained the Vlasov-Maxwell equations, from which
one derives the Vlasov-Poisson system by additionally neglecting the self-consistent
magnetic field generated by the motion of the charged particles.
One particular application in plasma physics is the construction of a reactor for
controlled thermonuclear fusion, see for example [17, 26, 37]. Among such devices
are reactor chambers based on a toroidal form, like Tokamaks and Stellarators,
and a cylindrical form, like Mirror traps or z-pinch devices. Due to the high
temperature of the plasma a key feature in the realization of such a reactor is the
use of an external magnetic field, which has to be choosen in a way, such that the
plasma is strictly confined in the interior of the chamber.
In the present paper we prove within the Vlasov-Poisson description (1.1),
(1.2), (1.3) of a two-component plasma the existence of stationary configurations
that are strictly confined in a chamber of Tokamak type, as well as stationary
solutions corresponding to a confinement in a Mirror trap device. In view of the
macroscopic charge neutrality of a high-temperature plasma it is important to con-
sider a two-component system modelling positive and negative charged particles,
but our results also apply to the one-component case and more generally even to
a plasma consisting of N ∈ N different types of particles. In any of these cases,
to the best of our knowledge, there has been so far no existence result concerning
stationary confined solutions in toroidal domains, nor in Mirror traps. Before pro-
viding further details, let us quickly give a short, due to the extensive amount of
literature, not complete, survey on the topic.
2
In the case Ω = R3 the Poisson equation (1.2) can be solved using the New-
tonian potential. Substituting the convolution into the Vlasov equation (1.1) we
get an integro-differential equation with singular kernel. At first global solvability
has been obtained in [9, 14, 24] for the corresponding equation with a “smoothed”
kernel. The existence and further properties of global generalized solutions of
the Cauchy problem for the actual Vlasov-Poisson equations have been studied
by A.A.Arsen’ev [2], R.J.DiPerna, P.L.Lions [13], and E.Horst, R.Hunze [18],
while global classical solutions have been investigated in the papers of C.Bardos,
P.Degond [3], J.Batt [4], E.Horst [19], K.Pfaffelmoser [29], and J.Schaeffer [32].
The initial-boundary value problems for classical solutions have also been studied
in a half-space under reflection conditions at the boundary, see [16, 20].
Concerning the confinement problem for a two–component plasma the articles
[8, 33, 34, 35, 36] provide quantitative estimates for a bounded magnetic field
guaranteeing the classical solution to the initial-boundary value problem of (1.1),
(1.2), (1.3), (1.4) to exist and to be located at some distance from the boundary
of a half-space and an infinite cylinder.
Unlike [8, 33, 34, 35, 36], the papers [10, 11] deal with the confinement prob-
lem for a one–component plasma with an external magnetic field, which becomes
infinite on a boundary. Equation (1.2) is studied in the whole space R3, and the
influence of boundary conditions to a solution of equation (1.2) is not considered.
This allows to apply the approach of K.Pfaffelmoser [29] and J.Schaeffer [32] in
order to obtain a global existence result for the Cauchy problem.
Stationary solutions of the Vlasov-Poisson equations have been studied in var-
ious settings [5, 6, 7, 15, 21, 30, 31, 35, 38, 39, 41]. Let us focus on the ones ad-
dressing the confinement problem. The existence of stationary solutions to (1.1),
(1.2), (1.3) with vanishing potential and density distribution functions supported
away from the considered boundary, as well as compactly supported distribution
functions have first been shown to exist for Ω being an infinite cylinder and a half-
space in [7, 35]. On Ω = R3 stationary solutions confined to an infinite cylinder
and with the Newtonian electric potential have been constructed in [21]. In [41]
stationary confined solutions in an infinite cylinder have also been constructed for
the relativistic Vlasov-Maxwell system. The proofs in [21, 41] rely, after a suitable
ansatz and reduction, on a fixed point argument.
In the above articles, as well as in the present, the external magnetic field is
fixed, but we also like to mention the different approach in [22, 23, 42], where the
external magnetic field is viewed as part of an optimal control problem.
In this paper we consider stationary solutions of the Vlasov–Poisson system for
a multi–component plasma with the Dirichlet boundary condition for the electric
potential. We will do this first for a general system of Vlasov-Poisson type and
then apply the outcome to three specific settings: the infinite and finite cylinder, as
well as domains with toroidal symmetry. Using first integrals and cutoff functions,
we reduce the problem of finding confined stationary solutions to a quasilinear
elliptic differential equation with Dirichlet boundary condition. Finally, the exis-
tence of stationary solutions with compactly supported distribution functions is
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Figure 1
proven based on the method of sub– and supersolutions for the first boundary value
problem for quasilinear elliptic equations, see [1]. We note that in our case the
magnetic field does not need to be singular, and the electric potential, generally
speaking, is not trivial.
In the remaining part of the introduction we will illustrate our results based
on one specific case, which will be the “Tokamak-case” (Figure 1).
The group S1 = R/2piZ acts isometrically on R3 via rotations around the
x3-axis. For θ ∈ S1 and x ∈ R3, this action is denoted by
θ ∗ x =
cos θ − sin θ 0sin θ cos θ 0
0 0 1
x1x2
x3
 .
Let now Ω ⊂ R3 be a smooth bounded domain which is invariant under the S1-
action and which does not contain a point of the form (0, 0, x3) in its closure.
For x0 ∈ R3, δ > 0, we define the toroidal neighborhoods
(1.5) Oδ(x0) :=
{
x ∈ R3 : dist (x, S1 ∗ x0) < δ } = S1 ∗Bδ(x0).
A function f : Ω×R3 → R, ϕ : Ω→ R resp., is said to be S1-invariant provided
f(θ ∗ x, θ ∗ v) = f(x, v), ϕ(θ ∗ x) = ϕ(x) resp., for all θ ∈ S1, x ∈ Ω, v ∈ R3.
Similar a vector field B : Ω → R3 is S1-equivariant if B(θ ∗ x) = θ ∗ B(x) for all
θ ∈ S1, x ∈ Ω.
For x ∈ Ω, let Px : R3 → R3 be the orthogonal projection onto the plane
spanned by the vectors (x1, x2, 0) and (0, 0, 1). We use this projection to decompose
a magnetic field B : Ω → R3 into its poloidal part PxB(x) and its toroidal part
(idR3 −Px)B(x).
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Let x0 ∈ Ω and set r0 :=
√
x20,1 + x
2
0,2 > 0, z0 := x0,3. For the confinement of
the spatial supports of f+, f− we rely on the magnetic field Bx0 : Ω→ R3,
Bx0(x) :=
1
x21 + x
2
2
 x1(x3 − z0)x2(x3 − z0)
−
√
x21 + x
2
2
(√
x21 + x
2
2 − r0
)
 .
Note that PxB
x0(x) = Bx0(x), i.e. Bx0 is a poloidal field. One can also directly
compute that Bx0 is divergence-free.
For clarification, by a stationary solution of the Vlasov-Poisson system on Ω
we understand a triple (f+, f−, ϕ) of time independent functions f± ∈ C1(Ω×R3),
f± ≥ 0, ϕ ∈ C2(Ω) with ∫R3 f±(·, v) dv ∈ C0(Ω) and such that these functions
satisfy the equations (1.1) (with ∂tf
β = 0), β = ±, as well as the boundary value
problem (1.2), (1.3).
The total charge of the βth component of a stationary solution (f+, f−, ϕ) is
defined by Qβ := qβ
∥∥fβ∥∥
L1(Ω×R3).
Our main result for the two-component Vlasov-Poisson system (1.1), (1.2),
(1.3) considered on the toroidal domain Ω reads as follows.
Theorem 1.1. Let x0 ∈ Ω and Bb : Ω → R3 be a S1-equivariant magnetic field
with poloidal part PxBb(x) = bB
x0(x), where b > 0 is a parameter.
(i) Let b > 0 be fixed. Then to any collection of numbers 0 < δ± < dist(x0, ∂Ω),
ε± > 0, c > 0 there exists a S1-invariant stationary solution (f+, f−, ϕ) of
the Vlasov-Poisson system (1.1), (1.2), (1.3) considered with Bb, such that
supp f± ⊂ Oδ±(x0)×Bε±(0) and Q+ = c |Q−| > 0.
(ii) Let (f+, f−, ϕ) be a solution from (i) associated with the parameter values
b, δ±, ε±, c. Then for any λ ∈ (0,∞) the Vlasov-Poisson system (1.1), (1.2),
(1.3) considered with magnetic field Bλb has a stationary solution (f
+
λ , f
−
λ , ϕλ)
with supp f±λ ⊂ Oδ±(x0)×Bλε±(0) and total charges Q±λ = λ2Q±.
Concerning this Theorem we like to point out that the toroidal part of the
magnetic field does not play a role for the existence of confined stationary solutions.
Moreover, as the analysis in Section 4 will show, a purely toroidal field, which would
be the analogue to the constant magnetic field used in [21, 35] for the cylindrical
case, cf. Section 5, can not be used to guarantee the existence of stationary
solutions with spatial supports strictly contained in Ω. These two observations
for the Vlasov-Poisson description of a tokamak plasma are in agreement with
the general physical understanding: “Thus, in terms of simple force balance, the
poloidal field does most of the work in tokamak confinement. The toroidal field
enhances stability, as well as improving thermal insulation.” – [17, Section 1.5].
However, besides existence alone, the question in which sense the toroidal part
influences the stability of the found solutions is a different one, which as the broader
question concerning stability in general is not addressed in the present paper.
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Part (i) of Theorem 1.1 shows that the strength of the external magnetic field,
which corresponds to the size of the parameter b > 0, is not important if one
is only interested in the existence of some stationary solutions with supports in
a prescribed region. Only if one wants to confine a given amount of plasma,
measured in terms of the total charges Q±, a sufficiently strong magnetic field
becomes crucial, cf. part (ii). In fact combining the two parts of Theorem 1.1 one
obtains
Corollary 1.2. To any choice of δ± ∈ (0, dist(x0, ∂Ω)), c+ > 0, c− < 0 there
exists b > 0, such that (1.1), (1.2), (1.3) considered with the magnetic field Bb has
a stationary solution (f+, f−, ϕ) with supp f± ⊂⊂ Oδ±(x0)× R3 and Q± = c±.
Note also that in particular if Q+ 6= |Q−|, the electric potential ϕ is non-trivial.
Moreover, the results extend to the extreme cases Q+ = 0, Q− < 0 and Q+ > 0,
Q− = 0, i.e. we also find confined stationary solutions for the two different one-
component systems modelling a plasma consisting only of ions or electrons.
A similar result holds true for solutions in an infinite and finite cylinder, which
in order to avoid repetition we do not formulate here, but refer to the corresponding
Sections 5, 6 instead.
The paper is organized as follows. In Section 2 we consider a generalized
Vlasov-Poisson system and prove the existence of stationary solutions with con-
trolled velocity support under quite mild conditions. Section 3 still treats a general
system but under additional assumptions allowing now also a confinement of the
spatial supports, see 3.1, as well as an investigation of the relation between the
total charges and the strength of the magnetic field, see 3.2 and 3.3. After this we
turn to the application of these general results to specific settings. We begin in
Section 4 with toroidally symmetric solutions including the proof of Theorem 1.1,
continue with the infinite cylinder in Section 5, and end in Section 6 with Mirror
trap type solutions in a finite cylinder.
2 A generalized Vlasov-Poisson system
We consider on a smooth bounded domain Q ⊂ Rn a Vlasov-Poisson type system
for N ∈ N types of particles with charge qβ ∈ R \ {0} and mass mβ > 0, β =
1, . . . , N . On the time interval [0, T ) the distribution of the particles of type
β ∈ {1, . . . , N} is described by a density distribution function fβ : Q × Rm ×
[0, T )→ [0,∞), (x, v, t) 7→ fβ(x, v, t) obeying the Vlasov type equation
(2.1) ∂tf
β +
〈
Mβv,∇xfβ
〉
Rn −
qβ
mβ
〈∇xϕ,Mβ∇vfβ〉Rn + 〈F β,∇vfβ〉Rm = 0,
where Mβ : Q × Rm × [0, T ) → Rn×m, (x, v, t) 7→ Mβ(x, v, t), F β : Q × Rm ×
[0, T ) → Rm, (x, v, t) 7→ F β(x, v, t) are given continuous functions, β = 1, . . . , N
and ϕ : Q×[0, T )→ R is the self-consistent generalized electric potential satisfying
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(2.2) −Lϕ = 4pi
N∑
β=1
qβρ
β in Q× [0, T ) and ϕ = g on ∂Q× [0, T ).
Here L = aij(x)∂xi∂xj + bi(x)∂xi with aij, bi : Q → R, 1 ≤ i, j ≤ n, is a second
order differential operator, g : Q × [0, T ) → R is given boundary data and the
functions ρβ : Q× [0, T )→ [0,∞) are the spatial densities induced by fβ, i.e., for
β = 1, . . . , N we have
(2.3) ρβ(x, t) :=
∫
Rm
fβ(x, v, t) dv.
Remark 2.1. a) The usual two-component Vlasov-Poisson system in the domain
Q and with an external magnetic field B : Q × [0, T ) → R3, as stated in the
introduction is obtained by setting N = 2, q1 = q− < 0, q2 = q+ > 0, as well
as n = m = 3, Mβ ≡ idR3 , L = ∆ = ∂2x1 + ∂2x2 + ∂2x3 , g ≡ 0. The external
magnetic field B : Q × [0, T ) → R3 acts on the system via the Lorentz force
F β(x, v, t) =
qβ
cmβ
v ×B(x, t), where c > 0 denotes the speed of light.
b) Some parts of the here considered generalizations have purely mathematical
reasons, while some other parts are needed in our applications, e.g. the asymmetry
between spatial and velocity dimensions or the deviation of L from being simply
the Laplace operator naturally appear when investigating solutions in a domain
with toroidal symmetry, cf. Section 4.
c) Concerning further generalizations, we can even allow Mβ and F β to de-
pend on ϕ or on (fβ)Nβ=1 as the proof of our abstract Theorem 2.6 shows. This
way control terms can be included in the model. Also L can be an even more
complicated second order differential operator as long as it satisfies the conditions
of Akoˆ’s paper [1], on which our proof relies.
2.1 Existence of stationary solutions
We are interested in classic stationary solutions to the system (2.1)–(2.3), by which
we mean the following.
Definition 2.2. A stationary solution to the generalized Vlasov-Poisson system
is a tuple (f 1, . . . , fN , ϕ) of time independent functions fβ ∈ C1(Q×Rm), fβ ≥ 0,
ϕ ∈ C2(Q), such that each ρβ = ∫Rm fβ(·, v) dv is continuous on all of Q and such
that these functions satisfy the equations (2.1) (with ∂tf
β = 0), β = 1, . . . , N , and
the boundary value problem (2.2).
Stationary solutions of course can only exist provided the boundary data g is
independent of time t, whereas a time dependence in the functions Mβ and F β is
still allowed.
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The strategy to find stationary solutions also here is based on the well-known
method, see [5, 6, 30, 35, 38, 39, 41], of exploiting first integrals of the characteristic
system
x˙ = Mβ(x, v, t)v, v˙ = − qβ
mβ
(Mβ(x, v, t))T∇xϕ(x, t) + F β(x, v, t)(2.4)
associated with (2.1). Here (Mβ)T denotes the transposed matrix. Indeed, if for
fixed ϕ ∈ C2(Ω× [0, T )) a function I ∈ C1(Q× Rm) is constant along solutions of
(2.4), then I solves the Vlasov equation (2.1) considered with that ϕ.
Definition 2.3. For β = 1, . . . , N , we define Iβ to be the set of all C1 functions
Iβ : Q×Rm×R→ R, (x, v, u) 7→ Iβ(x, v, u), such that for all stationary potentials
ϕ ∈ C2(Q) the function Q× Rm 3 (x, v) 7→ Iβ(x, v, ϕ(x)) ∈ R is a first integral to
(2.4) considered with that ϕ.
A natural candidate for a first integral of (2.4) is the energy 1
2
mβ |v|2 + qβϕ(x),
which corresponds to the x-independent function Eβ : Rm × R→ R,
Eβ(v, u) =
1
2
mβ |v|2 + qβu.
Indeed simple differentiation shows
Lemma 2.4. Under the condition
(2.5)
〈
F β(x, v, t), v
〉
Rm = 0 for all (x, v, t) ∈ Q× Rm × [0, T ),
there holds Eβ ∈ Iβ, β = 1, . . . , N .
Note that condition (2.5) for example holds true in the case that F β is given
by a Lorentz force F β(x, v, t) =
qβ
cmβ
v ×B(x, t).
In order to solve the generalized Poisson equation (2.2) we will rely on the
method of sub- and supersolutions. In particular we will use the main theorem
of the article [1] by Akoˆ. The result presented there fits very well the search for
potentials ϕ of class C2. For other aspects of the sub-/supersolution method in the
investigation of nonlinear Poisson equations, for example in the context of weak
solutions, we refer the reader to [27] and the references therein. We now state
conditions on the differential operator L and the boundary data g that allow us to
apply Akoˆ’s result. In fact compared to the actual formulation in [1] we consider
a slightly simpliefied setting. As stated before we assume that L has the form
(2.6) L =
n∑
i,j=1
aij(x)∂xi∂xj +
n∑
i=1
bi(x)∂xi .
We require the coefficients to be Ho¨lder continuous, i.e.,
(2.7) aij, bi ∈ C0,τ (Q) for some τ ∈ (0, 1) for all 1 ≤ i, j ≤ n.
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In addition we assume that
(2.8) L is elliptic and of complete type.
The ellipticity means that for any x ∈ Q the matrix A(x) := [aij(x)]ni,j=1 ∈ Rn×n
is symmetric and positive definite. For the precise definition of L being of com-
plete type we refer to [1]. Here we only like to state sufficient conditions, cf. [1,
Remark 1], under which L is of complete type. First of all in dimension n = 2 any
elliptic operator L is of complete type. This is originally due to Nirenberg [28]. In
dimension n ≥ 3 Cordes [12] proved that if the eigenvalues λi(x), i = 1, . . . , n of
A(x) satisfy the cone condition
(2.9) (n− 1)
(
1 +
n(n− 2)
(n+ 1)(n− 1)
)∑
i<j
(λi(x)− λj(x))2 ≤ (1− ε)
(
n∑
i=1
λi(x)
)2
for some fixed ε ∈ (0, 1) independent of x ∈ Q, then L is of complete type. We
conclude that if A(x) = idRn , that is if
L = ∆ +
n∑
i=1
bi(x)∂xi ,
as it will be the case in our applications, then (2.8) is satisfied.
As a last condition we require the boundary data g to be independent of t and
with Ho¨lder continuous second derivatives, i.e.,
(2.10) g ∈ C2,τ (Q) for some τ ∈ (0, 1).
Under these conditions “The Main Theorem” in Akoˆ [1] for a simplified setting
can be formulated as follows.
Theorem 2.5 (Akoˆ [1, p. 52]). Let ρˆ : Q×R→ R be continuous and of class C0,τ
for some τ ∈ (0, 1) on compact subsets of Q×R. Consider the semilinear problem
(2.11) −Lϕ = ρˆ(·, ϕ) in Q, ϕ = g on ∂Q
with L of the form (2.6) satisfying (2.7), (2.8) and g satisfying (2.10). If there
exist ϕ, ϕ ∈ C2(Q) such that ϕ(x) ≤ ϕ(x) for all x ∈ Q and
−Lϕ ≥ ρˆ(·, ϕ) in Q, ϕ ≥ g on ∂Q, −Lϕ ≤ ρˆ(·, ϕ) in Q, ϕ ≤ g on ∂Q,
then (2.11) has a solution ϕ ∈ C2(Q) with ϕ(x) ≤ ϕ(x) ≤ ϕ(x) for all x ∈ Q.
The function ϕ, ϕ resp., is what is called a supersolution, subsolution resp., of
(2.11). We are now ready to state our result for the general system (2.1), (2.2),
(2.3) concerning the existence of a wide class of stationary solutions with in general
non-trivial electric potential ϕ.
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Theorem 2.6. Assume that the conditions (2.5)–(2.8), (2.10) are satisfied. For
every β = 1, . . . , N , let lβ ∈ N∪ {0}, Eβ0 ∈ R and ψβ ∈ C1(R×Rlβ), ψβ ≥ 0, such
that
(2.12) ψβ(E, I) = 0 for all (E, I) ∈ R× Rlβ with E ≥ Eβ0 .
Furthermore, for each β, let Iβ1 , . . . , I
β
lβ
∈ Iβ be a collection of lβ first integrals.
Then there exists a stationary solution (f 1, . . . , fN , ϕ) in the sense of Definition
2.2, such that
(i) fβ is given by
fβ(x, v) = ψβ
(
Eβ(v, ϕ(x)), Iβ1 (x, v, ϕ(x)), . . . , I
β
lβ
(x, v, ϕ(x))
)
.
(ii) The potential ϕ satisfies c ≤ ϕ(x) ≤ c for all x ∈ Q, where c, c are the
constants
c := min
{
min
x∈∂Q
g(x),min
{
q−1β E
β
0 : qβ < 0
}}
,
c := max
{
max
x∈∂Q
g(x),max
{
q−1β E
β
0 : qβ > 0
}}
.
(iii) For β = 1, . . . , N , define Rβ : R → [0,∞), Rβ(u) =
√
2
(
Eβ0 − qβu
)
+
/mβ,
where t+ := max { t, 0 }, t ∈ R. Then fβ(x, v) = 0, (x, v) ∈ Q×Rm provided
|v| ≥ Rβ(ϕ(x)). In particular
supp fβ ⊂ Q×BRβ(c)(0) for all β with qβ > 0,
supp fβ ⊂ Q×BRβ(c)(0) for all β with qβ < 0.
Proof. Let ψβ and all the Iβi ∈ Iβ be as stated and define fˆβ : Q× Rm × R→ R,
fˆβ(x, v, u) = ψβ
(
Eβ(v, u), Iβ1 (x, v, u), . . . , I
β
lβ
(x, v, u)
)
.
Then, by definition of the sets Iβ and due to Lemma 2.4, we have that for any
ϕ ∈ C2(Q) the function fβϕ : Q × Rm → [0,∞), fβϕ (x, v) = fˆβ(x, v, ϕ(x)) is a
stationary solution to the Vlasov equation (2.1) considered with that ϕ. I.e., there
holds 〈
Mβv,∇xfβϕ
〉
Rn −
qβ
mβ
〈∇xϕ,Mβ∇vfβϕ〉Rn + 〈F β,∇vfβϕ〉Rm = 0
on Q× Rm × [0, T ) and for every ϕ ∈ C2(Q). Recall that Mβ and F β are allowed
to depend on t ∈ [0, T ).
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It therefore remains to solve the generalized Poisson equation (2.2). With
our ansatz for fβϕ this equation becomes the following semilinear boundary value
problem
(2.13) −Lϕ = 4pi
N∑
β=1
qβ ρˆ
β(·, ϕ) in Q, ϕ = g on ∂Q,
where ρˆβ : Q× R→ R, ρˆβ(x, u) = ∫Rm fˆβ(x, v, u) dv.
Let us first show that ρˆβ is well-defined and of class C1. By the cutoff condition
(2.12) we have that fˆβ(x, v, u) = 0 for Eβ(x, v, u) = 1
2
mβ |v|2 +qβu ≥ Eβ0 . Thus for
fixed x ∈ Q, u ∈ R we only integrate in the definition of ρˆβ(x, u) over the open ball
BRβ(u)(0) ⊂ Rm with radius Rβ(u) defined in (iii). The continuous differentiability
of ρˆβ follows via Lebesgue’s dominated convergence theorem from the fact that fˆβ
is C1 on all of Q×Rm×R and that fˆβ as well as all first order partial derivatives
of fˆβ are bounded on subsets with bounded u-component.
In order to use Theorem 2.5 with ρˆ := 4pi
∑N
β=1 qβ ρˆ
β as the right-hand side in
(2.11), it therefore only remains to find a suitable sub-/supersolution pair. As the
notation already suggests this will be the constants c, c ∈ R defined in (ii).
Clearly we have c ≤ g(x) ≤ c for all x ∈ ∂Q. Moreover, the cutoff condition
(2.12), together with the definition of c, c, implies
ρˆ(x, c) = 4pi
∑
{β:qβ<0}
qβ ρˆ
β(x, c) ≤ 0 = (−Lc)(x)
for every x ∈ Q. Thus c is a supersolution. Similarly one sees that ρˆ(·, c) ≥ 0
and hence c is a subsolution. Therefore Theorem 2.5 provides us with ϕ ∈ C2(Q)
solving (2.13) and satisfying (ii). Clearly fβ now is defined as fˆβ(·, ·, ϕ), such that
(f 1, . . . , fN , ϕ) is the desired stationary solution. Property (i) holds by definition.
Concerning property (iii) we have already seen before that fˆβ(x, v, u) = 0 for
|v| ≥ Rβ(u). Hence fβ(x, v) = 0 for |v| ≥ Rβ(ϕ(x)), which in the case qβ > 0 is
satisfied when |v| ≥ Rβ(c), whereas in the case qβ < 0, the condition |v| ≥ Rβ(c)
is sufficient.
2.2 A refinement including symmetries
In some situations, see Sections 5, 6, a function Iβ(x, v, ϕ(x)) is a first integral of
the characteristic system (2.4) when considered with potentials ϕ having a specific
symmetry. We still can find a stationary solution in that situation provided the
semilinear problem (2.13) allows such symmetric solutions to exist. In order to
select a symmetric solution we use the following “Envelope Theorem”.
Theorem 2.7 (Akoˆ [1, p. 55]). In the situation of Theorem 2.5 let Φ be the set
of all ϕ ∈ C2(Q) solving (2.11) and satisfying ϕ(x) ≤ ϕ(x) ≤ ϕ(x), x ∈ Q. Then
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also the functions
ϕsup(x) := sup
ϕ∈Φ
ϕ(x), ϕinf (x) := inf
ϕ∈Φ
ϕ(x)
belong to Φ.
Let now G be a group acting on Rn. Denote the action by θ ∗x, θ ∈ G, x ∈ Rn.
We assume that for all θ ∈ G and ϕ ∈ C2(Q) there holds
(2.14) θ ∗Q = Q, g(θ ∗ ·) = g, L(ϕ(θ ∗ ·)) = (Lϕ)(θ ∗ ·).
Moreover, let C2sym(Q) :=
{
ϕ ∈ C2(Q) : ϕ(θ ∗ ·) = ϕ} and define in analogy to
Definition 2.3 Iβsym to be the set of all functions Iβ : Q × Rm × R → R, such
that for all ϕ ∈ C2sym(Q) the map (x, v) 7→ Iβ(x, v, ϕ(x)) is a first integral of (2.4)
considered with that ϕ.
Theorem 2.8. Given the symmetry assumptions (2.14) the statement of Theorem
2.6 remains valid when we replace Iβ by Iβsym provided the functions
ρˆβ(x, u) =
∫
Rm
ψβ
(
Eβ(v, u), Iβ1 (x, v, u), . . . , I
β
lβ
(x, v, u)
)
dv,
β = 1, . . . , N are G-invariant, i.e. ρˆβ(θ ∗ x, u) = ρˆβ(x, u), x ∈ Q, u ∈ R, θ ∈ G.
Proof. From the proof of Theorem 2.6 we know that the boundary value problem
(2.13) has a C2 solution ϕ satisfying c ≤ ϕ(x) ≤ c, x ∈ Q. But since Iβ now has
been replaced by Iβsym we only know that the functions fβ(x, v) = fˆβ(x, v, ϕ(x))
satisfy the Vlasov equations (2.1) when ϕ ∈ C2sym(Q). Thus we need to make
sure that we can find a G-invariant solution of (2.13). As a consequence of our
assumptions observe that with ϕ also all the functions ϕθ := ϕ(θ ∗ ·), θ ∈ G solve
(2.13) and satisfy c ≤ ϕθ ≤ c. It is then easy to see that the maximal solution
ϕsup of (2.13) provided by Theorem 2.7 has to be G-invariant.
3 Further properties
In this section we still consider the general Vlasov-Poisson type system (2.1), (2.2),
(2.3) with a differential operator L satisfying (2.6), (2.7), (2.8), but in the case of
a two-component plasma, i.e. we assume N = 2, β ∈ {+,−} and q− < 0 < q+.
Also we impose vanishing boundary data for the potential ϕ, that is g ≡ 0, and
assume that the force term F β satisfying (2.5) depends on a positive parameter
b > 0, which in our applications will represent the strength of the external magnetic
field. Moreover, throughout this section we assume for β = ± that the parameter
dependent Vlasov equation
(3.1) ∂tf +
〈
Mβv,∇xfβ
〉
Rn −
qβ
mβ
〈∇xϕ,Mβ∇vfβ〉Rn + 〈F βb ,∇vfβ〉Rm = 0
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has a first integral Iβb ∈ Iβb of the form
Iβb (x, v, u) = I
β
b (x, v) =
b
2
|x− x0|2 + mβ
qβ
vT (A0(x− x0) + a0) ,(3.2)
for any b > 0, where A0 ∈ Rm×n, a0 ∈ Rm, x0 ∈ Q are fixed. Observe that we do
not specify the dependence on the parameter b in the force term F βb any further,
but of course a first integral as in (3.2) can only exist for certain F βb . For example
it is well known (Noether’s Theorem, see Section 8.4 in [25] for instance) that the
presence of symmetries leads to the existence of first integrals. Also the existence
of the specific first integrals which we will use in Sections 4, 5, 6 and which will
be of the general form (3.2), are induced by a rotational symmetry of the domain
and the corresponding symmetry of the used magnetic field. Note however that in
our concrete applications we prefer to directly verify that a certain function is a
first integral of the characteristic system instead of applying Noether’s Theorem.
Under the stated assumptions Theorem 2.6 implies the existence of stationary
solutions (f+, f−, ϕ) of (3.1), (2.2), (2.3) with f±(x, v) = ψ±(E±(v, ϕ(x)), I±b (x, v))
provided ψ± satisfies the cutoff condition (2.12). For simplicity we consider in this
section only stationary solutions depending on the two integrals Eβ, Iβb .
3.1 Confinement in space
Property (iii) of Theorem 2.6 shows that in the considered case g ≡ 0 the velocity
support of the solutions can be controlled in terms of the cutoff parameters E±0 .
More precisely we have f±(x, v) = 0 for |v| ≥ R±0 , where
R+0 :=
√
2
m+
(
E+0 −
q+
q−
E−0
)
+
, R−0 :=
√
2
m−
(
E−0 −
q−
q+
E+0
)
+
(3.3)
The additional integral Iβb allows us to control the support in the spatial dimensions
as Lemma 3.1 shows.
Lemma 3.1. For β = ±, let ψβ ∈ C1(R2), ψβ ≥ 0, satisfy (2.12) and in addition
(3.4) ψβ(E, I) = 0 for all (E, I) ∈ R2 with I ≥ Iβ0
for some constant Iβ0 ∈ R. In the setting of Section 3 any stationary solution
(f+, f−, ϕ) of (3.1), (2.2), (2.3) provided by Theorem 2.6 satisfies fβ(x, v) = 0 for
|x− x0| ≥ Sβ0 , where
Sβ0 :=
Rβ0 |A0|mβ
b |qβ| +
√√√√√(Rβ0 |A0|mβ
b |qβ|
)2
+
2
(
Rβ0 |a0|mβ + |qβ| Iβ0
)
b |qβ| .(3.5)
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Proof. By (3.4) and the form of fβ we know that fβ(x, v) = 0 provided
Iβb (x, v) =
b
2
|x− x0|2 + mβ
qβ
vT (A0(x− x0) + a0) ≥ Iβ0 .
Due to the bounds on the velocity support we can without restriction assume that
|v| ≤ Rβ0 . The statement then follows in a straightforward way.
Also other first integrals, which depend on |x− x0| in a similar way, will lead to
spatially confined solutions as well. However, stating the integral Iβb in (3.2) and
therefore the threshold radius Sβ0 in (3.5) explicitly we like to emphasize that there
are two ways to control the spatial supports. If we consider Sβ0 as a function of the
parameter b > 0, Lemma 3.1 shows that Sβ0 → 0 as b → ∞. Hence a sufficiently
strong magnetic field yields solutions with small spatial support. On the other
hand if we consider a fixed magnetic field, i.e. a fixed b > 0, the expressions (3.3),
(3.5) show that we can also control Sβ0 by choosing the cutoff parameters E
β
0 , I
β
0
sufficiently small. For clarification we like to point out that this way of controlling
the spatial supports has to be understood in a purely mathematical sense, the cut-
off parameters Eβ0 , I
β
0 do not correspond to a physical controllable quantity. That
said, we still conclude with the mathematical observation that a strong magnetic
field is not needed for the existence of confined stationary solutions.
3.2 Scaling of the total charges
The total charge of the βth component of a stationary solution (f+, f−, ϕ) is
defined by
(3.6) Qβ := qβ
∥∥fβ∥∥
L1(Q×Rm) .
It turns out that one can increase the total charge of both components, while
keeping the same spatial confinement, simply by choosing a stronger magnetic
field:
Lemma 3.2. Let (f+, f−, ϕ) be a stationary solution as in Lemma 3.1 of the
system (3.1), (2.2), (2.3) considered with parameter b > 0. Let R±0 , S
±
0 be the
associated radii defined in (3.3), (3.5) controlling the supports via the cutoff pa-
rameters E±0 , I
±
0 and let Q± be the associated total charges. Then for any λ > 0
there exists a stationary solution (f+λ , f
−
λ , ϕλ) of the system (3.1), (2.2), (2.3) con-
sidered with parameter λb, having total charges Q±λ = λ2Q± and such that the
support of f±λ is contained in the closure of BS±0 (x0)×BλR±0 (0).
Proof. Recall that the components of the solution have the form
fβ(x, v) = ψβ
(
Eβ(v, ϕ(x)), Iβb (x, v)
)
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where Iβb is given by (3.2). For λ > 0 we set
ϕλ(x) := λ
2ϕ(x), ψβλ(E, I) := λ
2−mψβ
(
λ−2E, λ−1I
)
,
fβλ (x, v) := ψ
β
λ
(
Eβ(v, ϕλ(x)), I
β
λb(x, v)
)
.
Since by our general assumption in this section Iβλb is a first integral to the Vlasov
equation (3.1) considered with parameter λb, we directly see that fβλ solves the
Vlasov equation considered with potential ϕλ and it remains to check the gener-
alized Poisson equation (2.2).
Since g = 0, we have no problem with the boundary data, and by the change
of coordinates v = λ−1w and the form of Eβ, Iβb there holds
(4pi)−1(−Lϕλ)(x) = λ2
∑
β
qβ
∫
Rm
ψβ
(
Eβ(v, ϕ(x)), Iβb (x, v)
)
dv
= λ2−m
∑
β
qβ
∫
Rm
ψβ
(
λ−2Eβ(w, λ2ϕ(x)), λ−1Iβλb(x,w)
)
dw
=
∑
β
qβ
∫
Rm
fβλ (x, v) dv.
Via the same transformation one also finds that the total charge associated to f±λ
is given by λ2Q±.
Concerning the radii controlling the supports of f±λ we have that ψ
β
λ(E, I) = 0
for E ≥ λ2Eβ0 or I ≥ λIβ0 . Therefore (3.3) implies fβλ (x, v) = 0 whenever |v| ≥
λRβ0 , while (3.5) implies that the spatial cutoff radius remains at its original value
Sβ0 . This finishes the proof of the Lemma.
Remark 3.3. One can also easily check that besides the total charge Q±λ , also∥∥νf±λ ∥∥L1(Q×Rm) with ν ∈ C0(Q), scales quadratically with respect to λ > 0.
As discussed in Section 3.1 the strength of the magnetic field is not important
for the existence of stationary confined solutions. However, Lemma 3.2 shows that
a sufficiently strong magnetic field becomes crucial if one likes to have stationary
configurations with specific prescribed total charges.
3.3 Ratio of the total charges
By the scaling in the previous section we can increase both total charges by the
same factor, which is given via the change of the parameter b > 0. For the con-
struction of stationary solutions with arbitrary total charges Q+, Q− it therefore
remains to have for a fixed b > 0 solutions realising an arbitrary ratio Q+/Q−. To
show that this is possible we construct a family of solutions connecting the two
one-component extreme cases Q+ = 0,Q− < 0 and Q+ > 0,Q− = 0.
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From now on let b > 0 be fixed and abbreviate I±b (x, v) = J
(
x,
mβ
qβ
v
)
,
J(x,w) :=
b
2
|x− x0|2 + wT (A0(x− x0) + a0) .
Furthermore, let ψ ∈ C1(R2), ψ ≥ 0, E0 > 0, I0 > 0 with
ψ(E, I) = 0 for all (E, I) ∈ R2 with E ≥ E0 or I ≥ I0,
ψ bounded, ψ(0, 0) > 0, ∂Eψ(E, I) ≤ 0 for all (E, I) ∈ R2
(3.7)
and define for λ ∈ [0, 1] the two functions
ψ+λ (E, I) := λ
mm+
qm+1+
ψ
(
m+
q2+
E, I
)
,
ψ−λ (E, I) := (1− λ)
mm−
|q−|m+1
ψ
(
m−
q2−
E, I
)
.
(3.8)
Theorem 2.6 and Lemma 3.1 tell us that for each λ ∈ [0, 1] there exist stationary
solutions (f+λ , f
−
λ , ϕλ) of (3.1), (2.2), (2.3) with
(3.9) f±λ (x, v) = ψ
±
λ
(
E±(v, ϕλ(x)), J
(
x,
mβ
qβ
v
))
,
q−
m−
E0 ≤ ϕλ(x) ≤ q+
m+
E0
and with spatial and velocity supports of f±λ controlled by E0 and I0.
Lemma 3.4. If in addition to (2.6), (2.7), (2.8) there exists a nonnegative weight
function l ∈ C0(Q) and c > 0, such that
c ‖∇η‖2L2(Q) ≤
∫
Q
(−Lη)(x)η(x)l(x) dx(3.10)
for all η ∈ C2(Q) with η|∂Ω = 0, then for each λ ∈ [0, 1] there exists only one
solution (f+λ , f
−
λ , ϕλ) of the problem (3.1), (2.2), (2.3) with f
± = f±λ given by
(3.9). Moreover, the associated total charges Q±λ depend continuously on λ ∈ [0, 1]
and Q+λ = 0 if and only if λ = 0, Q−λ = 0 if and only if λ = 1.
Proof. The righthand side of the semilinear Poisson equation (2.2) ρˆλ(x, u) is given
by
ρˆλ(x, u)
4pi
=
∑
β
qβ
∫
Rm
ψβλ
(
mβ
2
|v|2 + qβu, J
(
x,
mβ
qβ
v
))
dv
= λ
∫
Rm
ψ
(
1
2
|w|2 + m+
q+
u, J(x,w)
)
dw
− (1− λ)
∫
Rm
ψ
(
1
2
|w|2 + m−
q−
u, J(x,w)
)
dw,
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where we used (3.8) and the change of coordinates w =
mβ
qβ
v. In the proof of Theo-
rem 2.6 we have already seen that ρˆλ ∈ C1(Q×R). Now (3.7) implies ∂uρˆλ(x, u) ≤ 0
for all (λ, x, u) ∈ [0, 1]×Q× R. Observe also that ∂λρˆλ(x, u) is independent of λ
and nonnegative.
Let ϕ, η ∈ C2(Q) be solutions of −Lϕ = ρˆλ(·, ϕ), ϕ|∂Q = 0 and −Lη = ρˆλ′(·, η),
η|∂Q = 0 with λ, λ′ ∈ [0, 1] and q−m−E0 ≤ ϕ, η ≤
q+
m+
E0. In view of (3.10) and since
∂uρˆλ ≤ 0 we have
c ‖∇ϕ−∇η‖2L2(Q) ≤
∫
Q
(ρˆλ(·, ϕ)− ρˆλ(·, η))(ϕ− η)l dx
+
∫
Q
(ρˆλ(·, η)− ρˆλ′(·, η))(ϕ− η)l dx
≤ 0 + |λ− λ′|
∫
Q
∂λρˆ0(·, η) dx
(
q+
m+
− q−
m−
)
E0 ‖l‖C0(Q) .
Now also ∂λρˆ0(x, η(x)), x ∈ Q is bounded by a constant depending only on ‖ψ‖C0 ,
E0, m±, q± and the dimension m. We therefore conclude two things, first of all
ϕ = η if λ = λ′, such that we can define a unique family (ϕλ)λ∈[0,1] of solutions,
and second we see that λ 7→ ϕλ is continuous as a mapping from [0, 1] into the
Sobolev space H10 (Q). This is (more than) enough to conclude the continuity of
the associated total charges Q±λ via dominated convergence.
Clearly we have Q+0 = 0 and Q−1 = 0. It therefore remains to show Q+λ > 0 for
λ ∈ (0, 1] and Q−λ < 0 for λ ∈ [0, 1). Assume to the contrary that also Q−λ = 0 for
some λ ∈ [0, 1), which implies
(3.11) ψ
(
1
2
|w|2 + m−
q−
ϕλ(x), J(x,w)
)
= 0
for any (x,w) ∈ Q× Rm and therefore
(−Lϕλ)(x) = 4piλ
∫
Rm
ψ
(
1
2
|w|2 + m+
q+
ϕλ(x), J(x,w)
)
dw ≥ 0,
for any x ∈ Q. Recall that ϕλ|∂Q = 0. Hence the weak maximum principle implies
ϕλ ≥ 0 on all of Q. On the other hand equation (3.11) evaluated at (x,w) = (x0, 0)
and condition (3.7) yield m−
q−
ϕλ(x0) > 0 in contradiction to ϕλ ≥ 0. Similarly we
see that Q+λ > 0 for λ ∈ (0, 1].
Remark 3.5. It also follows from the proof that if we multiply the densities f±λ
by a continuous, positive function ν : Q → (0,∞), then the L1-norm of νf±λ has
the same continuity and (non)vanishing properties as
∣∣Q±λ ∣∣.
Remark 3.6. The family of solutions (f+λ , f
−
λ , ϕλ) passes at λ =
1
2
through a
solution with trivial potential, i.e., ϕ 1
2
= 0. This follows from ρˆ 1
2
(x, 0) = 0 and the
unique solvability. In general, stationary solutions of the two-component Vlasov-
Poisson equation with trivial potential can be found by relating the cutoff functions
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ψ+, ψ− on an algebraic level similar to (3.8). In that case the use of the sub-
/supersolution method or a fixed point argument is not needed, see for example
[7, 21, 35]. Moreover, in [7] it has been shown that the trivial potential case allows
additional first integrals of the characteristic equations to exist.
4 Solutions with toroidal symmetry
We consider the two-component Vlasov-Poisson system (1.1), (1.2) in a Tokamak-
like domain Ω ⊂ R3. For now let us treat the Poisson equation (1.2) with general
boundary condition ϕ|∂Ω = g. Later in the proof of Theorem 1.1 we will simply go
back to g ≡ 0 in order to apply the results from Section 3.
Recall from the introduction that we denoted by θ ∗ x the S1-action on R3
given by rotation around the x3-axis by angle θ ∈ R/2piZ and that the domain Ω
is assumed to satisfy S1 ∗ Ω = Ω, Ω ∩ { (0, 0, x3) : x3 ∈ R } = ∅.
Similar as it has been done in [21] in the infinite cylinder case we will examine
the system on a cross section of Ω. Let
Q := { (r, z) ∈ (0,∞)× R : (r, 0, z) ∈ Ω } .
Let B : Ω → R3 be a S1-equivariant field and g : Ω → R be S1-invariant
boundary data. We associate B˜ : Q→ R3, g˜ : Q→ R,
(4.1) B˜(r, z) = B(r, 0, z), g˜(r, z) = g(r, 0, z),
such that for all θ ∈ S1, (r, z) ∈ Q there holds
B(θ ∗ (r, 0, z)) = θ ∗ B˜(r, z), g(θ ∗ (r, 0, z)) = g˜(r, z).
Lemma 4.1. Let B : Ω→ R3 be S1-equivariant and g : Ω→ R be S1-invariant. If
f˜β ∈ C1(Q×R3), β = 1, . . . , N , ϕ˜ ∈ C2(Q), (r, z, w) 7→ f˜β(r, z, w), (r, z) 7→ ϕ˜(r, z)
solve on Q× R3 the stationary system〈(
w1
w3
)
,
(
∂rf˜
β
∂zf˜
β
)〉
R2
− qβ
mβ
〈(
∂rϕ˜
∂zϕ˜
)
,
(
∂w1 f˜
β
∂w3 f˜
β
)〉
R2
+
〈
qβ
cmβ
w × B˜(r, z) + w2
r
 w2−w1
0
 ,∇wf˜β〉
R3
= 0,
− (r−1∂r(r∂r) + ∂2z) ϕ˜ = 4pi N∑
β=1
qβ
∫
R3
f˜β dw in Q, ϕ˜ = g˜ on ∂Q,
then
(
f 1, . . . , fN , ϕ
)
defined by fβ : Ω× R3 → R, ϕ : Ω→ R,
fβ(θ ∗ (r, 0, z), θ ∗ w) := f˜β(r, z, w),
ϕ(θ ∗ (r, 0, z)) := ϕ˜(r, z)
is a stationary S1-invariant solution of the original Vlasov-Poisson system (1.1),
(1.2) on Ω with ϕ|∂Ω = g.
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Remark 4.2. The transformation between solutions of the reduced system and
S1-invariant solutions of the full system also applies to time dependent solutions
of the corresponding nonstationary equations.
Proof of Lemma 4.1. Let us first consider the Poisson equation. The Laplace op-
erator in cylindrical coordinates (r, θ, z) is given by ∆ = r−1∂r(r∂r) + r−2∂θ + ∂2z .
For any x = θ ∗ (r, 0, z) ∈ Ω we therefore obtain
−∆ϕ(θ ∗ (r, 0, z)) = −(r−1∂r(r∂r) + ∂2z )ϕ˜(r, z) = 4pi
N∑
β=1
qβ
∫
R3
f˜β(r, z, w) dw
= 4pi
N∑
β=1
qβ
∫
R3
fβ(θ ∗ (r, 0, z), θ ∗ w) dw
= 4pi
N∑
β=1
qβ
∫
R3
fβ(θ ∗ (r, 0, z), v) dv,
and for x = θ ∗ (r, 0, z) ∈ ∂Ω, (r, z) ∈ ∂Q we clearly have
ϕ(θ ∗ (r, 0, z)) = ϕ˜(r, z) = g˜(r, z) = g(θ ∗ (r, 0, z)).
Next we turn to the Vlasov equations. Similar to before we write the arbitrary
point (x, v) ∈ Ω × R3 as x = θ ∗ (r, 0, z) and v = θ ∗ w, (r, z) ∈ Q, w ∈ R3. The
S1-invariance of the functions fβ, ϕ implies the equivariance for their gradients.
I.e., there holds
(∇xfβ)(θ ∗ (r, 0, z), θ ∗ w) = θ ∗ (∇xfβ)(r, 0, z, w),
(∇vfβ)(θ ∗ (r, 0, z), θ ∗ w) = θ ∗ (∇vfβ)(r, 0, z, w),
(∇xϕ)(θ ∗ (r, 0, z)) = θ ∗ (∇xϕ)(r, 0, z).
Moreover, we have the identities
(∂x1f
β)(r, 0, z, w) = ∂rf˜
β(r, z, w), (∂x3f
β)(r, 0, z, w) = ∂zf˜
β(r, z, w),
(∂x1ϕ)(r, 0, z) = ∂rϕ˜(r, z), (∂x3ϕ)(r, 0, z) = ∂zϕ˜
β(r, z),
(∇vfβ)(r, 0, z, w) = (∇wf˜β)(r, z, w)
and differentiation of fβ(θ ∗ (r, 0, z), θ ∗ w) = f˜β(r, z, w), ϕ(θ ∗ (r, 0, z)) = ϕ˜(r, z)
resp., with respect to θ at θ = 0 shows that
(∂x2f
β)(r, 0, z, w) =
1
r
〈
(∇wf˜β)(r, z, w),
 w2−w1
0
〉
R3
, (∂x2ϕ)(r, 0, z) = 0.
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By the invariance of the scalar product and the equivariance of the crossproduct
under rotations, we therefore conclude〈
θ ∗ w, (∇xfβ)(θ ∗ (r, 0, z), θ ∗ w)
〉
R3 =
〈
w, (∇xfβ)(r, 0, z, w)
〉
R3
=
〈(
w1
w3
)
,
(
∂rf˜
β(r, z, w)
∂zf˜
β(r, z, w)
)〉
R2
+
w2
r
〈 w2−w1
0
 ,∇wf˜β(r, z, w)〉
R3
,
as well as
qβ
mβ
〈−∇xϕ(θ ∗ (r, 0, z)) + c−1(θ ∗ w)×B(θ ∗ (r, 0, z)),∇vfβ(θ ∗ (r, 0, z), θ ∗ w)〉R3
= − qβ
mβ
〈(
∂rϕ˜(r, z)
∂zϕ˜(r, z)
)
,
(
∂w1 f˜
β(r, z, w)
∂w3 f˜
β(r, z, w)
)〉
R2
+
qβ
cmβ
〈
w × B˜(r, z),∇wf˜β(r, z, w)
〉
R3
.
The statement of Lemma 4.1 follows.
One immediatly sees that the reduced system in Lemma 4.1 fits into the general
setting of Section 2 with n = 2, m = 3, coordinates x = (r, z), v = (w1, w2, w3)
and
Mβ ≡
(
1 0 0
0 0 1
)
, F β(r, z, w) =
qβ
cmβ
w × B˜(r, z) + w2
r
 w2−w1
0

L = ∂2r + ∂
2
z + r
−1∂r.
Since r−1 ∈ C0,τ (Q), τ ∈ (0, 1), by the form of the operator L and the force F β, the
conditions (2.5),(2.7),(2.8) are satisfied. Moreover, we observe that if the support
of f˜β is contained in the set Bδ(r0, z0)×BR(0) ⊂ R2×R3 for some δ, R > 0, then
(4.2) supp fβ ⊂ Oδ(x0)×BR(0) ⊂ R3 × R3
with x0 = (r0, 0, z0) and Oδ(x0) defined in (1.5). Therefore, if g˜ satisfies (2.10), our
abstract Theorem 2.6 provides us via Lemma 4.1 with infinitely many stationary
solutions of (1.1), (1.2) in domains with toroidal symmetry. Concerning the spatial
confinement it only remains to find a first integral of the associated characteristic
system
r˙ = w1, z˙ = w3,
w˙ = − qβ
mβ
∂rϕ˜(r, z)0
∂zϕ˜(r, z)
+ qβ
cmβ
w × B˜(r, z) + w2
r
 w2−w1
0
 .(4.3)
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Lemma 4.3. a) A S1-equivariant field B : Ω→ R3 is divergence-free if and only
if the reduced field B˜ : Q→ R3, B˜ ∈ C1(Q), defined in (4.1) satisfies
(4.4) ∂r(rB˜1) + ∂z(rB˜3) = 0.
b) Condition (4.4) holds true if B˜ has the form
B˜1 = r
−1∂zA˜, B˜3 = −r−1∂rA˜
for some function A˜ ∈ C2(Q). Moreover, in that case Iβ : Q× R3 → R,
Iβ(r, z, w) = A˜(r, z)− cmβ
qβ
rw2
is a first integral of (4.3).
Proof. a) First of all observe that the divergence of B is S1-invariant. Indeed
differentiation of the identity B(θ ∗x) = θ ∗B(x) with respect to x in the direction
y shows that the Jacobian DB :=
 ∂x1B1 ∂x2B1 ∂x3B1∂x1B2 ∂x2B2 ∂x3B2
∂x1B3 ∂x2B3 ∂x3B3
 : Ω→ R3×3 satisfies
(4.5) (DB)(θ ∗ x)(θ ∗ y) = θ ∗ ((DB)(x)(y))
for all θ ∈ S1, x ∈ Ω and y ∈ R3, where in the left hand side of (4.5) we consider
the Jacobian DB at the point θ ∗ x and then multiply the matrix (DB)(θ ∗ x)
by the vector (θ ∗ y), in the right hand side of (4.5) we consider the Jacobian
DB at the point x, multiply the matrix (DB)(x) by the vector (y) and consider
the rotation by the angle θ. Let {y(j)}, j = 1, 2, 3, be an orthonormal basis in
R3. Then {θ ∗ y(j)} is also an orthonormal basis in R3. Since a trace of martix is
invariant under an orthonormal transformation, using identity (4.5), we obtain
divB(θ ∗ x) = tr(DB)(θ ∗ x) =
3∑
i=1
〈
(DB)(θ ∗ x)(θ ∗ y(i)), (θ ∗ y(i))〉R3
=
3∑
i=1
〈
θ ∗ ((DB)(x)(y(i))) , θ ∗ y(i)〉R3 = 3∑
i=1
〈
(DB)(x)(y(i)), y(i)
〉
R3 = divB(x).
In the same way as in the proof of Lemma 4.1 one can see that
(∂x1B1)(r, 0, z) = ∂rB˜1(r, z), (∂x3B3)(r, 0, z) = ∂zB˜3(r, z),
(∂x2B2)(r, 0, z) = r
−1B˜1(r, z)
for (r, z) ∈ Q. For any x = θ ∗ (r, 0, z) ∈ Ω, we therefore conclude
divB(θ ∗ (r, 0, z)) = divB(r, 0, z) = ∂rB˜1(r, z) + r−1B˜1(r, z) + ∂zB˜3(r, z)
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and the statement follows.
b) The first part is clear. Let us now differentiate Iβ along a solution (r, z, w)
of the characteristic system (4.3) defined on a time interval J and mapping into
Q× R3. There holds
d
dt
Iβ(r, z, w) = ∂rA˜(r, z)w1 + ∂zA˜(r, z)w3 − cmβ
qβ
w1w2
− cmβ
qβ
r
(
qβ
cmβ
[w × B˜(r, z)]2 − w1w2
r
)
= 0,
since the second component of the crossproduct is given by
[w × B˜(r, z)]2 = 1
r
(w3∂zA˜(r, z) + w1∂rA˜(r, z)).
Thus Iβ is a first integral.
The integral Iβ is induced by the rotational symmetry of the original system. It
is independent of the potential ϕ˜ and the second component of the cross-sectional
magnetic field B˜2. By a suitable choice of A˜ it can be used to control the spatial
support of our stationary solutions as we will see below. Going back to the original
equivariant magnetic field B defined on Ω = S1 ∗Q, we have that the poloidal part
Bpol(x) := PxB(x) and the toroidal part Btor(x) := (idR3 −Px)B(x), cf. Section 1
for the precise definition of Px, are given by
Bpol(θ ∗ (r, 0, z)) = θ ∗
B˜1(r, z)0
B˜3(r, z)
 , Btor(θ ∗ (r, 0, z)) = θ ∗
 0B˜2(r, z)
0
 .
Therefore, as already discussed in the introduction after Theorem 1.1, the toroidal
part has no influence on the control of the support of the stationary solutions.
Moreover, a purely toroidal magnetic field, i.e. A˜ = 0, does not provide the
existence of a first integral Iβ useful for the confinement. Indeed, it is known in
plasma theory [26, Chap.3,§3.5], that a purely toroidal magnetic field does not
provide plasma confinement due to a drift of the charged particles.
In view of Theorem 1.1 it remains to combine the results from Sections 2, 3
with the just presented Lemmas.
Proof of Theorem 1.1. Let x0 ∈ Ω, r0 :=
√
x20,1 + x
2
0,2, z0 := x0,3, as well as g ≡ 0
and Bb : Ω→ R3, b > 0 be S1-equivariant with poloidal part
PxBb(x) =
b
x21 + x
2
2
 x1(x3 − z0)x2(x3 − z0)
−
√
x21 + x
2
2(
√
x21 + x
2
2 − r0)
 .
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The induced cross-sectional magnetic field B˜b : Q→ R3 reads
B˜b(r, z) =
b
r
 z − z00
−(r − r0)
+
 0B˜2(r, z)
0
 ,
where B˜2 corresponds to the unspecified toroidal part of Bb, which may or may
not depend on the parameter b. In view of Lemma 4.3 b) one observes that B˜b is
induced by the function A˜b : Q→ R, A˜b(r, z) = b2
(
(r− r0)2 + (z− z0)2
)
, such that
besides the energy E±(r, z, w) = 1
2
m± |w|2 + q±ϕ˜(r, z) also
I±b (r, z, w) =
b
2
(
(r − r0)2 + (z − z0)2
)− cm±
q±
rw2
is a first integral of the characteristic system (4.3) of the reduced Vlasov-Poisson
system stated in Lemma 4.1.
We have already checked, cf. page 20, that this reduced system fits into the
general framework of Section 2. Moreover, the additional integral I±b clearly is
of the form (3.2), such that also the Lemmas stated in Section 3 for the two
component system with vanishing boundary data, which we consider here, apply.
For condition (3.10) in Lemma 3.4 observe that for any g ∈ C2(Q), g|∂Q = 0 there
holds∫
Q
(−Lg)(r, z)g(r, z)r d(r, z) = −
∫
Q
(
∂r(r∂rg(r, z)) + r∂
2
zg(r, z)
)
g(r, z) d(r, z)
=
∫
Q
r |∇g(r, z)|2 d(r, z) ≥ c0 ‖∇g‖2L2(Q) ,
where ∇ = (∂r, ∂z) and c0 = min
{
r : (r, z) ∈ Q} > 0.
Let us now fix b > 0 and turn to the proof of part (i) of Theorem 1.1. It follows
from Theorem 2.6 and Lemmas 3.1, 3.4 that the cross-sectional system stated in
Lemma 4.1 has a stationary solution (f˜+, f˜−, ϕ˜) with supp f˜± arbitrarily small
localized around (r0, z0, 0) ∈ Q×R3 and with arbitrary total charge ratio Q˜+/Q˜−,
where Q˜± = q±||f˜±||L1(Q×R3) denote the cross-sectional total charges. Indeed we
choose cutoff functions ψ±λ : R2 → [0,∞) and parameters E0, I0 > 0 as in (3.7),
(3.8), such that
f˜±(r, z, w) = ψ±λ
(
1
2
m± |w|2 + q±ϕ˜(r, z), b
2
(
(r − r0)2 + (z − z0)2
)− cm±
q±
rw2
)
.
A sufficiently small choice of E0, I0 allows us to control the support of the solutions
via (3.3) and (3.5), whereas the parameter λ ∈ (0, 1) allows us to adjust the cross-
sectional charge ratio, see Lemma 3.4. We then use Lemma 4.1 to transform
(f˜+, f˜−, ϕ˜) to a stationary solution (f+, f−, ϕ) of the original system stated on
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the toroidal domain Ω. The support of f± is obtained by applying the S1-action
to the support of f˜±, cf. (4.2). For the total charges there holds
Q± = q±
∫
Ω×R3
f±(x, v) d(x, v) = 2piq±
∫
Q×R3
f˜±(r, z, w)r d(r, z, w),
which in the same way as the cross-sectional total charges can be adjusted via the
parameter λ ∈ (0, 1), see Remark 3.5. This finishes the proof of part (i).
Part (ii) is a direct consequence of Lemma 3.2, Remark 3.3 resp..
5 Solutions in an infinite cylinder
In this section we consider the two-component Vlasov-Poisson system (1.1), (1.2)
with boundary condition (1.3) on an infinite cylinder Ω = Q×R, where Q =
Br0(0) ⊂ R2 is the two-dimensional disc of radius r0 > 0 centered at 0. Concerning
the magnetic field we suppose that B is constant and directed along the cylinder
axis, i.e.,
B(x) = (0, 0, b), x ∈ Ω
for some b > 0.
In [21] it has been shown that the three-dimensional Vlasov-Poisson system can
be reduced to a two-dimensional system with the following ansatzes. Restricting
ourselves to the stationary case we assume the functions fβ, ϕ to be independent
of x3 and to have the structure
fβ(x, v) = f¯β(x1, x2, v1, v2)ξ
β(v3), ϕ(x) = ϕ¯(x1, x2)
where f¯β : Q × R2 → [0,∞) is continuously differentiable with respect to all its
variables and compactly supported, ξβ ∈ C10(R) with
∫∞
−∞ ξ
β(s)ds = 1, ϕ¯ ∈ C2(Q).
Under these assumptions the reduced stationary system corresponding to (1.1),
(1.2), (1.3) then reads〈
v′,∇x′ f¯β
〉
R2 +
qβ
mβ
〈
−∇x′ϕ¯(x′) + b
c
v⊥,∇v′ f¯β
〉
R2
= 0 in Q× R2,
−∆ϕ¯(x′) = 4pi
∑
β
qβ
∫
R2
f¯β dv′ in Q,
ϕ¯(x′) = 0 on ∂Q,
(5.1)
where x′ = (x1, x2)T , v′ = (v1, v2)T , v⊥ = (v2,−v1)T . Note that the reduction in
[21] has been done in the case Ω = R3 with a decay condition for the potential
instead of boundary condition (1.3), but it easily carries over to our setting.
Equation (5.1) fits into the class of equations treated in Section 2. Since (2.5)
holds true, the energy
Eβ(v′, ϕ¯(x′)) =
1
2
mβ|v′|2 + qβϕ¯(x′)
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is a first integral of the corresponding characteristic system
(5.2) x˙′ = v′, v˙′ =
qβ
mβ
(
−∇x′ϕ¯(x′) + b
c
v⊥
)
.
Moreover, it has been shown in [21] that if one considers (5.2) with a potential ϕ¯
depending only on |x′|, then also the function
Iβb (x
′, v′) =
b
2
|x′|2 + cmβ
qβ
〈
x′, v⊥
〉
R2(5.3)
is a first integral of (5.2). Observe that Iβb is of the form (3.2).
Now instead of reducing system (5.1) further by the use of polar coordinates,
similar to the use of cylindrical coordinates in Section 4 and also as it has been
done in [21], it seems here more convenient to deal with the needed symmetry by
means of Theorem 2.8.
Indeed (2.14) holds true for G = S1 acting via rotations θ ∗ x′ by angle θ ∈
R/2piZ = S1, Q = Br0(0), g = 0 and L = ∆. Moreover, for all ψ± ∈ C1(R2),
ψ± ≥ 0 satisfying (2.12) the functions
ρˆ±(x′, u) =
∫
R2
ψ±
(
E±(v′, u), I±b (x
′, v′)
)
dv′
satisfy ρˆ±(θ ∗ x′, u) = ρˆ±(x′, u), θ ∈ S1, x′ ∈ Q, u ∈ R as can be seen by the
transformation v′ = θ ∗ w′. In consequence of Theorem 2.8 and Lemma 3.1 we
conclude
Corollary 5.1. Let ψ± ∈ C1(R2), ψβ ≥ 0 with ψ±(E, I) = 0 for E ≥ E±0 or
I ≥ I±0 , as well as b > 0. There exists a stationary solution (f¯+, f¯−, ϕ¯) of problem
(5.1) satisfying
f¯±(x′, v′) = ψ±
(
E±(v′, ϕ¯(x′)), I±b (x
′, v′)
)
,
ϕ¯(x′) = ϕ¯(|x′|) and supp f¯± ⊂ BS±0 (0)×BR±0 (0) with R
±
0 , S
±
0 given in (3.3), (3.5).
Remark 5.2. a) For fixed b > 0 we therefore find stationary solutions of (5.1)
whose support can be made arbitrarily sharp simply by a sufficiently small choice
of the cutoff values E±0 , I
±
0 . Moreover, by choosing ψ
± as in (3.7), (3.8) we
can also prescribe the ratio between the two total charges q+
∥∥f¯+∥∥
L1(Q×R2) and
q−
∥∥f¯−∥∥
L1(Q×R2). As in Theorem 1.1 (ii) one can then scale the total charges
without changing their ratio nor the spatial supports of the solutions by increasing
the strength b of the magnetic field, cf. Lemma 3.2.
b) Taking into account the reduction process leading to (5.1), we see that every
solution (f¯+, f¯−, ϕ¯) as in Corollary 5.1 gives rise to solutions of the original system
(1.1), (1.2), (1.3) by setting f±(x, v) = f¯±(x′, v′)ξ±(v3) and ϕ(x) = ϕ¯(x′). Thus
we obtain stationary solutions whose spatial supports are contained in arbitrarily
small cylinders Bδ(0)×R ⊂ Ω. Note however, that concerning the total charges it
only makes sense to compare the cross-sectional charges, since f± /∈ L1(Ω× R3).
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c) From (3.2), (3.5), and (5.3) it follows that Sβ0 → 2rβ0 as Iβ0 → 0, where
rβ0 =
Rβ0mβc
b|qβ| is the Larmor radius, see [26, Chap.2,§2.3].
6 Mirror trap solutions in a finite cylinder
In this last section we give examples of stationary solutions in a finite cylinder. The
solutions correspond to a two-component plasma confined in a Mirror trap. Here
the supports touch the boundary of the domain, but only in two small prescribed
discs at the top and the bottom of the cylinder.
We consider system (1.1), (1.2), (1.3) in a finite cylinder Ω = Q = Br0(0)×(−l, l),
Br0(0) ⊂ R2, r0 > 0, l > 0. Let the magnetic field B(x) be given by
B(x) =
−12a′(x3)x1−1
2
a′(x3)x2
a(x3)
 ,(6.1)
where a : [−l, l] → (0,∞) is C1. If a(x3) ≡ a, a ∈ R, we get back the constant
magnetic field directed along the cylinder axis, which we have used in Section 5.
Observe that B is divergence-free. Similar to the previous section, but now with x3
dependence, we are interested in potentials of the form ϕ(x) = ϕ(|x′|, x3), where
x′ = (x1, x2) ∈ Br0(0), x3 ∈ [−l, l]. For such ϕ the function
Iβ(x, v) =
a(x3)
2
|x′|2 + cmβ
qβ
〈
x′, v⊥
〉
R2 =
a(x3)
2
(x21 + x
2
2) +
cmβ
qβ
(x1v2 − x2v1)
as well as the energy
Eβ(v, ϕ(x)) =
1
2
mβ|v|2 + qβϕ(x)
are first integrals of the characteristic system
x˙ = v, v˙ = − qβ
mβ
∇ϕ(x) + qβ
cmβ
 a(x3)v2 + 12a′(x3)x2v3−a(x3)v1 − 12a′(x3)x1v3
1
2
a′(x3)(x1v2 − x2v1)

Applying Theorem 2.8 we obtain the following stationary solutions.
Corollary 6.1. Let the magnetic field B be given by (6.1). There exists a sta-
tionary solution (f+, f−, ϕ) for the system (1.1), (1.2), (1.3) considered on the
cylinder Q with fβ = ψβ(Eβ, Iβ), whenever ψβ ∈ C1(R,R) with ψβ(E, I) = 0 for
E ≥ Eβ0 or I ≥ Iβ0 .
Remark 6.2. a) Note that the integral Iβ is not exactly of the form (3.2). Instead
of this for every x3 ∈ [−l, l] in the function (x′, v) 7→ Iβ(x′, x3, v) the coefficient
a(x3) takes the role of the parameter b. Having a quick look at Sections 3.2, 3.3 one
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can check that this still allows us in the usual way to prescribe the ratio between
the total charges and to scale their absolute values. In order to not risk too much
repetition we omit any further details.
b) In analogy to Lemma 3.1 it is also easy to see that the value of the function
a at height x3 ∈ [−l, l] enters formula (3.5) instead of b. More precisely, there
holds fβ(x, v) = 0 for
|x′| ≥ R
β
0 |A0|mβ
a(x3) |qβ| +
√√√√(Rβ0 |A0|mβ
a(x3) |qβ|
)2
+
2Iβ0
a(x3)
,
where Rβ0 is defined in (3.3) and A0 reads
A0 =
0 −cc 0
0 0
 .
This way contrary to Section 5 the cross-sectional supports supp fβ∩R2×{x3}×R3
now can now vary with x3. Increasing a towards the boundary points x3 = ±l one
can construct solutions, such that the plasma hits the boundary of the cylinder Q
only in a small region at the top Br0(0)×{l} and the bottom Br0(0)×{−l} of the
cylinder.
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