Summary: An interpolation problem of Nevanlinna-Pick type for complex-valued Schur functions in the open unit disk is considered. We prescribe the values of the function and its derivatives up to a certain order at finitely many points. Primarily, we study the case that there exist many Schur functions fulfilling the required conditions. For this situation, an application of the theory of orthogonal rational functions is used to characterize the set of all solutions of the problem in question. Moreover, we treat briefly the case of exactly one solution and present an explicit description of the unique solution in that case.
Introduction
Starting with Carathéodory's paper [8] interpolation problems and particularly Taylor coefficient problems for classes of holomorphic functions have been studied widely. Probably, one of the most important classical works on this topic is Schur's paper [23] . It contains already an algorithm to check if the given data in a Taylor coefficient problem correspond to a holomorphic functions in the open unit disk D := {z ∈ C : |z| < 1} of the complex plane C which is bounded by one in modulus. (In the sequel, we call a holomorphic function in D which is bounded by one in modulus Schur function and the notation S stands for the set of all Schur functions.) Some years later, Nevanlinna presented a generalization of Schur's algorithm and used this to solve an interpolation problem for Schur functions where some values of the function are prescribed (see, e.g., [19] ). Concerning the history it has to be mentioned that Pick was the first considering such a kind of interpolation problems (see, e.g., [20] ). Today, there is an extensive literature on several types of such problems for holomorphic functions (see, e.g., the books [1, 3, 12, 13, 14, 15, 22] ).
The present paper is another contribution to this topic and deals with an interpolation problem for Schur functions including both the Taylor coefficient problem treated by Schur and the classical interpolation problem studied by Nevanlinna and Pick as special cases. More precisely, the problem we are going to study is a multiple point interpolation problem, i.e. a problem where along with the values of the function the values of its derivatives up to a certain order are prescribed at some points as follows: Moreover, describe the solution set S of all g ∈ S fulfilling (1.1).
Note that the terminology of such interpolation problems is not unified in the literature (cf., e.g., [ 21, Section 2.6], [14, Section X.5], [26] , and [27] ).
We continue here the investigations stated in [7, Section 6] . As a main result there, [7, Theorem 6.3] gives a description of S , if there is more than one Schur function g fulfilling (1.1), by means of the linear fractional transformation
, z ∈ D.
(1.2)
In doing so, δ m and γ m are special rational functions recursively defined via some Schur parameters corresponding to an algorithm of Schur-Nevanlinna type, δ denote their adjoint rational functions (according to (3.9) ), b α m is a Blaschke factor, and if the parameter function h runs through the Schur class S then the function g runs through the solution set S of Problem (MNP). In particular, the functions γ m and δ m occurring in (1.2) can be constructed from the interpolation data , but only indirectly. One needs to determine the corresponding Schur parameters first, and these are not easy to compute from by sole utilization of the algorithm of Schur-Nevanlinna type in general.
The main objective of this paper is to show a work around. In fact, we will see that the theory of orthogonal rational functions on the unit circle T := {u ∈ C : |u| = 1} pointed out in [6] can be used to detect the required Schur parameters or the rational functions γ m and δ m directly. The details about this can be found in Section 5. Based on this fact, we obtain in Section 6 a further description of S similar to the linear fractional transformation of (1.2), but with expressions that are given more explicitly in terms of the underlying data in the problem. In the sections preceding those results, we explain how the theory of orthogonal rational functions on T comes into play starting from the given data . In other words, using the generalized Schwarz-Pick matrix P which can be computed from the data given in Problem (MNP), we introduce some spaces of rational functions in Section 3 and on this basis we bring in orthogonal rational functions on T in Section 4. Particularly, in Section 4 we will get that in the non-degenerate case, i.e. if P is a positive Hermitian matrix, this generalized Schwarz-Pick matrix (with w 10 := 0 in (1.1)) can be parametrized by some special parameters λ 1 , λ 2 , . . . , λ m ∈ D which appear in the recurrence relations for the orthogonal rational functions (cf. [11] for the case of positive Hermitian block Toeplitz matrices). Since the matrix P is a crucial tool, we start in Section 2 with some basics on this generalized Schwarz-Pick matrix.
We focus mostly on the situation where Problem (MNP) has infinitely many solutions, i.e. when the associated matrix P is positive Hermitian. Starting from those results, we shall obtain in Section 7 an explicit description of the unique solution for the degenerate case as well, i.e. if P is a non-negative Hermitian matrix and det P = 0.
Note that there exist other approaches to solve Problem (MNP) (see, e.g., [4, 14, 26] ). The essential new feature of this paper is that we make substantial use of the orthogonal rational functions on T which were introduced by Djrbashian [10] (see also [5, 6] and other papers cited there). The role of the orthogonal rational functions here is analogous to the role of the orthogonal polynomials in the study of the trigonometric moment problem or the Taylor coefficient problem for Carathéodory functions. Schur's classical algorithm delivers some coefficients (so-called Schur parameters) that turned out to be exactly the complex conjugates of the coefficients (so-called Szegő parameters) that appeared in the recurrence relations for the orthogonal polynomial as formulated by Szegő [24] . This classical result goes back to Geronimus (see [16] and for a matrix extension [11] ). In view of the results presented below, we prove and apply a similar connection between an algorithm of Schur-Nevanlinna type and orthogonal rational functions on T (cf. [6, Section 6.4] and [17, Section 6] ).
The interplay between interpolation problems of Nevanlinna-Pick type and orthogonal rational functions on T plays already a central role in [6] . In this monograph some particular solutions of such interpolation problems are obtained and many other related questions are discussed, but the precise Problem (MNP) is not. We are guided by the investigations in [17] , where a similar problem for Carathéodory functions is solved via orthogonal rational functions on T. We deal here with Schur functions and moreover without normalizing the first interpolation point z 1 to be 0, so we need to rephrase some known results in detail since some concrete formulas will differ from the corresponding formulas in [17] . Finally, we should also mention in this context that in [2] a parametrization of the solution set for a rational moment problem based on orthogonal rational functions with respect to the real line case is exposed.
The generalized Schwarz-Pick matrix P
In view of Problem (MNP), we assume from now on that the following data are given: an n ∈ N, mutually different points z 1 , z 2 , . . . , z n ∈ D, numbers l 1 , l 2 , . . . , l n ∈ N and some w js ∈ C, s = 0, 1, . . . , l j − 1, j = 1, 2, . . . , n. We denote this data set by , i.e. 
Therewith, the generalized Schwarz-Pick matrix of size (m + 1) × (m + 1) is defined by
Note that in the case l 1 = l 2 = · · · = l n = 1 we obtain the classical Schwarz-Pick matrix
, which plays a crucial role in the original Nevanlinna-Pick interpolation problem for Schur functions (see, e.g., [20] and [19] ). In general, if we define the (l j × l k )-matrices then a straightforward calculation leads to the relations 5) or, equivalently,
Observe that the generalized Schwarz-Pick matrix P is uniquely determined by the given data except for a constant of modulus one as explained in the following.
Remark 2.1 Let the data set be given as in (2.1), let w js be a complex number for each s = 0, 1, . . . , l j − 1 and each j = 1, 2, . . . , n, and let
.
The equality P = P is fulfilled if and only if there is a u ∈ T satisfying w js = u w js for all s = 0, 1, . . . , l j − 1 and all j = 1, 2, . . . , n.
If g is a Schur function fulfilling (1.1) then, in view of (2.2), we have
It is a well-known fact (see, e.g., [6 
1+ , and
Here and in the sequel, the identity matrix is denoted as I. Furthermore, we always write shortly 0 for the zero matrix of appropriate size and if A, B are Hermitian matrices of the same size then A ≥ B (resp., A > B) means that A − B is a non-negative (resp., positive) Hermitian matrix.
Theorem 2.3
The set S is non-empty if and only if P ≥ 0.
A proof of Theorem 2.3 can be found for instance in [25] . Based on Remark 2.2 one can also derive Theorem 2.3 from a corresponding result for Carathéodory functions (which is proved, e.g., in [9, Section 2]).
The maximum modulus principle for holomorphic functions proves that if |w k0 | = 1 for some k = 1, 2, . . . , n then there exists a solution of Problem (MNP) if and only if w j0 = w k0 for each j = 1, 2, . . . , n as well as w js = 0 for each s = 1, 2, . . . , l j − 1 and each j = 1, 2, . . . , n, where the constant function with value w k0 is the unique solution. We mostly exclude this trivial case in the further course of this paper and suppose that
Moreover, we shall use the normalization w 10 := 0 in the following sections. The final remark of this section shows that this restriction is actually without loss of generality. 
kk for technical reasons.
Spaces of rational functions associated with the data
For a given data set as in (2.1), we construct in this section a space of rational functions which are holomorphic in the closed unit disk D ∪ T. In fact, we put 
is satisfied for some (unique) polynomial p of degree not greater than m. Moreover, for each j ∈ {1, 2, . . . , n}, the equality (3.2) can also be written in matricial form as
Thus, in the case of (2.7), the linear span of the functions f js coincides with the linear span of the functions e js , s = 0, 1, . . . , l j − 1 and j = 1, 2, . . . , n, i.e. the system of functions
Henceforth, we assume (2.7) and we normalize the first value by
This normalization is always possible by a conformal mapping of the open unit disk D (see Remark 2.4). Using the entries of the generalized Schwarz-Pick matrix P introduced in Section 2, we define an inner product on H by the relations
Suppose for a moment that the data set belongs to a Schur function g. In view of (2.7) and the Cayley transform (see Remark 2.2) we find an associated Carathéodory function . Therefore, according to a theorem of F. Riesz and G. Herglotz there exists a unique Borel measure µ on T such that
We call µ the associated measure of g.
Lemma 3.2
Let g ∈ S and let µ be the associated measure of g. Then
Proof: An easy calculation shows that
Consequently, for each u ∈ T, we obtain in view of (3.1) the identity
and hence, if stands for the Cayley transform of g as in Remark 2.2, (3.5) implies
. . , n. Therefore, from (3.4), (2.6), Remark 2.2, and (3.3) it follows that
By virtue of Remark 3.1, we can finally conclude the assertion.
Remark 3.3
Using the arguments in the proof of Lemma 3.2 in a slightly modified order, one can also verify that conversely if g ∈ S such that the condition g(z 1 ) = 0 is satisfied and that the associated measure µ of g fulfills the equality
Observe that Lemma 3.2 implies the necessity of the condition P ≥ 0 for the existence of a solution g ∈ S . Moreover, Lemma 3.2 paves the way to the treatment on orthogonal rational functions in [6] . The following notes gives a detailed explanation.
Suppose again that a data set as in (2.1) is given. With the points z 1 , z 2 , . . . , z n in we form now a sequence (α k ) m k=0 in which z j appears according to its multiplicity l j . For instance, we can choose α k := β k with
The treatment in [17] was restricted to this special choice to simplify matters. However putting equal points together was not essential in [17] nor is it in this paper. So, in the following, for an arbitrary permutation π of {0, 1, . . . , m} satisfying π(0) = 0 we can put
Actually, it is tacitly understood that we always take such a sequence (α k ) m k=0 whenever we fix a data set . To emphasize that the data of the set are introduced in a certain order as characterized by the ordering corresponding to the sequence (α k ) m k=0 given by the permutation π, we shall denote the data by π where appropriate. Thus, we associate with π a fixed sequence (α k ) m k=0 , and all the related objects are ordered accordingly. For example, we renumber the rational functions defined by (3.1) to the sequence (e k ) m k=0 satisfying the following two conditions:
• For each k ∈ {0, 1, . . . , m}, the function e k has a pole at most at the point
and some j ∈ {1, 2, . . . , n} then s 1 < s 2 .
In particular, by the special choice α k := β k , k = 0, 1, . . . , m, and (3.6) this means that
In general, we have the identity e 0 = e 10 and there is a (uniquely determined) permutation matrix U of size (m + 1) × (m + 1) fulfilling e 0 e 1 · · · e m = e 10 e 11 · · ·e 1,l 1 −1 · · · e n0 e n1 · · ·e n,l n −1 U.
Similarly, we renumber the rational functions defined by (3.
and in view of (2.4) we set moreover
Also because of this new enumeration we write P r := ( p jk ) r j,k=0 , r = 0, 1, . . . , m, where
Furthermore, the notation H k , k = 0, 1, . . . , m, stands for the linear span of all rational functions f 0 , f 1 , . . ., f k with inner product given by the corresponding Gram matrix P k . In particular, we have H m = H and P m = U * P U. For some ς 0 ∈ D, the notation b ς 0 stands for the elementary Blaschke factor corresponding to ς 0 , i.e.
For k ∈ {0, 1, . . . , m}, we introduce the Blaschke product (with zeros α 0 , α 1 , . . . , α k )
and we also use for technical reasons the setting
We define the adjoint rational function x [k] of some x ∈ H k , k = 0, 1, . . . , m, as suggested in [6] , i.e. x [k] stands for the rational function which is uniquely determined via
Some information on further interrelations between the adjoint rational function x [k] and the underlying rational function x can be found in [6, Section 2.2] for the special circumstance α 0 = 0. Nevertheless, an analog argumentation implies that for all x, y ∈ H k , k = 0, 1, . . . , m, the properties below are satisfied:
Henceforth, we suppose that the generalized Schwarz-Pick matrix P is positive Hermitian, i.e. P > 0. This implies immediately P m > 0. Subject to this limitation, the reproducing kernel K for the space (H , ·, · ) is given by
If m = 0 then by definition (note (3.2), (2.2), α 0 = z 1 , and w 10 = 0), we have 
Proposition 3.4
In the case of m ≥ 1, the following relations are satisfied:
Orthogonal rational functions relating to the data
The considerations in the present section are directly related with the spaces of rational functions introduced in Section 3. In fact, we discuss some special systems of rational functions which are orthogonal with respect to these spaces. Here, in view of Lemma 3.2, the following definition of orthonormal systems is in line with [6] .
of elements of H is called an orthonormal system corresponding to π (with w 10 = 0) if the two conditions below are satisfied:
In (O2) and in the sequel, the notation δ jk stands for the Kronecker symbol, i.e. δ jk = 0 if j = k and δ jk = 1 if j = k.
Note that the conditions (O1) and (O2) depend not only on , but also on the ordering of the α k 's according to (3.6) and (3.7) (which is uniquely determined by the permutation π). Moreover (cf. [17, Remark 4.1] and [6, Theorem 2.2.4]), the assumption P > 0 is necessary and sufficient for the existence of an orthonormal system corresponding to π (for any ordering of the α k 's).
As already mentioned above, the statements in [6] (and in [17] as well) are elaborated for the special case α 0 = 0. In fact, either one has to adapt the proofs presented there to the slightly modified situation here or one can also use the following connection between both cases (cf. [6, Corollary 6.2.4]).
Remark 4.1 For each
Furthermore, let g ∈ S , let µ be the associated measure of g, and let
where B stands for the σ-algebra of all Borel subsets of T. Then µ 1 is also a Borel measure on T and (ϕ k ) m k=0 is an orthonormal system corresponding to if and only if
Observe that the assumption P > 0 implies actually that P k > 0, k = 0, 1, . . . , m. Hence, for each k ∈ {0, 1, . . . , m}, we may define a kernel K k similar as K with respect to the principal submatrix P k and the corresponding rational (k + 1)-row vector function
If the underlying sequence (α k ) m k=0 is fixed then the relations (O1) and (O2) above determine the orthonormal system (ϕ k ) m k=0 only up to constant factors of modulus one. In [6] mostly the following orthonormal system (φ k ) m k=0 is considered:
For an arbitrary orthonormal system (ϕ k ) m k=0 corresponding to π there exist numbers
In [6, Section 4.1] recurrence relations for the system (φ k ) m k=0 were proved. We fix here the system (ϕ k ) m k=0 similar to [17] , that is we fix the constants u k , k = 0, 1, . . . , m, in (4.1) by a special choice, and use corresponding recursions. In fact, we set
and choose ϕ k recursively such that
In this way, the orthonormal system (ϕ k ) m k=0 corresponding to π is uniquely determined. We call (ϕ k ) m k=0 the canonical Szegő orthonormal system corresponding to π . If m ≥ 1 then we define in addition 
Note that Theorem 4.2 provides under the assumptions w 10 = 0 and P > 0 that the Szegő parameters
completely. These considerations imply in connection with Lemma 3.2 and Remark 3.3 the following characterization of the solution set S for Problem (MNP). Here, for a given function g ∈ S we introduce the data set
π is the previous data set ordered according to (α k ) m k=0 given by (3.6) and (3.7) in virtue of a permutation π of {0, 1, . . . , m} with π(0) = 0. The following statements are equivalent:
(ii) g(z 1 ) = 0 and (ϕ k ) m k=0 is an orthonormal system corresponding to
is the sequence of Szegő parameters of
The sequence of Szegő parameters (λ k ) m k=1 of the ordered data set π can be computed via (4.3) through the canonical Szegő orthonormal system (ϕ k ) m k=0 corresponding to π . Using an analog argumentation as in [6, Theorem 4.1.2], it is not hard to accept that this sequence of Szegő parameters can be recovered also by
where
Note that, based on this formula and Theorem 4.2, the canonical Szegő orthonormal system (ϕ k ) m k=0 can be recursively calculated from the given data π as well. 
and, for each k ∈ {1, 2, . . . , m}, recursively by
then there exists an h ∈ S such that (ψ k ) m k=0 is the canonical Szegő orthonormal system corresponding to 
Description of the solution set S S S in terms of orthogonal rational functions
In this section we present a description of the solution set S of Problem (MNP) for the non-degenerate case in terms of the orthogonal rational functions introduced in the previous section. Thus, in the following we suppose always a given data set as in (2.1) such that the conditions w 10 = 0 and P > 0 are satisfied. Furthermore, we tacitly assume an ordering of the data defining a sequence (α k ) m k=0 fulfilling (3.6) and (3.7) in virtue of a permutation π of {0, 1, . . . , m} with π(0) = 0. We denote the sequence of Szegő parameters of π by (λ k ) m k=1 , we write (ϕ k ) m k=0 to indicate the canonical Szegő orthonormal system corresponding to π , and (ψ k ) m k=0 stands for the dual canonical Szegő orthonormal system of (ϕ k ) m k=0 . In fact, we will see that the linear fractional transformation (1.2) obtained already in [7] leads directly to such a description of S , where the orthogonal rational functions ϕ m and ψ m are involved.
We recall first the definition of Schur-Nevanlinna pairs of rational functions introduced in [7] . If I := {0, 1, . . . , m} and if (κ k ) k∈I is a sequence of points belonging to D, then the pair [(γ k ) k∈I , (δ k ) k∈I ] of sequences of rational functions defined by
and, for k ∈ I \ {0}, recursively by 
Proof: Because of κ 0 := 0, (5.1), (4.2), and (4.6), we have
Consequently, for k ∈ {1, 2, . . . , m}, by succinct setting (4.4) , and (4.7) the relation
and similarly
These equalities imply immediately the others.
Lemma 5.1 shows a simple connection between the considerations in the previous section and in [7] . But in [7] , the construction of the Schur-Nevanlinna pair of rational functions [(γ k ) k∈I , (δ k ) k∈I ] which leads to the description (1.2) of S is based on certain Schur parameters appearing in the following Schur-Nevanlinna algorithm instead of the Szegő parameters λ k , k = 1, 2, . . . , m.
Let a g ∈ S be given and set g 0 := g. Then, as long as
belongs to D we can define recursively
If g ∈ S such that the Schur-Nevanlinna algorithm can be carried out at least m times 
belongs to S. We show now that the function g 0 actually belongs to S . An application of [7, Remark 3.9 ] leads δ [m] m (α 0 ) = 0 and hence
From g 0 ∈ S, (5.6), and Remark 2.2 it follows that the function 0 given by
belongs to C. Because of Lemma 5.1 and (3.9) we can also write
Moreover (see (3.5)), there is a Borel measure µ 0 on T such that
Similar as in [6, Theorem 4.2.6], one can see that
where λ denotes the linear Lebesgue-Borel measure on T. In view of g 0 ∈ S, (5.6), and Corollary 4.3, to obtain g 0 ∈ S it remains to verify that (ϕ k ) m k=0 is an orthonormal system corresponding to
π . Since, for each x, y ∈ H m , the inner product of x and y (similarly defined as in (3.4), but by means of the entries of P [g 0 ] ) is obtained by integration of y(u)x(u), u ∈ T, with respect to the associated measure µ 0 of g 0 (cf. Lemma 3.2), we have to check that
This can be done as in [6, Lemma 8.1.3] (which includes an application of Poisson's integral formula). Furthermore, by using [7, Corollary 3.6 and Theorem 6.3] we see that γ [m] m (z) = 0 for each z ∈ D and that the function g 0 defined by 
is satisfied for each h ∈ S and each z ∈ D and the relation Proof: Because of g ∈ S we have g ∈ S, g(0) = 0, and = [g] . Hence, it follows immediately that −g ∈ S and −g(0) = 0 as well as an application of Remark 2.1 yields As demonstrated in the following, by using (4.1) one can also express the relations more explicitly. Essentially, in this section we derive from Theorem 5.3 a similar description of S for the non-degenerate case, but in terms of P (without assuming w 10 = 0).
In the present section we suppose always a given data set as in (2.1) such that the condition P > 0 is satisfied and we assume some ordering in (α k ) m k=0 such that it satisfies (3.6) and (3.7) for a permutation π of {0, 1, . . . , m} with π(0) = 0. Furthermore, in the case of m = 0 let
where we use the notation
and
with p jk and e (v), j, k, = 0, 1, . . . , m, as in Section 3. Note that the functions x and y belong in each case to H m , whereas (3.9) implies
in the case of m = 0 and if m ≥ 1 then 
Proof: Because of w 10 = 0, (4.2), and (4.6) the assertion is obvious if m = 0. Now, let m ≥ 1. From Theorem 5.3 we already know that the function g 0 defined by 
Since (note property (II) of adjoint rational functions, g 0 ∈ S , and again (3.8))
, the relations (6.2) and (3.9) imply particularly
Therefore, from (6.1) one can conclude
Consequently (cf. Remark 2.2), it follows
Finally, by setting c :=
and using some calculation rules of determinants, (6.2), and d 1 = d 2 we get the equalities 
establishes a bijective correspondence between the set S of all Schur functions g fulfilling (1.1) and the class S of all Schur functions h.
Proof:
In the case of m = 0, the statement is an immediate consequence of (5.1) and (1.2) (i.e. the description of S which is already proved in [7, Theorem 6.3] ). Now, let m ≥ 1. We first remark that one can restrict the proof to the special case of α k = β k , k = 0, 1, . . . , m, with β k as in (3.6) . Indeed this can be done, since only some rows and columns are simultaneously rearranged by the matrices behind the determinant formulas defining the functions x and y unlike the general case and this is not essential in view of the linear fractional transformation stated in Theorem 6. with w 10 = 0, by a straightforward calculation one can see that for each h ∈ S and each z ∈ D the condition
is satisfied and that the relation and thus, by using some elementary calculation rules of determinants, the equalities
where W m−1 stands in this computation for the complex (m × m)-matrix which is obtained from W m (and hence from W due to (6.3)) by deleting the last row and column. Consequently, with a view to (3.9), (6.4), and (6.5) the proof is complete.
If the point z ∈ D is fixed in the description of S by the linear fractional transformation according to Theorem 6.2 then the set
is a closed disk in D, the boundary of which is sometimes called Weyl circle. Using some well-known properties of linear fractional transformations (cf. [26, Proposition 2]), it can easily be shown that the center c z and the radius r z of this Weyl circle are given by the rational functions x and y in terms of the given data as presented in the following.
Corollary 6.3 Under the assumptions of Theorem 6.2, if z ∈ D is fixed then the set K (z)
defined as in (6.6) can be described by
where the parameters c z and r z are given by
The degenerate case
In this section we consider the case of exactly one solution in Problem (MNP). Proof: With a view to Theorem 6.2 it is enough to prove that in the case det P = 0 there is exactly one Schur function g fulfilling (1.1). Firstly, we show that Problem (MNP) has at most one solution g ∈ S when det P = 0. If |w j0 | = 1 for some integer j = 1, 2, . . . , n then the maximum modulus principle for holomorphic functions implies that at most the constant function with value w j0 can belong to S . We suppose now (2.7). Furthermore, due to Remark 2.4 and (2.6) we can assume w 10 = 0 without loss of generality. Moreover, let g ∈ S . In particular, the Cayley transform of g according to Remark 2.2 and the associated measure µ of g which is uniquely determined by (3.5) are well defined. Taking into account det P = 0, we consider then a non-zero (m + 1)-vector x 0 with the property P x 0 = 0 and the corresponding rational function x 0 defined by
By virtue of (3.4) and Lemma 3.2 we get
Therefore, the measure µ is concentrated (not exceeding) on the finite set of all (mutually different) zeros u 1 , u 2 , . . . , u m ∈ T of the function x 0 , where this set is independent of the solution g. Hence, with some non-negative numbers a 1 , a 2 , . . . , a m we have
where ε u r ,B stands for the Dirac measure with unit mass located at u r , r = 1, 2, . . . , m . Choosing (note Remark 3.1) for each r ∈ {1, 2, . . . , m } a function x r ∈ H which is one at u r and zero at the remaining points u j , 0 ≤ j ≤ m with j = r, it follows that a r = x r , x r = x * r P x r , where the (m + 1)-vector x r is given by the relation
so that the coefficients a r in (7.1) are independent of g as well. Thus, Problem (MNP) has at most one solution. It stays to verify that there exists a Schur function g fulfilling (1.1). In order to show that we replace the given data , for each k ∈ N, by k := z j , l j , w Since P ≥ 0 and since the constant function
is a Schur function with P [h k ] > 0 for k ∈ N (use, e.g., [18, Corollary 3.6]), we have
and lim k→∞ P k = P .
From Theorem 6.2 we know that a solution g k of Problem (MNP) concerning the data set k exists. Consequently, an application of Montel's theorem yields that there is a Schur function g 0 and a subsequence of (g k ) k∈N which converges to g 0 . This function g 0 is a solution of Problem (MNP) for by construction.
Let be a given data set as in (2.1) such that P ≥ 0 and det P = 0. is not identically equal to zero. We follow now the argument in the proof of Theorem 7.1 (part of existence). For each k ∈ N, let x k and y k be denote the rational functions defined as in Section 6 but corresponding to the data set k . As a special solution g k in this proof above the function
can be chosen for each k ∈ N (see Theorem 6.2). Evidently, if k tends to ∞ then the functions x [m] k and y 
3) because of (3.9) and the formulas for the rational functions x, y presented in this section. Besides, since det P = 0 and det P m−1 = 0 it follows (see, e.g., [18, Corollary 3.6] ) that g 0 has to be a Blaschke product of degree m, i.e. there are some ς 1 , ς 2 , . . . , ς m ∈ D and a η ∈ T such that
Thus, a comparison with (7.2) implies by virtue of (3.9) (cf. Finally, we consider the case that the additional condition det P m−1 = 0 is not satisfied. Clearly, if det P 0 = 0 then g 0 is the constant function with value w 10 . Otherwise, if m < m is the smallest positive integer such that det P m = 0 but det P m −1 = 0 then we can look at Problem (MNP) for the corresponding smaller data set . According to Proposition 7.2 the unique solution g 0 associated with can be computed. Furthermore, the solution g 0 of Problem (MNP) for the data set is obviously a solution for the smaller data set as well. It follows that g 0 = g 0 .
