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RESOLVENTS OF CONE PSEUDODIFFERENTIAL OPERATORS,
ASYMPTOTIC EXPANSIONS AND APPLICATIONS
JUAN B. GIL AND PAUL A. LOYA
Abstract. We study the structure and asymptotic behavior of the resolvent
of elliptic cone pseudodifferential operators acting on weighted Sobolev spaces
over a compact manifold with boundary. We obtain an asymptotic expansion
of the resolvent as the spectral parameter tends to infinity, and use it to derive
corresponding heat trace and zeta function expansions as well as an analytic
index formula.
1. Introduction
In this paper we study the structure and asymptotic behavior of the resolvent of
elliptic cone pseudodifferential operators acting on weighted Sobolev spaces over a
compact manifold with boundary. Our results complete (and contain) the existing
descriptions of the resolvent of a cone differential operator (on Sobolev spaces), and
provide a first account on the structure of resolvents, heat kernels, and complex
powers of pseudodifferential operators on manifolds with conic singularities.
Resolvent and heat kernel asymptotics on conic manifolds have been studied by
many authors since the seminal paper by Cheeger [7]. For certain classes of first
and second order symmetric operators there are contributions by Callias [5], Callias
and Uhlmann [6], Bru¨ning and Seeley [2, 4], and Mooers [33], to mention just a
few. In [22], Lesch generalized the techniques of Bru¨ning and Seeley and obtained
more general results for selfadjoint differential operators of arbitrary order.
Following Schulze’s approach for the study of operators on manifolds with edges,
see e.g. [36], the first author developed a parameter-dependent calculus (cf. [14])
that describes the resolvent of an elliptic cone differential operator that is not neces-
sarily selfadjoint. In particular, he introduced the appropriate notion of parameter-
dependent ellipticity that guarantees the existence of the resolvent and provides
good norm estimates. In Section 4 we will show that this ellipticity condition is not
only sufficient but also necessary. Later in [24, 25], following Melrose’s approach
[29], the second author studied the resolvent of elliptic cone differential operators
from a more geometric viewpoint. To this end, he developed a parameter-dependent
calculus that gives a precise description of the Schwarz kernel of the resolvent, pro-
viding a more convenient framework to analyze heat kernels, zeta functions, and
other geometric invariants, see e.g. [15].
In the setting of resolvents of close extensions of a cone differential operator,
there are recent results by Schrohe and Seiler [35], by Falomir, Muschietti, Pisani,
and Seeley [11], and by Falomir, Muschietti, and Pisani [10]. More recently, Gil,
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Krainer, and Mendoza [17] proved the existence of the resolvent and sectors of
minimal growth for the closed extensions of a general cone differential operator. To
the best of our knowledge, resolvents of elliptic cone pseudodifferential operators
have not been studied before in any setting.
In this work we consider a cone pseudodifferential operator A ∈ x−µΨµb (M),
where M is a compact manifold with boundary, x is a boundary defining function
for ∂M , µ is a positive real number, and Ψµb (M) is the class of b-pseudodifferential
operators of order µ, as introduced by Melrose. Our main goal is to give a pre-
cise description of the resolvent (A − λ)−1 when A satisfies the aforementioned
parameter-dependent ellipticity on a sector Λ ⊂ C. We obtain an asymptotic ex-
pansion in λ as |λ| → ∞, and use it to derive heat trace asymptotics and zeta
function expansions. For this purpose, we extend the existing pseudodifferential
calculi introduced in [24, 25] and define two new classes of operators arising in the
parametrix construction used to analyze the resolvent.
As in the case of a differential operator, the construction of a good parameter-
dependent parametrix of A − λ is crucial to describe the fine structure of the re-
solvent and its asymptotic behavior in λ. However, when the given operator is not
differential but rather a genuine pseudodifferential operator, for instance
√
∆, the
parametrix construction requires a more delicate analytic treatment. The general
idea is to design a parameter-dependent pseudodifferential calculus tailoring the
new features of the operators into the geometry of their Schwartz kernels.
To illustrate the main technical difficulty in the parametrix construction for the
operator family A−λ, let us discuss the related (but much simpler) situation of an
operator in the b-calculus. Given a parameter-elliptic b-differential operator A, one
can construct a parametrix B(λ) of A− λ such that
(1.1) (A− λ)B(λ) = 1 +R(λ),
where R(λ) is in the calculus with bounds, of order −∞, vanishing to infinite order
as |λ| → ∞ in Λ. For a b-pseudodifferential operator, the error term R(λ) in (1.1)
can only be made to vanish to order −1 in the calculus with bounds. Nonetheless,
this decay already implies that R(λ)→ 0 as |λ| → ∞, thus 1+R(λ) can be inverted
for large λ, and consequently, the resolvent exists and belongs to the calculus.
However, when A is a cone pseudodifferential operator, the additional weight
factor x−µ in A makes the situation more complicated: One can obtain an expres-
sion similar to (1.1), but the boundary defining function x, the spectral parameter
λ, and the bounds, are all coupled in a way that the operator 1 +R(λ) is unfortu-
nately not invertible even for large λ. A novelty of this paper is the development of
two new parameter-dependent calculi with bounds which incorporate the coupling
of the boundary defining function, the spectral parameter, and the bounds. We in-
troduce these operator classes and show the corresponding composition theorems.
This will allow us to further modify R(λ) and get a true residual term that decays
as |λ| → ∞, so that 1 +R(λ) can be inverted within the calculus.
Once the resolvent of an elliptic cone pseudodifferential operator is understood,
we use its structure to study the corresponding heat kernels and complex powers.
In particular, the short-time asymptotic expansion of the heat trace obtained in
this paper is used to get part of an analytic index formula consisting of two terms;
a term coming from the heat trace asymptotics of an associated operator with no
boundary spectrum, and a second term that resembles the eta invariant. This
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formula relies on an index formula by Piazza [34] and on a factorization theorem
proposed by Schulze and proved by Witt [42].
We now outline the content of this paper. We begin in Section 2 by reviewing
various conormal spaces of functions on manifolds with corners as introduced in
Melrose’s seminal paper [28]. With this background, in Section 3 we define and
discuss the new parameter-dependent pseudodifferential calculi that are needed in
Section 4 to construct a good parametrix for a parameter-elliptic cone pseudodiffer-
ential operator. In Section 5 we use the structure of these calculi to obtain resolvent,
heat kernel, and zeta function expansions. Finally, in Section 6, we discuss the index
of the closure of an elliptic cone operator.
Acknowledgments. We thank Gerardo Mendoza for many valuable discus-
sions, especially for those concerning the last section of this paper.
2. Manifolds with corners, asymptotics, and b-operators
An n-dimensional manifold with corners Z is a topological space with C∞ struc-
ture given by local charts of the form [0, 1)k× (−1, 1)n−k, where k can run between
0 and n depending on where the chart is located in the manifold. Each boundary
hypersurfaceH is embedded and has a globally defined boundary defining function;
a nonnegative function in C∞(Z) that vanishes only on H where it has a nonzero
differential.
Asymptotic expansions. Let U = [0, 1)kx × (−1, 1)n−ky . Then for a ∈ Rk the
space of symbols Σa(U) consists of those smooth functions u ∈ C∞( ◦U) of the form
u(x, y) = xa11 · · ·xakk v(x, y),
where for each α and β, (x∂x)
α∂βy v(x, y) is a bounded function.
Let N be the set of positive integers and let N0 = N ∪ {0}. An index set E is a
discrete subset of C× N0 such that
• (z, k) ∈ E ⇒ (z, ℓ) ∈ E for all 0 ≤ ℓ ≤ k, and
• given any N ∈ R, the set {(z, k) ∈ E | ℜz ≤ N} is finite.
If in addition, (z, k) ∈ E ⇒ (z + ℓ, k) ∈ E for all ℓ ∈ N0, then E is called a C∞
index set. For simplicity, we will use the words “index set” instead of “C∞ index
set” unless stated otherwise. A discrete subset D ⊂ C will be referred to as an
index set by means of the identification D ∼= {(z, 0) | z ∈ D}.
Given an index set E, a function u ∈ Σa(U) is said to have an asymptotic
expansion at x1 = 0 with index set E if, for each N > 0,
(2.1) u(x, y) =
∑
(z,k)∈E,ℜz≤N
xz1 (log x1)
k u(z,k)(x
′, y) + xN1 uN(x, y)
with uN(x, y) ∈ Σa(U) and u(z,k)(x′, y) ∈ Σa′(U′), where a = (a1, a′), x = (x1, x′),
and U′ = [0, 1)k−1x′ × (−1, 1)n−ky . Furthermore, given κ > 0, the function u is said
to have a partial expansion at x1 = 0 with index set E of order κ if u admits the
expansion (2.1) for all N ≤ κ. In fact, it is sufficient to check that (2.1) holds for
N = κ. Observe that a function has an asymptotic expansion at x1 = 0 with index
set E if and only if it has a partial expansion at x1 = 0 with index set E of any
order κ > 0. Note also that if E = ∅, then the expansion property (2.1) holds
for N = κ if and only if u vanishes to order κ at x1 = 0. Asymptotic and partial
asymptotic expansions at any other boundary xi = 0 are defined similarly.
4 JUAN B. GIL AND PAUL A. LOYA
x, (t = x
′
x )
❪
■
❦
✲✲✲
t
x
rb
ff
lb
 
 
 ∆b
(s = xx′ ), x
′
❫
❘❥
✻
✻
✻x
′
s
rb
ff
lb
 
 
 ∆b
Figure 1. Each of these coordinates together with coordinates on
Y 2 define projective coordinates on M2b near ff .
On a manifold with corners Z one can define asymptotic expansions at a hyper-
surface H with index set E by reference to local coordinates. First of all, a function
u ∈ C∞( ◦Z) is said to be in Σ0(Z), if for any patch U on Z and for any ϕ ∈ C∞c (U),
the function ϕu is an element of Σ0(U). Let H1, . . . , Hm be the hypersurfaces of Z
with corresponding boundary defining functions ρ1, . . . , ρm. For a ∈ Rm we define
Σa(Z) = {ρa11 · · · ρamm v | v ∈ Σ0(Z)}.
A function u ∈ Σa(Z) has a partial expansion at H with index set E of order
κ, if for any patch U = [0, 1)x1 × U′ on Z with H ∩ U = {x1 = 0}, and for any
ϕ ∈ C∞c (U), the function ϕu has a partial expansion at x1 = 0 with index set E of
order κ in the sense described above.
If E is a collection of index sets E = {EH1 , . . . , EHℓ} corresponding to some family
of hypersurfaces H1, . . . , Hℓ of Z, then we denote by A
E
κ(Z) the space of functions
u ∈ Σa(Z) for some a ∈ Rm such that for each H , u has a partial expansion at H
with index set EH of order κ. Finally, we define
AE(Z) =
⋂
κ>0
A
E
κ(Z).
Blow-up and pseudodifferential operators. Let M be a smooth manifold of
dimension n with boundary Y = ∂M . Then the product M2 = M × M is a
manifold with corners in the above sense. The blow-up M2b = [M
2;Y 2] of M2
along Y 2 (cf. [29]) is then a new manifold with corners that has an atlas consisting
of the usual coordinate patches on M2 \ Y 2 together with polar coordinate patches
over Y 2 in M2. For instance, if M2 = [0,∞)x × [0,∞)x′ , then M2b is the set
[0,∞)r × (S1 ∩M2)θ with (r, θ) = (‖(x, x′)‖, tan−1(x′/x)). In this paper we will
work with the more convenient projective coordinates (x, x′) 7→ (x, t) with t = x′/x,
or (x, x′) 7→ (s, x′) with s = x/x′. The boundary hypersurfaces lb, rb, and ff (for
“left boundary”, “right boundary”, and “front face”, respectively) of M2b together
with the projective coordinates are shown in Figure 1.
Henceforth we fix a b-measure m on M and we denote by m′ the lift of m to M2
under the right projection M2 ∋ (x, x′) 7→ x′ ∈M .
Definition 2.2. For µ ∈ R, the space Ψµb (M) of b-pseudodifferential operators
consists of operators A on C∞(M) that have a Schwartz kernel KA satisfying the
following two conditions:
• Given ϕ ∈ C∞c (M2b \∆b), the kernel ϕKA is of the form k · m′, where k is
a smooth function on M2b that vanishes to infinite order at the boundaries
lb and rb.
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• Given a coordinate patch of M2b overlapping ∆b of the form Uy × Rnz such
that ∆b ∼= U× {0}, and given ϕ ∈ C∞c (U× Rn), we have
(ϕKA) =
∫
eiz·ξ a(y, ξ) d¯ξ ·m′,
where y 7→ a(y, ξ) is smooth with values in Sµcℓ(Rn); the space of classical
symbols of order µ.
The space Diffmb (M) of totally characteristic differential operators of order m is
clearly contained in Ψmb (M).
3. Parametric pseudodifferential calculus
The spaces of parametric symbols and pseudodifferential operators discussed in
this section are intended to describe operator families of the form B(A − λ)−1,
where A and B are both cone pseudodifferential operators on an compact manifold
M , and λ is a spectral parameter living on a sector Λ ⊂ C. Our symbol calculus is
somewhat related to the weakly parametric calculus from Grubb and Seeley [19].
Symbol spaces. For µ, p ∈ R and d > 0 we define Sµ,p,d(Rn; Λ) as the space of
functions a ∈ C∞(Rn × Λ) such that
|∂αξ ∂βλa(ξ, λ)| ≤ Cαβ(1 + |ξ|)µ−p−|α|(1 + |ξ|+ |λ|1/d)p−d|β|.
The space Sµ,p,dr (R
n; Λ), p/d ∈ Z, consists of elements a ∈ Sµ,p,d(Rn; Λ) such that
if we set
a˜(ξ, z) := zp/da(ξ, 1/z),
then a˜(ξ, z) is smooth at z = 0, and
(3.1) |∂αξ ∂βz a˜(ξ, z)| ≤ Cαβ(1 + |ξ|)µ−p−|α|+d|β|(1 + |z||ξ|d)p/d−|β|
uniformly for |z| ≤ 1. Further let Sµ,p,dr,cℓ (Rn; Λ) be the space of elements a ∈
Sµ,p,dr (R
n; Λ) that, for every N ∈ N, admit a decomposition
(3.2) a(ξ, λ) =
N−1∑
j=0
χ(ξ)aµ−j(ξ, λ) + rN (ξ, λ),
where rN ∈ Sµ−N,p,dr (Rn; Λ), χ ∈ C∞(Rn) with χ(ξ) = 0 for |ξ| ≤ 12 and χ(ξ) = 1
for |ξ| ≥ 1, and where each aµ−j(ξ, λ) has the following properties:
• aµ−j(δξ, δdλ) = δµ−jaµ−j(ξ, λ) for every δ > 0,
• zp/daµ−j(ξ, 1/z) is smooth at z = 0.
Example 3.3. Let a(ξ) be a homogeneous function in ξ ∈ Rn of degree µ ∈ R that
never takes values in a sector Λ for ξ 6= 0, and let b(ξ) be a homogeneous function
of degree µ′ ∈ R. Given ℓ ∈ N0, set
q(ξ, λ) = b(ξ)(a(ξ) − λ)−ℓ.
Then, χ(ξ) q(λ, ξ) ∈ Sµ′−ℓµ,−ℓµ,µr,cℓ (Rn; Λ). Here, the cut-off function χ(ξ) is needed
because a(ξ) and b(ξ) are, in general, not smooth at ξ = 0.
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Figure 2. The manifold Td near infinity. Here, r∞ = 0 defines
the boundary at |λ| =∞.
Parameter-dependent operators. We first review some spaces of parameter-
dependent pseudodifferential operators used to capture resolvents of cone differ-
ential operators (see [24] and [25]). Henceforth we shall fix a boundary defining
function ̺ for ff . Recall that m′ denotes the fixed b-measure m lifted to M2 under
the right projection M2 ∋ (x, x′) 7→ x′ ∈M .
Definition 3.4. Given µ, p, d ∈ R with p/d ∈ Z and d > 0, the space Ψµ,p,dc (M ; Λ)
consists of parameter-dependent operators A(λ) that have a Schwartz kernel KA(λ)
satisfying the following two conditions:
• Given ϕ ∈ C∞c (M2b \∆b), the kernel ϕKA(λ) is of the form k(̺dλ, q) · m′,
where k(λ, q) is a smooth function of (λ, q) ∈ Λ × M2b that vanishes to
infinite order in q at the sets lb and rb, and is such that if we define
k˜(z, q) = zp/dk(1/z, q), then k˜(z, q) is smooth at z = 0.
• Given a coordinate patch of M2b overlapping ∆b of the form Uy × Rnζ such
that ∆b ∼= U× {0}, and given ϕ ∈ C∞c (U× Rn), we have
ϕKA(λ) =
∫
eiζ·ξ a(y, ξ, ̺dλ) d¯ξ ·m′,
where y 7→ a(y, ξ, λ) is smooth with values in Sµ,p,dr,cℓ (Rn; Λ).
Let [Λ; {0}] be the sector Λ blown-up at at the origin; that is, Λ with polar
coordinates taken at λ = 0, let Λ denote the stereographic compactification of
[Λ; {0}] in the Riemann sphere. Coordinates on Λ near the blown-up origin are
ρ0 = |λ| and θ = λ/|λ|; near λ =∞ the coordinates are ρ∞ = |λ|−1 and θ = λ/|λ|.
Let d > 0 and let Λd = {λ1/d |λ ∈ Λ} so that the radial coordinates on Λd are
r0 = |λ|1/d near the origin and r∞ = |λ|−1/d near infinity.
We consider (see Figure 2)
(3.5) Td := [Λd ×M2b ; {r∞ = 0} × ffb],
the blow-up of Λd ×M2b along {r∞ = 0} × ffb, where ffb is the front face of M2b .
The blown-up manifold Td has eight boundary hypersurfaces, five of which are
illustrated in Figure 2, namely, fi (face at infinity), bi (boundary at infinity), and
the three hypersurfaces lb, rb, and ff , induced by the corresponding boundaries of
the manifold M2b . The other three hypersurfaces are {r0 = 0} and the endpoints
of the angular variable θ. Because we are interested in asymptotics for |λ| near
infinity, these three hypersurfaces will play only minor roles.
Assumption 3.6. From now on, all functions depending on λ, either implicitly
(as functions on Td, for instance) or explicity (as functions on Λ), are assumed to
be smooth in θ = λ/|λ| and symbols of order zero at {r0 = 0}.
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We now use the notation from Section 2 to describe the various residual classes
of pseudodifferential operators with asymptotics that appear in the parametrix
construction of parameter-dependent elliptic operators.
Definition 3.7. Let E = (Elb , Erb , Eff , Efi ,∅) be an index family for Td asso-
ciated to the faces (lb, rb,ff , fi , bi). We denote by Ψ−∞,d,Ec (M ; Λ) the space of
those parameter-dependent operators A(λ) that have a Schwartz kernel of the form
KA(λ) = k ·m′ where k ∈ AE(Td). Thus k defines a function on Td that vanishes to
infinite order at bi and have asymptotic expansions at the hypersurfaces lb, rb, ff ,
and fi , determined by the index sets Elb, Erb, Eff , and Efi , respectively.
Two new parameter-dependent residual classes. In order to capture the re-
solvents of elliptic pseudodifferential operators we need to introduce two new classes
of smoothing operators satisfying only conormal bounds. We begin by recalling the
calculus with bounds (cf. [29, Section 5.16]).
Definition 3.8. Let α > 0 and let E = (∅,∅,N0) be the index family on M
2
b
associating the empty sets to its left and right boundaries, and N0 to its front face.
The space Ψ−∞,αb (M) denotes the class of operators A having a Schwartz kernel
of the form KA = k · m′, with k ∈ AEα+ε(M2b ) for some ε > 0. More precisely, if
ρl and ρr are boundary defining functions for the left and right boundaries of M
2
b ,
then the function ρ−α−εl ρ
−α−ε
r k is a symbol in Σ
0(M2b ) having a partial expansion
at the front face of M2b with index set N0 of order α+ ε.
Definition 3.9. Let N ∈ N and d > 0. For m ∈ N we define Ψ−∞,dm,N (M ; Λ) as the
space of those parameter-dependent operators A(λ) whose Schwartz kernel KA(λ)
is of the form k(̺dλ, q) ·m′ with k(λ, q) satisfying the following properties:
(a) For some ε > 0, ρ−Nd−εl ρ
−Nd−ε
r k is a symbol in Σ
0(Λ×M2b ) having a partial
expansion at the face Λ × ff with index set N0 of order Nd+ ε. Again, ρl
and ρr are boundary defining functions for lb and rb in M
2
b ,
(b) For each N ′ ≤ N ,
k(λ, q) =
N ′−1∑
j=m
λ−j fj(q) + λ
−N ′kN ′(λ, q),
where fj ∈ AE2Nd−jd(M2b ) with E = (∅,∅,N0), and kN ′ satisfies (a) with
Nd replaced by 2Nd −N ′d. If m ≥ N , then we disregard the summation
and require instead k(λ, q) = λ−NkN (λ, q), where kN satisfies (a).
The next lemma relates the two parameter-dependent spaces introduced in Def-
initions 3.4 and 3.9; the proof follows immediately from the definitions.
Lemma 3.10. If p/d ∈ −N, then for any N ∈ N,
Ψ−∞,p,dc (M ; Λ) ⊂ Ψ−∞,dm,N (M ; Λ), m = −p/d.
Our next space of operators is a calculus with bounds version of the space
Ψ−∞,d,Ec (M ; Λ) introduced in Definition 3.7.
Definition 3.11. Let E = (Elb , Erb , Eff , Efi) be an index family for Td associated
to the faces (lb, rb,ff , fi). Then we define Ψ−∞,d,EN (M ; Λ) as those parameter-
dependent operators A(λ) that have a Schwartz kernel of the form KA(λ) = k ·m′,
where k is a symbol on Td, of order Nd at bi, that satisfies:
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• Given ϕ ∈ C∞(Td) supported near fi , ϕk is in AENd+ε(Td) for some ε > 0.
• Given ψ ∈ C∞(Td) supported away from fi , ψ k is the kernel of a parameter-
dependent operator in Ψ−∞,dN,N (M ; Λ).
Observe that
Ψ−∞,d,Ec (M ; Λ) =
⋂
N∈N
Ψ−∞,d,EN (M ; Λ).
Lemma 3.12. We have
Ψ−∞,dN,N (M ; Λ) ⊂ Ψ−∞,d,EN (M ; Λ),
where E is the index family on Td given by E = (∅,∅,N0,N0).
Proof. Let A(λ) ∈ Ψ−∞,dN,N (M ; Λ) and let KA(λ) = k(̺dλ, q)m′ be its kernel with
all the properties described in Definition 3.9. In particular, the operator A˜(λ)
with kernel k(λ, q)m′ is such that λN A˜(λ) belongs to Σ0(Λ,Ψ−∞,Ndb (M)). By
definition, we only need to analyze k(̺dλ, q) locally in coordinates near the face fi .
By symmetry it suffices to consider the kernel only away from one of the lateral
boundaries of M2b ; for instance, away from the left boundary lb. Since our kernels
are smooth in θ = λ/|λ| and in the variables on the boundary, we shall omit these
variables in what follows. Thus consider the coordinates q = (x, t) ∈ U ⊂M2b , with
x defining ff and t = x′/x defining rb, see Figure 1. If ρ = |λ|, then for some ε > 0
we can write
k(λ, q) = tNd+εg(ρ, x, t),
where g is a symbol in Σ0(R+ ×U) that can be expanded in x at x = 0 with index
set N0 of order Nd+ε. In particular, k has a partial asymptotic expansion at t = 0
with index set Erb = ∅ of order Nd+ ε.
We now lift k(xdλ, q) to Td. Near ff and fi , the variable r = ρ
−1/d defines fi and
v = x/r defines ff , and in these coordinates,
k(xdλ, q) = tNd+εg(vd, rv, t).
The asymptotic properties of g imply that g(vd, rv, t) can be expanded in r and v
with index set N0 of order Nd+ ε. On the other hand, near fi and bi, x defines fi
and w = v−1 defines bi, and in these coordinates,
k(xdλ, q) = tNd+εg(w−d, x, t).
Now, since λN A˜(λ) ∈ Σ0(Λ,Ψ−∞,Ndb (M)), the function g can actually be written
as g(ρ, x, t) = ρ−Nh(ρ, x, t), where h is a symbol in Σ0(R+ × U). Therefore,
k(xdλ, q) = tNd+εwNdh(w−d, x, t).
The asymptotic properties of g imply that h(w−d, x, t) can be expanded in x at
x = 0 with index set N0 of order Nd + ε. In conclusion, we have proven that k
defines a function on Td that vanishes to order Nd at bi and has partial expansions
of order Nd+ ε with index sets Erb = ∅, Eff = N0 and Efi = N0. The same is true
with rb replaced by lb, thus A(λ) ∈ Ψ−∞,d,EN (M ; Λ) with E = (∅,∅,N0,N0). 
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Figure 3. The blown-up manifold M3b and its boundary hypersurfaces.
Composition of pseudodifferential operators. In order to prove essential com-
position properties of our new parameter-dependent spaces, we need to review how
b-pseudodifferential operators are composed. Let A and B be operators on C∞(M)
with Schwartz kernels KA and KB, respectively, that are smooth on M
2 and van-
ish to infinite order at the boundary Y 2 = ∂M2. Then we know that AB is also a
smoothing operator, and
(3.13) KAB(u,w) =
∫
v∈M
KA(u, v)KB(v, w).
We can write this purely in terms of pullbacks and pushforwards of distributions
as follows. Let πF , πS , πC :M
3 →M2 be the maps
πF (u, v, w) = (u, v), πS(u, v, w) = (v, w), πC(u, v, w) = (u,w)
(F , S, and C stand for ‘first’, ‘second’, and ‘composite’). Writing KA = kAm
′ and
KB = kB m
′, where kA and kB are smooth functions on M
2 vanishing to infinite
order at the boundary Y 2, we have
(π∗Cm π
∗
FKA π
∗
SKB)(u, v, w) = kA(u, v) kB(v, w)m(u)m(v)m(w),
where on the left-hand side, m represents the fixed b-measure on M lifted to M2
under the left projection, that is, m(u,w) = m(u) for all (u,w) ∈M2. In particular,
π∗Cm π
∗
FKA π
∗
SKB is a density on M
3 and so its pushforward to M2 under πC is
well-defined. By (3.13) and the definition of the pushforward (πC)∗ we get
(3.14) mKAB = (πC)∗(π
∗
Cm π
∗
FKA π
∗
SKB).
This identity shows that we can determine the Schwartz kernel of AB by analyzing
pullbacks, products, and pushforwards of the kernels KA and KB. Now, since our
operators are actually in Ψ∗b(M), in order to get a similar identity for the Schwartz
kernel of AB, we first introduce the blown-up manifold M3b .
The manifoldM3b is defined by blowing-up (that is, introducing polar coordinates
around) the manifold Y 3 inM3 and then blowing-up the submanifolds coming from
the codimension two corners of M3. The manifold M3b along with its various faces
are shown in Figure 3. Let πF,b, πS,b, πC,b : M
3
b → M2b be the maps πF , πS ,
πC expressed in the polar coordinates of M
3
b and M
2
b . Then we can express the
composition (3.14) in terms of these new maps:
(3.15) mKAB = (πC,b)∗(π
∗
C,bm π
∗
F,bKA π
∗
S,bKB).
Written in this way, m, KA, KB, and KAB are understood to be lifted to M
2
b .
The formula (3.15) is the key to proving composition properties of our parameter-
dependent operators.
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Composition theorems for parameter-dependent operators. We begin by
stating a composition result whose proof is almost exactly the same as the proof of
[24, Theorem 4.4], so we leave out the details.
Theorem 3.16. We have
xνΨµ,p,dc (M ; Λ) ◦ xν
′
Ψµ
′,p′,d
c (M ; Λ) ⊂ xν+ν
′
Ψµ+µ
′,p+p′,d
c (M ; Λ).
The following theorem is proved in [25, Proposition 4.1].
Theorem 3.17. We have
xνΨµb (M) ◦ xν
′
Ψµ
′,p,d
c (M ; Λ) ⊂ xν+ν
′
Ψµ+µ
′,p,d
c (M ; Λ);
and
xν
′
Ψµ
′,p,d
c (M ; Λ) ◦ xνΨµb (M) ⊂ xν+ν
′
Ψµ+µ
′,p,d
c (M ; Λ).
This theorem states that the parameter-dependent spaces Ψ∗,p,dc (M ; Λ) are closed
under composition with cone pseudodifferential operators. We next consider how
these spaces behave under composition with the calculus with bounds and their
parameter-dependent versions. The next theorem is established by following the
proof of [25, Proposition 4.1], taking into account the bounds. To avoid reproducing
the proof of loc. cit., we shall omit the details.
Theorem 3.18. The spaces Ψ−∞,dm,N (M ; Λ) and Ψ
−∞,d,E
N (M ; Λ) for any m,N ∈ N
are closed under compositions with Ψmb (M). Let p/d ∈ −N. Then for any N > 0,
we have
Ψ−∞, 2Ndb (M) ◦Ψµ,p,dc (M ; Λ) ⊂ Ψ−∞,dm,N (M ; Λ),
Ψµ,p,dc (M ; Λ) ◦Ψ−∞, 2Ndb (M) ⊂ Ψ−∞,dm,N (M ; Λ),
where m = −p/d;
Ψ−∞,dm′,N (M ; Λ) ◦Ψµ,p,dc (M ; Λ) ⊂ Ψ−∞,dm,N (M ; Λ),
Ψµ,p,dc (M ; Λ) ◦Ψ−∞,dm′,N (M ; Λ) ⊂ Ψ−∞,dm,N (M ; Λ),
where m = min{m′,−p/d}. Finally, the space Ψ−∞,d,EN (M ; Λ) is closed under
composition with Ψµ,p,dc (M ; Λ), for instance,
Ψµ,p,dc (M ; Λ) ◦Ψ−∞,d,EN (M ; Λ) ⊂ Ψ−∞,d,EN (M ; Λ).
We next consider composition in our first new parameter-dependent calculus.
Theorem 3.19. We have
Ψ−∞,dm,N1 (M ; Λ) ◦Ψ
−∞,d
m′,N2
(M ; Λ) ⊂ Ψ−∞,dm+m′,N (M ; Λ),
where N = min{N1, N2}.
Proof. Since Ψ−∞,dm,N1 (M ; Λ) ⊂ Ψ
−∞,d
m,N (M ; Λ) and Ψ
−∞,d
m′,N2
(M ; Λ) ⊂ Ψ−∞,dm′,N (M ; Λ),
which follows from the definition of these spaces, we may assume that N = N1 =
N2. Thus given A ∈ Ψ−∞,dm,N (M ; Λ) and B ∈ Ψ−∞,dm′,N (M ; Λ), we need to show that
AB ∈ Ψ−∞,dm+m′,N(M ; Λ). To simplify the notation, we assume that M = [0, 1)x
and Λ = R+. The argument in the general case is basically the same, the main
difference being the appearance of the tangential variables on Y that make the proof
notationally more complicated. We will use projective coordinates (see Figure 1).
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Figure 4. Projective coordinates and projections on U.
In the following, we denote by x, x′, x′′ the coordinates on the left, middle,
and right factors of M3 = [0, 1)3 and we assume that m = |dx/x|. To show that
AB ∈ Ψ−∞,dm+m′,N (M ; Λ), we use the formula (3.15) above. To do so, we will assume
that the lifted kernel π∗C,bm π
∗
F,bKA π
∗
S,bKB is supported in a neighborhood U ⊂M3b
of the intersection of mb, ff , and Fb (see Figure 3). On U we introduce projective
coordinates as follows. First, we blow-up the origin in M3 and define, away from
the hypersurface {x′′ = 0}, the coordinates (s, s′, x′′) with s = x/x′′ and s′ = x′/x′′.
Next, we blow-up the x′′-axis to get M3b , and define on U the coordinates (s, t, x
′′)
with t = s′/s = x′/x. In conclusion, we get the projective coordinates
(3.20) (s, t, x′′) ∈ U with s = x
x′′
and t =
x′
x
.
By definition, πF,b(s, t, x
′′) is the image of πF (x, x
′, x′′) = (x, x′) written in coordi-
nates (x, x′/x) onM2b . Similarly, πS,b(s, t, x
′′) is the image of πS(x, x
′, x′′) = (x′, x′′)
written in coordinates (x′/x′′, x′′). The appropriate choice of projective coordinates
on M2b for the images of πF and πS is illustrated in Figure 4. By means of (3.20)
we finally get
(3.21) πF,b(s, t, x
′′) = (sx′′, t), πS,b(s, t, x
′′) = (st, x′′).
Let U1 = πF,b(U). In the coordinates (x, t) ∈ U1 (see Figure 4), the kernel of A
is of the form KA = k1(x
dλ, x, t) |dx′/x′|, where for some ε > 0, t−Nd−εk1(λ, x, t)
is a symbol in Σ0(R+ × U1) that can be expanded at x = 0 with index set N0 of
order Nd+ ε. Moreover, for each N ′ ≤ N ,
(3.22) k1(λ, x, t) =
N ′−1∑
j=m
λ−j fj(x, t) + λ
−N ′k1,N ′(λ, x, t),
where all the coefficients satisfy the properties listed in Definition 3.9.
Let U2 = πS,b(U). In the coordinates (s
′, x′′) ∈ U2 (Figure 4), the kernel
of B is of the form KB = k2((x
′′)dλ, s′, x′′) |dx′′/x′′|, where for some ε > 0,
(s′)−Nd−εk2(λ, s
′, x′′) is a symbol in Σ0(R+ ×U2) that can be expanded at x′′ = 0
with index set N0 of order Nd+ ε. The function k2(λ, s
′, x′′) also admits an expan-
sion similar to (3.22) with the obvious change of variables. Using the formulas for
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πS,b and πF,b in (3.21), it follows that on U,
π∗C,bm π
∗
F,bKA π
∗
S,bKB = k1((sx
′′)dλ, sx′′, t) k2((x
′′)dλ, st, x′′)
∣∣∣dsdtdx′′
stx′′
∣∣∣.
Furthermore, πC,b(s, t, x
′′) is the image of πC(x, x
′, x′′) = (x, x′′) written in coordi-
nates (x/x′′, x′′) on M2b , thus
πC,b(s, t, x
′′) = (s, x′′).
By the definition of pushforward,
(πC,b)∗(π
∗
C,bm π
∗
F,bKA π
∗
S,bKB) = k3((x
′′)dλ, s, x′′)
∣∣∣dsdx′′
sx′′
∣∣∣,
where
k3(λ, s, x
′′) =
∫
k1(s
dλ, sx′′, t) k2(λ, st, x
′′)
dt
t
From the properties of A and B it follows easily that s−Nd−εk3(λ, s, x
′′) is a symbol
in Σ0(R+ × U3) having a partial expansion at x′′ = 0 with index set N0 of order
Nd+ε. Moreover, the formula (3.22) corresponding to k2 (denoting the coefficients
by gj instead of fj) implies that given N
′ ≤ N ,
k3(λ, s, x
′′) =
N ′−1∑
j=m′
λ−j
∫
k1(s
dλ, sx′′, t) gj(st, x
′′)
dt
t
+ λ−N
′
∫
k1(s
dλ, sx′′, t) k2,N ′(λ, st, x
′′)
dt
t
.
Now for each j, expanding k1(λ, x, t) in λ up to order N
′ − j, we find that
(3.23) k3(λ, s, x
′′) =
N ′−1∑
j=m+m′
λ−j hj(s, x
′′) + λ−N
′
k3,N ′(λ, s, x
′′),
where
hj(s, x
′′) =
j−m∑
ℓ=m′
s−(j−ℓ)d
∫
fj−ℓ(sx
′′, t) gℓ(st, x
′′)
dt
t
and
k3,N ′(λ, s, x
′′) =
N ′−1∑
j=m′
s−(N
′−j)d
∫
k1,N ′−j(s
dλ, s, x′′) gℓ(st, x
′′)
dt
t
+
∫
k1(s
dλ, sx′′, t) k2,N ′(λ, st, x
′′)
dt
t
.
It remains to verify that the coefficients in the expansion (3.23) have the properties
required in part (b) of Definition 3.9. For the hj’s this follows from the correspond-
ing properties of the functions fj−ℓ and gℓ. In particular, expanding these functions
at x′′ = 0 according to (2.1) we get the required expansion for hj . Notice that these
expansions are partial expansions with index set N0 of order 2Nd− jd+ ℓd for fj−ℓ
and 2Nd − ℓd for gℓ, which are both of order greater than 2Nd − jd. Therefore,
the resulting asymptotic expansion for hj(s, x
′′) at x′′ = 0 is of the same type. The
properties of k3,N ′(λ, s, x
′′) follow in a similar manner. 
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Figure 5. Three representative coordinate patches on M3b .
Remark 3.24. In the previous proof, we restricted ourselves to a neighborhood
U ⊂ M3b = [0, 1)3b of the intersection of the faces mb, ff , and Fb (see Figure 3).
But in fact, in this model case, we need six coordinate patches to cover the entire
manifold. However, by symmetry, there are only three patches that require slightly
different treatments. For instance, we could choose in addition to U a neighborhood
V of the intersection of Fb, ff , and lb, and a neighborhood W of the intersection of
ff , Cb, and lb, to complete a set of representative local coordinates, see Figure 5.
Since the calculations on V and W are similar in nature, and in order to avoid
an overloading of technical computations, we decided to skip them. Nonetheless,
to demonstrate these different treatments without repeating our arguments, in the
proofs of Theorem 3.27 and Theorem 3.29 we will work on V and W, respectively.
For index sets E and F , we define the extended union of these sets by
(3.25) E∪F = E ∪ F ∪ {(z, k + ℓ+ 1) | (z, k) ∈ E, (z, ℓ) ∈ F}.
Given E = (Elb, Erb, Eff , Efi) and F = (Flb, Frb, Fff , Ffi), we define the index family
E◦ˆF = (Glb, Grb, Gff , Gfi) as follows:
(3.26)
Glb = Elb∪(Eff + Flb), Grb = (Erb + Fff )∪Frb,
Gff = (Eff + Fff )∪(Elb + Frb), and Gfi = Efi + Ffi .
Our second new parameter-dependent space has the following properties.
Theorem 3.27. Provided that Erb + Flb > 0, we have
Ψ−∞,d,EN (M ; Λ) ◦Ψ−∞,d,FN (M ; Λ) ⊂ Ψ−∞,d,E◦ˆFN (M ; Λ).
Proof. Let A ∈ Ψ−∞,d,EN (M ; Λ) and B ∈ Ψ−∞,d,FN (M ; Λ). We will use the formula
(3.15) to show that AB ∈ Ψ−∞,d,E◦ˆFN (M ; Λ). As in the previous proof, we assume
that M = [0, 1)x and Λ = R+. We also use projective coordinates near lb on the
product [0, 1)2b (see Figure 1).
Let x, x′, x′′ be the coordinates on the left, middle, and right factors of [0, 1)3
and assume that m = |dx/x|. In this proof we now assume the lifted kernel
π∗C,bm π
∗
F,bKA π
∗
S,bKB to be supported in a neighborhood V ⊂ M3b of the inter-
section of Fb, ff , and lb (see Figure 3). On V we may use the coordinates
(s, s′, x′′) with s =
x
x′
and s′ =
x′
x′′
(see Figure 5).
The projections πF,b, πS,b, and πC,b all map V onto a neighborhood of lb in M
2
b ,
and we have
πF,b(s, s
′, x′′) = (s, s′x′′), πS,b(s, s
′, x′′) = (s′, x′′),
πC,b(s, s
′, x′′) = (ss′, x′′).
(3.28)
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If r = λ−1/d and v′ = x′/r, then near lb in Td, we can writeKA = k1(r, s, v
′)|dx′/x′|,
where for some ε > 0, k1(r, s, v
′) has expansions at r = 0, v′ = 0, and s = 0,
with index sets Efi , Eff , and Elb of order Nd + ε, respectively, and for v
′ ≥ 1,
k1(r, s, v
′) = (v′)−Nd−εk˜1(r, s, v
′) where k˜1(r, s, v
′) is a symbol of order 0 in v′ and
has expansions at r = 0 and s = 0 with index sets Efi and Elb of order Nd + ε,
respectively. Similarly, KB = k2(r, s, v
′)|dx′/x′| where k2(r, s, v′) has analogous
properties as k1(r, s, v
′) but with index sets given by F. Using the formulas in
(3.28), it follows that
π∗C,bm π
∗
F,bKA π
∗
S,bKB = k1(r, s, s
′x′′/r)k2(r, s
′, x′′/r)
∣∣∣dsds′dx′′
ss′x′′
∣∣∣.
Hence, as πC,b(s, s
′, x′′) = (ss′, x′′), by the definition of pushforward, we obtain
(πC,b)∗(π
∗
C,bm π
∗
F,bKA π
∗
S,bKB) = k3(r, s, v
′)
∣∣∣dsdx′
sx′
∣∣∣,
where
k3(r, s, v
′) =
∫
k1(r, s/s
′, s′v′)k2(r, s
′, v′)
ds′
s′
.
Now the asymptotic properties of k1 and k2 together with Melrose’s pushforward
theorem (see [24, Appendix]) imply that k3(r, s, v
′) has expansions at r = 0, s = 0,
and v′ = 0, with index sets Efi + Ffi , Eff + Fff , and Elb∪(Eff + Flb) of order
Nd+ ε, respectively. Moreover, for v′ ≥ 1, k3(r, s, v′) = (v′)−Nd−εk˜3(r, s, v′) where
k˜3(r, s, v
′) is a symbol of order 0 in v′ and has expansions at r = 0 and s = 0 with
index sets Efi + Ffi and Elb∪(Eff + Flb) of order Nd+ ε, respectively. 
Finally, we consider the composition of our two new parameter-dependent spaces.
Theorem 3.29. We have
Ψ−∞,dm,N (M ; Λ) ◦Ψ−∞,d,EN (M ; Λ) ⊂ Ψ−∞,d,EN (M ; Λ),
Ψ−∞,d,EN (M ; Λ) ◦Ψ−∞,dm,N (M ; Λ) ⊂ Ψ−∞,d,EN (M ; Λ).
Proof. Let A ∈ Ψ−∞,dm,N (M ; Λ) and B ∈ Ψ−∞,d,EN (M ; Λ). As in our previous proofs,
we will use the composition formula (3.15) to show that AB ∈ Ψ−∞,d,EN (M ; Λ).
Again, we consider M = [0, 1)x, Λ = R+, and introduce the following coordinates
on [0, 1)2b (see Figure 1):
(3.30) (s, x′) near lb, and (x, t) near rb, where s =
x
x′
and t =
x′
x
.
Let x, x′, x′′ be the coordinates on the left, middle, and right factors of [0, 1)3 and
assume that m = |dx/x|. According to Remark 3.24, in the present proof we will
assume that the lifted kernel π∗C,bm π
∗
F,bKA π
∗
S,bKB is supported in a neighborhood
W of the intersection of ff , Cb, and lb in M3b (see Figure 3). Here, we may use
the coordinates (s, x′, t) ∈ W, where s = x/x′′ and t = x′′/x′ (see Figure 5). The
projections πC,b and πF,b map W onto a neighborhood of lb in M
2
b , and πS,b maps
W onto a neighborhood of rb. Moreover, in the coordinates (3.30) on M2b near lb,
we have
(3.31) πF,b(s, x
′, t) = (st, x′), πC,b(s, x
′, t) = (s, x′t),
and near rb, we have
(3.32) πS,b(s, x
′, t) = (x′, t).
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Near lb in M2b , we can write KA = k1((x
′)dλ, s, x′)|dx′/x′|, where for some ε > 0,
s−Nd−εk1(λ, s, x
′) is a symbol of order 0 in all variables that can be expanded at
x′ = 0 with index set N0 of order Nd+ ε, and for each N
′ ≤ N , k1 can be written
in the form
(3.33) k1(λ, s, x
′) =
N ′−1∑
j=m
λ−j fj(s, x
′) + λ−N
′
fN ′(λ, s, x
′),
where fN ′(λ, s, x
′) satisfies the same conditions as k1(λ, s, x
′) but with N replaced
by 2Nd−N ′d, and for each m ≤ j ≤ N ′ − 1, fj(s, x′) satisfies the same conditions
as k1(λ, s, x
′) but with Nd replaced by 2Nd− jd; of course, without the condition
(3.33). If v = x/r where r = λ−1/d, then near rb in Td, we can write KB =
k2(r, v, t)|dx′/x′|, where for some ε > 0, k2(r, v, t) has expansions at r = 0, v = 0,
and t = 0, with index sets Efi , Eff , and Erb of order Nd+ ε, respectively, and for
v ≥ 1, k2(r, v, t) = v−Nd−εk˜2(r, v, t) where k˜2(r, v, t) is a symbol of order 0 in v and
has expansions at r = 0 and t = 0 with index sets Efi and Erb of order Nd + ε,
respectively. Using the formulas for πF,b and πS,b in (3.31) and (3.32), it follows
that on W ⊂M3b ,
π∗C,bm π
∗
F,bKA π
∗
S,bKB = k1((x
′)dλ, st, x′)k2(r, x
′/r, t)
∣∣∣dsdtdx′
stx′
∣∣∣
= k1((x
′/r)d, st, x′)k2(r, x
′/r, t)
∣∣∣dsdtdx′
stx′
∣∣∣,
since r = λ−1/d. Hence, as πC,b(s, x
′, t) = (s, x′t), working out the definition of
pushforward we obtain
(πC,b)∗(π
∗
C,bm π
∗
F,bKA π
∗
S,bKB) = k3(r, v
′, s)
∣∣∣dsdx′
sx′
∣∣∣,
where
k3(r, v
′, s) =
∫
k1((v
′/t)d, st, rv′)k2(r, v
′/t, t)
dt
t
.
Using the asymptotic properties of k1(λ, s, x
′) given in (3.33) and the asymptotic
properties of k2(r, v, t), one can show that k3(r, v
′, s) has expansions at r = 0,
v′ = 0, and s = 0, with index sets Ffi , Fff , and ∅ of order Nd+ ε, respectively, and
for v′ ≥ 1, k3(r, v′, s) = (v′)−Nd−εk˜3(r, v′, s) where k˜3(r, v′, s) is a symbol of order
0 in v′ and has expansions at r = 0 and s = 0 with index sets Ffi and ∅ of order
Nd+ ε, respectively. 
4. Resolvents and parametrix construction
In this section we let µ > 0 and consider a cone pseudodifferential operator
A ∈ x−µΨµb (M), where x is a boundary defining function for ∂M and Ψµb (M) is
the class of b-operators, cf. Definition 2.2. It is well-known (see e.g. [29] or [37])
that A can be extended as a bounded operator
(4.1) A : xαHsb (M)→ xα−µHs−µb (M),
where the space Hsb (M) is defined as follows. We fix a b-measure m and let L
2
b(M)
be the Hilbert space of square integrable functions with respect to m. For s ∈ N, the
space Hsb (M) consists of all u ∈ L2b(M) such that Pu ∈ L2b(M) for every differential
operator P ∈ Diffsb(M). For an arbitrary s ∈ R, the space Hsb (M) can be defined
by duality and interpolation.
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Remark 4.2. For s ≥ s′ and α ≥ α′ the embedding xαHsb (M) →֒ xα
′
Hs
′
b (M) is
continuous. If α > α′, then it is compact if s > s′, Hilbert-Schmidt if s > s′ + n2 ,
and trace class if s > s′ + n, where n = dimM .
For A ∈ x−µΨµb (M) we let bσµ(A) be the totally characteristic principal symbol
of xµA in Ψµb (M). The operator A is said to be b-elliptic if
bσµ(A) is invertible on
bT ∗M \ 0, where bT ∗M denotes the b-cotangent bundle, cf. [29]. The Fredholm
property of (4.1) is determined by the indicial family (or conormal symbol) Â(z)
associated with A. It is defined as the operator family
Â(z) : C∞(Y )→ C∞(Y ) : u 7→ xµ−zA(xz u˜)|x=0,
where Y = ∂M and u˜ is some extension of u. The set
specb(A) = {z ∈ C | Â(z) : Hµ(Y )→ L2(Y ) is not invertible}
is called the boundary spectrum of A. If A is b-elliptic, then its boundary spectrum
is discrete and we have the following result, cf. [29, 31, 37].
Theorem 4.3. If A ∈ x−µΨµb (M) is b-elliptic, then for every α ∈ R such that
specb(A)∩ {z ∈ C | ℑz = −α} = ∅, the operator (4.1) is Fredholm for every s ∈ R.
In order to ensure the existence of the resolvent and be able to describe it within
our calculus, we need a natural notion of parameter-dependent ellipticity that re-
sembles Agmon’s condition at the symbol level and takes into account the singular
global behavior of the operator near the boundary. Following [14] we will define the
parameter-ellipticity with help of a model operator A∧ living on the model cone
Y ∧ := R+ × Y . More precisely, with A we associate the operator
(4.4) A∧ : C
∞
c (Y
∧)→ C∞(Y ∧) : u 7→ lim
̺→0
̺µκ̺ϕA(ψκ
−1
̺ u),
where κ̺ is defined by (κ̺u)(x, y) := u(̺x, y), ̺ > 0, and where ϕ and ψ are smooth
functions supported in a collar neighborhood of Y (= ∂M = ∂Y ∧) so that ψκ−1̺ u
and ϕA(ψκ−1̺ u) can be regarded as functions on both manifolds M and Y
∧.
On Y ∧ it is convenient to introduce Schulze’s (cone) Sobolev spaces Ks,α(Y ∧)
for s, α ∈ R, defined as follows. Let ω ∈ C∞c (R+) with ω(r) = 1 near r = 0.
Then the space Ks,α(Y ∧) consists of distributions u such that ωu ∈ rαHsb (Y ∧),
and such that given any coordinate patch U on Y diffeomorphic to an open subset
of Sn−1 and function ϕ ∈ C∞c (U), we have (1− ω)ϕu ∈ Hs(Rn) where R+ × Sn−1
is identified with Rn \ {0} via polar coordinates. By definition, we have
K
0,0(Y ∧) = H0b (Y
∧) = L2b(Y
∧).
These spaces have been systematically considered by Schulze in his edge calculus,
see e.g. [36, 37]. For A ∈ x−µΨµb (M), the associated model operator A∧ extends
as a bounded operator A∧ : K
s,α(Y ∧)→ Ks−µ,α−µ(Y ∧) for every s, α ∈ R.
Definition 4.5. Let A ∈ x−µΨµb (M) and let Λ be a sector in C containing the
origin. The operator family A−λ is said to be parameter-elliptic on Λ with respect
to α ∈ R, if and only if
(a) bσµ(A)(ξ) − λ is invertible for all ξ 6= 0 and λ ∈ Λ,
(b) A∧ − λ : Ks,α(Y ∧) → Ks−µ,α−µ(Y ∧) is invertible for every λ ∈ Λ sufficiently
large, and for some s ∈ R.
These conditions imply that specb(A) ∩ {z ∈ C | ℑz = −α} = ∅.
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It is worth mentioning that in Definition 4.5 (b) the cone Sobolev spaceKs,α(Y ∧)
cannot be replaced by the weighted space xαHsb (Y
∧). This is a consequence of
Proposition 4.18 and the following elementary observation.
Lemma 4.6. Let A∧ be as in (4.4) and let µ > 0 be such that K
µ,µ(Y ∧) is a
proper subspace of xµHµb (Y
∧). If A∧ : x
µHµb (Y
∧) → L2b(Y ∧) is invertible, then
A∧ : K
µ,µ(Y ∧)→ L2b(Y ∧) is not surjective.
Proof. Let u ∈ xµHµb (Y ∧)\Kµ,µ(Y ∧) and assume that A∧ is surjective. Then there
exists a function v ∈ Kµ,µ such that A∧v = A∧u ∈ L2b(Y ∧). But v ∈ xµHµb (Y ∧)
and A∧ is injective, so u = v ∈ Kµ,µ which contradicts the assumption on u. 
If Λ ⊂ C is a sector not containing the positive real axis, then every operator A ∈
x−µΨµb (M) such that A : x
αHsb (M) → xα−µHs−µb (M) is positive and selfadjoint,
is parameter-elliptic on Λ with respect to α. This follows from Proposition 4.18.
Example 4.7 (cf. Example 3.3 in [15]). Let M be a compact n-manifold with
boundary and let g be a Riemannian metric on M which, near the boundary,
coincides with the cone metric dx2 + x2gY , where gY is a metric on Y = ∂M .
The corresponding measure is of the form xnm for a b-measure m. Let ∆g be the
Laplace-Beltrami operator associated to the metric g. This operator is symmetric
on L2(M,xnm) = x−n/2L2b(M) and therefore, the operator
(4.8) A = −xn/2−1∆g x−n/2+1 + x−2a2 ∈ x−2Ψ2b(M)
is symmetric on x−1L2b(M) for every real number a. For u ∈ C∞c (M) supported
near the boundary, we have
Au = x−2
(
(xDx)
2 −∆Y + (n−2)
2
4 + a
2
)
u,
where ∆Y is the Laplacian corresponding to gY . For a > 1 the boundary spectrum
of x2A does not intersect the strip {σ ∈ C | |ℑσ| < 1} so that A with domain
xH2b (M) is positive and selfadjoint on x
−1L2b(M). In particular, A−λ is parameter-
elliptic with respect to α = 1 on any sector Λ ⊂ C contained in the resolvent set of
A.
Example 4.9. Let A be the operator (4.8). If T ∈ x−1Ψ1b(M) is symmetric on
x−1L2b(M), then the operator A + T with domain xH
2
b (M) →֒ H1b (M) is also
positive and selfadjoint, and therefore parameter-elliptic with respect to α = 1.
Observe that T : H1b (M)→ x−1L2b(M) is bounded.
We are now ready to prove that our parameter-dependent operators capture the
resolvent of a cone pseudodifferential operators. We begin by defining certain index
sets that appear in Theorem 4.11. We define
Ê±(α) =
{
(z + r, k) | r ∈ N0, τ = ∓iz ∈ specb(A) + iµ,
1 ≤ k + 1 ≤
r∑
ℓ=0
ord(τ − iµ∓ iℓ), and ℜz > ±(α− µ)},
where the order of a pole τ ∈ specb(A) of the inverse of the conormal symbol Â(τ)
is denoted by ord(τ). Setting Eˇ±(α) = Ê±(α)∪Ê±(α) and E(α) = N∪(Ê+(α) +
Ê−(α)), we define
(4.10) E(α) = (Eˇ+(α), Eˇ−(α), E(α),N0), where Eˇ
±(α) = Ê±(α)∪Ê±(α).
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Theorem 4.11. Let A ∈ x−µΨµb (M), µ > 0, be such that A−λ is parameter-elliptic
on Λ with respect to some α ∈ R. Then for λ ∈ Λ sufficiently large,
A− λ : xαHsb (M)→ xα−µHs−µb (M)
is invertible for any s ∈ R, and
(A− λ)−1 ∈ xµΨ−µ,−µ,µc (M ; Λ) + xµΨ−∞,µ,E(α)c (M ; Λ),
where E(α) is the index family defined in (4.10). Moreover, for α = µ = s we have
(4.12) (A− λ)−1 : L2b(M)→ xµHµb (M)
is uniformly bounded in λ.
Proof. Let (x, y) ∈ U = [0, c)x × Rn−1 be local coordinates near the boundary of
M and let aµ(x, y, ξ) denote the totally characteristic principal symbol of A. Given
ε > 0, let χ ∈ C∞(Rn) with χ(ξ) = 0 for |ξ| < ε and χ(ξ) = 1 for |ξ| > 2ε. Let
(4.13) b−µ(x, y, ξ, λ) = χ(ξ)(aµ(x, y, ξ)− xµλ)−1
Observe that (x′, y′, z), where z = (log(x/x′), y − y′), are coordinates on M2b near
∆b. Given ϕ ∈ C∞c (U) and ψ(z) ∈ C∞c (Rn) where ψ(z) = 1 on a neighborhood of
z = 0, define the Schwartz kernel of B(λ) by
KB(λ) = ϕ(x
′, y′)ψ(z)
∫
eiz·ξ b−µ(x
′, y′, ξ, λ) d¯ξ ·m′,
where m′ = |(dx′/x′)dy′|. Then, by definition, B(λ) ∈ Ψ−µ,−µ,µc (M ; Λ) (cf. Exam-
ple 3.3). Since the principal b-symbol of Axµ is also aµ, and
(aµ(x, y, ξ)− xµλ) b−µ(x, y, ξ, λ)χ(ξ) = 1 + (χ(ξ) − 1),
the composition properties of the b-calculus show that
(4.14) (A− λ)xµB(λ) = (Axµ − xµλ)B(λ) = ϕ− S(λ) + T,
where S(λ) ∈ Ψ−1,−µ,µc (M ; Λ), and the Schwartz kernel of T is given by
KT = ϕ(x
′, y′)ψ(z)
∫
eiz·ξ (χ(ξ) − 1) d¯ξ ·m′.
Since χ(ξ) = 1 for |ξ| > 2ε, χ(ξ) − 1 = 0 for |ξ| > 2ε, which implies that T is
a b-pseudodifferential operator of order −∞ with a symbol supported in |ξ| < 2ε
and whose Schwartz kernel KT → 0 in the C∞ topology as a smooth function on
M2b . In particular, the mapping properties of b-pseudodifferential operators [29]
imply that the L2b norm of T tends to 0 as ε → 0. If U is a coordinate patch
on the interior of M , a similar argument shows that given ϕ ∈ C∞c (U), there is a
B(λ) ∈ Ψ−µ,−µ,µc (M ; Λ) such that (4.14) holds.
Let {Ui}Ni=1 be coordinate patches covering M such that as in (4.14), there
exists a Bi(λ) ∈ Ψ−µ,−µ,µc (M ; Λ) satisfying (A − λ)xµBi(λ) = ϕi − Si(λ) + Ti,
where Si(λ) ∈ Ψ−1,−µ,µc (M ; Λ), and where ϕi is a smooth function supported in
Ui. Setting B0(λ) =
∑N
i=1Bi(λ) ∈ Ψ−µ,−µ,µc (M ; Λ) and assuming that the ϕi form
a partition of unity of M , we obtain
(4.15) (A− λ)xµB0(λ) = I − S0(λ) + T,
where T ∈ Ψ−∞b (M) and S0(λ) ∈ Ψ−1,−µ,µc (M ; Λ). Theorem 3.16 shows that
S0(λ)
j ∈ Ψ−j,−jµ,µc (M ; Λ) for each j. Thus we can choose S′0(λ) ∈ Ψ−1,−µ,µc (M ; Λ)
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such that S′0(λ) ∼
∑∞
j=1 S0(λ)
j , where the right-hand side is an asymptotic sum.
This implies that
(I − S0(λ))(I + S′0(λ)) = I −R1(λ), R1(λ) ∈ Ψ−∞,−∞,µc (M ; Λ).
Multiplying both sides of (4.15) by I + S′0(λ), we obtain
(A− λ)xµB1(λ) = I − S1(λ) + T,
where B1(λ) = B0(λ) + B0(λ)S
′
0(λ) ∈ Ψ−µ,−µ,µc (M ; Λ) by Theorem 3.16, and
S1(λ) = R1(λ)− TS′0(λ) ∈ Ψ−∞,−µ,µc (M ; Λ) by Theorem 3.17.
By choosing ε > 0 sufficiently small, we may assume that I+T is invertible. The
inverse of I + T is of the form I + T ′ where T ′ ∈ Ψ−∞,βb (M) for some β > 0 that
depends on the width of the strip on which the conormal symbol of T is invertible.
Moreover, since ‖T ‖L2b → 0 as ε → 0, the arguments found in [29, Ch. 5] imply
that β > 0 can be choosing arbitrarily large by choosing ε > 0 smaller. Choose
any N >> 0 and let ε > 0 be chosen so that T ′ ∈ Ψ−∞,2Nµb (M). Then multiplying
both sides of the previous displayed equation by I + T ′, we obtain
(4.16) (A− λ)xµB2(λ) = I − S2(λ),
where B2(λ) = B1(λ) + B1(λ)T
′ ∈ Ψ−µ,−µ,µc (M ; Λ) + Ψ−∞,µ1,N (M ; Λ) by Theo-
rem 3.18, and S2(λ) = S1(λ) + S1(λ)T
′ ∈ Ψ−∞,µ1,N (M ; Λ) by Lemma 3.10 and
Theorem 3.18. By Theorem 3.19, S2(λ)
j ∈ Ψ−∞,µj,N (M ; Λ), which implies that
S′2(λ) =
∑N−1
j=1 S2(λ)
j ∈ Ψ−∞,µ1,N (M ; Λ) satisfies
(I − S2(λ))(I + S′2(λ)) = I − S3(λ), S3(λ) = S2(λ)N ∈ Ψ−∞,µN,N (M ; Λ).
Multiplying both sides of (4.16) by I + S′2(λ), we obtain
(A− λ)xµB3(λ) = I − S3(λ),
where B3(λ) = B2(λ) + B2(λ)S
′
2(λ) ∈ Ψ−µ,−µ,µc (M ; Λ) + Ψ−∞,µ1,N (M ; Λ) by The-
orems 3.18 and 3.19, and by Lemma 3.12 we have S3(λ) ∈ Ψ−∞,µN,N (M ; Λ) ⊂
Ψ−∞,µ,EN (M ; Λ) where E is the index family on Td given by E = (∅,∅,N0,N0).
Finally, using the localized inverse (A∧ − λ)−1 (which exists by condition (b) in
Definition 4.5) one can modify the parametrix xµB3(λ) to get a remainder term
that decays as 1/|λ|. Then, by means of a standard Neumann series argument, this
new parametrix can be further refined to obtain the exact resolvent. The difficulty
is to understand the pseudodifferential structure of the resolvent which requires
understanding the structure of (A∧ − λ)−1. This analysis is rather long but can
be done following the same arguments as in the proof of Theorem 6.1 in [24]. The
conclusion is that
(A− λ)−1 ∈ xµΨ−µ,−µ,µc (M ; Λ) + xµΨ−∞,µ1,N (M ; Λ) + xµΨ−∞,µ,FN (M ; Λ),
where F = (Flb, Frb, Fff ,N0), with Flb > α−µ, Frb > −(α−µ), and Fff > 0. Now,
since Ψ−∞,µ1,∞ (M ; Λ) ⊂ Ψ−∞,−µ,µc (M ; Λ) and Ψ−∞,µ,F∞ (M ; Λ) ⊂ Ψ−∞,µ,Fc (M ; Λ),
and since N can be chosen arbitrarily large, it follows that
(A− λ)−1 ∈ xµΨ−µ,−µ,µc (M ; Λ) + xµΨ−∞,µ,Fc (M ; Λ),
According to [29, Th. 5] or [27, Th. 4.4], we know that for fixed λ, the resolvent
(A − λ)−1 has expansions at lb, rb, and ff , with index sets Eˇ+(α), Eˇ−(α), and
E(α), respectively. It follows that F must equal the index set E(α) given in (4.10).
This proves the first statement of the theorem.
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The norm estimate for (4.12) essentially follows from corresponding estimates for
xµB0(λ) and (A∧−λ)−1. First of all, observe that (A−λ)−1 ∈ L(L2b(M), xµHµb (M))
is uniformly bounded in λ if and only if ‖(A−λ)−1‖L(L2b(M)) = O(|λ|−1) as |λ| → ∞.
That ‖xµB0(λ)‖L(L2b(M)) = O(|λ|−1) as |λ| → ∞ is a consequence of the fact
that the Schwartz kernel of B0(λ) is locally given by the symbol (4.13). On the
other hand, the norm estimate for (A∧ − λ)−1 on L2b(Y ∧) is a direct consequence
of its κ-homogeneity properties. More precisely, for every ̺ > 0 we have
(A∧ − λ)−1 = ̺µκ−1̺ (A∧ − ̺µλ)−1κ̺.
Setting ̺ = |λ|−1/µ and using that κ̺ is an isometry on L2b(Y ∧), this gives
‖(A∧ − λ)−1‖L(L2b(Y ∧)) = |λ|
−1‖(A∧ − λ|λ| )−1‖L(L2b(Y ∧)).
Hence ‖(A∧ − λ)−1‖L(L2b(Y ∧)) = O(|λ|−1) as |λ| → ∞. 
Composing the resolvent with itself N times, we obtain
(A− λ)−N ∈ xNµΨ−Nµ,−Nµ,µc (M ; Λ) + xNµΨ−∞,µ,EN (α)c (M ; Λ)
where the index family EN (α) is defined inductively from the index family E(α)
using the composition Theorems 3.18 and 3.27 (with N =∞ there). Now compos-
ing (A− λ)−N with a b-pseudodifferential operator B and using the fact that each
space on the right is closed under such compositions by Theorems 3.17 and 3.18,
we obtain the following corollary.
Corollary 4.17. Let A ∈ x−µΨµb (M), µ > 0, be such that A − λ is parameter-
elliptic with respect to some α on Λ. Then given any B ∈ x−νΨµ′b (M), ν, µ′ ∈ R,
for λ ∈ Λ sufficiently large, we have for any N ∈ N,
B(A− λ)−N ∈ xNµ−νΨµ′−Nµ,−Nµ,µc (M ; Λ) + xNµ−νΨ−∞,µ,EN (α)c (M ; Λ),
where EN (α) and FN (α) are the same index families.
We finish this section showing that the invertibility condition (b) in Definition 4.5
is necessary for the resolvent to be uniformly bounded, cf. [17, Th. 4.1]. Although
we do not discuss here the condition on bσµ(A), it can be proved (as in the case of a
regular operator on a smooth compact manifold, cf. [40]) that (a) is also a necessary
condition. It implies that A∧ − λ : Ks,α(Y ∧)→ Ks−µ,α−µ(Y ∧) is Fredholm, so its
image is closed.
Proposition 4.18. Let A ∈ x−µΨµb (M), µ > 0, be such that A− λ : xµHµb → L2b
is invertible for all λ ∈ Λ with |λ| > R for some R > 0. If the resolvent
(A− λ)−1 : L2b(M)→ xµHµb (M)
is uniformly bounded in λ, then A∧ − λ : Kµ,µ(Y ∧) → L2b(Y ∧) is invertible for
every λ ∈ Λ \ {0}.
Proof. The assumptions on A−λ and (A−λ)−1 imply that, if u ∈ xµHµb (M), then
(4.19) ‖(A− λ)u‖0 ≥ C‖u‖µ
for some constant C > 0, where ‖ · ‖ν denotes the norm in xνHνb (M). From this
estimate we will derive the injectivity of A∧ − λ : Kµ,µ(Y ∧)→ L2b(Y ∧).
Let v ∈ C∞c (
◦
Y ∧) and pick UY ⊂ M such that UY ∼= [0, ε)× Y for some ε > 0.
Let ̺ > 0 be small enough so that κ−1̺ v ∈ Kµ,µ(Y ∧) is supported in [0, ε)×Y , so it
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can be regarded as a function in xµHµb (M) supported in UY . Let ϕ, ψ ∈ C∞c (UY )
be such that ψ = 1 on supp(κ−1̺ v) and ϕψ = ψ. We have
‖(̺µκ̺ϕAψκ−1̺ − λ)v‖0 = ̺µ‖κ̺(ϕA− ̺−µλ)ψκ−1̺ v‖0
= ̺µ‖(ϕA− ̺−µλ)ψκ−1̺ v‖0
≥ ̺µ‖(A− ̺−µλ)κ−1̺ v‖0 − ̺µ‖(1− ϕ)Aψκ−1̺ v‖0
since κ̺ is an isometry on L
2
b and ϕ = 1 − (1 − ϕ). Note that (1 − ϕ)Aψ is a
smoothing operator, so the second norm on the right-hand side of the inequality is
uniformly bounded in ̺. On the other hand, for ̺ < 1 we can apply (4.19) and get
‖(A− ̺−µλ)κ−1̺ v‖0 ≥ C‖κ−1̺ v‖µ = C̺−µ‖v‖µ.
Thus, for ̺ small,
‖(̺µκ̺ϕAψκ−1̺ − λ)v‖0 ≥ C‖v‖µ + O(̺µ).
Taking the limit as ̺→ 0, by (4.4) we get
(4.20) ‖(A∧ − λ)v‖0 ≥ C‖v‖µ
for every v ∈ C∞c (
◦
Y ∧). Since this space is dense in Kµ,µ(Y ∧), (4.20) also holds for
every v ∈ Kµ,µ(Y ∧) and we get the injectivity of A∧ − λ on Kµ,µ(Y ∧).
Finally, note that the invertibility assumption on A− λ implies the invertibility
of the formal adjoint A⋆ − λ¯ : L2b(M)→ x−µH−µb (M). By the previous argument,
this implies the injectivity of A⋆∧ − λ¯ : L2b(Y ∧) → K−µ,−µ(Y ∧), and consequently,
the surjectivity of A∧ − λ : Kµ,µ(Y ∧)→ L2b(Y ∧). 
5. Asymptotic expansions
To obtain an asymptotic expansion of B(A − λ)−N , we will use the following
known lemmas whose proofs can be found in [25, Appendix A].
Lemma 5.1. Suppose that u(x, y) is a compactly supported on [0, 1)2 with expan-
sions at x = 0 and y = 0 given by index sets (not necessarily C∞ Elb and Erb,
respectively. Then the function v(x) defined by
v(x) =
∫ 1
0
u(x/y, y)
dy
y
=
∫ 1
0
u(y, x/y)
dy
y
,
can be expanded at x = 0 with index set Elb∪Erb.
This lemma is a special case of the “Pushforward Theorem” due to Melrose [28].
As discussed in [18], this theorem is related to the “Singular Asymptotics Lemma”
due to Bru¨ning and Seeley [4].
Lemma 5.2. Let f ∈ C∞(R+) vanish to infinite order as x→∞ and suppose that
for some a ∈ C, we have
(5.3) (x∂x − a)f(x) = g(x),
where g(x) can be expanded at x = 0 with index set E, not necessarily a C∞ index
set. Then f has an expansion at x = 0 with index set E∪{a}.
We are now ready to prove our main result concerning asymptotic expansions of
resolvents of pseudodifferential cone operators.
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Theorem 5.4. Let A ∈ x−µΨµb (M), µ > 0, be such that A−λ is parameter-elliptic
on Λ with respect to some α. Then, given any B ∈ x−βΨµ′b (M) with β, µ′ ∈ R, for
N sufficiently large, B(A−λ)−N : xα−µHsb (M)→ xα−µ−βHs−µ
′
b (M) is trace class
for every s ∈ R, and
(5.5) TrB(A− λ)−N ∼|λ|→∞
∞∑
k=0
{
ak + bk logλ+ ck(log λ)
2
}
λ(µ
′+n−k)/µ−N
+
∞∑
k=0
{
dk + ek logλ
}
λ(β−k)/µ−N +
∞∑
k=0
fkλ
−k−N .
Moreover, bk = 0 unless k ∈ (N0 + µ′ + n − β) ∪ (µN0 + µ′ + n); ck = 0 unless
k ∈ µN0 ∩ (N0 − β) + µ′ + n; and ek = 0 unless k ∈ µN0 + β.
Proof. By Corollary 4.17, for λ ∈ Λ sufficiently large, we can write
B(A− λ)−N = F (λ) +G(λ),
where F ∈ xNµ−βΨµ′−Nµ,−Nµ,µc (M ; Λ) and G ∈ xNµ−βΨ−∞,µ,EN (α)c (M ; Λ). Hence
F (λ) ∈ xNµ−βΨµ′−Nµb (M) and G(λ) ∈ xNµ−βΨ−∞,EN (α)b (M) for every λ. Thus by
their mapping properties and Remark 4.2, the operators F (λ) and G(λ) are both
trace class if N is large enough. We assume µ′ − Nµ < −n. The expansion (5.5)
will be achieved by expanding TrF (λ) and TrG(λ).
Step 1: We begin by showing that, as |λ| → ∞ in Λ, we have
(5.6) TrG(λ) ∼
∞∑
k=0
αkλ
(β−k)/µ−N , αk ∈ C.
If ∆ ∼= M is the diagonal in M2, then TrG(λ) =
∫
M
KG(λ)|∆. By the definition of
xNµ−βΨ
−∞,µ,EN (α)
c (M ; Λ), on the interior of ∆, KG(λ)|∆ vanishes to infinite order
as |λ| → ∞. Thus we may assume that KG(λ)|∆ is supported in a neighborhood
[0, 1)x × Y of M near Y . Let r = |λ|−1/µ and θ = λ/|λ|. Then, integrating out the
variables on Y , we can write (for r ≤ 1)∫
M
KG(λ)|∆ =
∫ 1/r
0
xNµ−βG(r, θ, x/r)
dx
x
= rNµ−β
∫ 1
0
xNµ−βG(r, θ, x)
dx
x
(x 7→ rx),
where G(r, θ, v) is a function smooth in r up to r = 0, smooth in θ, can be expanded
at v = 0 with index set EN,ff (α) ≥ µ−Nµ, and vanishes to infinite order as v →∞.
Since G(r, θ, v) is smooth at r = 0, as r → 0+ we have
TrG(λ) ∼
∞∑
k=0
gk(θ) r
Nµ−β+k
for some gk(θ), smooth in θ. Since r = |λ|−1/µ and G(λ) is holomorphic in λ, this
expansion is really an expansion in λ (cf. [25, Prop. 5.1]), which proves (5.6).
It remains to prove an asymptotic of TrF (λ) as |λ| → ∞. If ϕ ∈ C∞(M)
vanishes near the boundary Y , then the trace of ϕF (λ) can be analyzed using
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techniques similar to [19], for instance. The result is
TrϕF (λ) ∼|λ|→∞
∞∑
k=0
{
ak + bk logλ
}
λ(µ
′+n−k)/µ−N +
∞∑
k=0
fkλ
−k−N ,
where bk = 0 unless k ∈ (N0 + µ′ + n− β) ∪ (µN0 + µ′ + n).
Thus it suffices to assume that F (λ) is supported in a collar [0, 1)x×Y . By taking
a partition of unity of Y , we may assume that F (λ) is supported in a coordinate
neighborhood in the Y factor. Also, as with the expansion for TrG(λ), we only
need to prove an expansion of the form (5.5) with λ replaced by r−µ and coefficients
that depend smoothly on θ = λ/|λ|. In other words, we will prove the expansion
(5.7) TrF (λ) ∼r→0+
∞∑
k=0
{
ak(θ) + bk(θ) log r + ck(θ)(log r)
2
}
rNµ−µ
′−n+k
+
∞∑
k=0
{
dk(θ) + ek(θ) log r
}
rNµ−β+k +
∞∑
k=0
fk(θ)r
(k+N)µ.
Note that θ appears only as a parameter, so we may assume without loss of gener-
ality that Λ = [0,∞). We will complete our proof in two more steps.
Step 2: We reduce (5.7) to an application of Lemma 5.1. Using the definition
of xNµ−βΨµ
′−Nµ,−Nµ,µ
c (M ; Λ) and integrating out the Y factor of [0, 1) × Y , we
can write
TrF (λ) =
∫ 1
0
∫
Rn
xNµ−βa(x, ξ, xµλ) d¯ξ
dx
x
,
where a(x, ξ, λ) ∈ C∞c
(
[0, 1)x, S
µ′−Nµ,−Nµ,µ
r,cℓ (R
n
ξ ; Λ)
)
. By assumption, µ′ − Nµ <
−n, so the integral in ξ is absolutely convergent. If r = λ−1/µ, then
TrF (λ) =
∫ 1
0
A(x, r/x)
dx
x
,
where A(x, z) = xNµ−β
∫
Rn
a(x, ξ, z−µ) d¯ξ. Let ϕ ∈ C∞(R+) be such that ϕ(z) = 1
for z ≤ 1 and ϕ(z) = 0 for z ≥ 2. Then, for r ≤ 1,
(5.8) TrF (λ) =
∫ 1
0
ϕ(r/x)A(x, r/x)
dx
x
+
∫ 1/r
0
(1 − ϕ(r/x))A(x, r/x)dx
x
.
We analyze the asymptotics of each integral as r → 0+. For the second integral,
we make the change of variables x 7→ rx, which gives
(5.9)
∫ 1/r
0
(1− ϕ(r/x))A(x, r/x)dx
x
=
∫ 1
0
(1− ϕ(1/x))A(rx, 1/x)dx
x
.
Since A(rx, 1/x) = (rx)Nµ−β
∫
Rn
a(rx, ξ, xµ) d¯ξ and Nµ− β > 0, the integral (5.9)
converges absolutely. Moreover, since a(x, ξ, λ) is smooth at x = 0, (5.9) has an
expansion at r = 0 with index set Nµ− β + N0. Thus the second integral in (5.8)
contributes an expansion of the form given by the second sum in (5.7).
It remains to analyze the asymptotics of the first integral in (5.8). Note that
A(x, z) has an expansion at x = 0 with index set Nµ − β + N0 since a(x, ξ, λ) is
smooth at x = 0. Thus, as ϕ(z)A(x, z) is compactly supported in z and x, we can
apply Lemma 5.1: If A(x, z) has an expansion at z = 0 with some index set E,
then the first integral in (5.8) has an expansion as r = λ−1/µ → 0+ with index set
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E∪(Nµ− β +N0) (see (3.25) for the definition of ∪). In the following step we will
show that
E = (µN + µN0)∪(Nµ− µ′ − n+ N0).
Step 3: Since the asymptotics of A(x, z) at z = 0 do not depend on x, we may
omit the x variable. Thus it suffices to determine the asymptotics of
A(z) =
∫
Rn
a(ξ, z−µ) d¯ξ at z = 0,
where a(ξ, λ) ∈ Sµ′−Nµ,−Nµ,µr,cℓ (Rn; Λ). Let χ(ξ) ∈ C∞(Rn) be such that χ(ξ) = 0
near ξ = 0 and χ(ξ) = 1 outside a neighborhood of 0. Then, given L ∈ N, expanding
a(λ, ξ) in its homogeneous components, we can write
A(z) =
L−1∑
k=0
Ak(z) +RL(z),
where for each k,
(5.10) Ak(z) =
∫
Rn
χ(ξ) ak(ξ, z
−µ) d¯ξ
with ak(ξ, λ) anisotropic homogeneous of degree µ
′ −Nµ− k, and where RL(z) =∫
rL(ξ, z
−µ) d¯ξ with rL(ξ, λ) ∈ Sµ′−Nµ−L,−Nµ,µr (Rn; Λ). In particular, rL(ξ, z−µ) =
zµN r˜L(ξ, z
µ) where r˜L(ξ, w) is smooth at w = 0 and satisfies estimates of the form
(3.1). These estimates imply that RL(z) can be expanded to higher and higher
order at z = 0 with index set µN + µN0 as L is chosen larger and larger. Thus it
suffices to analyze the asymptotics of each Ak(z) at z = 0.
Recall that ak(ξ, λ) has the following properties:
• ak(δξ, δµλ) = δµ′−Nµ−kak(ξ, λ) for δ > 0,
• ak(ξ, z−µ) = zµN a˜k(ξ, zµ) with a˜k(ξ, w) smooth at w = 0.
Now, making the change of variables ξ 7→ z−1ξ in (5.10) and using the homo-
geneity properties of ak, we get
Ak(z) = z
Nµ−µ′−n+k
∫
Rn
χ(ξ/z) ak(ξ, 1) d¯ξ.
Let γ = Nµ− µ′ − n+ k. Since (z∂z − γ)zγ = 0 and z∂zχ(ξ/z) = −(ξ · ∂ξχ)(ξ/z)
where ξ · ∂ξ =
∑
ξj∂ξj , we have(
z∂z − γ
)
Ak(z) = −zγ
∫
Rn
(ξ · ∂ξχ)(ξ/z) ak(ξ, 1) d¯ξ
= −
∫
Rn
(ξ · ∂ξχ)(ξ) ak(ξ, z−µ) d¯ξ
= −zµN
∫
Rn
(ξ · ∂ξχ)(ξ) a˜k(ξ, zµ) d¯ξ
by means of the change ξ 7→ zξ and due to the properties of ak. Since the function
(ξ·∂ξχ)(ξ) is supported in a compact subset of Rn\{0}, the last integral is absolutely
convergent and so it can be expanded at z = 0 with index set µN + µN0. Hence,
Lemma 5.2 implies that Ak(z) can be expanded at z = 0 with index set (µN +
µN0)∪(Nµ − µ′ − n + k). Thus, as A(z) is an asymptotic sum of the Ak’s, A(z)
itself can be expanded at z = 0 with index set (µN + µN0)∪(Nµ − µ′ − n + N0).
This completes the proof of the theorem. 
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Let Λ be a sector of the form
Λ = {λ ∈ C | ε0 ≤ arg(λ) ≤ 2π − ε0 for some 0 < ε0 < π/2}.
Let A ∈ x−µΨµb (M), µ > 0, be such that A − λ is parameter-elliptic on Λ with
respect to some α. Then the heat operator of A can defined as the Cauchy integral
(5.11) e−tA =
i
2π
∫
Υ
e−tλ (A− λ)−1 dλ,
where Υ is an counter-clockwise contour in Λ of the form
Υ = a+ {λ ∈ C | arg(λ) = δ or arg(λ) = 2π − δ}, a < 0, ε0 < δ < π/2.
Integrating by parts N − 1 times, we can rewrite (5.11) as
(5.12) e−tA =
i
2π
(−t)−N+1
(N − 1)!
∫
Υ
e−tλ (A− λ)−N dλ.
The asymptotic analysis from [1, Sec. 4.6] applied to the expansion (5.5) induces
the following theorem.
Theorem 5.13. Let A ∈ x−µΨµb (M), µ > 0, be such that A−λ is parameter-elliptic
on Λ with respect to some α. Then, given any B ∈ x−βΨµ′b (M) with β, µ′ ∈ R, the
operator Be−tA is trace class for t > 0, and
(5.14) TrBe−tA ∼t→0+
∞∑
k=0
{
αk + βk log t+ γk(log t)
2
}
t(k−µ
′−n)/µ
+
∞∑
k=0
{
δk + εk log t
}
t(k−β)/µ +
∞∑
k=0
κk t
k.
Moreover, βk = 0 unless k ∈ (N0 + µ′ + n − β) ∪ (µN0 + µ′ + n); γk = 0 unless
k ∈ µN0 ∩ (N0 − β) + µ′ + n; and εk = 0 unless k ∈ µN0 + β.
Now suppose that (A − λ)−1 exists on a neighborhood of Λ. Then as in [15]
one can show that the complex power Az of A exists and defines an entire family
of b-pseudodifferential operators satisfying AzAw = Az+w for z, w ∈ C. Using the
following formula for the complex powers in terms of the heat operator
Az =
1
Γ(−z)
∫ ∞
0
t−ze−tA
dt
t
, ℜz << 0,
we can write
ζA(z) := TrA
z =
1
Γ(−z)M(f)(−z),
where M(f)(z) is the Mellin transform of the function f(t) = Tr(e−tA). Applying
the results on the poles of Mellin transforms found in [1, Sec. 4.3], using the expan-
sion (5.14) of Tr(e−tA) as t → 0, plus the fact that 1/Γ(−z) vanishes for z ∈ N0,
we obtain the following theorem.
Theorem 5.15 (Analyticity of the Zeta Function). The zeta function ζA(z) is
holomorphic for ℜz < −n/µ; and extends to be meromorphic on the whole complex
plane, with (possible) simple poles on the set
{
k−n
µ | k ∈ N0
}
and with (possible)
triple poles on the set
{
k
µ | k ∈ N0, kµ 6∈ N0
}
.
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6. Properties of the index
At last we consider the problem of finding the index of the closed extensions
of a b-elliptic differential cone operator A and give a formula for the index of its
closure. To this end we first prove that, for the purpose of index calculations, some
significant simplifications can be made. In fact, one can reduce the problem to the
case where the operator has coefficients independent of x near ∂M , and even more,
one can assume Dmin(A) to be a weighted Sobolev space. These results show that
simplifying assumptions made by various authors in the past can indeed be used
without lost of generality.
Invariance properties of the index. Let M be a smooth compact manifold
with boundary. Let A ∈ x−µDiffmb (M) be b-elliptic, µ > 0. We regard A as an
unbounded operator A : C∞c (M) ⊂ xνL2b(M)→ xνL2b(M) and denote by Dmin(A)
the domain of the closure of A. It is convenient to assume ν = −µ/2; we can always
reduce to this case by conjugation with xν+µ/2. It is known (cf. [16, 22]) that every
closed extension AD of A on x
−µ/2L2b(M) is Fredholm with index
indAD = indADmin + dimD/Dmin.
Note that dimD/Dmin is completely determined by the boundary spectrum of A.
In this section we will give an analytic formula for the index of ADmin using the
heat trace asymptotics obtained in the previous section.
We shall need the following lemma which also establishes the notation.
Lemma 6.1. On Dmin(A), for ε > 0 small enough, the operator norm
‖u‖A = ‖u‖x−µ/2L2
b
+ ‖Au‖x−µ/2L2
b
and the norm
‖u‖A,ε = ‖u‖xµ/2−εL2b + ‖Au‖x−µ/2L2b .
are equivalent.
Proof. Recall that the embedding xµ/2−εL2b →֒ x−µ/2L2b is continuous for ε < µ.
The equivalence of the norms follows from the continuity of (Dmin(A), ‖ · ‖A) →֒
xµ/2−εL2b which is a consequence of the closed graph theorem. 
Write Dx = −i ∂∂x . The operator A = x−µP is said to have coefficients indepen-
dent of x near the boundary if (xDx)P = P (xDx) near ∂M . Write A = A0 + xA1
with A0 having coefficients independent of x near ∂M . Let ϕ ∈ C∞c (R), ϕ = 1 near
0. Furthermore, for τ > 0 let ϕτ = ϕ(x/τ) and let
A[τ ] = ϕτA0 + (1− ϕτ )A.
Clearly, A and A[τ ] have the same conormal symbol (indicial family).
Proposition 6.2. For small enough τ > 0 the operator A[τ ] is also b-elliptic and
therefore Dmin(A[τ ]) = Dmin(A). Moreover, as τ → 0, A[τ ] → A in the graph norm
of A. Thus, on Dmin(A),
indA[τ ] = indA
for every small τ > 0.
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Proof. Let bσm(A) denote the totally characteristic principal symbol of A. Then,
bσm(A[τ ]) = ϕτ
bσm(A0) + (1− ϕτ ) bσm(A)
= ϕτ
bσm(A) + (1− ϕτ ) bσm(A)− xϕτ bσm(A1)
= bσm(A)− τϕ˜τ bσm(A1)
with ϕ˜τ = (x/τ)ϕ(x/τ). Since ϕ˜τ is bounded, τϕ˜τ is small for τ small, and thus
the invertibility of bσm(A) implies that of
bσm(A)− τϕ˜τ bσm(A1) for such τ . Hence
A[τ ] is b-elliptic too. Since A and A[τ ] have the same conormal symbol, we have
from [16, Prop. 4.1] that Dmin(A[τ ]) = Dmin(A).
Further, from the b-ellipticity of A it follows that there is a bounded parametrix
Q : xγHsb → xγ+µHs+mb such that
R = I −QA : xγHsb → xγH∞b
is bounded for all s and γ. Write
A−A[τ ] = xϕτA1 = xϕτA1QA+ xϕτA1R
= τϕ˜τA1QA+ xϕτA1R.
Now, A1Q : x
−µ/2L2b → x−µ/2L2b is bounded, so if u ∈ Dmin(A), then
‖τϕ˜τA1QAu‖x−µ/2L2b ≤ c τ‖Au‖x−µ/2L2b ≤ c τ‖u‖A.
Write xϕτA1R = τ
1−ε(xτ )
1−εϕτ x
εA1R and note that
xεA1R : x
µ/2−εL2b → x−µ/2L2b
in continuous. Then using Lemma 6.1 we get
‖xϕτA1Ru‖x−µ/2L2b ≤ c˜ τ
1−ε‖u‖xµ/2−εL2b ≤ c τ
1−ε‖u‖A.
Altogether,
‖(A−A[τ ])u‖x−µ/2L2b ≤ C τ
1−ε‖u‖A
and thus A[τ ] → A as τ → 0. 
Remark 6.3. Norm estimates related to those obtained in the previous proof can
be found in the book by Lesch [22, Lemma 1.3.10].
In general, Dmin is not a Sobolev space. The problem lies in the possible presence
of elements of specb(A) along the line ℑσ = −µ/2. However, for index purposes, one
can conveniently reduce the analysis to a slightly modified operator whose closure
has a Sobolev space as its domain.
Proposition 6.4. Let A be b-elliptic. Let Aε = x
εA, and regard it as an unbounded
operator on x−(µ−ε)/2L2b(M). If ε > 0 is sufficiently small, then
Aε : x
(µ−ε)/2Hmb (M)→ x−(µ−ε)/2L2b(M)
is Fredholm, and
indAε = indADmin .
Proof. Write A = x−µP with P ∈ Diffmb (M). Let η > 0 be so small that there is no
σ ∈ specb(A) with µ/2−η ≤ ℑσ < µ/2 or −µ/2 < ℑσ ≤ −µ/2+η. The kernel of A
on tempered distributions x−∞H−∞b (M) is the same as that of P , which we denote
by K(P ). Recall that Dmax(A) = {u ∈ x−µ/2L2b |Au ∈ x−µ/2L2b}. The kernel
Kmax(A) of A : Dmax ⊂ x−µ/2L2b → x−µ/2L2b consists of those elements of K(P )
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whose Mellin transforms are holomorphic in ℑσ ≥ µ/2; since these elements belong
to x−µ/2L2b and Au ∈ x−µ/2L2b . That is, their Mellin transforms are holomorphic
on ℑσ > µ/2 − η. Thus Kmax(A) = Kmax(Aε) if 0 < ε < η. On the other hand,
the kernel Kmin(A) of A : Dmin ⊂ x−µ/2L2b → x−µ/2L2b consists of those elements
of K(P ) whose Mellin transforms are holomorphic in ℑσ > −µ/2; indeed in [16,
Prop. 3.6] it is shown show that Dmin = Dmax ∩ xµ/2−ηHmb . Thus if ε < η then
Kmin(A) = Kmin(Aε). Consequently, dimKmin(A) = dimKmin(Aε).
Finally, note that the formal adjoint of A in x−µ/2L2b is A
⋆ = x−µP ⋆, where
P ⋆ is the formal adjoint of P in L2b, and likewise A
⋆
ε = x
−µ+εP ⋆. Now recall that
the Hilbert adjoint of ADmin is A
⋆ with domain Dmax(A
⋆), so the first part of the
argument yields dimKmax(A
⋆) = dimKmax(A
⋆
ε). 
Index formula. According to the previous discussion, we can reduce the compu-
tation of the index of the closure of a b-elliptic differential operator A to the case
where A has coefficients independent of x near ∂M and such that
(6.5) A : xµ/2Hmb (M)→ x−µ/2L2b(M)
is Fredholm. Under these assumptions, we will give a formula for the index of A in
the spirit of [3, 9, 12, 13, 22, 32, 34, 38] that holds even when A is pseudodifferential.
Recently, Witt [42] proved a factorization theorem for operator-valued elliptic
Mellin symbols. Using his result, it follows that there is a cone pseudodifferential
operator B with empty boundary spectrum, and a smoothing Mellin operator H ,
such that A−B(1 +H) is compact. This implies
indA = ind(B(1 +H)) = indB + ind(1 +H).
Note that bσm(A) =
bσm(B) and specb(A) = specb(1 + H). In other words, this
formula separates the index contributions from the totally characteristic principal
symbol and the boundary spectrum of A.
We first discuss the index of B : xµ/2Hmb (M)→ x−µ/2L2b(M).
Lemma 6.6. If B ∈ x−µΨmb (M) is b-elliptic with specb(B) = ∅, then
(6.7) indB = Tr e−tB
⋆B − Tr e−tBB⋆ for t > 0,
where B⋆ is the formal adjoint of B.
Proof. In general, the Hilbert space adjoint B∗ of B on x−µ/2L2b is not equal to but
rather a closed extension of the formal adjoint B⋆. However, since specb(B) = ∅,
we also have specb(B
⋆) = ∅ and therefore Dmin(B
⋆) = Dmax(B
⋆) = xµ/2Hmb .
Thus B∗ must be equal to B⋆ with domain xµ/2Hmb , so (6.7) is nothing but the
well-known Mckean-Singer identity. 
The identity (6.7) is not always true because B⋆ may be different from the
Hilbert space adjoint B∗. The condition on the boundary spectrum of B is what
makes it work. The consequence of the previous lemma is that since B⋆ is a cone
pseudodifferential operator, we can apply our results from Section 5 to get an
asymptotic expansion of the right-hand side of (6.7) as t→ 0, and obtain
indB = ω(B,B⋆),
where ω(B,B⋆) is the constant term in the expansion.
On the other hand, it follows from Piazza [34] that
ind(1 +H) = −ηµ/2(0, 1 + Hˆ),
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where (cf. also [30, 32])
ηµ/2(0, 1 + Hˆ) =
1
2πi
∫
ℑσ=−µ/2
Tr
( d
dσ
Hˆ(σ) (1 + Hˆ(σ))−1
)
dσ.
As a consequence, we obtain the following index formula.
Theorem 6.8. Let A = B(1 +H) as above. Then the index of (6.5) is given by
indA = ω(B,B⋆)− 1
2πi
∫
ℑσ=−µ/2
Tr
( d
dσ
Hˆ(σ) (1 + Hˆ(σ))−1
)
dσ.
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