I. INTRODUCTION
Genetic algorithms (GAs) are population based search algorithms that obtain solution to optimization and search problems. The problem associated with GAs is that as the populations evolve, they lose diversity and their individuals are trapped in local optima, especially when involving complex problems which have a lot of peaks in the fitness landscape [1] . Literature terms this problem as premature convergence.
One of the proposed solutions for above problem is DPGA. DPGA uses a reserve population along with the main population. This provides additional diversity to the main population. Information exchange between the populations takes place through inter-population crossbreeding. This technique helps to solve the problem of premature convergence [1] .
DPGA is used to solve optimization problems. Optimization problems can be classified into Unconstrained Optimization Problems (UOPs) as well as Constrained Optimization Problems (COPs). COPs are encountered in allocation, economics, location, VLSI, engineering and structural design problems [2] . If resources can be made available without any limitation, then there is no limit to the profit that can be achieved. However, in the face of real world complications, resources are most likely to be limited in the form of constraints imposed upon the optimization function. What constitute the difficulties of the constrained optimization problem are the various limits on the decision variables, the constraints involved, the interference among constraints, and the interrelationship between the constraints and the objective function, mass of memory and computation cost [3] .
Evolutionary Algorithms (EAs) have been found effective in the solution of a wide variety of optimization and search problems. But EAs are unconstrained search technique therefore incorporating constraints into the fitness function of an EA is an open research area. There is wide scope available for the research regarding mechanisms that allow EAs to deal with equality and inequality constraints [4] . This paper applies a novel method to solve the above research problem. It solves COPs by applying Maximum Constrains Satisfaction Method (MCSM), using DPGA which is an EA. MCSM is a novel technique which tries to satisfy maximum constrains first and then it attempts to optimize objective function.
Section II gives a brief literature review of DPGA and COPs. Section III describes DPGA with implementation details such as fitness function for reserve population and evolutionary process. Section IV presents experimental results and discussion. Section V gives some conclusions and exhibits future scope. [5] proposed DPGA. It has two distinct populations with different evolutionary objectives: The prospect (main) population works like population of the regular genetic algorithm which aims to optimize objective function. The preserver (reserve) population helps to maintain the diversity. [6] introduced DPGA-ED that is an improved design-DPGA. Unlike DPGA, the reserve population of DPGA-ED evolves by itself. [7] proposed a method to dynamically adjust the distance between the populations using the distance between good parents. [8] exhibited DPGA2 that uses two reserve populations. Park and Ruy (2010) [1] experimented DPGA on various classes of problems using binary, real-valued, and order-based representations. Umbarkar and Joshi (2013) [9] compared DPGA with OpenMP GA for Multimodal Function Optimization. The results show that the performance of OpenMP GA better than SGA on the basis of execution time and speed up.
The basic and classical constrained optimization methods include penalty function method, Lagrangian method [10] and Sequential Quadratic Programming (SQP) [11] . These are local search methods which can find a local optimal solution.
Recent trend is to make use of evolutionary algorithms to solve constrained optimization problems [12, 13] . Compared with the traditional nonlinear programming approach, evolutionary algorithms need less information such as gradient (derivatives), as well as it is a global searching approach. According to Koziel and Michalewicz [14] , these algorithms can he grouped into four categories: i. Methods based on preserving feasibility of solutions by transforming infeasible solutions to feasible solutions with some operators [15] ii. Methods based on penalty functions which introduce a penalty term into the original objective function to penalize constraint violations in order to solve a constrained problem as an unconstrained problem [16] iii. Methods which make a clear distinction between feasible and infeasible solutions [17] iv. Methods based on evolutionary algorithms [18, 19, 20] v. other hybrid methods combining evolutionary computation techniques with deterministic procedures for numerical optimization [21] III. DUAL POPULATION GENETIC ALGORITHM DPGA starts with two randomly generated populations, the main population and the reserve population. The individuals of each population are evaluated by their own fitness functions. The evolution of each population is obtained by inbreeding between parents from the same population, crossbreeding between parents from different populations, and survival selection among the obtained offspring [1] . In the following paragraphs, the fitness function used for the reserve population, evolutionary process of simple DPGA and methodology applied by this paper are described
A. Fitness Function for Reserve Population
The objective function of the problem works as the fitness function of the main population. Fitness function for the reserve population is defined in another way. An individual in the reserve population is given a high fitness value if its average distance from each of the individuals of the main population is large. Therefore the reserve population can provide the main population with additional diversity.
In the equation (1) of the fitness function, each individual of the reserve population can maintain a given distance δ from the individuals of the main population [1, 5, 6] . 
B. Evolutionary Process
Firstly, the algorithm selects four parents -two from the main population and two from the reserve population. The parent selection from the main population depends on fitness value calculated by the objective function whereas parent selection from the reserve population depends on fitness value calculated by equation (1) [3] .
From four parents, the algorithm generates six offspring by two inbreeding and one crossbreeding processes. Two offspring are generated by mating two parents selected from the main population; another two offspring are generated by mating two parents selected from the reserve population, and yet another two offspring are generated by mating one parent selected from the main population and one parent selected from the reserve population. The above procedure of generation of the new population is represented in the diagrammatic form in fig.1 [1, 6 ].
Parents from main population M t pm1 pm2
Parents from reserve population R t pr1 pr2
Generate m offspring 
C. Methodology
The methodology for applying DPGA for COPs is described in this section. A detailed pseudo code is explained in fig.2 entitled DPGA_MCSM. MCSM is a novel technique. It is based on Deb's rules that in the category of methods searching for feasible solutions, any feasible solution is better than any infeasible one [20] . According to the first phase of MCSM, Pseudo Random Number Generator (PRNG) selects variables to prepare individuals which satisfy all constrains. As per the second phase of MCSM, DPGA meta-heuristic is applied for evolution of both populations via inbreeding. DPGA evolves till stopping criteria are met.
The algorithm starts with iinitialization of main population M 0 , reserve population R 0 , crossover rate, elitism rate, mutation rate, crossbreeding rate, tour size for tournament selection and max generation t max. The main population of size m and reserve populations of size n, where n > m are initialized using PRNG provided by stdlib.h of C programming language. We check satisfaction of all constraints for current COP in initialization. Both the populations initialize using same constraints on variables.
Firstly, main population undergoes through traditional evolution cycle of Genetic Algorithm. In the first Step I initialized population encoded using IEEE 754 algorithm from decimal value representation to binary value representation. In Step II fitness of main as well as reserve population is calculated using objective function and special fitness function (1), (2) for reserve population.
Step III and IV perform inbreeding of main and reserve population. For selection of the parents, individuals of the main population are sorted according to fitness value. Then according to crossover rate appropriate number of parents gets selected for reproduction. Multipoint crossover method is then used for generating new population called intermediate main population. For evolution of reserve population tournament selection is used. Multipoint crossover method is used to generate intermediate reserve population. Flip bit mutation is used to provide diversity to the intermediate main population and the intermediate reserve population.
In
Step V DPGA performs crossbreeding between different populations. Offspring of size (n-m) is generated via crossbreeding on the main population and the reserve population. In crossbreeding (n-m) numbers of best candidates are selected from both populations. Intermediate main population, intermediate reserve population and offspring constitute a candidate set for the next generation of the main population and reserve population.
Step VI decodes both populations using IEEE 754 algorithm from binary value representation to decimal value representation.
Step VII evaluates generated candidate sets using objective function and fitness function for reserve population. Fitness values are used for survival selection in Step VIII using truncation mechanism. Since m is the number of inbred offspring, the crossbred offspring can survive only when they are better than at least one of the inbred offspring [1] .
DPGA evolves till maximum number of generations specified are met or algorithm achieves optimal solution of current COP. These conditions work as stopping criteria for algorithm. Optimum value generated over the given maximum generations is taken as optimal solution for that run.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
The results are taken on processor AMD FX(tm)-8320 Eight-Core Processor with 3.51 GHz clock speed. The machine equipped with 16GB RAM and hard disk of capacity 500GB with operating system CentOS 6.5.
Standard problems are taken for experiments from "Problem Definitions and Evaluation Criteria for the Congress on Evolutionary Computation 2006 Special Session on Constrained Real-Parameter Optimization problem" (CEC 2006) [22] . In this report, 24 benchmark functions are described. Guidelines for conducting experiments, statistical parameters and its formula, performance evaluation criteria are given at the end of this report.
This test set contains following function characteristics that make our study reliable and robust- Table I describes ten functions from CEC 2006 that we have implemented using DPGA_MCSM. It describes function name, dimension (D), type of function, no. of linear inequality constrains (LI), no. of non-linear inequality constrains (NI), no. of linear equality constrains (LE) and no. of non-linear equality constrains (NE). Table II describes the parameter settings used for experimentation. Above parameter values are used for all functions. Consecutive 30 runs are taken for each function these parameter values. Size of main population is taken 100 where the size of reserve population size is taken 200. Crossover rate, elitism rate, mutation rate and crossbreed rate are kept same for both the main population and the reserve population. Table III exhibits the optimal values found for the some functions using Ant Bee Colony Algorithm (ABC), Differential Evaluation (DE), and Genetic Algorithm (GA). ABC, DE, GA find exact optimum solution in 2, 40,000 function evaluations [37] where DPGA_MCSM gives solution close to optimal value in just 10, 000 average function evaluations. Step I: Encode both population using IEEE 754 algorithm from decimal value representation to binary value representation Step II: Fitness Calculation a. Evaluate M 0 using objective function fm(x) b. Evaluate R 0 using fitness function for reserve population as per equation (1) In order to analyze on which specific kind of problem, the DPGA_MCSM algorithm performs better or not, the results should be examined. DPGA_MCSM cannot find solution to the problems having equality constrains. It gives best solution almost equal to global optimum value for g01, g06 and g24 whereas algorithm gives best solution close to global optimum value for g04, g08, g09, g10 and g18. DPGA_MCSM cannot optimize g07.
V. CONCLUSION
This paper proposes a novel technique for solving COPs using DPGA. The DPGA_MCMS algorithm initializes individuals satisfying all constrains. DPGA meta-heuristic is applied on these individuals and then several generations of DPGA optimize the objective function. This algorithm can solve problems that have only inequality constrains. Though the DPGA_MCMS algorithm fails to produce exact global optimal value, it succeeds in finding optimal solutions closer to global optima.
Though the DPGA_MCMS algorithm slightly deviates from global optima in future different constrains handling technique can effectively solve COPs using DPGA. APPENDIX A.
g01: Minimize
Subject to where the bounds are 0 <= xi <= 1 (i=1,……,9), 0 <= xi <= 100 (i = 10, 11, 12) and 0 <= x13<=1 . 
