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Abstract
Sufficient conditions are obtained for the existence and global attractivity of positive periodic so-
lution of an impulsive delay differential equation with Allee effect. The results of this paper improve
and generalize noticeably the known theorems in the literature.
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1. Introduction and preliminaries
Recently, theory and application of impulsive delay differential equations have devel-
oped. Various mathematical models in the study of population dynamics, biology, biotech-
nology, etc. can be expressed by impulsive delay differential equations. These processes
and phenomena, which adequate mathematical models are impulsive delay differential
equations, are characterized by the fact that per sudden changing of their state and that
the processes under consideration depend on their prehistory at each moment of time. The
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is a notable research field. However, there are few publications in this area. The purpose of
this paper is to study the existence and the global attractivity of positive periodic solution
for an impulsive delay Lotka–Volterra type model with Allee effect. For the theory of im-
pulsive differential equation, delay differential equations, and impulsive delay differential
equations, we refer to the monographs [2,6,8,9,12] and papers [1,3,4,7,10,11,13–20].
Consider impulsive delay Lotka–Volterra type equation with Allee effect:
y′(t) = y(t)[a(t) + β(t)yp(t − σ(t))− γ (t)yq(t − σ(t))] a.e. t  0, t = τk,
(1.1)a
y
(
τ+k
)− y(τk) = bky(τk), k = 1,2, . . . . (1.1)b
Some special cases of nonimpulsive differential equations of (1.1) ((1.1)a–(1.1)b), that is
bk ≡ 0,
y′(t) = y(t)[a + by(t − σ) − cy2(t − σ)], (1.2)
y′(t) = y(t)[a + byp(t − σ) − cyq(t − σ)], (1.3)
y′(t) = y(t)[a(t) + b(t)y(t − mω) − c(t)y2(t − mω)], and (1.4)
y′(t) = y(t)[a(t) + b(t)yp(t − mω) − c(t)yq(t − mω)] (1.5)
have been investigated respectively in [7,10,13,15]. Equations (1.2)–(1.5) exhibit the single
species population growth models with Allee effect (see [9, p. 143]). This phenomenon
occurs when the per capita growth rate increases as density increases and decreases after
the density passes a certain critical value. This is certainly not the case in the logistic
equation
x′(t) = rx(t)[1 − x(t)/K],
where per capita growth rate is a decreasing function of the density.
For easy reference in the sequel, we list the following hypotheses:
(H1) 0 < τ1 < τ2 < · · · , are fixed impulsive points with limk→∞ τk = ∞;
(H2) a, γ ∈ ([0,∞), (0,∞)), β ∈ ([0,∞), (−∞,∞)) are locally summable functions,
σ ∈ ([0,∞), [0,∞)) is Lebesgue measurable function, and p,q are positive con-
stants and q > p;
(H3) {bk} is a real sequence and bk > −1, k = 1,2, . . . , B(t) =∏0<τk<t (1 + bk);(H4) α, β , γ , σ , and B(t) are bounded functions on [0,∞);
(H ′4) α, β , γ , σ , and B(t) are periodic functions with common periodic ω > 0.
Here and in the sequel we assume that a product equals to unit if the number of factors
is equal to zero. We consider the solutions of (1.1) with initial condition
y(t) = φ(t) for − r  t  0, φ ∈ L([−r,0], [0,∞)), φ(0) > 0, (1.6)
where L([−r,0], [0,∞)) denotes the set of Lebesgue measurable functions on [−r,0] and
−r = inft0{t − σ(t)}.
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(i) y(t) is absolutely continuous on each interval [0, τ1] and (τk, τk+1], k = 1,2, . . . ;
(ii) for any τk , k = 1,2, . . . , y(τ+k ) and y(τ−k ) exist and y(τ−k ) = y(τk);
(iii) y(t) satisfies (1.1)a for almost everywhere (a.e.) in [0,∞)\{τk} and satisfies (1.1)b
for every t = τk , k = 1,2, . . . .
We also consider the nonimpulsive delay differential equation with Allee effect
u′(t) = u(t)[a(t) + b(t)up(t − σ(t))− c(t)uq(t − σ(t))], a.e. t  0 (1.7)
with initial condition
u(t) = φ(t) for − r  t  0, φ ∈ L([−r,0], [0,∞)), φ(0) > 0, (1.8)
where
b(t) = B−p(t)β(t) and c(t) = B−q(t)γ (t), t  0. (1.9)
By a solution u(t) of (1.7) we mean an absolutely continuous function defined on
[−r,∞) satisfies (1.7) a.e. for t  0 and u(t) = φ(t) on [−r,0].
The following lemmas will be used in the proofs of our results. The proof of the first
lemma is similar to that of [16, Theorem 1] and it will be omitted.
Lemma 1.1. Assume that (H1)–(H4) hold. Then
(i) if u(t) is a solution of (1.7) on [−r,∞), then y(t) = B(t)u(t) is a solution of (1.1) on
[−r,∞);
(ii) if y(t) is a solution of (1.1) on [−r,∞), then u(t) = B−1(t)y(t) is a solution of (1.7)
on [−r,∞).
Lemma 1.2. Assume that (H1)–(H4) hold. Then the solutions of (1.1) are defined on
[−r,∞) and are positive on [−r,∞).
Proof. Clearly, by Lemma 1.1, we only need to prove that the solutions of (1.7) are defined
and positive on [−r,∞). From (1.7) and (1.8), it is easy to obtain
u(t) = φ(0) exp
[ t∫
0
(
a(s) + b(s)up(s − σ(s))− c(s)uq(s − σ(s)))ds
]
.
The assertion of the lemma follows immediately for all t ∈ [0,∞). The proof of Lemma 1.2
is complete. 
In this paper, for convenience, we will introduce the following notations. Let f be a
bounded Lebesgue measurable function on [0,∞). We define
f ∗ = sup
t0
f (t), f∗ = inf
t0
f (t),
{ } { }
f+(t) = max f (t),0 , f−(t) = min f (t),0 . (1.10)
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define
f (t)av = 1
ω
ω∫
0
f (s) ds. (1.11)
The paper is organized as follows. In Section 2, we derive quite a refined estimate of the
solutions of (1.1) on [0,∞) and obtain the permanence of (1.1). In Section 3, we study the
existence of periodic positive solution of (1.1) by using the continuation theorem of coinci-
dence degree theory. In Section 4, we investigate the uniqueness and the global attractivity
of periodic solution of (1.1) and obtain some easily verifiable sufficient conditions for the
global attractivity of periodic positive solution of (1.1). In [7,10,13,15], the estimate of the
solutions of (1.2)–(1.5) and the global attractivity of either positive equilibriums of (1.2)
and (1.3) or unique periodic positive solutions of (1.4) and (1.5) restrict that the conditions
of Allee effects b and b(t) are nonpositive or other some conditions. In this paper, we will
delete these restricted conditions about b or b(t).
Remark 1.1. From (H3) and (H4), since 1 + bk > 0 and B(t) = ∏0<τk<t (1 + bk) is
bounded, it follows that {bk} may be oscillatory and it does not tend to zero as k tends
to ∞. In (H ′4), B(t) is a periodic function with period ω > 0, that is,
B(t) = B(t + ω) for all t  0. (1.12)
Thus from (1.12), B(t) is periodic if and only if ∏tτk<t+ω(1+bk) = 1. This fact requires
some assumptions of periodicity on bk and τk , k = 1,2, . . . . See example in Section 3.
2. Estimates of solutions and permanence
In this section, we establish certain upper and lower estimates for the solutions of (1.1)
and permanence of (1.1).
The following lemma is a modification of [10, Lemma 2] which will be used repeatedly
in the proofs of our results. Its proof is straightforward and will be omitted.
Lemma 2.1. Assume that a, c, p, q are positive constants with q > p and b is a real
number. Set g(x) = a + bxp − cxq , x  0. Then
(i) there exists a unique positive constant x0 such that g(x0) = 0 and
g(x) > 0 for 0 x < x0, g(x) < 0 for x0 < x < ∞,
(ii) g(x) takes maximum at point xM = (pb+/qc)1/(q−p). Furthermore, g(x) is increasing
for 0 x  xM and is decreasing for xM  x < ∞.
To establish main result of this section, for bounded measurable functions a > 0, c > 0,
and b, we define two functions as follows:f1(u) = a∗ + b∗up − c∗uq and f2(u) = a∗ + b∗up − c∗uq, q > p > 0, (2.1)
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From Lemma 2.1, there exist u1 and u2 such that f1(u1) = 0, f2(u2) = 0 with 0 <
u1  u2, where u1 and u2 are unique zero points respectively for f1 and f2. u1 = u2 if and
only if a, b, c are constants.
Throughout this paper, we assume that the roots of f1(u) = 0 and f2(u) = 0 are respec-
tively u1 and u2.
Theorem 2.1. Assume that (H1)–(H4) hold. If y(t) is a solution of (1.1), then there exists
T > r > 0 such that for all t  T ,
B(t)u1e
−µ1  y(t) B(t)u2eµ2, (2.2)
where
µ2 = sup
0t<∞
t∫
t−σ(t)
[
a(s) + b+(s)
(
pb+(s)
qc(s)
)p/(q−p)
− c(s)
(
pb+(s)
qc(s)
)q/(q−p)]
ds,
(2.3)
µ1 = sup
0t<∞
t∫
t−σ(t)
[−a(s) − b−(s)up2 epµ2 + c(s)uq2eqµ2]ds. (2.4)
Proof. First, we establish the estimate of the solutions of (1.7). Next, by using Lemma 1.1,
we will prove (2.2).
From Lemma 1.2, the solutions of (1.7) are positive on [0,∞). Suppose that solution
u(t) of (1.7) oscillates about u2 and sup0t<∞ u(t) > u2. Then there exist two sequences
of {tn} and {ξn} such that
r < t1 < t2 < · · · < tn < tn+1 < · · · ,
lim
n→∞ tn = ∞ and u(tn) = u2, n = 1,2, . . . ,
and u(ξn) is the maximum of u(t) on (tn, tn+1) with u(ξn) > u2. Then for any enough small
ε > 0, there exist δ > 0 and ξ˜n such that ξ˜n ∈ (ξn − δ, ξn] with u′(ξ˜n) 0, u(ξ˜n) > u2 and
u(ξn) − u(ξ˜n) < ε for n = 1,2, . . . . (2.5)
From (1.7) we obtain
0 u′(ξ˜n) < u(ξ˜n)
[
a∗ + b∗up(ξ˜n − σ(ξ˜n))− c∗uq(ξ˜n − σ(ξ˜n))].
Thus
a∗ + b∗up(ξ˜n − σ(ξ˜n))− c∗uq(ξ˜n − σ(ξ˜n))> 0.
It follows from Lemma 2.1 that u(ξ˜n − σ(ξ˜n)) < u2; so let ξ0n be a zero of u(t) − u2 in
(ξ˜n − σ(ξ˜n), ξ˜n) ∩ [tn, ξ˜n). Thus u(ξ0n ) = u2.In view of Lemma 2.1, for any t > r we have
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 u(t)
[
a(t) + b+(t)up
(
t − σ(t))− c(t)uq(t − σ(t))]
 u(t)
[
a(t) + b+(t)
(
pb+(t)
qc(t)
)p/(q−p)
− c(t)
(
pb+(t)
qc(t)
)q/(q−p) ]
. (2.6)
Integrating (2.6) from ξ0n to ξ˜n, we obtain
0 < ln
u(ξ˜n)
u(ξ0n )

ξ˜n∫
ξ0n
[
a(s) + b+(s)
(
pb+(s)
qc(s)
)p/(q−p)
− c(s)
(
pb+(s)
qc(s)
)q/(q−p) ]
ds

ξ˜n∫
ξ˜n−σ(ξ˜n)
[
a(s) + b+(s)
(
pb+(s)
qc(s)
)p/(q−p)
− c(s)
(
pb+(s)
qc(s)
)q/(q−p) ]
ds  µ2,
n = 1,2, . . . . (2.7)
From (2.5) and (2.7), it follows that u(ξn) − ε < u(ξ˜n) u(ξ0n )eµ2 which implies u(ξn)
u(ξ0n )e
µ2 , that is
u(t) u(ξn) u2eµ2, t > r. (2.8)
Suppose that u(t) is nonoscillatory about u2. We now claim that for any ε > 0 there is
T1 > r such that for all t  T1,
u(t) < u2 + ε. (2.9)
Otherwise, since u(t) > u2, by using Lemma 2.1, u′(t) < 0 a.e. for t  T˜  T1. Thus if
u(t) u2 + ε, in view of Lemma 2.1, we find
u′(t) u(t)
[
a∗ + b∗up(t − σ(t))− c∗uq(t − σ(t))]
 u(t)
[
a∗ + b∗(u2 + ε)p − c∗(u2 + ε)q
]
< 0, a.e. for t  T˜ + r,
which contradicts u(t) > 0. Hence (2.9) holds. This fact implies that there exists T2 > T1
such that for t  T2,
u(t) u2eµ2 . (2.10)
Suppose that u(t) oscillates about u1 and inf0t<∞ u(t) < u1. Then there exist two
sequences of {sn} and {ηn} such that
0 < s1 < s2 < · · · < sn < sn+1 < · · · ,
lim
n→∞ sn = ∞ and u(sn) = u1, n = 1,2, . . .
and u(ηn) is the minimum of u(t) on (sn, sn+1) with u(ηn) < u1. Then for any enough
small ε > 0 there exist δ > 0 and η˜n ∈ (ηn − δ, ηn] with u′(η˜n) 0, u(η˜n) < u1 andu(η˜n) − u(ηn) < ε, n = 1,2, . . . . (2.11)
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0 u′(η˜n) > u(η˜n)
[
a∗ + b∗up
(
η˜n − σ(η˜n)
)− c∗uq(η˜n − σ(η˜n))],
which, in view of Lemma 2.1, implies that u(η˜n − σ(η˜n)) > u1. Therefore, there exists
η0n ∈ (η˜n − σ(η˜n), η˜n) such that u(η0n) = u1, n = 1,2, . . . . Integrating (1.7) from η0n to η˜n
and using (2.8) and (2.10), we obtain that for η0n > T2,
0 > ln
u(η˜n)
u(η0n)

η˜n∫
η0n
[
a(s) + b−(s)up2 epµ2 − c(s)uq2eqµ2
]
ds.
Thus we have
u(η˜n) exp
( η˜n∫
η0n
[
a(s) + b−(s)up2 epµ2 − c(s)uq2eqµ2
]
ds
)
. (2.12)
As u2epµ2 > u2, we see
a(t) + b−(t)up2 epµ2 − c(t)uq2eqµ2  a(t) + b(t)up2 epµ2 − c(t)uq2eqµ2 < 0.
Thus (2.12) and (2.4) yield
u(η˜n) u1 exp
( η˜n∫
η˜n−σ(η˜n)
[
a(s) + b−(s)up2 epµ2 − c(s)uq2eqµ2
]
ds
)
 u1e−µ1,
which with (2.11) implies for any t > T2, u(t) u(ηn) u(η˜n) − ε, that is,
u(t) u(ηn) u(η˜n) u1e−µ1 . (2.13)
Suppose that u(t) is nonoscillatory about u1 and u(t) < u1. We will prove that for any
ε > 0 there exists T3 > T2 such that
u(t) > u1 − ε. (2.14)
Otherwise, as u(t) < u1 eventually, by using Lemma 2.1, there exists T˜  T3 such that for
all t  T˜ ,
u′(t) u(t)
[
a∗ + b∗up
(
t − σ(t))− c∗uq(t − σ(t))]> 0 a.e.
Hence u′(t) > 0 a.e. for t  T˜ . If u(t) u1 − ε eventually, then
u′(t) > u(t)
[
a∗ + b∗(u1 − ε)p − c∗(u1 − ε)q
]
> 0,
which leads to u(t) to be unbounded. This contradicts (2.10). Thus (2.14) is proved. On
the other hand, it follows from Lemma 2.1 that
a(t) + b−(t)up2 epµ2 − c(t)uq2eqµ2 < 0.
Therefore,
µ1 = sup
t∫ [−a(s) − b−(s)up2 epµ2 + c(s)uq2eqµ2]ds > 0,0t<∞
t−σ(t)
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u(t) u1 − ε  u1e−µ1 . (2.15)
From (2.8), (2.10), (2.13), and (2.15) we obtain
u1e
−µ1  u(t) u2eµ2, for all sufficiently large t. (2.16)
By using Lemma 1.1, (2.2) can be obtained and the proof of Theorem 2.1 is complete. 
Remark 2.1. It is easy to see that Theorem 2.1 does not require that a(t), β(t), γ (t), σ(t)
are periodic and b(t) is nonpositive in (1.1). Hence Theorem 2.1 improves and general-
izes noticeable [13, Theorem 2.3], [15, Theorem 3.2] and corresponding estimates of the
solutions of (1.2) and (1.3) in [7] and [10], respectively.
The following corollary is an immediate result of Theorem 2.1.
Corollary 2.1. Assume that (H1)–(H4) hold. Then (1.1) is permanent.
We apply Theorem 2.1 to nonimpulsive delay differential equation (1.3) that is, bk ≡ 0
in (1.1)b . In this case,
a, c,p, q are positive constants with q > p and b is real number, (2.17)
and y˜ is unique positive equilibrium of (1.3) satisfying a + by˜p − cy˜q = 0. Thus from
Theorem 2.1 we have the following estimates of the solutions.
Corollary 2.2. Assume that (2.17) holds. Then for any solution y(t) of (1.3), there exists
T > σ such that for all t  T ,
y˜e−µ1  y(t) y˜eµ2,
where
y˜ is unique positive equilibrium of (1.3), (2.18)
µ2 =
[
a + b+
(
pb+
qc
)p/(q−p)
− c
(
pb+
qc
)q/(q−p) ]
σ, (2.19)
µ1 =
[−a − b−(y˜eµ2)p + c(y˜eµ2)q]σ. (2.20)
By using Theorem 2.1 to (1.5), we have the following result.
Corollary 2.3. Assume that a(t) > 0, c(t) > 0, and b(t) are locally summable periodic
functions with common periodic ω > 0 and p, q are positive constants with q > p, m is a
positive integer. Then for any solution y(t) of (1.5), there exists T > mω such that
u1e
−µ1  y(t) u2eµ2 for all t  T , (2.21)where
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{
aav +
[
b+(t)
(
pb+(t)
qc(t)
)p/(q−p) ]
av
−
[
c(t)
(
pb+(t)
qc(t)
)q/(q−p) ]
av
}
mω,
(2.22)
µ1 =
{−aav − [b−(t)(u2eµ2)p]av + [c(t)(µ2eµ2)q]av}mω. (2.23)
Remark 2.2. Corollaries 2.2 and 2.3 improve and generalize [13, Theorem 2.3] and [15,
Theorem 3.2], respectively.
3. Existence of positive periodic solutions
In this section, by using the continuation theorem, we show the existence of at least one
positive periodic solution of (1.1). We first make some preparations.
Let X, Z be normed vector spaces. Assume that L : DomL ⊂ X → Z is a linear map-
ping, and N : X → Z is a continuous mapping. The mapping L will be called a Fredholm
mapping of index zero if dim KerL = condim ImL < ∞ and ImL is closed in Z. If
L is a Fredholm mapping of index zero, there exist continuous projectors: P : X → X
and Q : Z → Z such that ImP = KerL, ImL = KerQ = Im(I − Q). It follows that
L|Dom∩KerP : (I − P)X → ImL is invertible. We denote the inverse of that map by KP .
If Ω is an open bounded subset of X, the mapping N will be called L-compact on Ω¯ if
QN(Ω¯) is bounded and KP (I − Q)N : Ω¯ → X is compact. Since ImQ is isomorphic to
KerL, there exist isomorphisms J : ImQ → KerL.
For convenience, we introduce the continuation theorem as follows.
Continuation Theorem (see [5, p. 40]). L be Fredholm mapping of index zero and let N
be L-compact on Ω¯ . Assume that
(i) for each λ ∈ (0,1), every solution x of Lx = λNx is such that x ∈ ∂Ω ;
(ii) QNx = 0 for each x ∈ ∂Ω ∩ KerL and
deg{JQN,Ω ∩ KerL,0} = 0.
Then equation Lx = Nx has at least one solution in DomL ∩ Ω¯ .
Theorem 3.1. Assume that (H1)–(H3) and (H ′4) hold and q > p. Then (1.1) has at least
one ω-periodic positive solution.
Proof. Obviously, by Lemmas 1.1 and 1.2, we only need to prove that (1.7) has at least
one ω-periodic positive solution. By Lemma 2.1, it is easy to see aav + bavxp − cavxq = 0
has a unique positive solution.
Making the change of variable u(t) = expx(t), t  0, (1.3) is reformulated as
x′(t) = a(t) + b(t)epx(t−σ(t)) − c(t)eqx(t−σ(t)), a.e. t  0. (3.1)
Let { ( ) }
X = Z = x ∈ C [0,∞),R , x(t + ω) = x(t) . (3.2)
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when they are endowed with the norm ‖ · ‖. Let
Nx = a(t) + b(t)epx(t−σ(t)) − c(t)eqx(t−σ(t)), a.e. t  0. (3.3)
Lx = x′, P x = 1
ω
ω∫
0
x(t) dt, x ∈ X, Qz = 1
ω
ω∫
0
z(t) dt, z ∈ Z.
Thus
KerL = {x | x ∈ X, x = h, h ∈ R}, ImL =
{
z
∣∣ z ∈ Z,
ω∫
0
z(t) dt = 0
}
,
and
dim KerL = codim ImL = 1,
and P , Q are continuous projectors such that ImP = KerL, KerQ = ImL = Im(I −Q). It
follows that L is a Fredholm mapping of index zero. Furthermore, the generalized inverse
(to L) KP : ImL → KerP ∩ DomL is given by
KP (z) =
t∫
0
z(s) ds − 1
ω
ω∫
0
t∫
0
z(s) ds dt.
Thus
QNx = 1
ω
ω∫
0
[
a(t) + b(t)epx(t−σ(t)) − c(t)eqx(t−σ(t))]dt,
KP (I − Q)Nx =
t∫
0
[
a(s) + b(s)epx(s−σ(s)) − c(s)eqx(s−σ(s))]ds
− 1
ω
ω∫
0
t∫
0
[
a(s) + b(s)epx(s−σ(s)) − c(s)eqx(s−σ(s))]ds dt
×
(
1
ω
− 1
2
) ω∫
0
[
a(s) + b(s)epx(s−σ(s)) − c(s)eqx(s−σ(s))]ds.
Clearly, QN and KP (I −Q)N are continuous and it is easy to prove that KP (I − Q)N(Ω¯)
is compact for any open bounded set Ω ⊂ X. Moreover, QN(Ω¯) is bounded. Thus, N is
L-compact on Ω¯ with any open bounded set Ω ⊂ X. The isomorphism J of ImQ onto
KerL can be the identity mapping, since ImQ = KerL.
Corresponding to the operator equation Lx = λNx, λ ∈ (0,1), we have[ ]
x′(t) = λ a(t) + b(t)epx(t−σ(t)) − c(t)eqx(t−σ(t)) , λ ∈ (0,1), a.e. (3.4)
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we obtain
ω∫
0
[
a(t) + b(t)epx(t−σ(t)) − c(t)eqx(t−σ(t))]dt = 0.
Hence
ω∫
0
a(t) dt =
ω∫
0
[
c(t)eqx(t−σ(t)) − b(t)epx(t−σ(t))]dt. (3.5)
It follows from (3.5) that there exists a constant M0 such that
ω∫
0
∣∣c(t)eqx(t−σ(t)) − b(t)epx(t−σ(t))∣∣dt < M0. (3.6)
Then in view of (3.4) and (3.6),
ω∫
0
∣∣x′(t)∣∣dt = λ
ω∫
0
∣∣a(t) + b(t)epx(t−σ(t)) − c(t)eqx(t−σ(t))∣∣dt

ω∫
0
a(t) dt +
ω∫
0
∣∣c(t)eqx(t−σ(t)) − b(t)epx(t−σ(t))∣∣dt
 a¯ω + M0 := M1. (3.7)
As x ∈ X, there exist t0 ∈ [0,ω] and a constant M2 satisfying x(t0) < M2. Hence
x(t) x(t0) +
ω∫
0
∣∣x′(t)∣∣dt < M1 + M2.
On the other hand, there exist t1 ∈ [0,ω] and a constant M3 > 0 such that x(t1) > −M3.
Thus we obtain
x(t) x(t1) −
ω∫
0
∣∣x′(t)∣∣dt > −(M3 + M1).
Clearly, Mi , i = 0,1,2,3, are independent of λ. Set H = ∑4i=0 Mi where M4 is a
sufficiently large positive constant such that the unique solution v0 of aav + bavepv −
cave
pv = 0 satisfies |v0| < M4, then ‖x‖ < H .
Let Ω = {x ∈ X: ‖x‖ < H }. It is clear that Ω verifies condition (i) in Continuation
Theorem. When x ∈ ∂Ω ∩ KerL = ∂Ω ∩ R, x is a constant with |x| = H . Then
QNx = 1
ω∫ [
a(t) + b(t)epx − c(t)eqx]dt = aav + bavepx − caveqx = 0.
ω
0
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By now we have proved that Ω verifies all conditions of Continuation Theorem. Hence
(3.1) has at least one solution x˜(t) in DomL ∩ Ω¯ . Set u˜(t) = exp x˜(t), then it is easy to
see that u˜(t) is a ω-periodic positive solution of (1.7). Therefore, by Lemma 1.1, (1.1) has
a ω-periodic positive solution y˜(t) =∏0<τk<t (1 + bk)u˜(t). The proof of Theorem 3.1 is
complete. 
Remark 3.1. From the proof of Theorem 3.1, one can know that the deviating argument
σ(t) has not effect on the existence of positive periodic solution of (1.1). Hence Theo-
rem 3.1 is also true for both advanced type and mixed type impulsive differential equations.
Theorem 3.1 is even true for the corresponding impulsive ordinary differential equation,
that is,
y′(t) = y(t)[a(t) + β(t)yp(t) − γ (t)yq(t)], a.e. t  0, t = τk,
y
(
τ+k
)− y(τk) = bky(τk), k = 1,2, . . .
and ordinary differential equation
y′(t) = y(t)[a(t) + b(t)yp(t) − c(t)yq(t)], t  0.
Example. Let τk = kπ , b2k+1 = 1, and b2(k+1) = − 12 , k = 1,2, . . . . Consider impulsive
differential equation
y′(t) = y(t)[(1 + sin2 t)+ cos typ(t − sin t) − (1 + cos2 t)yq(t − sin t)],
t = τk, (3.8)a
y
(
τ+k
)− y(τk) = y(τk), k = 1,2, . . . , (3.8)b
where q > p > 0. It is easy to verify
B(t) =
∏
0<τk<t
(1 + bk) =
∏
0<τk<t+2π
(1 + bk) = B(t + 2π), t  0.
Hence by Theorem 3.1 and Remark 3.1, Eq. (3.8) has at least one 2π -periodic positive
solution.
4. Global attractivity of positive periodic solution
In this section, our aim is to obtain an explicit sufficient condition for the global attrac-
tivity of positive periodic solution with respect to all other positive solutions of (1.1).
The following two results extracted respectively from [6, p. 21] (also see [17]) and [11]
with modifications on Caratheodory type conditions are needed in the proofs of our results
of this section. Their proofs are respectively similar to those in [6] and [11] and will be
omitted.
J. Yan et al. / J. Math. Anal. Appl. 309 (2005) 489–504 501Lemma 4.1. Let a, σ satisfy that
(i) a,σ ∈ ([0,∞), [0,∞)), a is locally summable function, σ is bounded Lebesgue mea-
surable function, and σ ∗ = sup0t<∞ σ(t);
(ii) lim sup
t→∞
t+σ ∗∫
t
a(s) ds = λ < 3
2
and lim inf
t→∞
t+σ ∗∫
t
a(s) ds = µ > 0.
Then all nontrivial solutions of
y′(t) + a(t)y(t − σ(t))= 0
satisfy limt→∞ y(t) = 0.
Lemma 4.2. Assume that σ is a nonnegative constant and a ∈ ([0,∞), (0,∞)) is a locally
summable function. Moreover,
∞∫
0
a(t) dt = ∞
and
lim
t→∞
t∫
t−σ
a(s) ds exists and lim
t→∞
t∫
t−σ
a(s) ds <
π
2
.
Then all nontrivial solutions of y′(t) + a(t)y(t − σ) = 0 satisfy limt→∞ y(t) = 0.
Theorem 4.1. Assume that (H1)–(H3) and (H ′4) hold. Moreover, let σ ∗ = sup0t<∞ σ(t),
lim inf
t→∞
t+σ ∗∫
t
[
qc(s)
(
u1e
−µ1)q − pb+(s)(u1e−µ1)p]ds > 0 (4.1)
and
lim sup
t→∞
t+σ ∗∫
t
[
qc(s)
(
u2e
µ2
)q − pb−(s)(u2eµ2)p]ds < 32 , (4.2)
where µ1 and µ2 are defined respectively in (2.23) and (2.22). Then there exists a unique
ω-periodic positive solution y˜(t) of (1.1) such that all other positive solutions y(t) of (1.1)
satisfy
lim
t→∞
(
y(t) − y˜(t))= 0. (4.3)
Proof. Clearly, it is immediate that if y˜(t) satisfies (4.3), then the periodic positive solution
y˜(t) will be unique. Hence to complete the proof of the theorem, it suffices to prove (4.3).
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positive solution and u(t) is an arbitrary positive solution of (1.7).
From Theorem 3.1, there exist periodic positive solution of (1.7) under the hypotheses
of Theorem 4.1. Let u˜(t) be periodic positive solution of (1.7). Set u(t) = u˜(t)ex(t). Then
(1.7) reduces to
x′(t) = b(t)u˜p(t − σ(t))(epx(t−σ(t)) − 1)− c(t)u˜q(t − σ(t))(eqx(t−σ(t)) − 1),
a.e. t  0. (4.4)
Put
G(t, z) = b(t)u˜p(t − σ(t))epz − c(t)u˜q(t − σ(t))eqz.
Then
∂G(t, z)
∂z
= pb(t)u˜p(t − σ(t))epz − qc(t)u˜q(t − σ(t))eqz
and from (4.4) we obtain
x′(t) = G(t, x(t − σ(t)))− G(t,0). (4.5)
By the mean value theorem, we can rewrite (4.5) in the form
x′(t) = −F(t)x(t − σ(t)), (4.6)
where
F(t) = −∂G(t, z)
∂z
∣∣∣∣
z=ξ(t)
= −pb(t)u˜p(t − σ(t))epξ(t) + qc(t)u˜q(t − σ(t))eqξ(t)
= −pb(t)ηp(t) + qc(t)ηq(t) (4.7)
and η(t) lies between u˜(t − σ(t)) and u(t − σ(t)). By using (2.16), we find that for all
large t ,
−pb+(t)
(
u1e
−µ1)p + qc(t)(u1e−µ1)q
 F(t)−pb−(t)
(
u2e
µ2
)p + qc(t)(u2eµ2)q . (4.8)
From Lemma 4.1, in view of (4.1) and (4.2), we conclude that limt→∞ x(t) = 0 which
implies that
lim
t→∞
[
u(t) − u˜(t)]= lim
t→∞ u˜(t)
(
ex(t) − 1)= 0.
The proof of Theorem 4.1 is complete. 
Corollary 4.1. Assume that (2.17) hold and
[
qc
(
y˜eµ2
)q − pb−(y˜eµ2)p]σ < 32 . (4.9)
Then all solutions of (1.3) satisfy limt→∞ y(t) = y˜, where y˜ and µ2 are defined by (2.18)
and (2.19), respectively.
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y˜e−µ1  y(t) y˜eµ2 for all t  T ,
where µ1 is defined by (2.20). In view of (2.19), µ2 > 0, and Lemma 2.1,
a + b−
(
y˜eµ2
)p − c(y˜eµ2)q  a + b(y˜eµ2)p − c(y˜eµ2)q < 0.
Therefore
µ1 =
[−a − b−(y˜eµ2)p + c(y˜eµ2)q]σ > 0.
Thus y˜e−µ1 < y˜. By using Lemma 2.1 again, we have that c(y˜e−µ1)q − b+(y˜e−µ1)p 
a > 0. Hence qc(y˜e−µ1)q − pb+(y˜e−µ1)p > 0. In view of (4.7) and Theorem 4.1, the
desirable conclusion is obtained. The proof of Corollary 4.1 is complete. 
Theorem 4.2. Assume that (H1)–(H3), (H ′4) hold and σ = mω, m is a positive integer.
Moreover,
lim
t→∞
t∫
t−mω
F(s) ds exists and
[
qc(t)av
(
u2e
µ2
)q − pb(t)av(u2eµ2)p]mω < π2 ,
where F defined by (4.6). Then there exists a unique ω-periodic positive solution y˜(t) such
that all other positive solutions of (1.1) satisfy limt→∞[y(t) − y˜(t)] = 0.
Proof. As the proof of Theorem 4.1, by Theorem 3.1, existence of ω-periodic solution of
(1.1) is proved. Thus we can obtain (4.4), (4.6), and (4.7). By Lemma 4.2, the proof of
Theorem 4.2 can be complete. 
Remark 4.1. Theorem 4.2 improves and generalizes [13, Theorem 2.4] and [15, Theo-
rem 3.3].
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