Abstract. We consider asymptotically normal statistics which are symmetric functions of N i.i.d. random variables. For these statistics we prove the validity of an Edgeworth expansion with remainder O(1=N) under Cram er's condition on the linear part of the statistic and moment assumptions for all parts of the statistic. By means of a counter-example we show that it is generally not possible to obtain an Edgeworth expansion with remainder o(1=N) without imposing additional assumptions on the structure of the non-linear part of the statistic
Introduction and results
Let X 1 ; X 2 ; : : : ; X N be independent and identically distributed (i.i.d.) random variables taking values in an arbitrary measurable space (X; B) with common distribution P. Let the measurable function t : X N ! R be symmetric in its N arguments, in the sense that it is invariant under permutations of these arguments. Consider the symmetric statistic We shall derive Edgeworth expansions for the distribution of T. Expansions terms and conditions are expressed in terms of`in uence functions' of the statistic. These functions measure the dependence of T on up to three observations. They are usually easy to compute or estimate in applications by means of Taylor expansions. See section 2 for examples including applications to the Bootstrap. The basis of the mathematical treatment of the problem will be Hoe ding 's (1948) T ji + R are called the linear and non-linear parts of the statistic. Our moment assumptions imply that asymptotically the linear part dominates distribution of the statistic and yields a normal limit distribution. The remainder terms in R are rather complex but will be analyzed in section 4 using a general Hoe ding's decomposition of the statistic. This decomposition (sometimes also called ANOVA-type decomposition or Hajek's projection method) is essential for the proof of our results. So far, we have not used the fact that t(X 1 ; : : : ; X N ) is symmetric and that X 1 ; : : : ; X N are i.i.d. This implies that, for distinct i; j; k, the distributions of where (x) is the standard normal distribution function. We shall prove F. G OTZE W. VAN ZWET Accordingly, in estimate of Theorem 1.1, q 2 ( ) should be replaced by 2 q 2 ( ). Furthermore, the proof yields that 2 ; for all " > 0: We conjecture that " may be removed. Such estimate would be optimal in view of lower bounds due to Bentkus, G otze and Zitikis (1992) . The dependence on q 2 may be improved to q 1+" , " > 0. Whether the bound remain valid with q 2 replaced by q or some lower power of q, remains unclear. The same improvements and comments hold for the bound of sup x F s (x)?G s (x) in Theorem 1.2 with replaced by s. then (T ?ET)= is asymptotically equivalent to its linear part, and if this satis es the Lindeberg condition, (T ? ET)= will be asymptotically standard normal as N ! 1. Theorems 1.1 and 1.2 are natural extensions of the following BerryEsseen bound due to van Zwet (1984) :
2 : Friedrich (1989) , Bolthausen and G otze (1993) extended this bound for certain classes of non-symmetric statistics and improved the dependence on moments. It seems that this paper is the rst dealing with Edgeworth expansions for general symmetric statistics. Berry-Esseen bounds and Edgeworth expansions for U and other statistics were considered by Filippova (1962) , Bickel (1974 ), Ser ing (1980 , Callaert, Janssen and Veraverbeke (1980) , Helmers and van Zwet (1982) , Helmers (1985) , Pfanzagl (1985 Pfanzagl ( ), G otze (1987 Pfanzagl ( , 1991 , Hall (1987) , Bhattacharya and Denker (1990) , Zitikis (1993 ), etc. Chibisov (1980 , Bickel, G otze and van Zwet (1986) , Bhattacharya and Ghosh (1986) , Bai and Rao (1990) G otze and van Zwet (1992) , Lai and Wang (1993) have obtained expansions with errors of order o(1=N) assuming certain Cram er type conditions involving the nonlinear part of the statistic. These conditions are not always easily verifyable. Let us remark that the methods of Bickel, G otze and van Zwet (1986) , G otze and van Zwet (1992) may be used to prove under Cram er's condition (C) the validity of Edgeworth expansions with remainders O(N "?1 ); " > 0 assuming only moment conditions on the non-linear part. In order to remove " one needs some new ideas like`data depending smoothing' and a non-standard smoothing inequality (see Prawitz (1972) ). Such inequalities suggested by Beurling have been used in number theory and analysis, see, for example, Graham and Vaaler (1981) . This inequality allows to handle data depending smoothing, and is precise in some other aspects (see Bentkus (1994) ). We did not succeed to prove the result using the conventional Esseen inequality (3.4) for characteristic functions. The estimates in Theorems 1.1 and 1.2 are formulated for any xed sample size N, but since the constant c is not speci ed, it is a purely asymptotic result concerned with a sequence of statistics (T N ? ET)= (T N ) as N ! 1. If 4 = 4 , 3 = 3 and 2 3 = 2 are bounded and q is bounded away from 0, as N ! 1, then the theorems establish Edgeworth expansions with remainders O(1=N). For given bounds on 4 = 4 , 3 = 3 , 2 3 = 2 and q, the result is uniform for all symmetric functions of the i.i.d. variables X 1 ; : : : ; X N and for all underlying distributions P.
Let us brie y discuss the nature of the assumption that 4 = 4 , 3 = 3 and 2 3 are bounded. If we measure the order of magnitude of a mean zero random variable by its standard deviation, the boundedness of 4 = 4 means that T 1 = is O(N ?1=2 ) and N 1=2 T 1 = has a bounded fourth moment. This is certainly su cient for the asymptotic normality of P N i=1 T i = , and since the fourth moment would occur in the term of order O(N ?1 ) of the Edgeworth expansion, its boundedness is a F. G OTZE W.VAN ZWET logical requirement. Similarly, the assumption that 3 = 3 is bounded means that T 12 = is of order O(N ?3=2 ) and that N 3=2 T 12 = has a bounded absolute third moment. The boundedness of 2 3 = 2 ensures that the remaining part R of the decomposition (1.4) is negligible for our purposes.
In section 2 we shall apply our general results to several special cases -sample means, U-statistics, sample variances, Student's statistic, functions of sample means, functionals of empirical distribution functions and linear combinations of order statistics -to see whether we can obtain results comparable to the best available ones for these well-studied cases. It turns out that our conditions are comparable with the those known so far. In some cases, like functions of sample means of random functions, we derive stronger and more general results than those available so far. Usually our conditions seem to be optimal, with the sole exception of Student's t-statistic, where we need 4 + " moments instead of 4, which should su ce. Edgeworth expansions are easily applicable for the estimation of the accuracy of Bootstrap approximations since estimates of remainders are explicit, and the expansions are valid for a su ciently general class of symmetric statistics. Bootstraped or studentized versions of a statistic are again symmetric, and in order to show validity of Edgeworth expansions, it just su ces to estimate several lower order conditional di erences. In this paper we shall do this for the simplest example of a studentized mean only, more general results will be published elsewhere. Similar estimates as those in Theorems 1.1 and 1.2 do not hold for higher order Edgeworth expansions even if we assume arbitrary high moments on all parts of the statistic. In Theorem 1.4 we shall provide an example for this phenomenon. Thus assuming Cram er's (C) condition on the linear part T 1 of the statistic, the estimate O(N ?1 ) of the remainder term is best possible unless further conditions (apart from moments) for the non-linear part are used, see G otze and van Zwet (1992) . But the veri cation of such conditions usually requires a detailed knowledge of higher order terms in the stochastic expansion of the statistic. In order to formulate Theorem 1.4 we need some further notation. Any U-statistic T of second order can be written as
where T 1 = g 1 (X 1 ) and T 1;2 = g 2 (X 1 ; X 2 ), with some symmetric functions g 1 and g 2 such that ET 1 = 0 and E(T 12 jX 2 ) = 0. In this case ET = 0, Let us assume that components of T are uniformly bounded by some non-random Proof of (2.2). Without loss of generality we may assume that b 2 = 1. Acosta (1981) .
Edgeworth expansions for functions of sample means in B = R k have been extensively studied, see, for instance, Bhattacharya and Ghosh (1986) , Bai and Rao (1991) . The smoothness condition M 0 < 1 for the function H seems to be optimal and is comparable with conditions in Bai and Rao (1991) . Although Theorem 2.1 holds for in nite dimensional spaces B, our requirement that the random variable H 0 (0)X satis es Cram er's condition (C) is weaker than corresponding conditions used in the literature for B = R k . For instance, it allows X 1 to have discrete coordinates since we need Cram er's condition (C) for one coordinate only. The moment assumption b 4 < 1 is natural and seems unimprovable. 2.6. Functionals of empirical distribution functions. The results of this subsection di er only in notation from those for functions of sample means. We consider functionals of empirical distribution functions, and for simplicity of notation we shall assume that they have bounded derivatives and that they are functionals of distribution functions on the real line (but not empirical measures in general spaces J(P(x))J(P(y))fP(x^y) ? P(x)P(y)gdxdy:
Furthermore, let k = a 3 + 3d, and a 3 = s ?3 1
V (x; y) = P(y^z) ? P(y)P(z); q = 1 ? supfjEexpfitY gj : jtj c 0 s 2 1 =(M 3 0 (J)(b 3 + b 1 ))g; where Y = R R J(P(x))(Ifx < 1 g ? P(x))dx. The result of Theorem 2.5 is a consequence of Theorem 2.4. To see this, we represent S as a di erentiable functional of P N , and provide some useful estimates of moments.
If Ej 1 j < 1 the boundedness of J is su cient for the following representation (see Govindarajulu and Mason (1983)) l N ? = The space L p , p 2 is of type 2 and therefore (see Acosta (1981) t ; where V.P. means as well that one should take lim M!1 , if it is necessary. The term I 1 corresponds to the concentration function of F, the term I 2 corresponds to the integral in (3.4), and I 3 corresponds to the rst summand on the right hand side in (3.4). It is essential for our purposes that one may interchange the order of integration and expectation EexpfitZg = f(t) in (3.5), where Z has d.f.
F; this allows us to chose random H depending on the sample and apply (3.5) conditionally (we call this procedure \data dependent smoothing").
HOFFDING'S DECOMPOSITION AND MOMENT INEQUALITIES
In this section we decompose the symmetric statistic T into several parts and derive bounds for the variances of their conditional Hoe ding decompositions. The approach is similar to that of van Zwet (1984) , but the calculations are more involved since the variances are not completely monotone, which was essential for the short proof in van Zwet (1984) . We conclude this section with bounds for moments of any part of a U-statistic of order 2. These bounds are similar up to constants to those for sums of independent random variables. Let X 1 ; X 2 ; : : : ; X N denote i.i.d. random variables taking values in an arbitrary measurable space with common distribution. Consider the symmetric statistic T = t(X 1 ; : : : ; X N ). Without loss of generality we shall assume that ET = 0. Let = f1;:::;Ng. For any A , jAj will denote the cardinality of A, and we shall write E(TjA) = E(TjX i ; i 2 A): Thus E(TjA) denotes the conditional expectation of T given those X i with index i 2 A. In particular, E(Tj;) = ET = 0 and E(Tj ) = T. For i 2 and for a (not necessarily symmetric) statistic T we de ne the di erence Proof. We use a decoupling inequality (due to Peña (1992) , see (4.17) below) and the well-known estimates (see (4.18) and (4.19) below) for moments of sums of independent r.v., which follow from inequalities of Acosta (1981) . where Z 1 ; Z 2 ; : : : is an independent copy of X 1 ; X 2 ; : : : . E X jj i jj 2 = jAjE X; jj jj 2 =m and applying H older's inequality we get
E X jj i jj 2 p=2 jAj p=2 Em ?p=2 jj jj p c(p)jAj p=2 p if we estimate E Z jj jj p by (4.13). Collecting these estimates concludes the proof of (4.16).
Proofs
We shall derive Theorem 1.1 from Theorem 1.2. The proof of Theorem 1.2 is laborious and needs much e ort. One may obtain the result of Remark 1.3 by inspecting the proof of Theorem 1.2 and making relatively simple obvious changes. We conclude this section with the construction of a counterexample in Theorem 1.4. By c; c 1 ; : : : we shall denote generic absolute positive constants, by C; C 1 ; : : : { generic su ciently large absolute positive constants. If a constant depends on a parameter, say A, then we write c(A). By E i;j;::: = E( j n fi;j;:::g) we shall denote the expectation with respect to random variables with pointed out indices i; j; : : : ; in other words we condition on all random variables with indices di erent from i; j; : : : . and where for brevity we write q N (s) = q, F s = F and G s = G. Now Theorem 1.2 is a consequence of (5.4). Without loss of generality in the proof of (5.4) we may assume that (5.5) 4 cN; 3 c p N; 2 cN; q CN ?1 ln N; N C; where c is a su ciently small positive absolute constant, and where C is a sufciently large absolute constant. Indeed, if at least one of inequalities (5.5) is not ful lled, then the result of the Theorem follows from the obvious estimate sup x F(x) ? G(x) c, which we may assume like (5.2).
The result of Theorem 1.2 follows from Lemmas 5.1 { 5.3. In Lemmas 5.2 and 5.3 we show that the integrals I k;r , I and J from Lemma 5.1 do not exceed the right-hand side of (5.4).
Lemma 5.1. Let H 1 = p N= 3 , and letF resp.Ĝ denote c.f. of F resp. G. The error by this replacement does not exceed (use (5.10) and note that m N, m = Cq ?1 ln N) cq ?1 N ?1 + 2P qNj 1 j 1 + 2P qNj 2 j 1 + 2P qNj 3 j 1 cq ?1 N ?1 + cN ?3=2 3 ln 3 N + cN ?2 ln 2 N 2 3 ; which is majorized by the right hand side of (5.4). In order to prove (5.6) we shall apply the smoothing inequality (3.1). The estimate (5.6) follows from (5.11) 2F(x+) 2G(x) + cI k;r + cI + cJ + R;
(5.12)
2F(x?) 2G(x) ? cI k;r ? cI ? cJ + R; if the remainder jRj is bounded by the right-hand side of (5.4). We shall prove only (5.11). The proof of (5.12) is similar; a minor di erence being that instead of the smoothing inequality (3.1) one should use (3.2). Alternatively one can derive (5.12) from (5.11) applying (5.11) to ?T (instead of T) and using symmetry arguments.
De ne
where the number k is chosen as k (N ? m)=2, and write H = qN 4(1 + 1 + 2 ) : Notice that H depends only on X m+1 ; : : : ; X N . Random variables X 1 ; : : : ; X m are independent of X m+1 ; : : : ; X N . Thus we may apply smoothing inequality (3.1) conditionally with H = qN=(4+4 1 +4 2 ), which is random but independent of X 1 ; : : : ; X m . We get 2F(x+) 1 + EI 1 + EI 2 ;
and where f(t) = E 1;:::;m expfitTg. Therefore (5.11) follows from jEI 1 j cI k;r + R; (5.13) jEI 2 + 1 ? 2G(x)j cI + cJ + R (5.14)
with the remainder terms jRj bounded by the right-hand side of (5.4). The random variable fmX 1 g is uniformly distributed. Therefore the local limit Theorem for densities implies (see Petrov (1975) Proof. Without loss of generality we may assume that s 2 = 1. We shall give the proof of (6.2) only since the proof of (6.1) is simpler. Expanding we get Collecting the estimates concludes the proof of the Lemma. The result of the following lemma is well-known, see Petrov (1975) , Bhattacharya and Rao (1986 
