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Material Anexo 
 
En el CD que se adjunta al ejemplar de tesis se encuentran disponibles 
todas las tablas que detallan las bases de datos utilizadas en las diversas 
aplicaciones QSPR-QSAR. Asimismo, se incluye una copia de todos los 
artículos científicos publicados. 
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Capítulo 1. Pesticidas y la Teoría       
QSPR-QSAR 
 
 
1.1. Introducción 
El objetivo principal de la ciencia de los pesticidas es ser capaz de 
predecir el impacto ambiental de un pesticida antes de ser liberado en el medio 
ambiente. Para ahorrar tiempo y dinero deberíamos ser capaces de hacer 
predicciones para cada pesticida, de ser posible con unos pocos ensayos 
experimentales y con cada vez menos experimentos en campo1. 
Los procesos ambientales, sin embargo, son enormemente complejos y 
a veces aparentemente aleatorios. Los sitios de mayor interés -campos 
agrícolas, bosques, lagos y arroyos, etc.- son ecosistemas delicados los cuales 
no son comprendidos en su totalidad y están sujetos a una gran variabilidad 
en tiempo y espacio. La diversidad y complejidad, indicadores de salud de tales 
ecosistemas, hace de la definición de lo que constituye un impacto significativo 
en tales sistemas una tarea difícil2. 
La mejor manera de desarrollar la capacidad de predicción es mejorar 
la comprensión de los procesos más básicos que impulsan la disipación y 
degradación de los pesticidas entre y dentro de los sitios ambientales, y 
aprender cómo estos procesos son controlados por las condiciones 
medioambientales. Por definición, los procesos básicos, una vez 
comprendidos, pueden ser extendidos a la descripción de cualquier situación. 
Un ejemplo del enfoque actual para la predicción de la contaminación 
potencial del agua es estimar la tendencia inherente de los compuestos 
químicos a la lixiviación o la escorrentía a partir de sus propiedades físicas y 
químicas. Un índice numérico de esta tendencia es combinado con las 
condiciones de manejo y con las condiciones del lugar (clima, suelo, y modo 
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de aplicación) para determinar la contaminación potencial bajo aquellas 
condiciones3. 
El descubrimiento de nuevos pesticidas y su posterior desarrollo para 
su comercialización se ha convertido cada vez más en un proceso dificultoso 
y caro. Algunas pocas áreas han sido descubiertas y explotadas en las últimas 
décadas, con mucha mayor intensidad que en décadas anteriores, 
particularmente en el dominio de los insecticidas. 
El criterio para que un pesticida sea aceptable ha cambiado 
dramáticamente. Además, las preocupaciones ambientales incrementaron la 
demanda en algunas nuevas áreas que han sido descubiertas. Como resultado 
de todo esto, los programas de descubrimiento exitosos deben ser muy 
eficientes para competir en el mercado actual de los pesticidas.  
La eficiencia significa hacer una rápida identificación del potencial de 
nuevos compuestos descubiertos, y si el potencial de los mismos lo justifica, 
definir la rápida optimización de propiedades deseables tales como actividad, 
selectividad y seguridad ambiental. 
En el pasado, estos procesos han sido llevados a cabo por expertos en 
los dominios específicos de pesticidas, insecticidas, herbicidas, fungicidas o 
nematicidas, quienes usaron mayoritariamente un enfoque basado en el arte 
y estudios intuitivos de estructura-actividad para el descubrimiento y 
optimización. Tales programas a menudo involucran la síntesis de miles de 
compuestos para descubrir un simple compuesto con las propiedades 
deseadas. A menudo, el compuesto encontrado ha sido descubierto más o 
menos por accidente y el compuesto elegido para la comercialización tiene 
propiedades que fueron un arreglo entre aquellos que están disponibles en el 
conjunto explorado. 
La elección de compuestos para su síntesis ha estado basada 
largamente en la experiencia del pasado de los científicos de pesticidas o en 
base a hipótesis químicas sobre el mecanismo de acción de los compuestos. 
Los sustituyentes han sido utilizados en el pasado repetidamente en un 
intento de incrementar la actividad. 
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El estudio de las propiedades de interés agronómico en pesticidas tales 
como sus propiedades fisicoquímicas o bien sus actividades biológicas pueden 
realizarse mediante los estudios de la Teoría de las Relaciones Cuantitativas 
Estructura-Propiedad y Actividad (QSPR-QSAR), que serán analizados 
posteriormente. 
 
1.2. Pesticidas 
1.2.1. Definición de pesticidas 
Conforme a la FAO4 un pesticida es cualquier sustancia o mezcla de 
sustancias destinadas a prevenir, destruir o controlar cualquier plaga 
incluyendo los vectores de enfermedades en el ser humano o animal, especies 
no deseadas de plantas o animales que causan su perjuicio, o de otro modo 
interfiriendo con la producción, transformación, almacenamiento o 
comercialización de productos alimenticios, materias primas agrícolas, 
madera y productos de madera, o alimentos para animales, o que puede ser 
administrado a los animales para combatir insectos, arácnidos u otras plagas 
en o sobre sus cuerpos.  
El término pesticida incluye los productos químicos utilizados como 
reguladores de crecimiento, defoliantes, desecantes, agentes para evitar la 
caída prematura de frutos, y las sustancias aplicadas a los cultivos antes o 
después de la cosecha para evitar el deterioro durante el almacenamiento o el 
transporte. El término, sin embargo, excluye a los productos químicos 
utilizados como fertilizantes, nutrientes de plantas y animales, aditivos 
alimentarios y medicamentos para animales. Un plaguicida se define también 
por la FAO en colaboración con la WHO/UNEP5 como productos químicos 
diseñados para combatir los ataques de diversas plagas y vectores en los 
cultivos agrícolas, animales domésticos y los seres humanos.  
Las definiciones anteriores implican que los pesticidas son agentes 
químicos tóxicos (compuestos orgánicos principalmente) que son 
deliberadamente liberados al medio ambiente para combatir las plagas en los 
cultivos y los vectores de enfermedades. 
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1.2.2. Antecedentes históricos del uso de pesticidas en agricultura y 
salud pública 
Los antecedentes históricos del uso de pesticidas en agricultura se 
remontan al comienzo de la propia agricultura, y posteriormente se hicieron 
más pronunciados en el tiempo, debido al aumento de la población de plagas 
en paralelo con la disminución de la fertilidad del suelo6. Sin embargo, el uso 
de los pesticidas modernos en agricultura y salud pública procede del siglo 
XIX. 
La primera generación de plaguicidas implicó el uso de compuestos 
altamente tóxicos, como arsénico (arseniato de calcio y arseniato de plomo) y 
un cianuro de hidrógeno, empleado como fumigante en 1860 para el control 
de plagas tales como hongos, insectos y bacterias. Otros compuestos incluyen 
al caldo bordelés (sulfato de cobre, cal y agua) y azufre. Su uso se abandonó 
debido a toxicidad e ineficacia. 
 
 
 
 
 
Figura 1.1. Arseniato de calcio 
 
La segunda generación de plaguicidas implicó el uso de compuestos 
orgánicos de síntesis. El primero de ellos fue el 1,1,1-tricloro-2,2-bis(p-
clorofenil) etano o diclorodifeniltricloroetano (DDT), primero sintetizado por el 
científico austríaco Othmar Zeidler, durante su tesis doctoral, y producido en 
los laboratorios de la Compañía Geigy en Alemania en 18747.  
El efecto insecticida de DDT fue descubierto por el químico suizo Paul 
Müller en 1939. En sus primeros días, el DDT fue aclamado como un milagro 
debido a su amplio espectro de actividad, persistencia, insolubilidad, bajo 
costo económico y facilidad de aplicación8. 
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  Figura 1.2. DDT 
En particular, el DDT era muy eficaz en matar las plagas aumentando 
los rendimientos de los cultivos, y además, su bajo costo permitió extender 
rápidamente su uso por todo el mundo. El DDT se utilizó también para 
muchas aplicaciones no agrícolas. Por ejemplo, la eliminación de piojos en 
soldados durante la Segunda Guerra Mundial, mientras que en salud pública 
se lo utilizó para el control de los mosquitos vectores de la malaria. Tras el 
éxito del DDT, otros productos químicos fueron sintetizados durante esta era, 
lo que Rachel Carson9 escribió en su libro como “Primavera silenciosa" se 
describe como la era de la "lluvia de productos químicos". 
El uso intensivo de pesticidas en agricultura está unido a “la revolución 
verde”. La revolución verde fue un movimiento agrícola mundial que comenzó 
en México en 1944 con el objetivo principal de aumentar los rendimientos de 
la producción de granos del mundo, que ya estaba en problemas para 
satisfacer la demanda creciente de alimentos de la población mundial. 
La revolución verde implicó tres aspectos principales de las prácticas 
agrícolas, entre los cuales el uso de pesticidas era una parte integral. A raíz 
de su éxito en México, la revolución verde se extendió por todo el mundo. El 
control de plagas ha sido siempre importante en agricultura. Debido a la 
revolución verde, se hizo necesario el uso de plaguicidas en los sistemas 
agrícolas tradicionales, ya que la mayoría de las variedades de alto 
rendimiento no eran ampliamente resistentes a las plagas y enfermedades, y 
en parte esto era debido al sistema de monocultivo10. 
Las plagas de insectos y roedores también representan una gran pérdida 
de productos agrícolas almacenados. La alimentación de los insectos está 
basada principalmente en el endospermo del grano y el germen. El resultado 
es la pérdida en el peso del grano, la reducción en el valor nutritivo y el 
Cl
Cl
CCl 3
  
12 
 
deterioro de la calidad; por ende, afectan el aprovechamiento final del grano. 
Los insectos se alimentan de granos causando daños físicos y produciendo la 
contaminación de los mismos con excrementos, con los huevos vacíos, mudas 
larvales y cocones.  
Un medio común de control de plagas en productos agrícolas 
almacenados siempre ha sido el uso de insecticidas tales como malatión, 
clorpirifos-metil o deltametrina, a través de impregnar dichos insecticidas 
sobre las superficies de los recipientes de almacenamiento11. 
 
 
(a)           (b)               (c) 
Figura 1.3. Insecticidas: (a) malatión, (b) clorpirifos-metil, (c) deltametrina 
 
Por otro lado, la malaria sigue siendo la principal enfermedad infecciosa 
transmitida por vectores en muchas partes de los trópicos. Se estima que se 
producen más de 300-500 millones de casos clínicos cada año, con casos 
como en África tropical que representan más del 90% de estas cifras12. Otras 
enfermedades transmitidas por vectores que representan un grave problema, 
especialmente en las zonas tropicales, incluyen la tripanosomiasis, la 
oncocercosis y la filariasis. Por lo tanto, es evidente que el descubrimiento de 
los pesticidas no es un lujo de una civilización técnica, sino más bien una 
necesidad para el bienestar de la humanidad. 
 
1.2.3. La motivación del estudio de los pesticidas 
El modo de acción de los pesticidas es extremadamente fascinante 
porque el tema abarca gran cantidad de campos de la biología y de la química 
y tiene muchas implicaciones prácticas.  
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Todas las disciplinas de la biología se han desarrollado enormemente 
desde el descubrimiento del DDT13, y los demás pesticidas sintéticos se 
introdujeron inmediatamente después de la Segunda Guerra Mundial. En ese 
momento, el conocimiento de los procesos bioquímicos y fisiológicos normales 
en los organismos no estaba lo suficientemente estudiado como para 
comprender correctamente el modo de acción de los plaguicidas, su absorción, 
distribución y degradación en el medio ambiente.  
El desarrollo de la resistencia de diversas especies de plagas a los 
plaguicidas no fue posible de predecir en aquel momento; qué tan rápido o en 
qué grado se desarrolla resistencia y qué mecanismos bioquímicos están 
involucrados en el proceso era una cuestión de experiencia e investigación de 
diversas áreas14. 
Ahora es conocida la manera en que se transmiten los impulsos 
nerviosos, las plantas sintetizan aminoácidos, o la manera en que los hongos 
invaden el tejido vegetal. La bibliografía en las diversas disciplinas biológicas 
se ha vuelto enorme, pero a pesar de esto, no revela la causa por la que los 
pesticidas interfieren con los procesos normales. Otros compuestos tóxicos se 
mencionan ocasionalmente, pero solamente cuando han sido herramientas 
para la exploración de los procesos normales.  
Para poder comprender la ciencia de los pesticidas, es necesario tener 
conocimientos en bioquímica de las plantas, fisiología del sistema nervioso de 
insectos, etc., para obtener una explicación más completa de los procesos 
normales alterados por los pesticidas. Para comprender la toxicología de los 
plaguicidas, es necesario conocer la química orgánica, bioquímica, casi todas 
las disciplinas de fisiología vegetal y animal a nivel celular u orgánico, y 
ecología, así como las ciencias aplicadas en agricultura15.  
 
1.2.4. Producción de alimentos de baja tecnología 
La mayoría de los pesticidas se han desarrollado en la industria química 
a gran escala, dado que el trabajo de persuasión necesario y todo el proceso 
de comercialización están ambos fuera del ámbito del pequeño empresario. 
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Por consiguiente, el desarrollo y producción de los plaguicidas puede 
clasificarse de alta tecnología, y el uso de tales productos no siempre se ajusta 
a las ideas cambiantes sobre una forma de vida mejor y más verdadera.  
La agricultura orgánica y biodinámica, sin pesticidas ni antibióticos, 
son cada vez más populares dado que la comunidad no recibe con gran 
entusiasmo el uso de plantas transgénicas. 
El conocimiento público de los posibles efectos colaterales negativos de 
la producción y uso de plaguicidas ha conducido definitivamente a un mayor 
requerimiento de responsabilidad por parte de la industria química, mayor 
prudencia por parte de los agricultores y una legislación más estricta.  
Los pesticidas definitivamente han mejorado nuestras vidas al ser 
herramientas versátiles en la producción de alimentos y en el combate de 
enfermedades transmitidas por insectos16. 
 
1.2.5. Un gran mercado. El número de productos químicos usados como 
pesticidas 
El Manual de Pesticidas de 197917 presenta 543 ingredientes activos. 
Aproximadamente 100 de estos son insecticidas organofosforados y 25 son 
carbamatos usados contra insectos. La publicación de El Manual de Pesticidas 
del año 200318 describe 812 plaguicidas y enumera 598 que son 
reemplazados.  
Los 890 compuestos químicos sintetizados de hoy en día están 
aprobados como pesticidas en todo el mundo y la cantidad de productos 
comercializados se estima en 20700. Los insecticidas organofosforados siguen 
siendo el mayor grupo de insecticidas que, según El Manual de Pesticidas, 
contienen alrededor de 67 ingredientes activos en el mercado, pero los 
piretroides están aumentando en importancia, con 41 ingredientes activos.  
Los inhibidores de la desmetilación de esteroides (DMI) constituyen el 
principal grupo de fungicidas (31). Los inhibidores de la fotosíntesis (triazinas 
16, ureas 17 y otros grupos minoritarios) y los ácidos ariloxialcanoicos 
imitantes a las auxinas (20) continúan siendo muy populares como 
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herbicidas, pero muchos inhibidores de la síntesis de aminoácidos 
extremadamente potentes (por ejemplo, las sulfonilureas (27)) se han vuelto 
más importantes. 
Es muy interesante estudiar las listas de pesticidas a la venta en 1945 
o antes. El arseniato de plomo, las sales de mercurio y algunos compuestos 
orgánicos de mercurio, el arseniato de zinc, las sales de cianuro, la nicotina, 
el nitrocresol y el clorato de sodio se vendieron con pocas restricciones. Muy 
pocos de estos pesticidas tempranos se consideran ahora seguros. El mundo 
tenía una gran necesidad de plaguicidas seguros y eficientes como el DDT. 
Esta fantástica nueva sustancia comenzó a aparecer en ese momento en las 
listas de plaguicidas aprobados bajo varios nombres (Gesarol, Boxol S, 
pentaclorodifeniletano, etc.). 
El herbicida 2,4-D obtuvo un estado similar al primer herbicida real 
efectivo que hizo posible la mecanización en agricultura. “El descubrimiento 
del 2,4-D como herbicida durante la Segunda Guerra Mundial precipitó el 
mayor avance individual en la ciencia del control de malezas y el adelanto más 
significativo en agricultura19”. 
 
1.2.6. Cantidad de pesticidas producidos 
Los pesticidas exitosos se producen en cantidades masivas. Se ha 
estimado que, entre 1943 y 1974, la producción mundial de DDT solo alcanzó 
92.8.10  kg20. El DDT fue el primer pesticida sintético eficiente y tenía todas 
las buenas propiedades para un insecticida que en ese momento se pudiera 
imaginar. Es extremadamente estable y solo un tratamiento puede ser 
suficiente para un buen control de las plagas de insectos. Es económico en su 
producción y tenía (y aún tiene) una baja toxicidad para los humanos, pero es 
extremadamente activo para casi todos los insectos. Como herramienta en 
campañas antipalúdicas, fue extremadamente eficiente. Al final de la Segunda 
Guerra Mundial se utilizó para combatir enfermedades transmitidas por 
insectos y plagas agrícolas y domésticas, como moscas y chinches.  
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La producción de DDT como primer pesticida eficiente moderno alcanzó 
el máximo en 1963 con 78.13.10  kg solo en Estados Unidos. Las prohibiciones 
y restricciones del uso de DDT han reducido su volumen de producción. Hoy 
se ha firmado un tratado internacional para restringir su uso a muy pocas 
aplicaciones en control de vectores. 
Por lo tanto, el DDT ya no es tan importante como producto comercial. 
No hay protecciones de patentes, y debido a problemas ambientales, su 
utilidad es limitada. Además, la resistencia de los insectos al DDT en cualquier 
caso habría restringido su utilidad. 
Otros pesticidas constituyen ahora una parte integral de la agricultura 
en todo el mundo y representan aproximadamente el 4.5% del costo total de 
la producción agrícola en Estados Unidos. El uso de pesticidas en ese país 
promedió más de 85.44.10  kg de ingredientes activos en 1997, excediendo el 
precio de 11.9 mil millones de dólares, mientras que el consumo mundial de 
plaguicidas en 1995 se ha estimado en 92.6.10  kg de ingredientes activos. Los 
plaguicidas superactivos más nuevos se pueden emplear a volúmenes muy 
bajos, incluidos los herbicidas como el glufosinato y el glifosato, e insecticidas 
como los piretroides sintéticos. 
Los herbicidas dominan el mercado como se muestra en la Tabla 1.1. 
 
 
 
 
 
  (a)         (b) 
Figura 1.4. Herbicidas: (a) glufosinato de amonio, (b) glifosato 
 
Tabla 1.1. Producción porcentual de pesticidas 
Ventas % 
Herbicidas 47.6 
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Insecticidas 29.4 
Fungicidas 
 
17.4 
 
Otros 5.5 
Los herbicidas se aplican al 92%, y al 97%, de la superficie sembrada 
con maíz, algodón, soja y cítricos; tres cuartos de superficie vegetal; y dos 
tercios de la superficie cultivada con manzanas y otras frutas. 
Los países nórdicos tienen menos plagas de insectos en su agricultura 
y muy pocas enfermedades humanas o veterinarias que se transmiten por 
insectos. Existen restricciones contra el uso de aviones para la fumigación con 
insecticidas en las áreas de silvicultura y agricultura. Los insecticidas son en 
volumen mucho menos significativos que los herbicidas en esos casos. 
El 87% del uso mundial de plaguicidas está en agricultura, y Europa, 
EE.UU., y Japón constituyen el mercado más grande, especialmente para 
herbicidas, mientras que los insecticidas dominan Asia, África y América 
Latina.  
El mercado mundial de pesticidas químicos está en torno a un valor de 
31 mil millones de dólares, y está aumentando en torno del 1% al 2% por año. 
El costo para desarrollar un pesticida nuevo se estimó en alrededor de 80 
millones de dólares en 1999, y la alta demanda de investigación toxicológica 
sobre cada sustancia nueva es la razón más importante del alto costo.  
Resulta mucho más económico desarrollar un nuevo pesticida cuando 
se conoce su modo de acción. Por lo tanto, no es sorprendente que los nuevos 
insecticidas organofosforados y los herbicidas derivados de la urea se 
comercialicen cada vez más cada año. Los piretroides constituyen un nuevo 
grupo de reputación similar. El modo exacto de acción no se entendió durante 
mucho tiempo, pero en Rothamstead Experimental Station y otros institutos 
se llevaron a cabo estudios básicos de las relaciones estructura-actividad, lo 
que permitió desarrollar compuestos más activos. 
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1.2.7. Mercado e investigación 
Muy pocas compañías multinacionales de agroquímicos dominan el 
mercado. Debido a la integración vertical y horizontal, el número de empresas 
disminuye cada año. Por ejemplo, las empresas suizas CIBA y Geigy se 
fusionaron para convertirse en CIBA-Geigy, que se fusionó con Sandoz para 
formar Novartis, que se fusionó con AstraZeneca para formar Syngenta. 
AgroEvo se fusionó con Rhône-Poulenc para formar Aventis.  
La nueva era de la biotecnología que acaba de comenzar acelerará este 
proceso. Las empresas tratarán de hacerse con el mercado de semillas de 
cultivos transgénicos resistentes a plagas de insectos y enfermedades, o que 
sean tolerantes a los herbicidas.  
Vale la pena mencionar que muchos países como India, Brasil, China y 
Sudáfrica tienen grandes productores de pesticidas. A menudo toman la 
producción de pesticidas más viejos sin protección de patente, y producen 
pesticidas que por diversas razones ya no están aprobados en EE.UU. o 
Europa. Un ejemplo de esto, es el insecticida organofosforado muy tóxico 
monocrotofos, que se canceló en EE.UU. en 1988 pero de todas maneras se 
produce y utiliza en Asia21. 
 
 
 
 
Figura 1.5. Monocrotofos 
 
1.2.8. Lista de compuestos incluidos en el Convenio de Estocolmo 
La tasa de rendimiento de un producto químico tenderá a disminuir a 
lo largo de los años debido a que se desarrollan nuevos compuestos 
competitivos, sea porque la resistencia puede restringir su utilidad, porque 
aparecen nuevos datos sobre su actividad ecotoxicológica, o bien por su 
toxicidad en la salud humana.  
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Muchas organizaciones involucradas en problemas ambientales 
intentan acelerar el proceso y promover la producción agrícola sin el uso de 
pesticidas22. Es muy común configurar listas de compuestos que poseen 
efectos sobre la salud humana y el medio ambiente.  
Muy a menudo, estas sustancias ya han sido reemplazadas y no tienen 
ninguna protección de patente. Por ejemplo, la siguiente lista es producida por 
Pesticide Action Network. Se agrega el año de comercialización o patente. 
Todas las sustancias tienen más de 30 años, y muchas de ellas ya están en la 
lista de pesticidas reemplazados de acuerdo con El Manual de Pesticidas23 
(1994 o posterior), por lo tanto, son de menor interés. 
 
Tabla 1.2. Lista de compuestos pesticidas retirados del mercado 
 
Compuesto año de entrada en 
mercado/patente 
Aldicarb 1965 
Aldrin 
 
1948 
 
Amitrol 
 
1955 
 
Binapacryl 
 
1960 
 
Camphechlor 
 
1947 
 
Clordano 
 
1945 
 
Chlordimeform 
 
1966 
 
Clorobencilato 
 
1952 
 
Chlorpropham 
 
1951 
DBCP1 
 
1955 
 
DDT 
 
1942 
 
Dieldrin 
 
1948 
 
Dinoseb 
 
1945 
 
EDB2 
 
1946 
 
Endrin 
 
1951 
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Óxido de etileno 1935 
 
Fluoroacetamida 
 
1955 
 
Heptacloro 
 
1951 
 
Hexaclorobenceno  1945 
 
Hexaclorociclohexano (isómeros mixtos) 
 
1940 
 
Isobenzan 
 
1957 
 
Lindano 
 
1942 
 
Compuestos de mercurio 
 
? 
 
Methamidophos 1970 
Fuente: http://www.pan-uk.org/briefing/SIDA_FIL/Chap1.html 
1 1,2 dibromo-3-cloropropano 
2 dibromuro de etileno 
Se alienta el cambio de las empresas agroquímicas hacia el desarrollo 
de plaguicidas de bajo riesgo, y los procedimientos de aprobación más 
eficientes son un instrumento al que puede recurrirse para acelerar el cambio. 
Desde 1993, la Agencia de Protección Ambiental (EPA) de EE.UU. comenzó un 
programa de revisión expeditivo de lo que podría clasificarse como plaguicidas 
de bajo riesgo.  
Las revisiones aceleradas pueden reducir el tiempo de registro en más 
de la mitad. Resulta de interés estudiar los criterios establecidos por la EPA 
para plaguicidas de bajo riesgo, porque se tratan de principios importantes en 
el desarrollo de nuevos plaguicidas.  
El pesticida: 
 Debe tener un impacto reducido en la salud humana y muy baja 
toxicidad para los mamíferos 
 Puede tener una toxicidad menor que las alternativas 
 Puede desplazar sustancias químicas que plantean problemas 
potenciales para la salud humana, o reducir la exposición a 
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mezcladores, cargadores, aplicadores o en el reingreso de los 
trabajadores 
 Puede reducir los efectos en organismos no-objetivo (como las abejas 
melíferas, las aves y los peces 
 Puede exhibir un menor potencial de contaminación de aguas 
subterráneas 
 Puede disminuir o implicar menos aplicaciones que en otras 
alternativas 
 Puede tener un menor potencial de resistencia a plagas (tiene un nuevo 
modo de acción) 
 Puede tener una alta compatibilidad con el manejo integrado de plagas 
 Tiene una mayor eficacia 
 
Aproximadamente una veintena de tales plaguicidas de riesgo reducido 
están ahora registrados en EE.UU., que comprenden herbicidas (5), 
insecticidas (8), fungicidas (5), un repelente de aves y un activador de plantas. 
Su modo de acción se basa en nuevos principios activos. La mayoría de ellos 
se enumeran a continuación, junto con el año de registro. 
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Tabla 1.3. Pesticidas, modo de acción y año de registro 
 
 
pesticida modo de acción año de registro 
 Herbicidas  
Imazapic Inhibidor de ALS 1 (1997) 1997 
 
Imazamox Inhibidor de ALS (1997) 
 
1997 
 
Carfentrazona 
 
Inhibe la 
protoporfirinógeno 
oxidasa, causando la 
disrupción de la 
membrana (1996) 
 
1996 
 
Dioffezopir Inhibe el mecanismo de 
transporte de auxinas 
(1999) 
 
1999 
 
Dimethenamide 
 
Inhibidor de la división 
celular 
 
1999 
 
 Insecticidas 
 
 
Diflubenzuron 
 
Inhibidor de la síntesis de 
quitina 
 
1998 
 
Hexaflumurón 
 
Inhibidor de la síntesis de 
quitina 
 
1994 
 
Pymetrocina 
 
Detiene la alimentación 
 
1999 
Pyriproxyfen 
 
Inhibe la embriogénesis 
 
1998 
 
Spinosad 
 
Activa el receptor 
nicotínico de acetilcolina 
1997 
 
 Fungicidas 
 
 
Azoxystrobin 
 
Bloquea la transferencia 
de electrones entre el 
citocromo b y el citocromo 
C1 en la mitocondria 
 
1997 
Cyprodinil 
 
Inhibe la síntesis de 
metionina 
 
1994 
 
Fludioxonil 
 
Puede inhibir la 
fosforilación de glucosa 
 
1993 
 
Metalaxil-M Inhibe la síntesis de ARN 
ribosómico en hongos 
1996 
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1 ALS: Acetolactato sintetasa 
 
1.2.9. Toxicología, ecotoxicología y toxicología ambiental 
La palabra griega τοξιχον (toxicon) se usó para líquidos venenosos en los 
que se sumergían las puntas de flecha. La palabra toxicología, derivada de 
esta palabra, se ha usado como el nombre de la ciencia dentro de la medicina 
humana que describe el efecto de los venenos en los humanos.  
La definición incluye captación, excreción y metabolismo de venenos 
(toxicocinética), así como los síntomas y la manera en que se desarrollan 
(toxicodinámica). Podemos decir que la toxicodinámica nos dice lo que los 
tóxicos hacen a los organismos; y la toxicocinética, lo que el organismo hace 
con la sustancia.  
La toxicología también incluye la legislación que se aplica para proteger 
el medio ambiente y la salud humana, y las evaluaciones de riesgos necesarias 
para este fin. Hoy en día, un toxicólogo no trabaja exclusivamente con la 
especie Homo sapiens u organismos modelo como las ratas, sino con todo tipo 
de organismos24. 
El término ecotoxicología se define como “la ciencia que se ocupa de la 
acción de las sustancias químicas y agentes físicos sobre organismos, 
poblaciones y sociedades dentro de ecosistemas definidos”. Incluye 
transferencia de sustancias e interacciones con el medio ambiente25. 
La ecotoxicología a veces se usa como sinónimo de toxicología 
ambiental; sin embargo, este último también abarca los efectos de los 
compuestos químicos ambientales y otros agentes en los seres humanos. 
Debido a que los procesos fisicoquímicos básicos detrás de la interacción entre 
las biomoléculas y los productos químicos son independientes del tipo de 
organismo, no es necesario tener una división demasiado rígida entre las 
diversas ramas de la toxicología. 
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1.2.10. Pesticidas, biocidas, nombres comunes, nombres químicos y 
nombres comerciales 
Los plaguicidas son sustancias químicas específicamente desarrolladas 
y producidas para su uso en el control de plagas agrícolas y de salud pública, 
para aumentar la producción de alimentos y fibra, y para facilitar los métodos 
agrícolas modernos. No están incluidos los antibióticos que permiten controlar 
a los microorganismos como las bacterias.  
Por lo general, los plaguicidas se clasifican de acuerdo con el tipo de 
plaga que van a controlar (fungicidas, alguicidas, herbicidas, insecticidas, 
nematicidas y molusquicidas). Cuando la palabra pesticida se usa sin 
modificación, implica un material sintetizado. El pesticida vegetal es una 
sustancia producida naturalmente por las plantas que la defiende contra los 
insectos y los microbios patógenos. 
El término biocida no se emplea demasiado en la literatura científica. 
Se puede usar para una sustancia que es tóxica y mata varias formas de vida 
diferentes. Las sales de mercurio (Hg2+) pueden llamarse biocidas porque son 
tóxicas para microorganismos, animales y muchos otros organismos, 
mientras que el DDT no es un biocida debido a su especificidad para los 
organismos con un sistema nervioso (tales como animales).  
La palabra biocida también se considera un término colectivo para 
denotar sustancias desarrolladas intencionalmente contra organismos 
dañinos. En una directiva de la Comunidad Europea26, encontramos la 
siguiente definición: 
Los biocidas son preparados químicos que contienen una o más 
sustancias activas destinadas a controlar organismos nocivos por medios 
químicos o biológicos, pero por inferencia, no por medios físicos. La 
clasificación de los biocidas se divide en cuatro grupos principales: 
desinfectantes y biocidas generales, conservantes, control de plagas y otros 
biocidas, y estos se dividen en 23 categorías diferentes27. 
Los plaguicidas tienen uno o más nombres estándares y uno o más 
nombres químicos. Las diferentes compañías fabrican productos con nombres 
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comerciales registrados. Deben ser diferentes de los nombres estándares, pero 
también deben estar aprobados. La industria química también utiliza con 
frecuencia un número de código para sus productos. 
En Alemania, por ejemplo, los viejos agricultores todavía conocen al 
paratión por el número E-605, que fue utilizado por Bayer Chemie antes de 
que se le otorgara un nombre estándar y se le diera una marca comercial o un 
nombre químico como O,O'-dietil paranitrofenil fosforotioato. El nombre 
químico es a menudo muy complicado e incluso difícil de interpretar para un 
químico. La fórmula química, sin embargo, es a menudo mucho más simple y 
puede decir algo sobre la propiedad del compuesto, incluso a una persona con 
un nivel de conocimiento moderado de la química. 
Nombres comunes 
Institución Británica de Estándares                                                                             Captan 
Organización Internacional de Estandarización (ortografía francesa)               Captan 
Ministerio Japonés de Agricultura, Silvicultura y Pesca                                             Captan 
Sudáfrica                                                                                                                      Captan 
Norsk språkråd (norma noruega)                                                                                 Kaptan 
Nombres químicos 
Chemical Abstracts (CA) 
3a, 4,7,7a-tetrahidro-2 - [(triclorometil) tio] -1H-isoindol-1,3 (2H) -diona  
Unión Internacional de Química Pura y Aplicada (IUPAC) 
N- (triclorometiltio) ciclohex-4-eno-1,2-dicarboximida 
Nombres comerciales 
Captan, Captec, Merpan, Orthocide, Phytocape, etc. (se han registrado hasta 38 
nombres comerciales y nombres químicos diferentes solo para esta sustancia). 
Número de registro de Chemical Abstracts Services (CAS-RN) 
133-06-2 
Varios códigos 
SR 406, ENT 26538 
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Estructura química 
                                              
 
 
Figura 1.6. Captan 
 
1.3. Fundamentos de la Teoría QSPR-QSAR 
Hoy día encuentra verdadero interés la predicción teórica del gran 
número de propiedades fisicoquímicas y biológicas de las sustancias, en 
diversas áreas de la Química. En muchas circunstancias las medidas 
experimentales de tales propiedades permanecen desconocidas por trabajarse 
con compuestos que resultan ser nuevos, tóxicos o que demandan demasiado 
tiempo de medición experimental. A su vez, si la cuestión se resolviera con el 
simple procedimiento de síntesis y testeo de sustancias sin otra guía que la 
posterior prueba y error, ello constituiría una metodología extremadamente 
laboriosa, costosa y nada científica. 
Las distintas formulaciones de la Teoría de las Relaciones Cuantitativas 
Estructura Propiedad (QSPR) y Actividad (QSAR)28-30 son capaces de lograr 
dicho objetivo, por medio de la búsqueda de una relación hipotética entre la 
estructura molecular y la propiedad/actividad de las sustancias químicas.  
Desde que Corwin Hansch y Toshio Fujita realizaron su trabajo 
fundamental en la Teoría QSPR-QSAR en 196431, la metodología ha 
evolucionado a lo largo de los años a partir de un modelo de regresión simple 
con pocas variables, hasta transformarse en una herramienta aplicable a un 
amplio rango de problemas químicos, biológicos, y farmacológicos29. Los 
avances de la Teoría QSPR-QSAR no han cesado y las aportaciones 
significativas se suceden continuamente.  
Los estudios QSPR-QSAR son capaces de sugerir paralelismos entre la 
estructura y la propiedad, asisten al descubrimiento, diseño, y optimización 
molecular de nuevos compuestos químicos, y si son construidos 
racionalmente pueden hasta lograr suministrar alguna información inherente 
S
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a los mecanismos de acción molecular30. Una ventaja de poseer mejores 
descripciones de la estructura molecular es que resulta posible transferir 
información de una serie de moléculas a otra serie distinta. 
Por ejemplo, el Factor de Bioconcentración (BCF) de un herbicida, 
funguicida o de cualquier pesticida tiene gran interés cuando se clasifica su 
potencial tóxico como resultado de una exposición crónica al mismo. La 
determinación experimental de BCF no es simple, por lo cual resulta de interés 
disponer de modelos QSPR aplicables en sustancias aún no medidas. Lo 
mismo vale para la acción insecticida: un estudio QSAR de la actividad de 
dosis letal media en ratas podría revelar aquellas estructuras que poseen 
mayor influencia sobre dicha actividad. 
Es posible clasificar a los estudios QSPR/QSAR de dos maneras: 
tradicionales o semiempíricos. El trabajo fundamental que desarrollaron 
Hansch y Fujita se basó en un modelado tradicional, en el cual presenta 
especial interés establecer relaciones empíricas propiedad-propiedad. Por 
ejemplo, se pueden explicar propiedades “complicadas” como lo son los efectos 
biológicos de sustancias en términos de propiedades fisicoquímicas más 
simples de entender, como es el caso de la solubilidad acuosa, el coeficiente 
de partición entre las fases n-octanol/agua, la refracción molar, puntos de 
ebullición, volúmenes molares o calores de vaporización. Todas estas 
propiedades que son medida del carácter lipofílico, forma molecular y 
propiedades electrónicas dependen de la estructura, si bien en un modo 
indirecto, y se pueden medir experimentalmente de manera más fácil que las 
propiedades que buscan modelarse.  
Sin embargo, en la práctica presenta mayor utilidad proponer modelos 
basados únicamente en información teórica deducida de la estructura 
molecular, requerimiento que los modelos empíricos de Hansch no cumplen. 
Por tal motivo, en el contexto de la Teoría QSPR-QSAR debe 
representarse la estructura molecular, una propiedad genérica del sistema, a 
través de números denominados descriptores moleculares, cantidades 
teórica- o empíricamente definidas y que reflejan alguna característica global 
o subestructural de cada molécula32,33.  
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Los descriptores se deducen de diferentes teorías, tales como la 
Mecánica Cuántica, la Teoría de la Información, la Teoría de Grafos34-36, u 
otras, siendo los más elementales aquellos que corresponden a la cuenta de 
átomos y tipos de enlaces presentes en la molécula.  
En la actualidad, se dispone de miles de definiciones de descriptores 
asequibles de la literatura, y un problema principal a resolver en QSPR/QSAR 
es la adecuada selección de un conjunto reducido y representativo de 
descriptores moleculares, para diseñar un modelo que sea capaz de explicar y 
predecir lo mejor posible a la propiedad bajo estudio32. 
Es factible desarrollar el trabajo QSPR-QSAR cotidiano gracias a la gran 
disponibilidad de métodos aproximados existentes en la literatura y que 
posibilitan establecer la relación estructura-propiedad/actividad. El más 
simple y muy conocido de todos ellos es el análisis de Regresión Lineal 
Multivariable (MLR)37.  
En aquellas situaciones en que la relación estructura-propiedad resulta 
más complicada y presenta un alto carácter no-lineal, como es el modelado de 
actividades biológicas de sustancias, es usual recurrir a otras técnicas 
estándares más elaboradas, tales como los Algoritmos Genéticos (GA)38, o las 
Redes Neuronales Artificiales (ANN)39.  
Los Algoritmos Genéticos se basan en las reglas de evolución biológica 
de los organismos vivientes, mientras que las Redes Neuronales fueron 
originalmente definidas como modelo de la actividad del cerebro humano: son 
capaces de reconocer relaciones altamente no-lineales entre la propiedad y la 
estructura durante el procesamiento de los datos.  
También es posible establecer modelos no-lineales y no-estadísticos por 
medio de la Teoría del Orden40,41, que permite ordenar datos y realizar 
interpolaciones lineales sin necesidad de emplear los métodos clásicos 
dependientes de parámetros ajustables. La Teoría del Orden se basa en 
elementos básicos de la Matemática Discreta y no requiere conocer la función 
matemática del modelo en la relación estructura-propiedad. 
29 
 
Con el fin de elucidar el poder predictivo de los modelos desarrollados, 
la etapa de validación de los modelos QSPR-QSAR suele recurrir al uso de un 
conjunto externo de moléculas de validación42, a la técnica de Validación 
Cruzada43, la técnica de Aleatorización-Y 44, o a la definición del dominio de 
aplicabilidad del modelo45. No obstante, el desarrollo de los métodos de 
validación es un área de investigación activa y en desarrollo46–48. 
Es importante señalar que la hipótesis fundamental de QSPR-QSAR no 
es predecir el mecanismo de acción molecular sino la propiedad/actividad, el 
resultado final del mecanismo que una estructura química produce. Sin 
embargo, la predicción acertada de la propiedad/actividad de una sustancia 
permite inferir alguna información del fenómeno involucrado, como cuando 
una estructura es predicha activa/inactiva. Toda formulación QSPR-QSAR 
trata de establecer paralelismos que seleccionen los factores estructurales 
microscópicos preponderantes que afectan la propiedad/actividad49-51. 
 
1.4. Objetivos específicos 
 Entre los objetivos específicos del presente trabajo de tesis 
doctoral se citan los siguientes:  
- desarrollar modelos matemáticos que resulten capaces de cuantificar 
relaciones hipotéticas entre la estructura química y la propiedad/actividad de 
pesticidas, a través de la técnica del análisis de regresión lineal multivariable 
aplicada a diferentes bases de datos de propiedades de interés agronómico 
extraídas de la literatura actualizada. Para ello, se utilizarán los mejores 
descriptores moleculares que surjan del análisis de miles de descriptores 
estructurales, obtenidos de programas computacionales de libre acceso 
- investigar el comportamiento de los descriptores flexibles u óptimos en los 
estudios QSPR-QSAR de pesticidas, e incorporarlos en los modelos en caso 
que resulten adecuados. Para ello, uno debe ser capaz de definir la 
construcción matemática del descriptor flexible, y debe elegir el procedimiento 
de ajuste de sus partes variables para alcanzar las mejores predicciones de la 
propiedad, evitando el sobreajuste del conjunto de calibración para así poder 
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alcanzar una calidad predictiva aceptable y el modelo supere su validación 
externa 
- abordar el tratamiento de grandes conjuntos moleculares de alta diversidad 
estructural y que incluyan pesticidas  
- demostrar a través de los resultados encontrados que un enfoque basado en 
la representación estructural independiente de la conformación molecular 
permite alcanzar predicciones confiables de la propiedad/actividad estudiada 
La calidad de las predicciones conseguidas con estos estudios QSPR-
QSAR de pesticidas se comparará con la información experimental disponible 
y a través de las predicciones alcanzadas por metodologías teóricas 
alternativas de la literatura.   
La presente tesis se enfoca en la construcción de modelos predictivos y 
que sean de utilidad como herramienta para asistir la búsqueda de 
estructuras químicas con valores favorables de la propiedad/actividad. La 
habilidad de predecir las propiedades fisicoquímicas y actividades biológicas 
de las sustancias químicas permite analizar de antemano las propiedades de 
compuestos nuevos, tóxicos o que demandan demasiado tiempo de evaluación 
experimental. Así, los modelos pueden ser utilizados para la predicción de las 
propiedades fisicoquímicas/actividades biológicas de los nuevos compuestos 
químicos sintetizados en el laboratorio y carentes de datos experimentales. 
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Capítulo 2. Descriptores moleculares 
 
 
2.1. Introducción 
La geometría o estructura molecular se refiere a la disposición 
tridimensional de los átomos en la molécula, y determina muchas de las 
propiedades de las sustancias químicas, tales como reactividad, polaridad, 
fase, color, magnetismo, actividad biológica, etc.  
Actualmente, el principal modelo estructural es la teoría de repulsión de 
pares de electrones de valencia (TRPEV), empleada internacionalmente por su 
gran predictividad. Dicho modelo es uno de los conceptos más importantes en 
el desarrollo científico. El razonamiento basado en la estructura molecular ha 
jugado un papel importante en el desarrollo de la fisicoquímica, la física 
molecular, la química orgánica, química cuántica, síntesis química, química 
médica, etc.1  
Las geometrías moleculares se determinan experimentalmente mejor 
cuando las muestras están próximas al cero absoluto de temperatura, porque 
a temperaturas más altas las moléculas presentarán un movimiento 
rotacional considerable. En el estado sólido la geometría molecular puede ser 
determinada por difracción de rayos X. Las geometrías se pueden calcular 
teóricamente por procedimientos mecanocuánticos ab initio o por métodos 
semiempíricos de modelado molecular2. 
La posición de cada átomo se determina por la naturaleza de los enlaces 
químicos con los que se conecta a sus átomos vecinos. La geometría molecular 
puede describirse por las posiciones de estos átomos en el espacio, 
mencionando la longitud de enlace de dos átomos unidos, ángulo de enlace 
de tres átomos conectados y ángulo de torsión de tres enlaces consecutivos. 
La geometría o estructura molecular es un sistema complejo. Las 
ciencias de la complejidad estudian fenómenos, sistemas, o comportamientos 
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de complejidad creciente; esto es, fenómenos y sistemas que aprenden y se 
adaptan3. Los sistemas de complejidad creciente se caracterizan 
principalmente porque presentan dinámicas irreversibles, súbitas, 
imprevisibles, aperiódicas, además de varios otros rasgos característicos. 
Los sistemas complejos pueden y deben ser simulados, y la simulación 
apunta a la importancia de la computadora, de las ciencias computacionales 
y las herramientas y enfoques propios de la computación4,5. 
En complejidad, los grados de libertad de un fenómeno o sistema 
consisten en el número de parámetros necesarios o posibles, según el caso, 
para comprender o explicar un fenómeno.6 La complejidad de un fenómeno es 
directamente proporcional a los grados de libertad que exhibe un sistema, de 
manera que a mayores grados de libertad mayor complejidad. 
Es evidente que una molécula, con su concepto integrado de estructura 
molecular, cumple exactamente estas condiciones. Las propiedades de una 
molécula no dependen sólo de las propiedades de los átomos componentes, 
sino también de sus conexiones mutuas. Por lo tanto, son inherentes a la 
organización molecular en su conjunto y estabilidad y no se pueden derivar 
como la suma de las propiedades de los átomos componentes. En principio, 
tenemos un sistema holístico. 
Debido a su complejidad, la estructura molecular no puede ser 
representada por un modelo formal único. Dependiendo del nivel de la 
aproximación teórica subyacente, varias representaciones moleculares 
pueden representar la misma molécula. Estas representaciones, sin embargo, 
a menudo no son derivables la una de la otra. 
Se han propuesto representaciones estructurales diferentes, por 
ejemplo, la representación tridimensional euclidiana, la representación 
bidimensional en base a la teoría de grafos, o las representaciones vectoriales 
llamadas ‘indicadores’ donde se almacenan las frecuencias de varios 
fragmentos moleculares.  
La historia de la Teoría QSPR-QSAR comenzó un siglo antes que la 
historia de los descriptores moleculares, estando estrechamente relacionada 
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con el desarrollo de las teorías de la estructura molecular. El modelado QSPR-
QSAR nació en el campo de la toxicología. Los intentos de cuantificar las 
relaciones entre la estructura química y la toxicidad aguda potencial han 
formado parte de la literatura toxicológica durante más de 100 años. En 
defensa de su tesis titulada "Acción del alcoholismo sobre el organismo" en la 
Facultad de Medicina de la Universidad de Estrasburgo en Francia (1863), 
Cros señaló que existía una relación entre la toxicidad de los alcoholes 
alifáticos primarios y su solubilidad en agua. 
Crum-Brown y Fraser (1868-69)7–9 propusieron la existencia de una 
correlación entre la actividad biológica de diferentes alcaloides y su 
constitución molecular.  
Más específicamente, la acción fisiológica de una sustancia Φ  en un 
determinado sistema biológico se definió como una función f de su 
constitución química (C): 
( ) fΦ C            (2.1) 
Por lo tanto, una alteración en la constitución química se reflejaría por 
un efecto sobre la actividad biológica. Esta ecuación puede considerarse la 
primera formulación general de un modelo QSPR-QSAR. 
Años más tarde, una hipótesis sobre la existencia de correlaciones entre 
la estructura molecular y las propiedades fisicoquímicas se informó en el 
trabajo de Körner (1874)10, que se ocupó de la síntesis de bencenos 
disustituidos y el descubrimiento de los derivados orto, meta y para. Se pensó 
que los diferentes colores de los bencenos disustituidos estaban relacionados 
con sus diferencias en la estructura molecular. Diez años más tarde, Mills 
(1884)11 publicó un estudio sobre el punto de fusión y el punto de ebullición 
relacionado con la composición. 
Los modelos cuantitativos de propiedad y actividad, comúnmente 
referidos como el inicio de los estudios sistemáticos de modelado QSPR-
QSAR,12 han surgido de la búsqueda de relaciones entre la potencia de los 
anestésicos locales y el coeficiente de partición aceite/agua13 entre la narcosis 
y la longitud de la cadena14, y la narcosis y la tensión superficial15. En 
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particular, los conceptos desarrollados por Meyer y Overton son a menudo 
referidos como la Teoría Meyer-Overton de la acción narcótica13,14. Los 
primeros enfoques teóricos de modelos QSPR-QSAR datan de finales de la 
década de 1940 y son aquellos que relacionan actividades biológicas y 
propiedades fisicoquímicas con índices numéricos teóricos derivados de la 
estructura molecular. 
Sobre la base de la teoría de grafos, el índice de Wiener16 y el número de 
Platt17 propuestos en 1947 para modelar el punto de ebullición de los 
hidrocarburos, fueron los primeros descriptores moleculares teóricos basados 
en la teoría de grafos. 
A principios de la década de 1960, se propusieron nuevos descriptores 
moleculares, dando inicio a estudios sistemáticos sobre los descriptores 
moleculares, principalmente basados en la teoría de grafos18–27. 
El uso de descriptores químico-cuánticos en los estudios QSPR-QSAR 
se remonta a principios de la década de 197024, aunque tales descriptores se 
definieron y utilizaron mucho tiempo atrás en el marco de la química cuántica. 
Durante 1930-60, los hitos fueron los trabajos de Pauling28,29 y Coulson30 en 
el enlace químico, Sanderson31 en electronegatividad, y Fukui et al.32 y 
Mulliken33 en la distribución electrónica. 
Una vez que el concepto de estructura molecular se consolidó 
definitivamente por los éxitos de las teorías químico-cuánticas y se aceptaron 
los enfoques para el cálculo de índices numéricos que codifican información 
de la estructura molecular, todos los elementos constitutivos para el despegue 
de las estrategias del modelado QSPR-QSAR estuvieron disponibles. 
Basado en la ecuación de Hammett34,35 el trabajo seminal de Hammett 
dio lugar a la cultura ' '   en la delineación de los efectos de los 
sustituyentes sobre las reacciones orgánicas, cuyo objetivo fue la búsqueda 
de relaciones lineales de energía libre (LFER)36: se definieron las constantes 
estéricas, electrónicas e hidrofóbicas, convirtiéndose en una herramienta 
básica para modelar las propiedades de las moléculas. 
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En la década de 1950, los trabajos fundamentales de Taft37–39 en 
fisicoquímica orgánica fueron el fundamento de las relaciones entre las 
propiedades fisicoquímicas y las energías de interacción soluto-solvente 
(relaciones lineales de energía de solvatación, LSER), basadas en parámetros 
estéricos, polares y de resonancia para grupos sustituyentes en compuestos 
congenéricos. 
A mediados de la década de 1960, liderado por los trabajos pioneros de 
Hansch18,40,41, el enfoque QSPR-QSAR comenzó a asumir su aspecto moderno. 
En 1962, Hansch et al.40 publicaron su estudio sobre las relaciones 
estructura-actividad de los reguladores del crecimiento de las plantas y su 
dependencia de las constantes de Hammett y la hidrofobicidad. Usando el 
sistema octanol/agua, se midieron una serie completa de coeficientes de 
partición, y por lo tanto, se introdujo una nueva escala hidrofóbica para 
describir la actitud de las moléculas para moverse a través de entornos 
caracterizados por diferentes grados de hidrofilia tales como la sangre y las 
membranas celulares. La delineación de los modelos de Hansch condujeron a 
un desarrollo explosivo en el análisis QSPR-QSAR y los enfoques 
relacionados42. 
En los mismos años, Free y Wilson desarrollaron un modelo de 
contribución de sustituyentes aditivos para actividades biológicas, dando un 
empuje adicional para el desarrollo de estrategias QSPR-QSAR. Ellos 
propusieron un modelo para respuestas biológicas en base a la 
presencia/ausencia de grupos de sustituyentes en un esqueleto molecular 
común43,44. Este enfoque llamado “enfoque de novo” cuando se presentó en 
1964, estaba basado en la asunción de que cada sustituyente proporciona un 
efecto aditivo y constante a la actividad biológica, independientemente de los 
otros sustituyentes del resto de la molécula.  
Hacia finales de 1960, muchas relaciones estructura-actividad fueron 
propuestas basadas no sólo en los efectos de los sustituyentes, sino también, 
en los índices que describen la estructura molecular completa. Estos índices 
teóricos fueron derivados de la representación topológica de las moléculas, 
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principalmente, aplicando conceptos de la teoría de grafos, y posteriormente, 
refiriéndose a ellos como descriptores 2D. 
Los trabajos fundamentales de Balaban,45,46, Randiç,47,48, y Kier et al.49, 
llevó a futuros desarrollos en el enfoque QSPR-QSAR basados en índices 
topológicos (ITs).  
Como una extensión natural de la representación topológica de una 
molécula, los aspectos geométricos fueron tomados en cuenta desde la mitad 
de 1980s, llevando al desarrollo de los modelos QSAR-3D, los cuales 
aprovechan la información de la geometría molecular.  
Los descriptores geométricos fueron derivados de las coordenadas 
espaciales en 3D de una molécula, y entre ellos, había índices de sombras50, 
descriptores de carga parcial de área superficial51, descriptores invariantes 
moleculares holísticamente pesados (WHIM)52, índices gravitacionales53, 
descriptores de autovalores (EVA)54, descriptores de representación 
molecular-3D de la estructura basada en difracción de electrones (3D-
MoRSE)55, descriptores electrónicos de autovalores (EEVA)56, descriptores 
topológico-geométricos, y descriptores de ensamblado de geometría, topología 
y pesos atómicos (GETAWAY)57. 
A fines de 1980 fue propuesta una nueva estrategia para describir las 
características moleculares basada en campos de interacción molecular 
(MIFs), los cuales están compuestos por la energía de interacción entre una 
molécula y pruebas específicas en puntos espaciales en el espacio 3D.  
Diferentes pruebas tales como agua, grupos metilos, e hidrógeno, fueron 
usadas para evaluar la energía de interacción en miles de puntos de la grilla 
donde la molécula es embebida. Como resultado final de este enfoque, se 
obtiene un campo escalar (enrejado) de valores de energía de interacción que 
caracterizan a la molécula. 
La primera formulación de un modelo de grilla o red para comparar 
moléculas por alineación de ellas en el espacio 3D y extraer la información 
química del MIF, fue propuesta por Goodford58 en el método de grilla, y luego 
por Cramer et al.59 en el análisis comparativo de campo molecular (CoMFA). 
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Aún basados en campos de interacción molecular, numerosos otros 
métodos fueron propuestos satisfactoriamente, entre ellos se pueden nombrar 
al análisis comparativo del índice de similitud molecular (CoMSIA)60, el método 
del compás61, descriptores G-WHIM62, análisis de campo de Voronoi63, el 
enfoque VolSurf64, y los descriptores GRIND65. 
Finalmente, en años reciente la comunidad científica ha aumentado su 
interés en la química combinatoria, en el barrido de alto rendimiento (HTS), el 
análisis sub-estructural, y la búsqueda por similaridad, para los cuales 
numerosos enfoques de similaridad/diversidad han sido propuestos 
principalmente basados en descriptores sub-estructurales como los 
descriptores indicadores66–68. 
 
2.2. Descriptores moleculares 
En las últimas décadas, un gran número de investigaciones científicas 
se han enfocado en capturar y convertir -por medio de un camino teórico-la 
información codificada en la estructura molecular, dentro de un número o 
muchos números, usados para establecer relaciones cuantitativas entre 
estructuras y propiedades o actividades biológicas experimentales. 
Los descriptores moleculares son formalmente representaciones 
matemáticas de una molécula obtenidas por un algoritmo bien determinado y 
aplicado para definir una representación molecular o un procedimiento 
experimental bien especificado: “El descriptor molecular es el resultado final 
de un procedimiento lógico y matemático el cual transforma la información 
química codificada dentro de una representación simbólica de una molécula 
en un número útil o el resultado de algún experimento estandarizado”69. 
Los descriptores juegan un papel fundamental en química, en ciencias 
farmacéuticas, en políticas de protección medioambiental, toxicología, 
ecotoxicología, investigación en salud y en el control de calidad. La evidencia 
del interés de la comunidad científica en los descriptores moleculares, está 
augurada por el  enorme número de descriptores propuestos hoy en día: más 
de 3000 descriptores69, derivados de diferentes teorías y enfoques que están 
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actualmente definidos y calculados mediante el uso de herramientas 
computacionales. 
Cada descriptor molecular tiene en cuenta una pequeña parte de toda 
la información química contenida en la molécula real, y como consecuencia 
de esto, el número de descriptores aumenta continuamente con la solicitud 
creciente de investigaciones profundas en sistemas químicos y biológicos. Los 
diferentes descriptores son diferentes maneras o perspectivas de ver una 
molécula, tomando en cuenta varias características de su estructura química.  
Los descriptores moleculares se han convertido en una de entre las más 
importantes variables usadas en los estudios computacionales y, 
consecuentemente, manejados por herramientas estadísticas, quimiométricas 
y quimioinformáticas.  
La disponibilidad de descriptores moleculares no ha sido sólo una nueva 
oportunidad para el desarrollo de nuevos estudios QSPR-QSAR, sino también 
ha sido un gran cambio en el paradigma de la investigación en esta área de 
investigación. En efecto, el uso de los descriptores moleculares ha permitido 
por primera vez, unir el conocimiento experimental con la información teórica 
surgida de la estructura molecular. 
Mientras que en la década de 1960-70 el modelado molecular consistía 
en la búsqueda de relaciones matemáticas entre las cantidades 
experimentales medidas, hoy en día, consiste principalmente en la búsqueda 
de modelos entre propiedades/actividades medidas y descriptores 
moleculares teóricos o semiempíricos, capaces de capturar la información 
química estructural. 
Una consideración general sobre el uso de descriptores moleculares en 
problemas de modelado tiene que ver con el contenido de la información. Esto 
depende del tipo de representación molecular usada y el algoritmo definido 
para su cálculo. 
Existen descriptores moleculares simples derivados del conteo de algún 
tipo de átomo o fragmento estructural, así como propiedades fisicoquímicas y 
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propiedades de cantidad. Algunos ejemplos son el peso molecular, el número 
de enlaces dadores/aceptores de hidrógenos, y el número de grupos-OH. 
Otros descriptores moleculares son derivados de algoritmos aplicados a 
la representación topológica y usualmente llamados topológicos o descriptores 
2D. A su vez, están también los descriptores moleculares derivados de las 
coordenadas espaciales (x, y, z) de la molécula, usualmente llamados 
descriptores geométricos o 3D; otra clase de descriptores moleculares 
llamados descriptores 4D derivan de las energías de interacción entre la 
molécula embebida en una grilla, y alguna prueba específica. 
A pesar de su gran diversidad, los descriptores moleculares se 
consideran para describir solamente tres aspectos fundamentales de una 
molécula -sus propiedades hidrofóbicas, electrónicas y estéricas-, las cuales 
son sin duda responsables de la actividad biológica en un organismo. 
El campo de los descriptores moleculares es interdisciplinario y abarca 
muchas teorías y disciplinas diferentes. Se requieren conocimientos de 
álgebra, teoría de grafos, teoría de la información, química computacional, 
fisicoquímica, química cuántica, así como las teorías de la reactividad 
orgánica para la definición de descriptores moleculares. 
Desde el principio con Wiener, los descriptores moleculares numéricos 
llamados índices topológicos (IT) por Hosoya, han ganado gradual aceptación 
junto con otros descriptores nombrados anteriormente para ser usados en los 
estudios QSPR-QSAR.  
En las próximas secciones de este capítulo se seguirá un desarrollo 
histórico, pero también una clasificación dentro de una primera, segunda y 
tercera generación de IT, de acuerdo a la naturaleza del descriptor ya sea local 
o global (número entero o real), o bien, a partir de un solo átomo o una 
molécula completa, respectivamente. Las intercorrelaciones entre algunos de 
estos IT hacen a algunos de ellos redundantes.  
Los IT son por un lado aceptados como herramienta legítima en estudios 
QSPR-QSAR, pero por otro lado su número no se ha visto incrementado a la 
misma velocidad como en décadas previas. 
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Los IT son números asociados a fórmulas integradas por operaciones 
matemáticas en los grafos moleculares. La necesidad de utilizar tales 
herramientas como IT se origina en el hecho de que las propiedades 
fisicoquímicas o actividades biológicas son expresadas como números, lo que 
permite así de alguna manera, tener una medida científica para hacer 
comparaciones y correlaciones. Por el contrario, las estructuras químicas, 
incluso expresadas en la forma matemática de grafos, son entidades discretas. 
Con el fin de evaluar cuantitativamente el grado de similaridad o 
disimilaridad de las estructuras químicas o de encontrar correlaciones entre 
estructuras y propiedades uno necesita trasladar las estructuras dentro de 
números.  
En el caso de factores electrónicos, la química cuántica o las relaciones 
lineales de energía libre proveen tales datos numéricos. Para factores estéricos 
o de hidrofobicidad/hidrofilicidad, existen datos numéricos bien establecidos. 
Para la forma molecular, sin embargo, los IT proveen una solución simple, ya 
que no requieren de tiempos largos en los cálculos computacionales, a 
diferencia de los métodos promovidos por Mezey70, Pearlman71, Burden72, o 
por Cramer73. 
 
2.3. Representaciones de la estructura molecular 
La representación molecular es la manera en la cual una molécula, un 
cuerpo real fenomenológico, es simbólicamente representado por un 
procedimiento formal específico y reglas convencionales. La cantidad de 
información química disponible depende del tipo de representación molecular 
empleada74,75. 
La representación molecular más simple es la fórmula molecular, la cual 
es considerada como una lista de los diferentes tipos de átomos, cada 
elemento acompañado por un subíndice que representa el número de 
ocurrencias de los átomos en la molécula. Por ejemplo, la fórmula química del 
p-clorotolueno es C7H7Cl, lo que indica la presencia en la molécula de 15 
átomos distinguiéndolos en NC = 7, NH = 7, y NCl = 1.  
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Esta representación es independiente de cualquier conocimiento 
concerniente de la estructura molecular, por lo tanto, los descriptores 
moleculares obtenidos de la fórmula química pueden ser llamados 
descriptores 0D. Ejemplos de estos son el número de átomos, el peso 
molecular, el conteo del tipo de átomos, es decir, en general descriptores 
constitucionales y cualquier función de las propiedades atómicas. 
Las propiedades atómicas están constituidas por el peso molecular 
usado para caracterizar a los átomos de la molécula; las propiedades atómicas 
más comunes como: la masa atómica, la carga atómica, el radio covalente y 
de van der Waals, la polaridad atómica, y la constante de hidrofobicidad 
atómica. 
La representación de la sub-estructura puede ser considerada como una 
representación 1D de la molécula y está formada por una lista de fragmentos 
estructurales; la lista puede ser sólo una lista parcial de fragmentos, tales 
como grupos funcionales, o sustituyentes de interés, pero que no requieren 
un conocimiento completo de toda la estructura molecular. 
Los descriptores derivados de este tipo de representación son referidos 
como descriptores 1D y son típicamente usados en análisis de sub-estructura 
y búsquedas de sub-estructuras, con un nombre común de descriptores 
moleculares conocidos como “descriptores indicadores”. 
La representación 2D de una molécula considera la manera en que los 
átomos están conectados y la naturaleza de los enlaces químicos. Los 
enfoques basados en el grafo molecular permiten una representación 2D, 
generalmente conocida como representación topológica. 
 
 
 
 
Figura 2.1. Representación 2D 
 
El grafo molecular representa la conectividad atómica, 
independientemente de parámetros geométricos como las distancias 
O
OH
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interatómicas de equilibrio, los ángulos de enlace y los ángulos de torsión. Por 
lo tanto, un grafo molecular es una representación topológica de la molécula 
de la que se derivan muchos descriptores moleculares. Estos son descriptores 
2D y generalmente son invariantes del grafo conocidos con el nombre de IT.  
Las representaciones bidimensionales alternativas al grafo molecular 
son los sistemas de notación lineal, como la propuesta por el sistema de 
notación lineal de Wiswesser (WLN)76 y la notación del sistema de entrada 
molecular lineal simplificado (SMILES)77. 
La representación molecular 3D considera una molécula como un objeto 
geométrico rígido en el espacio y permite una representación dependiente no 
solo de la naturaleza y conectividad de los átomos, sino también de la 
configuración espacial general de la molécula. Esta representación geométrica 
define a una molécula en término de tipos de átomos que constituyen la 
misma y el conjunto de coordenadas (x, y, z) asociadas a cada átomo (Figura 
2.2)  
 
 
 
 
Figura 2.2. Representación 3D 
 
Los descriptores moleculares derivados de esta representación se 
denominan descriptores 3D, y ejemplos de ellos son los descriptores 
geométricos, varios descriptores estéricos y descriptores del tamaño.  
La representación masiva de una molécula la describe en términos de 
un objeto físico con atributos tridimensionales, tales como propiedades 
estéricas, el área y su volumen. 
La representación estéreo electrónica (o representación de grilla) de una 
molécula es una descripción molecular relacionada con aquellas propiedades 
moleculares que surgen de la distribución de electrones, la interacción de la 
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molécula con diferentes tipos de pruebas caracterizando el espacio que los 
rodea (por ejemplo, MIF). Esta representación es típica de las técnicas QSAR 
basadas en grilla. Los descriptores en este nivel se pueden considerar 
descriptores 4D, que se caracterizan por un campo escalar, es decir, un 
entramado de números escalares, derivados de la geometría molecular 
tridimensional. 
Finalmente, la representación estereodinámica de una molécula es una 
representación dependiente del tiempo que agrega propiedades estructurales 
a las representaciones 3D, como la flexibilidad, el comportamiento 
conformacional y las propiedades de transporte. El QSAR dinámico es un 
ejemplo de enfoque multiconformacional78,79. 
 
2.3.1. Descriptores 0D o de conteo 
Todos los descriptores moleculares para los cuales no hay información 
sobre la estructura molecular y los enlaces entre sus átomos, pertenecen a la 
clase de descriptores 0D. Los recuentos de átomos y enlaces, así como la suma 
o el promedio de los valores atómicos, son las propiedades típicas de esta clase 
de descriptores.  
Estos descriptores pueden ser siempre fáciles de calcular, son 
interpretados naturalmente, no requieren optimización de la estructura 
molecular, y son independientes de cualquier problema conformacional. Por 
lo general, muestran una degeneración muy alta, es decir, tienen valores 
iguales para varias moléculas, como es el caso de los isómeros.  
Su contenido de información es bajo, pero sin embargo pueden 
desempeñar un papel importante en el modelado de varias propiedades 
fisicoquímicas o formar parte de modelos más complejos. 
 
2.3.2. Descriptores 1D o indicadores 
Todos los descriptores moleculares que pueden calcularse a partir de la 
información sub-estructural de la molécula pertenecen a los descriptores 1D. 
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El recuento de los grupos funcionales y los fragmentos de la sub-estructura, 
así como los descriptores centrados en el átomo, son los más conocidos 1D.  
Estos descriptores a menudo se presentan como descriptores 
indicadores (ya que codifican una información distintiva de cada molécula), es 
decir, un vector binario donde 1 indica la presencia de la sub-estructura 
definida y 0 su ausencia.  
Una ventaja relevante en la descripción de las moléculas mediante 
descriptores indicadores es la posibilidad de realizar cálculos rápidos en 
problemas de similitud/diversidad en conjuntos grandes de moléculas. 
Al igual que los descriptores 0D, estos descriptores pueden calcularse 
fácilmente, se interpretan de forma natural, no requieren la optimización de 
la estructura molecular y son independientes de cualquier problema de 
conformación. Por lo general, muestran una degeneración media-alta y a 
menudo son muy útiles para modelar propiedades fisicoquímicas y biológicas. 
 
2.3.3. Descriptores 2D o topológicos 
Los IT son descriptores moleculares basados en la representación de un 
grafo de la molécula y representan propiedades de grafos teóricos que se 
conservan por isomorfismo, es decir, propiedades con valores idénticos para 
grafos isomórficos.  
Un invariante del grafo puede ser un polinomio característico, una 
secuencia de números o un único índice numérico obtenido mediante la 
aplicación de operadores algebraicos a matrices que representan grafos 
moleculares y cuyos valores son independientes de la numeración o del 
etiquetado de los vértices. 
Los IT generalmente se derivan de un grafo molecular suprimido de 
hidrógenos. Pueden ser sensibles a una o más características estructurales de 
la molécula, como el tamaño, la forma, la simetría, la ramificación y la 
ciclicidad, y también pueden codificar información química relacionada con el 
tipo de átomo y la multiplicidad de enlaces.  
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De hecho, los IT se suelen dividir en dos categorías: los índices 
topológicos y los índices estructurales80. Los índices topo-estructurales 
codifican solo información sobre la adyacencia y la distancia de los átomos en 
la estructura molecular; mientras que, los índices topo-químicos cuantifican 
la información en cuanto a topología, pero también a las propiedades químicas 
específicas de los átomos, como su identidad química y el estado de 
hibridación.  
Los índices de información topológica son invariantes de grafos, basados 
en la teoría de la información y calculados como contenido de información de 
las relaciones de equivalencia especificadas en el grafo molecular. 
En general, los IT no caracterizan de forma exclusiva la topología 
molecular; diferentes estructuras pueden tener iguales valores de IT. Una 
consecuencia de la falta de uniformidad de los IT es que, en general, no 
permiten la reconstrucción de las moléculas. 
Hay varias formas de obtener descriptores topológicos. Los IT simples 
consisten en el conteo de algunos elementos del grafo específicos; ejemplos de 
estos son; el índice Z de Hosoya 81, conteo de caminos82, conteos de los pasos, 
recuentos de pasos autorregresibles83, descriptores de forma de Kier84, índices 
de capa de caminos/pasos85.  
Sin embargo, los IT más comunes se obtienen aplicando algunos 
operadores algebraicos (p. ej. el operador de Wiener) a una representación 
matricial de la estructura molecular, como las matrices de adyacencia y 
distancia. Entre ellos se encuentran el índice de Wiener86, índices 
espectrales87, e índices de Harary88. 
Las matrices moleculares son las herramientas matemáticas más 
comunes para codificar información estructural de la molécula. Las más 
populares son las matrices teóricas de grafos, una gran cantidad de las cuales 
fueron propuestas en las últimas décadas para derivar IT y describir 
moléculas desde un punto de vista topológico.  
Jánezic et al.89 reportan una amplia colección de matrices teóricas de 
grafos. Las matrices de vértices son indudablemente las más frecuentemente 
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utilizadas para caracterizar un grafo molecular. Las entradas de dicha matriz 
codifican información diferente sobre pares de vértices, como sus 
conectividades, distancias topológicas, sumas de los pesos de los átomos a lo 
largo de los caminos de conexión. Las entradas diagonales pueden codificar 
información química sobre los vértices. A partir de las matrices de vértices, se 
propuso una gran cantidad de IT. 
Se pueden obtener otros descriptores moleculares topológicos mediante 
el uso de funciones adecuadas aplicadas a invariantes de vértices locales 
(LOVI), que son representaciones numéricas de los átomos derivados de los 
grafos moleculares.  
Las funciones más comunes son la suma de átomos y/o enlaces, lo que 
da como resultado a los descriptores que correlacionan bien las propiedades 
fisicoquímicas de los propios átomos y/o sumas de enlace. Por ejemplo, los 
índices de Zagreb26, el índice de conectividad de Randiç90, índices de 
conectividad de orden superior relacionados91, y los índices de conectividad 
de distancia de Balaban92 se derivan de acuerdo con este enfoque. 
Los IT particulares se derivan de grafos moleculares ponderados donde 
los vértices y/o aristas se pesan por cantidades que representan 
características en 3D de la molécula. Los invariantes del grafo obtenidos de 
esta manera codifican tanto la información sobre topología molecular como de 
la geometría molecular. Los descriptores autovalores de la matriz de Burden 
(BCUT)93 son un ejemplo de tales descriptores topológicos.  
Los invariantes del grafo se han aplicado con éxito en la caracterización 
de similitud/diversidad en grandes conjuntos estructurales de moléculas y en 
el modelado QSPR-QSAR. 
 
2.3.4. Descriptores 3D o geométricos 
Otra clase de descriptores moleculares, llamados geométricos o 3D, se 
derivan de la representación geométrica de la molécula, es decir, de las 
coordenadas cartesianas (x, y, z) de los átomos de la molécula. La mayoría de 
los descriptores geométricos conocidos están aquí brevemente presentados. 
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Los descriptores invariantes holísticos ponderados (WHIM)52 están 
basados en índices estadísticos calculados sobre las proyecciones de los 
átomos a lo largo de los ejes principales de la molécula. Están construidos de 
tal manera que capturan información molecular 3D relevante con respecto al 
tamaño molecular, forma, simetría y distribución de los átomos con respecto 
a los marcos de referencia invariantes. El algoritmo consiste en realizar un 
Análisis de Componentes Principales (PCA) en las coordenadas cartesianas 
centradas de una molécula, mediante el uso de una matriz de covarianza 
ponderada obtenida por diferentes esquemas de ponderación para los átomos. 
Para cada esquema de ponderación, se calcula un conjunto de índices 
estadísticos sobre los átomos proyectados en cada componente principal, es 
decir, la puntuación de cada uno. 
Los índices gravitacionales53 son descriptores geométricos que reflejan 
la distribución de masa en una molécula, definida como: 
1
1 2
1 1
A A
i j
i j i ij
m m
G
r

  
      (2.2) 
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   
 
      (2.3) 
donde im  y jm  son las masas atómicas de los átomos considerados, ijr  las 
correspondientes distancias interatómicas, A y B el número de átomos y 
enlaces de la molécula, respectivamente. El índice G1 tiene en cuenta todos 
los pares de átomos en la molécula, mientras que el índice G2 está restringido 
a pares de átomos enlazados. Estos índices están relacionados con el cálculo 
de la cohesión del volumen de las moléculas. 
Los descriptores de autovalores (EVA)54 se propusieron para extraer 
información química estructural de los espectros del infrarrojo medio y 
cercano. El enfoque consiste en utilizar las frecuencias vibratorias de una 
molécula, una propiedad molecular fundamental caracterizada de forma fiable 
y sencilla a partir de la función de energía potencial. Las frecuencias se 
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pueden calcular utilizando métodos mecanocuánticos o métodos moleculares 
estándares de química computacional. 
Los descriptores electrónicos de autovalores (EEVA)56 son análogos a los 
descriptores EVA, pero en ellos se utilizan las energías de los orbitales 
moleculares semiempíricos, es decir, los autovalores de la ecuación de 
Schrödinger, en lugar de las frecuencias vibratorias de la molécula. 
Los descriptores de representación molecular 3D de la estructura 
basada en difracción de electrones (3D-MoRSE)55 se basan en la idea de 
obtener información de las coordenadas atómicas tridimensionales mediante 
la transformación usada en los estudios de difracción de electrones para 
preparar curvas de dispersión teóricas. La expresión derivada es la siguiente: 
 
 1
1 1
sinA A ij
i j
i j i ij
sr
I s
sr


  
     (2.4) 
donde  I s  es la intensidad de electrones dispersos;   una propiedad atómica, 
por ejemplo, el número atómico; ijr  es la distancia interatómica entre los 
átomos i-ésimo y j-ésimo; y A es la cantidad de átomos.  
Los descriptores de la función de distribución radial (RDF)94 se basan 
en la distribución de distancias en la representación geométrica de una 
molécula y constituyen un código RDF que muestra ciertas características en 
común con los descriptores 3D-MoRSE. 
Los descriptores de ensamblado de geometría, topología y pesos 
atómicos (GETAWAY)57 se derivan de la matriz de influencia molecular (H), 
que es una representación de la estructura molecular, definida como: 
 
1T TH M M M M       (2.5) 
donde M es la matriz molecular que presenta las coordenadas cartesianas 
centradas (x, y, z) de los átomos de la molécula en una conformación elegida.  
Se supone que las coordenadas atómicas se calculan con respecto al 
centro de geometría de la molécula para obtener la invarianza traslacional. La 
matriz de influencia molecular es una matriz simétrica AxA, donde A 
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representa el número de átomos, y muestra la invarianza rotacional con 
respecto a las coordenadas de la molécula, lo que resulta independiente de las 
reglas de alineación.  
Los elementos diagonales hii  de la matriz tienen un rango que va de 0 a 
1, y codifican información atómica relacionada con la “influencia” de cada 
átomo en la molécula y en la determinación de la forma molécular; en efecto, 
los átomos de la capa exterior siempre tienen valores hii más altos que los 
átomos más cercanos al centro de la molécula.  
Los descriptores de GETAWAY se obtienen utilizando funciones de 
autocorrelación de doble ponderación, donde un esquema de ponderación es 
el parámetro de influencia y el otro una propiedad atómica (por ejemplo, la 
masa atómica). 
Una representación geométrica implica el conocimiento de las 
posiciones relativas de los átomos en el espacio 3D. Por tanto, en el caso de 
estructuras químicas similares, los descriptores geométricos suelen 
proporcionar mayor información y capacidad de discriminación en 
comparación a los descriptores topológicos. 
A pesar de su alto contenido de información, los descriptores 
geométricos generalmente muestran algunos inconvenientes. Requieren la 
optimización de la geometría y, por lo tanto, una sobrecarga en los 
procedimientos de cálculo. Además, para moléculas flexibles existen varias 
conformaciones de moléculas disponibles: por un lado, hay una gran cantidad 
de información disponible y que puede explotarse, pero, por otro lado, la 
complejidad del problema de cálculo aumenta significativamente. 
Además, es importante recordar que rara vez se conoce la conformación 
biológica activa de los compuestos químicos estudiados. Algunos autores 
superan este problema utilizando un enfoque dinámico de multiconformación 
78,79. 
En conclusión, los descriptores indicadores basados en recuentos de 
fragmentos y otros descriptores simples suelen preferirse para el barrido de 
grandes bases de datos de conjuntos moleculares. Por el contrario, la 
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búsqueda de relaciones cuantitativas entre las estructuras moleculares y sus 
actividades biológicas, a menudo puede llevarse a cabo de manera más 
eficiente mediante el uso de descriptores geométricos, explotando su gran 
contenido de información. 
 
2.3.5. Descriptores 4D o basados en grillas 
Los enfoques GRID58 y CoMFA59 fueron los primeros métodos basados 
no solo en la estructura molecular sino en el cálculo de la energía de 
interacción entre la molécula y las diferentes pruebas bajo estudio. El objetivo 
de estos enfoques es identificar y caracterizar cuantitativamente las 
interacciones entre la molécula y el sitio activo del receptor. 
Las moléculas se sitúan en una red tridimensional constituida por 
varios miles de puntos de una cuadrícula, espaciados uniformemente, y se 
utiliza una prueba de tipo estérica, electrostática, hidrofílica, etc., para 
mapear la superficie de la molécula sobre la base de la interacción de la 
molécula con dicha prueba. 
Los modelos QSAR se obtienen mediante la aplicación del método de 
regresión de cuadrados mínimos parciales (PLS) a la matriz del campo de 
interacción. Debe notarse que el uso de los puntos de la grilla como 
descriptores moleculares requiere el cuidadoso paso de alinear las moléculas 
consideradas, de tal manera que cada uno de los miles de puntos de la grilla 
represente, para todas las moléculas, el mismo tipo de información y no 
información espuria debido a la falta de invarianza en la rotación de las 
moléculas en la red. 
Además de los dos métodos más conocidos, GRID y CoMFA, otros 
métodos conocidos basados en este enfoque son CoMSIA60, Compás61, 
descriptores G-WHIM62, Campo de análisis de Voronoi63, SOMFA95, 
descriptores VolSurf64, y GRIND65.  
Aunque estos descriptores a menudo se denominan descriptores 
tridimensionales, se los puede denominar descriptores 4D (o descriptores 
basados en cuadrículas) porque a la información geométrica se agrega otra 
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fuente de información dada por la energía de interacción con una prueba 
específica. Los descriptores moleculares son los MIFs generados por las 
pruebas. Dichos campos escalares pueden visualizarse de manera eficiente y 
permiten pensar visualmente en nuevos candidatos a fármacos, lo que resulta 
muy útil en el proceso de descubrimiento de fármacos96,97. 
Una ventaja de estos enfoques es que los resultados finales muestran 
dónde y cómo modificar los compuestos para alcanzar los valores deseables 
de la propiedad molecular estudiada. Por el contrario, un inconveniente es la 
necesidad de una alineación molecular correcta para lograr la comparación 
molecular y la selección de la conformación más apropiada. 
La alineación determina en qué medida los descriptores difieren de una 
molécula a la siguiente, por lo tanto, influye sustancialmente en los resultados 
de la evaluación.  
Solo se pueden esperar resultados significativos y relevantes si la 
alineación se llevó a cabo de manera adecuada y sin ambigüedades. A 
menudo, la necesidad de una alineación limita la aplicación de ciertos 
descriptores a conjuntos de datos homogéneos, e incluso entonces la 
alineación no siempre se realiza fácilmente.  
Como consecuencia, diferentes grupos de investigación comenzaron a 
desarrollar descriptores moleculares independientes de la alineación. El 
primer conjunto de descriptores basados en campos escalares pero 
independientes de la alineación fueron los descriptores G-WHIM62, basados 
en los principios teóricos de los descriptores WHIM52 pero aplicados a los MIF. 
Los descriptores de VolSurf64 y GRIND65 también son independientes de 
cualquier alineación previa de las moléculas. 
 
2.4. Un breve repaso de la Teoría de Grafos 
Las fórmulas químicas pueden ser vistas como grafos98,99, es decir, 
como dos conjuntos de elementos no vacíos V y A. Los elementos V son 
llamados vértices y representan a los átomos. Los elementos A son los 
elementos denominados aristas; hay relaciones binarias entre los elementos 
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V, es decir, pares desordenados, y ellos simbolizan enlaces covalentes entre 
átomos.  
A menos que se indique lo contrario, los átomos de hidrógeno serán 
ignorados, como hacen los químicos orgánicos cuando usualmente escriben 
un anillo de benceno como un hexágono; es decir, realizar la representación 
mediante un grafo sin hidrógenos (HSG).  
Dos vértices conectados por una arista son llamados adyacentes, y un 
grafo singular puede ser descripto por su matriz de adyacencia A. Esta matriz 
tiene elementos ija  iguales a 1 para vértices adyacentes i  y j , y cero el caso 
contrario. Inicialmente, se llamó a esta “matriz de Hückel”.  
Un camino es una sucesión de aristas no repetidas en el cual no hay 
cortes entre las aristas. Mientras que un paso puede tener aristas repetidas. 
Los grafos químicos (molecular o constitucional) son grafos conectados, donde 
hay al menos un camino de un vértice a otro vértice del grafo. 
La distancia (topológica) ijd  entre dos vértices i  y j , es el número de 
aristas a lo largo del camino más corto entre estos vértices. El grafo singular 
es también determinado por su matriz de distancia D, cuyos elementos son 
distancias ijd . Es fácil ver que las matrices A y D son simétricas con respecto 
a su diagonal principal, y que ellas comparten 1 en las respectivas posiciones 
adyacentes y ceros en la diagonal principal, pero todos los otros ceros de la 
matriz A son reemplazados en D por enteros mayores que 1.  
La suma de las entradas sobre las filas o columnas de A son los grados 
del vértice iv ; ellos representan el número de vértices adyacentes al vértice i . 
Los químicos orgánicos usan esta terminología y llaman a estos, átomos de 
carbono primario, secundario, terciario y cuaternario, cuando ellos 
corresponden a vértices de grado 1, 2, 3, y 4, respectivamente. Similarmente, 
a los grados del vértice, uno puede definir el grado de la arista ( ia ) como el 
número de todas las aristas adyacentes a una arista i  dada.  
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Por supuesto, uno tiene que contar puntos finales de las aristas, y a 
estos conducirlos a las relaciones entre los grados de vértice y grado de aristas 
iv  y jv  de estos puntos finales: 
2  i i ja v v            (2.6) 
La suma de cada elemento de una fila o columna de D es la llamada 
suma-distancia ( is ). A menor suma-distancia, el vértice i  es más cercano al 
centroide del grafo.  
Un circuito es un camino cuyo vértice inicial y final coinciden. Un grafo 
sin circuitos es llamado un árbol y se corresponde con un compuesto acíclico 
en química. El menor número de circuitos (es decir, el número más pequeño 
de enlaces que tienen que ser borrados para llegar a una estructura acíclica) 
es el número ciclomático ( ) del grafo.  
Se puede mostrar que si a  se refiere al número de aristas y v  al número 
de vértices, se obtiene: 
1a v                                           (2.7) 
Los vértices de un grafo pueden ser etiquetados con números enteros 
de 1 a n, números de vértices (este número es también llamado el orden del 
grafo). Hay muchas posibles etiquetas, por lo tanto, muchas maneras 
diferentes en las que pueden aparecer las matrices A y D. Dos grafos son 
llamados isomorfos si hay una etiqueta de un grafo que preserva todas las 
adyacencias del otro.  
 
2.5. Primera generación de índices topológicos 
Harold Wiener100,101 propuso entre 1947 y 1948 uno de los primeros 
descriptores moleculares de naturaleza topológica para hidrocarburos 
acíclicos saturados (alcanos). Wiener llamó a la suma del número de enlaces 
unidos a todos los pares de átomos como el número de caminos. 
Este nombre tan original estaba equivocado ya que los caminos pueden 
tener longitudes variables en los grafos (una arista es un camino de longitud 
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unitaria). Hoy en día este descriptor molecular fue renombrado como el índice 
de Wiener (W ). Hosoya demostró que W es la mitad de la suma de todas las 
entradas en la matriz de distancia (suma de valores suma-distancia): 
1 1 1
1 1
2 2
n n n
ij i
i j i
W d s
  
                                     (2.8) 
Numerosas fórmulas analíticas fueron avanzando para calcular W  para 
varias clases de grafos como alcanos lineales, bencenoides, etc.102–104. 
Además, Wiener propuso el llamado número de polaridad p de un grafo, como 
el número de pares de vértices separados por tres aristas, o en otras palabras, 
el número de distancias de longitud tres en D. Ambos índices W y p fueron 
aplicados por Wiener y Platt para correlacionar la estructura de los alcanos 
con propiedades termodinámicas tales como el punto de ebullición, el calor de 
formación y vaporización, el volumen molecular y la refracción molar.  
 
2.5.1. Hosoya y su índice topológico 
En los años setenta, Haruo Hosoya propuso otro descriptor molecular 
denominado Z105. Su definición es: 
  
[ /2]
0
,
n
k
Z p G k

                               (2.9) 
donde  G,kp  es el número de maneras en las cuales las k  aristas del grafo 
pueden ser elegidas de modo que dos de ellas no sean adyacentes, y el 
cuadrado medio de Gauss entre corchetes indica el menor entero que no 
excede el número incluido en estos corchetes. El número de a aristas iguales 
es  G,1p  y por definición  G,0p  es igual a 1.  
Para árboles existe una relación simple entre Z  y el valor absoluto de 
los coeficientes del polinomio característico del grafo (introduciendo la variable 
x  en la diagonal principal de la matriz de adyacencia A, e igualando el 
determinante a cero). 
Se demostró que el índice Z posee una excelente capacidad de 
correlación con muchas propiedades físicas, como el punto de ebullición. 
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2.5.2. Índice del grupo Zagreb 
Alrededor de 1975, los químicos que habían estado interesados en las 
aplicaciones químicas de la teoría de grafos en la capital de Croacia, Zagreb, 
propusieron106 dos ITs derivados de la matriz de adyacencia: 
 
2
1
2
n
i
i
M v

         (2.10) 
                                    2 i j
todasaristas
M v v          (2.11) 
 
2.5.3. Índice Céntrico 
El índice céntrico C desarrollado por Balaban en 1979107 es medida de 
la forma molecular. El mismo utiliza un procedimiento conocido como 
partición de poda de átomos terminales, y se calcula de la siguiente manera:   
2 i
i
C m                                           (2.12) 
donde mi es el número de átomos eliminados en la etapa i. Este índice ha sido 
ampliamente utilizado en los estudios QSPR-QSAR. 
 
2.5.4. Índice de Schultz 
A pesar de que apareciera más tarde108,109, el índice topológico 
molecular propuesto por H. P. Schultz (MTI ) pertenece a la primera generación 
de índices topológicos: 
                 
1
n
i
i
MTI E

                                           (2.13) 
Donde iE , son los componentes del vector ( ) E c A D , con A  la matriz 
de adyacencia, D  la matriz de distancia, c es el vector de grados del vértice del 
grafo. El índice topológico molecular está bien definido solo para grafos 
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conectados, y es indeterminado para grafos desconectados con nodos aislados 
e infinito para todos los demás grafos desconectados. 
El índice MTI, tiene una degeneración bastante baja. Varios grupos de 
investigación encontraron que el índice de Schultz y el índice de Wiener están 
linealmente correlacionados en muchos casos110.  
Pudo demostrarse que el índice de Schultz correlaciona bien con el calor 
de formación de hidrocarburos bencenoides111. 
 
2.6. Segunda generación de índices topológicos 
2.6.1. Índice de conectividad molecular de Randić 
Un índice topológico muy popular y ampliamente utilizado hoy día, es 
el índice de conectividad molecular (  ) introducido por Randić112 en 1975, el 
cual da inicio a la segunda generación de ITs: 
            
1/2
i j
todasaristas
v v

                                      (2.14) 
El índice   no sólo posee baja degeneración, sino que su capacidad de 
correlación es bastante buena para muchas propiedades físicas y bioquímicas. 
Debido a su definición, el grafo más compacto es el que presenta el menor 
valor de  . 
 
2.6.2. Índices de la Teoría de la Información 
Tomando en cuenta que la degeneración de los ITs de primera y segunda 
generación es originada en parte a que los números son obtenidos como 
resultado de sumatorias, Bonchev y Trinajstić113 aplicaron la fórmula de 
Shannon para los sumandos, obteniendo por lo tanto ITs de menor grado de 
degeneración.  
Así, en lugar de adicionar todas las distancias ijd  del grafo para obtener 
el índice de Wiener, uno ordena primero estas distancias de acuerdo a sus 
valores dentro de grupos de sumandos ig  que tienen el mismo valor i . El 
índice de Wiener queda como:  
59 
 
    
1
l
i
i
W ig

                          (2.15)  
donde l  es el elemento más grande de la matriz de distancia D, o el diámetro 
molecular del grafo. 
 
2.6.3. Índice de conectividad de Balaban 
Un inconveniente de muchos ITs a remediar es principalmente el hecho 
de que, con el incremento del número de vértices o ciclos, los ITs también se 
incrementan. Por consiguiente, se incluye dentro del IT no sólo la información 
de la “forma topológica” de la molécula, sino también de su tamaño o el 
número de ciclos al mismo tiempo.  
Por dicho motivo Balaban114 modificó la fórmula del índice de Randić, 
reemplazando los grados de vértices por suma-distancias, e introdujo un 
factor de corrección que incluye el número ciclomático para obtener el índice 
de conectividad J : 
1/2( )
1 i jtodasaristas
eJ s s



                                (2.16) 
 
donde e es el número de aristas del grafo y la sumatoria es sobre todos los 
pares de aristas adyacentes i, j. La degeneración de este índice es mucho 
menor que los otros ITs115. El grafo más compacto es el que posee mayor valor 
de J.  
A diferencia de los ITs basados en la matriz de adyacencia, los ITs 
basados en la matriz de distancia pueden codificar información de la 
multiplicidad de enlaces. 
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2.6.4. Índice topológico del cuadrado medio de la distancia 
Un grafo compacto tiene menos distancias que un grafo alargado con el 
mismo número de vértices. En base a esto, Balaban107 propuso que el 
promedio de la distancia llevaba a ITs razonables:: 
1/2
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2 1
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
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                             (2.17) 
Para grafos acíclicos, en lugar de promediar todas las distancias en D, 
se puede considerar en la fórmula anterior sólo los puntos finales (vértices de 
grado uno). Ambos índices decrecen con el incremento de la ramificación.  
Estos índices dan buenas correlaciones entre el número de octanos de 
alcanos y su estructura. El grafo más compacto posee el menor valor del 
cuadrado medio de la distancia. 
 
2.6.5. Índice de Rücker 
Rücker y Rücker116 presentaron una familia de descriptores topológicos: 
el recuento de todos los caminos de mayor longitud (todos los caminos a 
diferencia de los caminos que regresan hacia ellos mismos).  
Estos descriptores, aunque se calculan de manera extremadamente fácil 
mediante un procedimiento de suma de tipo Morgan, exhiben un alto poder 
de discriminación entre los isómeros y entre la situación estructural de los 
átomos.  
El índice topológico twc (recuento total de caminos) es de menor 
degeneración que el índice de conectividad de Balaban, y un código para grafos 
basado en todos los caminos parece ser más discriminante que el índice OSC 
de Trinajstić (código estructural ordenado). Se utiliza con éxito como variable 
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alternativa en la descripción de datos de 13C en RMN para alcanos usuales y 
altamente ramificados. 
 
2.6.6. Índice del estado electrotopológico 
Kier y Hall introdujeron nuevos ITs llamados índices de estado 
electrotopológico (estado-E) basados en invariantes del grafo para cada átomo 
en la molécula. El valor del estado-E codifica el estado electrónico intrínseco 
del átomo influenciado por el ambiente electrónico de todos los otros átomos 
dentro de la estructura molecular117–119. 
 
2.7. Tercera generación de índices topológicos 
La tercera generación de ITs puede ser considerada como el inicio de la 
definición del “número real invariante de vértice local” (LOVI) aplicado a la 
resolución de ecuaciones lineales obtenidas de una matriz simétrica, tales 
como A o D, por sustitución de ceros en la diagonal principal con un vector, y 
por interpretación de la matriz resultante como coeficientes de un sistema de 
ecuaciones lineales teniendo como valor desconocido el LOVI120-122. 
 
2.7.1. Índice de Diudea 
Mircea V. Diudea introdujo123 un índice basado en la matriz de Cluj, 
una matriz no simétrica n n  la cual puede ser usada para construir nuevos 
ITs. Cuando se usan valores de distancia recíproca aumenta el número de 
invariantes altamente discriminantes. 
 
2.7.2. Índice Hiper-Wiener 
El índice Hiper-Wiener fue definido por Randić para grafos acíclicos124, 
considerando los caminos en los grafos. Se debe notar, sin embargo, que los 
tiempos de cómputo requeridos para caminos y pasos son considerablemente 
mayores que para calcular distancias.  
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Diudea125–127 empleó este índice Hiper-Wiener para dendrímeros. 
Posteriormente, se hicieron intentos para extender esta definición a grafos 
cíclicos: Klein, Lukovits y Gutman128–131 dieron una definición para el índice 
Hiper-Wiener R en términos de distancia ijd  entre vértices  i  y j  que puede 
ser aplicable a cualquier grafo:  
 
1 1
2 ij iji j
R d d

                       (2.18) 
 
2.8. Índices con información de estereoisomerismo 
Randić introdujo un índice de conectividad 3D; análogamente, un 
número de Wiener 3D fue definido por Trinajstić y colaboradores, basado en 
distancias geométricas entre pares de átomos132–134. Las geometrías son 
optimizadas por ejemplo mediante cálculos de mecánica molecular. La 
flexibilidad molecular puede ser expresada numéricamente por un índice 
propuesto por Kier, el índice de forma-k135.  
Tal vez, el reto más difícil para los químicos y matemáticos de la teoría 
de grafos es tratar con enantiómeros y con compuestos poliquirales 
diasteroisómeros, porque la distancia entre átomos no-enlazados ya no puede 
usarse para distinguir tales estereoisomerismos. Sin embargo, algunos 
avances han sido llevados a cabo con la propuesta de Schultz, Schultz y 
Schultz136,137, por inclusión de la información de ambos diasteroisomerismo y 
enantiomerismo usando matrices pesadas. 
La multiplicación de estos índices topológicos causó preocupación en 
una parte de la comunidad científica, por el hecho de que el significado físico 
de estos descriptores no estaba del todo claro. Sin embargo, cuando se 
demostró que muchos ITs estaban interrelacionados, y que ellos estaban 
también correlacionados con el volumen molar, la situación se apaciguó. 
Varios investigadores incluyeron ITs entre sus descriptores numéricos 
en estudios QSPR-QSAR que correlacionan propiedades fisicoquímicas. 
Cuando una actividad biológica es estudiada, otros descriptores contribuyen 
sustancialmente (junto con ITs)138. 
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2.9. Descriptores flexibles  
CORAL (Correlación y lógica, SMILES, Electrones, Átomos)139 es un 
programa de libre acceso empleado para la construcción de modelos de la 
Teoría QSPR-QSAR, y que permite el cálculo de descriptores flexibles, es decir, 
descriptores moleculares cuyos valores numéricos son dependientes no solo 
de la estructura química sino también de la propiedad/actividad estudiada140-
142. 
De hecho, la gran mayoría de los descriptores convencionales no suelen 
correlacionar bien con una cierta propiedad/actividad bajo estudio. Sin 
embargo, el descriptor flexible u óptimo puede ser dirigido para correlacionar 
con cualquier propiedad/actividad a través de la optimización de sus partes 
variables, que se vuelven específicas a la base de datos analizada143-145.  
Este tipo de descriptores ajustables podrían combinarse de manera 
plausible con los descriptores topológicos antes mencionados, de manera de 
mejorar la calidad predictiva de los modelos.  
Un descriptor flexible de CORAL se calcula a través de la optimización 
del peso de correlación CW (parte variable) correspondiente a cada invariante 
local o atributo estructural (SA) que lo define, para lo cual se emplea el método 
de simulación Monte Carlo que maximiza la correlación lineal entre el 
descriptor flexible y la propiedad/actividad estudiada. 
CORAL permite emplear como representación estructural las siguientes 
opciones: HSG, HFG y SMILES, a partir de las cuales es posible obtener 
diferentes invariantes locales. Hay varios atributos estructurales que están 
disponibles en el programa CORAL, entre los cuales se encuentran los vértices 
y los índices de conectividad extendida de Morgan. En el caso de HSG y HFG, 
los vértices son la representación de los elementos químicos presentes en la 
estructura molecular, tales como carbono, nitrógeno, oxígeno, etc. 
A continuación se brinda un ejemplo de construcción del descriptor 
flexible. 
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   ( ) ( )i
i
DCW SA CW SA                        (2.19) 
donde SAi es el atributo estructural correspondiente al vértice i. El descriptor 
flexible así obtenido depende además de 2 parámetros de optimización: i) el 
umbral T (número entero que suele variar entre 0 y 6) y el número de 
iteraciones óptimas Niter del método de simulación Monte Carlo (MC). La 
selección apropiada de los valores de T y Niter evita el sobreajuste del modelo 
en el conjunto de calibración. 
 Cabe destacar que la principal ventaja en el empleo de un descriptor de 
naturaleza flexible basado en la Teoría de Grafos es que este no dependerá de 
los aspectos conformacionales de las estructuras químicas.  
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Capítulo 3. Métodos estadísticos en QSPR-
QSAR 
 
 
3.1. Introducción 
Los estudios QSPR-QSAR tienen como objetivo principal desarrollar 
modelos de correlación utilizando la variable respuesta de un compuesto 
químico (propiedad/actividad) y los datos de la información química del 
mismo. Las estrategias basadas en regresión y clasificación se emplean para 
desarrollar modelos, para datos con respuestas cuantitativas y cualitativas, 
respectivamente.  
Además de los métodos convencionales, las herramientas de aprendizaje 
automático son útiles en el modelado QSPR-QSAR, especialmente para 
estudios que involucran datos con información química compleja, de alta 
dimensión, y que tienen una relación no lineal con la respuesta considerada. 
Los enfoques basados en regresión se emplean cuando los datos de 
respuesta de los compuestos químicos son completamente numéricos, es 
decir, cuantitativos, mientras que las respuestas químicas cualitativas o semi-
cuantitativas se modelan utilizando técnicas de clasificación. Los métodos 
basados en regresión permiten la predicción cuantitativa de la respuesta 
(propiedad/actividad), mientras que los métodos de clasificación permiten la 
categorización de los puntos de datos en varios grupos o clases, es decir, como 
altamente activos y menos activos.  
Los métodos basados en aprendizaje automático también son útiles en 
el desarrollo de modelos QSPR-QSAR. Es importante mostrar que las 
herramientas de aprendizaje automático que emplean inteligencia artificial se 
pueden utilizar para resolver problemas basados en regresión y clasificación.  
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Numerosas herramientas estadísticas son útiles para la selección de 
características a partir de una gran matriz de datos. Las herramientas de 
selección de variables permiten el uso de descriptores adecuados y relevantes 
para una respuesta particular, eliminando los datos espurios en el análisis.  
La matriz de datos de descriptores puede explorarse a través de diversos 
métodos de corte para reducir la información química inter-correlacionada y 
redundante. Los modelos QSPR-QSAR desarrollados también se someten a 
varias pruebas de validación para verificar su confiabilidad estadística. 
Después de su construcción, un modelo QSPR-QSAR se verifica mediante el 
empleo de estrategias de validación múltiples, dando una estimación de su 
predictibilidad y estabilidad.  
De acuerdo con los lineamientos de la OCDE, el desarrollo de un modelo 
QSPR-QSAR debe cumplir con la estrategia de un algoritmo inequívoco y debe 
superar los criterios de aptitud, robustez y predictividad. 
El presente capítulo proporciona una descripción de algunas 
herramientas estadísticas útiles y muy utilizadas para el pretratamiento de 
los datos, la selección de variables, el desarrollo de modelos y la validación de 
modelos QSPR-QSAR. 
 
3.2. Varias herramientas de quimiometría utilizadas en QSPR-QSAR 
Los estudios QSPR-QSAR son un enfoque que correlacionan los datos 
experimentales de la propiedad/actividad, con descriptores que codifican la 
información química. Dicha correlación puede derivarse de un enfoque basado 
en regresión (en los casos en que la propiedad o respuesta es cuantitativa y 
está disponible en una escala continua) o en un enfoque basado en 
clasificación (en los casos en que la propiedad o respuesta es gradual o semi-
cuantitativa).  
Los enfoques basados en regresión más comúnmente utilizados son los 
siguientes:  
• Regresión Lineal Multivariable (MLR)  
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• Mínimos Cuadrados Parciales (PLS)  
Algunos de los enfoques más comunes basados en clasificación son los 
siguientes:  
• Análisis Discriminante Lineal (LDA)  
• Análisis de Agrupamiento 
Las herramientas de aprendizaje automático como la Red Neuronal 
Artificial y la Máquina de Soporte Vectorial, son muy efectivas en el desarrollo 
de modelos predictivos, particularmente en el manejo de los datos con 
información química compleja y de alta dimensión que muestran una relación 
no lineal con la(s) respuesta(s) de los compuestos químicos.  
La quimiometría es la disciplina química que utiliza métodos 
estadísticos para diseñar procedimientos, experimentos y objetos óptimos, y 
para proporcionar la máxima información química mediante el análisis de los 
datos químicos. 
Algunas de las herramientas quimiométricas más populares y 
comúnmente usadas en QSPR-QSAR se discutirán brevemente en este 
capítulo. Sin embargo, antes de aplicar cualquier método de desarrollo de 
modelos estadísticos, puede ser necesario pretratar la matriz de los datos, y 
seguidamente se realizará la aplicación de un método de selección de variables 
adecuado. 
 
3.3. Pretratamiento de la matriz de datos 
Al preparar una matriz de datos en los estudios QSPR-QSAR, se debe 
tener cuidado asegurando que las estructuras moleculares se hayan extraído 
o importado correctamente, que los datos de la actividad biológica (u otra 
respuesta) se hayan tomado de una fuente auténtica (y que tengan errores 
experimentales permisibles) y que los valores de los descriptores se hayan 
calculado utilizando un programa validado.  
Los datos de la variable respuesta para un conjunto molecular específico 
empleados para construir un modelo QSPR-QSAR deberían presentar un 
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patrón de distribución normal y los experimentos realizados para determinar 
su valor haber sido obtenidos mediante el mismo protocolo.  
Se debe tener cuidado en la inclusión de compuestos duplicados en el 
conjunto de datos. Del mismo modo, debe considerarse la forma tautomérica 
correcta de la estructura de los compuestos.  
Para el cálculo de los descriptores tridimensionales, se debería haber 
llevado a cabo una adecuada optimización de la estructura molecular 
mediante métodos de estructura electrónica apropiados.  
Cuando se han calculado una gran cantidad de descriptores 
moleculares, se debe aplicar un método apropiado para eliminar los 
descriptores menos importantes o redundantes. Se pueden omitir los 
descriptores con un valor constante para todas las observaciones y los 
descriptores que muestran una varianza muy baja. Solamente se debe 
conservar un descriptor entre aquellos pares de descriptores que muestran 
una alta intercorrelación mutua. En algunos casos, también se puede requerir 
un escalado adecuado de los descriptores1. 
 
3.4. Selección de variables 
La selección de descriptores para el desarrollo del modelo es un paso 
vital en los estudios QSPR-QSAR. Dicha selección se puede realizar de 
diferentes formas, incluida la selección gradual (utilizando un criterio de 
escalonamiento adecuado, por ejemplo, 'F para inclusión' y 'F para exclusión', 
basado en el estadístico parcial-F), la mejor selección de subconjuntos, los 
métodos genéticos y el análisis factorial1. 
 
3.5. Análisis Discriminante Lineal 
LDA2 puede separar dos o más clases de objetos y puede usarse para 
problemas de clasificación. LDA realiza la misma tarea que MLR al predecir 
un resultado cuando la propiedad de respuesta tiene valores cualitativos y los 
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descriptores moleculares son variables continuas. LDA explícitamente intenta 
modelar la diferencia entre las clases de datos.  
En una situación de dos grupos, los miembros previstos se obtienen 
calculando una puntuación de la función discriminante (FD) para cada caso. 
Entonces, los casos con valores de FD menores que el valor de corte se 
clasifican como pertenecientes a un grupo, mientras que aquellos con valores 
mayores se clasifican en el otro grupo. La FD puede tomar la siguiente forma: 
    1 1 2 2 0 .   .  ... .d dFD c X c X c X c    (3.1) 
donde FD es la función discriminante, que es una combinación lineal (suma) 
de las variables discriminantes, 1 dX X  son las variables predictoras, c es el 
coeficiente discriminante o el peso para cada variable, 0c  es el término 
constante del modelo, y d es el número de variables predictoras.  
Los buenos predictores tienden a tener grandes valores de coeficientes 
estandarizados. Después de analizar un conjunto existente de datos para 
calcular la FD y clasificar los casos, todos los casos nuevos (en el conjunto de 
predicción) se pueden clasificar.  
En un análisis paso a paso de FD, el modelo se construye paso a paso. 
Específicamente, en cada paso se revisan y evalúan todas las variables para 
determinar cuál contribuirá más a la discriminación entre grupos. Esa 
variable se incluirá en el modelo y el proceso se inicia nuevamente. 
 
3.6. Análisis de Agrupamiento 
A diferencia de LDA, el Análisis de Agrupamiento3 no requiere del 
conocimiento previo sobre cuáles elementos pertenecen a cuáles grupos. Los 
agrupamientos se definen mediante el análisis de los datos. El análisis de 
agrupamiento maximiza la similitud de los casos dentro de cada grupo y 
maximiza la diferencia entre los grupos que inicialmente son desconocidos.  
El análisis de agrupamiento jerárquico encuentra grupos de casos 
relativamente homogéneos basados en disimilitudes o distancias entre 
objetos. La forma más sencilla y generalmente aceptada de calcular distancias 
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entre objetos en un espacio multidimensional es mediante el cálculo de las 
distancias euclidianas.  
Comienza con cada caso como un agrupamiento separado y luego 
combina los agrupamientos secuencialmente, reduciendo la cantidad de 
agrupamientos en cada paso hasta que solo queda un agrupamiento. Se puede 
generar un diagrama de árbol jerárquico o dendrograma (Figura 3.1) para 
mostrar los puntos de vinculación: los agrupamientos están vinculados a 
niveles crecientes de disimilaridad. 
 
 
 
 
 
 
 
Figura 3.1. Ejemplo de un dendrograma. 
 
El agrupamiento de k-medias es un método no-jerárquico de 
agrupamiento que se puede usar cuando se conoce el número de grupos 
presentes en los objetos o casos. Es un método no-supervisado de 
agrupamiento basado en el centroide.  
En general, el método k-medias producirá exactamente k grupos 
diferentes. El método define k centroides, uno para cada grupo, ubicados lo 
más lejos posible el uno del otro. El siguiente paso es tomar cada punto 
perteneciente a un conjunto de datos dado y asociarlo al centroide más 
cercano. Cuando no hay ningún punto pendiente, las posiciones de los k 
centroides se vuelven a calcular. Este procedimiento se repite hasta que los 
centroides ya no se mueven1. 
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3.7. Análisis de Regresión Lineal Multivariable 
La Regresión Lineal Multivariable (MLR)4 es un método comúnmente 
utilizado en QSPR-QSAR debido a su simplicidad, transparencia, 
reproducción y fácil interpretación. La expresión generalizada de una ecuación 
de MLR es la siguiente: 
     0 1 1 2 2 3 3 .  .  .   ... .d dY a a X a X a X a X     (3.2) 
En la expresión anterior, Y es la respuesta o variable dependiente, X1, 
X2, ..., Xd son los descriptores (características o variables independientes) 
presentes en el modelo con los coeficientes de regresión correspondientes a1, 
a2, ..., ad, respectivamente, y a0 es el término constante del modelo.  
La interpretación de la contribución de los descriptores individuales X1, 
X2, ..., Xd es directa dependiendo del valor del coeficiente correspondiente y su 
signo algebraico. Cada coeficiente de regresión debería ser significativo en 
p<0.05, que puede verificarse a partir de una prueba 't'. Los descriptores 
presentes en un modelo MLR no deberían estar muy inter-correlacionados.  
Para que un modelo sea estadísticamente confiable, el número de 
observaciones y el número de descriptores deben tener una relación de al 
menos 5:1, respectivamente. Un modelo MLR que se ajuste bien a los datos 
dará lugar a una gráfica de dispersión (actividad observada frente a actividad 
calculada) que muestra una desviación mínima de los puntos de la línea de 
ajuste. 
La calidad de un modelo de MLR se determina a partir de una serie de 
parámetros como se describe a continuación. 
1. Coeficiente de determinación (R2) 
Se puede definir el coeficiente de determinación (R2) de la siguiente 
manera: 
2
2
2
)
 =1-  
( )
obs cal
obs obs
(Y Y
R
Y Y




         (3.3) 
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En la ecuación anterior, obsY  representa el valor de respuesta observada, 
mientras que calY  es la respuesta calculada con el modelo y obsY  es el promedio 
de los valores de la respuesta observada. Para un modelo ideal, si la suma de 
residuos al cuadrado es 0, el valor de R2 es 1.  
A medida que el valor de R2 se desvía de 1, la calidad de ajuste del 
modelo se deteriora. La raíz cuadrada de R2 es el coeficiente de correlación 
(R)1. 
2. R2 ajustado (
2
aR ) 
Si se aumenta el número de descriptores en un modelo para un número 
fijo de observaciones, los valores de R2 siempre aumentarán, pero esto 
conducirá a una disminución en los grados de libertad y, por ende, tendrá una 
baja confiabilidad estadística.  
Por lo tanto, un valor alto de R2 no es necesariamente una indicación de 
que el modelo estadístico se ajusta bien a los datos disponibles. Para reflejar 
la varianza explicada (es decir, la fracción de la varianza de los datos explicada 
por el modelo) de una mejor manera, el valor de R2 ajustado se ha definido de 
la siguiente manera: 
                                 
  
 
2
21 .
 =
1
a
N R d
R
N d
          (3.4) 
En la expresión anterior, d es la cantidad de variables utilizadas en la 
construcción del modelo1. 
 
3. Relación de Varianza (F) 
Para juzgar la importancia general de los coeficientes de regresión, la 
relación de varianza (es decir, la relación entre el significado de la regresión y 
el valor medio de las desviaciones) puede definirse de la siguiente manera: 
 
 



2
2
-
 
-
- -1
cal
obs cal
Y Y
dF
Y Y
N d
         (3.5) 
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El valor de F tiene dos grados de libertad: d y N-d-1. El valor de F 
calculado de un modelo debe ser significativo en p<0.05. Para la significación 
global de los coeficientes de regresión, el valor de F debe ser alto. 
4. Estimación de la desviación estándar (S)  
Para tener un buen modelo, la estimación del error estándar de Y debe 
ser bajo y esto se puede definir de la siguiente manera: 
                                  
 

 
2
1
obs calY YS
N d
     (3.6) 
Aquí, los grados de libertad son N-d-1. 
 
3.8. Mínimos Cuadrados Parciales (PLS) 
Al manejar una gran cantidad de descriptores inter-correlacionados y 
ruidosos para un número limitado de datos, PLS es una mejor opción en 
comparación a MLR. PLS, al ser una generalización de MLR5, trata de extraer 
las variables latentes (LV) que son funciones de las variables originales, y 
representan la mayor variación posible del factor subyacente al modelar las 
respuestas.  
Antes del análisis, las variables X e Y a menudo se transforman para 
hacer sus distribuciones bastante simétricas. Las variables de respuesta 
generalmente se transforman logarítmicamente y las variables X se deben 
escalar apropiadamente.  
El PLS lineal encuentra algunas variables nuevas (LV), que son 
combinaciones lineales de las variables originales. Cuando el número de LV 
es igual al número de variables, el modelo PLS se vuelve igual que el modelo 
MLR. Es necesario realizar una prueba estricta de la importancia predictiva 
de cada componente PLS, y luego detener la adición de nuevos componentes 
cuando los componentes se vuelven no-significativos.  
La validación cruzada (CV) es una forma práctica y confiable de probar 
esta capacidad predictiva. Una ecuación PLS puede expresarse de la misma 
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forma que en MLR; por lo tanto, las contribuciones de los descriptores 
individuales a la respuesta se pueden descubrir fácilmente1. 
 
3.9. Métodos de búsqueda basados en regresiones 
En la literatura especializada existe una enorme cantidad de algoritmos 
matemáticos aproximados de MLRA para resolver el problema de encontrar d 
variables óptimas d = {X1, X2, X3, ..., Xd} que dan origen al modelo a partir de 
un conjunto de descriptores D mucho mayor a d. Por conjunto óptimo debe 
entenderse el que produce los mejores parámetros estadísticos como el 
coeficiente de correlación (R) y la desviación estándar (S).  
En esta sección, se mencionarán aquellos algoritmos que son las más 
famosos y reconocidos en el campo, y aquellos que se usaron a lo largo del 
transcurso del presente trabajo de tesis. Se empezará describiendo la 
búsqueda exacta y posteriormente los métodos aproximados. 
 
3.9.1. Búsqueda Exhaustiva (FS) 
Para encontrar el mejor modelo de d descriptores a partir de un número 
mucho mayor D es necesario realizar D![d!(D − d)!] regresiones lineales; es 
decir, probar todos los casos posibles. Si se elige el mínimo valor de S como 
criterio de búsqueda, entonces aquel conjunto de d variables con menor S será 
la mejor solución posible dentro del conjunto inicial analizado.  
En términos matemáticos, debemos encontrar el mínimo global S (d ) en 
un conjunto de  D!/ D d ! D!  “puntos” di = {Xi1, Xi2, …, Xid}. Como cada 
descriptor Xi es un vector de N componentes, entonces cada punto di es una 
matriz de d×N.  
Debido a que habitualmente se trabaja con un conjunto inicial D 
grande, la búsqueda exacta es impracticable salvo que se cuente con una 
supercomputadora, y aun así continuará resultando un procedimiento 
sumamente costoso.  
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Los métodos estándares de optimización numérica conocidos hasta el 
momento no resultan apropiados para este tipo de problemas, por lo cual se 
han propuesto una multitud de métodos aproximados. 
 
3.9.2. Método de regresión “de a pasos” 
El método de Regresión de a pasos se usa desde hace ya mucho tiempo 
y es clásico en el trabajo QSPR-QSAR. Su popularidad deriva de tratarse de 
un procedimiento rápido, sencillo, nada costoso, y que se halla disponible en 
cualquier paquete computacional comercial. Esta aproximación presenta 
básicamente tres variantes, aunque el fundamento del método es el mismo: 
métodos inclusión de a pasos (SI), exclusión de a pasos (SE), y de a pasos 
(SW).  
La inclusión de a pasos consiste en calcular en una primera etapa el 
mejor modelo de una variable, luego en cada etapa subsiguiente adicionar una 
nueva variable óptima que mejore la calidad del modelo, y el modelo óptimo 
se encuentra cuando no es posible mejorar más la relación.  
La exclusión de a pasos, por su parte, emplea un procedimiento 
opuesto: comienza con un modelo que contiene varias variables y en cada 
etapa remueve aquella que no contribuya a mejorar la correlación. El proceso 
finalmente termina cuando se alcanza un conjunto óptimo, donde la remoción 
de cualquiera de las variables presentes empeora la calidad del modelo.  
El método de a pasos es un método que se usa bastante en la actualidad, 
y se trata de una combinación de SI y SE. En cada paso existen cuatro 
alternativas posibles: agregar una variable, eliminar una variable, 
intercambiar dos variables, o finalizar el proceso de búsqueda. Usando estas 
cuatro opciones se pueden establecer múltiples variantes de SW, dependiendo 
de cómo se lo ejecute6. 
El método de regresión de a pasos no garantiza alcanzar una solución 
óptima que coincida con la solución exacta, simplemente porque cada vez que 
se introduce/remueve una variable en el modelo, ya hay otras presentes en el 
mismo que restringen y determinan la calidad de la ecuación.  
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Aquí aparece lo que se conoce con el nombre de “efecto de mezcla de 
variables”, resultante de que las variables se combinan entre sí para producir 
un determinado efecto final sobre los parámetros estadísticos. El uso de una 
regresión de a pasos no tiene en cuenta dicho efecto, y esto explica que el 
método constituya una aproximación. Una manera de disminuir el efecto de 
mezcla es usar variables que se encuentren menos inter-correlacionadas entre 
sí y que resulten en cierto grado ortogonales. 
 
3.9.3. Método del Reemplazo (RM) 
El Método del Reemplazo7 surgió de la carencia de contar con un 
programa computacional comercial que permita analizar cientos de 
descriptores moleculares para encontrar los mejores subconjuntos de 
variables. 
La principal ventaja de RM es que requiere realizar un número de 
regresiones lineales que es mucho menor al caso FS y produce resultados 
finales que coinciden o son cercanos a los exactos. Se trata de una 
aproximación con una “receta” fácil de entender y aplicar que tiene en cuenta 
el efecto de mezcla de variables comentado antes. 
La idea principal de RM es que se puede obtener un mínimo en S 
tomando en cuenta el error relativo (der) de los coeficientes de regresión del 
ajuste lineal con d descriptores, d = {X1, X2, …, Xd}. El fundamento de emplear 
este camino para efectuar la búsqueda de variables radica en la simple 
observación de que los modelos obtenidos haciendo FS producen der bajas en 
los coeficientes, y ello nos hizo pensar que sería un criterio apropiado para ir 
probando variables en el modelo.  
En la actualidad no sabemos de otro método reportado en la literatura 
que también este basado en los der. La razón tal vez sea que experimentos 
numéricos conducidos tiempo atrás por otros investigadores sugirieran que 
los coeficientes de regresión y sus errores asociados tenían un 
comportamiento aleatorio, dado por la inestabilidad de las ecuaciones de 
regresión. 
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La esencia del procedimiento RM es la siguiente: primero se elige un 
conjunto de d descriptores de manera aleatoria y se hace una regresión lineal. 
Luego se escoge uno de los descriptores del conjunto, digamos Xi, se lo 
reemplaza con cada uno de los D descriptores del conjunto total (excepto por 
sí mismo), y se conserva el conjunto resultante con menor S.  
Debido a que en este primer paso se puede escoger cualesquiera de los 
d descriptores en el modelo inicial, se tendrán d caminos distintos que 
conducen a soluciones finales. Luego se elige la variable en el modelo 
resultante que posea el mayor valor der en su coeficiente (omitiendo la que fue 
reemplazada en el paso previo) y se reemplaza por todos los descriptores 
(excepto ella misma), reteniendo nuevamente el mejor conjunto resultante. De 
ese modo se reemplazan las variables remanentes omitiendo las reemplazadas 
en pasos previos.  
Una vez finalizado este proceso se comienza nuevamente con la variable 
que tiene el mayor valor der en su coeficiente y se repite el ciclo completo. Este 
proceso se repite tantas veces como sea necesario hasta que el conjunto de 
descriptores resulte invariante. Al final, tendremos el mejor modelo para el 
camino i. Se procede exactamente de la misma manera para todos los caminos 
posibles i =1, 2, …, d, y se elige el conjunto de variables con menor S.  
Los experimentos numéricos muestran que en esta forma se consigue 
un conjunto óptimo de d descriptores con las características señaladas 
previamente. 
 
3.10. Importancia de los parámetros de calidad en QSPR-QSAR 
El avance en recursos computacionales rápidos y económicos hace que 
sea factible calcular una gran cantidad de descriptores usando varias 
herramientas de programación. Como consecuencia, no se puede negar el 
riesgo de correlaciones fortuitas con el número creciente de variables incluidas 
en el modelo QSPR-QSAR en comparación con el número limitado de 
compuestos generalmente empleados para el desarrollo del modelo8.  
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Por otro lado, empleando diversas herramientas de optimización, es 
factible obtener modelos que puedan ajustar bien los datos experimentales, 
pero siempre existe la posibilidad de sobre-ajustarlos.  
Los parámetros de ajuste de los datos no corroboran una buena 
capacidad de predicción del modelo, ya que aquellos son parámetros para la 
calidad estadística del modelo. Esta es la razón principal por la que las 
herramientas de validación se deben aplicar en el modelo QSPR-QSAR 
desarrollado, para verificar su predictividad para las nuevas moléculas no 
ensayadas.  
En la Figura 3.2 se muestra un diagrama de flujo para el desarrollo de 
un modelo QSPR-QSAR confiable, junto con los diversos métodos de 
validación con los parámetros comúnmente utilizados. 
 
3.11. Los Principios de la OCDE 
Los principios de la OCDE representan el mejor esquema posible de 
todos los puntos esenciales que deben abordarse al desarrollar modelos 
QSPR-QSAR fiables y reproducibles9. Los principios fueron formulados por 
expertos de QSAR en una reunión celebrada en Setúbal, Portugal, en 2002 así 
como las directrices para la validación de los modelos QSPR-QSAR, en 
particular para fines regulatorios.  
Estos principios fueron luego aprobados por los países miembros de la 
OCDE, QSAR y las comunidades reguladoras en la 37ª Reunión Conjunta del 
Comité de Químicos y el Grupo de Químicos, Plaguicidas y Biotecnología en 
noviembre de 2004.  
Las cinco directrices adoptadas por la OCDE que denotan la validez del 
modelo QSAR son las siguientes:  
• Principio 1- Una respuesta definida (actividad/propiedad/toxicidad) 
• Principio 2- Un algoritmo inequívoco  
• Principio 3- Un dominio de aplicabilidad definido  
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Figura 3.2. Pasos fundamentales para la generación de un modelo QSAR y métodos 
de validación empleados. 
 
• Principio 4- Medidas apropiadas de bondad de ajuste, robustez y 
predictividad  
• Principio 5- Una interpretación mecanicista, si es posible. 
El desafío actual en el proceso de desarrollo de un modelo QSPR-QSAR 
ya no es desarrollar un modelo que sea estadísticamente sólido para predecir 
la actividad dentro del conjunto de calibración, sino desarrollar un modelo con 
Representación de la estructura molecular (análisis conformacional y optimización 
de la geometría en caso de QSAR-3D). 
Cálculo de descriptores: características estructurales codificadas de los compuestos. 
División del conjunto de datos: a) Agrupamiento de k-medias y Kennard-stone, b) Análisis 
de Componentes Principales (PCA), c) Mapa de autoorganización de Kohonen, d) Diseño D-
óptimos, e) Esfera de exclusión, f) Ordenamiento de la respuesta g) Aleatorización. 
Conjunto de calibración Conjunto de predicción 
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Parámetros de validación interna: (Q2>0.5, 
promedio rm2 (LOO)>0.5 y Δ rm2(LOO)<0.2), 
Aleatorización-Y: cRp2>0.5 
Parámetros de validación externa: 
(R2pred>0.5, promedio rm2 (prueba)>0.5 y Δ 
rm2(prueba)<0.2), (promedio rm2 (total)>0.5 
y Δ rm2(total)<0.2 
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la capacidad de predecir con precisión la actividad de nuevos productos 
químicos1. 
 
3.12. Validación interna 
La validación interna de un modelo QSPR-QSAR se realiza en base a las 
moléculas utilizadas en el desarrollo del modelo. Implica la predicción de la 
actividad de las moléculas estudiadas, seguida de la estimación de parámetros 
para detectar la precisión de las predicciones. Para juzgar la calidad y la 
bondad de ajuste del diseño del modelo, la validación interna es una técnica 
ideal. Sin embargo, la principal desventaja de este enfoque es la falta de 
predicción del modelo cuando se aplica a un nuevo conjunto de datos10. 
 
3.13. Validación externa 
No se puede juzgar la predictibilidad del modelo desarrollado a partir de 
la validación interna de un conjunto completamente nuevo de compuestos, ya 
que la validación interna considera los compuestos químicos que pertenecen 
al mismo conjunto de compuestos utilizados para el desarrollo del modelo.  
Así, para la validación externa, el conjunto de datos disponible 
generalmente se divide en conjuntos de calibración y de predicción, luego se 
desarrolla un modelo con el conjunto de calibración, y luego se utiliza el 
modelo construido para verificar la validación externa empleando las 
moléculas del conjunto de predicción que no se utilizan en el proceso de 
desarrollo del modelo. La validación externa asegura la capacidad predictiva y 
la aplicabilidad del modelo QSPR-QSAR desarrollado para la predicción de 
moléculas que no han sido probadas antes11. 
 
3.13.1. Selección de los conjuntos de calibración y predicción 
En general, la división del conjunto molecular en conjuntos de 
calibración y predicción debe ejecutarse de tal manera que los puntos que 
representan ambos conjuntos, de calibración y predicción estén dispersos 
89 
 
dentro del espacio descriptor ocupado por el conjunto de datos completo y 
cada punto del conjunto de predicción esté cerca de al menos un compuesto 
del conjunto de calibración.  
Los siguientes enfoques son empleados principalmente por quienes 
desarrollan los modelos QSPR-QSAR para la selección de los conjuntos de 
calibración y predicción11:  
1. Selección aleatoria: El conjunto de datos puede dividirse por un mero 
proceso de selección aleatorio.  
2. Basado en la respuesta Y: este enfoque se basa en el muestreo de la 
actividad (respuesta Y). El rango completo de la respuesta se divide en grupos 
y los compuestos que pertenecen a cada grupo se asignan a los conjuntos de 
calibración o predicción al azar o de forma personalizada.  
3. Basado en la respuesta X: las propiedades y la similitud estructural 
de las moléculas se consideran para la agrupación de compuestos similares. 
Después de eso, una fracción de compuestos estudiados se asigna al conjunto 
de calibración o al conjunto de predicción manualmente o de una manera 
regular. Las herramientas más comúnmente empleadas para la división 
racional de los conjuntos de datos son:  
• Agrupación k-medias,  
• Selección de mapa de autoorganización de Kohonen,  
• Diseño molecular estadístico,  
• Selección de Kennard-Stone,  
• Esfera de Exclusión, y  
• Selección de extrapolación orientada al conjunto de predicción. 
 
3.13.2. Dominio de aplicabilidad (DA) 
1. Concepto de DA 
El DA se define como una región teórica en el espacio químico 
construido tanto por los descriptores del modelo como por la respuesta 
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modelada. El dominio de aplicabilidad juega un papel crucial para estimar la 
incertidumbre en la predicción de un compuesto particular en función de cuán 
similar es a los compuestos empleados para construir el modelo QSPR-QSAR.  
Por lo tanto, la predicción de una respuesta estudiada a través de un 
modelo es aplicable solo si el compuesto que se predice cae dentro del DA del 
modelo, ya que no es factible predecir todo el universo de compuestos usando 
un único modelo QSPR-QSAR12.  
 
2. Tipos de aproximaciones DA  
Las técnicas más comúnmente empleadas para estimar regiones de 
interpolación en un espacio multivariable son las siguientes:  
(a) intervalos en el espacio descriptor 
(b) métodos geométricos 
(c) métodos basados en la distancia  
(d) distribución de densidad de probabilidad 
(e) rango de la variable de respuesta 
Los primeros cuatro enfoques se basan en la metodología utilizada para 
la caracterización del espacio de interpolación en el espacio descriptor del 
modelo. Por el contrario, el último depende únicamente del espacio de 
respuesta de las moléculas del conjunto de calibración.  
Se puede identificar un compuesto fuera del DA, si:  
(a) al menos un descriptor está fuera del rango, para los enfoques de rangos y  
(b) la distancia entre la sustancia química y el centro del conjunto de datos de 
calibración excede el umbral para los enfoques de distancia.  
El umbral para todos los tipos de métodos de distancia, es la distancia 
más grande entre los puntos de datos del conjunto de calibración y el centro 
del conjunto de datos del conjunto de calibración1. 
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3.14. Algunos parámetros de validación interna y externa 
1. Validación cruzada dejar-uno-afuera (loo)13 
Para determinar la validación cruzada loo, el conjunto de calibración se 
modifica principalmente mediante la eliminación de un compuesto del 
conjunto. Luego, el modelo se reconstruye en base a las moléculas restantes 
del conjunto de calibración utilizando la combinación de descriptores 
originalmente seleccionada, y la actividad del compuesto eliminado se calcula 
en base a la ecuación QSAR resultante.  
Este ciclo se repite hasta que todas las moléculas del conjunto de 
calibración se han eliminado una vez, y los datos de actividad predichos 
obtenidos para todos los compuestos del conjunto de calibración se usan para 
el cálculo de varios parámetros de validación interna.  
Finalmente, la predicción del modelo se juzga usando la sumatoria de 
los residuos al cuadrado predichos (PRESS) y R2 (Q2) con la validación cruzada 
para el modelo, mientras que el valor de la desviación estándar del error de 
predicción (SDEP) se calcula a partir de PRESS. 
 
2
obs predPRESS Y Y      (3.7) 
PRESSSDEP
n
      (3.8) 
 
   
2
( ) ( )2
2 2
( ) ( )
1 obs cal pred cal
calibración calibraciónobs cal obs cal
Y Y PRESSQ
Y Y Y Y

  
 

 
 (3.9) 
En las ecuaciones (3.7) -(3.9), Yobs e Ypred corresponden a los valores de 
actividad observados y calculados de loo, n se refiere al número de 
observaciones, Yobs(cal) es la actividad observada del conjunto de calibración, 
Ypred(cal) es la actividad calculada de las moléculas del conjunto de calibración 
basado en la técnica de loo. El valor de umbral de Q2 es 0.51. 
2. Validación cruzada dejar-n%-afuera (lmo) 
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El principio básico de la técnica lmo o dejar-n%-afuera es que una 
porción definida del conjunto de calibración se mantiene y se elimina en cada 
ciclo (siendo n% el porcentaje de moléculas que se remueven del conjunto por 
etapas y corresponde a nm moléculas).  
Para cada ciclo, el modelo se construye en base a las moléculas 
restantes (y utilizando los descriptores originalmente seleccionados) y luego 
se predice la actividad de los compuestos eliminados utilizando el modelo 
desarrollado. Después de que se hayan completado todos los ciclos, los valores 
de actividad predichos de los compuestos se usan para el cálculo del lmo-Q2. 
3. Verdadero Q2  
Hawkins et al.14 propusieron el concepto del parámetro "verdadero Q2", 
calculado a partir de la aplicación de la estrategia de selección de variables en 
cada ciclo de validación. El parámetro es una mejor herramienta para evaluar 
la predicción del modelo, principalmente en el caso de conjuntos de datos 
pequeños, en comparación con el enfoque tradicional de la división del 
conjunto de datos en conjuntos de calibración y predicción. 
4. El parámetro de 2mR  para la validación interna  
Un valor aceptable de Q2 no indica necesariamente que los datos de 
actividad predichos se encuentran en proximidad cercana a los observados, 
aunque pueda existir una buena correlación general entre dichos valores. Por 
lo tanto, para obviar este problema y para indicar mejor la predictibilidad del 
modelo, el parámetro 2mR  introducido por Roy et al.15 se puede calcular 
mediante las siguientes ecuaciones: 
 2 '22
2


m m
m
R R
R          (3.10) 
2 2 '2  m m mR R R          (3.11) 
Aquí,   2 2 2 201  mR R R R  y   ' 2 2 2 '201  mR R R R . Los parámetros 2R  y 20R  
son los coeficientes de correlación al cuadrado entre los valores predichos y 
los valores calculados (dejar-uno-afuera) de los compuestos con y sin 
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intercepto, respectivamente. El parámetro ' 20R  tiene el mismo significado, pero 
usa los ejes invertidos. 
El 2mR  es el valor promedio de 
2
mR  y 
' 2
mR , y 
2 mR  es la diferencia absoluta 
entre 2mR  y 
' 2
mR . En el caso de validación interna del conjunto de calibración, 
los parámetros 2mlooR  y 
2 mlooR  pueden utilizarse y demostrar que el valor de 
2 mlooR  debe ser preferiblemente inferior a 0.2, lo que indica que el valor de 
2
mlooR  
es superior a 0.5. Roy et al.16 propusieron que el cálculo del parámetro 2mR  
debería basarse en los valores escalados de los datos de respuesta observados 
y predichos. El escalado se puede hacer en base a la siguiente ecuación: 
min( )
max( ) min( )



i obs
i
obs obs
Y Y
escaladoY
Y Y
       (3.12) 
Aquí, iY  se refiere a la respuesta observada/predicha para el compuesto i-
ésimo (1, 2, 3, ..., n) en el conjunto de calibración/prueba. Además de estos, 
max( )obsY e min( )obsY  indican los valores máximos y mínimos, respectivamente, para 
la respuesta observada en los compuestos del conjunto de calibración. 
5. Parámetros para la correlación casual: aleatorización-Y  
La aleatorización-Y se realiza para garantizar la solidez del modelo 
QSPR-QSAR desarrollado. En la prueba de aleatorización-Y, la validación se 
realiza permutando los valores de respuesta (Y) con respecto a la matriz X que 
se ha mantenido inalterada17,18. 
6. Validación externa 2predR   
El 2predR  refleja el grado de correlación entre los datos de propiedad 
observados y predichos del conjunto de predicción. 
 
 
2
( ) ( )2
2
( )
1 obs pred pred predpred
calibraciónobs pred
Y Y
R
Y Y

 



          (3.13) 
Aquí, ( )obs predY  y ( )pred predY  son los datos de propiedad observados y predichos para 
los compuestos del conjunto de predicción, mientras que calibraciónY  indica el 
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valor medio de propiedad observada de las moléculas del conjunto de 
calibración. Por lo tanto, los modelos con valores de 2predR  por encima del valor 
estipulado de 0.5 se consideran que presentan una buena capacidad 
predictiva. 
7. Criterios de Golbraikh y Tropsha 
Golbraikh y Tropsha19 propusieron un conjunto de parámetros para 
determinar la predictibilidad externa del modelo QSPR-QSAR. Según estos 
autores, los modelos se consideran satisfactorios si todas las condiciones 
siguientes se satisfacen: 
a) 2 0.5calibraciónQ   
b) >0.62predR  
c) 
2 2
0
2 0.1


R R
R
 y 0.85 1.15k   o 
2 '2
0
2 0.1


R R
R
 y 0.85 1.15k   
d) 2 '20 0.3 R R  
El significado de los términos 
2R  y 20R  ya se discutió en la sección 
“parámetro 2mR  de validación interna”. 
8. El parámetro de validación externa 2 ( )m predR  
Con el fin de verificar la proximidad entre los datos observados y 
predichos, el parámetro 2 ( )m predR  ha sido desarrollado por Roy et al.15. El valor 
de 2 ( )m predR  se calcula utilizando los coeficientes de correlación al cuadrado entre 
la actividad observada y la predicha de los compuestos del conjunto de 
predicción. Para que la predicción sea aceptable, el valor de 2 ( )   m predR debe ser 
preferiblemente inferior a 0.2, siempre que el valor de 2 ( )m predR  sea superior a 
0.5.  
 
 
3.15. Conclusiones 
Los estudios QSPR-QSAR implican el uso de un número significativo de 
herramientas estadísticas y, por lo tanto, requiere de un buen conocimiento 
de la quimiometría. El modelo matemático establecido puede proporcionar 
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una relación tanto lineal como no lineal entre la respuesta y los atributos 
químicos a través de análisis basados en regresión y en clasificación.  
Debido a que se establecen relaciones matemáticas cuantitativas, la 
validación utilizando un algoritmo estadístico adecuado se vuelve esencial 
para confirmar la estabilidad y la predictibilidad de los modelos. El juicio para 
la elección del método de validación depende del número de datos analizados 
y de descriptores utilizados, e inclusive del objetivo del análisis. 
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Capítulo 4. Propiedades fisicoquímicas 
estudiadas y sus aplicaciones en el 
desarrollo de modelos QSPR en pesticidas 
 
4.1. Introducción 
Las propiedades de interés agronómico y de importancia en el área de 
la ciencia de los pesticidas van a ser desarrolladas en este capítulo de acuerdo 
a como se han presentado a lo largo del presente trabajo de tesis. Las mismas 
se analizan a partir del conocimiento que se ha ido adquiriendo en el 
desarrollo de los modelos QSPR para compuestos plaguicidas. 
Las principales diferencias entre los perfiles de comportamiento de los 
productos químicos orgánicos en el medio ambiente son atribuibles a sus 
propiedades fisicoquímicas. Algunas de las propiedades claves se reconocen 
como solubilidad acuosa, presión de vapor, los tres coeficientes de partición 
entre aire, agua y octanol, la constante de disociación en agua (cuando sea 
relevante) y la susceptibilidad a la degradación o el factor de bioconcentración.  
La identidad química puede parecer un problema trivial, pero la mayoría 
de los compuestos tienen varios nombres, y son muy sutiles las diferencias 
entre isómeros (por ejemplo, cis y trans) y estás pueden ignorarse. Los 
identificadores más comúnmente aceptados son el nombre IUPAC y el número 
del Sistema de Resúmenes Químicos (CAS).  
Más recientemente, se han buscado métodos para expresar la 
estructura en forma de notación lineal para que la entrada en la computadora 
de una serie de símbolos se pueda utilizar para definir una estructura 
tridimensional para fines ambientales. En este sentido el formato molecular 
SMILES (sistema de entrada molecular lineal simplificado), permite poder 
obtener la masa molar o el peso molecular a partir de la estructura.  
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4.2. Enfoque QSPR para el coeficiente de sorción en suelo  
El coeficiente de sorción en suelo (Koc) se puede estimar para 
compuestos orgánicos. Puede definirse como “la relación de la cantidad de un 
compuesto químico absorbido al suelo por unidad de peso de carbono orgánico 
(oc) en el suelo o sedimento a la concentración del producto químico en 
solución a equilibrio”1. Este es representado por la siguiente ecuación: 
 
 
 /   
 
/  
g absorbidos g carbono orgánico
Koc
g mL solución


    (4.1) 
Las unidades de Koc son típicamente expresadas en l/kg o ml/g. 
El coeficiente de sorción en suelo provee una indicación de la medida a 
la cual se particiona un compuesto químico entre las fases sólidas y la 
solución del suelo, o entre el agua y los sedimentos en los ecosistemas 
acuáticos. Describe la biodegradación y el impacto de la contaminación de los 
pesticidas orgánicos2 cuando estos compuestos interactúan con la materia 
orgánica de los suelos y los sedimentos, ya sea en la superficie, el suelo o el 
agua potable3.  
La estimación confiable del parámetro Koc es muy importante en 
agricultura, y a menudo se realizan para evaluaciones de destino ambiental, 
ya que su medición experimental es difícil, costosa y lleva mucho tiempo. Por 
lo tanto, la predicción del coeficiente de sorción en suelo para un gran número 
de estructuras químicas es muy conveniente en la evaluación de riesgos4. 
En el ámbito de la teoría de las relaciones cuantitativas de estructura y 
propiedad (QSPR)5–7, se puede predecir una propiedad experimental de un 
compuesto químico, es decir, Koc, mediante el conocimiento de su estructura 
química.  
La estructura se cuantifica por medio de un conjunto de descriptores 
moleculares adecuados, en otras palabras, cantidades numéricas que llevan 
información específica sobre los aspectos constitucionales, topológicos, 
geométricos, hidrofóbicos y/o electrónicos8–10. Por consiguiente, los 
descriptores se correlacionan estadísticamente con la propiedad experimental, 
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lo que da como resultado un modelo matemático que se puede utilizar para 
descubrir paralelismos útiles. 
Los métodos de estimación tradicional son fiables y se sabe que muchos 
modelos QSPR publicados que predicen el coeficiente de sorción del suelo 
implican el coeficiente de partición octanol/agua experimental (Kow) o la 
solubilidad en agua (Sw)11, pero el índice de conectividad molecular de primer 
orden (MCI) se ha empleado satisfactoriamente para predecir los valores de 
Koc para compuestos orgánicos hidrofóbicos12,13, mientras que otros QSPR se 
basan en descriptores moleculares teóricos14–16.  
Sin embargo, por lo general, se han realizado pocos trabajos para 
examinar la predictividad (validación) del modelo y el dominio de aplicabilidad 
químico de dichos modelos sobre una amplia gama de compuestos, 
especialmente para los nuevos compuestos químicos17–19. 
El módulo original de KOCWIN de EPI Suite (PCKOC) empleaba a MCI y 
una serie de grupo de factores de contribución para predecir Koc20. Este 
método de contribución de grupos demostró mejorar los métodos de 
estimación tradicionales basados en el coeficiente de partición octanol/agua 
y de solubilidad en agua. 
Un estudio QSPR anterior de Gramática et al.17 en un conjunto 
altamente heterogéneo de 643 compuestos orgánicos no-iónicos predice el 
coeficiente de sorción en suelo expresado en unidades logarítmicas (logKoc). 
El conjunto de calibración con 93 compuestos utilizados en dicho 
trabajo es peculiar, porque es mucho más pequeño que el conjunto de 
predicción de 550 compuestos (proporción 1:6).  
Los mejores descriptores moleculares de Dragon se seleccionan a través 
de la técnica de Algoritmos Genéticos (GA) basada en MLRA, que conduce a 
un modelo QSPR de 4 descriptores con una capacidad predictiva del 78% en 
el conjunto de predicción. Los mejores resultados se obtienen mediante el 
modelado de consenso de 10 modelos diferentes en la población del modelo 
GA. 
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En este trabajo, informamos nuevos modelos QSPR alternativos para el 
coeficiente de sorción en suelo en el mismo conjunto molecular estudiado por 
Gramática et al.17, utilizando un enfoque que no considera la representación 
conformacional de la estructura química al basarse únicamente en los 
aspectos constitucionales y topológicos de las moléculas18.  
Como es sabido, cada modelo que incluye descriptores tridimensionales 
generalmente implica altos costos computacionales y largos tiempos durante 
el cálculo de la optimización de la geometría molecular. Por lo tanto, el enfoque 
QSPR independiente de la conformación se puede considerar como una 
metodología muy útil.  
Además, también exploramos el rendimiento de los modelos QSPR 
basados en descriptores óptimos19. Dentro de esta técnica, el descriptor 
óptimo calculado depende tanto de la estructura molecular como de la 
propiedad bajo análisis (Koc), pero no depende explícitamente de la geometría 
molecular tridimensional. Hemos demostrado la importancia de los 
descriptores óptimos en estudios anteriores QSPR21–25. 
 
4.2.1. Resultados y Discusión 
Comenzamos nuestro estudio QSPR explorando el rendimiento de los 
descriptores moleculares calculados con el programa de libre acceso PaDEL. 
Las características estructurales más representativas del conjunto de 
calibración de 93 compuestos heterogéneos se buscan a través de la técnica 
RM.  
De esta manera, los mejores modelos de MLR basados en 1-6 
descriptores moleculares se encuentran en un grupo que tiene 17536 
variables. Para eliminar los descriptores “colineales” (idénticos), los pares 
linealmente dependientes se identifican dentro de RM, y solo se conserva una 
variable de cada par para su posterior análisis. Este proceso conduce a un 
conjunto que contiene 3491 descriptores linealmente independientes. 
Seguimos la práctica común de mantener la dimensión (d) del modelo lo más 
pequeña posible. 
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Los mejores modelos de MLR se enumeran en la Tabla 4.1, mientras que 
en el apartado de Tablas anexas en (CD) se presenta la Tabla 4.3.A que 
proporciona una breve descripción del significado de los descriptores. Se 
aprecia en la Tabla 4.1 que el parámetro  calRMS continúa mejorando más allá 
de cuatro descriptores, pero predRMS  no mejora significativamente.  
De acuerdo con ello, elegimos una relación estructura-propiedad que 
tiene cuatro descriptores con un poder predictivo aceptable en el conjunto de 
predicción: 
 
log 0.18 0.30 0.090 0.16 1.18    Koc SP3 CrippenLogP gmax XLogP  (4.2) 
93calN , 
2 0.87calR , 0.45calRMS  , 
2
max 0.58ijR  , 2.5 0o   
2 0.85looR  , 0.47looRMS  , 1.02
aleatRMS   
 550predN , 
2 0.81predR  , 0.53 predRMS   
En esta ecuación, N es el número de compuestos; 2maxijR  denota el coeficiente 
de correlación máximo entre pares de descriptores; 2.5o  indica el número de 
compuestos salientes en el conjunto de calibración que tiene un residuo 
(diferencia entre la actividad experimental y la calculada) mayor que 2.5 veces 
el valor de  calS  
Tabla 4.1.  Los mejores modelos QSPR lineales obtenidos a partir de 
descriptores independientes de la conformación. El modelo seleccionado 
aparece en negrita. 
D Descriptores 2
calR  
2
predR  calRMS  predRMS  
1 CrippenLogP 0.72 0.68 0.65 0.67 
2 CrippenLogP XLogP 0.80 0.76 0.55 0.59 
3 CrippenLogP gmax TpiPC 0.84 0.79 0.49 0.56 
4 SP3 CrippenLogP gmax XLogP 0.87 0.81 0.45 0.53 
5 ALogp2 CrippenLogP maxHBint2 
TpiPC XLogP 
0.87 0.81 0.44 0.52 
6 BCUTw-1l CrippenLogP gmax 
ETA_Epsilon_3 WPOL XLogP 
0.89 0.81 0.41 0.53 
 
Los descriptores independientes de la conformación que aparecen en la 
ecuación (4.2) pertenecen a cuatro clases diferentes26: (i) un descriptor de 
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camino de Chi de PaDEL: SP3, camino de acceso simple 3; (ii) un descriptor 
de Crippen: CrippenLogP, logP de Crippen; (iii) un descriptor de tipo de átomo 
de estado electrotopológico: gmax, el máximo estado-E; y (iv) el descriptor 
XLogP. 
En la Figura 4.1 se proporciona un gráfico para el logaritmo de Koc 
predicho como una función de los valores experimentales para los conjuntos 
de calibración y de prueba. El gráfico de dispersión de residuos en la Figura 
4.1.A del modelo tiende a seguir un patrón aleatorio alrededor de la línea cero, 
sugiriendo que la suposición de la técnica de MLR se cumple.  
La matriz de correlación para la ecuación (4.2) aparece en la Tabla 4.4.A, 
que muestra la ausencia de altas correlaciones entre los pares de descriptores, 
mientras que sus valores numéricos se incluyen en la Tabla 4.5.A. La ecuación 
(4.2), tiene una potencia predictiva aceptable en el conjunto de predicción 
externo de 550 compuestos, de acuerdo con el valor estadístico de R2 y los 
parámetros de predRMS .  
Tal modelo aprueba el proceso de validación interna de validación 
cruzada mediante la exclusión de una molécula a la vez. La técnica de 
aleatorización-Y demuestra que la ecuación (4.2) tiene un valor de calRMS  
menor a 
aleatRMS y, por lo tanto, se encuentra una relación válida estructura-
logKoc.  
Los criterios de validación externos recomendados en Ref. 27 para 
asegurar la capacidad predictiva también se logran y se resumen en la Tabla 
4.6.A. 
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Figura 4.1. Se proporciona un gráfico para el logaritmo de Koc predicho como una 
función de los valores experimentales para los conjuntos de calibración y predicción. 
 
La calidad estadística de la ecuación (4.2) es bastante similar a la de 
varios modelos QSPR informados anteriormente por Gramática et al.17. Por 
ejemplo, nuestro QSPR con calRMS  = 0.45 y predRMS = 0.53 es mejor que el 
modelo publicado de cuatro descriptores topológicos con calRMS = 0.52 y 
predRMS = 0.56. 
Además, la ecuación (4.2) también es comparable al modelo de consenso 
de tres descriptores propuesto en ese documento17 ( calRMS = 0.52 y predRMS = 
0.53), aunque dicho modelo tiene la desventaja de incluir descriptores 
geométricos.   
Como una siguiente etapa en este estudio QSPR, incluimos definiciones 
óptimas de descriptores moleculares para analizar el rendimiento de tales 
variables estructurales específicas de sorción en suelo.  
El descriptor flexible DCW se optimiza aumentando el valor R2 del 
conjunto de calibración, hasta que el modelo comience a perder capacidad 
predictiva en el conjunto de predicción (medido por su valor de predRMS ).  
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La mejor representación estructural para los 93 compuestos de 
calibración es el grafo con hidrógenos, donde la calidad estadística para la 
evolución gradual del modelo lineal se presenta en la Tabla 4.1. El primer 
descriptor local seleccionado es NNC (representa el código del vecino más 
cercano a un determinado vértice), luego los siguientes atributos son ec0 
(conectividad extendida de Morgan de orden cero) y NOSP (la presencia de 
nitrógeno, oxígeno, azufre o fósforo) en ese orden.  
En la Tabla 4.2 se observa que el descriptor óptimo de mejor calidad 
incluye tales tipos de tres variables, y 64 atributos activos se basan en ellos 
(se muestra en la Tabla 4.7.A). Los detalles más completos para el modelo 
QSPR son los siguientes: 
log 0.073 0.31  Koc DCW     (4.3) 
= 93calN , 2 =0.87calR , =0.45calRMS , 2.5 1o , 
2 =0.86looR , =0.45looRMS  
=1.11aleatRMS ,  550predN , 
2 0.76predR , 0.61predRMS  
Los parámetros utilizados para el cálculo de DCW son T = 1 y Niter = 7. 
Las Figuras 4.2.A y 4.3.A demuestran que la técnica de MLR también se 
cumple para la ecuación (4.3). Un ejemplo para el cálculo de DCW para 
formaldehído se proporciona en la Tabla 4.2. 
 
Tabla 4.2. La búsqueda por pasos para encontrar los mejores atributos 
estructurales construyendo el descriptor óptimo; el resultado seleccionado 
aparece en negrita.  
 
Atributo estructural 2
calR  
2
predR  calRMS  predRMS  actN  
NNC 0.84 0.73 0.49 0.64 50 
NNC ec0 0.86 0.75 0.46 0.62 70 
NNC ec0 NOSP 0.87 0.76 0.45 0.61 64 
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Tabla 4.3. Un ejemplo del cálculo del descriptor óptimo para formaldehído por 
la sumatoria de los valores de CW: DCW = -0.64892 
atributo estructural CW 
ec0-O...1... 0.12508 
ec0-C...3... 1.00094 
ec0-H...1... -0.18254 
ec0-H...1... -0.18254 
NNC-O...101 0.24867 
NNC-C...303 -0.75284 
NNC-H...101 -0.07978 
NNC-H...101 -0.07978 
NOSP01000000 -0.74613 
 
Nuestros resultados revelan que la ecuación (4.2) tiene un mejor 
rendimiento en el conjunto de predicción que la ecuación (4.3). Ambos 
modelos QSPR se obtienen a través de diferentes enfoques, es decir, 
permitiendo que el descriptor molecular que representa la estructura química 
dependa o no de la propiedad logKoc estudiada. 
Como siguiente paso, investigamos lo que sucede cuando el conjunto 
anterior de descriptores 3491 0D-2D de PaDEL se combina con el descriptor 
DCW óptimo. Los mejores modelos del método MLR con 1-6 variables 
encontrados en dicho grupo de descriptores 3492 (Tabla 4.8.A) no mejoran el 
poder predictivo de nuestro primer modelo, ya que las estadísticas del 
conjunto de calibración son mejores, pero no ocurre lo mismo para el conjunto 
de predicción. 
En un nuevo intento de mejorar la ecuación (4.2), consideramos la 
inclusión de las predicciones del programa EPI Suite como descriptores 
moleculares semiempíricos, calculados a través de los valores pronosticados 
logKowEpi y logSwEpi. 
Después de buscar los mejores modelos de MLR en el conjunto 
compuesto por 3493 descriptores independientes de PaDEL y EPI Suite (Tabla 
4.4), se logra la siguiente relación estructura-Koc: 
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log 0.60 . 0.36 0.48log 0.72   Koc MLFER E SubFP302 KowEpi         (4.4) 
= 93calN , 2 =0.87calR , =0.44calRMS , 2max 0.21ijR , 2.5 0o , 
2 =0.86looR , =0.46looRMS  
=1.02aleatRMS ,  550predN , 
2 0.84predR , 0.48predRMS  
El rendimiento de la ecuación (4.4) es mejor que la ecuación (4.2) y, por 
lo tanto, consideramos que este nuevo modelo QSPR es la relación estructura-
coeficiente de sorción en suelo más adecuada para los 643 compuestos 
orgánicos no iónicos. La Figura 4.2 y la Figura 4.4.A grafican las predicciones, 
mientras que las Tablas 4.4.A y 4.6.A proporcionan la matriz de correlación y 
los criterios de validación externa para la ecuación (4.4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.2. Valores experimentales y predichos para logKoc de acuerdo al modelo 
QSPR basado en la ecuación (4.4). 
 
 
Tabla 4.4. Los mejores modelos QSPR lineales obtenidos a partir de un 
conjunto de 3493 descriptores independientes de la conformación obtenidos 
con PaDEL y EPI Suite; el modelo seleccionado aparece en negrita 
 
d Descriptores 2
calR  
2
predR
 
calRMS  predRMS  
1 logKowEpi 0.77 0.76 0.59 0.59 
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2 LFER_E logKowEp 0.86 0.83 0.46 0.50 
3 MLFER_E SubFP302 logKowEpi 0.87 0.84 0.44 0.48 
4 mindO MLFER_E KRFP1105 
logKowEpi 
0.87 0.84 0.42 0.48 
5 MAXDP2 ZMIC1 TpiPC KRFP3788 
logKowEpi 
0.90 0.84 0.40 0.49 
6 ATSC3c AATSC3c MATS4p MLFER_E 
AD2D393 logKowEpi 
0.91 0.84 0.37 0.49 
 
Los descriptores moleculares 2D que aparecen en esta última ecuación 
pertenecen a tres clases diferentes: (i) un descriptor de relación de energía 
libre lineal molecular (MLFER): MLFER.E, que mide la refracción molar 
excesiva; (ii) un descriptor indicador de subestructura: SubFP302, nos 
informa de la presencia de enlaces giratorios; y (iii) un descriptor del programa 
EPI Suite: logKowEpi, logaritmo del coeficiente de partición octanol/agua.  
Como los descriptores toman valores numéricos positivos, la ecuación 
(4.4) indica que un compuesto que tenga valores más altos para los 
descriptores MLFER.E y logKowEpi con un valor menor para SubFP302, 
tenderá a tener un coeficiente de sorción en suelo más alto. 
MLFER.E mide la refracción molar del soluto menos la refracción molar 
de un alcano de volumen equivalente. Este descriptor se puede estimar 
fácilmente a partir del conocimiento del índice de refracción de un compuesto, 
y sugiere la preferencia de la fase del suelo a interactuar con compuestos de 
soluto que tienen pares de electrones π y σ. 
El descriptor SubFP302 tiene una interpretación clara ya que cuantifica 
la presencia (igual a uno) o ausencia (igual a cero) de enlaces giratorios en la 
estructura química. Este descriptor indicador identifica enlaces giratorios que 
permiten la libre rotación alrededor de ellos mismos, es decir, cualquier enlace 
simple, que no está en un anillo, vinculado a un átomo pesado no terminal. 
Finalmente, el logaritmo del coeficiente de partición octanol/agua del 
descriptor logKowEpi es una propiedad fisicoquímica bien conocida que ha 
sido ampliamente utilizada en estudios anteriores de modelos QSPR para 
correlacionar los valores del logKoc. Por lo tanto, los compuestos hidrofóbicos 
con altos valores de logKowEpi tienden a exhibir una mayor retención por 
parte de la materia orgánica de suelos y sedimentos. 
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El análisis del dominio de aplicabilidad (DA) del nuevo modelo QSPR 
propuesto revela que 16 compuestos están fuera de los 550 compuestos 
incluidos en el conjunto de predicción, por ello no pertenecen al dominio de 
aplicabilidad del modelo, por el valor obtenido de * 0.13 ih h . Los valores de 
influencia ( ih ) también se proporcionan en la Tabla 4.1.A. Asumimos que este 
comportamiento particular se debe a la complejidad del conjunto de datos, es 
decir, a la gran heterogeneidad estructural de las moléculas consideradas en 
este estudio. Por lo tanto, los valores de logKoc predichos para todos, con la 
excepción de tales 16 compuestos del conjunto de predicción, pueden 
considerarse igualmente confiables ya que caen dentro del DA. 
Como comparación final, nuestro mejor modelo QSPR con calRMS =0.44 
y predRMS =0.48 tiene un mejor rendimiento en los compuestos heterogéneos 
que el proporcionado por EPI Suite: calRMS =0.47 y predRMS =0.56 (método de 
conectividad) y calRMS =0.48 y predRMS =0.56 (método basado en el coeficiente 
de partición). Esto significa que nuestro modelo QSPR desarrollado a partir de 
la ecuación (4.4) representa una herramienta alternativa/complementaria al 
programa EPI Suite para predecir la propiedad estudiada en el presente 
conjunto de datos de 643 compuestos orgánicos no-iónicos. 
 
4.2.2. Datos experimentales (643 moléculas) 
Los valores experimentales del coeficiente de sorción en suelo fueron 
colectados de la literatura17, dicho coeficiente es cuantificado como la tasa 
entre la concentración del compuesto químico en el suelo y el carbono 
orgánico normalizado en agua. En el presente conjunto de datos, los valores 
de logKoc se encuentran dentro del rango de intervalos de (-0.31, 6.02) en el 
conjunto de calibración y (0, 6.33) en el conjunto de predicción; la lista 
completa de los 643 compuestos estudiados aquí está incluida en la Tabla 1.A 
en el apartado de Tablas anexas en (CD). 
El conjunto de datos es altamente heterogéneo, e incluye prácticamente 
todos los principales grupos funcionales presentes en pesticidas y varios 
compuestos orgánicos contaminantes.  
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Por otro lado, a fin de poder comparar los resultados, el logaritmo del 
coeficiente de partición de suelo es obtenido a través de la Interface del 
Programa de Estimación (EPI Suite) desde el módulo KOCWIN (logKocEpi)28. 
EPI Suite calcula logKocEpi a partir de dos técnicas diferentes: (a) 
basada en el índice de primer orden de conectividad molecular (MCI); y (b) 
basado en logKow (más que en MCI). En ambos casos, el programa emplea 
una serie de factores de contribución de grupos. 
 
4.2.3. Descriptores moleculares 
Las moléculas son primero dibujadas con el programa de acceso libre 
ACDLabs ChemSketch29, con el formato molecular MDL mol (V2000). 
El conjunto de descriptores moleculares independientes de la 
conformación es calculado con el programa Laboratorio de Exploración de 
Datos Farmacéuticos (PaDEL) 2.2030, porque este tiene la ventaja de que está 
disponible de forma gratuita y es un programa de código abierto.  
PaDEL actualmente calcula 1444 descriptores 0D–2D y 12 tipos de 
descriptores indicadores (16092 variables)31. Los descriptores indicadores 
involucran la presencia o el conteo de subestructuras químicas específicas: 
aquí tratamos a los descriptores indicadores como descriptores de tipo 
constitucional que describen la composición molecular. 
Además, son adicionados los descriptores semiempíricos del programa 
EPI Suite, tales como, el logaritmo calculado del coeficiente de partición 
octanol/agua KOWWIN (logKowEpi) y el logaritmo calculado de la solubilidad 
en agua a partir del módulo WATERNT (logSwEpi)28. 
Por lo tanto, el número total de descriptores no-conformacionales 
explorados en este trabajo es 17538. Es nuestra intención poder capturar, con 
este gran número de descriptores, las características estructurales más 
relevantes que pueden afectar la propiedad estudiada. 
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4.2.4. Selección de los mejores descriptores moleculares 
Nosotros empleamos la técnica del Método del Reemplazo (RM)32–38 a fin 
de que los modelos MLR puedan ser generados en base al conjunto de 
calibración, en el análisis simultáneo de un gran conjunto que tiene D = 17538 
descriptores con el fin de identificar un subconjunto óptimo de d descriptores 
(d es mucho menor que D), con valores más pequeños de desviación estándar 
( calS ) o del valor de raíz cuadrada media de la desviación ( calRMS ). La Tabla 
4.2.A incluye una lista de las ecuaciones matemáticas empleadas en el 
presente estudio. Todos los algoritmos usados en nuestros cálculos son 
programados bajo el lenguaje Matlab39 y están disponibles. 
 
4.2.5. Cálculo de descriptores flexibles 
Por medio del programa de acceso libre CORAL40 es fácil poder definir 
los diferentes tipos de descriptores óptimos. La representación estructural 
puede basarse sea en un grafo o un SMILES, lo que determina el tipo de 
atributo estructural (SA) o descriptor local disponible para poder construir el 
modelo QSPR.  
Por otra parte, es necesario decidir la combinación de SAs que sean los 
más apropiados y esto se hace a partir del método de inclusión de a pasos, es 
decir, primero se busca el mejor SA simple, entonces, luego se busca el 
segundo mejor SA y se combina con el primer mejor SA, luego se combinan el 
primer y el segundo SA previamente seleccionados, con un nuevo mejor SA, y 
así sucesivamente. 
El descriptor flexible u óptimo (DCW) es una combinación lineal de los 
pesos de correlación (CW); nos referimos a ellos en la Tabla 4.8.A. El CW es 
calculado para cada SA en el conjunto de calibración a través del método de 
simulación de Monte Carlo (MC). El DCW depende de dos parámetros para 
poder ser calculado: el número de umbral (T), y el número de iteraciones 
óptimas (Niter), la selección apropiada del valor de T y Niter evita el sobreajuste 
del modelo. Los atributos raros son los que ocurren en menos que T 
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compuestos, y en este trabajo T es un entero positivo analizado en el rango de 
0-5. 
 
4.2.6. Validación del modelo 
Los modelos de regresión lineal son teóricamente validados a través del 
método de validación cruzada dejar-uno-fuera (loo)27. Una validación más 
confiable se basa en un conjunto de predicción externo de estructuras. La 
misma partición en conjuntos de calibración y prueba de la literatura17 es 
usada en el presente análisis; esto quiere decir que 93 compuestos están en 
el conjunto de calibración y 550 compuestos están en el conjunto de 
predicción.  
Además, nosotros mezclamos los valores de la propiedad experimental 
con la aleatorización-Y41 y 10000 casos: es la forma de comprobar que el 
modelo no resulta de una correlación fortuita cuando el valor de 
aleatRMS  es 
más grande que calRMS . 
 
4.2.7. Dominio de aplicación 
Un modelo QSPR predictivo es aquel capaz de predecir las moléculas 
que caen dentro de su dominio de aplicación (DA)42, por lo tanto, la capacidad 
predictiva de la propiedad no es resultado de la extrapolación sustancial 
(predicción no confiable). La definición del DA es dependiente de los 
descriptores empleados para construir el modelo y de la propiedad 
experimental. 
Dentro del enfoque de influencia43, los compuestos del conjunto de 
predicción deben tener un valor de influencia calculado ( ih ) más pequeño que 
el valor de influencia de control ( *h ). 
 
4.2.8. Conclusiones 
Hemos establecido satisfactoriamente un modelo de relación 
estructura-propiedad para el coeficiente de sorción en suelo, un parámetro 
  
112 
 
útil que relaciona el proceso de sorción en suelo y, por lo tanto, determina la 
distribución, el destino y la persistencia de los compuestos químicos en el 
medio ambiente. El domino de aplicación de los compuestos químicos 
explorados incluye un conjunto de 643 compuestos heterogéneos de 
moléculas orgánicas no-iónicas, que tienen un rango de más de seis unidades 
logarítmicas de la propiedad. 
El modelo QSPR encontrado para el conjunto de calibración de 93 
compuestos tiene una capacidad predictiva aceptable en el conjunto de 
predicción, que incluye a 550 compuestos, y es capaz de cumplir con otras 
condiciones matemáticas, tales como, la validación cruzada, aleatorización-Y, 
y el análisis de dominio de aplicabilidad. 
En el estudio actual, la formulación del descriptor flexible no mejora la 
calidad de las predicciones del coeficiente de sorción en suelo, pero sí se logra 
encontrar un modelo aceptable que incluye descriptores semiempíricos 
calculados con el programa EPI Suite. 
Nuestros resultados se comparan favorablemente con otros trabajos 
previamente reportados en la literatura. Los modelos que hemos propuesto 
involucran descriptores calculados a través de programas computacionales de 
libre acceso como PaDEL, CORAL y EPI Suite. 
El trabajo de investigación realizado está enfocado en el uso de nuevos 
métodos basados en aproximaciones constitucionales y topológicas de los 
estudios QSPR. Hemos desarrollado un enfoque QSPR independiente de la 
conformación, de manera de evitar la representación conformacional de las  
estructuras químicas, y por lo tanto, no es necesaria la información 
experimental de la estructura cristalina u otra información de la geometría 
experimental.  
 
4.3. Predicción del Factor de Bioconcentración con QSPR 
El factor de bioconcentración (BCF) representa la capacidad de 
bioconcentración de un compuesto químico, definido como la tasa entre su 
concentración en el organismo y la concentración en agua en estado de 
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equilibrio estable bajo condiciones de laboratorio. El entorno acuático es a 
menudo el sumidero final de muchos contaminantes, debido a la inmisión 
directa o los procesos hidrológicos/atmosféricos.  
Un paso clave para comprender el efecto de los compuestos químicos en 
la biota es describir la relación entre las concentraciones en los organismos, 
en el medio ambiente y la toxicidad potencial. Los procesos capaces de influir 
en estas relaciones son la bioconcentración, bioacumulación y 
biomagnificación.  
La bioconcentración y la bioacumulación son procesos por los cuales la 
concentración de un químico en un organismo excede la concentración en el 
ambiente circundante. El primero solo tiene en cuenta la exposición a través 
de rutas no dietéticas (por ejemplo, superficies respiratorias y dérmicas), 
mientras que el segundo se refiere a todas las rutas de exposición posibles44. 
La combinación de bioconcentración y bioacumulación dentro de la cadena 
alimentaria da como resultado la denominada biomagnificación, es decir, el 
aumento de la concentración química en la cadena alimentaria al aumentar 
el nivel trófico45.  
Cuando ocurren estos procesos, los organismos (especialmente en la 
parte superior de la cadena trófica) pueden llegar a estar contaminados, con 
efectos a largo plazo difíciles de predecir. Esta es la razón por lo que las 
capacidades de bioacumulación y bioconcentración constituyen un riesgo 
ecológico, que deben tenerse en cuenta en la evaluación de riesgos 
ambientales de los productos químicos. 
El Reglamento Europeo REACH (EC No 1907/2006) identifica la 
evaluación de riesgos de sustancias bioacumulativas como una prioridad. 
Para este propósito, se pueden usar datos medidos de BCF.  
El parámetro BCF es un punto final de gran importancia, debido a su 
impacto en ecotoxicología: las sustancias son identificadas como 
bioacumulativas cuando su valor del logBCF es mayor a 3.3, y no serían 
acumulativas por debajo de este límite. Como alternativa, se puede utilizar el 
coeficiente de partición octanol-agua (Kow) como criterio de selección 
(logKow>4.5)46. Los peces generalmente se utilizan para evaluar la 
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contaminación, debido a su papel en la cadena trófica y la disponibilidad de 
protocolos de prueba estandarizados47. 
La determinación experimental de BCF es, sin embargo, costosa 
(aproximadamente 35000 euros por cada compuesto químico) y requiere el 
uso de más de 100 animales para cada estudio estándar48. Esta es la razón 
por la cual la regulación REACH identifica a la metodología QSAR49 como una 
herramienta valiosa para la reducción de pruebas innecesarias en animales y 
para complementar la falta de datos experimentales.  
Desde finales de la década de 1970, se han realizado grandes esfuerzos 
para predecir el valor de BCF a partir de la estructura molecular o propiedades 
medidas50. El método más común es establecer una relación empírica con 
Kow, como modelo lineal51,52, bilineal53 y como un polinomio54. 
Durante las últimas décadas, se introdujeron modelos más complejos, 
como el modelo basado en fragmentos de Meylan et al.55 o el modelo híbrido 
de Zhao et al.56. 
Hoy en día, los principales aspectos críticos de la predicción del valor de 
BCF están relacionados con: 
(1) la disponibilidad de varios modelos para BCF, que plantea el 
problema sobre cual modelo debe ser utilizado con productos químicos nuevos 
no probados. 
(2) el amplio uso de Kow experimental o calculado como descriptor 
principal. La bioconcentración es, de hecho, el resultado neto del reparto de 
lípidos y agua (Kow) y otros procesos, como el metabolismo, la dilución del 
crecimiento, la eliminación fecal y la excreción e interacciones específicas con 
tejidos44. Cuando se producen estos procesos, el valor de BCF estimado a 
partir de Kow puede diferir del valor de BCF real. 
(3) la compensación óptima entre sesgo, complejidad y significado 
mecanicista. De hecho, al aumentar la complejidad del modelo (es decir, el 
número de variables a parámetros incluidos), aumenta el ajuste a los datos de 
calibración. Sin embargo, a menudo causa un ajuste excesivo (disminuyendo 
la capacidad de predicción) y no garantiza una mayor cantidad de procesos 
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contabilizados o una mejor comprensión. Por otro lado, cuando los modelos 
son demasiado simples, no son capaces de capturar mecanismos importantes 
que influyen en la respuesta y, por lo tanto, la precisión de la predicción 
disminuye. 
El presente trabajo recurre a la misma base de datos con valores 
conocidos y verificados de BCF experimental empleada por Gissi et al.57, con 
el fin de reportar un modelo QSPR como una nueva alternativa que involucra 
información de pesticidas.  
El enfoque de modelos QSPR independientes de la conformación58–61 
empleados aquí, no consideran la representación conformacional de la 
estructura química, porque solo relacionan sus representaciones 
constitucionales y topológicas. Es interesante notar que este enfoque es 
independiente de la conformación aunque no es independiente de la 
geometría, ya que un grafo depende de la geometría molecular. 
Al igual que en el estudio anterior sobre el coeficiente de sorción en 
suelo, la exclusión de los aspectos estructurales 3D se realiza con el fin de 
evitar ambigüedades debido a la existencia de los compuestos químicos en 
varios estados conformacionales, lo cual puede llevar a una menor capacidad 
predictiva del modelo QSPR debido a la incorrecta representación de tales 
estados. 
 
4.3.1. Datos experimentales de ANTARES (851 moléculas) 
La base de datos ANTARES57,62 incluye valores experimentales de BCF 
recolectados de entre varias base de datos fiables y que se encuentran 
disponibles públicamente. Esta base de datos contiene compuestos con 
diferentes clases químicas, de los cuales 159 compuestos son pesticidas.  
Compuestos caracterizados con datos ambiguos, compuestos 
inorgánicos, o mezclas isoméricas fueron descartados57, esto lleva a un 
conjunto que contiene 851 valores experimentales de BCF en un intervalo de 
-1.70-5.69. La lista completa de compuestos estudiados aquí está presentada 
en la Tabla 9.A. 
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4.3.2. Obtención de los descriptores moleculares 
Las 851 estructuras moleculares fueron primero dibujadas con el 
programa gratuito ACDLabs ChemSketch29 con el formato molecular en MDL 
mol (V2000). La conversión de las moléculas se realizó con el programa para 
Windows Open Babel63. Los descriptores moleculares independientes de la 
conformación fueron calculados como se comenta a continuación.  
Utilizamos el programa PaDEL  versión 2.20 para el cálculo de 
descriptores moleculares, incluyendo a descriptores indicadores.  
Cinco descriptores semiempíricos, fueron calculados a partir de los 
módulos del programa EPI Suite28, que emplea el formato molecular SMILES. 
EPI Suite utiliza una serie de factores de grupos de contribución para calcular 
(en unidades logarítmicas decimales): (i) el coeficiente de partición 
octanol/agua logKowEpi; (ii) la solubilidad en agua logSw1Epi y logSw2Epi: el 
segundo parámetro está basado en el logKowEpi; (iii) el coeficiente de sorción 
en suelo logKoc1 y el logKoc2: el primer parámetro está basado en el índice de 
conectividad de primer orden (MCI), mientras que el segundo está basado en 
el logKowEpi. 
También hemos calculado el factor de bioconcentración logBCFEpi con 
el fin de comparar las predicciones del programa EPI Suite con aquellas 
obtenidas en nuestro trabajo. 
Se calculó el mejor descriptores flexible (DCW) mediante CORAL, ya que 
este tipo de descriptor demostró su importancia en estudios QSPR-QSAR 
previos24,25,61,64.  
Otros descriptores moleculares fueron calculados con el programa de 
libre acceso Descriptores Moleculares de Estructuras 2D (Mold2)65, el cual 
genera 777 variables estructurales 1D–2D a partir del formato molecular MDL 
sdf.  
Los descriptores basados en densidades de carga topológica fueron 
calculados mediante el programa gratuito RECON 5.566 el cual codifica 
información electrónica y estructural importante para las interacciones 
moleculares. La robustez de RECON ha sido previamente demostrada en otros 
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trabajos67. RECON es un algoritmo para la reconstrucción rápida de 
densidades de carga molecular y de las propiedades electrónicas de carga 
basadas en la densidad molecular, para lo cual dispone pre-calculados 
fragmentos de densidades de carga atómica de funciones de onda ab initio. El 
método está basado en la Teoría de Bader de átomos en moléculas (AIM)68. 
Una librería de fragmentos de densidad de carga atómica ha sido construida 
con el objetivo de permitir la recuperación rápida de los fragmentos y del 
montaje molecular. En el presente caso, las moléculas fueron calculadas en 
formato SMILES para poder obtener 248 descriptores “Átomos Equivalentes 
Transferibles (TAE)”69.  
Finalmente, otro tipo de descriptores moleculares 2D fueron calculados 
con el programa Mapas Cuadráticos, Bilineales y N-Lineales (QuBiLs)70, 
basados en el uso de matrices de densidad electrónica grafo-teóricas y pesos 
atómicos, que se encuentra en el módulo del programa gratuito multi-
plataforma ToMoCoMD-CARDD. Para ello utiliza el formato molecular MDL 
sdf. 
El módulo QuBiLs-MAS calcula 8448 descriptores algebraicos cuando 
se seleccionan las múltiples opciones siguientes: a) formas algebraicas: 
‘bilineal’, ‘lineal’, ‘cuadrática’; b) restricciones: ‘basada en el átomo’, ‘no-
quiral’, y ‘duplex’; c) formas matriciales (máximo orden 15): ‘no-estocástica’, 
‘estocástica simple’, ‘estocástica doble’, y ‘probabilidad mutua’; corte: 
‘mantener todo’; grupos: ‘totales’; propiedades: ‘LogP Ghose-Crippen’, 
‘polarizabilidad’, ‘carga’, ‘área superficial polar’, ‘electronegatividad’, 
‘refractividad’, ‘masa’, y ‘volumen de Van der Waals’; invariantes: ‘distancia 
euclideana’, ‘media aritmética’, y ‘desviación estándar’, junto con opción no-
estandarizado.  
Luego de obtener todos los descriptores mediante los diferentes 
programas de cálculo, el número total de variables no-conformacionales 
alcanza un total de 27017.  
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4.3.3. Partición molecular con el Método de Subconjuntos Balanceados 
Varias estrategias de validación han sido propuestas durante los 
últimos años en el desarrollo de los modelos QSPR71-73, las cuales consisten 
en la capacidad para predecir la propiedad de los compuestos no considerados 
durante el desarrollo del modelo.  
Con esta idea, el conjunto molecular completo es particionado en tres 
conjuntos: calibración (cal), validación (val) y predicción (pred). El conjunto de 
calibración es usado para ajustar el modelo y sus parámetros a través de la 
técnica de RM, mientras que el conjunto de validación ayuda a aceptar el 
modelo parcialmente. Finalmente, el conjunto de predicción incluye 
compuestos “nunca vistos” durante la etapa de calibración, y demuestran la 
verdadera capacidad predictiva del modelo QSPR ensayado.  
Una partición molecular debe lograr establecer relaciones estructura-
propiedad que resulten similares en los tres conjuntos; en otras palabras, las 
moléculas del conjunto de calibración deben ser representativas de las 
moléculas incluidas en los conjuntos de validación y de predicción. 
Para poder cumplir con este objetivo, la división del conjunto de datos 
fue llevada a cabo por medio del Método de Subconjuntos Balanceados 
(BSM)74,75, un procedimiento propuesto por nuestro grupo que permite 
obtener conjuntos balanceados. 
El BSM está basado en el método de Análisis de Agrupamiento de k-
medias (k-MCA)76: la esencia de k-MCA es crear k-agrupamientos o grupos de 
compuestos, de manera que, los compuestos en el mismo grupo son muy 
similares en términos de distancias métricas (por ejemplo, en base a la 
distancia euclídea), y compuestos en diferentes grupos son muy diferentes.  
Esto genera conjuntos de calibración, validación y predicción que 
pueden cumplir con el dominio de aplicación del modelo en el rango de la 
propiedad experimental bajo estudio, y cuyas estructuras químicas son 
similares en todos los conjuntos, en línea con el principio de BSM. 
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4.3.4. Búsqueda del modelo QSPR 
Los 27017 descriptores moleculares no-conformacionales calculados 
con PaDEL, EPI Suite, CORAL, Mold2, RECON, y QuBiLs-MAS fueron 
analizados con el objetivo de remover los descriptores “colineales”. En este 
sentido, se identificaron los pares de descriptores linealmente dependientes, 
y sólo una variable de cada par se mantuvo. 
Por lo tanto, los descriptores carentes de información relevante son 
removidos, al igual que aquellas variables con valores constantes o casi 
constantes, y también aquellas variables que tienen al menos un valor 
faltante. Este procedimiento conduce a 8122 descriptores estructurales 
linealmente independientes para el análisis. 
Empleamos la técnica del Método del Reemplazo (RM) aplicada al 
conjunto de calibración para seleccionar los descriptores moleculares más 
representativos de la propiedad. 
La Tabla 4.2.A incluye una lista de las ecuaciones matemáticas 
utilizadas en el presente estudio. Todos los algoritmos usados en nuestros 
cálculos son programados bajo el lenguaje MATLAB39 y están disponibles para 
posteriores consultas. 
Los modelos de regresión lineal son validados teóricamente a través del 
procedimiento de validación cruzada dejar-uno-fuera (loo)27, y además, a 
través de una rigurosa validación cruzada dejar-30%-fuera (lmo), con 200000 
casos. De acuerdo a Golbraikh y Tropsha27, la varianza explicada en validación 
cruzada ( 2looR  y 
2
l30%oR ) debe ser mayor que 0.5, aunque esto es necesario, no es 
suficiente para demostrar el poder predictivo real. 
Los modelos establecidos son a su vez, validados con un nuevo criterio 
basado en el error absoluto medio (MAE)73. La calidad de las estimaciones del 
conjunto de predicción se determina a través del parámetro MAE y su 
desviación estándar σ, ambos parámetros son calculados después de omitir el 
5% de las moléculas del conjunto de predicción que poseen valores altos del 
residuo. Este procedimiento evita la influencia de errores de predicción muy 
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altos, que pueden afectar demasiado la calidad de las predicciones en el 
conjunto de predicción externo.  
Con el fin de obtener buenas predicciones en el conjunto de predicción, 
es necesario considerar que un error del 10% en el rango del conjunto de 
calibración debería ser aceptable, mientras que un valor de error mayor del 
20% en el rango del conjunto de calibración debería ser un error muy grande. 
Finalmente, aplicamos la técnica de aleatorización-Y41 y 10000 casos, 
de manera de comprobar que el modelo no resulta de una correlación fortuita 
cuando el valor de 
aleatRMS es más grande que  calRMS . 
En este trabajo, el DA es determinado a través de dos metodologías 
alternativas. La primera está basada en un enfoque bien conocido de 
influencia43, donde los compuestos del conjunto de predicción deben tener un 
valor de influencia calculado menor al valor de influencia límite *h . El segundo 
está basado en un enfoque de estandarización77: un compuesto dado i del 
conjunto de predicción tiene d valores de descriptores estandarizados iks , k = 
1, ..., d con un valor máximo de  
max 3iks  . En el caso de que 
max 3iks   y su valor 
mínimo 
min 3iks  , entonces el parámetro nuevois  tiene que ser calculado y debe 
cumplir completamente la condición:  
    1.28. 3   nuevoi i sis s , donde is  es la media de los valores iks  para i y si
es la desviación estándar para cada valor. 
Por último, para poder encontrar la importancia relativa del j-ésimo 
descriptor del modelo lineal, los coeficientes de regresión fueron 
estandarizados ( sjb ). Cuanto mayor sea el valor absoluto del coeficiente 
estandarizado de un descriptor dado, mayor será la importancia en el modelo 
de tal descriptor78. 
 
4.3.5. Resultados y Discusión 
La técnica BSM fue aplicada a la base de datos de ANTARES de 851 
compuestos heterogéneos, a partir de allí, se generaron subconjuntos 
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balanceados de tamaños similares. La Tabla 4.9.A indica los miembros de 
cada conjunto como validación (^) y predicción (*). De esta manera, los 
compuestos de calibración y validación constituyen el 66.75 % de toda la base 
de datos.  
Los descriptores moleculares más representativos son buscados en el 
conjunto de calibración a través del método de selección de variables RM. El 
mejor modelo se basa en 1-7 descriptores teóricos que están indicados en la 
Tabla 4.5, mientras que una breve descripción del significado de los 
descriptores es añadida en la Tabla 4.10.A. 
 
Tabla 4.5. El mejor modelo QSPR multidimensional de BCF. El modelo 
seleccionado se encuentra en negrita 
d descriptores 2
calR  calRMS  
2
valR  valRMS  
2
predR  predRMS  
1 DCW 0.64 0.83 0.50 0.91 0.54 0.85 
2 PC406; DCW 0.66 0.80 0.54 0.88 0.57 0.82 
3 GATS3c; Sub295; DCW 0.69 0.77 0.56 0.86 0.62 0.77 
4 GATS3c; Sub295; AP402; 
DCW 
0.70 0.76 0.58 0.84 0.62 0.77 
5 AATS5e; GATS3c; Sub295; 
K1406; 
DCW 
0.71 0.74 0.58 0.83 0.65 0.75 
6 ATS8m; AATS5e; Sub295; 
K1406; 
AP391; DCW 
0.73 0.71 0.60 0.81 0.67 0.71 
7 ATS8m; AP391; DCW; D708; 
FPIP9; 
SD_B_AB_nCi_2_NS0_T_KA_ 
psa-e_MAS; 
N2_B_AB_nCi_2_ 
NS3_T_KA_a-psa_MAS 
0.75 0.69 0.60 0.82 0.67 0.71 
 
De la Tabla 4.5, se observa que los parámetros de calibración continúan 
mejorando con la adición de cada nuevo descriptor molecular en la ecuación 
lineal, un comportamiento característico en la selección de variables, pero 
valRMS  no mejora significativamente después de la adición del sexto descriptor.  
Con el fin de mantener la dimensión del modelo lo más pequeña como 
sea posible, seleccionamos dicho modelo como la mejor regresión lineal QSPR: 
 
-5log 3.06.10 0.071 0.70 0.87 
0.48 0.069 0.51
     
  
BCF ATS8m AATS5e Sub295 K1406
AP391 DCW
     (4.5) 
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284calN , 
2 0.73calR , 0.71calRMS , 
2
max 0.13ijR , 3 0o  
2 0.10aleatR , 1.31aleatRMS , 
2 0.72looR , 0.73looRMS , 
2
30% 0.67l oR , 30% 0.79l oRMS  
284valN , 
2 0.60valR , 0.81valRMS  
283predN , 2 0.67predR , 0.71predRMS  
 
De estos resultados 2max  ijR  indica la ausencia de correlaciones serias 
entre los seis descriptores seleccionados. La ecuación (4.5) no involucra 
compuestos del conjunto de calibración con valores altos de residuos.  
El gráfico que relaciona las predicciones con los valores experimentales 
se presenta en la Figura 4.3. El gráfico de dispersión de residuos en la Figura 
4.5.A tiende a obedecer un patrón aleatorio alrededor de la línea de cero, lo 
que sugiere que la ecuación (4.5) predice todo el conjunto de datos sin errores 
sistemáticos.  
El modelo QSPR de la ecuación (4.5) tiene una calidad aceptable en el 
conjunto de predicción externo de 283 valores de BCF según los parámetros 
2
predR  y predRMS . Tal modelo aprueba el proceso de validación interna de dejar-
uno-afuera y dejar-30%-afuera como proceso de validación cruzada, a través 
de la predicción de una o más moléculas excluidas a la vez del conjunto de 
calibración. 
La técnica de aleatorización-Y demuestra que el modelo tiene valores de 
calRMS < 
aleatRMS  y 2 2aleat calR R , y que hay una relación válida entre la estructura 
y la propiedad, sin correlaciones aleatorias. Además, también se logra superar 
los criterios de validación externos recomendados27 para asegurar la 
capacidad predictiva: 
     
                               
 
   
 
2 2 4 2 2
0 0
2
1 (6.04.10 ) 0.1  o  1 0.21 0.1;  
0.85 1.0035 1.15 o  0.85 0.9095 1.15;  
0.66 0.5
   
   

pred pred
m
R R R R
k k
R
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Figura 4.3. Valores predichos y experimentales de logBCF según la ecuación (4.5). 
 
El rendimiento de nuestro modelo QSPR en los 283 compuestos del 
conjunto de predicción se encuentra clasificado como "intermedio" según el 
criterio MAE, lo que significa que es un modelo aceptable73. Para el conjunto 
de predicción, MAE(100%) = 0.57 y σ(100%) = 0.43, mientras que si se omite 
el 5% de los compuestos con altos valores de residuos conduce a MAE(95%) = 
0.51 y σ(95%) = 0.34. 
Los seis descriptores moleculares independientes de la conformación que 
forman parte de la relación cuantitativa estructura-propiedad propuesta para 
logBCF pertenecen a diferentes clases49,79,80:  
i. dos descriptores de autocorrelación de la estructura topológica: ATS8m, la 
autocorrelación de Broto Moreau-distancia 8/ponderado por masa, y AATS5e, 
la autocorrelación media de Broto-Moreau-distancia 5/ponderado por las 
electronegatividades de Sanderson.  
Las variables estructurales introducidas por Broto-Moreau son 
autocorrelaciones bidimensionales entre pares de átomos (i, j) en una 
molécula, con el objetivo principal de capturar el grado de interacción entre 
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ellos. La naturaleza de los átomos se considera a través de una propiedad 
dada (w), es decir, peso atómico, masa atómica, polarizabilidad, 
electronegatividad o volumen. Estos índices se calculan a partir del grafo al 
sumar los productos de los términos wi.wj, incluyendo las contribuciones 
atómicas terminales, en todos los caminos de una longitud establecida (lag). 
ii. un descriptor de CORAL: DCW, descriptor óptimo basado en los atributos 
de HSG ec2 y SMILES. En el enfoque de grafo, ec2 es el índice de conectividad 
extendida de Morgan de segundo orden. Cabe señalar que el índice de orden 
cero ec0 para el vértice (átomo) j representa el grado de vértice para j (número 
de átomos vecinos), mientras que los índices de orden superior eck se obtienen 
a través de una fórmula recursiva basada en ec024,25. En el enfoque basado 
en SMILES, s representa un atributo de un elemento: es decir, si un SMILES 
es una secuencia de elementos como 'ABCDE', entonces el atributo 
estructural s puede representarse con 'A', 'B', 'C', 'D',' E'. 
Los siguientes descriptores tienen una interpretación estructural directa: 
iii. un descriptor indicador 2D de pares de átomos: AP391, la presencia de C-
C a la distancia topológica 6; 
iv. un descriptor indicador de Klekota Roth: K1406, que indica la presencia de 
un patrón SMARTS    !#1 C O [OH] ; y 
v. un descriptor indicador de subestructura: Sub295, la presencia de un 
enlace C-ONS. 
Todos los descriptores moleculares de la ecuación (4.5) tienen valores 
numéricos positivos con excepción de DCW, que puede tener valores positivos 
o negativos. El signo del coeficiente de regresión en el modelo lineal indica si 
la contribución del descriptor aumenta o disminuye el valor predicho de 
logBCF. Los valores numéricos positivos más altos de DCW, AATS5e y AP391 
y valores más bajos para ATS8m, Sub295 y K1406 tienden a predecir valores 
de logBCF más altos.  
Después de la estandarización, el descriptor más importante de la 
ecuación (4.5) es DCW (   0.66) sjb  , teniendo así valores numéricos que 
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cambian más de acuerdo con las variaciones numéricas de la propiedad 
experimental. Los descriptores restantes ATS8m (   0.14)sjb  , AATS5e 
(   0.12) sjb  , Sub295 (   0.21) 
s
jb  , K1406 (   0.16) 
s
jb  y AP391 (   0.17) 
s
jb  se 
complementan dentro de la ecuación lineal y tienen una relevancia 
comparable. 
La matriz de correlación al cuadrado del modelo se proporciona en la 
Tabla 4.11.A, que muestra la ausencia de altas correlaciones entre pares de 
descriptores, como se mencionó anteriormente. También calculamos el factor 
de inflación de la varianza (VIF), un parámetro que mide la multicolinealidad 
entre los descriptores. Un valor de VIF de 1 para un descriptor específico 
significa que no existe una correlación entre este descriptor y todos los 
descriptores restantes del modelo, y un valor de VIF superior a 10 indica que 
la multicolinealidad es un problema en el conjunto de datos81. De la Tabla 
4.11.A, se observa que el parámetro VIF para cada descriptor de la ecuación 
(4.5) está cerca de 1. Los valores numéricos de los descriptores aparecen en 
la Tabla 4.12.A. 
Ahora demostramos que el modelo QSPR propuesto mediante la 
ecuación (4.5) es generalizable y útil para su aplicación, es decir, nuestro 
modelo no está determinado solo por la composición del conjunto de 
calibración debido a la partición de conjuntos de datos específicos con la 
técnica BSM. Para esto, realizamos 1000 operaciones diferentes de partición 
molecular aleatoria y recalculamos las estadísticas del modelo propuesto por 
nosotros en el presente trabajo. Descubrimos que, para 1000 conjuntos de 
predicción aleatorios externos, la ecuación (4.5) conduce a 2predR  que varían 
entre 0.56-0.76 y valores de predRMS  que van desde 0.66-0.85.  
Estas conclusiones sugieren que el modelo final de la ecuación (4.5) 
tiene una estabilidad aceptable en su capacidad predictiva. La buena 
predicción de nuestro modelo QSPR en el conjunto de predicción no es casual, 
y los descriptores moleculares implicados en la ecuación (4.5) funcionan 
satisfactoriamente en las diferentes particiones de conjuntos de calibración y 
de predicción.  
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Siguiendo con la exploración del dominio de aplicación del modelo QSPR 
desarrollado, un compuesto con alta influencia reforzaría el modelo si el 
compuesto está en el conjunto de calibración, pero tal compuesto en el 
conjunto de predicción podría tener datos predichos poco confiables, como 
resultado de una extrapolación sustancial del modelo42.  
 
 
 
 
 
 
 
 
 
 
 
Figura 4.4. Diagrama de Williams para la ecuación (4.5). La línea indica el valor de 
influencia de control de 0.0739. 
 
En nuestro caso, se encontró que los 283 compuestos del conjunto de 
predicción pertenecían al DA, ya que sus valores de influencia caen por debajo 
del límite *h  (0.0739). El diagrama de Williams para la ecuación (4.5) (residuos 
estandarizados en función de los valores de influencia) se proporciona en la 
Figura 4.4. Algunos compuestos que pertenecen a los conjuntos de calibración 
y validación tienen altos niveles de influencia que refuerzan el modelo, como 
los compuestos químicos 41, 59, 265, 403, 427, 468, 504, 505, 522 y 659.  
Este resultado obtenido con el enfoque de influencia para el conjunto de 
predicción coincide con el obtenido al utilizar el enfoque de estandarización, 
ya que las dos condiciones 
max 3iks   o 3
nuevo
is  son seguidas por todos los 283 
compuestos del conjunto de predicción. Por lo tanto, los valores de logBCF 
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predicho para los compuestos del conjunto de predicción se pueden 
considerar como confiables.  
Algunos compuestos tienen residuos estandarizados superiores a tres 
unidades: esto puede ser puramente atribuido al conjunto de datos 
estructuralmente heterogéneo de 851 compuestos, que no se puede esperar 
que se modelen utilizando solo un modelo de 6 descriptores (ecuación 4.5).  
Se puede hacer una comparación entre la calidad estadística de nuestro 
modelo QSPR propuesto en la ecuación (4.5) y el reportado por Gissi et al.57. 
Por medio de 836 compuestos en una división 608:152:76 ( : :cal val predN N N ), la 
calidad estadística lograda por el modelo ANN reportado de 9 descriptores 
aparece resumida en la Tabla 5.6 (modelo-1). Consideramos que nuestro 
modelo mejora dicho resultado reportado, principalmente por las siguientes 
cuatro razones que exponemos: 
a) número de moléculas consideradas: contemplamos las 851 moléculas en el 
estudio QSPR propuesto sin excluir ninguna, contrariamente al modelo QSPR 
reportado, que emplea 836 compuestos y excluye 15 compuestos debido a 
limitaciones en el software de cálculo de los descriptores. 
b) tamaño del modelo: la ecuación (4.5) involucra seis descriptores en lugar 
de nueve. 
c) idoneidad de la partición del conjunto de datos: utilizamos una división 
284:284:283, mientras que el modelo reportado usa 608:152:76. Por lo tanto, 
se consideran más compuestos en el conjunto de predicción durante el 
presente estudio QSPR que para determinar la capacidad predictiva en el 
modelo-1. 
d) simplicidad: nuestro modelo lineal es más simple que el modelo ANN no 
lineal informado, y no depende de las conformaciones moleculares de los 
compuestos heterogéneos. 
Mediante la definición del dominio de aplicación del modelo-1 reportado 
a través de cuatro métodos de filtrado independientes57, 27 compuestos se 
excluyen adicionalmente de los conjuntos de validación  y predicción (en total 
42 compuestos excluidos del conjunto de datos iniciales).  
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Aunque el modelo-2 obtiene un mejor resultado estadístico en 
comparación con el modelo-1 (Tabla 4.6), dicho modelo considera solo el 
8.53% de los compuestos en el conjunto de predicción. En cambio, el 33.25% 
de los compuestos de predicción es considerado por la ecuación (4.5). De 
hecho, nuestro modelo propuesto conduce a un mejor resultado en los 283 
compuestos del conjunto de predicción con predRMS  = 0.71, en comparación 
con predRMS  = 0.82 para el modelo-2 en 69 compuestos. 
Finalmente, comparamos los valores predichos de logBCF obtenidos por 
la ecuación (4.5) con las predicciones calculadas mediante el uso del módulo 
BCFBAF del programa EPI Suite, en la misma partición de BSM utilizada en 
este trabajo. De la Tabla 4.6 se encontraron estadísticas similares para los 
conjuntos de calibración, validación y predicción, aunque se lograron 
mediante metodologías diferentes en ambos casos. Sin embargo, cuando se 
trazan las predicciones en función de los valores experimentales para EPI 
Suite en la Figura 4.5, junto con el gráfico de dispersión de residuos en la 
Figura 4.6.A, se observa que muchos compuestos se predicen con el mismo 
valor: se han predicho 131 compuestos con un valor de logBCF = 0.50. En este 
sentido, consideramos que la ecuación (4.5) se comporta como un mejor 
modelo QSPR. 
 
Tabla 4.6. Comparación de la calidad estadística de diferentes modelos QSPR 
para BCF en el conjunto de datos ANTARES. 
Modelo N detalles de 
la partición 
2
calR  calRMS  
2
valR  valRMS  
2
predR  predRMS  
Presente 
trabajo 
ecuación 
(4.5) 
851 284:284:283 0.73 0.71 0.60 0.81 0.67 0.71 
Modelo-1   
9 
descriptores 
ANN57 
836 608:152:76 0.73 0.67 0.63 0.79 0.62 0.84 
Modelo-2   
9 
descriptores 
ANN57 
809 608:132:69 0.73 0.67 0.77 0.62 0.66 0.82 
Módulo EPI 
Suite 
BCFBAF 
851 284:284:283 0.70 0.77 0.64 0.77 0.69 0.70 
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Figura 4.5. Valores de logBCF predichos y experimentales según EPI Suite. 
 
4.3.6. Conclusiones 
Se propone un modelo QSPR alternativo para poder estimar el factor de 
bioconcentración de los compuestos químicos. Para ello, se analizaron 
simultáneamente un gran número de descriptores moleculares no-
conformacionales para encontrar la mejor capacidad predictiva del modelo. 
El conjunto de datos ANTARES incluye estructuras moleculares 
altamente heterogéneas junto con 159 plaguicidas, por lo que el dominio de 
aplicabilidad de nuestro mejor modelo QSPR considera en su definición 
diferentes clases químicas para la predicción de BCF, y por lo tanto, podría 
aplicarse a la predicción de plaguicidas heterogéneos de distintos grupos 
químicos. 
El presente trabajo analiza una gran cantidad de descriptores 
moleculares (27017 descriptores), para seleccionar los mejores en el modelo 
de regresión lineal final. De esta manera, enfocamos nuestro trabajo en 
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describir mejor la estructura química y emplear diferentes tipos de programas 
de descriptores para mejorar la calidad estadística del modelo establecido. 
La consideración de los aspectos constitucionales y topológicos de las 
estructuras moleculares, en el enfoque QSPR independiente de la 
conformación utilizado, logra una vez más alcanzar resultados satisfactorios 
en la predicción de las propiedades/actividades de las sustancias químicas. 
 
4.4. Estudio QSPR de la solubilidad acuosa de pesticidas 
Hay un incremento cada vez mayor de detecciones de plaguicidas en el 
agua, incluidas las fuentes de agua potable. En la actualidad, existen 
importantes incumplimientos normativos sobre los niveles que pueden 
exceder la concentración máxima permitida en aguas superficiales, 
subterráneas y aguas potables tratadas para evitar su contaminación82,83. Los 
pesticidas y sus productos de degradación se distinguen por su fuerte 
toxicidad y persistencia en el medio ambiente. 
La predisposición de un pesticida a ser eliminado del suelo por el agua 
de escorrentía o de irrigación y para alcanzar una corriente de agua 
superficial, está directamente relacionada con su solubilidad en agua ( wS ). 
Este parámetro se define como la concentración de un producto químico 
disuelto en agua cuando el agua está en contacto y en equilibrio con el 
compuesto químico puro. 
La solubilidad en agua establece condiciones de prueba para estudios 
de destino ambiental (por ejemplo, biodegradación, bioacumulación) y efectos 
(en humanos y otros organismos vivos), y es usado como un indicador para 
otros parámetros relevantes ambientalmente, como el coeficiente de partición 
octanol/agua y el coeficiente de partición carbono orgánico/agua, entre otros. 
El error experimental en las mediciones de solubilidad puede ser 
bastante grande, especialmente para compuestos con un valor de solubilidad 
muy bajo. La evaluación precisa de la solubilidad en agua se complica por una 
serie de factores, que incluyen la ionización, la formación de sales y el 
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polimorfismo. Estos efectos pueden alterar significativamente los valores de 
solubilidad en agua84. 
La aplicación de la técnica de las relaciones cuantitativas estructura-
propiedad y del modelado asistido por computadora son herramientas valiosas 
e intensamente utilizadas para predecir con exactitud las propiedades físicas 
y químicas de los compuestos84. Los modelos fiables pueden proporcionar 
información sobre las características moleculares que pueden influir en la 
solubilidad en agua, mejorando drásticamente la determinación de esta 
propiedad. 
Recientemente, Das y Roy85 han desarrollado modelos predictivos sobre 
la solubilidad acuosa de un gran conjunto de fármacos, compuestos similares 
a fármacos y agroquímicos, con descriptores bidimensionales llamados 
índices de átomos topoquímicos ampliados (ETA), otros descriptores 
topológicos, estructurales, espaciales y electrónicos no-ETA y el parámetro de 
lipofilicidad logC P . Emplearon la función de aproximación genética (AFG), los 
mínimos cuadrados genéticos parciales (GA/PLS) y el método de regresión 
lineal múltiple paso a paso (MLR) para generar los modelos. Los descriptores 
conformacionales independientes son utilizados por el grupo de investigación 
de Toropov86 a través del programa CORAL para crear modelos QSPR para la 
solubilidad en agua.  
Además, Zeng et al.87 han aplicado aproximaciones de la teoría del 
funcional de la densidad (DFT) y métodos QSPR en metil-feniléteres 
halogenados para modelar su solubilidad en agua. Encuentran que la 
solubilidad se ve muy afectada por tres variables: la energía del orbital 
molecular desocupado más bajo, la carga parcial atómica más positiva en la 
molécula y el momento cuadrupolar. 
La solubilidad acuosa de 209 congéneres de cloro-trans-azobenceno ha 
sido modelada por Wilczyńska-Piliszek et al.88, utilizando una combinación de 
Algoritmo Genético-Red Neuronal Artificial (GA-ANN). Bhhatarai y 
Gramática89  han estudiado los productos químicos perfluorados no-iónicos 
utilizando descriptores bidimensionales. Además, Benfenati et al.90 han 
aplicado diferentes modelos computacionales predictivos para analizar la 
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solubilidad en agua en compuestos orgánicos. Concluyen que, para todos los 
modelos obtenidos, los valores de los compuestos altamente solubles pueden 
predecirse mejor que los poco solubles. 
El propósito de este estudio es establecer un análisis QSPR para la 
solubilidad en agua de plaguicidas, utilizando un amplio conjunto de 
descriptores y de datos experimentales de plaguicidas heterogéneos 
informados en la literatura. Nuestro objetivo es proponer modelos basados en 
un conjunto extenso y variado de compuestos, y obtener modelos simples pero 
confiables, en donde solo se consideran descriptores moleculares no- 
conformacionales. 
Es sabido que los modelos QSPR basados únicamente en características 
moleculares constitucionales y topológicas, evitan las ambigüedades que 
pueden resultar de la existencia de compuestos químicos en varios estados 
conformacionales58,91.  
Por lo tanto, se exploran tres enfoques diferentes de modelos QSPR 
utilizando: i) descriptores convencionales 0D, 1D y 2D y descriptores 
indicadores generados por los programas de descriptores de acceso libre 
PaDEL versión 2.2030,31, EPI Suite28 y Mold2 65; ii) descriptores flexibles 
obtenidos a través del programa CORAL25,40; y iii) ambos conjuntos de 
descriptores combinados.  
Se eligen modelos simples que incluyen de 1 a 8 descriptores como las 
mejores combinaciones de variables predictivas seleccionadas 
independientemente. 
 
4.4.1. Datos experimentales de PPDB (1211 moléculas) 
El análisis QSPR se realiza sobre 1211 plaguicidas aprobados y están 
disponibles en la Tabla 4.13.A, sus nombres, estructuras y los valores 
experimentales de solubilidad en agua medida a 20 °C se obtuvieron de la 
Base de Datos de Propiedades de Pesticidas en línea (PPDB)92. La PPDB ha 
sido desarrollada por la Unidad de Investigación de Agricultura y Medio 
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Ambiente de la Universidad de Hertfordshire. La solubilidad expresada como 
g/L se convierte en unidades logarítmicas ( log wS ). 
 
4.4.2. Descriptores moleculares 
Las estructuras moleculares de los pesticidas se generan en notación 
SMILES y las estructuras bidimensionales se extraen con el programa 
Discovery Studio versión 3.593, y se guardan en formato MDL mol (V2000) sin 
realizar ninguna optimización de la geometría.  
Se aplican dos enfoques diferentes para calcular los descriptores: 
a) El programa de acceso libre PaDEL versión 2.2030,31, EPI Suite28 y 
Mold2 65 se utilizan para obtener 17974 descriptores moleculares 
independientes de la conformación y descriptores indicadores. De este total, 
1444 descripciones 0D-2D y 12 tipos de descriptores indicadores (16092) se 
calculan con PaDEL, 184 descriptores con EPI Suite y 254 descriptores con 
Mold2. Los descriptores que se encuentran dependientes linealmente y los 
valores constantes se excluyen del grupo de variables. 
b) Los descriptores moleculares flexibles se obtienen del programa 
gratuito CORAL25,40 utilizando las notaciones SMILES de los compuestos como 
entrada junto con los valores log wS  experimentales. En la Tabla 4.20.A se 
encuentra el valor de DCW calculado para los conjuntos de calibración, 
validación y predicción. En este estudio, T varía de 0 a 5 y el número máximo 
de iteraciones utilizadas es 50. 
 
4.4.3. Validación del modelo 
Para estar seguros de que el conjunto de calibración es representativo 
de los conjuntos de validación y predicción, el conjunto de datos se particiona 
con BSM94. El Método del Reemplazo (RM)32 programado en el lenguaje 
Matlab39 se aplica para generar modelos de Regresión Lineal Múltiple (MLR) 
en el conjunto de calibración. 
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Con el fin de medir la estabilidad del modelo QSPR tras la 
inclusión/exclusión de moléculas, los modelos MLR se validan teóricamente a 
través del método de validación cruzada dejar-uno-afuera (loo). Este es un 
criterio de validación general para probar el modelo, siempre que la varianza 
de loo (
2
looR ) sea mayor que 0.5. Sin embargo, esta es una condición necesaria 
pero no suficiente para determinar el poder predictivo27. Un criterio de 
validación más robusto es aplicar los mismos principios (
2 0.5predR  ) al 
conjunto de predicción externo.  
Para descartar correlaciones fortuitas, los valores experimentales se 
mezclan mediante el método de aleatorización-Y41 para que no se 
correspondan con los compuestos respectivos. 
El DA para los modelos propuestos en este estudio se determinan 
mediante el enfoque de influencia43,95. 
 
4.4.4. Resultados y discusión 
Realizamos un estudio QSPR en 1211 compuestos diversos y bien 
conocidos por su acción pesticida. Se exploran tres enfoques QSPR para 
modelar la solubilidad con diferente tipo de descriptores: 1) descriptores 
convencionales; 2) descriptores flexibles; y 3) descriptores híbridos.  
La metodología general aplicada en los tres enfoques es primero verificar 
la capacidad predictiva de los descriptores moleculares y luego evaluar los 
modelos para los datos experimentales de log wS  en el conjunto de predicción. 
Esto permite aprovechar al máximo la información estructural, la respuesta 
disponible, y así ampliar el DA del modelo diseñado.  
 
4.4.4.1. Descriptores convencionales 
Los resultados para los mejores 8 modelos encontrados usando este 
primer enfoque se muestran en la Tabla 4.7. Se exploran modelos que 
involucran 1-8 descriptores moleculares junto con descriptores indicadores; 
los mejores resultados predictivos se observan para 6 y 7 descriptores.  
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Ambos modelos presentan valRMS  similar, pero el modelo con siete 
descriptores tiene una diferencia menor entre valRMS  y calRMS . Por lo tanto, el 
modelo de siete descriptores se selecciona como el mejor resultado para el 
enfoque de descriptores convencionales, y los valores calculados de log wS  de 
la ecuación (4.6) frente a los valores experimentales para este modelo, se 
muestran en la Figura 4.8. 
-11
log 1.46 1.81 – 0.35 4.25 
9.90.10  –1.34 2.25 0.16
   
  
wS GATS2m GATS1p CrippenLogP SIC3
SpDiamD VAdjMat MACCSFP35
     (4.6) 
 
 
404calN , 
2 0.56calR , 1.57calRMS , 
2 0.53looR , 1.62looRMS  
404valN , 
2 0.54valR , 1.49valRMS , 3 7o , 2.30aleatRMS , * 0.059h   
403predN , 2 0.56predR , 1.38predRMS  
Según las predicciones de la ecuación (4.6), 10 compuestos en este 
modelo no están dentro del dominio de aplicabilidad y siete compuestos son 
salientes96 (53, 213, 233, 637, 853, 1120, 1155). Los datos de solubilidad 
en agua para el compuesto 53 no son confiables, hay al menos dos valores 
muy diferentes informados en la literatura sobre su solubilidad92,97.  
El resto de los salientes son compuestos con una solubilidad muy baja 
o muy alta. Por ejemplo, el compuesto 853 muestra la solubilidad más baja 
en el conjunto de datos, mientras que el compuesto 637 tiene el valor más 
alto. La solubilidad de los compuestos salientes 213 y 1155 es 
significativamente baja y los compuestos 233 y 1120 son muy solubles en 
agua ( wS ≈ 103 g/l). Es comprensible que, en un conjunto molecular tan grande 
y diverso, los compuestos con valores extremos de solubilidad sean 
encontrados como salientes en el modelo propuesto. No obstante, la ecuación 
(4.6) cumple las siguientes condiciones de validación externa98: 
2 2
01 0.1predR R   (0.0005) o 
'2 2
01 0.1predR R   (0.11); 0.85 1.15k   (0.99) o  
'0.85 1.15k   (0.66); 2 0.5mR   (0.55) 
  
136 
 
Dos descriptores GATS muestran una correlación positiva con log wS en 
este modelo. Estos son descriptores de autocorrelación 2D originados en la 
autocorrelación de la estructura topológica de Geary que codifica la estructura 
molecular como una propiedad fisicoquímica en un vector, relacionando la 
topología de una estructura con el atributo seleccionado.  
El número que sigue al símbolo del descriptor representa la distancia 
topológica entre pares de átomos (lag) y el conteo de letras para la propiedad 
fisicoquímica considerada en el componente de ponderación. En el presente 
modelo, el descriptor GATS2m representa un descriptor de autocorrelación de 
distancia 2 ponderado por la masa, mientras que GATS1p describe las 
polarizabilidades atómicas a una distancia topológica de uno. 
El descriptor indicador MACCSFP35, que representa la presencia de un 
átomo de metal alcalino del grupo IA, el descriptor 2D basado en la matriz 
SpDiamD (diámetro espectral de la matriz de distancia topológica) y el índice 
de contenido de información estructural SIC3 (simetría de vecinos de orden 
3), también presentan una correlación positiva con log wS .  
Por otro lado, dos descriptores en este modelo presentan un efecto 
negativo con la solubilidad en agua: CrippenLogP y VAdjMat. El primero es un 
descriptor basado en átomos que mide el carácter lipófobo de una molécula, y 
el segundo es la información de vértices adyacentes de magnitud 1+log2.m, 
donde m es el número de enlaces metal-metal.  
Por lo tanto, este modelo predice que la polarizabilidad, la presencia de 
átomos alcalinos y la asimetría de la estructura molecular tienen 
contribuciones positivas a la solubilidad en agua, mientras que el carácter 
lipófobo y la presencia de metales tienen una contribución negativa, como se 
esperaba. Los detalles de los descriptores se encuentran en la Tabla 4.14.A. 
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Figura 4.8. Valores experimentales y predichos para los conjuntos de calibración, 
validación y predicción para la ecuación (4.6). 
 
Tabla 4.7. Descriptores identificados para modelar la solubilidad acuosa. El 
mejor modelo aparece en negrita. 
d descriptores 2
calR  calRMS  
2
valR  valRMS  
2
predR  predRMS
 
1 CrippenLogP 0.27 2.02 0.49 1.70 0.46 1.69 
2 CrippenLogP, piPC8 0.31 1.96 0.50 1.60 0.43 1.62 
3 GATS1i, CrippenLogP, SpMAD_Dt 0.38 1.86 0.50 1.57 0.50 1.51 
4 
GATS1i, CrippenLogP, ZMIC0, 
SpDiam_D 0.42 1.80 0.54 1.52 0.54 1.45 
5 
ATSC1e, GATS1i, CrippenLogP, 
SpDiam_D, SubFPC297 0.48 1.70 0.55 1.49 0.55 1.42 
6 
ATSC1e, GATS2m, GATS1i, 
CrippenLogP, SpAD_D, SubFPC297 0.52 1.64 0.53 1.50 0.55 1.39 
7 
GATS2m, GATS1p, CrippenLogP, 
SIC3, SpDiam_D, VAdjMat, 
MACCSFP35 0.56 1.57 0.54 1.49 0.56 1.38 
8 
AATS3e, AATS2p, AATSC1e, GATS1p, 
CrippenLogP, SpDiam_D, VAdjMat, 
PubchemFP406 
0.59 1.52 0.51 1.55 0.55 1.40 
 
4.4.4.2. Descriptor flexible 
Para encontrar los atributos estructurales más eficientes para cada RS 
durante el diseño del descriptor flexible, el descriptor DCW se optimiza 
aumentando 
2R  en el conjunto de calibración, hasta que el modelo pierde 
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capacidad predictiva en el conjunto de validación, sin involucrar el conjunto 
de predicción. Los parámetros estadísticos para los mejores modelos QSPR 
encontrados probando diferentes combinaciones basadas en CORAL se 
presentan en la Tabla 4.8.  
El análisis de estos resultados revela que la mejor opción es un enfoque 
que incluye representaciones de HFG. El descriptor óptimo involucra tres tipos 
de variables, y 168 atributos activos se basan en ellas. La Figura 4.9 muestra 
que los valores predichos y experimentales para los conjuntos de calibración, 
validación y predicción siguen una línea recta. La ecuación resultante para 
este modelo con un descriptor DCW es: 
log 0.10 0.44 wS DCW      (4.7) 
404calN , 
2 0.70calR , 1.30calRMS , 
2 0.69looR , 1.31looRMS  
404valN , 
2 0.60valR , 1.40valRMS , 3 5o   
403predN , 2 0.54predR , 1.41predRMS , 2.33aleatRMS , * 0.01h  
 
Tabla 4.8. Búsqueda del mejor modelo QSPR utilizando descriptores 
moleculares flexibles. 
atributo 
estructural 
2
calR  calRMS  
2
valR  valRMS  
2
predR  predRMS  
1Sk 0.45 1.76 0.44 1.65 0.46 1.53 
2Sk 0.75 1.19 0.54 1.55 0.45 1.56 
0ECj 0.40 1.83 0.45 1.62 0.47 1.53 
Pt2k 0.46 1.74 0.50 1.56 0.46 1.54 
NNC j 0.52 1.64 0.50 1.56 0.49 1.49 
VS2 0.59 1.52 0.45 1.7 0.48 1.51 
2Sk, NNC j 0.69 1.31 0.54 1.52 0.50 1.49 
2Sk, Pt2k 0.74 1.21 0.54 1.52 0.48 1.51 
2Sk, Pt2k, NNCj 0.70 1.30 0.55 1.51 0.53 1.43 
 
Todos los compuestos están dentro del DA y el error sistemático está 
ausente. Cinco compuestos en el conjunto de calibración (53, 352, 764, 853, 
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1120) muestran residuos absolutos mayores a 3 veces el valor calS  y se 
consideran como valores salientes.  
Aplicamos la aleatorización-Y para demostrar que < aleatcalRMS RMS  y 
también el criterio de validación externa98 para asegurar que se logre una 
relación válida estructura-actividad: 
2 2
01 0.1predR R   (0.000) o 
'2 2
01 0.1predR R   (0.12);  0.85 1.15k   (0.90)  
o '0.85 1.15k   (0.75); 2 0.5mR   (0.59) 
La Tabla 4.21.A. incluye un ejemplo para el cálculo de DCW del 
compuesto 2, al igual que los atributos estructurales que contribuyen al valor 
del descriptor flexible. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.9. Valores experimentales y predichos para la ecuación (4.7). 
 
4.4.4.3. Modelos híbridos 
El tercer enfoque que se explora combina PaDEL, EPI Suite, Mold2, 
descriptores indicadores y descripciones flexibles de CORAL. La combinación 
entre varios descriptores flexibles o entre descriptores flexibles y descriptores 
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moleculares convencionales produce modelos robustos con una mejor 
capacidad de predicción.  
El mejor modelo híbrido implica 3 descriptores (Tabla 4.9, modelo 3), 
siendo el descriptor llamado DCW el mejor descriptor encontrado en el modelo 
anterior (modelo de descriptores moleculares flexibles, ecuación (4.7)).  
El modelo que contiene cuatro variables en el enfoque híbrido resulta 
más complejo y no conlleva a una mejora significativa en el rendimiento. Los 
resultados obtenidos para todos los modelos propuestos con los diferentes 
enfoques se pueden observar en las Tablas 4.17.A-4.19.A. 
Se puede observar a partir de los datos que el compuesto 853 es una 
molécula saliente en todos los modelos propuestos, presentando un valor 
extremadamente bajo (-11,73) que significa una solubilidad acuosa muy baja. 
Excluir este compuesto del conjunto de calibración produce un mejor modelo 
(Tabla 4.9, modelo 3a) representado por la ecuación (4.8). Se puede ver en la 
Tabla 4.9 y la Figura 4.10 que dicho modelo posee el mejor poder predictivo 
entre todos los modelos explorados: 
 
log 2.03 0.47 0.11 – 0.67  wS SIC2 MACCSFP106 DCW      (4.8) 
 
404calN , 
2  0.75calR , 1.15calRMS , 
2 0.75looR , 1.16looRMS  
3 4o , 2.26aleatRMS , * 0.030h   
404valN , 
2 0.62valR , 1.38valRMS   
403predN , 
2 0.56predR , 1.37predRMS  
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Figura 4.10. Valores experimentales y predichos por la ecuación (4.8) sin incluir el 
compuesto 853. 
 
Cuatro compuestos en este modelo son salientes (53, 352, 764 y 1120). 
Los descriptores DCW y SIC2 (que denota la simetría del vecino de orden 2) 
presentan una correlación positiva con la propiedad. El descriptor indicador 
MACCSFP106 tiene un coeficiente negativo en este modelo. La ecuación (4.8) 
también cumple las condiciones de validación externa98: 
 
2 2
01 0.1predR R   (0.012) o 
'2 2
01 0.1predR R   (0.16); 0.85 1.15k   (0.97) o 
'0.85 1.15k   (0.68); 2 0.5mR   (0.55) 
 
Tabla 4.9. Descriptores identificados para modelar la solubilidad acuosa 
d descriptores 
2
calR  calRMS  
2
valR  valRMS  
2
predR  predRMS  
1 DCWa 0.70 1.30 0.55 1.51 0.53 1.43 
2 DCWb,   MACCSFP106 0.71 1.28 0.61 1.38 0.55 1.40 
-12
-11
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
6
-12 -11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6
calibración
validación
predicción
Ajuste ideal
logS predicho
logS experimental
  
142 
 
3 DCW,  SIC2,  MACCSFP106 0.73 1.22 0.61 1.38 0.56 1.38 
4 
DCW,  SIC2,  MACCSFP106,  
SubFP236 
0.75 1.19 0.61 1.38 0.56 1.37 
3ab DCW,  SIC2,  MACCSFP106 0.75 1.15 0.62 1.38 0.56 1.37 
 
DCWa se refiere al descriptor obtenido utilizando CORAL en la 
representación de HFG para los atributos Pt2k, NNCj y 2Sk. El modelo 3ab 
corresponde al modelo 3, con el compuesto 853 eliminado del conjunto de 
calibración. 
 No se observan fuertes correlaciones entre los descriptores empleados 
para construir los modelos de las ecuaciones (4.6) y (4.8). En las Tablas 4.15.A 
y 4.16.A se describen las matrices de correlación para tales ecuaciones. 
 
4.4.5. Conclusiones 
Desarrollamos un modelo simple que predice con éxito la solubilidad en 
agua de un conjunto grande y diverso de pesticidas a través de una estrategia 
que no requiere el conocimiento de la conformación molecular como parte de 
la representación estructural.  
El enfoque híbrido que involucra un descriptor molecular, un descriptor 
indicador y un descriptor flexible calculado con el programa CORAL muestra 
la mejor capacidad predictiva. Este modelo se valida mediante la 
aleatorización-Y, validación cruzada e incluye un dominio de aplicabilidad 
definido de manera adecuada. 
 
4.5. Estudio QSPR de la solubilidad acuosa en compuestos heterogéneos 
incluidos pesticidas 
La solubilidad en agua es una propiedad fundamental, específica de un 
compuesto químico, definida como la concentración de una sustancia química 
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disuelta en agua, cuando el agua está en contacto y en equilibrio con la 
sustancia química pura. Como regla general, un ingrediente muy soluble 
(solubilidad en agua por encima de varios g/l) no se puede extraer del agua 
con los procedimientos de extracción disponibles. Los muy insolubles 
(solubilidad en agua inferior a 0.5-1 mg/l) son difíciles de analizar a niveles 
traza porque tienen una tendencia a adsorberse en todas partes, 
especialmente en los materiales de vidrio; lo que conduce a bajas 
recuperaciones de extracción, a menos que se agregue algún solvente orgánico 
a las muestras antes de la extracción. 
La solubilidad en agua indica la tendencia de un pesticida a ser 
eliminado del suelo por el agua de escorrentía o de irrigación y de poder 
alcanzar el agua superficial. También indica la tendencia a precipitar de la 
superficie del suelo. Sin embargo, este parámetro no puede usarse sólo, para 
predecir la lixiviación a través del suelo, aunque la distribución de los 
pesticidas en el ambiente está condicionada por una variedad de coeficientes 
de partición en agua, y varios autores han mostrado correlaciones entre estos 
coeficientes de partición y la solubilidad en agua99. 
La solubilidad en agua de los plaguicidas puede ser función de varios 
parámetros además de la estructura química de los compuestos, tales como: 
el pH, la temperatura, la concentración de sales, y la concentración de materia 
orgánica en el agua. La solubilidad también puede variar ampliamente dentro 
de una clase dada de pesticidas100. 
Además, la solubilidad en agua de un compuesto químico proporciona 
información considerable sobre el destino y transporte de una sustancia 
química en el medio ambiente. Los productos químicos altamente solubles en 
agua tienden a permanecer disueltos en la columna de agua, no se disuelven 
en el suelo o sedimentos, ni se bioconcentran en organismos acuáticos, 
generalmente tienen menos probabilidad de volatilizarse del agua, y es más 
probable que se biodegraden.  
Los productos químicos poco solubles en agua son todo lo contrario: se 
disuelven en el suelo o los sedimentos y se bioconcentran en organismos 
acuáticos, se volatilizan más fácilmente del agua y es menos probable que se 
biodegraden.  
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Otros procesos de destino de los compuestos químicos que pueden ser 
afectados por la solubilidad en agua, incluyen la fotólisis, la hidrólisis, la 
oxidación y el lavado a la atmósfera por la lluvia o la niebla101.  
La solubilidad en agua es empleada como base para otros parámetros 
ambientales, como el coeficiente de partición octanol/agua (Kow), coeficiente 
de partición carbono orgánico-agua (Koc)102 y la constante de la ley de Henry. 
Esto es un desencadenante regulatorio para ciertos puntos finales del tipo 
fisicoquímico y ecotoxicológico. 
Para que un soluto orgánico se disuelva en agua, primero las moléculas 
de soluto deben estar separadas unas de otras. En segundo lugar, las 
moléculas de disolvente deben separarse lo suficiente para crear una cavidad 
lo suficientemente grande como para acomodar el soluto. Una vez que el soluto 
ocupa la cavidad, habrá nuevas fuerzas atractivas entre el soluto y el solvente. 
Finalmente, las moléculas de agua en la capa de solvatación formarán enlaces 
de hidrógeno adicionales a las moléculas de agua vecinas.  
Por lo tanto, la solubilidad en agua depende no solo de la afinidad de un 
soluto por el agua, sino también de su afinidad por su propia estructura. Las 
moléculas fuertemente unidas requieren una energía considerable para 
separarlas. Tales compuestos tienen puntos de fusión altos (para sólidos) y, 
en general, los sólidos con una temperatura de fusión alta tienen una 
solubilidad pobre en cualquier disolvente102. 
La eliminación de una molécula de su red cristalina significa un 
aumento en la entropía, y esto puede ser difícil de modelar con precisión. Por 
esta razón, y el hecho de que el error experimental en las mediciones de 
solubilidad puede ser bastante alto para compuestos con muy baja 
solubilidad, la predicción de la solubilidad en agua no es tan precisa como 
para otras propiedades, como el coeficiente de partición octanol/agua103.  
Dedek104 realizó un estudio sobre los factores de la solubilidad que 
afectan la penetración de pesticidas a través de la piel y la ropa de protección. 
La penetración de pesticidas sin solventes depende de la solubilidad en agua 
en lugar de la solubilidad del aceite. La penetración (y por lo tanto también la 
distribución en el cuerpo) se ve aumentada con una mejor solubilidad en agua 
por parte del pesticida. Con respecto a la concentración como un factor que 
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afecta la penetración, la solubilidad del plaguicida en ciertos solventes es de 
importancia. Las tasas máximas de penetración se encuentran en soluciones 
saturadas, independientemente de la concentración absoluta.  
La concentración debe considerarse en relación con la solubilidad en el 
solvente, de acuerdo con la ley de partición de Nernst. En las capas de 
polímeros orgánicos puros, la solubilidad de los compuestos y, por lo tanto, la 
tasa de penetración, debe ser proporcional a la solubilidad en el material 
orgánico específico e inversamente proporcional a los valores de la solubilidad 
del compuesto. Se encontró que algunos compuestos organofosforados (por 
ejemplo, metilparation) presenta una penetración excepcional al ser muy 
polar. Los materiales probados con las mejores propiedades de protección 
fueron los vulcanizados de caucho de butilo104. 
La evaluación de la solubilidad en agua se complica por una serie de 
consideraciones, incluida la ionización y la formación de sales.  
Estos efectos pueden alterar significativamente la solubilidad en 
agua105. Además, la solubilidad puede variar considerablemente con la 
temperatura, por lo que los datos de solubilidad deben informarse a una 
temperatura determinada. Las solubilidades en agua pueden informarse de 
varias maneras: en agua pura, a un pH específico, a una fuerza iónica 
específica, como especie no disociada (solubilidad intrínseca), y así 
sucesivamente. 
Según la legislación europea sobre productos químicos, REACH 
(Reglamento CE Nº 1907/2006), existen disposiciones para el uso de datos 
generados por los métodos cuantitativos de relación estructura-actividad 
(QSAR). Los modelos QSAR buscan correlaciones matemáticas entre la 
estructura química y la actividad biológica106–108.  
David S. Palmer et al.109 desarrollaron un modelo QSPR para estudiar 
la solubilidad en agua para un conjunto de 988 moléculas orgánicas. Para la 
selección del mejor modelo, se aplicó el método de regresión de Bosques 
Aleatorios (RF), con mejores resultados que los obtenidos por otros métodos 
como Mínimos Cuadrados Parciales (PLS), Máquinas de Soporte Vectorial y 
Red Neuronal Artificial (ANN). 
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En otro estudio, John S. Delaney110 propuso un método de estimación 
de la solubilidad en agua a partir de la estructura química en diferente tipo 
de compuestos incluidos pesticidas. El modelo se derivó de un conjunto de 
2874 solubilidades medidas usando el método de regresión lineal a partir de 
nueve descriptores moleculares. El parámetro más significativo fue el valor de 
logP calculado, seguido del peso molecular, la proporción de átomos pesados 
en los anillos aromáticos y el número de enlaces que pueden rotar.  
El modelo se comportó consistentemente bien en tres conjuntos de 
validación, prediciendo solubilidades dentro de un factor de 5-8 con respecto 
a sus valores medidos, y fue comparado con la “ecuación de solubilidad 
general” bien establecida para moléculas de tamaño medicinal/agroquímico. 
Un estudio presentado por Bhhatarai111 se centró en productos 
químicos perfluorados no-iónicos. Su modelo utiliza descriptores 
bidimensionales: T (F..F), que representa la suma de distancias entre el par de 
átomos de flúor (dicho valor aumenta con el número y la distancia entre dos 
átomos de flúor en una molécula) y SIC1 (que representa el contenido de 
información estructural) proporcionan información principalmente sobre la 
simetría estructural en la molécula. 
En el trabajo presentado por Raevsky et al.112 se construyeron 32 
modelos cuantitativos de relación estructura-propiedad (QSPR) para la 
predicción de la solubilidad acuosa intrínseca de productos químicos líquidos 
y cristalinos. Los conjuntos de datos contenían 1022 compuestos líquidos y 
2615 compuestos cristalinos. Se usaron para construir modelos locales los 
métodos MLR, SVM, RF, el método del k-vecino más cercano (kNN), Propiedad 
Media Aritmética (AMP) y Propiedad de Regresión Local (LoReP).  
Se obtuvieron los mejores modelos QSPR: para productos químicos 
líquidos con RMS de predicción en el rango de 0.50-0.60 unidades 
logarítmicas; y para productos químicos cristalinos con RMS entre 0.80-0.90 
unidades logarítmicas. En el caso de los modelos globales, la gran cantidad de 
descriptores dificulta la interpretación mecanicista. Los modelos locales usan 
solo uno o dos descriptores, de modo que la solubilidad de un compuesto 
químico medicinal que trabaje con conjuntos de sustancias químicas 
relacionadas estructuralmente puede estimarse fácilmente.  
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Sin embargo, la construcción de modelos locales estables requiere la 
presencia de vecinos estrechamente relacionados para cada sustancia 
química considerada. Es probable que un consenso de los modelos QSPR 
globales y locales sea el enfoque óptimo para la construcción de modelos QSPR 
predictivos estables con interpretación mecanicista. 
Un modelo QSPR se construyó para obtener la predicción de la 
solubilidad acuosa de plaguicidas pertenecientes a 4 clases químicas113: 
ácido, urea, triazina y carbamato. El conjunto completo de 77 plaguicidas se 
dividió en un conjunto de calibración de 58 plaguicidas y un conjunto de 
predicción de 19 plaguicidas. Se desarrolló un modelo de 6 descriptores, con 
un coeficiente de correlación cuadrático (
2R ) de 0.89 y un error estándar de 
estimación de 0.52 unidades logarítmicas, aplicando MLRA y mediante la 
selección de subconjuntos por GA.  
Un modelo QSPR propuesto por Kyrylo Klimenko et al.114 estima el valor 
de la solubilidad acuosa a diferentes temperaturas a partir de dos pasos, en 
el primer paso estima el valor del parámetro k incluido en la ecuación lineal 
log wS kT c  , donde wS  es la solubilidad y T  la temperatura. El segundo paso 
usa la técnica RF para crear un modelo QSPR de alta eficiencia. El rendimiento 
del modelo se evalúa mediante validación cruzada y mediante conjuntos de 
predicción externos. La capacidad predictiva del modelo desarrollado se 
compara con la aproximación COSMO-RS, que tiene una base 
quimicocuántica y termodinámica. La comparación muestra una capacidad 
de predicción ligeramente mejor para el modelo QSPR presentado en esta 
publicación. 
La solubilidad acuosa a pH = 7.4 es una propiedad muy importante para 
los compuestos químicos medicinales porque este es el valor de pH de los 
medios fisiológicos. En otro trabajo propuesto por Raevsky et al.115, se describe 
la aplicación de tres métodos diferentes tales como: SVM, RF, MLR y tres 
modelos de relación estructura-propiedad cuantitativa local (regresión 
corregida por los vecinos más cercanos, RCNN), propiedad media aritmética 
(AMP) y propiedad de regresión local (LoReP) para construir QSPR estables con 
una clara interpretación mecanicista.  
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El conjunto de datos contenía valores experimentales de solubilidad 
acuosa a pH=7.4 de 387 sustancias químicas (349 en el conjunto de 
calibración y 38 en el conjunto de predicción, incluidas 16 mediciones 
propias). El conjunto de descriptores iniciales contenía 210 descriptores 
fisicoquímicos, calculados a partir de los programas HYBOT, Dragon, SYBYL 
y VolSurf+.  
Se obtuvieron 6 modelos QSPR con buena estadística y basados en los 
fundamentos de la solubilidad acuosa y la optimización del espacio 
descriptivo. Esos modelos tienen un RMS cercano al error experimental (0.70) 
y son susceptibles de interpretación física. Los modelos QSPR desarrollados 
en este estudio pueden ser útiles para compuestos químicos medicinales. Los 
modelos globales de MLR, RF y SVM pueden ser valiosos para la consideración 
de los factores comunes que influyen en la solubilidad. Los modelos locales 
RCNN, AMP y LoReP pueden ser útiles para la optimización de la solubilidad 
acuosa en pequeños conjuntos de productos químicos relacionados. 
Los modelos QSPR resultan apropiados para minimizar el tiempo, el 
costo y los recursos, como un sustituto de los datos experimentales y como 
un complemento de los datos experimentales116.  
La capacidad predictiva de los modelos depende en gran medida de los 
compuestos utilizados en el conjunto de calibración. En ese sentido, la 
capacidad de evaluar la confianza en el valor predicho es crucial para la 
correcta interpretación y aplicación de los modelos QSPR.  
Se puede usar el concepto del dominio de aplicabilidad (DA)117, definido 
como el espacio de la respuesta y la estructura química en los que un modelo 
realiza predicciones con una fiabilidad determinada118. 
 
4.5.1. Datos experimentales de WATERNT (5610 moléculas) 
La base de datos fue tomada del módulo para estimación de la 
solubilidad WATERNT del programa EPI Suite28. Las solubilidades ( wS , mol/L) 
fueron tomadas de diferentes fuentes confiables a 25 °C. La base de datos 
consta de 5610 compuestos heterogéneos y pesticidas, en un intervalo 
logarítmico de solubilidades medidas de -13.17 a 1.70. En la Tabla 4.23.A se 
incluyen los detalles de los compuestos estudiados.  
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4.5.2. Diseño del modelo QSPR para la solubilidad acuosa 
Los descriptores moleculares se calcularon mediante los programas 
PaDEL (14464), Mold2 (777), DataWarrior (34), QuBiLs-MAS (8448) y CORAL 
(1), obteniendo así 23724 descriptores.  
Mediante la técnica BSM se realiza la partición molecular en los 
conjuntos de calibración, validación y predicción de igual dimensión cada uno 
(1870 moléculas, 33,33% del total). El análisis sobre el conjunto de calibración 
de la dependencia lineal, exclusión de descriptores de valores únicos, 
exclusión de descriptores sin datos, conduce a 7339D    variables 
estructurales independientes. 
La Tabla 4.23.A indica los miembros de cada conjunto como validación 
(^) y predicción (*). Como una etapa siguiente, los descriptores moleculares 
más representativos son buscados en el conjunto de calibración a través del 
método de selección de variables RM. Las mejores regresiones lineales QSPR 
de 1-7 descriptores más representativos para log wS  involucran a los 
descriptores de la Tabla 4.10. Dichas combinaciones entre descriptores de 
naturaleza rígida y flexible son elegidas entre 7339D   variables 
independientes. 
 
Tabla 4.10. Los mejores descriptores seleccionados para el estudio de la 
solubilidad acuosa. 
d descriptores 2
calR  calRMS
 
2
valR  valRMS
 
2
predR  predRMS  
1 DCW 0.82 0.93 0.81 0.98 0.81 0.96 
2 Sub295; DCW 0.83 0.90 0.82 0.95 0.83 0.93 
3 Sub295; D585; DCW 0.84 0.88 0.83 0.93 0.84 0.90 
4 XLogP; Sub295; D585; DCW 0.84 0.87 0.83 0.91 0.84 0.88 
5 PC408; Sub295; Qub1; D585; DCW 0.84 0.86 0.83 0.91 0.84 0.88 
6 XLogP; Sub295; Qub2; D586; D733; 
DCW 
0.85 0.86 0.84 0.90 0.85 0.86 
7 XLogP; Sub295; KR4839; Qub2; 
D586; D733; DCW 
0.85 0.85 0.84 0.89 0.85 0.85 
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Con el fin de mantener la dimensión del modelo lo más baja posible, 
seleccionamos el modelo de 4 descriptores como la mejor regresión lineal 
QSPR, dado que calRMS  y valRMS  no mejoran significativamente si aumenta el 
número de descriptores:  
 
           log 0.08 1.01 0.23 0.07 0.60wS XLogP Sub295 D585 DCW       
 (4.9) 
1870calN  ,  
2 0.84calR  ,  0.87calRMS   
2 0.53ij maxR  ,  3 15o  ,  
2 0.02aleatR ,  2.15
aleatRMS  (100000 casos) 
2 0.84looR  ,  0.88looRMS  ,  
2
0% 0.83l3 oR  ,  0% 0.89l3 oRMS   (100000 casos) 
1870valN  ,  
2 0.83valR  ,  0.91valRMS   
1870predN  ,  
2 0.84predR  ,  0.88predRMS   
 
La representación gráfica del modelo encontrado conduce a las Figuras 
4.11 y 4.7.A, que demuestran que la regresión multivariable propuesta es 
válida.  
 
Figura. 4.11. Valores de logSw experimentales y predichos mediante la ecuación (4.9). 
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La ecuación (4.9) supera la etapa de validación: se predice bien a las 
moléculas del conjunto de predicción no contempladas en el ajuste del modelo. 
La capacidad predictiva de nuestro modelo QSPR sobre las 1870 moléculas de 
predicción es ‘buena’ según el criterio MAE: para el conjunto de predicción 
(100%) 0.67MAE   y (100%) 0.57  , mientras que si se omite el 5% de los 
compuestos con altos valores de residuos conduce a (95%) 0.58MAE   y 
(95%) 0.42  . 
Según demuestra la Figura 4.7A, 15 moléculas del conjunto de 
calibración poseen un residuo alto mayor a 3 cal.S . Este comportamiento puede 
atribuirse a la gran cantidad de compuestos analizados y a la heterogeneidad 
estructural: dicloruro de paraquat; clorhexidina; ácido 
etilenodiaminotetracético; hexaclorofeno; leucopterina; hexatriacontano; 
óxido de tributilfosfina; glafenina; 4,5-dihidroxi-3,6-bis(fenilazo)-2,7-ácido 
disulfónico naftaleno; demeton; disperso azul 79; procion azul mx-r; base libre 
de guazatina; tecloftalam; nitenpiram. 
La correlación máxima entre pares de descriptores del modelo de 4 
descriptores no es significativa ( 2 0.53ij maxR  ). La relación cuantitativa 
estructura-propiedad representada por la ecuación (4.9) cumple con los 
parámetros loo, lmo(30%) y aleatorización-Y. Además, se cumplen las 
siguientes condiciones: 
2  0.5 (0.84)mR  ; 
2 2 4
01 0.1 (1.7 .1 ) 2 0predR R
   o '2 201 0.1 (0.024)predR R  ;
0.85 1.15 (1. 006)k   o '0.85 1.15 (0. 928)k   
 
Los descriptores no-conformacionales incluidos en el modelo son: 
a) un descriptor propiedad: XLogP, el logaritmo del coeficiente de 
partición octanol/agua de Wang 
b) un descriptor indicador de subestructura: Sub295, presencia de 
enlaces entre C y los heteroátomos O, N o S 
c) un descriptor de Burden: D585, el autovalor más alto de la matriz de 
Burden pesado por electronegatividades de Sanderson de orden 6. 
d) un descriptor flexible: DCW, basado en los atributos hfg-vs2 y 
SMILES-sss. 
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La presencia del coeficiente partición octanol/agua en la ecuación (4.9) 
y su contribución negativa a la propiedad resulta fácil de entender, pues es 
una medida de la hidrofobicidad de un compuesto. Los demás descriptores 
presentes en la ecuación lineal permiten establecer un complemento entre las 
variables de manera de alcanzar una calidad estadística aceptable.  
Según el signo de los coeficientes de regresión de la ecuación (4.9), 
cuanto menores sean simultáneamente los valores numéricos de XLogP y 
D585, y mayores sean los valores de Sub295 y DCW en una estructura química 
considerada, mayor tenderá a ser el valor predicho de su solubilidad acuosa. 
En la Figura 4.12 se observa que los compuestos del conjunto de 
predicción (puntos en gris) que exceden el valor de influencia límite *h  están 
próximos a compuestos de los conjuntos de calibración y predicción (puntos 
en negro y blanco, respectivamente), por tanto, sus predicciones pueden 
considerarse confiables. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.12. Gráfico de Williams para la ecuación (4.9). Influencia límite h* = 0.008. 
 
Posteriormente, la calidad de las predicciones de log wS  proporcionada 
por la ecuación (4.9) se compara con la obtenida con el módulo WATERNT de 
EPI Suite, para lo cual las Figuras 4.13 y 4.8A grafican las predicciones 
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obtenidas mediante este programa. Los 5610 compuestos estudiados 
conducen a 0.89RMS    en el caso de la ecuación (4.9), mientras que para 
WATERNT se obtiene 1.01RMS  , revelando que se alcanzó un mejor resultado 
en nuestro modelo propuesto.  
Finalmente, los valores numéricos de los mejores descriptores de la 
solubilidad acuosa para las 5610 estructuras químicas ensayadas se incluyen 
en la Tabla 4.24.A. 
 
Figura 4.13. Valores de logSw experimentales y predichos mediante el módulo de EPI 
Suite. 
 
 
4.5.3. Conclusiones 
La combinación apropiada entre descriptores de naturaleza rígida y 
flexible permite establecer un modelo QSPR para la solubilidad acuosa de 
5610 compuestos químicos de alta diversidad estructural. Los 4 descriptores 
seleccionados más representativos de la solubilidad mejoran la capacidad 
predictiva del programa WATERNT de EPI Suite. Se concluye que ambos 
modelos generan predicciones satisfactorias de la propiedad, a través de 
metodologías alternativas. 
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El método de subconjuntos balanceados BSM, técnica de partición 
molecular desarrollada en el grupo de trabajo, permite establecer modelos 
matemáticos con un dominio de aplicación que cubre a todas las moléculas 
analizadas, especialmente a las moléculas del conjunto de predicción. 
A través de descriptores independientes de la conformación derivados 
de la consideración de aspectos constitucionales o topológicos de las 
estructuras moleculares, es posible establecer modelos predictivos de 
propiedades fisicoquímicas de interés, en este caso la solubilidad acuosa. 
 
4.6. Estudio QSPR de la constante de la ley de Henry 
Los datos característicos de los plaguicidas generalmente se miden de 
acuerdo con protocolos bien establecidos reconocidos por organismos 
nacionales e internacionales (directrices de la US EPA, protocolos de la OCDE 
y de la UE, etc.). La mayoría de los datos fisicoquímicos se miden en el 
laboratorio en condiciones experimentales bien definidas.  
Algunos datos son característicos de la molécula del plaguicida 
individual, por ejemplo, la solubilidad en agua, presión de vapor, volatilidad, 
estabilidad en agua, fotodegradación, coeficiente de partición octanol/agua. 
Bajo condiciones experimentales dadas (temperatura, presión, pH, etc.), los 
experimentos deben conducir a valores similares.  
Otros datos como la vida media en los suelos, o los coeficientes de 
partición suelo-agua se miden en experimentos de laboratorio y/o de campo y 
dependen fuertemente de las condiciones experimentales y ambientales, por 
lo que son solo parcialmente característicos de la molécula pesticida.  
Por lo tanto, los valores de los datos que se pueden encontrar en la 
literatura a veces se extienden en un amplio rango y no siempre es fácil 
obtener datos “confiables”. 
La constante de la ley de Henry ( HK ) relaciona las concentraciones en 
equilibrio líquido y fase vapor de un soluto en soluciones diluidas a presiones 
moderadas y temperatura constante. En esta ley, la cantidad de un gas dado 
disuelto en un volumen dado de líquido para formar una mezcla ideal es 
directamente proporcional a la presión parcial de ese gas en equilibrio con el 
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líquido. La constante de proporcionalidad se denota como la constante de la 
ley de Henry ( HK , [L atm mol-1])119,120 y representa un coeficiente de partición 
que encuentra aplicaciones notables tanto en Ingeniería Química como en 
Ingeniería Ambiental.  
La tendencia de los pesticidas a volatilizarse de la solución acuosa al 
aire está determinada en gran parte por sus valores de HK , un valor alto 
favorece la volatilización. El coeficiente de reparto aire/agua es importante en 
los estudios de asociaciones de plaguicidas con la lluvia, el agua de las nubes, 
agua niebla o en los alvéolos de los pulmones en los seres humanos y de otros 
animales121. Las muestras que contienen dichos compuestos deben 
manipularse con cuidado para evitar pérdidas, y los pasos de evaporación no 
deben incluirse en el proceso de muestreo.  
Los plaguicidas que tienen grandes valores de HK  pueden analizarse 
mediante el análisis del espacio de cabeza o mediante la extracción de gases. 
Los valores de HK  de los compuestos son indicadores más apropiados 
de su volatilización, en comparación a si se considera solamente el valor de la 
presión de vapor, ya que este representa un coeficiente de partición. Incluso, 
en una primera aproximación, los valores de presión de vapor son útiles para 
indicar y clasificar compuestos por grupos de volatilidad creciente. Un valor 
de presión de vapor débil no siempre indica una volatilización despreciable. 
Como ejemplo, tenemos al DDT que presenta un valor de presión de vapor 
débil aunque una baja solubilidad en agua, por lo que su volatilización no 
puede ser totalmente insignificante. 
Suntio et al. han presentado una recopilación y revisión crítica de la 
constante de la ley de Henry para muchos plaguicidas121. El valor de HK  puede 
expresarse en forma adimensional o con unidades. En la forma adimensional, 
las mismas unidades de concentración se usan en las fases de aire y agua. La 
forma adimensional se puede convertir a la forma dimensional multiplicando 
por RT, convirtiendo así la concentración de aire en unidades de presión con 
el uso de la ley de los gases ideales. 
En los últimos años, se ha trabajado mucho para medir y tabular HK . 
Por ejemplo, Sander recolectó 17350 valores de HK  para 4632 especies, 
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basado en 689 referencias122. La medición experimental de HK  se ha 
informado utilizando diferentes técnicas, incluida la cromatografía de gases 
en el espacio de cabeza123, técnicas de espacio de cabeza modificado124, 
variación de la relación de fases125, método de espacio de cabeza diferencial126, 
y técnicas de dilución127. Sin embargo, los valores exactos de HK  no están 
disponibles para muchos compuestos.  
Los problemas instrumentales, los límites de detección de bajas 
concentraciones de compuestos hidrofóbicos, entre otros factores, dificultan y 
encarecen la determinación experimental de los valores de HK 128. 
Mediante el uso de la ley de Henry, HK  puede calcularse 
convenientemente como la relación entre la presión de vapor líquida y sólida 
y la solubilidad. Por lo tanto, HK  se informa a menudo en [Pa m3 mo1-1]. 
Los valores de HK  pueden estimarse a partir de las solubilidades 
determinadas experimentalmente al igual que las presiones de vapor. Los 
métodos preferidos implican el flujo de aire o agua a través de “columnas 
generadoras”129. Los métodos de cromatografía de gases también se pueden 
usar para determinar las presiones de vapor130. Se demostró que un método 
de “partición en equilibrio en un sistema cerrado” es adecuado para 
compuestos que tienen valores altos de HK  (>100 Pa m3 mo1-1)131.  
Otros métodos implican un sistema de flujo en el que la concentración 
de la sustancia química en agua con una corriente constante de gas se mide 
como una función del tiempo132. 
Como consecuencia de estas variaciones en los métodos, los valores de 
HK  informados por diferentes autores muestran amplias discrepancias, como 
se encuentra para los valores de presión de vapor. Suntio et al., calculó los 
valores de HK  a partir de la presión de vapor y los valores de solubilidad121. 
En general, se considera que los compuestos con valores de HK <10-5 Pa 
m3/mo1 tienen poca tendencia a volatilizarse. 
Los métodos de estimación para HK  con fines ambientales se pueden 
categorizar como: 
(1) métodos de relaciones propiedad-propiedad (PPR);  
157 
 
(2) métodos de contribución de enlaces y grupos;  
(3) métodos de solvatación continua;  
(4) UNIFAC (coeficiente de actividad del grupo funcional quasi-químico 
universal) y los métodos de relaciones cuantitativas con descriptores químico 
cuánticos o relaciones estructura-propiedad (QSPR) basados en descriptores 
fisicoquímicos133. 
El método PPR más conocido es el método VP/AS (presión de 
vapor/solubilidad acuosa)134. El método VP/AS, también llamado medida 
indirecta de HK 134, tiene excelentes resultados, aunque para compuestos con 
baja solubilidad y baja presión de vapor medidos a una temperatura deseada, 
puede conducir a grandes errores135.  
El primer método de contribución de enlaces136 se ha mejorado 
ampliando el número de definiciones de enlaces de 34 a 59 y con la adición 
de 15 factores de corrección137 y finalmente, en revisiones recientes, el método 
de enlaces contiene 64 definiciones de enlaces y 57 factores de corrección, 
mientras que el método de contribución de grupos contiene 93 definiciones de 
grupos138.  
Los modelos de solvatación continua (SMx) se basan en una relación 
termodinámicamente lineal del logaritmo de HK  y la energía libre de 
solvatación (DG). Una revisión exhaustiva de los rendimientos de los modelos 
SMx139 utilizando un conjunto de datos que incluye 700 valores 
experimentales de HK  ha revelado que, a pesar del alto costo computacional 
de estos métodos, se cometieron grandes errores incluso de hasta 30 órdenes 
de magnitud para poder obtener HK .  
UNIFAC es un modelo semiempírico basado en termodinámica QSPR-
PPR y es utilizado para calcular el coeficiente de actividad. 
Para aplicaciones ambientales, UNIFAC se usó directamente para 
calcular el coeficiente de actividad de dilución infinita (c1) para una solución 
acuosa140, o indirectamente por extrapolación de datos del equilibrio vapor-
líquido obtenidos a concentraciones de solutos más altas141. El valor de c1 se 
usa luego con la presión de vapor y el valor de la relación de presión total 
(Psat/PT) para calcular HK . 
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Aunque el enfoque de UNIFAC puede considerar los efectos de la 
temperatura, requiere parámetros de interacción que se obtienen del ajuste 
del modelo a los datos experimentales en fase de equilibrio, que a menudo 
faltan para los compuestos químicos de interés ambiental. 
Por consiguiente, la aplicación de métodos teóricos para la predicción 
veraz de este importante parámetro para diversos tipos de compuestos es 
esencial. En la actualidad, los modelos QSPR se han convertido en una 
herramienta moderna, económica y rápida para predecir las propiedades 
físicas, biológicas o químicas de los compuestos.142 De hecho, la oficina 
Europea de sustancias químicas promueve el uso de modelos QSPR en el 
marco europeo del Reglamento REACH (CE), Nº 1907/2006.143 
Tales estudios QSPR han proporcionado modelos satisfactorios para la 
predicción de la constante de la ley de Henry de conjuntos de datos bastante 
pequeños y de clases químicas específicas139; sin embargo, desarrollar un 
modelo QSPR integral para una amplia gama de compuestos químicos sigue 
siendo un desafío para los investigadores.  
Un estudio QSPR de Modarresi et al.144 en el sistema aire-agua para 189 
hidrocarburos alifáticos encontró una relación lineal entre el logaritmo de HK  
y la energía libre de solvatación estándar de Gibbs. Con descriptores 
moleculares tridimensionales (3D) que incluyen un nuevo descriptor para el 
factor de forma de la cavidad molecular, el modelo propuesto es valioso para 
solutos polares y cargados. Este modelo de tres descriptores basados en red 
neuronal artificial (ANN) conduce a un coeficiente de correlación (R) de 0.90 y 
un error cuadrático medio (RMS) de 0.22.  
El mismo autor y colaboradores, utilizando un conjunto más grande de 
940 compuestos orgánicos, propusieron seis modelos QSPR. En ese estudio, 
las estructuras moleculares se optimizaron con el método PM3. Informaron 
que un modelo de red neuronal con función de base radial (RBFN) de diez 
parámetros presenta el mejor rendimiento con un R que varía de 0.88-0.98 en 
función del conjunto y un RMS de 0.564145. Utilizando el Método del 
Reemplazo para 150 hidrocarburos alifáticos, Duchowicz et al. diseñaron un 
modelo QSPR de siete parámetros que llevan a R=0.996 y la desviación 
estándar (S) = 0.065146.  
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Más tarde, en un estudio QSPR que trabaja con 96 plaguicidas 
orgánicos, encontraron que el modelo de mejor capacidad predictiva utiliza la 
función de ponderación de Levenberge-Marquardt con regularización 
Bayesiana (BR) (R=0.74-0.79 y RMS=0.93-1.29)147. 
O'Loughlin e English trabajando con varios cientos de compuestos 
orgánicos en agua, encontraron que los modelos MLR funcionan mejor para 
conjuntos de compuestos con clases específicas, mientras que los modelos 
ANN tienen mayor precisión predictiva en conjuntos generales de 
compuestos148. 
Modelos QSPR anteriores149–155 han sido desarrollados en base a 
diferentes puntos tomados en cuenta para ajustar los datos de hasta 495 
compuestos155 y que tienen diferentes grupos funcionales. 
Finalmente otros modelos QSPR propuestos en Refs. 133,156,157 
aplican diferentes metodologías de trabajo, utilizando descriptores 
moleculares y métodos de contribución de grupos respectivamente. Los 
modelos fueron encontrados a su vez mediante la utilización de diferentes 
técnicas, como son el método de paso a paso, la red neuronal de paso a paso 
y mediante GA-MLR. 
Recientemente, los valores de HK  para seis familias de contaminantes 
orgánicos persistentes se modelaron utilizando un método de contribución de 
grupos basado en la teoría de partícula escalada. Los valores de R y RMS 
reportados en los conjuntos de calibración y validación son 0.89, 0.22 y 0.88, 
0.27, respectivamente158. 
Como es sabido, cada modelo que incluye descriptores tridimensionales 
generalmente implica altos costos computacionales y largos tiempos durante 
el cálculo de optimización de la geometría molecular. Por lo tanto, el enfoque 
QSPR independiente de la conformación58–61 se puede considerar como una 
metodología muy útil. Además, también exploramos el rendimiento de los 
modelos QSPR basados en descriptores óptimos19. 
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4.6.1. Datos experimentales de HENRYWIN (530 moléculas) 
La base de datos consiste en 530 compuestos químicos heterogéneos e 
incluye a pesticidas con valores experimentales de la contante de Henry ( HK ), 
tomados de varias bases de datos confiables y disponibles públicamente, 
recolectados del módulo HENRYWin de EPI Suite28. 
Los diferentes compuestos de la base de datos presentan valores en la 
escala logarítmica de HK , en un intervalo de -12.99 a 1.30. La lista completa 
de compuestos estudiados aquí está presentada en las Tablas 4.25.A y 4.26.A. 
 
4.6.2. Modelos QSPR de la constante de Henry 
Los descriptores moleculares se calcularon en primera instancia 
mediante los programas PaDEL, Mold2, DataWarrior y QuBiLs-MAS, 
obteniéndose así 23723 descriptores.  
La Tabla 4.25.A indica los miembros de cada conjunto como validación 
(^) y predicción (*). De esta manera, los compuestos de calibración y validación 
constituyen el 66.60 % de toda la base de datos completa.  
Luego de realizar la partición molecular en los conjuntos de calibración, 
validación y predicción mediante la técnica BSM, se procede a la búsqueda de 
los descriptores más representativos para log HK . Las mejores regresiones 
lineales QSPR de 1-7 descriptores obtenidas mediante RM, involucran a los 
descriptores de la Tabla 4.11 elegidos entre 5838D   variables independientes. 
 
Tabla 4.11. Los mejores descriptores seleccionados para el estudio de la 
constante de Henry. 
 
 
d descriptores 2
calR  calRMS
 
2
valR  valRMS
 
2
predR  predRMS
 
1 D274 0.46 1.73 0.34 1.48 0.45 1.28 
2 MCS130; PSA 0.63 1.43 0.39 1.39 0.37 1.36 
3 LFEA; D439; clogP 0.77 1.13 0.73 0.92 0.73 0.90 
4 LFEA; LFEE; MCS130; PSA 0.78 1.11 0.70 0.99 0.73 0.93 
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Con el fin de mantener el tamaño del modelo lo más pequeño como sea 
posible, seleccionamos el modelo de 7 descriptores como la mejor regresión 
lineal QSPR, dado que calRMS  no mejora significativamente si se utilizan 8 
descriptores:  
 
log 1.76 3.78 3.42 0.04 3.86 
                  0.47 0.19 2.31
HK ATSC1e LFEA LFEBH ToPSA MCS48
SubC1 D604
      
  
  
(4.10) 
177calN  ,  
2 0.87calR  ,  0.85calRMS  ,  
2
max 0.29ijR ,  3 1o   
2 0.23aleatR  , 2.07
aleatRMS   (100000 casos), 2 0.85looR  ,  0.92looRMS   
2
0% 0.77l3 oR  ,  0% 1.13l3 oRMS   (100000 casos), 176valN  ,  
2 0.85valR  ,  0.70valRMS    
177predN  ,  
2 0.81predR  ,  0.76predRMS   
 
De estos resultados 2max  ijR es el máximo coeficiente de correlación entre pares 
de descriptores, indicando la ausencia de serias correlaciones entre los siete 
descriptores seleccionados. 
La ecuación (4.10) predice de manera aceptable la propiedad en los 
conjuntos de calibración y validación, y lo que es más importante, predice bien 
a las moléculas del conjunto de predicción no contempladas en el ajuste del 
modelo. La capacidad predictiva de nuestro modelo QSPR sobre las 177 
moléculas de predicción es “buena” según el criterio MAE: para el conjunto de 
predicción (100%) 0.56MAE   y (100%) 0.51  , mientras que si se omite el 5% 
de los compuestos con altos valores de residuos conduce a (95%) 0.48MAE   y 
(95%) 0.39  . 
5 GATS1c; LFEA; LFES; ToPSA; 
PC540 
0.81 1.02 0.76 0.88 0.79 0.79 
6 MDEC-33; LFEA; LFES; MCS48; 
D151; clogP 
0.84 0.94 0.81 0.78 0.83 0.72 
7 ATSC1e; LFEA; LFEBH; ToPSA; 
MCS48; SubC1; D604 
0.87 0.85 0.85 0.70 0.81 0.76 
8 ATSC1e; MDEC33; LFEA; LFEBH; 
R-TpiPCTPC; ToPSA; MCS48; 
SubC1 
0.88 0.82 0.87 0.65 0.83 0.71 
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El gráfico que relaciona las predicciones con los valores experimentales 
se encuentra en la Figura 4.14. El gráfico de la dispersión de los residuos de 
la Figura 4.9A tiende a obedecer un patrón aleatorio alrededor de la línea cero. 
 
 
 
 
 
 
 
 
 
 
Figura 4.14. Valores de log KH predichos y experimentales de acuerdo al mejor modelo 
QSPR de 7-descriptores encontrado. 
 
Según demuestran las Figuras 4.14 y 4.19A, un único compuesto del 
conjunto de calibración posee un residuo alto mayor a 3 cal.S , 
tricloroacetaldehído. Este comportamiento puede atribuirse a la 
heterogeneidad de las estructuras analizadas y que los descriptores elegidos 
por el modelo no alcancen a predecir acertadamente esta estructura en 
particular. No obstante, decidimos no remover tal molécula de nuestro 
estudio. 
Un intento de mejorar la calidad estadística de este modelo lineal se 
hace a partir de la inclusión de un descriptor flexible, que se combine con 
otros descriptores rígidos seleccionados. Esto no conduce a una mejora en los 
parámetros de validación. Por tanto, en la base de datos actual no conviene 
considerar al descriptor flexible pues sobreajusta al conjunto de calibración.  
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La relación cuantitativa estructura-propiedad representada por la 
ecuación (4.10) cumple con los parámetros loo, lmo(30%) y aleatorización-Y. 
Además, se cumplen las siguientes condiciones: 
2 2
01 0.1 (0.029)  predR R  o 
'2 2
01 0.1 (0.087)  predR R ; 0.85 1.15 (1. 017)k   o  
'0.85 1.15 (0. 957)k  ; 2  0.5 (0.77)mR   
La correlación máxima entre pares de descriptores del modelo no es 
significativa ( 2max 0.29ij R ). Estos descriptores no-conformacionales se 
clasifican de la siguiente manera: a) un descriptor de autocorrelación 2D: 
ATSC1e, autocorrelación centrada de Broto-Moreau - distancia 1/ponderada 
por la electronegatividad de Sanderson; b) dos descriptores de relación lineal 
de energía libre molecular: LFEA, acidez global de enlace hidrógeno del soluto, 
y LFEBH: basicidad global de enlace hidrógeno del soluto; c) un descriptor 
topológico: ToPSA: área superficial polar topológica; d) tres descriptores 
indicadores: MCS48, número de grupos OQ(O)O, donde Q es un heteroátomo 
diferente a carbono o hidrógeno; SubC1: número de carbonos primarios; 
D604: número de carbonos aromáticos sp2 substituidos. 
En este trabajo se propone la siguiente guía QSPR para la búsqueda de 
estructuras con valores favorables de HK . Según el signo de los coeficientes 
de regresión de la ecuación (4.10), cuantos menores sean los valores 
numéricos de ATSC1e, LFEA, LFEBH, ToPSA y D604, y mayores sean los 
valores de MCS48 y SubC1 en una estructura considerada, mayor será el valor 
predicho de su constante de Henry.  
El dominio de aplicación del modelo QSPR propuesto demuestra que 6 
compuestos del total de 177 del conjunto de predicción tienen un valor de 
influencia ligeramente superior al límite 
*h : nitrato de 3-pentilo, nitrato de 
isopentilo, 2-nitrooxi-etanol, 2-nitrooxi-3-butanol, 1-nitrooxi-2-butanol y 2-
nitrooxi-1-butanol. No obstante, puede considerarse que sus predicciones son 
confiables, ya que tales moléculas están próximas a moléculas de los 
conjuntos de calibración y validación, que también exceden 
*h  en la Figura 
4.15. 
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Figura 4.15. Gráfico de Williams para la ecuación (4.10). Influencia límite h*=0.136. 
 
La calidad de las predicciones de log HK  conseguida mediante la 
ecuación (4.10) se compara con la obtenida con el módulo HENRYWIN de EPI 
Suite. Los 530 compuestos estudiados conducen a 0.77RMS   en el caso de la 
ecuación (4.10), mientras que para HENRYWIN se obtiene 0.76RMS  . Se 
concluye que ambos modelos generan predicciones satisfactorias de la 
propiedad, a través de metodologías alternativas.  
Cabe mencionar que nuestro modelo propuesto de la ecuación (4.10) se 
diferencia del modelo incluido en el programa HENRYWIN en que este último 
se calibra utilizando no solo datos experimentales de la constante de Henry, 
sino que también incorpora estimaciones empíricas de HK . Dichas 
estimaciones se calculan con el cociente entre los valores experimentales de 
presión de vapor ( vp ) y solubilidad acuosa ( wS ) de cada compuesto. Esto hace 
que la base de datos empleada por HENRYWIN sea mayor a la utilizada en el 
estudio actual, generando un modelo calibrado con un mayor número de 
moléculas y que posee mayor dominio de aplicabilidad, aunque la propiedad 
que se ajusta en HENRYWIN no es puramente experimental, sino que incluye 
cierto error procedente de las aproximaciones de HK . 
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Un siguiente paso en el estudio actual es aplicar el modelo QSPR de la 
ecuación (4.10) para predecir la propiedad en compuestos que no poseen 
valores experimentales de HK , pero sí poseen estimaciones de HK  basadas en 
el cociente empírico v wp S  extraídas de la base de datos de HENRYWIN. La 
Tabla 26.A reúne las 809 estructuras que se predicen y que son parte del 
dominio de aplicabilidad de la ecuación (4.10), con valores de influencia 
menores al valor límite 
*h . El cálculo del error en la predicción de la estimación 
empírica de log HK  es el siguiente: 1.60RMS   (ecuación 4.10) y 1.49RMS   
(HENRYWIN). Este resultado es de esperarse, pues se entiende que el error 
provisto por el programa HENRYWIN es menor: las estimaciones v wp S  de 
muchos compuestos fueron utilizadas a la hora de calibrar dicho programa, 
como se mencionara anteriormente. 
Finalmente, los valores numéricos de los mejores descriptores de la 
propiedad HK  para las 1339 estructuras químicas ensayadas se incluyen en 
la Tabla 27.A. 
 
4.6.3. Conclusiones 
El presente trabajo permitió establecer un modelo QSPR basado en 
descriptores independientes de la conformación para predecir la constante de 
Henry. La base de datos está conformada por estructuras químicas muy 
heterogéneas, aunque las predicciones de la ecuación lineal demostraron ser 
aceptables al compararse con las obtenidas con el programa HENRYWIN.  
En esta propiedad específica estudiada, no fue posible mejorar la 
calidad predictiva del modelo mediante la inclusión de un descriptor flexible 
que se combine con otros descriptores rígidos seleccionados, dado que al 
hacerlo causa un deterioro de los parámetros de validación. No obstante, el 
modelo QSPR permite predecir la constante de Henry en compuestos que no 
poseen valores experimentales de HK  y que pertenezcan a su dominio de 
aplicabilidad. 
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Capítulo 5. Estudios QSAR de la toxicidad 
de pesticidas 
 
 
 
5.1. Estudio QSAR de la toxicidad aguda en la lombriz Eisenia foetida 
Los plaguicidas se utilizan ampliamente en todo el mundo en la 
agricultura para la protección de las plantas y para aumentar los rendimientos 
de producción y la calidad de los productos agrícolas. Sin embargo, tienen una 
gran desventaja: la toxicidad1. Como resultado de su uso excesivo, se 
encuentran como residuos en el medio ambiente2.  
Numerosos estudios subrayan la contaminación ambiental causada por 
los pesticidas. Crean un riesgo para el medio ambiente, los seres humanos, 
los animales y otros organismos3. La evaluación de riesgos para los 
plaguicidas puede proporcionar una protección contra la contaminación. Una 
de las formas de medir el riesgo para el medio ambiente y los seres humanos 
es determinar la toxicidad aguda de los plaguicidas.  
Estos se prueban contra una variedad de animales, incluidos 
mamíferos, aves, peces e invertebrados4. Las lombrices representan el 60-80% 
de la biomasa total del suelo de los invertebrados en el suelo y juegan un papel 
importante en la estructura y en el aumento de los nutrientes de los suelos.  
Se han desarrollado varios protocolos para evaluar los efectos de los 
plaguicidas en las lombrices de tierra (Eisenia foetida), entre los cuales el más 
conocido es la guía 207 de la OCDE, una prueba de suelo artificial de 14 
días5,6. Por lo tanto, las lombrices como Eisenia foetida pueden usarse con 
éxito como bioindicadores para la evaluación de la toxicidad aguda de los 
plaguicidas en los ecosistemas terrestres7.  
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Desde estos puntos de vista, los efectos subletales de los plaguicidas 
sobre el crecimiento, la reproducción y el comportamiento de la lombriz de 
tierra por la exposición del suelo deben ser examinados en su registro de la 
UE, junto con la evaluación del riesgo de bioacumulación en las aves y los 
mamíferos, cuando logKow del pesticida es mayor a 3. 
Deben considerarse las propiedades fisicoquímicas de los plaguicidas, 
que controlan la adsorción/desorción, y el secuestro en las partículas del 
suelo o su asociación con la materia orgánica disuelta8–10.  
Para comprender mejor el potencial tóxico y la posible bioacumulación 
de plaguicidas debe estudiarse el metabolismo y la información sobre los 
metabolitos11. 
Con el fin de proteger el medio ambiente de manera efectiva, las agencias 
reguladoras (por ejemplo, la Directiva de la Comunidad Europea: Directiva del 
Consejo 2009) requieren una evaluación de la toxicología de todos los 
plaguicidas. Lamentablemente, la determinación experimental de la toxicidad 
requiere un tiempo considerable, es costosa y genera un dilema ético 
(demandas para reducir o abolir las pruebas en animales)4,12. Por lo tanto, es 
necesario desarrollar métodos para predecir la actividad biológica a partir de 
las características estructurales.  
El uso de métodos predictivos, basados en herramientas 
computacionales, es una opción rápida, económica y ética para evaluar la 
toxicidad de los plaguicidas en animales13. Estos métodos comprenden a las 
Relaciones Cuantitativas Estructura-Actividad (QSAR). 
Hasta ahora, se ha desarrollado una gran cantidad de modelos QSAR 
para predecir la toxicidad aguda de los plaguicidas12,14–19. Sin embargo, no 
hay estudios dedicados a predecir la toxicidad aguda de plaguicidas en Eisenia 
foetida. 
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5.1.1. Datos experimentales de PPDB (79 moléculas) 
Los datos de toxicidad aguda se obtienen de la base de datos de 
propiedades de pesticidas (PPDB), actualizada al 10-3-2017, y que fuera 
desarrollada por la Unidad de Investigación de Agricultura y Medio Ambiente 
en la Universidad de Hertfordshire20. La actividad se expresa como la 
concentración letal media ( 50LC ): corresponde a la concentración (
-1mg.kg ) de 
pesticida que conduce a la muerte del 50% de la lombriz Eisenia foetida. Los 
valores de toxicidad aguda se convierten en 50log LC . 
Se extraen de la base de datos PPDB a 143 pesticidas de estructuras 
químicas heterogéneas y se dividen en 2 grupos. El primer grupo de 79 
pesticidas incluye datos verificados por la base PPDB20, que tienen mayor 
grado de confianza, por lo que se utiliza dicho conjunto para establecer el 
modelo QSAR. El segundo grupo de compuestos es el conjunto de ensayo: 
contiene 21 plaguicidas con datos no verificados o menos confiables. Ambos 
grupos de compuestos se encuentran en la Tabla 5.1.A. 
 
5.1.2. Desarrollo del modelo QSAR 
Se dibujan las estructuras químicas con ACD ChemSketch21 en formato 
molecular MDL mol (V2000). La conversión de las moléculas se realizó con el 
programa de Windows Open Babel22. Cuando se tienen sales como 2 
estructuras desconectadas se las dibuja tal cual, sin conectar, pe. maneb (no 
se remueven contraiones).  
Los descriptores moleculares se calcularon mediante los programas 
PaDEL (14464), Recon (248), Mold2 (777), DataWarrior (34) y QuBiLs-MAS 
(8448), por lo que se obtiene 23971 descriptores. El análisis sobre el conjunto 
de calibración de la dependencia lineal, exclusión de descriptores de valores 
únicos, y descriptores vacíos, conduce a 2055D   variables estructurales. 
Luego de realizar algunas pruebas preliminares sobre las 79 moléculas 
para establecer regresiones lineales, no se consigue establecer ajustes 
satisfactorios de los datos con los descriptores rígidos ( 2R <0.5 ). Por tanto, se 
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analiza el rango de pesos moleculares estudiado y se opta por trabajar en el 
rango entre 73 y 296 ( -1g mol ) que comprende a 58 moléculas. En la Tabla 
5.1.A se incluyen los detalles de los compuestos estudiados, y se emplean los 
siguientes símbolos para su identificación: ^ conjunto de validación; * 
conjunto de predicción; ** conjunto de estimación. 
Debido al tamaño reducido del presente conjunto molecular, consistente 
en 58 moléculas, se decide emplear el 70 % de las moléculas para la 
calibración del modelo, y partes iguales para los dos conjuntos restantes 
(15%). Las mejores regresiones lineales QSAR de 1-5 descriptores, obtenidas 
mediante RM y descriptores de naturaleza rígida, involucran a los descriptores 
de la Tabla 5.1. 
 
Tabla 5.1. Modelos lineales para la toxicidad aguda en Eisenia foetida. 
 
d descriptores 2
calR  calRMS
 
2
valR  valRMS
 
2
predR  predRMS
 
1 D017 0.21 0.69 0.14 0.72 0.54 0.44 
2 GATS4m; APC8NX 0.48 0.56 0.09 0.65 0.60 0.48 
3 GATS4m; SHBint4; APC8NX 0.61 0.48 0.67 0.40 0.60 0.42 
4 GATS4m; nBondsD; SHBint4; APC8NX 0.72 0.41 0.70 0.38 0.87 0.31 
5 HybRatio; VE1D; MCS133; PC590; 
APC8NX 
0.82 0.33 0.07 0.88 0.76 0.31 
 
Al tratarse de pocas moléculas estudiadas, el mejor modelo elegido de 
la Tabla 5.1 debe cumplir con la relación práctica 6N d ; una relación lineal 
de 4 descriptores cumple con este requisito y posee además los mejores 
resultados de validación: 
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50log 0.56 0.15 0.17 0.88 2.36  LC =  GATS4m+  nBondsD  SHBint4  APC8NX +  
(5.1) 
41calN = , 
2 0.72calR = , 0.41calRMS   
2
max 0.03ij R , 2.5 0o , 
2 0.52aleatR , 0.54
aleatRMS   (100000 casos) 
2 0.66looR ,  0.46looRMS  , 8valN  , 
2 0.70valR , 0.38valRMS   
9predN  , 
2 0.87predR , 0.31predRMS   
La correlación entre los descriptores no es significativa ( 2max 0.03ij R ). En 
las Figuras 5.1 y 5.1.A se grafican los resultados de las predicciones de 50log LC  
y el gráfico de dispersión de residuos que describe de manera aceptable a los 
conjuntos de validación y predicción con estos 4 descriptores moleculares. 
Según sugieren estas figuras, ningún compuesto de calibración posee un 
residuo mayor a 2.5 cal.S . 
 
 
 
 
 
 
 
 
 
Figura 5.1. Valores de 50log LC  experimentales y predichos según la ecuación (5.1). 
 
En el presente estudio no es conveniente el empleo de descriptores 
flexibles, debido al tamaño reducido de los conjuntos de validación y 
predicción para analizar el desempeño predictivo de tales variables 
optimizables. Esto se demuestra con el cálculo de 21 descriptores flexibles 
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basados en atributos individuales, y 37 flexibles basados en atributos 
múltiples; la Tabla 5.2 resume los mejores modelos encontrados de 1-3 
atributos estructurales. Puede apreciarse que un mejor resultado en el 
conjunto de validación no garantiza un mejor resultado en el conjunto de 
predicción.  
La combinación de alguno de estos descriptores flexibles con 
descriptores rígidos en una regresión lineal causaría el deterioro de su 
capacidad predictiva y el sobreajuste del conjunto de calibración, por lo que 
se excluye a los descriptores flexibles del presente análisis. 
Tabla 5.2. Calidad estadística de los mejores descriptores flexibles de la 
toxicidad aguda en Eisenia foetida. 
 
atributos estructurales 2
calR  calRMS
 
2
valR  valRMS
 
2
predR  predRMS
 
hsg(ec1) 0.47 0.56 0.36 0.60 0.05 0.64 
hsg(ec1); hard 0.63 0.47 0.57 0.47 0.07 0.74 
hsg(ec1); hard; c5 0.77 0.37 0.65 0.49 0.14 0.76 
 
La relación cuantitativa estructura-actividad representada por la 
ecuación (5.1) cumple con los parámetros loo y aleatorización-Y. Además, se 
cumplen las siguientes condiciones:  
 
2 2
01 0.1 (0.024)  predR R  o 
'2 2 5
01 0.1 (3.63. ) 10
 predR R ; 0.85 1.15 (1 1 . 1)k   o 
'0.85 1.15 (0 8 . 9)k  ; 2  0.5 (0.74)mR  
Los descriptores no-conformacionales de la ecuación (5.1) se clasifican 
de la siguiente manera:  
a) un descriptor de autocorrelación 2D: GATS4m, autocorrelación de Geary-
distancia 4 / ponderada por la masa 
b) un descriptor constitucional: nBondsD, el número de enlaces dobles 
c) un descriptor electrotopológico: SHBint4, suma de descriptores de fuerza 
del estado-E para enlaces hidrógeno potenciales de camino de longitud 4 
d) un descriptor indicador de pares de átomos: APC8NX, la cuenta de enlaces 
N-X a la distancia topológica 8  
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Los valores de los descriptores de los pesticidas se incluyen en la Tabla 5.2.A. 
 Dado que un pesticida es más tóxico en la lombriz Eisenia foetida cuanto 
menor sea su valor de concentración letal media, es posible proponer la 
siguiente guía QSAR para la búsqueda de estructuras con valores 
determinados de esta propiedad. Según el signo de los coeficientes de 
regresión de la ecuación (5.1), cuantos mayores sean simultáneamente los 
valores numéricos de GATS4m, SHBint4, APC8NX y menor el valor de 
nBondsD, mayor toxicidad aguda presentará el pesticida. 
Con respecto al DA de la ecuación (5.1), la Figura 5.2 indica que una 
única molécula de predicción posee una influencia ligeramente superior al 
límite: imidacloprid, aunque su predicción puede considerarse confiable. 
 
Figura 5.2. Gráfico de Williams para la ecuación (5.1). Influencia límite 0.366.*h =  
 
El siguiente paso del estudio actual consiste en predecir el conjunto de 
ensayo de 21 plaguicidas con datos no verificados o menos confiables. Según 
la Tabla 5.1.A, las predicciones de las moléculas 59-79 son por lo general 
próximas a los valores reportados no verificados. Solo un plaguicida está fuera 
del dominio de aplicación de la ecuación (5.1) (aclonifen), mientras que 2 
moléculas poseen predicciones que se diferencian más del valor reportado no 
verificado (1,2-dicloropropano y tiobencarb). 
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5.1.3. Conclusiones 
A partir de datos verificados y confiables de la base de datos PPDB, se 
consigue establecer un modelo QSAR predictivo para la toxicidad aguda de 58 
pesticidas evaluada en la lombriz Eisenia foetida. La mejor relación lineal 
establecida basada en 4 descriptores no-conformacionales constituye una 
guía QSAR valiosa para la búsqueda de estructuras con valores determinados 
de la concentración letal media. Además, la aplicación del modelo para la 
predicción de 21 plaguicidas con datos no verificados o menos confiables 
puede considerarse aceptable.  
El presente estudio de pesticidas resulta novedoso, pues no se han 
reportado previamente investigaciones QSAR de toxicidad aguda en la especie 
Eisenia foetida. 
Se verifica en el actual trabajo que, debido al número reducido de 
compuestos empleados para calibrar y validar los datos, no resulta apropiado 
el uso de descriptores flexibles basados en la optimización numérica de pesos 
de correlación. 
 
5.2. Estudio QSAR de la toxicidad aguda en ratas 
La Regulación Europea No.1272/2008 en clasificación, etiquetado y 
empaquetado (CLP) requiere una evaluación de la dosis letal media ( 50LD ), 
especificando que la toxicidad aguda significa aquel efecto adverso que ocurre 
seguidamente de una administración oral o dermal de una simple dosis de 
una sustancia o de una mezcla, o múltiples dosis dada dentro de las 24 horas, 
o una exposición a la inhalación de 4 horas42. 
La dosis letal media hace referencia a la dosis que mata al 50 % de los 
animales dentro de las 24 horas43. Sin embargo, la regulación europea está 
actualmente promoviendo métodos alternativos a las medidas de toxicidad con 
el fin de evitar el uso de animales44; esto tiene un impacto en las regulaciones 
específicas, por ejemplo, REACH45. 
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Antes de admitir cualquier valor experimental nuevo dentro de REACH, 
la industria debe cuidadosamente confirmar la información que está 
disponible, y tomar en cuenta fuentes de datos alternativas. 
Saganuwan realizó una revisión en la literatura del uso de 50LD  en el 
desarrollo y evaluación de fármacos y compuestos químicos. Se pudo 
determinar que, en el pasado, muchos animales se habían utilizado para la 
determinación de 50LD . La OCDE ha reducido el número de animales de 
prueba de 5-15 y actualmente se ha reducido aún más de 2-6.  
Aunque la aplicación de 50LD  se ha reducido drásticamente, todavía se 
aplica y se acepta en algunas partes del mundo. Además, se debe permitir que 
los animales en los que se realizan las pruebas 50LD  mueran para ver el efecto 
final del fármaco o producto químico que se está evaluando, ya que la 
eutanasia de los animales de ensayo puede enmascarar algunos signos de 
toxicidad de los agentes de prueba. Por lo tanto, el estudio de la toxicidad de 
drogas y productos químicos es un proceso científico necesario para el 
descubrimiento y desarrollo de fármacos, así como para la identificación de 
tóxicos potenciales46. 
Entre los métodos alternativos, la Regulación REACH menciona los 
modelos QSAR. Para conocer los requerimientos regulatorios para la 
reducción de pruebas con animales, y la evaluación de 50LD , se examinaron 
un número de métodos QSAR para estimar el valor de 50LD 47–50. 
Cronin y Dearden51 realizaron una revisión crítica de los modelos QSAR 
aplicados a la toxicidad en mamíferos. Ellos encontraron que las predicciones 
en base a modelos QSAR han sido desarrolladas en forma escasa, y han 
determinado que la hidrofobicidad correlaciona bien con dicha actividad 
estudiada. Además, consideran que cuando se tiene en cuenta el modo de 
acción, la toxicidad puede ser útil para generar una fuente de información 
valiosa y aplicar a diferentes tipos de especies que se emplean para realizar 
las pruebas. 
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Un estudio QSAR sobre la toxicidad aguda en mamíferos sobre un 
conjunto de plaguicidas organofosforados es presentado por Eldred y Jurs52. 
Para encontrar dichos modelos utilizaron diferente tipo de descriptores 
moleculares, basados en las características topológicas, electrónicas y 
geométricas. La selección de variables se realizó mediante algoritmos 
genéticos para encontrar el mejor subconjunto de descriptores que 
respaldarían un modelo de red neuronal computacional de alta calidad (CNN), 
y que vincula la estructura molecular con los valores de  -1log mmol.kg  de los 
compuestos bajo estudio. Los mejores siete descriptores del modelo CNN no 
lineal encontrado, conducen a valores de RMS=0.22 unidades logarítmicas 
para el conjunto de calibración y RMS=0.25 unidades logarítmicas para el 
conjunto de predicción. 
Un trabajo propuesto por García-Domenech53 predice la toxicidad en 
agua en mamíferos para compuestos pesticidas organofosforados usando 
descriptores topológicos. En el mismo, se emplearon modelos con 6 variables 
para la predicción de 50LD -intraperitoneal (  0.85R ,  0.61
2Q  = ) y se 
seleccionaron 8 variables para 50LD -oral ( 0.91R = , 0.70
2Q  = ). Para realizar la 
validación cruzada y analizar el conjunto de predicción externo, se aplicó la 
metodología LMO, esto permitió evaluar la estabilidad y el rendimiento de 
predicción de los modelos topológicos seleccionados. 
Un modelo de relación cuantitativa estructura-toxicidad ha sido 
propuesto por Devillers54 para estimar la toxicidad agua en ratas machos y 
hembras por plaguicidas organofosforados. Los conjuntos fueron 
particionados en 51 compuestos en el conjunto de calibración y 9 compuestos 
en el conjunto de predicción. Los modelos seleccionados se describieron a 
partir de vectores de autocorrelación que codifican la lipofilicidad, la 
refractividad molar, la capacidad aceptora de uniones (HBA) y la capacidad 
dadora de uniones (HBD) de las moléculas. Se emplearon dos técnicas para 
seleccionar las mejores características mediante PLS y red neuronal artificial, 
con el fin de que los modelos tengan en cuenta el sexo de los organismos a la 
hora de estimar la toxicidad de los plaguicidas. 
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Los mejores resultados se obtuvieron con un modelo de ANN de 8/4/1 
calibrado con los algoritmos de contra propagación y descenso de gradiente 
conjugado. Los valores de RMS para el conjunto de calibración y el conjunto 
de predicción externo fueron de 0.29 y 0.26, respectivamente. 
En otro estudio55, se compiló un conjunto de datos de 7385 compuestos 
con muchos valores conservadores de 50LD . Se empleó un enfoque QSAR 
combinatorio para desarrollar modelos sólidos y predictivos de toxicidad 
aguda en ratas causada por la exposición oral a productos químicos. Para 
permitir una comparación equitativa entre el poder predictivo de los modelos 
generados en este estudio con un programa comercial para predecir la 
toxicidad TOPKAT, se seleccionó un subconjunto de datos de todo el conjunto 
completo que incluía 3472 compuestos utilizados en el conjunto de calibración 
de TOPKAT. Los 3913 compuestos restantes, que no estaban presentes en el 
conjunto de calibración TOPKAT, se usaron como el conjunto de predicción 
externo.  
Se desarrollaron modelos QSAR de 5 tipos diferentes para el conjunto 
de calibración. El uso del umbral de dominio de aplicabilidad implementado 
en la mayoría de los modelos, mejoró la precisión de predicción externa, pero 
se esperaba que condujera a la disminución en la cobertura del espacio 
químico; dependiendo del umbral de dominio de aplicabilidad, 2R  varió de 
0.24 a 0.70. Finalmente, se desarrollaron varios modelos de consenso 
promediando el valor predicho de 50LD  para cada compuesto usando los cinco 
modelos. Los modelos de consenso proporcionaron una mayor precisión de 
predicción para el conjunto de datos de validación externa con la cobertura 
más alta en comparación con los modelos individuales. Los modelos 50LD  de 
consenso validados y desarrollados en este estudio pueden usarse como 
herramientas computacionales confiables de la toxicidad aguda in vivo. 
Finalmente, Hamadache et al.15. desarrollaron un modelo QSAR 
validado para predecir la toxicidad oral aguda de 329 plaguicidas en ratas. 
Este modelo QSAR se basa en 17 descriptores moleculares que se obtuvieron 
con un modelo ANN 17/9/1 calibrado con el algoritmo de contra propagación 
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Quasi Newton (BFGS). La eficacia de predicción para el conjunto de validación 
externo se estimó mediante 2extQ  y RMS que son iguales a 0.95 y 0.20, 
respectivamente. El 98.6% del conjunto de validación externo se predijo 
correctamente. 
 
5.2.1. Datos experimentales de T.E.S.T. (7413 moléculas) 
Los valores de 50LD  aguda oral en ratas representa la cantidad del 
producto químico (masa del producto químico por peso corporal de la rata) 
que cuando se ingiere por vía oral mata al 50% de las ratas. El conjunto de 
datos para este punto final se obtuvo de la base de datos del programa de 
estimación de toxicidad de libre acceso T.E.S.T versión 4.056. 
La lista de compuestos químicos de dicha base de datos fue filtrada 
previamente utilizando los siguientes criterios: i. solo se usaron compuestos 
químicos con valores discretos de 50LD  (es decir, los valores de 50LD  con ">" o 
"<" fueron eliminados); ii. los compuestos solo pueden contener los siguientes 
símbolos: C, H, O, N, F, Cl, Br, I, S, P, Si o As; iii. los compuestos deben 
representar un solo componente puro (es decir, sales, mezclas isoméricas 
indefinidas, polímeros o mezclas fueron eliminados). 
En la versión de T.E.S.T. 4.0 y posteriores, todos los isómeros se 
mantuvieron porque la presencia de isómeros tuvo un impacto insignificante 
en la estadística del conjunto de predicción externo. El conjunto final de datos 
de 50LD  oral en rata contiene 7413 sustancias químicas. Los valores del punto 
final modelado se convierten en 50log LD [
-1mol kg ]. El intervalo de valores de 
toxicidad aguda oral en ratas se sitúa entre 0.291 y 7.207. En la Tabla 5.3.A 
se incluyen los detalles de los compuestos estudiados. 
 
5.2.2. Metodología QSAR  
Se dibujan las estructuras químicas con ACD ChemSketch21 en el 
formato molecular MDL mol (V2000). La conversión de las moléculas se realizó 
con el programa para Windows Open Babel22. 
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Los 23690 descriptores moleculares se calcularon mediante los 
programas PaDEL (14464), Mold2 (777), QuBiLs-MAS (8448) y el mejor 
descriptor flexible mediante el programa CORAL. Se obtienen 23690 
descriptores moleculares.  
El análisis sobre el conjunto de calibración de la dependencia lineal, 
exclusión de descriptores de valores únicos, y descriptores vacíos, conduce a   
12525D =  variables estructurales.  
El objetivo principal del trabajo actual es comparar el desempeño 
predictivo del modelo QSAR desarrollado aquí con aquel reportado en el 
programa T.E.S.T. Para ello, se utiliza el mismo conjunto de predicción en 
ambos casos, conformado por 1482 compuestos químicos heterogéneos, y los 
modelos se calibran a través de las restantes 5931 moléculas. La técnica BSM 
conduce a un conjunto de calibración de 2964 moléculas y un conjunto de 
validación de 2967 moléculas. 
Se aplica la técnica RM para hallar los descriptores moleculares más 
representativos de la toxicidad aguda. Las mejores regresiones lineales QSAR 
de 1-9 descriptores conducen a los resultados mostrados en la Tabla 5.3. 
 
Tabla 5.3. Los mejores descriptores para el estudio de la toxicidad oral en 
ratas. 
 
d Descriptores 2
calR  calRMS  
2
valR  valRMS  
2
predR  predRMS
 
1 DCW 0.51 0.67 0.41 0.72 0.41 0.74 
2 KR2683; DCW 0.52 0.66 0.42 0.72 0.44 0.73 
3 KR2683; KR3632; DCW 0.52 0.66 0.43 0.71 0.44 0.72 
4 KR2683; KR3632; D389; DCW 0.53 0.66 0.44 0.71 0.45 0.72 
5 KR2683; KR4659; D389; Qub1; 
DCW 
0.54 0.65 0.44 0.71 0.46 0.71 
6 PC35; KR2683; KR4659; D389; 
Qub2; DCW 
0.54 0.65 0.44 0.70 0.46 0.71 
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Se aprecia de la Tabla 5.3 que los modelos encontrados en esta base de 
datos de alta heterogeneidad estructural no tienen buena calidad estadística, 
pues el parámetro 2calR  apenas logra superar el límite generalmente aceptado 
de 0.5. Si bien se ha analizado una gran cantidad de descriptores rígidos junto 
al mejor descriptor flexible para establecer la relación estructura-propiedad, 
no se consigue un buen ajuste lineal en las 2964 moléculas de calibración. 
Además, se observa de la Tabla 5.3 que el incremento del número de 
descriptores presentes en el modelo no conduce a una mejora significativa de 
RMS  en los tres conjuntos moleculares, sino que este parámetro varía de 
manera homogénea con el aumento de la dimensión del modelo. 
Si se elige el modelo de 5 descriptores para predecir la toxicidad aguda, 
 
50log 0.70 0.41 0.031 0.20 0.048 1.54 LD =  KR2683+  KR4659  D389+  Qub1+  DCW +  
(5.2) 
2964calN  ,  
2 0.54calR ,  0.65calRMS     
2
max 0.061ijR ,  3 30o ,  
2 0.011aleatR ,  0.95
aleatRMS   (100000 casos) 
2 0.54looR ,  0.65looRMS  ,  
2 0.53l30%oR ,  0.66l30%oRMS   (100000 casos) 
2967valN  ,  
2 0.44valR ,  0.71valRMS   
1482predN  ,  
2 0.46predR ,  0.71predRMS   
 
El gráfico de las predicciones en función de los valores experimentales 
de 50log LD  se muestra en la Figura 5.3, mientras que la dispersión de 
residuos aparece en la Figura 5.2.A. 
7 Sub295; KR2683; KR4659; 
APC3CS; D389; Qub3; DCW 
0.55 0.64 0.44 0.70 0.47 0.71 
8 PC31; Sub295; KR2683; 
KR4659; D389; Qub4; Qub3; 
DCW 
0.55 0.64 0.45 0.70 0.46 0.71 
9 MCS69; PC35; Sub295; 
KR2683; KR4659; D389; D697; 
Qub2; DCW 
0.56 0.64 0.45 0.70 0.47 0.71 
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Figura 5.3. Valores de 50log LD experimentales y predichos según la ecuación (5.2). 
 
La relación cuantitativa estructura-propiedad representada por la 
ecuación (5.2) cumple con los parámetros loo, lmo(30%) y aleatorización-Y. 
También se cumplen las condiciones:  
 
2 2
01 0.1 (0.008)  predR R ; 0.85 1.15 (0. 998)k   o 
'0.85 1.15 (0. 934)k  , aunque no 
se cumple con 2  0.5 (0.43)mR  
El criterio MAE indica que la capacidad predictiva del modelo QSAR de 
5 descriptores sobre las 1482 moléculas de predicción es ‘moderada’: para el 
conjunto de predicción (100%) 0.53MAE   y (100%) 0.47  , mientras que si se 
omite el 5% de los compuestos con altos valores de residuos conduce a 
(95%) 0.46MAE   y (95%) 0.34  . 
Los 5 descriptores del modelo son prácticamente ortogonales entre sí: 
a) dos descriptores indicadores Klekota-Roth: KR2683, presencia del 
fragmento OC(=O)[NH][CH3] y KR4659, presencia del fragmento 
OC(=O)Cc1ccccc1. 
b) un descriptor topológico: D389, suma de distancias topológicas entre los 
vértices P y Cl 
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c) un descriptor topológico de QuBiLS: Qub1, índice algebraico obtenido de la 
matriz de densidad electrónica del pseudografo molecular y que considera 
pesos atómicos.  
d) un descriptor flexible: DCW, basado en hsg-pt2 y SMILES-sss 
Los valores numéricos de estos descriptores se incluyen en la Tabla 5.4.A. 
A la hora de comparar la calidad de las predicciones de 50log LD  según 
la ecuación (5.2), con las halladas mediante el modelo QSAR de consenso del 
programa T.E.S.T., este último conduce a los mejores resultados según se 
observa de las Figuras 5.4 y 5.3.A. Los 1482 compuestos químicos del 
conjunto de predicción se predicen mejor con T.E.S.T.: 0.622predR   y 
0.59predRMS  ; mientras que con la ecuación (5.2): 0.46
2
predR   y 0.71predRMS  . 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.4. Valores de 50log LD  experimentales y predichos según el modelo QSAR 
de consenso de T.E.S.T. 
 
5.2.3. Conclusiones 
El trabajo desarrollado consistió en la búsqueda de un modelo QSAR 
para el estudio de la toxicidad aguda oral en ratas, sobre 7413 compuestos 
químicos heterogéneos y pesticidas. Para este fin se analizaron 12525 
descriptores moleculares de naturaleza rígida y el mejor flexible, aunque los 
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modelos de regresión lineal encontrados no alcanzaron una calidad estadística 
aceptable. El mejor modelo de consenso propuesto en el programa T.E.S.T. 
conduce a las mejores predicciones de la dosis letal media.  
La principal ventaja de ambas metodologías, sea la propuesta aquí o la 
implementada en T.E.S.T, consiste en el empleo de descriptores moleculares 
independientes de la conformación y la utilización de programas de cálculo de 
descriptores de libre acceso. 
El estudio actual resulta ser una primera etapa de investigación, para 
poder continuar con la búsqueda de modelos predictivos de la toxicidad aguda 
en ratas en el presente conjunto de datos de alta diversidad estructural. Una 
manera de mejorar los resultados encontrados es a través de la incorporación 
de nuevas definiciones de descriptores moleculares; utilización de esquemas 
de consenso para la predicción de la propiedad; empleo de interpolaciones 
lineales de datos; u otras herramientas alternativas para el análisis de los 
datos. 
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Conclusiones generales y proyecciones 
futuras 
 
En la presente tesis doctoral se ha estudiado y aplicado la teoría QSPR-
QSAR para generar relaciones cuantitativas que permitan predecir actividades 
y propiedades de interés agronómico. 
A lo largo de la tesis el desarrollo de modelos predictivos ha seguido el 
protocolo recomendado por la Organización para la Cooperación Económica y 
el Desarrollo (OECD), el cual se basa en cinco principios básicos: 
actividad/propiedad/toxicidad definida, uso de un algoritmo inequívoco, 
definición del dominio de aplicabilidad del modelo, medida apropiada de la 
calidad del modelo (ajuste, robustez y predictividad) e interpretación del 
mecanismo de los descriptores del modelo, y que ayuden a tomar decisiones 
en trabajos posteriores. 
De acuerdo a los objetivos planteados en la el trabajo de tesis, se han 
aplicado los mejores descriptores moleculares rígidos y flexibles, que 
contemplen los aspectos constitucionales, topológicos, electrónicos y 
lipofílicos de las moléculas investigadas, y que se calculan con programas 
computacionales diseñados de acceso libre, tales como PaDEL, Mold2, 
RECON, EPI Suite, QuBiLs-MAS, CORAL y Datawarrior. 
Los modelos lineales fueron obtenidos principalmente mediante 
regresión lineal multivariable a partir del Método del Reemplazo, con el fin de 
desarrollar relaciones que nos permitan establecer una interpretación directa 
de la estructura molecular estudiada con énfasis en los pesticidas. 
En cada modelo de regresión se ha definido el dominio de aplicabilidad 
mediante el criterio del valor de influencia, y en la técnica basada en 
estandarización. Finalmente, la interpretación del mecanismo de los 
descriptores moleculares empleados en nuestros modelos se realizó en base a 
los coeficientes de regresión y su estandarización. 
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La preparación y pretratamiento de los datos ha sido un aspecto 
fundamental para garantizar la confiabilidad en la construcción de los 
modelos QSPR-QSAR. Para este propósito aplicamos una opción que viene 
integrada al programa CORAL, que permite la identificación de compuestos 
con la misma codificación SMILES, o a partir de su número de CAS. 
Hemos explorado y aplicado el concepto de descriptores óptimos o 
flexibles de CORAL, el cual basa su cálculo en la representación de la 
estructura molecular a partir de grafos o SMILES. Genera una combinación 
lineal de los mejores atributos estructurales propios de la molécula, según la 
propiedad/actividad analizada. En este sentido, la búsqueda de la mejor 
combinación de atributos se realizó empleando la técnica del Método de 
Inclusión de a Pasos, mediante la inclusión de un atributo estructural a la vez 
para alcanzar los mejores resultados. 
El trabajo realizado logró establecer modelos matemáticos de 
importancia agronómica a partir de propiedades fisicoquímicas, tales como el 
coeficiente de sorción en suelo, el factor de bioconcentración, la solubilidad 
acuosa, la constante de la ley de Henry, y finalmente, a través de toxicidad 
aguda en lombrices y en ratas. La predicción de este tipo de propiedades 
permitiría conocer de antemano su valor antes de evaluar experimentalmente 
los compuestos químicos, y resulta de gran importancia tanto por los efectos 
ambientales, como por la toxicidad en animales y en el hombre. 
La obtención de modelos QSPR-QSAR, a partir de un enfoque de 
representación estructural independiente de la conformación, es válido y útil 
cuando se trabaja con bases de datos de interés en propiedades de pesticidas. 
Este enfoque permitió explorar grandes bases de datos con compuestos 
heterogéneos que incluían pesticidas, sin la necesidad de considerar los 
aspectos tridimensionales de las moléculas. La combinación de descriptores 
de naturaleza rígida y flexible basados en dicho enfoque no-conformacional ha 
permitido obtener resultados satisfactorios en la mayoría de las propiedades 
de interés agronómico estudiadas. 
Existen aún muchos temas adicionales por investigar en el contexto del 
trabajo de tesis doctoral:  
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1) empleo de base de datos más específicas para las diferentes clases de 
compuestos pesticidas que se encuentran actualmente en el mercado: 
insecticidas, fungicidas, y herbicidas;  
2) análisis de los residuos de plaguicidas en diferentes alimentos, para 
poder establecer modelos que sirvan como herramienta para su estimación;  
3) establecer modelos QSPR en base a otras propiedades de interés de 
pesticidas, tales como la presión de vapor, el punto de ebullición o el 
coeficiente de reparto octanol/agua; 
4) desarrollar modelos QSAR a partir de nuevas actividades de interés 
en pesticidas, en otras especies animales como Trucha arcoiris, Daphnia 
magna, toxicidad dietaria en codorniz, y toxicidad en abejas; 
5) aplicar las estimaciones de los modelos QSPR/QSAR en pesticidas 
empleados en diferentes áreas y cultivos de Argentina, junto con las 
condiciones ambientales y de manejo de cada cultivo, con el fin de proponer 
estimaciones de contaminación ambiental de dichos compuestos en los 
ecosistemas agrícolas; 
6) uso de técnicas quimiométricas alternativas para el análisis de los 
datos, por ejemplo, regresión de mínimos cuadrados parciales, redes 
neuronales artificiales, y también ensayar el uso de predicciones 
consensuadas de la propiedad y predicciones basadas en interpolaciones 
lineales;  
7) aplicación de nuevos programas de acceso libre para el cálculo de los 
descriptores moleculares, para lograr una mejor representación estructural. 
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