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Determing the chaotic nature of periodic orbits
Bo Johnson1
Physics Department, Utah State University.a)
(Dated: April 18, 2020)
The determination of the long-term behavior of periodic orbits is considered. Different numerical techniques, including
the Lyapunov Exponent, the Smaller Alignment Index, and the Generalized Alignment Index are used. Because of
the discontinuous nature of the system under consideration, these methods are found to be insufficient and a more
simplistic approach is utilized. The simplistic approach determines long-term behavior up to 500 periods of an orbit.
It is found that in-phase periodic modes result in the largest amount of stable modes. Future work will look at the
common characteristics of the in-phase modes to better understand why they are more likely to be stable.
I. INTRODUCTION
This current research builds off previous research1 per-
formed exploring the dynamics of a magnetic dipole system
where a systematic search for periodic bouncing modes was
made. Here we are concerned with the long-term stability
of these periodic modes. Using chaotic indicators and im-
plementing our own simplistic method, we characterize the
long-term stability of nearly all modes found in the previous
research.
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Figure 1. Setup of the magnetic dipole system. The angle θ describes
the polar position of the free dipole while φ describes the rotational
orientation of the free dipole. The dipole in the center is fixed in
position and orientation while the free dipole can move anywhere.
Image credit1
The dimensionless equations of motion for the magnetic
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dipole system found in Fig. 1 are
r˙ = pr (1a)
θ˙ =
pθ
r2
(1b)
φ˙ = 10pφ (1c)
p˙r =
p2θ
r3
− 1
4r4
[cosφ +3cos(φ −2θ)]+FN (1d)
p˙θ =
1
2r3
sin(φ −2θ) (1e)
p˙φ =− 112r3 [sinφ +3sin(φ −2θ)] (1f)
where FN in Eq. (1d) represents the normal force exerted on
the free dipole as it comes in contact with the fixed sphere.
Another set of equations used in the course of this research
was the Jacobian matrix, integral to computing both the Lya-
punov spectrum and the SALI and GALI. The Jacobian J has
entries Ji j = ∂x j fi using Eqs. (1) where fi refers to the sube-
quation in (1) and the variable differentiated with respect to
being r, θ , φ , pr, pθ , or pφ .
II. CHAOTIC INDICATORS
The characterization of dynamical systems and their
long-term behavior is the study of chaos theory. Many
contributions2–7 have been made to the study of dynamcial
systems and there are many ways in which to characterize
their behavior. The canonical method is to use Lyapunov ex-
ponents (LEs). Lyapunov exponents calculate the exponen-
tial growth or decay of neighboring orbits to the orbit under
study to determine if that trajectory in phase space is stable or
chaotic. Calculations for this sort of phase space separation
in neighboring trajectories is used in methods such as the Fast
Lyapunov Indicator, the Maximum Lyapunov Exponent, and
the Relative Lyapunov Indicator. It is also possible to com-
pute a spectrum of LEs, one LE for each dimension of the
phase space. This Lyapunov spectrum was one of the meth-
ods implemented here and used to determine the stability of
orbits in this system.
Other methods to characterize the chaotic nature of dynam-
ical systems are the Smaller Alignment Index (SALI) and the
Generalized Alignment Index (GALI). Both of these methods
exploit the fact that regular or stable trajectories in phase space
2fall on an N-dimensional torus and evolving deviation vectors
in tangent space will uncover whether the orbit is on a torus or
not8. If these deviation vectors begin to align, the system must
be exhibiting chaos, whereas if the motion falls on a torus, the
deviation vectors will remain in a similar orientation to how
they began, or begin to align according to predictable rules.
The Lyapunov exponent is defined as follows9: Let f be a
smooth map on Rm and Jn =Dfn(v0) and for k = 1, . . . ,m,
let rnk be the length of the kth longest orthogonal axis of the
ellipsoid JnN for an orbit with initial point v0. Then rnk mea-
sure the contraction or expansion near the orbit v0 during the
first n iterations. The kth Lyapunov number of v0 is defined
by Lk = limn→∞
(
rnk
)1/n and the kth Lyapunov exponent of
v0 is hk = lnLk. A LE greater than 0 indicates an exponen-
tial growth in one direction of the ellipsoid, characterizing a
chaotic nature.
Figure 2. The nth iteration of the Jacobian Jn determines the stretch-
ing and shrinking of a unit sphere in Rm for an m-dimensional set of
dynamical equations. The Lyapunov exponent is a way to measure
this stretching and shrinking. Image credit9.
As the Lyapunov exponent measures the growth or de-
cay of axes of an ellipsoid to capture the chaotic nature of
dynamical systems, the SALI and GALI measure the align-
ment of originally orthgonal deviation vectors to determine
chaoticity. Defining the SALI at time t to be SALI(t) =
min{‖wˆ1(t)+ wˆ1(t)‖,‖wˆ1(t)− wˆ1(t)‖} we can see in the
figure above the alignment of two initially orthgonal vectors
will begin to align if there is a degree of chaoticity in the
dynamical equations. The SALI tends to give a more effi-
cient means of measuring chaos as some threshold value can
be established, below which you can determine if an orbit is
chaotic and the SALI falls towards zero exponentially quickly
for chaotic orbits.
The GALI is related to and an extension of the SALI. In-
stead of only two initial deviation vectors, a set of N devi-
ation vectors is used, where N is the dimensionality of the
phase space. The GALI is computed as the volume of the
parallelepiped formed by successively more deviation vectors,
where the volume is computed as the norm of the wedge prod-
uct of the vectors8. For two deviation vectors, for example,
the area formed by the parallelogram between them can be
defined as
A= ‖wˆ1∧ wˆ2‖= ‖wˆ1+ wˆ2‖ · ‖wˆ1− wˆ2‖2 (2)
Figure 3. The Small Alignment Index is a quick indicator of chaos in
dynamical systems. Two distinct vectors will align with one another
in a chaotic system whereas they will stay pointing away from each
other if the orbit is stable. Image credit8.
Therefore this can be generalized to any amount of vectors,
and is the definition of the GALIk where
GALIk(t) = ‖wˆ1(t)∧ wˆ2(t)∧·· ·∧ wˆk(t)‖ (3)
It follows that GALI2 ∝ SALI. The same argument is then
used to determine chaotic orbits using the GALI: if the volume
formed by a group of deviation vectors goes to zero, the orbit
is chaotic.
III. IMPLEMENTATION
A. Lyapunov Exponent Spectrum
In order to compute a spectrum of LEs, I followed closely
the implementation found in Alligood9. Beginning with a
6× 6 identity matrix, representing the unit hypersphere in
Fig. 2, one integration time step was taken using a Dormand-
Price adaptive step size numerical integration algorithm. After
the integration step was taken, the Jacobian for the newly com-
puted state variables was found and the initially unit sphere
was then deformed in different directions, done so by mul-
tiplying the Jacobian by the identity matrix. As each column
represents a vector in R6, the length of each resulting vector is
the amount of growth or contraction from the originally unit
length. The logarithm of the amount of this deformation in
each axis was stored and added to an array, and the now dis-
torted sphere was then orthonormalized using a QR decom-
position. Performing this step is necessary to avoid overflow
during the simulation. This process was repeated for a pro-
scribed amount of time with the logarithm of each time step’s
deformation added to the array of deformation values. After
the proscribed amount of time, the values in the array were
divided by the number of steps taken.
It was also necessary to handle the bounce events in the
simulation. This is done by detecting when the r value for the
3free dipole becomes less than 1. When this occurs, the dipole
is reset to the previous step and a step size taken half of the
original step size. This procedure is repeated until the r value
is within a tolerance of 10−13 of 1. Once this is found, the step
size is reset to the original value and pr→−pr.
The largest Lyapunov exponent in the spectrum is the one
determining the overall behavior of the orbit. For every state
tested, all maximum LEs were positive. However, using Mag-
Phyx software10 to visualize the trajectories, the long-term be-
havior of several of the states tested indicated stability. To
ensure the implementation of the Lyapunov spectrum calcu-
lations were correct, I computed it for several known sys-
tem, including the Hénon map, the Lorenz attractor, and the
Rössler attractor, all of which agreed with established values
for each11.
B. SALI
The computation of the SALI is very similar to the Lya-
punov spectrum. The only difference is every step a 6× 2
matrix takes the spot of the identity matrix, whose columns
represent orthogonal deviation vectors. After an integration
step is taken, the matrix is pre-multiplied by the Jacobian and
the columns are normalized, followed by the computation of
SALI(t). When the SALI falls below a threshold value of
10−12, I take the orbit to be chaotic, otherwise the orbit is sta-
ble if, after a long integration time, 500 periods, SALI(t) has
not fallen below the threshold. The same issue arose as with
the Lyapunov spectrum, however, in that the non-smooth na-
ture of the magnetic dipole equations means long-term stable
orbits are characterized as chaotic. To ensure my implementa-
tion was working, I checked it against results from8 and found
it to be working for the systems given in that publication.
C. GALI
The relation of the GALI to the SALI is described in Sec. II.
The implementation begins as the Lyapunov spectrum: with
an identity matrix describing 6 initially orthogonal deviation
vectors, A. The singular value decomposition of AT is com-
puted and the GALI is computed as8:
GALIk(t) =
k
∏
i=1
zi(t) (4)
A benefit of using the GALI is its ability to give indications
of regular (stable) or chaotic orbits by means of inspecting a
graph of the GALI results with respect to time. It is shown
in12 that if the orbit is regular for an ND Hamiltonian system
then
GALIk(t) ∝
{
constant 2≤ k ≤ N
1
t2(k−N) N < k ≤ 2N
(5)
Even with the ability to detect regular orbits through graph-
ical means, the long-term stable orbits seen in MagPhyx were
also characterized as chaotic with the GALI. The chaotic re-
sult that each of the methods returned in characterizing the
stable periodic orbits can be explained by the non-smooth na-
ture of the dipole system. This is a result from the inscrutable
mathematical Multiplicative Ergodic Theorem, the theoretical
underpinnings to the Lyapunov exponent13. It states that a dy-
namical system must be continuously differentiable in order
to use Lyapunov exponents to characterize the long-term sta-
bility of a dynamical system, which this dipole system is not
due to its bouncing, non-smooth nature.
To solve this issue, I attempted to correct for the bouncing
condition in each method employed. Instead of discretizing
(the action of renormalizing the hypersphere or deviation vec-
tors) at each time step, I discretized at each bounce. How-
ever, even performing the calculations with this approach re-
sulted in incorrect determination of the long-term stability of
the orbits tested. This result led me to use a simpler approach
to determine the long-term behavior of the periodic bouncing
modes.
Figure 4. The value of θ plotted against period for various different
modes. Mode (1,1,2) is chaotic, mode (3,1,1) is periodic, but it fills
in its trajectory with time, not executing the same path with each
period, but not falling into a chaotic path. Mode (3,1,2) is stable.
D. Simplistic Method
Because of the discontinuous nature of the magnetic dipole
system, the LEs, SALI, and GALI were not able to provide
any reliable indication of chaos in the modes tested. To de-
termine stability, then, I looked for a simple condition as the
system was integrated: whether or not the free dipole returned
to it’s beginning value of θ or β (depending on whether the
dipole is in-phase or out-of-phase) after one period of motion.
The reason for using one or the other value is described in1.
The criterion for whether the dipole returned to its original
state was within a tolerance of 10−2 and integration was for
up to 500 periods, after which if the bouncing diople hadn’t
wandered without that tolerance it was declared stable. These
4criteria were chosen because watching MagPhyx simulations
of unstable orbits indicated 500 periods would be a sufficient
amount of time for the dipole to wander and exhibit chaotic
behavior. The criterion on θ or β was chosen after testing
different values. If the value was larger, say 10−1, the or-
bit would be stable, but would tend to fill in its trajectory
over time, meaning it didn’t follow its exact starting path, but
would not verge into a chaotic trajectory, either. If a smaller
value was chosen, say 10−3, stable orbits could be excluded.
This can be more easily seen in Fig. 4 where unstable orbits
are very clearly identified and stable orbits are more easily
seen.
IV. RESULTS
After determining the long-term behavior of each unique
periodic state, I found the percentage for each mode (those
families of states with the same m,n, p values) which was sta-
ble and whether the final state in each mode (the one with
the highest value of E and pφ ) was stable. If the final state
in a given mode was stable, I characterized the entire mode
as completely stable whether or not 100% of the states in the
mode were stable.
Bounce # % Partially Stable % Totally Stable
1 0.0 0.0
4 31.3 6.3
7 12.5 0.0
13 16.7 5.6
23 17.0 3.8
39 12.5 2.8
63 8.1 1.0
111 4.6 1.5
157 5.7 2.5
In/Out of Phase % Partially Stable % Totally Stable
In 36.6 12.0
Out 6.1 2.0
Table I. A select few entries of periodic states characterized by their
number of bounces and all modes characterized by either in-phase or
out-of-phase.
Table I summarize the data by the number of bounces for
periodic states and whether a mode is in-phase or out-of-
phase. I used a threshold value of 50% of states in a given
mode as stable to determine whether a mode was partially sta-
ble. This seemed like the best cutoff value for this condition
given the data.
V. FUTURE WORK
Because the in-phase modes have the largest number of sta-
ble states, future work will look to uncover why this is. Look-
ing at the common characteristics of in-phase modes might
unveil their propensity to have long-term orbits which follow
the same path. There is also the opportunity to better un-
derstand and characterize orbits which are stable, but fill in
their trajectory with time, like mode (3,1,1) in Fig. 4. Look-
ing at their common characteristics and finding where the cut-
off is between stable but trajectory-filling states and stable but
trajectory-tracing states might lead to better understanding of
the many periodic modes found in the previous research.
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