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1CHAPTER 1. INTRODUCTION
This dissertation addresses both the development and application of a separability index for clus-
tered data. The area of cluster analysis - a method of unsupervised learning for grouping similar ob-
servations - is a well-studied discipline in the statistics literature. The plethora of clustering algorithms
give an indication of the difficulty and variety of clustering algorithms that arise, however, no method
has shown to uniformly outperform the other methods. New clustering methods are often evaluated
by comparing performance using a handful of classification datasets. While this approach is valuable,
it does not provide a systematic approach to compare performance. Thus, there is a need for ways to
systematically simulate datasets of different clustering difficulty providing a framework to calibrate the
performance of various clustering algorithms under different conditions.
There are three research papers which make this dissertation. The first chapter develops a separa-
bility index and data-generation algorithm within the context of hard clustering algorithms. The second
chapter discusses another area of clustering dealing with initialization of the K-means algorithm. The
last article, develops a new cluster merging algorithm designed for clustering non-spherical groups.
The first chapter derives a separation index for distance-based partitioning and hard clustering al-
gorithms. This index is motivated by the intuition that for any two well-separated groups, the majority
of observations should be closer to their own center than to the other. Some theoretical properties of the
index are explored. Furthermore, the index is adjusted to provide a consistent interpretation across dif-
ferent combinations of observations, dimensions and number of clusters. Specifically, the index closely
tracks the Adjusted Rand index of Hubert and Arabie (1985) and thus provides a good surrogate for
clustering complexity. The appendix of this chapter contains an algorithm for generating datasets of a
given sample size according to a pre-specified value of the index.
The second chapter presents a detailed summary of eleven initialization methods for the K-means
algorithm. These eleven initialization strategies are compared under a variety of dataset scenarios
2including number of observations, number of clusters, dimension and degree of separation between
groups. Datasets are generated using the data simulation algorithm as presented in the first chapter and
each initialization strategy is systematically evaluated on each dataset. Performance of each initializa-
tion strategy is evaluated based on both the within cluster sum-of-squares and the best recovery of the
true groups.
Most classical clustering techniques deal with elliptically shaped groups. The final chapter pro-
poses a non traditional clustering algorithm which is not exclusively designed for elliptical groups.
Specifically, this is a cluster merging algorithm (called K-means hierarchical algorithm) for cluster-
ing large datasets with general-shaped groups. This algorithm takes advantage of the computationally
efficientK-means clustering algorithm as well as a more flexible (in terms of cluster shapes) agglomer-
ative hierarchical clustering algorithm. The distance measure used in the merging step of the algorithm
is the estimated unadjusted version of the separation index presented in the first chapter. This algo-
rithm is shown to perform well on datasets containing clusters with complicated shapes and some more
standard elliptical groups. The methodology is applied to several complicated datasets with a variety
of cluster shapes and several real datasets.
Therefore, this dissertation gives contributions to several different but closely related topics in the
area of distance-based clustering algorithms. The first two chapters have been submitted to refereed
journals and the third chapter is in preparation for submission.
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4CHAPTER 2. A SEPARABILITY INDEX FOR DISTANCE-BASED CLUSTERING
AND CLASSIFICATION ALGORITHMS
A paper in preparation for submission
Arka P. Ghosh, Ranjan Maitra and Anna D. Peterson
Abstract
A separability index quantifying the degree of difficulty in a hard clustering problem is proposed
under assumptions of a multivariate Gaussian distribution for each group. We first define a preliminary
index and explore its properties both theoretically and numerically. Adjustments are then made to this
index so that the final refinement is also interpretable in terms of the Adjusted Rand Index between a
true grouping and its hypothetical idealized clustering, taken as a surrogate of clustering complexity.
Our derived index is used to develop a data-simulation algorithm that generates samples according to
the prescribed value of the index. This algorithm is particularly useful for systematically generating
datasets with varying degrees of clustering difficulty which can be used to evaluate performance of
different clustering algorithms. The index is also shown to be useful in providing a summary of the
distinctiveness of classes in grouped datasets.
2.1 Introduction
There is a large body of literature (Hartigan, 1985; Ramey, 1985; Kaufman and Rousseuw, 1990;
Everitt et al., 2001; McLachlan and Basford, 1988; Fraley and Raftery, 2002; Kettenring, 2006; Baudry
et al., 2010; Hennig, 2010) dedicated to partitioning datasets, but no method uniformly outperforms the
others. Many algorithms perform well in some settings but not so in others. Further, the settings where
algorithms work well or poorly is very often not quite understood. Thus there is need for systematically
5studying the performance of any clustering algorithm, and also for evaluating effectiveness of new
methods using the same objective criterion.
Many researchers evaluate the performance of a proposed clustering technique by comparing its
performance on classification datasets like textures (Brodatz, 1966), wine (et al, 1991), Iris (Ander-
son, 1935), crabs (Campbell, 1974), image (Newman et al., 1998), E. coli (Nakai and Kinehasa, 1991)
or Ruspini (1970)’s dataset. While evaluating a clustering algorithm through its performance on select
classification datasets is useful, it does not provide a comprehensive understanding of its strengths and
weaknesses over many scenarios. Thus, there is need for ways to simulate datasets of different cluster-
ing difficulty and calibrating the performance of a clustering algorithm under different conditions. In
order to do so, we need to index the clustering complexity of a dataset appropriately.
There have been some attempts at generating clustered data of different clustering complexity in
terms of “separability indices”. Milligan (1985) proposed a much-used algorithm (Milligan et al.,
1983; Milligan and Cooper, 1986, 1988; Balakrishnan et al., 1994; Brusco and Cradit, 2001) that gen-
erates “well-separated” clusters from normal distributions over bounded ranges, with provisions for
including “scatter” (Maitra and Ramler, 2009), non-informative dimensions, outliers. However, McIn-
tyre and Blashfield (1980) observed that both increasing the variance and adding outliers increases the
degree of overlap in unpredictable and differing ways, and thus, this method is incapable of accurately
generating indexed clustered data. Steinley and Henson (2005) proposed the OCLUS algorithm for gen-
erating clusters based on known (asymptotic) overlap by having the user provide a “design matrix” and
an “order matrix” – the former indicates the (at most) triplets of clusters that are desired to be overlap-
ping with each other while the latter dictates the ordering of clusters in each dimension. Although, the
idea of using overlap in generating clustered data is appealing, the algorithm has constraints beyond the
structure of the design matrix above: for instance, independence between dimensions is also required.
A separation index between any two univariate Gaussian clusters was proposed by Qiu and Joe
(2006b). For higher dimensions, they also used the same index on the 1-D transformation obtained after
optimally projecting the two multivariate normal clusters onto 1-D space. For multiple clusters, their
overall separation index (also the basis for their cluster generation algorithm (Qiu and Joe, 2006a)) is
the minimum of all
(
n
2
)
pairwise indices and thus, quite impervious to variations between other groups
that are not in this minimizing pair. Additionally, characterizing separation between multi-dimensional
6clusters by means of the best 1-D projection loses substantial information: thus, resulting statements
on cluster overlap can be very misleading. Finding the optimal 1-D projection is also computationally
intensive and impractical for very high dimensions.
Likas and Verbeek (2003) and Verbeek et al. (2003a,b) demonstrated performance of their cluster-
ing algorithms using simulation datasets generated using the concept (or a variant) of c-separation be-
tween clusters proposed by Dasgupta (1999), which defines two Gaussian distributions N(µ1,Σ1) and
N(µ2,Σ2) in IR
n as c-separated if ||µ1 − µ2|| ≥ c
√
nmax(λmax(Σ1), λmax(Σ2)) where λmax(Σi)
is the largest eigenvalue of Σi. Maitra (2009) formalized the concept to exact-c-separation by requiring
equality for at least one pair (i, j) of clusters and used it for generating datasets to calibrate some par-
titional initialization algorithms. He also pointed out some inherent shortcomings that originate from
ignoring the relative orientations of the cluster dispersions.
More recently, Maitra and Melnykov (2010) proposed a method for generating Gaussian mixture
distributions according to some summary measure of overlap between every component pair, defined as
the unweighted sum of the probabilities of their individual misclassification rates. They also provided
open-source C software (C-MixSim) and a R package (MixSim) for generating clusters corresponding
to desired overlap characteristics. In contrast to many of the existing indices and simulation algorithms,
their methodology does not impose any restriction on the parameters of the distributions but was derived
entirely in the context of mixture models and model-based clustering algorithms. Thus, their methods
were specifically geared toward soft clustering and model-based clustering scenarios.
In this paper, we complement Maitra and Melnykov (2010)’s scenario and derive a separation in-
dex (Section 4.2) for distance-based partitioning and hard clustering algorithms. Our index is motivated
by the intuition that for any two well-separated groups, the majority of observations should be closer
to their own center than to the other. We use Gaussian-distributed clusters and Euclidean and Maha-
lanobis distances to simplify our theoretical calculations. The preliminary index is investigated and
fine-tuned in the context of homogeneous spherical clusters in Section 2.3.1 and then extended to the
case for multiple groups. The methodology is then studied for the general case in Section 2.3.2. Our
derived index can be used to quantify class distinctions in grouped data, and we illustrate this applica-
tion in Section 4.3 in the context of several classification datasets. The main paper concludes with some
discussion in Section 3.5. We also provide an appendix detailing the algorithm that uses our index to
7generate datasets of desired clustering complexity.
2.2 Methodological Development
Consider a dataset S = {X1,X2, . . . ,Xn}. The objective of hard clustering or fixed-partitioning
algorithms is to group the observations into hard categories C1, C2, . . . , CK such that some objective
function measuring the quality of fit is minimized. If the objective function is specified in terms of
minimizing the total distance of each observation from some characteristic of the assigned partition,
then it is defined as
OK =
n∑
i=1
K∑
k=1
I(Xi ∈ Ck)Dk(Xi) (2.1)
where Dk(Xi) is the distance of Xi from the center of the k-th partition, and assumed to be of the
form
Dk(Xi) = (Xi − µk)′∆k(Xi − µk) (2.2)
where ∆k is a non-negative definite matrix of dimension p × p. We consider two special cases here:
in the first case, ∆k = Ip, the identity matrix of order p × p where Dk(Xi) reduces to the squared
Euclidean distance and solving for (3.1) involves finding partitions C1, C2, . . . , CK in S such that the
sum of the squared Euclidean distance of each observation to the center of its assigned partition is min-
imized. The popular k-means algorithm (Hartigan, 1975; Hartigan and Wong, 1979) provides locally
optimal solutions to this minimization problem. In the second scenario, ∆k = Σ−1k , where Σk is
the dispersion matrix of the kth partition. Then Dk(Xi) is the Mahalanobis distance between Xi and
µk. In either case, we provide a model-based formulation for interpreting the setup above. Specifi-
cally, we let X1,X2, . . . ,Xn be independent p-variate observations with Xi ∼ Np(µζi ,Σζi), where
ζi ∈ {1, 2, . . . ,K} for i = 1, 2, . . . , n. Here we assume that µk’s are all distinct and that nk is the
number of observations in cluster k. Then the density for theXi’s is given by
f(X) =
K∑
k=1
I(X ∈ Ck)φ(X;µk,Σk), (2.3)
where Ck is the sub-population indexed by theNp(µk,Σk) density and I(X ∈ Ck) is an indicator func-
tion specifying whether observation X belongs to the kth group having a p-dimensional multivariate
normal density φ(X;µk,Σk) ∝ |Σk|−
p
2 exp(−12(X − µk)′Σ−1k (X − µk)), k = 1, . . . ,K. When
8Σk = Ip, maximizing the log-likelihood with respect to the parameters ζi, i = 1, 2, . . . , n and µk’s is
equivalent to solving for (3.1) with Dk(Xi) as Euclidean distance. (We emphasize that our formula-
tion in (4.1) is different from that of a mixture model: in our setup, I(X ∈ Ck) is a parameter taking
a value of zero or unity, while the mixture model formulation replaces that by its probability.) Using
this formal setup, we develop, in theoretical terms, an index that quantifies separation between any two
clusters and relates it to the difficulty in recovering the true partition C1, C2, . . . , CK of a dataset. We
begin by defining a preliminary index.
2.2.1 A preliminary separation index between two clusters
Consider the case with K = 2 groups, labeled Cj and Cl for (j 6= l ∈ {1, 2}). Define
Y j,l(X) = Dj(X)−Dl(X), whereX ∈ Cl, (2.4)
and Y l,j(X), similarly. Using the modeling formulation above, Y j,l(X) is a random variable which
represents the difference in squared distances of X ∈ Cl to the center of Cj and to the center of Cl.
For distance-based classification methods, Pr[Y j,l(X) < 0] is the probability that an observation is
classified into Cj when in fact the observation is from Cl. Intuitively, one expects that since {Xζi :
ζi = l, i = 1, . . . , n} belong to Cl, then most of these nl observations will be closer to the mean of Cl,
compared to the mean of Cj . Based on this observation, we define the index in terms of the probability
that α fraction of the . observations are closer to the incorrect cluster center. In other words, we find the
probability that an order statistic – say, bnlαc-th, for α ∈ (0, 1) – of {Y j,lζi (X) : ζi = l, i = 1, . . . , n}
is less than 0. (Here bxc is the greatest integer smaller than x). We specify this probability as pj,l. To
simplify notation we will assume that nlα is an integer. Therefore,
pj,l =
nl∑
i=nlα
(
nl
i
)
Pr[Y j,l(X) < 0]i Pr[Y j,l(X) > 0]nl−i, (2.5)
and pl,j is defined similarly. Since both these probabilities can be extremely small we take the average
to an inverse power of a function of nj and nl. We define the pairwise index as
Ij,l = 1−
(
1
2
(pl,j + pj,l)
) 1
nj,l
, (2.6)
9where nj,l = nl,j =
√
(n2l + n
2
j )/2. Note that this index incorporates class sizes into it, which is
desirable since misclassification rates are affected by the relative sizes of groups. Also, when nj =
nl = n then nj,l = n. The index Ij,l takes values in [0, 1], with a value close to unity indicating a
well-separated dataset and values closer to zero indicating that the two groups have substantial overlap.
We call the index in (2.6) the preliminary index, because we will shortly make suitable adjustments to
this obtained through simulations in Section 2.3. The calculation of I requires the knowledge of the
distribution of the random variables defined in (4.3), which is summarized in the Theorem below for
different cases. Here and for the remainder of this paper, the notation X d= Y means that X has the
same distribution as Y .
Theorem 2.2.1 For any l, j ∈ {1, . . . ,K}, let Y j,l(X) be as defined in (4.3), for some distance metric
Dj and Dl as defined in (4.2). Further assume X ∼ Np(µk,Σk). Then for specific choices of ∆l,∆j
and for µlj = µl − µj the following hold:
(a) For the Euclidean distance (∆j = ∆l = I) Y j,l(X) ∼ N(µ′ljµlj, 4µ′ljΣlµlj).
(b) For the Mahalanobis distance (∆j = Σ−1j ,∆l = Σ
−1
l ), when both clusters have identical
covariance structures, i.e. Σl = Σj ≡ Σ, then Y j,l(X) ∼ N(µ′ljΣ−1µlj , 4µ′ljΣ−1µlj)
(c) For the Mahalanobis distance (∆j = Σ−1j ,∆l = Σ
−1
l ), when the two clusters do not have
identical covariance structures (i.e. Σl 6= Σj), let λ1, λ2, . . . , λp be the eigenvalues of Σj|l ≡
Σ
1
2
l Σ
−1
j Σ
1
2
l and the corresponding eigenvectors be given by γ1, γ2, ...γp. Then Y
j,l(X) has the
distribution of
∑p
i=1l:λ 6=1
(λi−1)2Ui−λiδ2i
λi−1 +
∑p
i=1l:λ=1 λiδi(2Wi+δi), whereU
′
is are independent
non-central χ2 random variables with one degree of freedom and non-centrality parameter given
by λ2l δ
2
l /(λl − 1)2 with δi = γ′iΣ
− 1
2
l (µl − µj) for i ∈ {1, 2, ..., p} ∩ {i : λl 6= 1}, independent
of Wi’s, which are independent Np(0, 1) random variables, for i ∈ {1, 2, ..., p} ∩ {i : λi = 1}.
Proof. For any p-variate vectorX ,
Dj(X)−Dl(X) = (X − µj)′∆j(X − µj)− (X − µl)′∆l(X − µl)
= X ′(∆j −∆l)X + 2X ′(∆lµl −∆jµj) + (µ′j∆jµj − µ′l∆lµl). (2.7)
10
Therefore, when ∆j = ∆l = I , Y j,l(X)=Dj(X)−Dl(X)=2X ′(µl − µj) + µ′jµj − µ′lµl, where
X ∼ Np(µl,Σl). Simple algebra completes the proof of part (a).
Similar calculation using (2.7), when ∆j = ∆l = Σ−1, shows that Y j,l(X)=2X ′(µl − µj) +
µ′jΣ
−1µj−µ′lΣ−1µl, whereX ∼ Np(µl,Σl). The proof of part (b) follows, using similar arguments
as above. For part (c), let ξ ∼ Np(0, I). SinceX d= Σ
1
2
l ξ + µl, using (2.7), we have
Y j,l(X) = X ′(Σ−1j −Σ−1l )X + 2X ′(Σ−1l µl −Σ−1j µj) + µ′jΣ−1j µj − µ′lΣ−1l µl
d
= (Σ
1
2
l ξ + µl)
′(Σ−1j −Σ−1l )(Σ
1
2
l ξ + µl) + 2(Σ
1
2
l ξ + µl)
′(Σ−1l µl −Σ−1j µj)
+µ′jΣ
−1
j µj − µ′lΣ−1l µl
= ξ′(Σj|l − I)ξ + 2ξ′(Σ
1
2
l Σ
−1
j )(µl − µj) + (µl − µj)′(Σ−1j )(µl − µj) (2.8)
where Σj|l = Σ
1
2
l Σ
−1
j Σ
1
2
l . Let the spectral decomposition of Σj|l be given by Σj|l = Γj|lΛj|lΓ
′
j|l,
where Λj|l is a diagonal matrix containing the eigenvalues λ1, λ2, . . . λp of Σj|l, and Γj|l is an orthog-
onal matrix containing the eigenvectors γ1, γ2, ...γp of Σj|l. Since Z ≡ Γj|l′ξ ∼ Np(0, I) as well, we
get from (2.8) that
Y j,l(X)
d
= ξ′(Γj|lΛj|lΓ′j|l − Γj|lΓ′j|l)ξ + 2ξ′(Γj|lΛj|lΓ′j|lΣ
− 1
2
1 )(µl − µj)
+(µl − µj)′(Σ
− 1
2
1 Γj|lΛj|lΓ
′
j|lΣ
− 1
2
l )(µl − µj)
= (Γ′j|lξ)
′(Λj|l − I)(Γ′j|lξ) + 2(Γ′j|lξ)′(Λj|lΓj|lΣ
− 1
2
l )(µl − µj)
+(µl − µj)′(Σ
− 1
2
l Γj|lΛj|lΓ
′
j|lΣ
− 1
2
l )(µl − µj)
d
=
p∑
i=1
(λi − 1)Zi2 + 2λiδiZi + λiδ2i , (2.9)
where δi, i = 1, . . . , p are as in the statement of the theorem. Depending on the values of λl, one
can simplify the expression in (2.9). If λi > 1: (λi − 1)Z2i + 2λiδiZi + λiδ2i = (
√
λi − 1Zi +
λiδi/
√
λi − 1)2 − λiδ2i /(λi − 1), which is distributed as a (λi − 1)χ2l,λ2l δ2l /(λi−1)2-random variable. If
λi < 1: (λi − 1)Zi2 + 2λiδiZi + λiδ2i = −(
√
1− λZi + λiδi/
√
λi − 1)2 − λiδ2i /(λi − 1), which is
distributed as a (1−λi)χ2l,λ2l δ2l /(λi−1)2-random variable. In the case of λi = 1, (λi−1)Z
2
i + 2λiδiZi+
λiδ
2
i = 2λiδiZi + λiδ
2
i . The proof follows from incorporating these expressions and rearranging terms
in (2.9).
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Remark 2.2.2 Computing Pr[Y j,l(X) < 0] in case (a) and (b) of the theorem involves calculating
Gaussian probabilities. For the third case (part (c) of the theorem) we see that this involves calculating
the probability of a linear combination of independent non-central χ2 and Gaussian variable, for
which we use Algorithm AS 155 of Davies (1980). Once Pr[Y j,l(X) < 0] and Pr[Y l,j(X) < 0] are
computed, the index can be calculated from (2.6) using pj,l and pl,j computed from (2.5).
2.2.1.1 Properties of our Preliminary Index
In this section, we highlight some properties of our preliminary index with regard to achievable
values and scaling that will be used for our second objective of simulating random configurations sat-
isfying a desired value of our index.
Theorem 2.2.3 Fix c > 0 α ∈ (0, 1) and consider two clusters Cl and Cj . Each Ci has ni p-variate
Gaussian observations with mean cµi and covariance Σi, i ∈ {j, l}. Then for specific choices of the
distance metric, the following properties hold:
(a) For the Euclidean distance (∆j = ∆l = I), define θi ≡ Φ(√ni(1 − 2α)), i ∈ {j, l} and
Ij,l0 ≡ 1−
(
(θj+θl)
2
)1/nj,l
. Then for large nj , nl,
lim
c→0
Ij,l ≈ Ij,l0 and limc→∞ I
j,l = 1. (2.10)
(b) For the special case of Mahalanobis’ distance with identical covariance structure (i.e., ∆j =≡
∆l = Σ
−1), define θj , θl, Ij,l0 as in part (a). Then for large nj , nl,
lim
c→0
Ij,l ≈ Ij,l0 and limc→∞ I
j,l = 1. (2.11)
(c) For the general Mahalanobis distance (i.e., ∆j = Σ−1j ,∆l = Σ
−1
l with Σl 6= Σj), let
λ1, λ2, . . . , λp be the eigenvalues of Σj|l ≡ Σ
1
2
l Σ
−1
j Σ
1
2
l and Zl, ...Zl be independent N(0, 1)
random variables. Define for i ∈ {j, l}, θi ≡ Φ
(√
ni(κ−α)√
κ(1−κ)
)
, where κ = Pr
[∑p
i=1(λi − 1)Zi2 < 0
]
.
Also define Ij,l0 ≡ 1−
(
(θj+θl)
2
)1/nj,l
. Then for large nj , nl. Then
lim
c→0
Ij,l ≈ Ij,l0 and limc→∞ I
j,l = 1. (2.12)
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Proof. First note that for large nl and the normal approximation to binomial probabilities,
pj,l =
nl∑
i=nlα
(
nl
i
)
Pr[Y j,l(X) < 0]
i
Pr[Y j,l(X) > 0]
nl−i ≈ Φ
( √
nl
(
Pr[Y j,l(X) < 0]− α)√
Pr[Y j,l(X) < 0] Pr[Y j,l(X) > 0]
)
.
(2.13)
We get from Theorem 2.2.1(a), Y j,l(X) ∼ N(c2(µl−µj)′(µl−µj), 4c2(µl−µj)′Σl(µl−µj))
and hence,
Pr[Y j,l(X) < 0] = Φ
 −c(µl − µj)′(µl − µj)
2
√
((µl − µj)′Σl(µl − µj))
 .
Taking limits of both sides, we get using continuity of Φ(·),
lim
c→0
Pr[Y j,l(X) < 0] = 0.5, and lim
c→∞Pr[Y
j,l(X) < 0] = 0.
This, together with (2.13) and the definition of Ij,l in (2.6), completes the proof of part (a).
The proof for Part (b) is very similar to that of part (a) and is omitted. For part (c), note that from
Theorem 2.2.1(c),
Y j,l(X)
d
=
p∑
i=1
(λi − 1)Zi2 + 2λiδicZi + λiδ2i c2, (2.14)
where δi, i = 1, . . . , p are as defined there(and using the fact that the means are cµj and cµl here).
Then by continuity arguments, it follows that
lim
c→0
Pr
[
Y j,l(X) < 0
]
= Pr
[
p∑
l=1
(λi − 1)Zi2 < 0
]
= κ.
Note that the right-side of (2.14) is a quadratic in c with leading coefficient
∑p
i=1 λiδi
2 > 0. Hence,
for large values of c (in particular, when c is larger than the largest root of the quadratic equation), the
right side in (2.14) is positive. Taking limits on both sides of (2.14) and using continuity arguments we
get limc→∞ Pr
[
Y j,l(X) < 0
]
= 0. This completes the proof of Theorem 2.2.3.
The following corollary is immediate from the proof above.
Corollary 2.2.4 Fix α ∈ (0, 1). Let for any c > 0, Ij,l(c) = Ij,l be our preliminary index of sepa-
ration between two groups Cl and Cj , each having ni number of p-variate Gaussian observations with
mean cµi and covariance Σi, i ∈ {j, l}. For different choices of the distance metric, let Ij,l0 be as
defined in the three parts of Theorem 2.2.3. Then Ij,l(c) is a continuous function of c with its range
containing (Ij,l0 , 1).
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From Theorem 2.2.1 (see Remark 2.2.2 and Corollary 2.2.4), one can compute the value of the
preliminary index for given values of the cluster means and dispersions. In real datasets, we can
apply some clustering method to obtain the cluster memberships and estimate the cluster means and
the variance structures and compute an estimated version of the index. See Section 4.3 for one such
application.
2.2.2 Generating Data with given values of the Index
From Corollary 2.2.4, it is clear that any value in (Ij,l0 , 1) is a possible value of Ij,l, for a given set
of model parameters (cµ,Σ, n1, n2) by suitably choosing the scaling parameter c > 0. This leads to
the data-generation algorithm described in the appendix. The main idea is that for a given target value
of the index, start with some initial sets of parameters p, (µ,Σ, n1, n2), and compute our index for
this initial configuration. Then find c > 0 iteratively so that the data with parameters (cµ,Σ, n1, n2)
attains the target value. The algorithm described in the appendix gives a more general version of this
for multiple clusters as well as for the adjusted version of the index discussed in Section 2.3.
2.3 Illustrations and Adjustments
In this section, we provide some illustrative examples obtained by simulating realizations from
groups under different scenarios using the preliminary index and the algorithm in the appendix. We
study the relationship of realizations obtained at these different values of the index with that of cluster-
ing difficulty, which we measure in terms of the very widely-used Adjusted Rand index (R) of Hubert
and Arabie (1985) obtained by clustering the observations in each dataset and comparing the result
with the true classification. Note that by design,R takes an average value of zero if all observations are
assigned to a group completely at random. A perfect grouping of the observations matching the true,
on the other hand, yieldsR its highest value of unity.
2.3.1 Homogeneous Spherical Clusters
Here, it is assumed that all groups have the same spherical dispersion structure, i.e., Σk = σ2I
for all k ∈ {1, 2, . . . ,K}. In this section, the idealized R is calculated on each simulated dataset
by comparing the true classification with that obtained using the k-means algorithm of Hartigan and
14
Wong (1979) started with the true (known) group means (in order to eliminate initialization issues on
the obtained clustering). The obtained clustering may thus be regarded as the best possible grouping
and its degree of ability (as measured by R) to recover the true classes may be considered to be an
indication of the clustering complexity of the simulated dataset.
2.3.1.1 The Two-Groups Case I = 0.6
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(a) R = 0.83
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(b) R = 0.86
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(c) R = 0.83
I = 0.8
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(d) R = 0.96
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(e) R = 0.96
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(f) R = 0.92
I = 1.0
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(h) R = 1.0
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(i) R = 1.0
Figure 2.1 Simulated datasets at three different values of I. Colors and symbols
represent the true cluster class. Above each set of plots we give the
value of I and below each individual plot we give the obtainedR.
Figures 2.1a-i display simulated datasets for different values of our preliminary index I ≡ I1,2
15
with α = 0.75. See Ghosh et al. (2010) for plots of additional realizations and at other values of
I. In each case, 100 observations were generated from each of two groups separated according to I.
In the figures, color and character are used to distinguish the true grouping. Figure 2.1 demonstrates
that as the value of I increases, the clusters become more separated. This is confirmed by the values
of R. The classifications of the datasets in Figures 2.1a-c have the lowest R between 0.83 and 0.86.
Each subsequent row down has a range of R higher than those in the previous row. Thus, there is
some qualitative support for our measure of separation (I) as an indicator of difficulty, however a more
comprehensive analysis is needed for using I as a quantitative measure. Therefore, we conducted
a simulation study to investigate the validity of our index as a quantitative surrogate for clustering
complexity. Specifically, we simulated 25 datasets, each having observations from two groups at each
of 15 evenly-spaced values of I (using α = 0.75) in (0, 1), for nine different combinations of numbers
of observations per cluster and dimensions. For each dataset obtained at each value of I, we calculated
theR as outlined above.
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(c) p = 1000
Figure 2.2 Plots for K = 2 clusters comparing R (y-axis) again I (x-axis) for
α = 0.75. The three colors designate number of observations per
cluster such that n1 = n2. The lower and upper bound of the bands
represent the first and third quartile of R calculated on 25 datasets for
several different I.
Figures 2.2a-c display the results for p = 10, 100 and 1000, respectively, with I on the x-axis and
the corresponding R on the y-axis. Color is used to indicate the number of observations per group in
each dataset at setting. In each figure, the shaded region for each color denotes the spread between the
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first and third quartiles ofR based on 25 datasets. From the figures, we note that I tracksR very well,
again providing qualitative support for our index as a surrogate for clustering complexity. However,
the relationship is not linear. There is also more variability in R when the number of observations is
low. Further, the bands representing the spread between the first and third quartiles of R do not often
overlap with a change in dimension. Thus, there is some inconsistency in the relationship between
our preliminary index I and R across dimensions. Indeed, this inconsistency is most apparent when
the number of observations in the dataset is less than the number of dimensions. This inconsistency is
not terribly surprising, and in line with the so-called “curse of dimensionality” and the need for larger
sample sizes with increasing pHastie et al. (2009) to obtain the same kinds of clustering performance as
with lower dimensions. In order to maintain interpretability across dimensions, we therefore investigate
adjustments to our preliminary index to account for the effect of n and p. We pursue this course in the
remainder of this section.
An Initial Adjustment to I for group size and dimension To understand further the relationship
between I and R we simulated 25 datasets each with observations from two homogeneous spherical
groups for all combinations of (n1, n2, p), where n1 ≤ n2 (assumed without loss of generality) were
the observations in the first and second groups, and p ∈ {2, 4, 5, 10, 20, 50, 100, 200, 500, 1000}, and
(n1, n2) ∈ {(20, 20), (50, 50), (75, 75), (100, 100), (200, 200), (500, 500), (1000, 1000), (30, 100),
(20, 50), (60, 75), (90, 100), (150, 250), (50, 600), (100, 1000)}. We simulated datasets according to
ten values of I evenly spaced between 0 and 1, and for α = 0.75. For each of these 105000 datasets
thus obtained, we again obtained R using k-means. We explored several relationships between I and
R very extensively. Of these explorations, the following multiplicative relationship between I and R
was found to perform the best:
log
(R+ 1
1−R
)
≈ exp(δα)
(
log
(
1
1− I
))θα
, (2.15)
where δα =
∑
1≤i≤j≤k≤4
ζωi,ωj ,ωk log(ωi) log(ωj) log(ωk), θα =
∑
1≤i≤j≤4
βωi,ωj log(ωi) log(ωj), and
(ω1, ω2, ω3, ω4) = (n1, n2, p, e). Then for α =0.75 we fit the linear model
log
[
log
(R+ 1
1−R
)]
≈θα log
[
log
(
1
1− I
)]
+ δα. (2.16)
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The estimates for the coefficients in (2.16) were obtained using least-squares to obtain the best possible
fit of I to R and are displayed in Table 2.1 under the columns labeled hom. See Ghosh et al. (2010)
for parameter estimates obtained at α = (0.25, 0.50).
This relationship has the property that a large value of I corresponds to R that is close to 1 while
values of I that are close to zero correspond toRs that are also close to zero. The sum of the estimates
RI,0.75 = 0.6
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(i) R = 1.0
Figure 2.3 Simulated datasets at different RI,0.75 (top of each row). Color and
symbol represent true class. Obtained R values are provided below
each plot.
for the four three-way interaction terms for the ns is close to zero for each α. This suggests that
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Table 2.1 Table of estimated parameter values to adjust index for n and p when
α = 0.75, for clusters with homogeneous spherical (hom) and the gen-
eral heterogeneous (het) dispersion structures. Fonts in the table repre-
sent bounds on the p-values (bold and underline for a p-value < 0.001,
bold and italic for a p-value< 0.01, bold for a p-value< 0.05, italic for
a p-value < 0.1 and regular font otherwise).
hom het hom het hom het
ζ 1.191 -0.18 ζn1,p 0.02 -0.19 ζn1,n1,n1 0.202 -0.51
ζn1 1.705 0.634 ζn2,p 0.047 0.198 ζn1,n1,n2 -0.53 0.721
ζn2 -2.231 -0.344 ζn1,n1 0.276 2.684 ζn,1n2,n2 0.54 0.003
ζp -0.188 -0.12 ζn2,n2 1.359 2.766 ζn2,n2,n2 -0.222 -0.21
ζp,p -0.046 -0.061 ζn1,n2 -1.512 -5.51
β 0.543 0.578 βn1,p 0.031 0.078 βn2 0.567 0.596
βn1 -0.085 -0.303 βn2,p -0.009 -0.039 βn1,n1 0.065 0.406
βp -0.024 -0.029 βn1,n2 -0.145 -0.543 βn2,n2 0.033 0.121
the when n1 = n2 the cubed term for the ns is not that different from zero. Therefore, based on the
parameter estimates in the left panel of Table 2.1, we defineRI,α as follows:
RI,α =
exp
(
exp(δα)
(
log
(
1
1−I
))θα)− 1
exp
(
exp(δα)
(
log
(
1
1−I
))θα)
+ 1
. (2.17)
We call RI,α as our initial adjusted index. We now investigate its performance in indexing clustering
complexity in a similar framework to Figures 2.1 and 2.2.
Figure 2.3 illustrates two-cluster datasets simulated in a similar manner as in Figure 2.1 but using
our initial adjusted indexRI,0.75. Similar is the case with Figure 2.4 which mimics the setup of Figure
2.2 with the only difference being that datasets are generated here using RI,0.75 (instead of I). In
both cases, we note that the agreement between the numerical values of R and RI,0.75 is substantially
improved. In particular, Figures 2.3a-i show that the range of actual values of R contains the value
of RI,0.75. Also, Figures 2.4a-c demonstrate that RI,0.75 tracks R very well. Similar is the case with
α = 0.25 and 0.50 (see Ghosh et al. (2010)), providing support for the use of RI,α as a surrogate of
clustering complexity. This support is consistent for different numbers of observations and dimension.
Note however, that Figure 2.4 continues to indicate greater variability in the obtainedR when there are
fewer observations in a group. This is expected because smaller sample sizes lead to results with higher
variability.
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Figure 2.4 Plots for K = 2 clusters comparing R against RI,0.75. Colors and
bands are as in Figure 2.2.
2.3.1.2 The Case with Many Groups (K ≥ 2)
So far we have analyzed and developed our index for two-class datasets. In this section, we ex-
tend it to the general multi-group case. Clearly, separation between different pairs of clusters impacts
clustering difficulty. We investigated several possibilities for summarizing clustering difficulty based
on all
(
K
2
)
pairwise indices, however, they all possessed several drawbacks. For instance, the average
pairwise separation is typically high because many of the RI,α’s are close to 1, while the minimum is
overly influenced by the presence of (only) two close groups. Therefore, we investigated an adaptation
of the summarized multiple Jaccard similarity index proposed by Maitra (2010). The Jaccard coeffi-
cient of similarity (Jaccard, 1901) measures similarity or overlap between two species or populations.
This was extended by Maitra (2010) for summarizing many pairwise indices for the case of multiple
populations. Note that both the Jaccard index and its summarized multiple version address similar-
ity or overlap between populations while our pairwise index measures separability. This needs to be
adapted for our case. Therefore, we define RiiI,α = 0 for i = 1. . . . ,K. Further, for each pair RijI,α:
1 ≤ i, j ≤ K of clusters, let RijI,α = RjiI,α ≡ RI,α, i.e., the adjusted index defined using clusters Ci
and Cj . Also, let Υ = ((RijI,α))1≤i,j≤K be the matrix of corresponding RijI,α’s. Then we define the
following summarized index for K clusters:
RI,α = 1−
(JK −Υ)λ(1) − 1
K − 1 , (2.18)
20
where JK is a K ×K matrix with all entries equal to unity, and (JK −Υ)λ(1) is the largest eigenvalue
of the matrix (JK − Υ). Maitra (2010) motivates his summary using principal components analysis
(PCA) in the context of a correlation matrix where the first principal component is that orthogonal
projection of the dataset that captures the greatest variability in the K coordinates. Like his summary,
our summary index (2.18) has some very appealing properties. When the matrix of pairwise separation
indices is JK − IK , i.e., RjlI,α = 1 ∀j 6= l. then the first (largest) eigenvalue captures only 1/K
proportion of the total eigenvalues. In this case, RI,α = 1. On the other hand when every element
in the matrix is zero, there is perfect overlap between all groups, and only the largest eigenvalue is
non-zero. In this case RI,α = 0. Finally, when K = 2, RI,α is consistent with the (sole) pairwise
indexRijI,α.
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Figure 2.5 Plots for R against RI,0.75. The three colors designate numbers of
observations per cluster, set to be equal and ∈ {20, 100, 1000}. Other
aspects of the plots are as in Figure 2.2.
Final Adjustments to Separation Index While (2.18) provides a summarized pairwise measure
that is appealing in some special cases, we still need to investigate its performance as a surrogate
measure of clustering complexity. We therefore performed a detailed simulation study to study the
relationship between the summarized RI,α and R. Specifically, we generated 25 K-cluster datasets
for K = 3, 5 and 10 each with 100 dimensions, at each of 10 different values ofRI,0.75 between 0 and
1, for equal numbers of observations in each group, (i.e., nk ≡ n0) where n0 ∈ {20, 100, 1000}. For
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Figure 2.6 Plots ofR against I∗ for when α = 0.75. Other aspects of the plot are
as in Figure 2.5.
each dataset, we used the k-means algorithm, and computedR of the subsequent clustering.
Figures 2.5a-c plot the interquartile ranges of R for each combination of K and n0. Here we
have RI,α on the x-axis and R on the y-axis. Figures 2.5a-c demonstrate that RI,α tracks R. In
addition, the relationship between RI,α and R is consistent for different numbers of observations.
However, it is also clear that the exact relationship between RI,α and R depends on K so some
more adjustments are called for. To study this issue further, we simulated 25 datasets for each com-
bination of p ∈ {2, 4, 5, 10, 20, 50, 100, 200, 500, 1000}, ni = nj ≡ n0 for all i, j, where n0 ∈
{20, 50, 75, 100, 200, 500, 1000}, at ten evenly-spaced values of RI,α in (0,1), α ∈ {0.25, 0.5, 0.75}
and K ∈ {3, 5, 7, 10}. For each dataset we calculatedR. Using theR from each of these datasets, and
for each combination of (p, α,K) we fit the multiplicative model:
R ≈ Rβk,pI,α . (2.19)
Using the parameter estimates for βk,p for each combination of dimension and number of clusters, we
then fit the following linear model separately for each tuning parameter:
βk,p = η + η1k + η2k
2 + η3p+ η4p
2 + η5kp. (2.20)
Parameter estimates for this model for the case of α = 0.75 are presented in Table 2.2 (see Ghosh
et al. (2010) for the parameter estimates when α ∈ {0.25, 0.5}). Thus the final version of our index,
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Table 2.2 Table of estimated parameter values to adjust index for K and p when
α = 0.75, for clusters with homogeneous spherical (hom) and the gen-
eral heterogeneous (het) dispersion structures. For the estimated pa-
rameters, two of the p-values are < 0.01 and the rest are < 0.001. For
any two constants a and b, aE-b means a ∗ 10−b.
η η1 η2 η3 η4 η5
hom 0.51 0.21 -0.01 2.18E-4 -1.9E-7 2.28E-5
het 0.65 0.013 -0.0051 0.002 -1.42E-5 3.98E-4
after all adjustments, for the case of homogeneous spherical clusters is
I∗ = Rβk,pI,α . (2.21)
Figures 2.6a-c are constructed similarly to Figures 2.5a-c except that the datasets are now generated
using the algorithm in the appendix and using I∗ (instead of RI,0.75). Note that the effect of K has
been largely addressed and the relationship between I∗ andR is fairly similar across dimensions.
Illustrations We now present, in Figures 3.2a-i, some simulated four-class datasets to demon-
strate possible configurations obtained using the algorithm in the appendix for three different values of
I∗. Additional realizations and at different values of I∗ are in Ghosh et al. (2010). In each case we
used α = 0.75. The different colors and characters in the figures represent the true classes. Note that
the clusters are well-separated as I∗ increases. Clustering complexity also decreases as confirmed by
the computed values of R. The datasets in the first row have the lowest I∗, with each subsequent row
down having a range of R higher than those in the previous row. In each row we see that I∗ is within
the range of the actual R index values. This provides further evidence that the transformed version of
our index in the form of I∗ is similar toR.
We conclude this section with a few comments. Note that I∗ is strictly between 0 and 1. Further,
let us denote I∗(c) to be the value of I∗ that is defined using (2.16), (2.19) and (2.21), but with Ii,j
replaced by I(c)i,j as in Corollary 2.2.4 for the cluster Ci with ni p-variate Gaussian observations with
mean cµi and covariance Σi, i ∈ {1, . . . ,K}. The following corollary implies that we can generate
datasets with any value of the final index between I∗(0) and unity using the algorithm in the appendix.
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Corollary 2.3.1 Fix α. Let c > 0, then for positive θα and βk,p, I∗(c) is a continuous function where
its range contains (I∗(0), 1). In addition, I∗(c) is an increasing function of c.
Proof. The result follows directly from Theorem 2.2.3 and Corollary 2.2.4.
I∗ = 0.6
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(i) R = 1.0
Figure 2.7 Four-component simulated datasets at different I∗-values, with color
and plotting character used to represent the true class. Obtained
R-values are displayed below each plot.
Note that we found the adjustments in (2.16) and (2.21) empirically through simulations. In all of
the cases we considered, θα and βk,p are positive and thus Corollary 2.3.1 holds. Ideally, we should
consider conducting further simulations if we desire adjustments for ni, nj ,K or p that are very dif-
ferent from the cases we considered in our simulations. In this case we need to find other parameter
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estimates as in Tables 2.1 and 2.2.
2.3.2 Clusters with General Ellipsoidal Dispersions
In this section, we assume that Σk is any general nonnegative definite covariance matrix, for each
k ∈ {1, . . . ,K}. In this case, the k-means algorithm is no longer applicable so we used hierarchical
clustering. TheR-value of this grouping relative to the true was taken to indicate the difficulty of clus-
tering. The focus in this section is therefore to broadly relate our preliminary index and its adjustments
to theR thus obtained.
2.3.2.1 The Two-Groups Case
Figures 2.8a-i display simulated datasets for different values of our preliminary index I using the
algorithm in the appendix with α = 0.75. In each case, 100 observations were generated from each of
two groups separated according to I. In these figures, color and character distinguish the true grouping.
For each simulated dataset, we also obtained R as described above. Figures 2.8a-c have the lowest R
between 0.56 and 0.67, but each subsequent row down has R values, on the average, higher than in
previous rows. In general, therefore, Figures 2.8a-i demonstrate as the value of I increases, the clusters
become more separated. This coincides with an increase in the values of R. Thus lower values of
I correspond to clustering problems of higher difficulty while higher values of I are associated with
higher values ofR and hence clustering complexity.
Similar to Section 2.3.1, we investigated further the relationship between I and R in the case of
nonhomogeneous groups. Specifically, we simulated 25 datasets each of observations from two nonho-
mogeneous populations each with arbitrary ellipsoidal dispersion structures for all possible combina-
tions of (n1, n2, p, I), where n1 ≤ n2 (assumed w.l.o.g.), and n1, n2 are the numbers of observations
in the two groups. In our experiments, p ∈ {2, 4, 5, 10, 20, 50, 100, 200, 500, 1000} and (n1, n2) ∈
{(20, 20), (50, 50), (75, 75), (100, 100), (200, 200), (350, 350), (500, 100), (30, 100), (20, 50), (60, 75),
(90, 100), (150, 250), (50, 600), (100, 500)}. We simulated 25 datasets according to each of ten values
of I spaced evenly between 0 and 1, and for α = 0.75. Each dataset was partitioned into two groups us-
ing hierarchical clustering and the resulting partition 2 cluster partition evaluated with the true grouping
of the simulated dataset in terms of R. We noticed nonlinearity in the general relationship between I
25
andR so as in Section 2.3.1.1, we explored a relationship between I andR along with the parametersI = 0.6
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(c) R = 0.67
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(f) R = 0.83
I = 1.0
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(g) R = 1.0
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(h) R = 1.0
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(i) R = 1.0
Figure 2.8 Simulated datasets at different I in the case with general ellip-
soidal-dispersed groups. Color and plotting character represent true
groups. Under each plot we also report the R comparing the true
grouping with that using hierarchical clustering assuming K = 2.
p, n. Similar to (2.15), (2.16), (2.19) and (2.20) we found appropriate adjustments and defined RI,α
for this case. (See the columns labeled het of Table 2.1 for the estimated values when α = 0.75 and
Ghosh et al. (2010) for estimates obtained when α equals 0.25 and 0.50.)
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Figure 2.9 Plot of R against I∗ for the case with general ellipsoidal clusters.
The three colors represent the dimensions of the simulated datasets
(p ∈ {10, 50, 200}). Other aspects of the plot are as in Figure 2.2.
2.3.2.2 The Case with Many Groups (K ≥ 2)
Summarizing the index for K > 2 groups brings forth the same issues outlined in Section 2.3.1.2.
We propose adapting Maitra (2010)’s summarized multiple Jaccard similarity index in the same manner
as before but noting that RI,α is calculated within the setting of nonhomogeneous ellipsoidal clusters.
As in Section 2.3.1.2, we conducted an extensive simulation experiment to study the relationship be-
tween RI,α and R. We simulated 25 datasets for each combination of p, nis, α, RI,α and K where
p ∈ {2, 4, 5, 10, 20, 50, 100, 200}, α = 0.75, ni = nj = n0 for all i, j with n0 ∈ {20, 50, 75, 100,
200, 500}, K ∈ {3, 5, 7, 10} and RI,α evenly-spaced over ten values in (0, 1). We partitioned each
simulated dataset using hierarchical clustering and calculatedR of the resulting partitioning relative to
the true. We used the results to adjust our index as in (2.19) and (2.20) and obtained the final summary
(I∗) of similar form to (2.21), and coefficient estimates provided in Table 2.2.
Figure 2.9 presents results of simulation experiments in the same spirit as Figures 2.5 and 2.6 except
that the datasets are now generated using the algorithm in the appendix with I∗ as described here. Note
that as in Figures 2.6 the effect of K has been largely addressed and the relationship between I∗ andR
is largely consistent across dimensions. Thus the curse of dimensionality no longer affects our index
and as such it is interpretable across dimensions.
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2.3.3 Illustrative Examples I = 0.6
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(a) R = 0.54
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(b) R = 0.64
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(c) R = 0.61
I = 0.8
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(d) R = 0.76
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(e) R = 0.84
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(f) R = 0.80
I = 1.0
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Figure 2.10 Simulated datasets at different I∗ in heterogeneous case for K = 4,
drawn in the same spirit as Figure 2.8.
We now provide some illustrations of the range of multi-clustered datasets that can be obtained
using the algorithm in the appendix and for different values of the summarized index I∗. We first
display realizations obtained in two dimensions, and then move on to higher dimensions.
Figures 2.10a-i mimic the setup of Figure 3.2 for nonhomogenous ellipsoidal clusters. Here the
observations are grouped using hierarchical clustering assuming K = 4. The grouping of the datasets
in Figures 2.10a-c have the lowest R between 0.54 and 0.64, but each subsequent row down has R
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values, on the average, higher than in previous rows. In general, therefore, Figures 2.10a-i demonstrate
as the value of I∗ increases, the clusters become more separated. This coincides with an increase in
the values of R. Thus lower values of I∗ correspond to clustering problems of higher difficulty while
higher values of I are associated with higher values of R and hence clustering complexity. Figures
2.10a-i demonstrate the various possible configurations obtained using the algorithm in the appendix
for three different values of I∗. Note that in some cases only two of the four groups are well-separated
while in other cases none of the groups are well-separated.
We used Radviz or radial visualization plots (Hoffman et al., 1997) to display multi-dimensional
multi-class datasets in Figure 2.11. We display three realizations each of five-dimensional five-clustered
datasets, obtained using our algorithm with I∗ values of 0.6, 0.8 and 1. Additional simulated realiza-
tions and other values of I∗ are presented in Ghosh et al. (2010). Below each plot we provide R
obtained upon comparing the partitioning obtained using hierarchical clustering with Ward (1963)’s
linkage. From Figure 2.11 we see that clusters with higher values of I∗ are more separated in general
than datasets with lower values of I∗. The clusters with I∗ = 0.6 appear to overlap quite a bit; however,
the datasets corresponding to I∗ = 1 seem more separated. Additionally, I∗ is close toR in all cases.
We close this section here by commenting on the role of α. Our preliminary index Iα is dependent
on the choice of α. However, our final adjustments to ensure that the final index I∗ is approximately
linear in R (which is a quantity independent of α) means that (because of the adjustments that relate
the final product with an α-independent value) in the end, the value of α is not that crucial in our
calculations. This statement is also supported by the results of further investigations on the effect of α
reported in Ghosh et al. (2010).
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I∗ = 0.6
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(a) R = 0.59
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(b) R = 0.60
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(c) R = 0.60
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(d) R = 0.56
I∗ = 0.8
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(e) R = 0.84
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(f) R = 0.75
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(g) R = 0.87
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(h) R = 0.79
I∗ = 1
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Figure 2.11 Radial visualization plots of 5 dimension and 5 components at differ-
ent values for I∗
2.4 Application to Grouped Data
In this section we illustrate some applications of our index to some datasets which contains class
information for each observation. The datasets studied here are the textures (Brodatz, 1966), wine (et al,
1991), Iris (Anderson, 1935), crabs (Campbell, 1974), image (Newman et al., 1998), E. coli (Nakai and
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Kinehasa, 1991) and Ruspini (1970)’s synthetic two-dimensional datasets.
2.4.1 Estimate I∗ for classification datasets
Our first application is in using I∗ as a measure of how well-separated the groups in each dataset
are, on the whole, and how they relate to the difficulty in clustering or classification. Table 2.3 provides
summaries of our estimated values of I∗ (Iˆ∗) for each dataset. We use the true classification and
the actual observations to obtain estimates of the mean and covariance of each cluster. Using the
estimated mean, covariance and number of observations from each cluster we find estimates of I∗
for α = 0.75 and using Mahalanobis distance. We also calculated R based on the clustering using
quadratic discriminant analysis (QDA) and EM-clustering done using the R package MClust. The
corresponding calculated R’s were called RQ and RE respectively. Note that our EM algorithms
were initialized using the estimated mean and covariance matrix and the actual cluster size proportions.
Therefore we consider the final clustering as the best we could possibly do over all other choices for
initialization values. Table 2.3 compares the estimated values of Iˆ∗, (min( ˆIj,l)) and R evaluating the
classification on the corresponding dataset done using QDA and model-based clustering. The datasets
are ordered in Table 2.3 from the largest to the smallest Iˆ∗ value. For each dataset, we also calculated
Qiu and Joe (2006a)’s index as well as exact-c-separation. Although Qiu and Joe (2006a)’s index
was highest for the Textures and Ruspini datasets, neither of these datasets produced index values close
above the 0.342 (the cutoff for well-separated groups as indicated in Qiu and Joe (2006a)). We clustered
the Ruspini dataset using the K-means algorithm and found an adjustedR of 1 in all cases when using
20 random initializations for each grouping. This suggests that the cutoff level for the Qiu and Joe
(2006a) index may not be consistent for all combinations of number of observation, number of clusters
and dimension. With the exception of the Iris and image datasets, higher values of Iˆ∗ correspond to
higher values of both RQ and RE . The relationship between Rˆ and c-separation is not as clear. The
textures dataset for example has Rˆ = 1 but a very small c-separation = 0.09. Both min( ˆIj,l) and Qiu
and Joe (2006a) show a similar ordered relationship as R. Both c-separation and min( ˆIj,l) do pick up
image as the most difficult dataset to group.
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Figure 2.12 Plots displaying the the pairwise indices RˆI,0.75 for five commonly
used classification datasets.
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Table 2.3 The estimated index I∗ (Iˆ∗), estimated minimum pairwise in-
dex (min( ˆIj,l)), the index derived by Qiu and Joe (2006a) (QJ)
and exact-c-separation (c) are presented with adjusted Rand indices
(RQ,RE) obtained using quadratic discriminant analysis (QDA) and
EM-clustering respectively on the datasets (S) (i) textures, (ii) Ruspini,
(iii) wine, (iv) image, (v) crabs, (vi) Iris and (vii) E. coli.
S n p K Iˆ∗ min( ˆIj,l) RQ RE QJ c
(i) 5500 37 11 1.0 1.0 1 1 0.22 0.09
(ii) 75 2 4 1.0 1.0 1 1 0.24 3.05
(iii) 178 13 3 0.945 0.85 0.98 0.98 0.12 0.19
(iv) 2,310 11 7 0.937 0.33 0.82 0.68 -0.22 0.07
(v) 200 5 4 0.914 0.61 0.90 0.83 -0.11 0.11
(vi) 150 4 3 0.898 0.70 0.94 0.90 -0.02 0.97
(vii) 327 5 5 0.898 0.36 0.82 0.78 -0.37 0.52
2.4.2 Indexing Distinctiveness of Classes
In this section, we discuss the use of our index to summarize the distinctiveness of each class with
respect to the other. To illustrate this point, we estimate the pairwise indices RI,α of Section 2.3.2.1
for each pair of classes in each dataset. These pairwise indices are presented in Figure 2.12. For each
dataset, we display the value quantitatively and qualitatively by means of a color map. Darker values
indicate well-separated groups with index values closer to 1 while lighter regions represent pairs of
groups that are harder to separate. The map of these pairwise indices provides us with an idea of the
groups that are easier or harder to separate. In the Iris dataset example, RˆI,0.75 = 1 for species 1 (I.
Setosa) and 2 (I. Versicolor) and for species groups 1 (I. Setosa) and 3 (I. Virginica). This indicates
very-well separated groups. On the other hand, RˆI,0.75 = 0.7 for the species groups 2 (I. Versicolor
and I. Virginica). This suggests that the difficulty in classifying the Iris dataset is largely due to the
similarities between the species I. Virginica and I. Versicolor. The wine dataset is similar to the Iris
dataset in that most of the difficulty in classification or clustering appears due to just two groups, as
evidenced by RˆI,0.75 = 0.847 for between Groups 1 and 2. All other pairs of groups in the wine dataset
have a value of RˆI,0.75 greater than 0.99. The pairwise indices of the crabs dataset also produces some
interesting insights into the difficulty of classification or clustering. Note that this dataset has 50 male
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and 50 female crabs each of orange and blue colored crabs. An interesting finding is that RˆI,0.75 is
above 0.99 for all pairs of categories except for the two pairs of crab groups having the same color.
For the blue male and female crabs, we have RˆI,0.75 = 0.61 while RˆI,0.75 = 0.90 for the orange
male and female crabs. This suggests that colors separate the crab groups better than gender and thus
the difficulty in clustering this dataset is largely to the small differences between genders. Both the
Ruspini dataset and the textures dataset have RˆI,0.75 = 1 for all pairs of groups and are not displayed
for brevity. Figure 2.12d displays the pairwise values of RˆI,0.75 for the 5 groups in the E. coli dataset.
Once again, groups 2 and 3 are very difficult to separate, since RˆI,0.75 = 0.365 between these two
groups. Figure 2.12e displays the pairwise values for RˆI,0.75 for the seven groups in the image dataset.
Once again, there is very little separation between groups 3 and 5 corresponding to images of foliage
and a window as well as groups 4 and 6 corresponding to images of cement and a path. All other pairs
of groups appear very well-separated.
Our pairwise index thus provides an idea of how separated each individual grouping is relative to
the others. Then, we can use our index to characterize the relationships between groups of observations
in a dataset. The above can also be used to characterize derived groupings from clustering algorithms
using Euclidean or Mahalanobis distances. The overall index I∗ provides us with a sense of the quality
of the derived grouping, while the pairwise indices provide us with the relative distinctiveness of any
two groups, and how easy it is to tell them apart.
2.5 Conclusion
In this paper, we derive a separation index I for Euclidean or Mahalanobis’ distance-based classi-
fication or hard clustering algorithms. Our index is geared towards capturing the difficulty in clustering
and classification of datasets formulated in terms of order statistics for the difference in the distance of
an observation from the center of a cluster to that from the center of its own cluster. Furthermore, we
found an adjusted version of our index I∗ which is consistent over different combinations of number of
observations, dimensions and number of clusters. Our I∗ is found to track very well the Adjusted Rand
index (Hubert and Arabie, 1985) and thus is a good surrogate for clustering complexity. We have also
explored some theoretical properties of our index. Our index is general enough to handle any number
of overlapping and non-overlapping clusters, dimensions, sample sizes and ellipsoidal dispersion struc-
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tures. We have used the index to characterize separation between different pairs of groups in datasets
where class information is available. The appendix also provides an algorithm for generating datasets
of a given sample size according to a pre-specified index. Although this index was developed within the
context of Gaussian clusters, we can define an approximate version of the index for the non-Gaussian
but ellipsoidal cases using the true means, true covariance matrices, but under the assumption of nor-
mality. Of course, relevance of this index in this case will depend on how dissimilar the groups are from
Gaussian. For the even more general case, the preliminary index is much more difficult to compute un-
der more general distributional assumptions. We suggest therefore, using multivariate transformations,
such as the multivariate Box-Cox transformation (Box and Cox, 1964) to obtain approximate versions
of the index and for corresponding algorithms to simulate clustered data.
There are several ways our index could be utilized. As mentioned in the paper, our index could
be used to characterize differences between different groups for datasets for which class information is
available. Along with the algorithm in the appendix, our index could be used to generate datasets for a
fixed value of I∗. Such datasets could be used to evaluate the performance of different clustering and
classification methodologies for a wide range of situations having different clustering difficulties. This
would provide for a comprehensive understanding of the strengths and weaknesses of these methods.
For instance, we have evaluated the performance of a wide range of initialization strategies proposed
in the literature for the k-means algorithms vis-a-vis clustering difficulty Peterson et al. (2010). Our
index could also be used to refine partitions that have already been obtained via some algorithm. This
is similar to the work of Baudry et al. (2010) or Hennig (2010), both of whom start with an initial Gaus-
sian model-based clustering of the dataset. Baudry et al. (2010) combine the obtained components in a
hierarchical fashion based on an entropy criterion. In addition, Hennig (2010) also suggested combin-
ing components using a hierarchical approach based on concepts of unimodality and misclassification.
It would be interesting to investigate performance of similar algorithms using I∗. Thus, we note that
there are a wide range of other scenarios where our index may be useful.
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2.6 Data Generation Algorithm.
We use I∗K to represent the generic version of the index for a dataset in p dimensions having K
clusters with the number of observations n1, n2, ..., nK . The objective is to produce a dataset for which
I∗K has a desired pre-specified value ι. The main steps are as follows:
1. Parameter initialization: If desired, the user can provide starting means µ1, µ2, ...µK and
covariance matrices Σ1,Σ2, ...ΣK . Otherwise, the initial parameters are generated as follows:
Generate initial µ1, µ2, ...µK randomly from U [0, a]p, and use these as the means for the K
groups. To generate K covariance matrices Σk in the homogeneous spherical covariance case,
we randomly generate σ2 > 0 from one-dimensional uniform distribution and choose our disper-
sion matrices as diagonal matrices with the diagonal element equal to σ2. If the desired covari-
ance matrices are general spherical we take a sample of K from a chosen distribution (such as
the uniform distribution) and the dispersion matrices are diagonal with these chosen diagonal el-
ements. Otherwise, we generate K covariate matrices from the Wishart distribution with degrees
of freedom equal to p2 and scale matrix equal to the identity matrix of dimension p. This choice
of degrees of freedom allows for great flexibility in the shape and orientation of the Covariance
matrices. However, the generated covariance matrix may be close to singular. To address this
issue we use the method proposed by Maitra and Melnykov (2010) and put a restriction on the
maximum eigenvalue relative to the minimum eigenvalue. Let λ(1) > λ(2) > ... > λ(p) where
λ(i) is the ith largest eigenvalue of a proposal covariance matrix Σk. Thus given a realization
Σk, which we can decompose Σk such that Σk = ΓkΛkΓ′k with Λk and Γk as the the diago-
nal matrix of eigenvalues and matrix of eigenvectors respectively. Assume Λk has diagonals in
decreasing order. Define maximum eccentricity emax =
√
1− λ(p)/λ(1). Then we specify the
condition that emax must be less than a predetermined value for all K. We suggest using the re-
striction that emax ≤ .95. For those Σk’s (say, Σm) for which ek > emax, we let λ∗m,(j) = λm,(j)
when λm,(j) ≤ λm,(p)/(1 − e2max) otherwise set λ∗m,(j) to random draw from uniform(λm,(p),
λm,(p)/(1 − e2max)). Then reconstruct Σ∗k = ΓkΛ∗kΓ′k where Λ∗k is the diagonal matrix of new
eigenvalues λ∗m,(1) ≥ λ∗m,(2) ≥ ... ≥ λ∗m,(p).
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2. Calculating current value of the index: For the current configuration of the parameters, com-
pute the index for a given choice of α = 0.25, 0.5 or 0.75 : For 2 clusters, the index is defined in
(2.6) is calculated as described in Remark 2.2.2. For general versions of the index, each pairwise
index is calculated as above and are combined (for K ≥ 3) and adjusted using transformations
specified in Sections 2.3.1 and 2.3.2.
3. Iteration step and termination: For a small , the pre-specified tolerance level, stop if |I∗K(c)−
ι| < , and the current configuration will generate data having the index values (close to) ι. If
not, we use bisection method to find c > 0 and go to step 2 using the parameters (nk, cµk,Σ∗k) :
k = 1, 2, ...K.
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CHAPTER 3. A SYSTEMATIC EVALUTATION OF DIFFERENT METHODS FOR
INITIALIZAING THEK-MEANS CLUSTERING ALGORITHM
A paper under revision for IEEE Transactions on Knowledge and Data Engineering
Ranjan Maitra, Anna D. Peterson and Arka P. Ghosh
Abstract
TheK-means clustering algorithm iteratively partitions a dataset intoK groups in the vicinity of its
initialization such that an objective function defined in terms of the total within-group sum-of-squares is
minimized. The obtained solution may however, only be locally optimal. Thus, the algorithm’s success
in finding globally optimal partitions depends substantially on its starting values. Several different
initialization approaches have been proposed for theK-means algorithm. This paper provides a detailed
assessment of the performance of many commonly-used and well-performing initializing methods over
datasets of many dimensions, numbers of observations, groups and clustering complexity. Performance
is evaluated both in terms of the ability to best recover the true groupings as well as the achieved minima
of the objective function. Results on extensive investigations into factors that influence the performance
of each algorithm are also provided. The initialization methods proposed by Milligan (1980), Bradley
and Fayyad (1998) and Mirkin (2005) are found to be among the top performers, both in terms of
minimizing the within-group sum-of-squares as well as in the best recovery of the true groupings.
The study also provides additional insight into the circumstances in which different methods perform
better.
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3.1 Introduction
The issue of clustering or grouping n objects into K groups arises in many scientific applications,
such as biology, education, genetics, criminology, etc (Quackenbush, 2001; Bradley et al., 2000; Arms
and Arms, 1978), but obtaining an optimal grouping is not always an easy proposition. Investigating
all possible partitions of a dataset is computationally infeasible for all but the most trivial cases, as the
number of ways that a dataset can be partitioned intoK groups increases exponentially with both n and
K. A number of approaches (Hartigan, 1985; Ramey, 1985; Kaufman and Rousseuw, 1990; Everitt
et al., 2001; McLachlan and Basford, 1988; Fraley and Raftery, 2002; Kettenring, 2006; Hartigan and
Wong, 1979; MacQueen, 1967) have been developed in this regard, but the simplicity and compu-
tational speed of the K-means algorithm (Hartigan and Wong, 1979; MacQueen, 1967) has made it a
popular choice. However, the algorithm needs initializing values which greatly influence its terminating
optimal solution. This optimum may be local rather than global (Hartigan and Wong, 1979; MacQueen,
1967; Maitra, 2009; Steinley, 2006). Indeed, there may often be a large number of local optima, with
the specific number depending on n, K and the original layout of the data points. Thus, the choice of
the starting values (or seeds) for the algorithm is important since different seeds can produce different
local optima, leading to varying partitions. Therefore, good initialization is crucial for finding globally
optimal partitionings.
Because of the importance of good initialization for K-means, many strategies have been proposed
in the literature: a number of them are widely used. Faber (1994) suggest simply using several sets
of K randomly chosen observations to initialize the algorithm. The final clustering is selected based
on the set of points which result in the lowest within group sum-of-squares (WSS). Other modifica-
tions of the method proposed by Faber (1994) exist: Bradley and Fayyad (1998) proposed using the
random starts method of Faber (1994) for clustering several sub-samples of the data. After running the
K-means algorithm on each sub-sample, the centroids (p-dimensional vectors each representing the
average of observations in a cluster) are obtained. Then the final clustering is selected using the set
of seeds corresponding to the centroids that minimize WSS. Hand and Krzanowski (2005) propose
a different extension of Faber (1994)’s method: Begin with a random set of seeds using these seeds
to initialize the K-means algorithm. Based on the final clustering, randomly change a portion of the
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points to other groups, recalculate centers and perform the K-means algorithm with the new set of
centers. This process is repeated 100 times. At each iteration WSS is calculated. The final selected
clustering corresponds to the one with the smallest WSS. Other approaches have also been suggested:
or example, Astrahan (1970) proposed a method based on choosing seeds corresponding to places in
the dataset containing more observations while Milligan (1980) suggested that the centers of K groups
obtained using Ward (1963)’s hierarchical clustering produce good seeds for the K-means algorithm.
In this paper, we compare eleven K-means’ initialization methods which are commonly used and
easily implemented or have software available. Each of these methods have been shown to work well
by different authors on different select simulated and real datasets. We first evaluate performance of
all these methods on some of these datasets. The advantage of doing so is that it permits evaluation of
each of these methods on the same data and comparison with respect to each other. It is readily seen
that there is no initialization method for K-means that is the best across all these datasets, so it is of
interest to understand the scenarios in which each of these methods work well or poorly. Because these
are real datasets, their true model (and consequently, attendant properties) are not really known, in line
with the celebrated remark of Box and Draper (1987) about all models being wrong, while only some
being useful. Specifically, it does not provide us with a systematic calibration of the performance of
the different methods, including scenarios when each initialization methods perform better or poorly.
Therefore, we obtained a detailed comparison of these initialization methods on a wide range of sim-
ulated datasets. In this study, we provide a comprehensive comparison of the performance of different
initialization methods under a variety of scenarios for different datasets, different numbers of observa-
tions per group, dimensions, numbers of clusters and difficulty in clustering the dataset. We do so by
simulating datasets in a systematic manner in order to calibrate the performance of the initialization
methods. Using the separability index proposed by Ghosh et al. (2010) to quantify clustering complex-
ity of each dataset. This separation index is developed within the context of fixed-point partitioning and
hard clustering algorithms and captures the degree of difficulty in standard Euclidean and Mahalanobis
distance-based clustering algorithms. Using the data simulation algorithm of Ghosh et al. (2010), we
generate a comprehensive set of datasets representing different clustering scenarios and systematically
compare the initialization methods based on their performance with respect to minimizing theK-means
objective function (defined in terms of within cluster sum-of-squares) as well as best recovery of the
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true groups.
We present the setup for the K-means clustering and describe the K-means algorithm in Sec-
tion 3.2. A computationally efficient implementation of the algorithm (Hartigan and Wong, 1979) is
discussed in Section 3.2.1. We follow with a summary of eleven common initialization methods in
Sections 3.3 and 3.2.2. These are the initialization methods studied in the paper and extensively com-
pared in Section 3.4. Here we also provide detailed understanding of scenarios under which different
methods work better. We conclude with a short discussion.
3.2 The K-means Clustering Algorithm
Let S = {X1,X2, . . . ,Xn} be a dataset with n observations, each of which is p-dimensional.
The objective in K-means clustering is to group these observations into categories C1, C2, . . . , CK for
given K, such that the objective function
OK =
n∑
i=1
K∑
k=1
I(Xi ∈ Ck)(Xi − µk)′(Xi − µk) (3.1)
is minimized. Here µk represents the mean vector of the observations from Ck, µk = 1nk
∑
i∈CkXi
where nk = |Ck| is the number of observations in Ck and I(X ∈ Ck) is an indicator function specifying
whether observation X belongs to the kth group. Further, note that in the following ‖x‖ = √x′x
denotes the Euclidean norm of a p-dimensional vector x.
One approach to find a minimizer for the objective function in (3.1) is to use the K-means algo-
rithm, whose general form consists of the following iterative steps:
1. Initialization: Start the algorithm with K p-dimensional vectors, µ(0)k for 1 ≤ k ≤ K denoted
as seeds.
2. Clustering: At each iteration i, define each C(i)k , k = 1, 2, . . . , n as follows: for each j =
1, 2, . . . , n, assignXj ∈ C(i)k where k is chosen so that
∥∥∥Xj − µ(i)k ∥∥∥ = min1≤l≤K ∥∥∥Xj − µ(l)k ∥∥∥ j =
1, . . . , n.
3. Updates: µ(i)k =
1∣∣∣C(i)k ∣∣∣
∑
j∈C(i)k
Xj ∀k ∈ {1, 2, . . . ,K}.
4. Termination: The algorithm terminates if there is no change in the partition at the ith step,
otherwise we increment i to i+ 1 and repeat Steps 2 and 3.
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Many implementations of the K-means algorithms exist (Lloyd, 1982; MacQueen, 1967; Forgy, 1965;
Hartigan and Wong, 1979), of which the one by Hartigan and Wong (1979), summarized next, has
particular appeal among statisticians because it eschews unnecessary computations at each iteration.
3.2.1 Hartigan and Wong(Hartigan and Wong, 1979)’s K-means algorithm
The algorithm has the following steps:
1. Initialization: Initialize the algorithm with K p-dimensional mean vectors, µk for 1 ≤ k ≤ K.
2. Clustering: For each point xj find its closest and second closest cluster centers. Define C(1)(xj)
and C(2)(xj) as the clusters corresponding to these two cluster centers. Assign point xj to cluster
C(1)(xj). Define Ck where xj ∈ Ck for xj : ‖xj − µk‖ = min
1≤l≤K
‖xj − µk‖ j = 1, . . . , n.
3. Updating: µk =
1
|Ck|
∑
j∈Ck xj . Let L represent a vector of indicators for the live set where
L[k] = 1 indicates that cluster k is in the live set and L[k] = 0 otherwise. Set L[k] = 1 for all k.
4. Optimal-transfer stage: Consider xj ∈ {1, ...n} and xj ∈ Ck. If L[k] = 1, do Step 4a; otherwise
go to Step 4b.
(a) If there exists xj ∈ Ck such that nk‖xj−µk‖
2
(nk−1) > mink′∈1...K
nk′‖xj−µk′‖2
(nk′+1)
than move xj to Ck′ .
In this case C(1)(xj) = Ck′ and C(2)(xj) = Ck. Update clusters centers based on reallocated
points. If Ck gains or looses any observations then L[k] = 1 else L[k] = 0.
(b) This is the same as step 4a, except that the minimum is computed only over clusters in the
live set.
5. Termination: If L[k] = 0 for all k stop. Otherwise, go to Step 6.
6. Quick-transfer stage: Consider each point xj ∈ {1...n}. Let µk′ be the center for C(2)(xj) of
observation xj , if
nk‖Xj−µk‖2
(nk−1) >
nk′‖xj−µk′‖2
(nk′+1)
, then switch C(2)(xj) and C(1)(xj) and update
the cluster centers. If there exists xj ∈ Ck such that C(2)(xj) and C(1)(xj) switch then L[k] = 1
else L[k] = 0.
7. Return: If L[k] = 0 for all k, go to Step 4. Otherwise go to Step 6.
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As mentioned earlier, theK-means algorithm is highly influenced by initial values that we also call
seeds. Therefore, it is crucial to carefully initialize it and a number of methods have been suggested in
this regard. We provide eleven promising methods in chronological order next.
3.2.2 Initialization Methods
Method 1 (A70): Astrahan (1970) proposed an initialization method that is based on the density
of points. A summary of steps are as follows:
1. Denote d1 to be the average pairwise Euclidean distance. Then
d1 =
1
n(n− 1)
n−1∑
i=1
n∑
j=i+1
‖xi,xj‖ .
2. The first seed is chosen as the point xi with the largest number of points within a multidimen-
sional sphere with radius d1 that is centered at xi.
3. The remaining seeds are chosen by decreasing density, with the restriction that all remaining
seeds must be d1 distance away from all previous seeds.
Method 2 (HW79): Hartigan and Wong (1979) developed an initialization method that involves choos-
ing seeds that are of varying distances from the overall mean. A summary of steps are as follows:
1. Order all of the data points by their distance to the mean of the whole dataset. Denote xd to be
the data point with the dth largest distance.
2. Let L : L = (1, 2, ...K). Choose seed sL = x(1+(L−1)∗M/K).
Method 3 (Mil80): Milligan (1980) suggests using Ward (1963)’s hierarchical clustering method to
find seeds for the K-means algorithm. A summary of steps are as follows:
1. Perform clustering using Ward (1963)’s hierarchical clustering method and denote the partitions
Pi.
2. Find the center of each partition Pi and use this as a seed for the K-means algorithm.
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Method 4 (Fa94): Faber (1994) proposed a method using a random sample of K data points from the
original dataset for the seeds. The reasoning behind this method is that denser portions of the dataset
will more likely be chosen as seeds. Intuitively, the greater the number of random seeds, the better this
method performs. In our simulations we use 25 random seeds.
Method 5 (BF98): Bradley and Fayyad (1998) proposed a procedure for finding seeds that uses
aspects of bootstrap. A summary of steps are as follows:
1. Choose S (recommended S =10) random sub-samples of the data. Denote these sub-samples as
X1,X2, ...XS.
2. Cluster each of the S sub-samples with the K-means algorithm using random seeds. For each
sub-sample obtain the centroids of the clustered sub-sample.
3. Cluster the whole dataset S times using each of the sets of centroids as the seeds. Choose the
final clustering based on the seeds which produces the smallest SSE (sum of squared errors).
Method 6 (St03): Steinley (2003) proposed a method which involves repeated division of the dataset
into K clusters and chooses the seeds as the centroids corresponding to the division that minimizes
SSE. In our simulations we use 100 iterations. A summary of steps are as follows:
1. Divide the dataset into K random clusters where any observation has equal probability of being
in any cluster. Set i = 0.
2. Set i = i+ 1. Compute the initial centroids based on the random division in step 1. Set Pi = the
partition and SSEi = the sum of squared errors.
3. If i < 100 go back to step 2 otherwise continue to step 4.
4. Choose seeds corresponding to the partition Pj with the smallest SSEj .
Method 7 (BD05): Belal and Daoud (2005) developed an initialization method that involves finding
the dimension with maximum variance, and dividing this into K groups where the corresponding data
point for the median of each group will initialize the K-means algorithm. A summary of steps are as
follows:
48
1. Find the variability of the observations within each dimension.
2. Find the column corresponding to the largest variability.
3. Divide this column into K groups.
4. The medians within each of the groups are chosen as the initial seeds.
Method 8 (HK05): Hand and Krzanowski (2005) propose an extension to the Faber method starting
with a random set of seeds and based on the final clustering, randomly change a portion of the points
and compare the previous iteration and the current iteration SSE for each clustering. A summary of
steps are as follows:
1. Perform the K-means algorithm using seeds randomly selected from the dataset. Note the re-
sulting partition, P , in addition to the corresponding SSE.
2. Set i = 1, α = 0.3, β = 0.95.
3. Move each data point to another random cluster with probability α. Perform the K-means clus-
tering and denote the partition Pi and the corresponding sum of squares as SSEi.
4. Set i = i+ 1 and α = αβ. If SSEi ≤ SSE then set SSE = SSEi and P = Pi.
5. If i ≥ 100 or if SSEj = SSEj+10 then stop. Otherwise return the step 3.
Method 9 (Mik05): Mirkin (2005) uses a “MaxMin” procedure for initialization. A summary of steps
are as follows:
1. Find all distances between each pair of points in the dataset. Denote each distance as d2(xi,xj).
2. Denote s1 and s2 as the seeds with the largest distance.
3. Let K∗ be the number of current seeds. For all xi 6= sk∗ where (k∗ = 1, 2, ...K∗), calculate
d2(xi, sk∗) for (k∗ = 1, 2, ...K∗). Denote the minimum of d2(xi, sk∗) = d2m(xi).
4. Set seed sK∗+1 = max d2m(xi).
5. If K∗ < K, then sets K∗ = K∗ + 1 and return to step 3. Otherwise stop.
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Method 10 (AV07): Arthur and Vassilvitskii (2007) uses an initialization approach such that initial
centers are chosen consecutively with probability proportional to the distance to the nearest center.
1. Choose an initial center c1 = x at random fromX .
2. Set D(x) as the shortest euclidean distance from a datapoint x to the closest center.
3. Choose the next center ci, selecting ci = x′ ∈X with probability D(x
′)2∑
D(x)2
4. Repeat steps 2 and 3 until we have chosen a total of K centers.
Method 11 (Ma09): Maitra (2009) proposed a method of initialization that is a staged approach to
specifying initial seeds by finding a large number of local modes and then obtaining representatives
from the most separated ones. A summary of steps are as follows:
1. Find the singular valued decomposition of the centered data. X = UDV′ Where D is a diagonal
matrix of m positive singular values.
2. For a chosen m∗ < m keep the first m∗ dimensions of the U and continue working in the
reduced space.
3. Choose kj modes where kj is chosen appropriately.
4. Set candidate multivariate modes by taking the product of one-dimensional modes.
5. Eliminate all candidates that are not close to any observation to have k∗ modes (where k∗ is
chosen appropriately.
6. Use hierarchical clustering with single-linkage on the k∗ modes to reduce the number of modes
to the desired k.
3.3 Performance on Real-World Data
In this section, we evaluate and compare performance of the suggested initialization methodologies
on nine standard real-world datasets. Two of these were classification datasets, i.e., datasets for whom
class information was available, but which were clustered ignoring this information. For these datasets
50
therefore, we were able to evaluate performance of the k-means algorithm initialized using each of the
methods in terms of the ability to partition using the adjusted Rand Index (R) (Hubert and Arabie,
1985) obtained by clustering observations in a dataset and comparing the result with the true grouping.
Note that the design ofR is such that its value on the average would be zero if groups were assigned to
observations in a dataset completely at random, while a perfect grouping of the observations matching
the true grouping would yield the highest value for R of unity. We also evaluated performance in
terms of the achieved optimum of the objective function (3.1), which is the same as the WSS for
the final grouping. The other seven datasets were truly real-world data for application of clustering
algorithms. On these datasets, therefore, we are able to evaluate performance only in terms of the
minimized objective function (3.1). Finally, we note that it is inherently unfair to compare on the same
footing methods that are computationally intensive with those that are less so. In all studies in this
paper therefore, we have ensured that all methods are tuned such that they are allowed to take the same
amount of computer time on the average. We now discuss the datasets.
1. Image: This classification dataset, obtained from the UCI’s Machine Learning (ML) Reposi-
tory (Newman et al., 1998), has n = 2310 observations from a total of K = 7 known groups
(p = 19). Bradley and Fayyad (1998) illustrated superior performance of their methodology on
this dataset.
2. Ruspini: This is a synthetic dataset introduced by Ruspini (1970) containing n = 75 p = 2-
dimensional observations from K = 4 well-separated groups. The groups are also broadly seen
to have homogeneous spherical dispersions. This classification dataset has been used very often
in the literature to evaluate clustering methods.
3. Cloud-1: This dataset, also obtained from the UCI ML Repository, is Philippe Collard’s first
database on cloud cover images, and consists of n = 1024 observations in p = 10 dimensions.
As with all the other datasets that follow in this section, this dataset was used by Arthur and
Vassilvitskii (2007) for evaluating the performance of their K-means++ algorithm for K = 10,
25 and 50 in terms of the achieved local minimum WSS. We follow them in also evaluating
performance of the initialization strategies for K = 10, 25 and 50.
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(a) Lena (b) Baboon (c) Peppers (d) Couple
Figure 3.1 The USC SIPI datasets used in the performance evaluations of the
K-means clustering initialization methods.
4. Cloud-2: Also from the UCI ML Repository, this is Philippe Collard’s second database on cloud
cover images: here also, n = 1024 and p = 10. We evaluate performance for k = 10, 25 and 50.
5. Spam: The Spam dataset, obtained from the UCI ML Repository, represents features available
to an e-mail spam detection system, has n = 4601 observations in p = 58 dimensions, and was
also evaluated in Arthur and Vassilvitskii (2007). We follow them in evaluating performance in
terms of the achieved local minimum WSS for K = 10, 25, 50.
The last four datasets were images, obtained from the University of Southern California’s (USC)
Signal and Image Processing Institute (SIPI), where K-means clustering was applied in the context of
color quantization as in Kanungo et al. (2002). Each image had n = 262144 or n = 65536 pixels on a
512× 512 or a 256× 256 grid, where each pixel has representation in terms of its red, green and blue
components. Each of these components is in the range [0, 255], thus each pixel has measurements on
p = 3-dimensions. The objective in color quantization is to represent the image in terms of a fewer
number of colors and K-means clustering of the RGB values in the pixels provides an approach to this
by reducing the number of colors to K. For these applications, we chose K = 4, 8, 16, 32 and 64. In
these cases also, our performance evaluation metric is the achieved minimum WSS after performing
K-means color quantization with the different initialization methodologies.
6) Lena: Certainly the most popular in the image processing literature, this image (Figure 3.1a) has
n = 262144 pixels on a 512× 512 imaging grid.
7) Baboon: This image, displayed in Figure 3.1b, has n = 262144 pixels on a 512 × 512 imaging
grid.
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Table 3.1 Performance of K-means initialized with the eleven strategies com-
pared in this paper in terms of the (a) adjusted Rand Index for the Image
dataset and (b) the optimized objective function WSS for all datasets.
Dataset n p K A70 HW79 Mil80 Fa94 BF98 St03 BD05 HK05 Mik05 AV07 Ma09
Image 2310 19 7 0.404 0.413 0.328 0.399 0.404 0.000 0.398 0.381 0.128 0.404 0.257
Ruspini 75 2 4 0.613 0.634 1.000 0.587 0.000 0.000 1.000 1.000 1.000 1.000 1.000
Dataset n p K A70 HW79 Mil80 Fa94 BF98 St03 BD05 HK05 Mik05 AV07 Ma09
Image 2310 19 7 1.40E7 1.40E7 2.05E7 1.43E7 1.40E7 1.80E8 1.43E7 1.42E7 1.54E7 1.40E7 1.45E7
Ruspini 75 2 4 4.95E4 5.06E4 1.29E4 4.97E4 3.48E5 3.48E5 1.29E4 1.29E4 1.29E4 1.29E4 1.29E4
Cloud-1 1024 10 10 6.43E6 6.43E6 1.13E7 6.43E6 6.43E6 7.78E8 6.43E6 6.43E6 5.76E6 6.43E6 6.64E6
25 7.78E8 2.82E6 1.33E7 3.30E6 2.34E6 7.78E8 2.75E6 2.71E6 2.32E6 2.71E6 2.40E6
50 7.78E8 1.51E6 5.83E6 1.63E6 1.27E6 7.78E8 1.87E6 1.46E6 1.48E6 1.46E6 3.22E6
Cloud-2 1024 10 10 1.42E6 1.39E6 1.36E6 1.42E6 1.34E6 4.31E7 1.35E6 1.42E6 1.35E6 1.42E6 1.35E6
25 6.63E5 7.47E5 7.56E5 6.82E5 6.58E5 4.31E7 4.31E7 7.07E5 6.85E5 7.07E5 8.10E5
50 4.31E7 4.40E5 7.74E5 4.40E5 4.28E5 4.31E7 4.31E7 4.47E5 4.18E5 4.47E5 4.65E5
Spam 4601 58 10 1.70E8 1.70E8 1.70E8 1.70E8 1.69E8 2.61E9 1.70E8 1.70E8 1.10E8 1.70E8 2.61E9
25 1.41E8 1.51E8 1.61E8 1.50E8 1.42E8 2.61E9 1.50E8 1.50E8 5.33E7 1.50E8 2.61E9
50 2.61E9 1.49E8 1.70E8 1.40E8 1.37E8 2.61E9 2.61E9 1.49E8 4.42E7 1.49E8 2.61E9
Lena 262144 3 4 3.38E3 3.38E3 3.38E3 3.38E3 3.38E3 5.99E4 3.38E3 3.38E3 3.38E3 3.38E3 3.38E3
8 1.65E3 1.65E3 1.65E3 1.65E3 1.65E3 5.99E4 1.65E3 1.65E3 1.65E3 1.65E3 1.65E3
16 8.69E2 8.69E2 8.65E2 8.65E2 8.62E2 5.99E4 8.95E2 8.90E2 8.62E2 8.90E2 8.77E2
32 4.91E2 4.91E2 4.85E2 4.85E2 4.84E2 5.99E4 4.88E2 4.85E2 4.85E2 4.85E2 4.93E2
64 2.97E2 2.95E2 2.95E2 2.94E2 2.94E2 5.99E4 3.00E2 2.96E2 2.96E2 2.96E2 3.00E2
Baboon 262144 3 4 8.64E3 8.64E3 8.64E3 8.64E3 8.64E3 3.94E4 8.64E3 8.64E3 8.64E3 8.64E3 8.64E3
8 4.50E3 4.50E3 4.50E3 4.50E3 4.50E3 3.94E4 4.50E3 5.30E3 4.52E3 5.30E3 4.55E3
16 2.54E3 2.55E3 2.54E3 2.55E3 2.53E3 3.94E4 2.55E3 2.54E3 2.54E3 2.54E3 2.53E3
32 1.50E3 1.50E3 1.50E3 1.50E3 1.50E3 3.94E4 1.50E3 1.53E3 1.53E3 1.53E3 1.50E3
64 9.49E2 9.46E2 9.45E2 9.43E2 9.41E2 3.94E4 9.48E2 9.44E2 9.44E2 9.44E2 9.42E2
Peppers 262144 3 4 1.17E4 1.17E4 7.74E3 1.17E4 7.74E3 7.77E4 7.74E3 7.74E3 7.74E3 7.74E3 7.74E3
8 3.38E3 3.47E3 3.38E3 3.38E3 3.38E3 7.77E4 3.38E3 3.44E3 4.41E3 3.44E3 3.56E3
16 1.98E3 1.96E3 1.94E3 1.87E3 1.86E3 7.77E4 1.93E3 1.93E3 1.89E3 1.93E3 2.03E3
32 1.07E3 1.07E3 1.07E3 1.07E3 1.06E3 7.77E4 1.07E3 1.07E3 1.05E3 1.07E3 1.16E3
64 6.52E2 6.58E2 1.04E3 6.17E2 6.15E2 7.77E4 6.54E2 6.20E2 6.51E2 6.20E2 7.17E2
Couple 65536 3 4 4.77E2 4.77E2 4.77E2 4.77E2 4.77E2 3.45E3 4.77E2 4.77E2 4.77E2 4.77E2 4.77E2
8 2.41E2 2.41E2 2.41E2 2.41E2 2.41E2 3.45E3 2.41E2 2.41E2 2.42E2 2.41E2 2.42E2
16 1.35E2 1.34E2 1.36E2 1.34E2 1.33E2 3.45E3 1.34E2 1.35E2 1.33E2 1.35E2 1.33E2
32 7.74E1 7.62E1 7.32E1 7.30E1 7.23E1 3.45E3 7.77E1 7.65E1 7.32E1 7.65E1 7.74E1
64 4.51E1 3.45E3 4.53E1 3.45E3 4.46E1 3.45E3 4.63E1 4.49E1 4.47E1 4.49E1 4.80E1
8) Peppers: Shown in Figure 3.1c, this image has n = 262144 pixels on a 512× 512 imaging grid.
9) Couple: This image (Figure 3.1d) is of lower resolution than the others considered here, with
n = 65536 pixels on a 256× 256 imaging grid.
Table 3.1 summarizes the results. (Note that for all the experiments listed here, if a particular ini-
tialization method was unable to provide a valid initial clustering, with at least one observation in each
of K clusters, we reportedR and WSS values for a one-cluster solution.) For the image dataset, none
of the initialization methods perform really well, in terms of identifying the correct partition. Out of all
these relatively poor performers, Hartigan and Wong (1979) somewhat narrowly beats out the others,
while Steinley (2003) is the poorest performer. For the easier, well-separated Ruspini classification
dataset, more methods were able to perfectly partition the data. However, many were not, and in par-
ticular, Bradley and Fayyad (1998) was an exceptionally poor performer. For K-means initialized on
the other real-world datasets, it is worth noting that different initialization methods perform well (in
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terms of achieving the lowest value for the objective function) on different datasets. Steinley (2003)’s
initialization is, however, seen to be the worst performer in all cases. All the other methods are among
the top performers in at least seven of the 27 cases. It appears that Bradley and Fayyad (1998) per-
forms the best in the largest number of cases, however the majority of these are in the K-means color
quantization of images where the datasets are only in p = 3 dimensions and with larger (n = 65536 or
n = 262144) numbers of observations. For the other datasets, they split honors evenly with the other
methods. For these latter datasets, Mirkin (2005) perform the best a larger proportion of times than any
other method. All other methods are spotty in their ability to be the top performer for all datasets.
The results of our initialization performance evaluations is mixed. For the Image dataset where
comparison in terms of the ability to cluster is possible, all methods perform poorly on the whole, with
Steinley (2003) being the worst performer. However, because this is a real-world dataset, we are unable
to understand the shortcomings of the algorithm. For one thing, the K-means algorithm is designed
to perform especially well when the clusters are homogeneous and spherical-shaped. However, we do
not really know if the image dataset has such kinds of groups. Further, we have no real idea as to
how separated these clusters are, i.e., how difficult the clustering task is for this dataset. The dilemma
is repeated across the board for the other datasets. For instance, we are unable to come up with a
characterization as to why or where Bradley and Fayyad (1998)’s initialization does well on the USC-
SIPI image datasets but not on the others. Therefore, in order to provide a comprehensive understanding
of the strengths and weaknesses of different methods, we perform a series of very thorough evaluations
on simulation datasets which were generated on different dimensions, sample size, K and clustering
complexity – the latter according to the measure I∗ of Ghosh et al. (2010). In the next section, we
report detailed performance evaluation studies on simulation datasets and also analyze these results in
order to understand, comprehensively, the pros and cons of each initialization strategy.
3.4 Simulation Studies
We conduct simulation studies to evaluate the performance of the initialization methods presented
in Section 3.2.2. We simulate clustered datasets under a variety of scenarios, and apply the K-means
algorithm of Hartigan and Wong (1979) initialized based on each of these methods. Then we examine
the performance of each initialization method based on two competing criterion. The first criterion
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is concerned with obtaining the best classification. We measure this using R. The second criterion
measures performance using the value of the minimized objective function (3.1).
3.4.1 Experimental Setup
In order to conduct an initialization study, we need a mechanism for generating multiple datasets.
To this end, we first describe a model-based interpretation of the setup that we adopt in this paper.
Let {X1,X2, . . . ,Xn} be independent p-variate observations with Xi ∼ Np(µζi,Σk), where ζi ∈
{1, 2, . . . ,K} for i = 1, 2, . . . , n. Here we assume that µ′ks are all distinct and that nk is the number
of observations in cluster k. Then the density for theXi’s is given by
f(X) =
K∑
k=1
I(X ∈ Ck)φ(X;µk,Σk), (3.2)
where Ck is the group indexed by the Np(µk,Σk) density and I(X ∈ Ck) is an indicator function
specifying whether observation X belongs to the kth group with mean µk, covariance matrix Σk and
p-dimensional multivariate normal density.
3.4.1.1 Defining Clustering Complexity
In the context of the model-based setup in (4.1), the index I∗ in Ghosh et al. (2010) quantifies
separation between any set of clusters and relates the separation to the difficulty in recovering the true
partition C1, C2, . . . , CK . I∗ was developed specifically so that in the case of homogeneous spherical
groups, I∗ is the expected value of R between the true and the solution using the K-means algorithm
initialized at the true centers. The simulated data in this paper are obtained using the data-generation
algorithm of Ghosh et al. (2010) which creates datasets corresponding to a value of I∗.
Since I∗ is shown to capture the clustering complexity of a dataset effectively, we use this algo-
rithm to generate datasets with varying levels of clustering difficulty, as well as different sample sizes,
dimensions and numbers of clusters. The details of this data-generation algorithm are discussed in the
Appendix of Ghosh et al. (2010). Figures 3.2a-d, show sample simulated datasets using this algorithm
to demonstrate possible configurations obtained with different values of I∗. In each case we used
α = 0.75 and K = 4. Each group had 100 observations and the true classes are distinguished by color
in the figures. The different symbols in the plots represent the clustering obtained using the K-means
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(a) R = 0.60, I∗ = 0.6 (b) R = 0.83, I∗ = 0.8
(c) R = 0.92, I∗ = 0.9 (d) R = 1.0, I∗ = 1
Figure 3.2 Four-component simulated datasets at different I∗. Colors represent
the true cluster class and symbols represent the cluster class using the
K-means algorithm. The value of I∗ and R using the K-means algo-
rithm (initialized at true cluster center) is shown below each plot.
algorithm with K = 4 and initialized with the true cluster means. We note that the clusters are well-
separated as I∗ increases and clustering complexity decreases as confirmed by the computed values of
R. R is calculated based on the K-means algorithm initialized at the true cluster centers. Note that
higher I∗ correspond to higher R. As shown in Figure 3.2, by choosing different values of the index,
we can get data with varying levels of clustering complexity. Other realizations and higher-dimensional
examples are displayed in Ghosh et al. (2010). This provides us the platform to compare several ini-
tialization methods for the K-means algorithm. The next section provides some detailed description of
the simulation study setup.
3.4.2 Details of Simulation Study
In this simulation study, we examine the sensitivity of different initialization methods with respect
to distributional assumptions. The K-means algorithm is best with spherical dispersion structures.
We first study this case, but in order to investigate performance when this ideal does not hold, we
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consider other dispersion structures as well. Specifically, we study the following two cases: when
group covariance matrices are not necessarily diagonal, but the same across all groups (homogeneous,
non-spherical). The final scenario includes the general case where covariance matrices are neither
necessarily equal or spherical. In our simulations we further consider a wide variety of scenarios
including number of groups, number of dimensions, covariance structure within groups, number of
observations and separation between groups. A detailed description of the combinations is given below.
3.4.2.1 Factors in Simulation
We simulate 100 datasets for each of the combinations of factors that we present below.
• Number of groups (K) and dimensions (p): We investigated several combinations of number
of groups, K, and number of dimensions, p. Specifically, we investigated all combination of
K ∈ {4, 7, 10} and p ∈ {4, 10, 100}.
• Number of observations (n): For each combination of number of groups and dimensions, the
number of observations n is equal to 10K, 100K or 1000K, where K is the number of obser-
vations. Furthermore, the number of observations within each group is generated using a multi-
nomial distribution with parameters (n, (p1, p2, . . . , pK)) where pi = 1K for all i = 1, . . . ,K.
Therefore, on average there will be 10, 100 or 1000 observations in each group.
• Separation between groups (I∗): We use the cluster separability index (I∗) of Ghosh et al.
(2010) to capture the separation between groups, which has the property that datasets with a
given I∗ should, on an average, have a value of R close to I∗, when R is computed between
the true partition and the partition using the K-means algorithm initialized at the true cluster
centers. We use the algorithm provided in Ghosh et al. (2010) to generate datasets for I∗ ∈
{0.6, 0.8, 0.9, 1.0}.
3.4.3 Summary of Performance
In order to compare the performance of the eleven described initialization methods for theK-means
algorithm, we simulated 100 datasets for each combination of the factors presented in Section 3.4.2.1.
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Table 3.2 Counts of highest rank with respect to R and the objective function
(rR, rSS) and average rank with respect to R and the objective function
(arR,arSS) out of 100 datasets with n = 700,K = 7, p = 10 and Σi = σ2I
∀ i.
I∗ 0.6 0.8 0.9 1 0.6 0.8 0.9 1
rR arR rR arR rR arR rR arR rSS arSS rSS arSS rSS arSS rSS arSS
center 45 3.6 69 4.4 86 4.3 100 3.7 28 5.3 63 5.0 86 4.7 100 3.7
A70 6 7.4 40 7.2 48 6.9 16 9.1 18 7.2 42 7.3 52 7.3 16 9.3
HW79 17 7.2 37 7.1 49 6.8 37 7.1 18 7.1 42 7.2 56 6.7 37 7.2
Mil80 18 5.2 56 4.9 80 4.6 100 3.7 33 5.6 64 5.0 84 4.7 100 3.7
Fa94 19 6.8 40 6.8 38 7.6 33 7.4 22 6.8 40 7.2 41 7.7 33 7.7
BF98 20 5.3 53 5.3 81 4.6 95 4.0 71 2.9 90 3.7 99 4.1 95 3.8
St03 17 6.6 39 6.5 50 6.7 31 8.3 19 6.8 48 6.5 57 6.6 31 8.5
BD05 17 6.6 43 6.3 47 6.9 17 9.2 28 6.3 53 6.0 52 6.9 17 9.3
HK05 17 6.9 44 6.3 49 6.9 25 7.8 21 6.8 51 6.4 54 7.0 25 8.0
Mik05 11 7.4 26 8.1 41 7.7 89 4.4 21 7.6 26 8.0 50 7.2 89 4.1
AV07 14 7.3 39 6.9 43 7.1 43 6.9 19 7.7 38 7.4 47 7.0 43 6.6
Ma09 17 7.7 27 8.2 33 8.0 51 6.4 18 8.0 32 8.3 33 8.2 51 6.1
For each generated dataset, all initialization methods in Section 3.2.2 were used to find seeds and these
seeds where used to initialize theK-means algorithm. In addition, we initialize theK-means algorithm
using the true centers as seeds. For real datasets we do not know the actual centers, however, in the case
of simulated datasets this method provides a gold standard to compare other initialization methods. In
this paper we refer to the gold standard with the method label as “centers”.
For each dataset, we then calculatedR based on the true partition and the partition produced using
each initialization method. In addition, we calculated the value of the objective function (3.1). In each
case and for each dataset, we rank the methods in terms of their performance. More specifically, with
respect to R, the method with highest value of R is ranked 1, and for the objective function criterion,
the method with lowest value of the objective function is ranked 1. The average rank is used for methods
that produced ties. Let
rR = number of times an initialization method outperforms the other methods in terms
ofR in 100 datasets.
arR = average rank in terms ofR in 100 datasets,
rSS = number of times an initialization method outperforms the other methods in terms
of the objective function (3.1) in 100 datasets.
arSS = average rank in terms of the objective function (3.1) in 100 datasets.
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Figure 3.3 Boxplot of R for various initialization methods and different combi-
nations of the factors presented in Section 3.4.2.1. Above each subplot
we indicate K, p, I∗ and n/K (average number of observations per
cluster) respectively. For example (4, 4, 0.6, 10) in the first subplot
means K = 4, p = 4, I∗ = 0.6 and n = 40. For all datasets Σi = σ2I ∀
i.
3.4.3.1 Summary of Results
Table 3.2 presents performance evaluation measures in terms of the values of the quadruplet
(rR, arR, rSS, arSS) over 100 simulated datasets where K = 7, p = 10, n = 700 and using homogeneous
covariance structures. A more comprehensive set of tables is available in the supplementary material
provided with this paper. There all combinations of different initialization methods and different sets
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of factors is presented. Note that a rR or rSS-value of 100 indicates that a specific initialization method
outperformed all other methods with respect to R or the objective function (3.1) over all 100 datasets
for a specific combination of K, p, n, I∗ and Σ. The counts within rR or rSS-columns can sum to
more than 100 if the maximum R or minimum value of the objective function is achieved by more
than one method for the same dataset. For the average rank (arR or arSS), a smaller value indicates
better performance with respect to R or the objective function. In addition to Table 3.2, we provide
boxplots of R values for the benchmark initialization method and the eleven common initialization
methods. The boxplots for the homogeneous spherical case are presented in Figure 3.3 where each
individual boxplot is for a different combinations of the factors in Section 3.4.2.1. Boxplots for the
homogeneous non-spherical and general non-spherical case are presented (see Figures S-1 and S-2) the
supplementary material.
From the comprehensive set of tables and graphs presented in the supplement, it is clear that the
top-performing initialization methods are generally (Mil80), (BF98) and (Mik05). From Table 3.2
we see that (Mil80) appears to generally outperform the other methods with both higher rR and lower
arR. When the performance of well-separated groups (I∗ = 1.0) is measured viaR, (Mil80) is the best
choice followed by (BF98), (Mik05) and (Ma09). For less separated groups (I∗ = 0.6 and 0.8) (BR98)
actually performs similarly to (Mil80) and both (Mik05) and (Ma09) performance drop considerably.
There is a slightly different ordering of methods when performance is measured via the objective
function (3.1). In the case of well-separated groups (I∗ = 1) (Mil80) also has good performance when
measured in terms of the objective function (3.1); however, for less well-separated groups (BF98) has
consistently better performance than the other methods. (BF98) often produces smaller values for the
objective function (3.1) than when the K-means algorithm is initialized at the true cluster centers. For
less well-separated groups (BF98) is the best choice followed by (Mil80) and (Mik05). The default
initialization method of the statistical package R R Development Core Team (2006) uses the random
start method of (Fa94) and has mediocre performance in comparison to the other methods.
The boxplots in Figure 3.3 also suggest that (Mil80), (BF98) and (Mik05) appear to outperform
the other methods at higher values of I. These methods show high R and very little variability in R
when I∗ = 1. The method proposed by (St03) is very inconsistent with high variability in R under
various combinations of K, p, n and I∗. To reduce the computing time and for fair comparison, we
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have used 100 partitions to generate seeds using this method. We note that using a larger number of
partitions may result in better performance (at a much higher computational cost). In general, for a
given separation level of I∗, the values for R appear to be fairly similar across all methods for most
combinations of the remaining factors. As expected, we see that the boxplots move to higher values for
R in the graph fairly steadily over all methods as we increase I∗.
The full documentation of the results as presented in the supplement has similar findings to the
results in Table 3.2 and Figure 3.3. Note: Bradley and Fayyad (1998)’s method (BF98) was not used
for the case of n = 10K since this method involves taking 10 different subsets of the data. Similarly,
Maitra (2009)’s method (Ma09) was not used for the case of p = 100 since this method is based on
singular value decomposition which is computationally expensive for higher dimensional datasets.
St03
BD05
A70
AV07
HW79
Fa94
HK05
Ma09
Mik05
BF98
Mil80
center
1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8 1
adjusted Rand Sum of Squares
(a) Σi = σ2I for all i
St03
BD05
AV07
A70
HW79
Fa94
HK05
Ma09
Mik05
Mil80
BF98
center
1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8 1
adjusted Rand Sum of Squares
(b) Σi = Σj for all i, j
St03
BD05
AV07
Ma09
A70
HW79
Fa94
HK05
Mik05
Mil80
BF98
center
1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8 1
adjusted Rand Sum of Squares
(c) Σi 6= Σj for all i 6= j
Figure 3.4 Back-to-back bar plots. Left side of the plot displays correlations for
each initialization method between R and maximum R over all ini-
tialization methods. Right side of the plot displays the corresponding
correlations based on the performance measure of the objective func-
tion rather thanR.
The table of ranks and figure of boxplots summarized above give individual comparison between
methods. In order to provide a more condensed comparison between these methods we obtain the
maximum values of R across all initialization methods for each dataset. Then we find the correlation
between these maximum and the corresponding values of R obtained for each individual initializa-
tion method. Similarly, we calculate the minimum value of the objective function within each dataset
over all initialization methods and find the correlation between these minimum and the corresponding
61
values of the objective function (3.1) obtained for each individual dataset. Intuitively, a high positive
correlation implies that a specific method has good performance compared to the other methods and
a lower correlation implies that a specific method does not perform as well in comparison to the re-
maining methods. Figures 3.4a-c display these correlations with a back-to-back bar plot. The sum of
the correlation for R and the corresponding correlation for the objective function (3.1) are presented
in decreasing order. Based on these bar plots, we see the overall order of methods when taking into
account performance based on bothR and the objective function (3.1). It is not surprising that for each
type of covariance structure the method using the actual centers for each dataset has highest correlation.
More interesting is the order of the common initialization methods. In the ideal case for the K-means
algorithm (homogeneous spherical groups) (Mil80) is the best choice followed closely by (BF98). For
the homogeneous non-spherical case, and the non-homogeneous non-spherical case, (BF98) has overall
better performance than (Mil80). Several of the more recent initialization methods (St03), (BD05) and
(AV07) have overall poor performance as measured byR.
3.4.4 Detailed Analysis
Although the graphical displays and table of ranks provide an indication of good initialization
methods, it is of interest to determine factors that influence the performance of each initialization
method. We perform twelve separate multiple regression analyses for each type of covariance structure.
We useR as the response with n,K, p and I as explanatory variables. In these analyses we consider all
interaction terms between explanatory variables and perform stepwise regression Kutner et al. (2005)
with the restriction that lower order terms are placed in the model when higher order interaction terms
are included. In all cases the four-way interaction was not significant. From parameter estimates in
Table refest1 we can get an idea of situations where different methods perform better. The blanks in the
table represent terms that were eliminated during stepwise regression. The fonts and shading give the
bounds for the p-values for each parameter estimate. These estimates give an indication of the factors
that influenceR.
We discuss in greater detail the results for homogeneous spherical groups. Using an α-level of 0.05,
there is evidence to suggest that the benchmark method is not influenced by the number of clusters.
Further, (Mik05) and (AV07) do not seem to be statistically influenced by dimension. As I∗ is designed
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to capture clustering complexity, it is not surprising that the separation between groups (I∗) statistically
influences the performance of all methods. The p-values for each of these estimates are extremely small
(in particular p < 10−16). Finally, the number of observations in a dataset does not influence (BD05).
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Figure 3.5 Plot of q-values comparing performance for the benchmark initializa-
tion method and each of the common K-means initialization methods.
Covariance structure and performance measure (adjusted Rand (R),
objective function (SS)) are displayed below each plot.
Since we include interaction terms in this model we can not exclusively look as parameter estimates
alone when determining the effect of changing one value of a specific factor, however we can still get an
idea of when different methods perform well. We look at several examples for homogeneous spherical
groups: Decreasing K from 7 to 4 at p = 10, I∗ = 1 and n = 4000 has the largest predicted change in
R for (St03) decreasing by 0.235. Although the number of clusters is significant for both (Mil80) and
(Mik05), the predicted decrease in R is only 0.002 and 0.009 when decreasing K from 7 to 4 at p =
10, I∗ = 1 and n = 4000. In another specific example, we evaluate the predicted value ofR for k = 4, p
= 10, I∗ = 0.8 and n = 10000. In this case (AV07) has the highest predicted R of 0.88. We consider a
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decrease in p from 100 to 10 at a fixed value ofK = 7, I∗ = 1 and n = 7000. In this example the method
with the smallest predicted increase inR occurs for (HW79) with an increase of 0.024, suggesting that
even though dimension is statistically significant for (HW79), there is a small expected change in R
between different p.
3.4.4.1 Pairwise Comparison Between Methods
In our final analyses, we are specifically interested in determining overall statistically significant
differences between initialization methods. To this end, we conduct a separate multiple regression
analysis for each type of covariance structure and the two different performance measures for a total of
six analyses. In these analyses, we consider the different initialization methods as categorical variables,
however, n, K, p, and I∗ are all treated as continuous variables. We included all possible interactions
in this model.
In these analyses, initialization methods were treated as repeated measurements on the same datasets.
Further, we conduct all pairwise tests between initialization methods. When comparing performance
based on R, we consider the null hypothesis µi ≤ µj versus an alternative hypothesis µi > µj for
i 6= j ∈ {0, 11} where µi is the mean R for method i. When comparing performance using the objec-
tive function (3.1), we consider the null hypothesis µi ≥ µj versus an alternative hypothesis µi < µj
for i 6= j ∈ {0, 11} where µi is the mean value of the objective function for method i. The purpose
of these tests is to see if there is enough evidence to suggest an ordering of the methods based on the
performance measures R or the objective function. To adjust for multiple comparisons we report the
q-value (minimum false discovery rate Benjamini and Hochberg (1995) at which an individual test may
be called significant) . The false discovery rate controls the expected proportion of incorrectly rejected
null hypotheses. The q-value for each of these tests is presented in Figures 3.5a-f. The columns of
Figures 3.5a-f identify method i and the rows identify method j. Within each box we give the q-value
for each corresponding hypothesis. Additionally, each box is shaded a specific color corresponding to
the q-value. This provides an easy visual comparison for each of the methods.
Since we have a very large number of observations it is not surprising, even after the adjustment
for multiple comparisons, that we observe many highly significant differences between the groups.
As should be expected, the K-means algorithm performs best in terms of R when the gold standard
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(actual cluster centers) is used to initialize the algorithm. Of more interest are differences between the
common initialization methods. Using homogeneous spherical groups and performance measured via
R, we note that since we see zeros going down column 2 with label Mil80 (excluding the value in row
1) in Table 3.5a, there is statistically significant evidence that for homogeneous groups (Mil80) overall
actually outperforms the remaining ten initialization methods. Similar to our findings in Section 3.4.3.1,
the performance of (Mil80) (in terms ofR) is followed by (BF98), (Mik05) and (Ma09) with (St03) and
(BD05) having worst performance. In the case of non-spherical homogeneous groups and non-spherical
non-homogeneous groups, the ranking of methods is similar to that of homogeneous spherical groups
with the difference being that in the non-spherical groups we see no statistical difference between the
performance using (Mil80) and (BF98). Furthermore, for non-spherical non-homogeneous groups,
there is no statistical difference between (BF98) and (Mik05). Figures 3.5d-f indicates that when
performance is based on the objective function, there is not a clear winner among the eleven methods.
However, in terms of minimizing the objective function (3.1), (St03) and (BD05) again have the worst
performance.
3.5 Discussion
It is widely accepted that the initialization of the K-means algorithm has an impact on the final
clustering. In this paper, we first evaluated performance of eleven initialization methods on nine stan-
dard datasets in the literature. Our study on real datasets was not conclusive and incapable of providing
a detailed and comprehensive overview of the performance of each of these methodologies. Therefore
we conducted a comprehensive and systematic simulation study to investigate the performance of these
methods. Based on our study we have several suggestions regarding the choice of initialization method.
In the case of well-separated groups, Milligan (1980)’s method performs well under a variety of cluster
scenarios. Therefore, in general this method is a good choice for initializing the K-means algorithm.
One observation regarding Milligan (1980)’s method is that it does require the computation of the n×n
matrix of distances between observations. In the case of very large datasets, Milligan (1980)’s method
is not computationally practical. When n is very large a good alternative is Bradley and Fayyad (1998)’s
method. We note further that when the number of observations is small Bradley and Fayyad (1998)’s
method does not makes sense as it involves creating several subsets of the data. An alternative to Mil-
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ligan (1980) or Bradley and Fayyad (1998)’s methods is Mirkin (2005)’s method for well-separated
groups. Mirkin (2005)’s performance closely matches the best performing methods. These methods
perform well when performance is measured via both R and the objective function (3.1). For groups
that are not as well-separated Bradley and Fayyad (1998)’s method performs very well both in terms
ofR and the objective function (3.1) and is recommended for larger datasets with Milligan (1980) and
Mirkin (2005)’s method recommended for smaller datasets. Based on our empirical comparisons, the
default method used in the statistical package R R Development Core Team (2006) does not seem to
be one of the better methods. We do observe however, that increasing the number of random starts will
likely improve the performance of the random start method proposed by Faber (1994). Furthermore,
several of the more recent initialization methods introduced in Steinley (2003) and Belal and Daoud
(2005) seem to be poor choices with very inconsistent results.
In this study, we used the data-generation algorithm of Ghosh et al. (2010) which assumes Gaussian
distributed data. We believe that small deviations from the Gaussian setup will have minimal impact
on the results of the various methods. In addition we assumed that the number of groups, K, is known
a priori. Methods involving choosing the number of groups usually compare clusterings over a range
of possible K. The ultimate choice is based on maximizing some criterion of the clustering which
incorporates a penalty for larger number of groups. Even when K is unknown it remains important
to have good initialization methods; therefore, regardless of the a priori knowledge regarding K we
recommend using the suggested initialization methods in this paper to both choose K and obtain the
final clustering. Finally, we acknowledge that we have included eleven common initialization methods
that cover a wide variety of initialization strategies, however we concede that this list does not include
every possible strategy proposed in the literature. Indeed, because of the many ad hoc approaches that
are also often employed, it is perhaps even not practical to compare every method available. However,
we hope that this provides a starting point in refining and evaluating new initialization strategies for the
K-means algorithm.
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Table 3.3 Parameter estimates for the separate regression analysis by initializa-
tion method. Fonts and shading in the table represent bounds on the
p-values (bold and underline for p-value <0.001, bold and italic for
p-value <0.01, bold for p-value <0.05, italic p-value <0.1 and regular
font and shading otherwise). In this table for any two constants a and
b, aE-b means a ∗ 10−b. The blanks in the table represent factors that
were eliminated during stepwise regression.
Method center A70 HW79 Mil80 Fa94 BF98 St03 BD05 HK05 Mik05 AV07 Ma09
Σi = σ
2I for i, j
k 1.37E-3 2.67E-2 2.33E-2 -7.48E-3 2.50E-2 6.87E-3 1.09E-1 1.02E-1 2.14E-2 -1.49E-2 -2.36E-2 -1.82E-2
p 2.76E-3 1.89E-3 1.59E-3 2.26E-3 2.39E-3 1.99E-3 3.88E-3 3.15E-3 1.58E-3 3.26E-4 8.00E-4 2.09E-2
I 1.04 9.59E-1 9.35E-1 1.03 9.49E-1 1.06 1.05 1.05 9.65E-1 1.01 1.01 8.52E-1
n 4.10E-5 8.84E-5 1.01E-4 5.31E-5 8.36E-5 3.18E-5 1.25E-4 1.60E-5 9.27E-5 6.40E-5 1.01E-4 7.17E-5
k ∗ p 2.26E-5 -1.59E-4 3.41E-5 -2.99E-4 -9.06E-5 -4.61E-4 -9.23E-4 -1.47E-4 1.83E-5 1.53E-4 -9.64E-4
k ∗ I -5.50E-3 -4.42E-2 -3.66E-2 4.00E-3 -4.08E-2 -1.78E-2 -1.97E-1 -1.66E-1 -3.68E-2 1.01E-2 7.25E-3 2.47E-2
k ∗ n -4.78E-6 -8.69E-6 -1.01E-5 -5.19E-6 -8.58E-6 -3.47E-6 -1.66E-5 -7.00E-6 -9.43E-6 -5.61E-6 -7.21E-6 -5.76E-6
p ∗ I -3.01E-3 -2.23E-3 -2.10E-3 -2.53E-3 -3.22E-3 -2.06E-3 -5.59E-3 -4.67E-3 -2.11E-3 -1.11E-3 -1.57E-3 -1.41E-2
p ∗ n -3.42E-7 -2.51E-8 -2.39E-8 -2.63E-7 4.45E-8 -1.19E-7 -4.13E-7 5.79E-7 6.38E-8 1.50E-7 -1.52E-7 -2.75E-7
I ∗ n -4.75E-5 -9.45E-5 -1.10E-4 -5.89E-5 -8.78E-5 -3.46E-5 -1.11E-4 -4.81E-7 -1.03E-4 -7.01E-5 -1.05E-4 -7.13E-5
k ∗ p ∗ n 1.02E-8 7.56E-9 1.04E-8 3.46E-8 -1.10E-8
k ∗ p ∗ I 2.17E-4 4.14E-4 6.87E-5 1.06E-3 1.45E-3 2.16E-4 -2.53E-4
k ∗ I ∗ n 5.38E-6 9.53E-6 1.13E-5 5.73E-6 9.38E-6 3.76E-6 1.72E-5 8.55E-6 1.08E-5 6.12E-6 8.32E-6 5.84E-6
p ∗ I ∗ n 2.03E-7 1.37E-7 -9.41E-8 -9.26E-7 -1.40E-7 2.66E-7
Σi = Σj for all i, j
k -2.44E-2 4.74E-4 -3.01E-3 -3.95E-2 -4.20E-3 -2.96E-2 9.11E-2 7.03E-2 -9.72E-3 -4.35E-2 -4.47E-2 -2.98E-2
p 3.38E-3 1.43E-3 2.58E-3 2.57E-3 2.01E-3 3.26E-3 1.76E-3 2.24E-3 1.99E-3 2.53E-3 2.57E-3 1.79E-3
I 1.02 8.71E-1 9.13E-1 1.00 9.09E-1 1.02 9.77E-1 1.01 9.30E-1 9.97E-1 9.54E-1 8.58E-1
n -1.94E-5 5.53E-5 3.52E-5 -3.83E-6 2.55E-5 -2.06E-5 4.03E-5 -5.40E-5 4.02E-5 -1.98E-6 2.03E-5 2.55E-5
k ∗ p 1.25E-4 -5.65E-5 -1.74E-4 5.86E-5 -7.95E-5 -9.50E-5 -8.36E-4 -8.98E-4 7.65E-6 1.30E-5 8.31E-5 -5.54E-4
k ∗ I 2.26E-2 -8.58E-3 -8.86E-3 3.92E-2 -6.89E-3 2.23E-2 -1.70E-1 -1.29E-1 -5.18E-4 4.10E-2 3.26E-2 3.24E-2
k ∗ n 4.55E-7 -6.00E-6 -4.16E-6 2.53E-7 -2.64E-6 2.21E-6 -9.07E-6 5.32E-7 -4.46E-6 1.76E-7 -3.20E-6
p ∗ I -3.40E-3 -1.82E-4 -1.98E-3 -2.44E-3 -1.56E-3 -3.52E-3 -1.54E-3 -2.49E-3 -1.73E-3 -2.52E-3 -2.39E-3 6.61E-3
p ∗ n -5.06E-7 -4.21E-7 -3.11E-7 -3.12E-7 -3.04E-7 -3.38E-7 -3.40E-7 2.23E-7 -2.59E-7 -1.87E-7 -3.20E-7 6.87E-7
I ∗ n 1.41E-5 -5.60E-5 -4.00E-5 3.79E-7 -2.69E-5 2.38E-5 -2.13E-5 7.58E-5 -4.82E-5 -1.30E-5 -2.95E-5
k ∗ p ∗ n 1.21E-8 1.42E-8 8.01E-9 1.12E-8 1.16E-8 2.37E-8 7.29E-9 7.79E-9
k ∗ p ∗ I -1.28E-4 2.00E-4 -6.49E-5 1.17E-4 1.29E-4 1.45E-3 1.39E-3 -1.98E-4
k ∗ I ∗ n 2.90E-7 6.17E-6 4.93E-6 2.87E-6 -2.63E-6 9.05E-6 5.35E-6 4.22E-6
p ∗ I ∗ n 2.59E-7 1.75E-7 8.66E-8 2.61E-7 1.63E-7 -5.28E-7 1.27E-7 3.64E-7 -1.52E-6
Σi 6= Σj for i 6= j
k -1.48E-1 -1.07E-1 -1.15E-1 -1.54E-1 -1.12E-1 -1.28E-1 -5.78E-3 -4.41E-2 -1.19E-1 -1.53E-1 -1.33E-1 -1.32E-1
p 8.25E-3 7.78E-3 7.95E-3 8.15E-3 8.54E-3 8.49E-3 7.87E-3 8.23E-3 8.20E-3 7.49E-3 6.82E-3 1.61E-3
I 1.10 9.57E-1 9.72E-1 1.07 9.64E-1 1.12 9.70E-1 1.08 1.01 1.05 9.99E-1 8.96E-1
n 5.01E-5 1.01E-4 7.80E-5 5.45E-5 7.08E-5 1.80E-5 4.43E-5 6.14E-6 8.78E-5 5.55E-5 6.86E-5 7.89E-5
k ∗ p 7.31E-4 1.45E-4 2.80E-4 5.21E-4 1.72E-4 6.83E-4 -9.04E-4 -5.48E-4 3.27E-4 5.01E-4 6.11E-4
k ∗ I 1.23E-1 7.64E-2 8.44E-2 1.29E-1 8.18E-2 9.38E-2 -7.43E-2 -2.96E-2 8.70E-2 1.30E-1 1.02E-1 1.13E-1
k ∗ n -2.48E-6 -8.30E-6 -5.74E-6 -2.62E-6 -5.35E-6 -4.71E-7 -6.47E-6 -3.21E-6 -6.79E-6 -2.77E-6 -4.62E-6 -7.99E-6
p ∗ I -9.03E-3 -7.44E-3 -8.06E-3 -8.68E-3 -8.72E-3 -9.49E-3 -7.48E-3 -9.30E-3 -9.00E-3 -7.80E-3 -7.27E-3 9.82E-3
p ∗ n -2.76E-7 7.76E-8 4.97E-8 -5.68E-8 7.50E-8 -3.20E-7 3.32E-7 6.97E-7 2.00E-7 5.34E-8 1.02E-7 3.53E-6
I ∗ n -5.13E-5 -9.46E-5 -6.85E-5 -4.87E-5 -5.68E-5 -1.33E-5 -9.69E-6 1.62E-5 -8.41E-5 -4.74E-5 -5.29E-5 -7.42E-5
k ∗ p ∗ n 8.21E-9 1.99E-8 1.09E-8 1.26E-8 1.21E-8 8.02E-9 2.98E-8 1.02E-8 1.16E-8
k ∗ p ∗ I -4.51E-4 1.29E-4 -2.32E-4 1.33E-4 -3.57E-4 1.69E-3 1.30E-3 -2.53E-4 -5.25E-4
k ∗ I ∗ n 2.43E-6 7.86E-6 4.94E-6 2.01E-6 4.19E-6 4.56E-6 3.44E-6 6.65E-6 1.97E-6 3.80E-6 7.91E-6
p ∗ I ∗ n 1.40E-7 -3.45E-7 -2.13E-7 -1.58E-7 -2.62E-7 2.02E-7 -8.54E-7 -1.01E-6 -4.15E-7 -2.41E-7 -3.98E-6
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CHAPTER 4. K-MEANS HIERARCHICAL (K-mH) CLUSTER MERGING
ALGORITHM FOR IDENTIFYING GROUPS WITH ARBITRARY SHAPES
A paper in preparation for submission
Anna D. Peterson, Arka P. Ghosh and Ranjan Maitra
Abstract
The objective of clustering is to separate observations into groups such that observations within
groups are similar in some sense but different from observations in other groups. Hierarchical and
K-means clustering are two tools for unsupervised learning. However, both methods have their in-
dividual advantages and disadvantages. Hierarchical clustering suffers from computation complexity
in large datasets. K-means clustering requires a predetermined number of groups and is designed to
identify homogeneous spherically-shaped clusters in an ideal situation. We present a hybrid approach
to combine merits of the two methods. This non-parametric clustering approach is designed to identify
general-shaped clusters and is applicable to large datasets and multiple dimensions. Specifically, we
first fit a K-means algorithm to the dataset assuming a very large number of clusters K (presumably
much larger than the true number of clusters). The advantage of using K-means is its superior com-
putational efficiency on large datasets. We identify general-shaped clusters by merging groups that are
close together according to a separability index. The resulting clustering is our final derived grouping.
Performance is demonstrated on several generated and real datasets.
4.1 Introduction
Clustering is a form of unsupervised learning dealing with the assignment of observations into
subsets called clusters and is performed without prior knowledge of the group assignment. The gen-
71
eral objective is that observations placed in the same cluster are similar in some sense. The substan-
tial body of literature (Everitt et al. (2001); Fraley and Raftery (2002); Hartigan (1985); Kaufman
and Rousseuw (1990); Kettenring (2006); McLachlan and Basford (1988); Murtagh (1985); Ramey
(1985)) dedicated to clustering reflects both the difficulty and variety of clustering problems that arise.
Most unsupervised clustering techniques fall into one of two broad groups: hierarchical clustering and
partitional-optimization algorithms. Traditionally, hierarchical algorithms provide a tree-like structure
for demarcating groups, with the property that all observations in a group at some branch are also in
the same group higher up the tree. Hierarchical algorithms can be agglomerative (cluster-merging)
or divisive (cluster-breaking). Agglomerative algorithms successively merge smaller clusters together
whereas divisive algorithms successively break larger clusters apart. In most hierarchical clustering
methods some measure of dissimilarity between groups is used in order to decide to merge or break
clusters apart. In hierarchical clustering, the merging and breaking of clusters produces a way to repre-
sent the clusters as a dendrogram that gives an visual understanding of the data structure. Generally, a
linkage criteria specifies the dissimilarity between each branch of the dendrogram as a function of the
pairwise distances of observations in the sets. The linkage criteria can determine the possible shapes of
clusters. Single linkage for example is commonly associated with stringy clusters whereas Ward’s link-
age is more commonly used for spherical clusters (Johnson and Wichern (2007)). Although the nesting
structure provides a broad understanding of the relationships between observations within a dataset,
the quality of the clusters is usually inferior at higher branches of the tree. In addition, hierarchical
clustering methods require the calculation of all pairwise distances between data objects. Unfortu-
nately, recomputing distances between all pairwise groups at each stage of the hierarchical clustering
algorithms becomes computationally expensive for larger datasets. This quadratic complexity poses
problems that cannot be overcome by faster computers.
Partitional clustering, on the other hand, attempts to directly divide the dataset into a set of clusters,
so that the data in each subset (ideally) share some common trait. Typically the algorithm involves min-
imizing some measure of dissimilarity between observations within each cluster, while maximizing the
dissimilarity between observations in different clusters. Among the various partitional clustering algo-
rithms, the K-means algorithm is one popular choice. The objective of the K-means algorithms is to
minimize the within group sum-of-squares. Although,K-means as implemented by Hartigan and Wong
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(1979) is computationally efficient, there are three major drawbacks to the K-means algorithm: First,
the number of groups (K) must be chosen ahead of time. Secondly, different initialization strategies
often produce strikingly different groupings. Third, results are not as successful for non-homogeneous
spherical groups including cases with outliers. In this paper we seek to produce a hybrid of the two
methods taking several positive aspects of the K-means and hierarchical clustering algorithms while
discarding some of their deficiencies.
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ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l l
l
l
ll
l
l
l
l
l
l
l
l
lll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
ll
l
l
l
l
ll
l l
l
l
l
l
l
l
l
ll
l
ll l
l l
l
l
lll
l
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
ll l
l
l
l l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
ll ll
l
l
l
l
l
l
l
(b) K-means, K = 2
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(c) HC, K = 2, single linkage
Figure 4.1 Both color and symbol show the partition of Bullseye dataset with (a)
K-means, K = 6, (b) K-means, K = 2, (c) Hierarchical clustering
(HC), K = 2, single linkage.
We illustrate several of the shortcomings of these algorithms through the simple Bullseye dataset
found in Stuetzle and Nugent (2010). The Bullyseye dataset consists of a spherical cluster surrounded
by a cluster shaped like a ring. This dataset presents an example where both theK-means algorithm and
the Hierarchical clustering algorithm fall short. Figures 4.1(a-b) shows the clustering using K-means
with 6 and 2 groups. In addition, Figure 4.1(c) shows the grouping based on hierarchical clustering
with single linkage and K = 2. Neither approach clusters into their true groupings. Although Figure
4.1(a) captures the center group, we required 5 groups to create the outer ring. The visual in Figure
4.1(a) suggests a new method which uses K-means clustering on a large number of groups for which
we then merge closer groups together.
Several authors have already explored the idea of cluster merging. Fred and Jain (2005) introduce
the concept of evidence accumulation (EAC) for combing the results from multiple clusterings of the
K-means algorithm. The idea behind EAC is that each partition gives independent evidence of the
organization of the data. Fred and Jain (2005) propose creating a similarity matrix between all pairs
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of data points. In this similarity matrix each entry ni,j is the proportion of partitions containing obser-
vations i and j in the same group. The final data partition is then obtained by applying a hierarchical
agglomerative clustering algorithm using the similarity matrix as the distances between observations.
The motivation behind Fred and Jain (2005)’s method is that observations that appear together in the
majority of partitions should also appear together in the final chosen partition. This procedure is novel
in choosing among several different partitions; however, it is computationally expensive since this
approach involves performing either single linkage or average linkage on an n × n distance matrix,
where n is the number of observations. Baudry et al. (2010) propose a cluster merging method using a
model-based clustering approach. They propose first selecting the total number of Gaussian mixtures
components, K0, using BIC and then combining them hierarchically. This yields a unique soft cluster-
ing for each K less than K0. Stuetzle and Nugent (2010) adopt a nonparametric approach to clustering
based on the premise that groups correspond to modes of the density. Stuetzle and Nugent (2010) find
the modes within a dataset and assign observations to the “domain of attraction” of a mode. The collec-
tion of high density modes is used to create a hierarchical structure where dissimilarity between modes
is based on the lowest density observed between any pair of groups.
Several authors (Chen et al. (2004); Bocker et al. (2004)) have derived algorithms combining the
hierarchical clustering and the K-means clustering algorithms. Chen et al. (2004)’s method involves
first performing hierarchical clustering and using the results from hierarchical clustering to initialize
the K-means algorithm. Bocker et al. (2004)’s creates a hierarchical tree of solutions based on the K-
means algorithm. Here they start with K = 2 and obtain the clustering using the K-means algorithm.
Then they split these clusters in half by performing the K-means algorithm with K = 2 on each of
the first two clusters. This will produce four groups. The process is repeated until there are no further
groups to break apart. Although these two methods and our approach have similar algorithm names we
stress that each of these methods take a very different approach.
In this paper we propose a computationally efficient clustering algorithm which combines the ben-
efits of the fast convergence of the K-means algorithm with a more flexible agglomerative hierarchical
clustering algorithm. In Section 4.2 we give the general methodology and an outline of our algorithm.
This algorithm is followed by several more in depth key points regarding our algorithm. We present var-
ious datasets with complicated/general shapes and several real datasets in Section 4.3. These examples
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highlight the strengths and flexibility of our algorithm. We conclude with a short discussion.
4.2 Methodology
Let S = {X1,X2, . . . ,Xn} be a dataset of n observations each of dimension p. Hard clustering or
fixed-partitioning algorithms groups the observations in S into hard categories C1, C2, . . . , CK accord-
ing to a similarity measure between observations. The idea being that after clustering, the observations
within the same group are more similar than observations in different groups. These hard categories
C1, C2, . . . , CK form a data partition P . Different clustering algorithms often produce different par-
titions for the exact same dataset. In addition, the same clustering algorithm can produce strikingly
different partitions of a dataset when the algorithm uses different initializations. Suppose we have N
such partitions of a dataset S where Ψ = {P 1, P 2, . . . , PN} is the set of the N partitions. Then we
define P i = {Ci1, Ci2, . . . , CiKi} as a candidate partition where Cij is cluster j of partition P i, |Cij | is the
number of observations in Cij , Ki is the number of clusters in partition P i and
∑Ki
j=1 |Cij | = n for all
i. Then the goal is to find the optimal partition P∗ among the N partitions in Ψ. Ideally, P∗ provides a
close match to the true partition.
In Section 4.2.2 we present an algorithm to find a candidate partition of a dataset S. In Sections
4.2.3, 4.2.4 and 4.2.6 we describe some motivation for initializing and terminating the algorithm. In
Section 4.2.5 we present a distance measure used in the algorithm. In Section 4.2.7 we describe how to
use multiple runs of the algorithm to produce different candidate partitions in Ψ and then we propose
a method to choose P∗ among the partitions in Ψ. In Section 4.2.8 we describe a method to display
similarities between different partitions.
4.2.1 K-means and Hierarchical Clustering
We present two common clustering methods and a new hybrid method which takes ideas from
both of the more common approaches. The first common hard clustering approach is the K-means
algorithm, described below. Here for a p-dimensional vector x, ‖x‖ = √x′x denotes the Euclidean
norm.
K-means algorithm:
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1. Initialization: Set i = 0. Initialize the algorithm with K0 p-dimensional vectors, µ
(0)
k for 1 ≤
k ≤ K0 denoted as seeds.
2. Clustering: Define C(i)k =
{
Xj :
∥∥∥Xj − µ(i)k ∥∥∥ = min1≤l≤K ∥∥∥Xj − µ(l)k ∥∥∥ j = 1, . . . , n
}
.
3. Updating: µ(i+1)k =
1∣∣∣C(i)k ∣∣∣
∑
j∈C(i)k
Xj .
4. Termination: If the partition of the i-th step, {C(i)k : k = 1, . . . ,K0} is same as in the previous
step, then the algorithm stops. Otherwise i is changed to i+ 1 and steps 2 and 3 are repeated.
Different agglomerative hierarchical clustering methods arise because of the different ways of
defining distance between clusters. Next we present the description of an agglomerative hierarchical
clustering algorithm using single linkage or average linkage. Define d(A,B) as the distance between
cluster A and cluster B. For single linkage d(A,B) = min{‖x− y‖ : x ∈ A, y ∈ B}. For average
linkage d(A,B) = 1|A||B|
∑
x∈A
∑
y∈B ‖x− y‖. Note that this algorithm can easily be altered to use a
different linkage method.
Hierarchical clustering algorithm:
1. Setup: Define linkage criteria. If applicable specify number of clusters K∗.
2. Initialization: Set i = 1. Define C˜j(0) = Xj for all j.
3. Merging: For j ∈ (1, . . . , n − i) C˜(i)j = C˜(i−1)j . Find k, l such that k < l and d(C˜i−1k , C˜i−1l ) =
min1≤m<q≤n−i+1 d(C˜mi−1, C˜i−1q ). Set C˜(i)k = C˜(i−1)k ∪ C˜(i−1)l and if l < n − i + 1 then C˜(i)l =
C˜(i−1)n−i+1. Set i = i+ 1.
4. Termination: If i = n or i = n−K∗ + 1 terminate, else return to step 3.
4.2.2 New hybrid method of K-means and hierarchical clustering methods
Both the K-means algorithm and hierarchical clustering approach have their individual advantages
and disadvantages. The K-means algorithm is known to be fast converging however it lacks the ability
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to find arbitrary shapes. The hierarchical clustering algorithm with single linkage has more flexibility
in finding general shaped clusters, however has a computational curse (long convergence time) with
regard to an increasing number of observations. In addition, both methods are highly influenced by
outliers. In this paper we create partitions by combining ideas from the fast converging K-means
algorithm with the more flexible (in terms of cluster shapes) hierarchical clustering algorithm. Let
C1, . . . , CK0 be K0 disjoint initial starting clusters or K0 units. In what follows we define clusters as
a union or collection of units. Suppose A and B are collections of units. For the purpose of merging
collections of units A and B in a hierarchical step we define the distance D. For single linkage, define
D(A,B) = min1≤l,m≤K0{d(Cl, Cm) : Cl ∈ A, Cm ∈ B}. For average linkage, define D(A,B) =
1
|A|∗|B|∗
∑
Cl∈A
∑
Cm∈B d(Cl, Cm), where |A|∗ is the number of units in A and d(Cl, Cm) is a distance
between units Cl and Cm as defined in Section 4.2.5. Our combined approach is described below.
K-means hierarchical (K-mH) algorithm:
1. Setup: Let n be the number of observations. Initialize the algorithm with K0 p-dimensional
vectors, µ(0)k for 1 ≤ k ≤ K0 denoted as seeds. If applicable define desired number of final
clusters K∗. Set i = 0 and K = K0.
2. K-means step: Run the K-means algorithm using the initialization as in Step 1. This K-means
algorithm is run till termination where each final cluster is now considered as one unit. Set unit
labels as C1, . . . , CK0 .
3. Hierarchical step:
(a) Set i∗ = 1 and d∗1 = 1. Define C˜j
(1)
= Cj for all j.
(b) For j ∈ 1...(K0 − i∗) C˜(i
∗+1)
j = C˜(i
∗)
j . Find k, l such that k < l and D(C˜i
∗
k , C˜i
∗
l ) =
min1≤m<q≤(K0−i∗+1)D(C˜i
∗
m, C˜i
∗
q ). Set C˜(i
∗+1)
k = C˜(i
∗)
k ∪ C˜(i
∗)
l and if l < K0 − i∗ + 1 then
C˜(i∗+1)l = C˜(i
∗)
K0−i∗+1. Define d
∗
i = D(C˜i
∗
k , C˜i
∗
l ). Set i
∗ = i∗ + 1.
(c) If i∗ = K0 or i∗ = K0 −K∗ + 1 terminate, else return to 3(b).
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4.2.3 Number of starting clusters K0
The design of the K-means hierarchical algorithm is to start with sufficiently large number of
spherical groups (K0) such that these groups can be merged together in a hierarchical fashion to form
general-shaped groups. In order to choose K0, we adopt a method proposed by Krzanowski (1988).
Krzanowski (1988) proposed a method for finding the number of homogeneous spherical groups within
a dataset. Let K˜ be the true number of homogeneous spherical groups. Further let Wg be the pooled
within-group covariance matrix for the partition with g groups. Define
Diff(g) = (g − 1)2/ptrace(Wg−1)− (g)2/ptrace(Wg).
Krzanowski (1988) suggest that trace(Wg) should decrease dramatically as g increases provided that
g < K˜, but this decrease should slow down after g = K˜. Based on this expectation, Krzanowski
(1988) propose the following criterion to choose K0 as the number of homogeneous groups: Let Cg =
|Diff(g)/Diff(g + 1)| and g1, g2, . . . , gn be such that Cg1 ≥ Cg2 ≥, . . . ,≥ Cgn . Then choose
K0 = g1.
4.2.4 Initializing K-mean hierarchical algorithm
Part of theK-means hierarchical algorithm involves choosingK0 centers to initialize the algorithm.
In order to perform this step we use 1000 sets ofK0 randomly selected points from the n datapoints. We
choose the set of point to initialize the algorithm as the set of points resulting in the smallest within-
group sum-of-squares. When the number of observations in any group after step 2 of the K-means
hierarchical algorithm is less than 0.1% of the total number of observations, we label all observations in
this group as scatter. Then we go back to step 1 using a reduced dataset which excludes the observations
labeled as scatter.
4.2.5 Distance measure between units
LetX1,X2, . . . ,Xn be independent p-variate observations withXi ∼ Np(µζi , σ2ζiI), where ζi ∈
{1, 2, . . . ,K} for i = 1, 2, . . . , n. Here we assume that µk’s are all distinct and that nk is the number
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of observations in cluster k. Then the density for theXi’s is given by
f(X) =
K∑
k=1
I(X ∈ Ck)φ(X;µk, σ2kI), (4.1)
where Ck is a unit indexed by the Np(µk, σ2kI) density and I(X ∈ Ck) is an indicator function spec-
ifying whether observation X belongs to the kth group having a p-dimensional multivariate normal
density φ(X;µk, σ
2
kI) ∝ (σk)−p
2
exp(− 1
2σ−2k
(X − µk)′(X − µk)), k = 1, . . . ,K. Define distance
measure
Dk(Xi) = (Xi − µk)
′(Xi − µk)
σ2k
(4.2)
and the variable
Y j,l(X) = Dj(X)−Dl(X), whereX ∈ Cl, (4.3)
and Y l,j(X) similarly. Using the modeling formulation above, Y j,l(X) is a random variable which
represents the difference in squared distances of X ∈ Cl to the center of Cj and to the center of Cl.
Then pj = Pr[Y j,l(X) < 0] is the probability that an observation is classified into Cj when in fact the
observation is from Cl. Rather than using the typical euclidean distance we define the distance measure
between groups Cj and Cl as
d(Cj , Cl) = pj + pl. (4.4)
Next we define the distance measure used in step 3 of the K-means hierarchical algorithm. First
note: the completion of step 2 of the K-means hierarchical algorithm produces K0 units with labels
C1, . . . , CK0 . For 1 ≤ k ≤ K0 estimate the mean (µˆk) based on the average of the observations within
Ck. In addition, estimate the covariance matrix (σˆ2kI) using the within-group sum-of-squares of Ck.
Using the estimated unit centers and the estimated variance within each unit we can approximate the
value of d(Cj , Cl) between any two units (Cj , Cl) produced using the K-means algorithm. We use the
estimated measure of separation ̂d(Cj , Cl) in the examples presented in this paper.
4.2.6 Determine K∗ for the K-means Hierarchical algorithm
In this section we provide an automated procedure for choosing the number of general-shaped
clusters (K∗). Denote distances d∗1 ≤ d∗2 ≤, ...,≤ d∗K0 as in 1 and 3(b) of the K-means Hierarchical
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algorithm. Define the change point distance (CP ) to be the length between consecutive distances.
CPk = d
∗
k+1 − d∗k (for k = 1, . . . ,K0). For what follows we consider the partitions corresponding to
the largest change point distances. Choose K∗ = k1 where k1, k2, . . . , kL such that CPk1 ≥ CPk2 ,≥
, . . . ,≥ CPkL .
4.2.7 Forming N partition and choosing P∗
The K-means hierarchical algorithm as presented above produces one partition starting with K0
units ending with K∗ clusters. In this section we introduce a procedure that creates N candidate par-
titions each using the K-means hierarchical algorithm. This procedure involves choosing M different
initialization values and L choices for final clusters for each of theM initializations. For fixedM and L
we have ML = N different partitions that form a set of partitions Ψ. Specifically, in Section 4.2.3 we
recommend choosingK0 = g1 where g1, g2, . . . , gn is such thatCg1 ≥ Cg2 ≥, . . . ,≥ Cgn . Rather than
restricting the clustering to one value of K0, we propose running the K-means Hierarchical algorithm
M times with initializations such that K0 = K0(i), where K
(1)
0 = g1,K
(2)
0 = g2, . . . ,K
(M)
0 = gM .
Define ki,1 = k1, ki,2 = k2, . . . , ki,L = kL as in Section 4.2.6 for K0 = K
(i)
0 . Then for each K
(i)
0 we
recommend using L different partitions initialized using K∗ = ki,j for j ∈ {1, 2, . . . , L}.
Define the N × N matrix W where Wi,j = Ri,j , where Ri,j is the value for the Adjusted Rand
index between partitions i and j. Define objective function:
W¯i =
∑
j
Wi,j/N. (4.5)
Choose P∗ to be the partition that best matches Ψ in the sense of maximizing the objective function.
Then
P∗ = {P i : W¯i = max
1<j<N
W¯j}. (4.6)
P∗ is a good choice for the final partition since it represents the partition that is most similar to the
other candidate partitions.
4.2.8 Heatmap visualizing Ψ
Fred and Jain (2005) propose a way to visualize similarities between different partitions. The main
idea is that observations belonging to the same cluster will more often than not be placed within the
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same cluster in most of the partitions. Define ni,j as the number of times observations i and j appear
in the same cluster across N partitions. Assuming that there are n observations, define the n × n
dissimilarity matrix as 1− ni,j/N .
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Figure 4.2 Sample heatmaps based on several partitions of a dataset.
We extend the ideas presented in Fred and Jain (2005) to display the dissimilarity matrix for both
large and small dataset. Before we graph the dissimilarity matrix, we order the observations in an
informative way. The ordering of the observations is chosen by randomly selecting n∗ rows of the
dissimilarity matrix. Then the columns and rows of the matrix are ordered based on the entries in the
first randomly chosen row. Ties are broken by the ordering in the second randomly chosen row. This
process is continued iteratively through the n∗ randomly chosen rows. For the examples presented in
this paper we find that n∗ = 15 is sufficient to produce informative graphs. This heatmap gives us an
indication of the correct number of groups or how confident we are in the final solution. If there is
not a clear separation between the groups then this suggest that we cannot be as confident in the final
clustering. If, however, we do see a clear break between groups we can assume our clustering results
to be more accurate.
Unfortunately, heatmaps create very large files when dealing with large dataset. Therefore, when
the number of observations n is large (n > 1000) we suggest creating several different heatmaps each
based on different random subsets of the dissimilarity matrix corresponding to 500 randomly selected
observations. These subsets will provide a way to compare the different partitions. Furthermore, the
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repetition of this process will allow us to determine if there is consistency between the randomly chosen
subsets. Two example heatmaps are presented in Figures 4.2.8(a-b). Here we see that there appears
to be a clear case for three different groups represented by the three green blocks. Note that the two
different visualizations are based on 2 random samples with 500 of 3000 observations that were present
in the original dataset.
In the case of strong evidence (based on the heatmap or otherwise) for a specific number of general-
shaped clusters, we suggest choosing L = 1 in Section 4.2.7 with K∗ fixed for all M runs of the
algorithm. In this case we have N = M different partitions. Then P∗ is chosen as in (4.5) and (4.6).
4.3 Experimental Evaluations
In this section we illustrate the performance of K-means hierarchical clustering (K-mH) on both
simulated and real datasets. The various examples highlight some of the strength of our methodology.
For the general-shaped datasets we use single linkage to merge clusters in the hierarchical step of
K-mH. For more spherical groups we use average linkage to merge clusters in the hierarchical step
of K-mH. We compare K-mH to some more recent methods including the method proposed in Fred
and Jain (2005) (FJ), the cluster merging method of Baudry et al. (2010) (CM) and generalized single
linkage with nearest-neighbor density estimate (GSL-NN) proposed by Stuetzle and Nugent (2010).
These methods are included to showcase differences between K-means hierarchical clustering and
other cluster merging methods. For several two-dimensional examples, we present partitions using
each method. For all datasets we provide R between the true partition and the partition using each of
the suggested procedures.
We implement FJ using the functions “hclust” and “kmeans” in R (R Development Core Team,
2006). Further, as suggested in Fred and Jain (2005), we use 30 random clusterings of the “kmeans”
algorithm to produce the “Evidence Accumulation” matrix when performing FJ. In order to choose the
number of groups we use the procedure outlined in Section 3.3 of Fred and Jain (2005). To imple-
ment CM we use the Matlab code provided in the supplemental material of Baudry et al. (2010). As
mentioned by Baudry et al. (2010), CM does not provide a conventional formal statistical inferential
method for choosing between different numbers of clusters. However, Baudry et al. (2010) suggest
an automated procedure to choose the number of groups. This procedure as presented in Section 3 of
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Baudry et al. (2010) uses an “elbow rule” on the plot displaying the entropy variation versus the number
of clusters. We adopt this automated approach when choosing the number of groups. To perform GSL-
NN, we use the R code provided in the supplemental material of Stuetzle and Nugent (2010). Further,
we use the subjective procedure outlined in Section 7 of Stuetzle and Nugent (2010) when choosing
the number of groups. As this procedure is subjective we take a conservative approach and give the
best partition between several choices when the choice is unclear. K-mH produces several candidate
partitions before choosing the partition P∗ as outlined in Section 4.2.7. In the following examples we
use M = 6 and L = 3 for a total of 18 different candidate partitions. We have tried other values for M
and L with similar success but use this combination in all examples to provide consistency.
4.3.1 Two-dimensional Examples
This section goes through numerous two-dimensional examples. Several examples were taken from
other papers with a focus on cluster merging. Other examples were generated to showcase the flexibility
of the K−means hierarchical clustering algorithm.
4.3.1.1 Bananas-sphere Dataset
The data in this 2-dimensional example consist of two separated half rings each resembling the
shape of a banana each containing 750 observations. The banana-shaped groups are surrounded by a
third group in the shape of a full ring composed of 1500 observations. The data for each of these groups
was produced using random observations generated from different normal distributions such that the
means of these normal distributions change following the center path of the each shape. In addition 15
randomly scattered points are added to this dataset for a total of 3015 observations.
Figures 4.3a-d give the partitions using the suggested approach for choosing K∗ based JF, CM,
GSL-NN and K-mH respectively. JF chooses a 5-group partition rather than a 3-group partition, how-
ever,R is reasonably high at 0.95. When using CM, the elbow in the plot displaying entropy versus K
overestimates the number of groups suggesting K = 11. GSL-NN suggests either 2, 5 or 12 clusters.
Conservatively, we present the two cluster solution which slightly underestimates the number of groups.
The automated partition forK-mH produces a 3-group partition P∗ based on maximizing (4.5). Further
Figure 4.2.8a gives the heatmap for the co-association matrix using 18 candidate partitions based on the
83
lllllllllllllllllllllllllllllllllllllll
llllllllllllllll
lllllll
lllllll
ll l
llll
lllllll
llll ll
lllll ll
l ll
ll l
ll
llll
llllllll
l
llll l
l
ll
l l
l
ll
l
lllll
llll
l
l
ll
ll
l
l
l
l
l
l
l
l
ll
l
llll
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
lll
l
l
l
llll
l
l
ll
ll
l
l
l
lll
l
l
ll
l
l
l
l
ll
l
lll
ll
l
ll
l
l
l
llll
lll
l
l
l
l
l
l
l
lllllll
l
lll
llll
ll
lllll
lll
l
llll
l
l
lll
l
lll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
lll
lll
ll
lll
ll
l
l
l
ll
l
l
l
l
l
l
ll
l
l
ll
ll
l
l
l
ll
l
l
l
lll
l
l
ll
l
ll
llll
l
ll
l
lll
lll
l
ll
lll
ll
l
ll l
l
l
l
l
l
l l
ll
l
ll
l
ll
ll
lll
l l
l
ll
l
llll
llll
l
lllll
ll
lll
ll
l
l
ll
l
ll
l
l
lll
l
l
l
ll
ll
ll
l
ll
l
l
ll
l
lll
l
l
lll
llll
ll
lll
l
lll
l
ll
l
lll
l
l
ll
l
l
l
l
l
l
ll
lll
l
l
ll
lll
l
llll
ll
ll
l
l
ll
l l
lll
l llll
l
l
llll
ll
l
ll
llll
l
l
l
l
l
l l
l
l
lll
ll
l
l
l
l
l
ll
l
ll
lll
l
lll
l
l
lll
lll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
llll
l
l
ll
l
l
l
l
l
lll
lll
llll
ll
ll
l
l
l
l
ll
l
l
l
l
l
l
ll
l
lll
l
ll
l
l
l
lll
l
l
l
ll
l l
l
l
l
ll
l l l
l
l
l ll lll
l
l
l
l l
l
l
l
l
l
l
l
l
lll
l
ll
l
l
l
lll
l
l
l
l
l
ll
l
l
ll
l
ll
l
l
l
l
ll
ll
l
l
l
llll
l
l
l
l
l
l
l
lll
l
l
ll
l
l
lll
llllll
l
l
l
l
l
l l
ll
l l
ll
l l
ll
l
l l
l
l
l ll
l
l l
l
ll
l
l
l
ll
l
l
lll
l
l
ll
l
ll
l
l
l
l
l
l
l
lll
ll
lll
l
ll
ll
l
ll
l
l
ll
l
ll
l
l
l
l
l
l l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
(a) R = 0.95, K = 5
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(d) R = 0.99, K = 3
Figure 4.3 Automated/subjective partition for the Bananas-sphere datasets by (a)
FJ (b) CM (c) GSL-NN and (d) K-mH. Below each subplot we give
R between the clustering and the true grouping.
K-means hierarchical method. In this example the heatmap also suggestsK = 3, with groups separated
by the three green boxes. Based on the size of the boxes, there appears to be one large group consisting
of half of the observations and two smaller groups each containing a quarter of the observations. In this
example K-mH performs very well for the automated partition with a correspondingR of 0.99.
4.3.1.2 SCX and Cigarette-Bullseye Datasets
The examples in this section were created to showcase datasets using a variety of cluster shapes
with different cluster sizes. The SCX dataset contains three separated C-shaped groups rotated at
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different angles, a large S-shaped group and four small x-shaped groups. In addition 20 randomly
scattered points are added to the dataset for a total of 3420 observations. Figures 4.4a-d are created
in the same spirit as Figures 4.3a-d for the SCX dataset. In this example all methods perform poorly
except for K-mH. The heatmaps for the SCX dataset based on 18 partitions suggest the correct number
of groups with K∗ = 8. Furthermore, K-mH takes under 19 seconds to complete. In comparison CM
has a completion time over ten minutes.
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(d) R = 0.997, K = 8
Figure 4.4 Automated partition for the SCX dataset by (a) FJ (b) CM (c) GSL-NN
and (d) K-mH.
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(a) R = 0.96, K = 9
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(b) R = 0.99, K = 6
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(c) R = 0.78, K = 6
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(d) R = 0.99, K = 8
Figure 4.5 Automated partition for the Cigarette-Bullseye dataset by (a) Fred and
Jain (2005)’s method (b) Baudry et al. (2010)’s method (c) GSL-NN
and (d) K-means hierarchical clustering.
The Cigarette-Bullseye dataset consists of three concentric rings, two long clusters above two small
clusters and one cluster that is formed using two overlapping Gaussian groups. Figures 4.5a-d are
created in the same spirit as Figures 4.3a-d for the Cigarette-Bullseye dataset. GSL-NN under estimates
the number of groups resulting in a low value ofR. All other methods perform well as measured byR,
however, CM does not distinguish between some of the smaller groups. KmH performs well finding
the correct number of eight groups.
We are less confident in the number of groups based on the heatmap for the Cigarette-Bullseye
dataset. The lower left box could suggest either one or two groups based on the pink, yellow and green
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shading. Similarly, the larger box near the top right corner also suggests either one or two groups due
to the orange shading. Therefore, this heatmap suggests between eight and ten groups.
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Figure 4.6 Heatmap based on 18 partitions for (a) SCX dataset and (b)
Cigaret-bullseye dataset.
4.3.1.3 Banana-clump and Bullseye Datasets of Stuetzle and Nugent (2010)
The next two examples, as presented in Figures 4.7a-b, consist of datasets with fewer than 500
observations. Both the Banana-clump and Bullseye examples are taken from Stuetzle and Nugent
(2010). The Banana-clump dataset consist of a Gaussian cloud and a banana-shaped group with a total
of 200 observations. The Bullseye Dataset consists of a Gaussian cloud surrounded by a spherical
cluster with a total of 400 observations.
FJ, CM, GSL-NN and K-mH all produce good partitions for the Banana-clump dataset with R
over 0.98 in all cases. The “elbow” approach of CM suggests three groups splitting the banana into
two different groups. In addition, GSL-NN does not give a clear indication for the number of groups.
Figure 4.8a displays the heatmap matrix for the Banana-clump dataset. In this figure there are two large
blocks however the block in the lower left corner is split further into two green blocks surrounded by
yellow. Therefore, the heatmap displays the uncertainty of the number of groups suggesting either two
well-separated groups or three groups such that two of the three groups are closer together.
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(a) Banana-clump Dataset
ll
l
l
l
l
l
l
ll
l
l
l
ll
l ll
l ll
ll
ll l
ll
l
l
l
l
l
ll l
l
l
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l ll llllll ll
l
l l l
l
l
l
l
l
l
l
l
l ll
lll
l
l
l
l
ll
l
ll
l
l
l
ll
ll
l
l
ll
l
l
l
l
l
l
l
l
lll
l
llll
l
l
l
l
l
l
l
ll lllll l
l
l
ll
l
l
l l
l
l
l ll
llll
ll
l
l
l
l
l
l
l
ll
l
ll
l
l
l
lll
l
l
ll l
l
l
l
l
l
l
l l
ll
l l
l
l
l
l
l
l l
l
ll
l
ll l
ll
l
lll
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l
lll
lll
ll
l l
l
ll
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l l
l
ll
l
l
(b) Bullseye Dataset
Figure 4.7 Banana-clump and Bullseye Datasets
Forcing a two-cluster solution for the Bullseye dataset produces good partitions using CM, GSL-
NN and K-mH clustering with R over 0.99 in all cases. FJ produce a poor 2-group solution with R
of 0.75. Although the two cluster solution performs well for these methods, the partitions generated
using an automated approach with no prior knowledge of K∗ are not as successful. Neither the elbow
approach of Baudry et al. (2010) nor GSL-NN suggested two groups for the Bullseye dataset. Figures,
4.8b display the heatmaps for the Bullseye suggesting 2 groups.
4.3.2 Higher-Dimensional Dataset
This section demonstrates the performance of various methods using higher-dimensional datasets.
The first set of datasets were developed for the ideal case the K-means algorithm. We generated six
different Simplex datasets all from 7 dimensional, 7 group Gaussian mixtures with identical spherical
covariance structures. The datasets in this example each consist of 7 spherical Gaussian groups each
with common standard deviation of σ ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6}. The actual group sizes for each
dataset are 50, 60, 70, 80, 90, 100, and 110. For each of these datasets, centers of the Gaussian
groups are all placed on the same 7-dimensional simplex. For the Simplex datasets, we use average
linkage in the hierarchical step of K-mH. Table 4.1 summarizes the performance for each of the
following methods: FJ, CM, GLS-NN and K-mH respectively. GLS-NN and K-mH perform well
for the well separated Simplex datasets with performance dropping with an increase in variance. In
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Figure 4.8 Heatmaps for Banana-clump and Bullseye Datasets
addition, both methods choose the correct number of groups in the well separated cases. For simplex
datasets with larger variance GLS-NN does a better job of choosing the correct number of groups,
however performance in terms of R is comparable for both GLS-NN and K-mH in all 6 different
Simplex datasets. For all but the first two cases (σ = 0.1 and σ = 0.2), FJ and CM have poor
performance as demonstrated byR.
We present one example heatmap of the co-association matrix for the simplex dataset with σ = 0.2.
Figure 4.9a displays this heatmap based on the 18 partitions generated usingK-mH clustering. No prior
knowledge regarding K is used when creating this heatmap. The heatmap gives a clear indication for
seven groups. In addition to the number of groups the heatmap provides an indication for the size of the
groups. This heatmap suggests that two of the groups are large in size, two of the groups being medium
in size and 3 smaller groups. The smaller groups appear to be about half the size of the larger groups
and the medium sized groups appear to be about half way between the size of the smaller groups and
the larger groups.
The next three examples are presented to illustrate performance using real higher-dimensional
datasets. In all cases we use average linkage in the hierarchical step of the K-mH.
The Olive Oil data is a real dataset that consist of measurements on eight chemical components
for 752 samples of olive oil. These samples come from nine different areas in Italy. This dataset was
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Table 4.1 Performance measure in terms of R for the five different simplex
datasets using FJ, CM, GSL-NN and K-mH. The first row for each
dataset displays R between the 7-group solution and the true. A dash
implies Baudry et al. (2010)’s method could not produce a 7-group par-
tition. The second row displaysR (RK) between the partition produced
by an automated approach and the true partition. The third row gives
the corresponding value for K.
Method
Dataset FJ CM GLS-NN K-mH
Simplex-1 (σ = 0.1)
R 1.0 1.0 1.0 1.0
RK 1.0 1.0 1.0 1.0
K 5 5 7 7
Simplex-2 (σ = 0.2)
R 1.0 1.0 1.0 1.0
RK 1.0 0.62 1.0 1.0
K 7 5 7 7
Simplex-3 (σ = 0.3)
R 0.07 - 0.71 0.90
RK 0.07 0.00 0.82 0.90
K 2 1 6 7
Simplex-4 (σ = 0.4)
R 0.07 - .35 0.60
RK 0.07 0.00 0.35 0.60
K 6 1 7 7
Simplex-5 (σ = 0.5)
R 0.01 - 0.09 0.40
RK 0.01 0.00 0.09 0.40
K 5 1 2 7
Simplex-6 (σ = 0.6)
R 0.00 - 0.09 0.20
RK 0.00 0.00 0.09 0.21
K 2 1 5 8
standardized before grouping observations. Table 4.2 summarizes the performance for each of several
methods. FJ, CM, GSL-NN and K-mH all have mediocre performance based on R. None of the
methods produceR over 0.9 between each partition and the true. A closer look at the partitions reveals
that areas 2 and 4 (both from the southern region of Italy) and are difficult to separate, similarly, areas
7, 8 and 9 (all from the northern region of Italy) are also difficult to separate. Figure 4.9b presents the
heatmap based on 18 partitions of the Olive Oil dataset. The heatmap for the Olive Oil dataset provides
an indication of the difficulty in separating some groups. Specifically the top right corner has two sets
of observations connected by a yellow block. This indicates that half of the partitions combine these
two groups and half of the partitions separate these groups.
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Figure 4.9 Heatmaps for (a) Simplex dataset and (b) Olive Oil dataset.
The Handwritten Digit dataset was created by collecting 250 samples from 30 writers. Each writer
was asked to record 250 digits (0-9) in random order. The dataset consists of 7494 observations each
with 16 different attributes. The data were taken from UCI Machine Learning Repository. When
clustering this dataset we use the principal components scores. Table 4.2 summarized the performance
for FJ and K-mH. CM and GLS-NN are not provided due to an error message when running the code.
FJ shows poor performance wheres K-mH has moderately good performance.
The Acute Lymphoblastic Leukemia dataset is a very high dimensional dataset consisting of micro-
array gene expressions on 12,558 genes for 360 patients. We selected the 200 genes with the highest
variance and used the principal components of the reduced dataset before finding partitions with various
methods. These data were divided into seven groups corresponding to six known leukemia subtypes.
Table 4.2 summarizes the performance for FJ, GLS-NN and K-mH. Note: we do not report results for
CM since this method produced an error message. For the Acute Leukemia dataset, K-mH is the top
performing method, with both FJ and GLS-MM performance falling a little short.
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Table 4.2 Performance measure in terms ofR for the Olive Oil, Handwritten Digit
and Acute Leukemia datasets using FJ, CM, GSL-NN and K-mH. The
first row of each block displaysR between the automated partition and
the true partition. The second row gives the corresponding number of
groups. A dash in the table indicates a failed convergence or error mes-
sage.
Method
Dataset FJ CM GLS-NN K-mH N p K
Olive Oil
R 0.53 0.75 0.82 0.85 752 8 9
K∗ 4 7 7 8
Handwritten Digit
R 0.05 - - 0.60 2000 15 10
K∗ 6 - - 10
Acute Leukemia
R 0.27 - 0.47 0.57 215 200 7
K∗ 9 - 5 11
4.4 Discussion
In this paper we propose a newK-means hierarchical clustering algorithm. This algorithm is based
on the idea that different clusterings of a dataset each provide different discrete evidence of a grouping.
We compare several different clusterings of the data and choose the final grouping which is most sim-
ilar to the other proposed partitions. K-means clustering is used as the initial step before combining
groups due to the computational efficiency of the K-means algorithm of Hartigan and Wong (1979).
Furthermore, the hierarchical step of the algorithm is performed on a K0 ×K0 dimensional matrix of
distances such that K0 is smaller than n. This reduction in the dimension of the distance matrix in the
hierarchical step greatly reduces the computational complexity when compared to performing the hier-
archical clustering on an n× n matrix of distances. We performed this calculation on a well-separated
dataset containing 100,000 observations with a total computation time under 45 seconds for the K-
means hierarchical algorithm. This same dataset was clustered using hierarchical clustering using only
10% of the observations and the computation time took over 30 minutes. Both cases produced a per-
fect partitioning of the observations but the amount of computation time spent performing hierarchical
clustering was drastically more than the amount of time spent using the K-mean hierarchical algo-
rithm. We further clustered a two-dimensional dataset generated to be well-separated with 1,000,000
observations. In this case K-mH took under 5 minutes to find a perfect grouping.
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In Section 4.3 we note that the K-means hierarchical algorithm is among the top performing meth-
ods for both the simulated datasets with complicated shapes as well as several real datasets. Based on
these examples it is clear that GSL-NN performs well whenK is known however the method for choos-
ing K is not consistent across the various examples presented. The K-means hierarchical algorithm
presents an automated clustering approach that is shown to consistently find the true number of groups.
In addition, we use a graphical method introduced in Fred and Jain (2005) that we use to investigate the
correct number of groups. Furthermore, K-means hierarchical algorithm is computationally efficient
for larger datasets in comparison to several other cluster merging algorithms.
There are several directions for future work. One possibility is to compare other distance measures
in the hierarchical step of the K-means hierarchical algorithm. It may be worthwhile to further use
several different distance measures as candidate partitions when choosing the optimal partition P∗. A
different direction is to introduce a classification version of K-means clustering. The idea here would
use K-means on each class and assign new observations to the class corresponding to the smallest
distance to any of the K-means cluster centers.
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