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Abstract 
In this thesis we propose and develop two new models for stock price pre-
diction. They are finite Gaussian mixture ARMA-GARCH model, and finite 
mixture-of-expert ARMA-GARCH model. Finite Gaussian mixture ARMA-
GARCH model is an extension of the existing Gaussian mixture AR-GARCH 
model which has been proposed by Wong, Yip and Xii [1]. Finite mixture-of-
expert ARMA-GARCH model is a completely new model. The two models 
have been applied to three real world stock price time series. Results have 
shown that mixture models generally give better forecasting than conven-
tional linear time series. The mixture-of-expert model can even improve the 
performance of the second step and third step stock price prediction. 
We use different model selection criteria to select the best order for our 
two new mixture models, and their selection power have been compared us-
ing simulation experiments. Results have shown that for Gaussian mixture 
models, BIG can perform better than AIC. The BYY harmony learning has 
the capability to perform automatic model selection during learning. Exper-
iments have also shown that in the case of mixture-of-expert, selection power 
of BYY harmony learning is as good as BIG. Since BYY harmony learning 
i 
has automatic model selection ability, it can save much time and is preferred 
for estimating mixture-of-expert ARMA-GARCH model. 
Our experiment results have shown that many stock price time series 
have the moving average effect. So both AR and ARM A should be applied 
to a given stock price time series, and chooses the one that gives the better 
results. 
All linear time series must obey stationarity condition, which means that 
all roots of their characteristic equations must lie outside the unit circle. 
However, conventional estimation algorithms cannot ensure stationarity of 
the time series during learning. In this thesis, we propose new stable estima-
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This thesis concentrates on the most general linear time series, the Au-
toregressive Moving Average with Generalized Autoregressive Conditional 
Heteroscedasticity effect (ARMA-GARCH). We propose two new mixture 
ARMA-GARCH models. The finite Gaussian mixture ARMA-GARCH model 
is an extension of the existing Gaussian mixture AR-GARCH model which 
was proposed by Wong, Yip and Xu [1]. The finite mixture-of-expert ARMA-
GARCH model is a completely new model. Thorough investigation of stock 
price prediction using these two new mixture ARMA-GARCH models have 
been conducted. Comparisons of mixture models with conventional time 
series models have also been done. 
We have also developed new stable estimation algorithms for estimating 
AR(1) and AR(2) processes. These new stable estimation algorithms can en-
sure stationarity during learning. So the situation that a time series becomes 
non-stationary during learning can be eliminated. 
This chapter briefly introduces any required background materials. It 
also outlines the structure of the whole thesis. 
1 
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1.1 Background 
1.1.1 Linear Time Series 
A simple model that describes the behavior of one variable (or a set of vari-
ables) in terms of past values, without the benefit of a well-developed the-
ory, have been shown to give very good forecasting performance. The large 
macroeconomic models investigated in 1960s usually have poorer forecasting 
performance than just a simple univariate linear time-series model. Details 
discussion on time series analysis can be found on the seminal book written 
by Box and Jenkin [2]. In this thesis we use univariate linear time series as 
the basic building block of our mixture models. 
Stationarity 
For a time series that can be estimated using conventional linear time series 
model, it must satisfy stationarity condition. For every linear time series, 
a characteristic equation can be derived from the autoregressive part of the 
series. A stationary linear time series has all the roots of its characteristic 
equation lie outside the unit circle. Definition of covariance stationarity is 
shown in section 2.6. 
ARCH and GARCH 
Linear time series model assumes the variance of the data is constant. A 
constant variance process is called homoscedastic. However, many real world 
time series show volatility, or changing of variances. In analysis of macroe-
conomic data, Engle [3，4] and Cragg [5] found evidence that for some kinds 
of data, the disturbance variances in time-series models were less stable than 
usually assumed. Engle's results suggested that in models of inflation, large 
and small forecast errors appeared to occur in clusters, suggesting a form 
of heteroscedasticity in which the variance of the forecast error depends on 
the size of the previous disturbance. He suggested the autoregressive con-
ditionally heteroscedastic, or ARCH model, as an alternative to the usual 
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time-series process. Some studies of financial markets suggested that the 
phenomenon is quite common. The ARCH model has been proven to be 
useful in studying the volatility of inflation [6]，the volatility of stock market 
returns [7], and the behavior of foreign exchange markets [8]. 
The generalized autoregressive conditionally heteroscedastic model is the 
generalization of ARCH model. As proposed by Bollerslev [9], a significantly 
less number of terms used in a GARCH model than in an ARCH model, can 
give the same or even better performance. 
1.1.2 Mixture Models 
This thesis proposes two mixture models for time series modelling. Hassel-
blad [10, 11] was among the firsts to discuss mixture models, whose work 
included the R normal distributions, mixtures of Poissons, binomials, and 
exponentials distributions. Day [12] and Wolfe [13] considered the mixtures 
of multivariate normal distributions. In this thesis we consider two kind of 
mixture models, the Gaussian mixture and the mixture-of-expert. 
Gaussian Mixture model 
The rationale behind Gaussian mixture is that there are many clusters in 
the data. Each cluster has a Gaussian distribution, as shown in figure 1.1. 
In the figure, the two dimension data have two clusters. For a GMM model, 
each cluster is assumed to be normally distributed. So it is more dense at the 
centers, and gradually less dense when going away from them. For the data 
displayed in figure 1.1，there should have two components in the mixture 
model. The left cluster has more samples than the right cluster. So the 
weight of the left cluster must be larger than the right cluster. In fact, the 
weight of a cluster is the probability that an observation comes from the 
corresponding cluster. The product of the weight and the Gaussian density 
of a cluster is the joint probability that a specific observation occurs from 
that cluster. 
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Mixture-of-Expert 
The second mixture model we will investigate in this thesis is the mixture-
of-expert. Figure 1.2 shows a typical mixture-of-expert network. From the 
figure, the experts and the gating are treated as networks. This is because 
mixture-of-expert originally was applied to network architecture. However, 
the experts and the gating are not required to be some kinds of networks. 
They can be any mathematical functions that will map any input vectors to 
some output vectors. In the figure, there are three experts. Each expert reads 
an input vector, and generate an output vector. The gating network selects 
one of the experts output as the final output of the whole network. So there 
are two concepts that do not appear in Gaussian mixture: the input vector 
and the gating network. 
The motivation of using mixture-of-expert is (from Jacobs et al. [14]): 
. . . i f we know in advance that a set of training cases may be 
naturally divided into subsets that correspond to distinct sub-
tasks, interference can be reduced by using a system composed of 
several different "expert" networks plus a gating network that de-
cides which of the experts should be used for each training case. 
. . .The experts are therefore local in the sense that the weight 
of one expert is decoupled from the weights in other experts. In 
addition they will often be local in the sense that each expert will 
： 辄 ： • • 
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Figure 1.1: Two clusters on a two dimension plane. 
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Figure 1.2: A system of expert and gating networks. 
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be allocated to only a small local region of the space of possible 
input. 
So if we can successfully find out the gating network which is able to allocate 
different input vectors to the most appropriate experts, the mixture model 
can give accurate output vectors. 
1.1.3 EM algorithm 
In many estimation problems the likelihood is a complicated nonlinear func-
tion of the parameters. Numerical optimization technique is required to es-
timate the optimal values of the parameters, for instance, gradient learning. 
An alternative approach to gradient technique is the EM algorithm [15]. The 
EM algorithm introduces hidden variables to the original observed variables, 
and by doing so it can greatly simplify the estimation process. Both of our 
new mixture models are maximized using EM algorithm. 
1.1.4 Model Selection 
Both the finite Gaussian mixture and the finite mixture-of-expert can have 
many different possible orders of models. To choose the right order from 
many different possible orders is intrinsically a model selection problem. The 
most popular model selection criteria are the AIC [16] and BIC [17], which 
are both defined as minus twice the maximized log-likelihood plus a penalty 
term. 
The Bayesian Ying-Yang (BYY) harmony learning acts as a general statis-
tical learning framework [18], featured by not only new regularization tech-
niques for parameter learning but also a new mechanism that implements 
model selection either automatically during parameter learning or via a new 
class of model selection criteria used after parameter learning. The BYY 
system compliments to the famous Chinese ancient Ying-Yang philosophy. 
It featured by not only new regularization techniques for parameter learning 
but also a new mechanism that implements model selection either automati-
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cally during parameter learning or via a new class of model selection criteria 
used after parameter learning. Recently, advances on BYY harmony learning 
has been extended to include finite mixture-of-expert model [19]. 
In this thesis, we compare and contrast the selection power of the above 
selection criteria for selecting our two new mixture models. 
1.2 Main Objectives 
The objectives of this thesis are: 
• To derive algorithms for estimating the new finite Gaussian mixture 
ARMA-GARCH model. 
• To derive algorithms for estimating the new finite mixture-of-expert 
ARMA-GARCH model. 
• Using different selection criteria to do model selection needed by the 
two new mixture models, and compare the selection power of these 
selection criteria. 
• To apply the two new mixture models to three real world stock price 
time series. 
• To compare and contrast the first step, second step and third step 
prediction performances of different time series models for the three 
stocks. 
• To propose and develop stable estimation algorithms for estimating 
AR(1) and AR(2) processes. 
1.3 Outline of this thesis 
This thesis have five chapters and one appendix. 
In chapter 1，we briefly introduce the content of this thesis. 
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In chapter 2，we will derive the Gaussian mixture ARMA-GARCH model, 
and the corresponding GEM estimation algorithm. The finite Gaussian mix-
ture ARMA-GARCH will be applied to three real world stock price time 
series, and the one step ahead prediction using the model will be conducted. 
In this chapter, we will compare the selection power of AIC, BIG to select 
the best order of Gaussian mixture ARMA-GARCH model. 
In chapter 3，we will derive the mixture-of-expert ARMA-GARCH model, 
and the corresponding GEM estimation algorithm. Additionally, we will 
also provide the BYY harmony learning for our mixture-of-expert ARMA-
GARCH model. We will then apply the mixture-of-expert ARMA-GARCH 
model to the same three real world stock price time series. At the end of 
chapter 3，we compare and contrast different conventional and mixture time 
series models for stock price prediction. The first step, second step and third 
step predictions will all be compared and contrasted. We will also investigate 
the selection power of AIC, BIG, and BYY harmony learning to select the 
best order of mixture-of-expert ARMA-GARCH model. 
In chapter 4，we will propose and develop new stable estimation algo-
rithms which can ensure stationarity of the time series during learning of 
AR(1) and AR(2) processes. 
The last chapter is the conclusion of the work that we have done in this 
thesis. The appendix includes some formulas and algorithms that we have 
derived. 
Chapter 2 
Finite Gaussian Mixture 
ARMA-GARCH Model 
In this chapter, we are going to do the followings 
• To derive the finite Gaussian mixture ARMA-GARCH model. 
• To compare the selection power of AIC and BIC for Gaussian mixture 
ARMA-GARCH model. 
• To apply the model to three stocks: Cheung Kong Holding (CK HDG), 
Hong Kong Electric Holding (HKE HDG) and HSBC Holding (HSBC 
HDG). 
• To do single step ahead prediction for the three stock price time series 
using the new mixture model. 
2.1 Introduction 
The earliest paper about Gaussian mixture time series model was probably-
proposed by Chun, Yung and Xu [20]. This paper showed that using the 
Gaussian mixture AR model can give a better forecasting performance. Later 
on, the Gaussian mixture AR and the Gaussian mixture ARMA models were 
compared [21]. It was shown that the Gaussian mixture AR gave better 
9 
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prediction performance than the Gaussian mixture ARM A model. Then the 
finite Gaussian mixture AR-GARCH model was proposed [1], which is the 
model that our new finite Gaussian mixture ARMA-GARCH model based 
on. The finite Gaussian mixture AR-GARCH was shown to give better single 
step ahead prediction than the conventional AR-GARCH model. 
In a more recent paper, researchers have conducted detailed analysis of 
Gaussian mixture AR model [22], in which the stationarity conditions of 
Gaussian mixture AR model have been derived, and the second step predic-
tion of using Gaussian mixture AR model has been conducted. The authors 
of this paper have shown that the Gaussian mixture AR model can give bet-
ter second step prediction than using conventional AR model. They have 
also compared the selection power of AIC and BIC for selecting Gaussian 
mixture AR models, and have shown experimentally that BIC has a better 
selection power than AIC for Gaussian mixture AR models. Later on, the 
same authors have proposed a more general model, which is the Gaussian 
mixture AR-ARCH model [23]. This model can give a fuller range of shape 
changing predictive distribution, and more flexible squared autocorrelation 
structure. 
The model we will propose in this chapter, finite Gaussian mixture ARMA-
GARCH model, is the generalization of the above said models. Our new 
model can be thought of as the generalization of the finite AR-GARCH model 
proposed by Wong, Yip and Xu [1 . 
2.1.1 AR, MA, and ARMA 
All models shown in this thesis are white noise time series. See section 2.6 
for discussion of white noise. 
A univariate time series model describes the behavior of future value in 
terms of its own past values. A Rth order aiitoregressive (AR) time series, 
R 
Xt = ^brXt-r + e t , ( 2 . 1 ) 
r=l 
has a white noise as the residual variation in this regression model. The 
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model is said to be autoregressive or (self-regressive) because under certain 
assumptions, 
R 
E[xt\xt-u...,Xt-n] = ^brXt-r. (2.2) 
r=l 
Another kind of time series is the moving average. A 5th order moving 
average is, 
s 
ojf = ao + e* + ^ asCt-s. (2.3) 
S=1 
Please note that ao is a constant term. 
The very general autoregressive moving average (ARMA) model combines 
(2.1) and (2.3). For an ARMA(R，S) model, 
R s 
Xt = ao + y~] brXt-r + Cf + asCf-s- ( 2 . 4 ) 
r=l s=l 
The reason that a compact ARMA(R,S) representation would adequately 
describe the movement of a given economics time series is due to the Wold 
Theorem, which is discussed in section 2.6. 
2.1.2 Stationarity 
There are conditions for an ARMA model to be stationary. Consider the 
ARMA model in (2.4), using lag operator (please see section 2.6) we can 
rewrite it as, 
R s 
Xt = gp + y ^ brUXt + Cf + y ^ CLsCt-s 
r=l s=l 
R S 
Xt-^^ hrVxt = Qq + Cf + y ^ CLset-s 
r—1 s=l 
R S 
(1 一 ^  hrL'')xt = ao + et + a^Cf-s 
r=\ s=l 
S 
B{L)xt = Qq + et + asCt-s 
S=1 
S 
Xt = B{L) - \ aQ-^e f^Y^ase t - s ) (2.5) 
S=1 
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where B{L) = ( 1 - W I / ) . If B{L) satisfies a condition, the ARMA pro-
cess will be finite and covariance stationary. Equation (2.5) have represented 
rcf as a function of past residuals only. The current residual et is the inno-
vation of the model. This term is fitting because the only new information 
enters the process in period t is the current residual. 
If an ARMA process is covariance stationary, all the roots of the charac-
teristic equation, 
B(L) = 0 
1 - biL^ - b2L^ bn l^ = 0 
must have their modulus greater than 1，or "lie outside the unit circle". We 
consider the modulus of the roots because they may be complex numbers. 
In conclusion, an ARMA model is covariance stationary if the charac-
teristic equations B{L) = 0 have all their roots lie outside the unit circle. 
Please note that the Moving Average (MA) part of an ARMA process does 
not affect the stationarity property of the process. 
2.1.3 ARCH and GARCH 
The ARCH(l) model is, 
et = utyj(f)o-h (2.6) 
where Ut is distributed as standard normal. So E[et\et-i] = 0. If this repre-
sents the conditional variances of an ARMA(2,2) model, 
Xt = ao-\- biXt-i + b2Xt-2 + aiCf-i + a2€t-2 + et, (2.7) 
then E[et\xt-i,Xt-2, Q-2, ef_i] = ao + hiXt-\ + b2Xt-2 + aiCt-i + So 
the ARMA(2,2) is still a classical regression model with moving average. 
However, 
Varlet\€t-i] = E[e^^\et-l 
= + (2.8) 
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so et is conditionally heteroscedastic, not with respect to lag values of Xt, but 
^t-i-
ARCH(q) model is 
e? = ‘ + + … + 小 (2.9) 
The generalized autoregressive conditional heteroscedasticity (GARCH) 
is defined as follows 
cri = Ac^t-i + • • •+ Ppc^l-P + <？!>0 + + . •. + (2.10) 
As proposed by Bollerslev [9], it has shown that using GARCH model, a 
significantly less number of terms than ARCH model, can give the same or 
even better performance. 
Using the lag operator, we can write the GARCH as, 
(7,2 = + ... + (5p(j1_p + 00 + + •" • 
P Q 
i=l i=l 
R{L)a^t = (2.11) 
where R{L) = (1 - Zp=i ( W ) and G{L) = (1 + [ ” • The GARCH 
model has to satisfy the same stationarity restrictions as the ARMA model. 
So the characteristic equations R(L) = 0 
R{L) = 0 
1 - AL^ - f3pLP = 0, (2.12) 
must have all their roots lie outside the unit circle. 
2.1.4 Gaussian mixture 
The finite Gaussian mixture model (finite GMM) is 
K 
= (2.13) 
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where T is the number of observations, K is the number of components, aj 
is the weight of component j, X = (xijJLi, G(xi； is a multivariate 
Gaussian density function (see section 2.6). Please note that 
^ a ) = l，V j : a j > 0. (2.15) 
3 
As long as there are enough Gaussian density functions in the mixture 
model, GMM are universal approximators of densities. 
The parameters of the Gaussian mixture include the means, the variances, 
and the weights. Of course we want to find a set of values of these parameters 
that best fit the data. To best fit the data, we try to maximize the joint 
likelihood (2.14). This is intrinsically a maximum likelihood (ML) problem, 
and it is related to nonlinear optimization. In fact it has been found that 
using EM algorithm to maximize (2.14) is very convenient. 
2.1.5 EM and GEM algorithms 
Given an observed data set X, we assume that there is a set of missing 
variables, so that the complete data set is X^ = {X, Z}, where Z is the 
missing variables. We want to maximize the log likelihood of the joint density 
X^, with respect to 9 . If the complete data log-likelihood is 
lnP(X,y|e), (2.16) 
we will try to choose the missing variables so that the complete data log 
likelihood is easy to maximize. If we marginalize the missing variables, we 
can get the incomplete data log likelihood 
P(X|e) = J P(X,Z\G�dZ. (2.17) 
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When we want to update the parameters based on the complete data log 
likelihood, we first note that we cannot work directly with the complete data 
log likelihood, because this likelihood is a random function of the missing 
random variables Z. So we average out Z instead, that is, to maximize the 
expected complete data log likelihood 丑 P [ X , 別 © ) ] . This idea motivates 
the EM algorithm. 
The EM algorithm is an iterative algorithm consisting of two steps. 
1. The first step is the Expectation (E) step, which computes the following 
conditional expectation of the log likelihood 
Q ( e | e ⑷）= E z l i n P { x , z \ e ) \ x , e ^ ^ ^ ] 
= y V ( Z | X， e ( ^ l n P ( X，Z | e ) a Z (2.18) 
where G)(左）is the value of the parameter vector at iteration k. Please 
note that we use the known parameter G ) � to calculate the expectation, 
which will be in term of a temporary parameter 0 . Also, when we 
calculate the expectation, we use the posterior probability of Z rather 
than the prior probability. The 0 is temporary because we still need 
to maximize ⑷）with respect to 0 . 
2. The second step is the Maximization (M) step, which computes 
e ( � ) =a r g m | L x Q ( G ) | e ⑷） (2.19) 
The M step chooses a parameter value that increases the Q function — 
the expected value of the complete data log likelihood. Dempster et al. 
15] proved that an iteration of EM also increases the complete data 
log likelihood, 
In P{X, Z|e(抖 1)) > In P{X, � ) . (2.20) 
Although in many cases the solution to the M step can be obtained an-
alytically, in other cases an iterative inner loop is required to maximize Q. 
The iterative inner loop means that when we do the M step, we need another 
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iterative algorithm to maximize Q(€)|0⑷）within each M step. Generally, if 
we cannot maximize M step analytically, we then just find a G)(糾）so that 
g(0(fc+i)|0(fc)) > Q ( e (知 | e ⑷ ) . ( 2 . 2 1 ) 
We find this M step by some means, for example, by gradient ascent or by 
Newton's method. An algorithm with a M-step given by (2.21) is referred to 
as generalized EM (GEM) algorithm. 
2.2 Finite Gaussian Mixture ARMA-GARCH 
Model 
As has been shown in section 2.1.4, finite Gaussian mixture model (GMM) 
consists of finite number of Gaussian components. When finite GMM is used 
for ARMA-GARCH time series model, the mean, and the variance, Sj, 
of each component will be 
R s 
I j =全t’j = aoj + ^ brjXt-r + ^ asjCt-sj, (2-22) 
r=l s=l 
P Q 
= = h j + E ^P^^UJ + E (2.23) 
p=l q=l 
The GMM at time t will be 
K 
= (2.24) 
and the likelihood for all observations is, 
T K 
L{X) = HE…G(工 全…〜2」， (2-25) 
t=i j=i 
where T is the number of observations, K is the number of components, aj 
is the weight of component j , X = 
The one-step ahead prediction of this mixture model will be 
E{xt) = xt = aixt,i + . •. + ctKXt,K, (2.26) 
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and the innovation at time t is 
et = x t - xt. (2.27) 
Our task is to derive algorithm to maximize the likelihood function (2.25). 
2.3 Estimation of Gaussian mixture ARMA-
GARCH model 
To maximize the mixture model, we use the EM algorithm [15], as has briefly 
introduced in section 1.1.3. We want to maximize the log likelihood of (2.25) 
0 = argmaxlnL(X) (2.28) 
where 0 = { b r A t i A P p j } ^ M U 
Since we are using the EM algorithm, we have to define the unobserved 
variables Z. Let Z = { Z j ^ j . We define that if Xt is produced by the ？ith 
component, then Zt = w. And so 
= = (2.29) 
= u) = au. (2.30) 
The complete data joint density is 
T 
v{X,Z) = \ { p [ x t \ Z M Z t ) . (2.31) 
and its log-likelihood is 
T 
lnp{X,Z) = J2^np{xt\Zt)piZt). (2.32) 
t=i 
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The Q function of this EM algorithm will be [24: 
Q(e，e*) = \^\n\p{xt\Zt)p{Zt)^ 
K K ( T 1 
Zi=l Zt=1 I J 
K K r T T ) 
= … I ] I > b ( 而 I 別 P ( 別 ] I l A ^ ^ e * ) 
Zi=\ ZT=1 I t=l 1=1 J 
K K ( T K T 1 
= E … ! E E E HpiZi lx i , 0*) 
Zi=l ZT=1 I t=l v=l 1=1 J 
= ( 恥 “ e * ) } ， 
v=l t=l Zi=l ZT=1 I 1=1 J 
(2.33) 
we know that for t; G 1 , . . . , a n d t e 1 , . . . ,T, 
Zi = l ZT=1 I 1=1 J 
K K K K T -
= … 別 而 ， e * ) PM 而，e*) 
Zi=l Zt-i=l Zt+i=l ZT=1 
‘T K -
= n Ep(么丨而，e*) p{v\^uen 
J=l,ljtt Zi=l . 
=p{v\xt,Q*), 
so we can rewrite (2.33) 
K T 
(5(e’e*) = ； � 
t;=i t=i 
T K 
=J2Y1 而= v ) p { Z t = vMZt = v\xt, e*) 
t=l V=1 
T K 
= E E ln[p(工 tl 石 = j ) p { Z t = jMZt = e*) 
t=l j=l 
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T K 
= E E = Q*) h ^ A j ) - (2.34) 
t=\ j=i 
The probability p{Zt = j\xt, 6*) (we will denote it as hj{t)) can be obtained 
as follows, 
hAt) = P(Zt = en = ？。(二产•^：义 (2.35) 
This is the E step of the EM algorithm. 
In the M step of the EM algorithm, we want to maximize the Q function 
(2.34). Since (f> and a must bigger than zero, we replace them by 
(f>oj = e<^。】， (2.36) 
(pqj = e"^".， where l,...,g (2.37) 
(3pj = e 彻.’ where p=l,.",P (2.38) 
To ensure { a j j j l i sum to unity and each a j is larger than zero, we use 
… = ( 2 . 3 9 ) 
The parameters that we will need to adjust are rrij and Q = {aij,...，asj 
,b] j ,…,bfi j , pij-，...，ppj, <5oj’...，^gjljLi- To update these parameters, we 
need to find the first derivatives of the Q function (2.34) with respect to each 
parameter. We have derived these first derivatives, and they are listed in the 
appendix. 
All the parameters' first derivatives depend on their own lags (see ap-
pendix) ，so the maximization cannot be solved analytically. We then need to 
use the generalized EM (GEM) algorithm to find the maximum iteratively. 
Let 0 be one of the parameters. To update Q we use: 
— = _ + ⑶，」Q*). (2.40) 
du 
This is in fact gradient learning. The learning rate A^ is chosen heuristically, 
and it should be decreasing when learning goes on. This is the M step of our 
GEM algorithm. 
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To minimize the chance of being non-stationary during estimation, the 
initial characteristic equations of every ARMA model 
1 - b� jZ - b2jz^ bnjzR = 0， (2.41) 
and every GARCH model 
1 - - pp jz^ = 0, (2.42) 
must have all their roots lie outside the unit circle [25]. During our exper-
iments, if the initial characteristic equations have all their roots lie outside 
the unit circle, the estimated result generally will also be stationary. If the 
estimated result is not stationary, we will do random restart, and estimate it 
again with another set of initial values. 
2.3.1 Autocorrelation and Stationarity 
First of all, we need to ensure that the time series under consideration is 
stationary. To check for the stationarity of a time series, we need the au-
tocorrelation [26]. The autocorrelation of lag k is the correlation of two 
observations which has k time periods between them. Since by the definition 
of covariance stationarity (2.1.2), the covariance between two observations 
depends only on the number of time periods between them, so the correla-
tion should also depend only on the time difference. We denote the estimated 
autocovariance of lag k as Ck, and the estimated autocorrelation of lag k as 
Tk. The autocorrelation can be estimated as 




Ck =于 —元X工t+k - x). (2.44) 
t=i 
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Any time series may not be stationary. To check whether it is stationary, 
we make use of the property of autocorrelation. As has been introduced 
in section 2.1.2’ we can represent the AR part as B(L)xt. One interesting 
point is that autocorrelation can also be represented using B{L). We denote 
the theoretical autocorrelation as pk (please note that it is different from the 
estimated autocorrelation nt). And it can be represented as 
Pk = bipk-i + b2Pk-2 H (- bRpk-R for /c > 5 + 1 
B{L)pk = 0 for k>S-^l. (2.46) 
Also, if B{L) = n fL i ( l — Gil), the solution of (2.46) for the kth autocorre-
lation is, assuming distinct roots for B{L), of the form 
Pk = AIG\ + + .. • + ARGI iovk>S-R. (2.47) 
The stationarity requirement that the zeros of B(L) lie outside the unit circle 
implies that the roots Gi,...，GR lie inside the unit circle. Prom (2.47) we 
can see that if none of the roots lie close to the boundary of the unit circle, 
the autocorrelation will quickly "die out" for moderate and large k. But if 
there is a root very close to unity, say the root Gi 
where (5 is a very small positive real number. Then for large k, the autocor-
relation will be 
A i ( l - H ) . 
So the autocorrelation will not die out quickly and will fall off slowly and 
very nearly linearly. The similar situation occurs for more than one root 
approaches unity. Therefore, failure of the estimated autocorrelation function 
to die out rapidly might logically suggest that we should treat the underlying 
stochastic process as non-stationary in Xt, but would possibly be stationary 
in Vxf, that means first difference of Xt, or in some higher difference. 
Let us look at a real stock that we are going to estimate, the CK HDG. 
The period that we will be used to train the model is from September 15, 
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1997 to November 6, 1998, which consists of 300 data. These data points are 
displayed in figure 2.1. From the figure, we can easily see that the data are 
not stationary. Figure 2.2 shows this time series first twenty autocorrelations. 
Sample AutocoralHon Function (ACF) It--I 1 1 1 1 1 1 1 1  
Ml . . . . . 1 T 
A � . ‘ ….…：........丨......：...•一 
AO 0 « - I T -
0.7 - T i t -
7�. 5 , 
I 0.6 - ： t ……-/ (:::=:::::::= :: r ::::=:=::::=::: 
% 2 4 6 6 10 12 14 16 18 20 
20' ‘ « « 1 1 1 Lag 
0 SO 100 150 200 250 300 
Figure 2.1: CK stock prices. Figure 2.2: First twenty autocorrela-
tions of CK stock prices. 
As we can see from figure 2.2，the autocorrelations of the CK HDG time 
series do not die out quickly, or exponentially. It dies out linearly and slowly. 
So we conclude that the CK HDG time series is non-stationary. 
Now we consider the first difference of the CK HDG, which is shown 
in figure 2.3. The corresponding first twenty autocorrelations are shown in 
figure 2.4. 
The figures tell us that the first difference of the CK HDG is stationary. 
We will then take the first difference of the time series to do any further 
estimation. For the HKE HDG and the HSBC HDG, the original time series 
are also not stationary, and we also need to take the first difference of them. 
The first difference of HKE HDG, its first twenty autocorrelations, the first 
difference of HSBC HDG, its first twently autocorrelations, are shown in 
figures 2.5, 2.6，2.7，2.8 respectively. 
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Sample Aulocorrelation FuncUon (ACF) 1 1 1 1 1 1 1 1 1  
10| r 1 1 J 1 1 
6 • -
0.6 i i •； 
4. I 1 - 1 
I 
'I 1 。丨山.丨1丨，I ’ " M丨… 
-0.21 1 1 1 “ 1 1 « ‘ ‘ 
0 2 4 6 8 10 12 14 16 18 20 
SO too 150 200 250 300 • 
Figure 2.3: First difference of CK Figure 2.4: First twenty autocorrela-
stock prices tions of the first difference of CK stock 
prices. 
Sample Aulocofrelabon Function (ACF) 
4| 1 1 1 1 1 1 
3- - 。.“-...‘....：.",..‘..：:..,....•；….’•...,：.......：…….…；.••...i.....：..•.....-
2 • - 08 • • 
I • 
：叫 1：：1：[：]：：1：：::;：]： 
- I _ ° I 1 [ • h i ‘ ^ M ‘ • - N i ‘ 
- 3 - -
-0.21 1 i i~-~I 1 ‘ • i “  
0 2 4 6 8 10 12 14 16 16 20 -41 1 1 1 1 1 « 1 Lag 
0 SO 100 tSO 200 250 300 
Figure 2.5: First difference of HKE Figure 2.6: First twenty autocorrela-
stock prices tions of the first difference of HKE 
stock prices. 
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2.3.2 Model Selection 
The Gaussian mixture ARMA-GARCH model has a lot of parameters. How-
ever, the number of components K, the order of each ARMA model, will 
affect the prediction performance of our estimated model. So we need a 
method to find out the most suitable model for each stock price time series. 
In this thesis, we use the AIC [16] and BIC [17] to select Gaussian mixture 
model. Le et al. [27] proposed to use the BIC as a tool for GMTD model 
selection. Then Wong [22] have used both AIC and BIC to select mixture 
of AR models, and it has been shown that using BIC has a better selection 
power than AIC. 
Both AIC and BIC are defined as minus twice the maximized log-likelihood 
plus a penalty term. For the BIC, the penalty term is the logarithm of the 
number of observations multiplied by the number of independently adjusted 
parameters. For the AIC the penalty term is twice the number of indepen-
dently adjusted parameters. To calculate the maximized log-likelihood, we 
Sampto AulocorrelaUon Functton (ACF) 
1S| 1 1 1 1 _ 1 
5 • I 
1；；：]：：：：；：：：：；^ 
- 5 . 1 -
。！ ‘ 丨 丨 - T ! 丨 " … … ， i  
-10 • * 
•051 i i 1 1 i ‘ i i ‘ 
0 2 4 6 8 10 12 14 16 18 20 -is' ‘ ‘ ‘ ‘ ‘ 1 Lag 
0 50 too ISO 200 250 300 
Figure 2.7: First difference of HSBC Figure 2.8: First twenty autocorrela-
stock prices tions of the first difference of HSBC 
stock prices. 
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use the following log-likelihood function 
T r K -
l * = ；E In ’ (2-48) 
t=i+w lj=i . 
where W = max(i?, S, P, Q). This log-likelihood function must be computed 
after performing the GEM estimation. 
There are two aspects that we should note for our Gaussian mixture 
ARMA-GARCH model selection. The first is to select the correct number 
of K. The second is to choose the correct order of ARMA-GARCH for each 
component in the mixture model. To choose the correct number of K is 
difficult to deal with. The use of information criteria to choose K is also 
somewhat non-standard as it corresponds to testing problems with nuisance 
parameters that do not exist under the null hypothesis [28, 29 . 
To determine whether we should use AIC or BIC as the model selec-
tion criteria, we should perform simulation experiments. The setup of the 
experiment is 
L{X) = 0.5G(a;t;:ct-l-0.9:ct_i-0.5a;f—2-0.5et_i’i+a5et_2’i, 
1 + 0.4oii’i + 0 . 2 a “ i + 1 . 2 e “ i - 0 . 5 e “ i ) + 
0.5G'(a:f； xt + l - 0.5a;t_i — 0.3a:f_2 — 0.5ef_i,2 + 0.56^-2,2, 
4.0 + + 0.3oi2,2 + l-2e?_i,2 — 0.56^2,2)- (2.49) 
The true order of the data is K = R = S = P = Q = 2. We use this setup 
to generate 300 data points time series. Then we maximize the times series 
using different orders of models. The maximum number of components is 
3，and the maximum order of each component is ARMA(3,3)-GARCH(3,3). 
To limit the number of models to test for, we assume that the AR and MA 
parts of each component has the same order for both the Xt process and of’), 
process. That means R = S = P = Q. With the above restrictions, we can 
get 18 different combinations of orders to selection from. These 18 orders 
form a set We repeat estimating each set for 100 times, and see how many 
times the AIC and BIC can correctly select the correct order from each set. 
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Criteria Times of choosing Correct values of R, 5, P , Q 
correct number of K given correct number of K 
AIC 65 60 
BIC 79 76 
Table 2.1: Performances of different selection criteria of the simulation ex-
periments. 
Let there is a Gaussian mixture ARMA-GARCH model with K components. 
If the order of the j t h component is kj，then the ARMA-GARCH model of 
the j t h component will be ARMA(/cj ,/Cj)-GARCH(%,kj). The AIC and BIC 
will be 
K 




BIC = -21* + ln(T — W){3K-1 + 4 ^ kj), (2.51) 
respectively. The results of the experiments are shown in table 2.1. 
From table 2.1 we can see that BIC has a better selection performance 
than AIC. So in the rest of this thesis we will use BIC to do model selection 
for finite Gaussian mixture. 
Now we estimate the three stock price time series using the above 18 
different orders, and we use BIC as the criteria to select the best order. 
Tables 2.2 shows the values of BIC for the different models. 
From the tables, we conclude that the best order for all the three stock 
price time series is K = ki = 1, /c2 = 1, /ca = 3. 
2.4 Experiments: First Step Prediction 
In this section, we show the experiment results of the three stock price time 
series. The period used for estimating is same as before, which is from 
September 15，1997 to November 6, 1998. We then predict the following 300 
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h h h CK HKE HSBC 
1 na na 1194 652.9 1234 
2 na na 1218 677.2 1258 
3 na na 1237 688.1 1277 
1 1 na 1197 596.6 1248 
1 2 na 1200 612.8 1276 
2 2 na 1232 686.3 1296 
2 3 na 1251 668.0 1324 
3 3 na 1278 700.0 1346 
1 1 1 1180 575.7 1244 
1 1 2 1163 573.7 1241 
1 1 3 1160 551.7 1228 
1 2 2 1198 591.6 1269 
1 2 3 1173 596.0 1252 
1 3 3 1215 630.5 1278 
2 2 2 1227 631.4 1298 
2 2 3 1218 613.2 1286 
2 3 3 1239 640.0 1310 
3 3 3 1263 709.9 1335 
Table 2.2: BIC results of different orders of Gaussian mixture ARMA-
GARCH models for the three stock price time series. 
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data points. Figures 2.9 to 2.11 show the one step ahead prediction of the 
differenced CK HDG, HKE HDG and HSBC HDG stock price time series. 
Figures 2.12 to 2.14 show the one step ahead prediction of the undifferenced 
stock price time series. Solid lines are the actual stock price time series, and 
the dashed lines are the predicted time series. For the differenced series, we 
only show the last 50 predictions, so that we can clearly see the different 
between the original time series and the predicted time series. Mean square 
errors of the undifferenced stock price time series are also displayed in the 
figure titles. Please note that we calculate the mean square errors using all 
the 300 predictions. 
I -0.8 • ‘ 
- 3 • 
.4 1 1 1 1 L 1 1 1 1 1 1 1 1 1 1 ‘ ‘ ‘ ‘ ‘ 
0 5 10 19 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50 
Figure 2.9: One step prediction of Figure 2.10: One step prediction of 
differenced CK HDG using Gaussian differenced HKE HDG using Gaussian 
mixture ARMA-GARCH model. mixture ARMA-GARCH model. 
2.5 Chapter Summary 
In this chapter we have derived the Gaussian mixture ARMA-GARCH model 
and the corresponding GEM estimation algorithm. This new model is an 
extension of the existing Gaussian mixture AR-GARCH model. We have 
also compared the selection power of AIC and BIC for the new Gaussian 
mixture ARMA-GARCH model. It has shown that BIC should be used for 
model selection purpose. We have conducted experiments to apply the new 
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Figure 2.11: One step prediction of differenced HSBC HDG using Gaussian 
mixture ARMA-GARCH model. 
100 • 27r 
401 I 1 L • i ‘ 1 211 « 1 ‘ ‘ ‘ ‘ 
0 50 100 ISO 200 250 300 0 SO 100 150 200 250 300 
Figure 2.12: One step prediction of Figure 2.13: One step prediction of 
CK HDG using Gaussian mixture HKE HDG using Gaussian mixture 
ARMA-GARCH model (m.s.e. = ARMA-GARCH model (m.s.e. = 
2.1000). 0.0777). 
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Figure 2.14: One step prediction of HSBC HDG using Gaussian mixture 
ARMA-GARCH model (m.s.e. = 1.9981). 
model to three real world stocks, CK HDG, HKE HDG, and HSBC HDG. 
The first step prediction results have also been calculated. 
2.6 Notations and Terminologies 
2.6.1 White Noise Time Series 
All models shown in this thesis are white noise time series. For a white noise 
series, the innovation is 
{et}， where t = -oo , +oo. 
Each element in the sequence has E[et\ = 0’ E[e^] = of, and Cov[et,es\ = 0 
for all s ^ t. The white noise is assumed to be normally distributed and has 
zero mean. 
2.6.2 Lag Operator 
The lag operator is used to manipulate lagged variable, 
Lxt = xt-i. 
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To represent the second lagged value of Xt we can write L{Lxt) = L?Xt = Xt-2-
Generally, 
L{a) = a, where a is a constant, 
L^xt = xt-p, 
L^iL'xt) = L^'^^xu 
{LP + L^)Xt = Xt-p + Xt-q. 
2.6.3 Covariance Stationarity 
The covariance stationarity is a required condition for a time series so that 
it can be modelled as a linear time series model. 
Definition 2.1 (Covariance Stationarity) A stochastic process Xt is weakly 
stationary or covariance stationary if it satisfies the following require-
ments: 
1. is independent oft. 
2. Var[xt\, is finite, positive，and independent oft. 
3. Cov[xt, a:^]； is finite, depends on {t — s)； but not on t or s. 
The third requirement of covariance stationarity states that covariance de-
pends on the lagged time between two observations, but not at what times 
the two observations occur. 
2.6.4 Wold's Theorem 
As a methodology for building forecasting models, ARMA model and its 
empirical counterpart have proved as good as and even superior to much 
more elaborate specifications. This work has been pioneered by Box and 
Jenkin [2]. Their work of modelling a stochastic process can be motivated 
by the following theorem. 
CHAPTER 2. FINITE GA USSIAN MIXTURE ARMA-GARCH MODELl 1 
Theorem 2.2 (Wold's Decomposition Theorem) Every zero mean co-
variance stationary stochastic process can be represented in the form 
oo 
工t = E*[xt\xt-i,Xt-2,.. • + 
i=0 





—E*[xt\xt-\^Xt-2, • • • , is the optimal linear predictor of Xt based on 
its lagged values, and the predictor E^ is uncorrelated with et-i. 
The theorem decomposes the process generating Xt into 
E* = E*[xt\xt-i,Xt-2,. • • ,Xt-n] = the linearly deterministic component, 
and 
oo 
TTiCt-i = the linearly indeterministic component. 
i=0 
For the linearly deterministic component, we use the AR process to model 
it. For practical purposes, the problem with the Wold representation is that 
we cannot estimate the infinite number of parameters needed to produce the 
linearly indeterministic component. The compromise is to base an estimate 
of the representation on a model with a finite number of moving-average 
terms. We can seek one that best fits the data in hand. These two together 
form the ARMA model. Important references in the development of linear 
stochastic models are [30], [31], [32], [33], [34], [35], [36], [37], [38]，[39], [40], 
and [41]. 
2.6.5 Multivariate Gaussian Density function 
A n-variate Gaussian density functions is 
G'(a;;m,E) = (2.52) 
where m is the mean and E is the covariance matrix of the Gaussian. The 




Objectives of this chapter are, 
• To derive mixture-of-expert ARMA-GARCH model for stock price pre-
diction. 
• To compare the selection power of AIC, BIC, and BYY harmony learn-
ing for mixture-of-expert ARMA-GARCH model. 
• To apply the derived model to three stocks, CK HDG, HKE HDG, and 
HSBC HDG. 
• To compare first step, second step and third step prediction perfor-
mances of Gaussian mixture model with the mixture-of-expert models. 
• To compare the two proposed mixture models with other well known 
mixture models and conventional linear time series models. 
3.1 Introduction 
The first paper that talked about mixture-of-expert was by Jacobs, Jordan, 
Nowlan and Hinton [14]. After that, a hierarchical version of mixture-of-
expert has been proposed [42]. The hierarchical mixture-of-expert opened 
33 
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the door to the Bayesian approaches that have been found to be useful in 
the context of unsupervised mixture model estimation. Later on, an al-
ternative mixture-of-expert model was proposed [43]，which does not need 
stepsize learning, and so can yield faster convergence. Theoretical analysis 
of the convergence of EM approach to mixture-of-expert was conducted [44 
，and it was shown that the convergence rate is linear. Recently, hierarchi-
cal mixture-of-expert classifiers have been developed [45], and it has shown 
that hierarchical mixture-of-expert has several attractive features compared 
to conventional mixture models for classification. 
In this thesis, we apply the mixture-of-expert to ARMA-GARCH time 
series model. We use the alternative mixture-of-expert proposed by Xu et al 
43] as the framework of our mixture model, with each expert having a linear 
ARMA-GARCH model. This is a completely new method for modelling 
time series, and our experiment results have shown that this new model 
gives satisfactory performance. 
3.1.1 Mixture-of-Expert 
If we treat each expert has a Gaussian distribution, then it is a conditional 
Gaussian density function, 
G{xi;m,Y:,yiJ), (3.1) 
where yi is the input vector for the ith observation, j is the j t h expert. For 
Gaussian mixture, each Gaussian component models the distribution of the 
data directly. In the case of mixture-of-expert, each expert does not model 
the data directly, but maps input vectors into output vectors, and models 
the distribution of the output vectors. 
The gating network can be modelled as a density function, which also 
conditioned on the input vector y^  [43 . 
P U w . y i)； (3.2) 
where Ylj PU'�” ,y i ) 二 1. The vector v is the parameter of this density 
function. If we multiply (3.2) by (3.1)，and sum up all experts, we have the 
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mixture-of-expert model, 
Pi^ilVi) = Y^PU;y,yi )G(xi ;mj ,Ej ,y i ) . (3.3) 
j 
The likelihood for all observations is 
T K 
L{X\Y) = 而 ； 爪 ( 3 - 4 ) 
i=l j=l 
Please note that the likelihood is conditioned on the input vector Y = {yi}J=i-
3.1.2 Alternative Mixture-of-Expert 
Conventionally, the gating network is given by the softmax function: 
= — r , (3.5) 
where (5j{yi,v) represents the output of the gating network for expert j , which 
depends on the input vector yi and the parameter v of the gating network. 
Xu, Jordan, Hinton [43] has proposed a modified gating network. They 
used the Bayes' rule to represent the gating network in another way 
尸 ( 力 ， 丨 ” ， 籍 ） . (3.6) 
尋 ’ 释 卜 ） 
If we put (3.6) into (3.3), the mixture-of-expert becomes 
Pi^ilVi) = E 丨 r f P?二) I (3") 
In fact, we can maximize the joint density function rather than the condi-
tional density function 
K 
P{xi,yi) = P{xi\yi)P{yi) = ^iVil^^ j}PU\v)G{xi； m,-, S,-, T/O- (3.8) 
The likelihood for all observations becomes 
T K 
L{X, = n E j)PU\v)G{xu mj^Ej^Vi), (3.9) 
i=l j=l 
where X = Y = 
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3.2 ARMA-GARCH Finite Mixture-of-Expert 
Model 
In our mixture-of-expert ARMA-GARCH model, we use multivariate normal 
density functions for the gating network 
二 , W (3.10) 
where cxj = P{j\v), G{yulij,Kj) = P(yi|7；’ j ) . The input vector yt is 
Vt =(而-1，... {et-i’j，... ,et-u,j,(^�—i’j,. • • (3.11) 
where U = max(5, Q). Please note that fij is a vector and Aj is a covariance 
matrix. For the expert part, it is same as the Gaussian mixture model, whose 
mean and variance are 
R s 
I j = 全 t � j = aoj + brjXt-r + ^ (hjet-s, (3.12) 
r=l s=l 
P Q 
S j = (^h = <t>03 + + (3.13) 
p=l q=l 
So our mixture-of-expert ARMA-GARCH model is 
K 
P{xuyt) = Y^ OLjG{yt\/Xj, Kj)G{xt\Xtj,alj,yt), (3.14) 
j=i 
and the joint likelihood of our mixture-of-expert model is 
T K 
L{X,Y) = n E (3.15) 
t=i j=i 
where X = {xt}J=i, Y = {yt}J=i- Please note that the Gaussian density 
function of an expert is conditioned on the input vector yt. Since it is also 
a Gaussian density function, its mathematical form is actually same as a 
component of a Gaussian mixture model. 
One step ahead prediction of our mixture-of-expert model has the form 
N . aiGjyufiuAi) . . aKG{yt\hk.^k). 
(^uG[yt\ Mix,八u) (^uG[yu IMi,八u) 
(3.16) 
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3.3 Estimation of Mixture-of-Expert ARMA-
GARCH Model 
We again use GEM algorithm to estimate our mixture-of-expert model. Sim-
ilar to the Gaussian mixture, we maximize the log form of (3.15) 
e = argm|oclnL(X,y) (3.17) 
where 0 = a力" j，A� f=i. 
Derivation of the 0*) function is very similar to the derivation of 
the Gaussian mixture in section 2.3. The result will be 
T K 
Q ( e ’ e * ) = E E ^oit) In ajGivu Mi, Xtj, a^^yt), (3.18) 
t=i j=i 
where 
h M = 产 厂 “ ” � ) 彻 ; 士 … 吃 ， 讲 ） . (3.19) 
Eu=i OiuG{yu f^u, K)G{xu (^lu： Vt) 
This is the E step. 
For the M step, we need to find the first derivatives of the Q function 
with respect to all the parameters. It turns out that all the first derivatives 
in the case of Gaussian mixture also apply for our mixture-of-expert ARMA-
GARCH model (see appendix). However, there are two new first derivatives 
needed for the additional parameters exist in the gating network. The first 
derivatives of Q with respect to jij and Aj are listed in appendix. 
To update a parameter we use the same updating equation as in Gaus-
sian mixture 
於+1) = — + ⑶，严). (3.20) 
du 
And now 6 may also be fij or Aj. To ensure stationarity, we use the same 
initial condition as in the case of Gaussian mixture (see section 2.3). 
To minimize the chance of being non-stationary during learning, we use 
the same initialization as in the case of Gaussian mixture, which is that all 
time series of all experts are stationary originally. Also, the step size 
should be small. 
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3.3.1 Model Selection 
Same as Gaussian mixture, we need to select an appropriate mixture model 
in the case of mixture-of-expert. The BYY harmony learning has the advan-
tage that it will automatically select the appropriate model during training 
19]. Algorithm for the mixture-of-expert harmony learning has been derived. 
Below, we list out the harmony learning algorithm for our mixture-of-expert 
ARMA-GARCH model. This algorithm is difference from the original one in 
the mean and the variance. The algorithm uses £ instead of j to represent 
which expert, which is a convention in BYY harmony learning algorithm. 
Initially, a£ = r = I. 70 > 0 which is a constant step size that may 
be different for updating different sets of parameters. 
1. 
et’£ = Xt — Xt/, 
P Q 
ale = (l>oe + XI ^p^^t-q/ + XI 
p=l q=l 
e-le = yt 1 “ 
£t = arg mm 臺 ( i n a ^ + ^ ^ + ln|A,| + e l / ^ A j ' e l ^ - In a , ’ 
2. 
P M =呂£’£" 
htWl 
7t,e = 70 ——• 
L T . 
3. 
f 1 - c ^严， i = eu 
^�new ^�old 丨〜』 ^ ‘ � 
I —a 严’ otherwise, 
“ n e w _ ^  
‘ 一 "广 . 
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4. 
fJ'e = ^M + 飞、te\p 
r^ = r^ + 
A^  = 
5. 
m �d H { x t , y t , i ) 
e - … �e ^ ， 
where H{xt,yt,e) is the harmony function, which is of the form 
H{xt,yt,e) = In aeG{yt] fie, Ae)G{xt] Vt), 
and 6 G {aij,..., asj，hj,.. • ’ bfij,p�j,...，pPj, joj,. •.，7Qj}jLi-
We have derived the first derivatives of the harmony function with respect 
to different 9 in step 5. These first derivatives are listed in the appendix. 
For the AIC and BIC criteria, we use the following equations 
= + + ^ 3 秘 ” l)+7/c). (3.21) 
and 
BIC = -21* + ln(T - ly) j s i ^ - 1 + ^ 3/c,.(3�.+ 1) + 7 �| (3 22) 
The meaning of kj is same as the case of Gaussian mixture, which is that 
for expert j having order kj, its time series is ARMA(, /c j )-GARCH(/cj 
To see the performance of the different selection criteria, we use a simulation 
experiment again. This time we add the gating network to the experiment 
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setup 
r(x Y) = 0.5G(yt;/ii，Si)  
G{xt;xt - 1 - 0.9a:t_i - 0.5xt_2 — 0.5ef_i’i + 0.5ef_2,i, 
1 + 0 . 4 a “ i + 0 . 2 a “ i + 1.2e?_i,i _ 0 . 5 e “ i ) + 
G(xt； Xt + 1 - 0.5xt-i - 0.3xt-2 — 0.5Q_i’2 + 0.5et-2,2, 
4.0 + 0.5oii’2 + 0.3al2,2 + l-2e?_i,2 一 0.5e?_2’2)， （3.23) 
where 
Hi = (0.2’ 0.2，—0.2’-0.2’ 0.2，0.2)', (3.24) 
112 = (-0.2，—0.2，0.2,0.2’—0.2，-0.2)'， (3.25) 
0.01 0.02 0.03 0.04 0.05 0.06 
0.02 0.02 0.03 0.04 0.05 0.06 
0.03 0.03 0.03 0.04 0.05 0.06 , � 
El = (3.26) 
0.04 0.04 0.04 0.04 0.05 0.06 
0.05 0.05 0.05 0.05 0.05 0.06 
0.06 0.06 0.06 0.06 0.06 0.06 
0.1 0.09 0.08 0.07 0.06 0.05 
0.09 0.09 0.08 0.07 0.06 0.05 
0.08 0.08 0.08 0.07 0.06 0.05 
S2 = . (3.27) 
0.07 0.07 0.07 0.07 0.06 0.05 
0.06 0.06 0.06 0.06 0.06 0.05 
0.05 0.05 0.05 0.05 0.05 0.05 
The true order of the data is K = R = S = P = Q = 2. We use the setup to 
generate 300 data points. Again, we perform the experiments with the set of 
18 different orders which is used in section 2.3.2. We repeat estimating the 
set 100 times, and use the selection criteria to choose the best one from each 
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Criteria Times of choosing Correct values of R, S, P, Q 
correct number of K given correct number of K 
AIC 62 54 
BIC 72 68 
BYY 70 68 
Table 3.1: Performances of different selection criteria of the simulation ex-
periments. 
set. We also perform BYY harmony learning for 100 times to automatically 
choose the orders. Results of the simulation experiments are shown in table 
3.1. 
Prom the table, we can see that BIC and BYY have similar selection 
performance. Since BYY will automatically select the appropriate model 
during learning, it will save a lot of time. In conclusion, it is prefered to use 
BYY harmony learning to estimate the mixture-of-expert ARMA-GARCH 
model. 
3.4 Experiments: First Step Prediction 
We apply the mixture-of-expert ARMA-GARCH model to the three stock 
price time series, CK HDG, HKE HDG, and HSBC HDG. We then do first 
step prediction for the following 300 data points. Figures 3.1, 3.3 and 3.5 
show the last 50 prediction results of the differenced time series. Solid lines 
are the actual differenced stock price time series, and dashed lines are the 
predicted differenced stock price time series. From now on, we will not display 
the undifferenced stock price time series, since the differenced stock price 
time series are good enough to show the different between the original and 
the predicted stock price time series. 
The mixture-of-expert model consists of a gating network, which causes 
the weight of each expert changing over times. To illustrate this fact, we also 
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CK HDG HKE HDG HSBC HDG 
Gaussian Mixture ARMA-GARCH 2.1000 0.0777 1.9981 
Mixture-of-Expert ARMA-GARCH 2.1010 0.0763 1.9401 
Table 3.2: Mean square errors of first step prediction for the undifferenced 
stock price time series using Gaussian mixture ARMA-GARCH and mixture-
of-expert ARMA-GARCH. 
show the weight of each expert for the last 50 predictions in figures 3.2，3.4 
and 3.6. The dashed line, dotted line and the solid line are the weights of 
the first, second and the third experts respectively. 
Table 3.2 shows the mean square errors of mixture-of-expert compare with 
Gaussian mixture. Please note that we calculate the mean square errors using 
all the 300 predictions. 
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Figure 3.1: One step prediction of dif- Figure 3.2: Weights of the first, second 
ferenced CK HDG stock price time se- and third experts of the mixtiire-of-
ries using mixture-of-expert ARMA- expert ARMA-GARCH model on the 
GARCH model. left. 
From table 3.2, it shows that mixture-of-expert does not perform much 
better than the Gaussian mixture in first step prediction. The performances 
of forecasting are about the same. It seems that using mixture-of-expert for 
stock price prediction is a waste of time and resources. However, next section 
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Figure 3.3: One step prediction of dif- Figure 3.4: Weights of the first, second 
ferenced HKE HDG stock price time and third experts of the mixture-of-
series using mixture-of-expert ARMA- expert ARMA-GARCH model on the 
GARCH model. left. 
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Figure 3.5: One step prediction of dif- Figure 3.6: Weights of the first, second 
ferenced HSBC HDG stock price time and third experts of the mixture-of-
series using mixture-of-expert ARMA- expert ARMA-GARCH model on the 
GARCH model. left. 
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will show the prediction power of mixture-of-expert over Gaussian mixture. 
3.5 Second Step and Third Step Prediction 
3.5.1 Calculating Second Step Prediction 
The one step prediction is easy to calculate. All we need to do for one step 
prediction is to get the weighted sum of all the experts (or components in 
the case of Gaussian mixture). The computation of multiple steps prediction 
is less straightforward. Granger and Ter^virta [46] have discussed the m 
steps forecasts based on general nonlinear models. Generally, there are three 
common approaches for two step forecasting. The most simple approach is 
the naive approach. We simply use the one step forecast as the true value 
for Xt, and calculate the second step. So the first step is 
xt = wiXt^ i + . . . + WKXt^ K, (3.28) 
et,j = 0’ forj = 1 . . . iC’ （3.29) 
where w^ = a , in the case of Gaussian mixture, and Wj =「广,Gfa二;，’Aj)* 
] ] •‘ Eu=iauG(yt;/^ „’Au) 
in the case of mixture-of-expert. The second step for this naive approach will 
be 
Xt+l = WiXt+l,l + . . . + WKXt+l^ K, (3.30) 
where each expert (or each component in the case of Gaussian mixture) 
calculate the second step using 
Xt+i,j = aoj + bijXt + b2jXt-i H h bRjXt-R+i + a2jet-i,j H 1- asj^ts+ij-
(3.31) 
The advantage of using this approach is easy to calculate and efficient. How-
ever, it does not take into account the conditional second step predictive 
distribution. For any mixture model, without considering the predictive dis-
tribution of the second step given the first step prediction, lose of informa-
tion will be severe, since the conditional second step distribution of each 
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component\expert of the mixture model will be very different from a sim-
ple Gaussian distribution, or even multimodal. So a second approach is to 
calculate the exact second step predictive density function 
F{xt+i\Xt-i) = j F{xt+i\Xt_^,xt)dF(xt\Xt-i), (3.32) 
where Xt- i = {xt-i,Xt-2, . • .}，F{xt\-) is the conditional density function of 
the mixture model at Xt, which has the form 
P(xt), for Gaussian mixture, 
F(xt \Xt . i ) = { (3.33) 
P{xt, yt), for mixture-of-expert, 
Please refer to (2.24) and (3.14) for P{xt) and P{xt^yt) respectively. As can 
be seen from (3.32)，it is very difficult to calculate the second step predictive 
density function analytically, and the integration is usually intractable. We 
can use numerical method to do the job, but it is still no way easy. The 
third approach, which is the one we use in this thesis, is the Monte Carlo 
approximation. We randomly generate many first step values x\ using the 
first step density function, F(xt\Xt-i). For each generated first step value, 
we treat it as the true first step, and use it to calculate the second step 
predictive density function. Mathematically, this can be represented as 
1 N 
= y 奸 i | X t _ i ’ a 4 (3.34) 
t=i 
In (3.34)，there are N number of x\ being generated using the first step 
density function F{xt\Xt-i). 
3.5.2 Calculating Third Step Prediction 
To calculate the third step prediction, we calculate the second step predictive 
density function first, which can be achieved using (3.34), and then calculate 
the third step predictive density function 
1 N 
F(xt^2\Xt) = (3.35) 
1=1 
where xl is now generated using the second step predictive density function. 
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3.5.3 Experiments: Second Step and Third Step Pre-
diction 
As we have seen in section 3.4, the first step prediction for mixture-of-expert 
ARMA-GARCM model has about the same performances as the Gaussian 
mixture ARMA-GARCH. However, if we check for the second step and third 
step prediction performances, we will find that mixture-of-expert model does 
much better than Gaussian mixture model. Figures 3.7 to 3.18 show the 
second step and third step predictions using Gaussian mixture and mixture-
of-expert for the three stocks. To clearly show the different between the 
original differenced stock price time series and the predicted differenced stock 
price time series, we again only show the last 50 predictions. Table 3.3 
compares the performances of the undifferenced second step prediction, and 
table 3.4 compares the performances of undifferenced third step prediction. 
Please note again that we calculate the mean square errors using all the 300 
predicted data points. 
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Figure 3.7: Second step prediction of Figure 3.8: Second step prediction of 
differenced CK HDG stock price time differenced CK HDG stock price time 
series using Gaussian mixture ARMA- series using mixture-of-expert ARMA-
GARCH model. GARCH model. 
From the table, we can see that mixture-of-expert model consistently 
gives a better second step and third step prediction performance than the 
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Figure 3.9: Second step prediction Figure 3.10: Second step prediction 
of differenced HKE HDG stock price of differenced HKE HDG stock price 
time series using Gaussian mixture time series using mixture-of-expert 
ARMA-GARCH model. ARMA-GARCH model. 
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Figure 3.11: Second step prediction Figure 3.12: Second step prediction 
of differenced HSBC HDG stock price of differenced HSBC HDG stock price 
time series using Gaussian mixture time series using mixture-of-expert 
ARMA-GARCH model. ARMA-GARCH model. 
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Figure 3.13: Third step prediction of Figure 3.14: Third step prediction of 
differenced CK HDG stock price time differenced CK HDG stock price time 
series using Gaussian mixture ARMA- series using mixture-of-expert ARMA-
GARCH model. GARCH model. 
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Figure 3.15: Third step prediction Figure 3.16: Third step prediction 
of differenced HKE HDG stock price of differenced HKE HDG stock price 
time series using Gaussian mixture time series using mixture-of-expert 
ARMA-GARCH model. ARMA-GARCH model. 
CHAPTER 3. FINITE MIXTURE-OF-EXPERT ARMA-GARCH MODEL34 
Or 8 . 
5 - 5 -
4 • 4 • 
5 10 15 20 25 30 U 40 45 SO 5 10 15 20 25 30 35 40 45 50 
Figure 3.17: Third step prediction of Figure 3.18: Third step prediction of 
differenced HSBC HDG stock price differenced HSBC HDG stock price 
time series using Gaussian mixture time series using mixture-of-expert 
ARMA-GARCH model. ARMA-GARCH model. 
CK HDG HKE HDG HSBC HDG 
Gaussian Mixture 4.9621 0.1599 3.9179 
Mixture Experts 4.7104 0.1502 3.7317 
Table 3.3: Mean square errors of second step prediction for the undifferenced 
stock price time series using Gaussian mixture ARMA-GARCH and mixture-
of-expert ARMA-GARCH. 
CK HDG HKE HDG HSBC HDG 
Gaussian Mixture 7.3921 0.2106 6.3966 
Mixture Experts 6.9360 0.1956 5.9559 
Table 3.4: Mean square errors of third step prediction for the undifferenced 
stock price time series using Gaussian mixture ARMA-GARCH and mixture-
of-expert ARMA-GARCH. 
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Gaussian mixture. Although the extra parameters exist in the mixture-of-
expert seem to be worthless in the first step prediction, their power have 
shown in multiple steps ahead prediction. 
3.6 Comparison with Other Models 
In this section, we compare the two new mixture models with many other 
models. We apply the existing Gaussian mixture AR-GARCH model [1], 
mixture-of-expert AR-GARCH which is a special case of our new mixture-
of-expert ARMA-GARCH model, conventional AR-GARCH and ARMA-
GARCH models, to the same three stock price time series. We do first step, 
second step, and third step predictions for all the different models. Since 
there are a lot of figures to show, we only show the figures of differenced CK 
HDG stock price time series. Figures 3.19 and 3.36 show the differenced CK 
HDG first, second, and third step predictions. Tables 3.5’ 3.6, and 3.7 show 
the performances of the first, second and third step prediction respectively of 
the three undifferenced stock price time series. Same as before, we only use 
the last 50 predicted data points for showing the differenced stock price time 
series, and we calculate the mean square errors using all the 300 predicted 
data points. 
From the tables, we can see that Gaussian mixture and mixture-of-expert 
outperform all other models. This is probably due to the fact that mixture 
models can extract multiple linear time series information from the data 
points, and so can capture more information than just using one linear time 
series. 
In the case of CK HDG, the ARMA-GARCH models don't perform much 
better than AR-GARCH, and sometimes AR-GARCH models are better. 
However, in the cases of HKE HDG and HSBC HDG, ARMA-GARCH mod-
els consistently give better forecasting than AR-GARCH models. These re-
sults show that some stock price time series have moving average effects 
needed to be modelled, and so ARMA-GARCH is required. 
For the second step and third step prediction, Gaussian mixture generally 
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Figure 3.19: First step prediction of Figure 3.20: First step prediction 
differenced CK HDG stock price time of differenced CK HDG stock price 
series using conventional AR-GARCH time series using conventional ARMA-
model. GARCH model. 
a � 6 • 
' . A ，. A 
3- U /I I 3 I /I I 
1 I V j li . . 1 . , 
0 5 1 0 15 20 2S 30 35 40 45 SO 0 5 10 15 20 25 30 35 40 45 50 
Figure 3.21: First step prediction of Figure 3.22: First step prediction of 
differenced CK HDG stock price time differenced CK HDG stock price time 
series using Gaussian mixture AR- series using Gaussian mixture ARMA-
GARCH model. GARCH model. 
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Figure 3.23: First step prediction Figure 3.24: First step prediction of 
of differenced CK HDG stock price differenced CK HDG stock price time 
time series using mixture-of-expert series using mixture-of-expert ARMA-
AR-GARCH model. GARCH model. 
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Figure 3.25: Second step prediction of Figure 3.26: Second step prediction 
differenced CK HDG stock price time of differenced CK HDG stock price 
series using conventional AR-GARCH time series using conventional ARMA-
model. GARCH model. 
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Figure 3.27: Second step prediction Figure 3.28: Second step prediction of 
of differenced CK HDG stock price differenced CK HDG stock price time 
time series using Gaussian mixture series using Gaussian mixture ARMA-
AR-GARCH model. GARCH model. 
:A : A 
- 3 . - 3 -
, . . . . 1 . I . . . . . , , 1. . . ^ . , 
" 0 S 10 IS 20 2S 30 35 40 45 50 0 5 10 15 M 25 30 35 40 45 50 
Figure 3.29: Second step prediction Figure 3.30: Second step prediction of 
of differenced CK HDG stock price differenced CK HDG stock price time 
time series using mixture-of-expert series using mixture-of-expert ARMA-
AR-GARCH model. GARCH model. 
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Figure 3.31: Third step prediction of Figure 3.32: Third step prediction 
differenced CK HDG stock price time of differenced CK HDG stock price 
series using conventional AR-GARCH time series using conventional ARMA-
model. GARCH model. 
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Figure 3.33: Third step prediction of Figure 3.34: Third step prediction of 
differenced CK HDG stock price time differenced CK HDG stock price time 
series using Gaussian mixture AR- series using Gaussian mixture ARMA-
GARCH model. GARCH model. 
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Figure 3.35: Third step prediction Figure 3.36: Third step prediction of 
of differenced CK HDG stock price differenced CK HDG stock price time 
time series using mixture-of-expert series using mixture-of-expert ARMA-
AR-GARCH model. GARCH model. 
CK HDG HKE HDG HSBC HDG 
Conventional AR-GARCH 2.2811 0.0818 2.1562 
Conventional ARMA-GARCH 2.2746 0.0853 2.1326 
Gaussian Mixture AR-GARCH 2.1430 0.0808 2.0012 
Gaussian Mixture ARMA-GARCH 2.1000 0.0777 1.9981 
Mixture-of-Expert AR-GARCH 2.1005 0.0800 1.9975 
Mixture-of-Expert ARMA-GARCH 2.1010 0.0763 1.9401 
Table 3.5: Mean square errors of first step prediction for the undifferenced 
stock price time series using different approaches. 
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CK HDG HKE HDG HSBC HDG 
Conventional AR-GARCH 5.2391 0.1654 4.3098 
Conventional ARMA-GARCH 5.1943 0.1640 4.3072 
Gaussian Mixture AR-GARCH 4.8622 0.1610 4.0966 
Gaussian Mixture ARMA-GARCH 4.9621 0.1599 3.9179 
Mixture-of-Expert AR-GARCH 4.7582 0.1551 3.8847 
Mixture-of-Expert ARMA-GARCH 4.7104 0.1502 3.7317 
Table 3.6: Mean square errors of second step prediction for the undifferenced 
stock price time series using different approaches. 
CK HDG HKE HDG HSBC HDG 
Conventional AR-GARCH 7.6928 0.2350 6.7079 
Conventional ARMA-GARCH 7.7374 0.2240 6.6885 
Gaussian Mixture AR-GARCH 7.3968 0.2193 6.4586 
Gaussian Mixture ARMA-GARCH 7.3921 0.2106 6.3966 
Mixture-of-Expert AR-GARCH 6.8736 0.2007 6.1305 
Mixture-of-Expert ARMA-GARCH 6.9360 0.1956 5.9559 
Table 3.7: Mean square errors of third step prediction for the undifferenced 
stock price time series using different approaches. 
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does not give very satisfactory performance. However, the mixture-of-expert 
can do much better second step prediction than all the other models, which 
is due to the additional gating network. The gating network seems to extend 
the prediction power beyond simple one step ahead prediction. 
3.7 Chapter Summary 
In this chapter, we have proposed a new mixture-of-expert model, which is 
mixture-of-expert ARMA-GARCH model. GEM algorithm for estimating 
this model has been derived. The mixture-of-expert ARMA-GARCH has 
the advantage over the Gaussian mixture ARMA-GARCH given by the ad-
ditional gating network. The gating network decouples the weight in one 
expert from the weights in other experts, and achieve true locality. 
We have compared three different model selection criteria for our mixture-
of-expert ARMA-GARCH model, which are AIC, BIG and BYY harmony 
learning. We have modified the original BYY harmony learning to enable 
estimation for our mixture-of-expert ARMA-GARCH model. Results have 
shown that BIG and BYY harmony learning have a better selection power 
than the AIC. For the BIG and the BYY harmony learning, they have about 
the same selection power. Since BYY harmony learning can automatically 
select the base model, it saves a lot of time and should be preferred. 
Mixture-of-expert ARMA-GARCH have about the same one step ahead 
prediction performance as the Gaussian mixture ARMA-GARCH model. For 
the second step and third step prediction, mixture-of-expert can do much 
better. This shows that mixture-of-expert can extend its prediction power 
beyond single step for stock price prediction. 
For some stock price time series, using ARMA-GARCH will give better 
prediction performances than AR-GARCH model. This shows that some 
stock price time series have the moving average information inherited in their 
data points, and should be modelled. So we should apply both AR-GARCH 
and ARMA-GARCH to a stock price time series, and see which one would 
give better result. 
Chapter 4 
Stable Estimation Algorithms 
In this chapter, we propose several stable estimation algorithms for esti-
mating AR(1) and AR(2) processes. The difference between these stable 
estimation algorithms and other available estimation algorithms is that the 
new algorithms can ensure the stationarity of the AR models during learn-
ing. That means we can always ensure the estimating parameters satisfy 
stationarity condition. There are usually two reasons that a time series be-
comes non-stationary during learning: 1) the step size is too large, and 2) 
the time series is nearly non-stationary. Conventional iterative estimation 
algorithms do not consider the case that the parameters of an AR process 
become non-stationary during learning. They minimize the chance of becom-
ing non-stationary by initializing the parameters using very small values, and 
using small step size for the learning process. If non-stationarity still cannot 
be avoided, random restart is used. Disadvantages of using the said methods 
to avoid non-stationarity are 1) the learning time will be very long, and 2) it 
still cannot guarantee that the learning process will remain stationary (i.e. 
the learning process is not stable). To completely eliminate the situation of 
non-stationarity during learning, we derive new stable estimation algorithms 
to solve this problem. 
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4.1 Stable AR(1) estimation algorithm 
Consider the simple AR(1) process 
Xt = biXt-i + et. 
To ensure the stationarity of AR(1), the condition - 1 < 6i < 1 must be 
satisfied. So we replace bi with 
= 1， (4.1) 
and we update pi instead. The log-likelihood of the AR(1) process is 
T 
L[X) = (4.2) 
t=i 
et = Xt - Xt, (4.3) 
Xt = bixt-u (4.4) 
where X = {xt}J=i. We use adaptive algorithm to estimate the parameter, 
and each step we use 
严) = + 警 . （4.5) 
The first derivative is put in the appendix. 
To show the usefulness of this adaptive algorithm, we try to estimate the 
following simulation experiment 
Xt 二 0.999:ct一 1 + et. (4.6) 
Equation (4.6) is nearly unit root, but it is not non-stationary. If we use 
conventional iterative algorithms, the algorithm will calculate hi beyond value 
1 easily during learning, unless the learning step is very very small. However, 
using the proposed adaptive algorithm, we restrict the value of bi within 1，so 
we do not need to worry the chance of occurrence of non-stationary behavior. 
From our experiments, the learning process do not become non-stationary 
no matter the value of the learning rate. Our estimated value of bi is 0.9856. 
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4.2 Stable AR(2) Estimation Algorithm 
When the order of AR process is higher than one, the situation becomes 
much more complicated, because we have to deal with complex numbers. 
Consider the AR(2) process 
Xt = biXt-l + b2Xt-2 + 
We can write the AR(2) process using lag operator 
Xt = biXt-i + hxt-2 + Cf 
Xt - biXt-l - h2Xt-2 = €t 
(1 - biL - h2L?)xt = et 
工 亡 = ( 1 - l J - b 奶 . (4.7) 
To ensure stationarity, we want the equation (1 - 6iL - = 0 to have all 
its roots lie outside unit circle. However, we can factorize (1 — biL — 62!/^) 
into 
l-biL- 62^2 
二 ( 4 . 8 ) 
where 
bi = P1 + P2, (4.9) 
h = -PIP2' (4.10) 
If we want to ensure the roots of (1 — 61L - 62:2) lie outside unit circle, the 
values Pi and p2 must lie inside unit circle. Please note that pi and p2 can 
be complex numbers. 
The AR(2) process becomes 
Xt 二（Pi + p2)xt-l — P\P2Xt-2 + et. (4.11) 
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4.2.1 Real pi and p2 
In the case that pi and p2 are real, all we need to do is to ensure that pi and 
p2 both lie inside 1 
= 1 ^ - 1 ， （4.12) 
= r ^ - L (4.13) 
Similar to AR(1) process, we maximize the log-likelihood of the AR(2) 
process 
T 
L{X) = (4.14) 
t=i 
et = x t - x t , (4.15) 
Xt = (Pi + p2)xt-i - P\p2^t-2- (4.16) 
We use adaptive algorithm to estimate the parameter, and each step we use 
= a �+ (4.17) 
oa 
= " � + (4.18) 
The first derivatives are listed in appendix. 
4.2.2 Complex pi and p2 
Let one of the two values of pi and p2 is complex number, a + d , and the 
other is real number, d. Then 
bi = (a + d) + d， (4.19) 
62 = -ad - cdi. (4.20) 
But this is not possible because both 61 and 62 must be real numbers. So the 
situation that only one of the two values pi and p2 is complex number is not 
possible for AR(2) process. 
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Now consider that both values p\ and p2 are complex number, and they 
are a + d and d + f i . Then 
61 = (a + d) + (c + / ) i , (4.21) 
62 = (c/ - ad) - {cd + af)i. (4.22) 
Since both bi and 62 must be real numbers, the conditions 
a = d, (4.23) 
c = - / ’ (4.24) 
must be satisfied. So pi and p2 must be a + d and a - d respectively, and 
61 = 2a, (4.25) 
62 二 - (a2 + c2). (4.26) 
The AR(2) process is now 
Xt = 2axt-i - (a^ + c^)xt-2 + et. 
As said before, to ensure the stationarity of the AR(2) process, pi and p2 
must lie inside the unit circle. This is same as the condition 
a2 + c 2 < l , (4.28) 
being satisfied. To ensure the sum of a^ and c^  is smaller than 1 during 
learning, we need two steps updating. In our adaptive algorithm, we update 
the parameter a first, and then update the parameter conditioned on the 
updated value of a. We restrict the values of a and c^  by replacing them with 
the following 
a = 去 - 1 ’ （4.29) 
= 1 ^ ， （4.3。） 
and we update a and (5 instead. Please note that we update c^  rather than 
c because we do not need the value of c during estimation. 
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We use the same updating formulas (4.17) and (4.18) to update the values 
of a and (3. The two first derivatives are different from the case that both pi 
and p2 are real, and they are shown in the appendix. Please note that before 
calculating the first derivative with respect to (3, we must update the value 
of a first, since it depends on the value of a. 
4.2.3 Experiments for AR(2) 
We use simulation experiments to test our model. For the case of both pi 
and p2 are real, we use 
Xt = (0.999 + 0.999):ct一1 - (0.999 x 0.999)a:f_2 + e^ . (4.31) 
So the true values are pi = 0.999 and p2 二 0.999. This time series is nearly 
non-stationary, and so using a conventional iterative algorithm, almost all 
of the times the parameters become non-stationary during learning. Using 
our proposed adaptive algorithm, the learned values are pi = 0.9988 and 
p2 = 0.9991, and the algorithm have never become non-stationary during 
learning, no matter the value of the learning rate. 
For the case of both pi and p2 are complex, we use 
二（2 X 0.6)a;t_i — (0.6^ + 0.6394)a;t_2 + et. (4.32) 
The true values are a 二 0.6 and c^  = 0.6384. Again, this time series is nearly 
non-stationary, and so using conventional iterative algorithm to estimate it 
will usually yield non-stationary series during learning. Using our proposed 
adaptive algorithm, the learned values are a = 0.6034 and c^  = 0.6211. 
To estimate an AR(2) time series using our stable estimation algorithms, 
both the real and the complex versions should be tried, since we don't know 
whether the true values of the roots of the characteristic equation are real or 
complex. 
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4.3 Experiment with Real Data 
We illustrate the usefulness of the stable estimation algorithms using some 
real data. Figure 4.1 shows the exchange rate of Hong Kong dollars to United 
Kingdom pounds within the period from April 1，1997 to May 25, 1998，which 
consists of 300 data points. Figure 4.2 shows the first 20 autocorrelations of 
the time series. 
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Figure 4.1: HK dollars to UK p o u n d s figure 4.2: First twenty autocorrela-
exchange rate time series. tions of HK dollars to UK pounds ex-
change rate time series. 
Prom the autocorrelations, we can see that the exchange rate time series is 
stationary, and we don't need to make any first difference. We then apply our 
stable estimation algorithms to estimate the parameters of the time series. 
We use BIC to select the best order. Table 4.1 shows the results of the BIG 
for the three different orders. 
As shown in table 4.1, the best model is AR(1) with a constant term. 
The value of the parameter bi of this model is -0.9970, which is nearly unit 
root. If we use conventional estimation algorithm to estimate the time series 
as AR(1), the parameter bi will easily become smaller than -1 (i.e. becoming 
non-stationary), unless the step size is very small. Using our new stable 
estimation algorithm, this situation can never occur. 
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AR(1) with a AR(2) with real roots AR(2) with complex roots 
constant term and a constant term and a constant term 
BIC -35.97 13.01 -13.41 
Table 4.1: BIC results of HK dollars to UK pounds exchange rate time series 
using three different orders. 
4.4 Chapter Summary 
Conventional iterative algorithms do not consider the case that a time series 
becomes non-stationary during learning. If we use them to learn time series 
that are very near non-stationarity (that means some roots of the charac-
teristic equations are very near unity), these algorithms will usually yield 
non-stationary parameters during learning. To avoid this problem, conven-
tional algorithms use very small learning step size. If non-stationarity still 
unfortunately occurs, random restart is required. 
This chapter provides new stable estimation algorithms to deal with the 
problem that the parameters becoming non-stationary during learning. The 
rationale is to restrict all roots of the characteristic equation lie outside unit 
circle. Stable estimation algorithms for the most popular AR(1) and AR(2) 
processes have been derived. Using these new stable estimation algorithms, 
we do not need to worry the parameters will fall into non-stationary region 
during learning. 
Please note that, although we just consider the AR processes in this chap-
ter, it is in fact includes the cases for estimating ARMA processes, this is 




In this thesis, we have applied different mixture models to three real world 
stock price time series. Mixture model for time series analysis has the advan-
tage that more than one linear time series of information can be captured. 
With this special feature, mixture of time series can get a better model than 
conventional linear time series. 
We have proposed and developed two different mixture models in this 
thesis. The finite Gaussian mixture is a very common mixture model, which 
has been widely used for classification problems. We have derived the finite 
Gaussian mixture ARMA-GARCH model and the corresponding GEM esti-
mation algorithm. It is an extension of the existing finite Gaussian mixture 
AR-GARCH model. We have applied this new model to three real world 
stock price time series, Cheung Kong Holding (CK HDG), Hong Kong Elec-
tric Holding (HKE HDG) and HSBC Holding (HSBC HDG). Prom the exper-
iment results, we can see that finite Gaussian mixture ARMA-GARCH model 
has better one step ahead prediction than conventional ARMA-GARCH 
model. 
We then investigated the second class of mixture model, the mixture-of-
expert model. A mixture-of-expert model has a gating network, which gives 
the model the ability to capture the locality of the data. The main task of 
the gating network is to decouple the weight of an expert from the weights 
of the other experts. We have derived the finite mixture-of-expert ARMA-
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GARCH model, and the corresponding GEM estimation algorithm. This 
new mixture-of-expert model has been applied to the same three stock price 
time series. The experiment results show that one step ahead forecasting of 
using mixture-of-expert model is as good as the Gaussian mixture model. 
However, the mixture-of-expert yields a much better second step and third 
step stock price predictions than Gaussian mixture. 
In this thesis, we have conducted model selection simulation experiments. 
We compare the selection power of the AIC, BIC selection criteria for the 
Gaussian mixture ARMA-GARCH model. By doing a large number of exper-
iments, the results have shown that BIC has a higher probability of selecting 
the correct model than AIC. 
We have also compared different selection criteria for the mixture-of-
expert ARMA-GARCH model. Additionally, we also use the BYY harmony 
learning to do model selection for the mixture-of-expert ARMA-GARCH 
model. The BYY harmony learning has the advantage that it can automat-
ically select the appropriate model during learning. By doing many experi-
ments to compare the three selection criteria, the results have shown that BIC 
and BYY harmony learning have higher selection power than AIC, while the 
BIC and BYY harmony learning have about the same selection power. How-
ever, BYY harmony learning automatically selects the appropriate model, 
which implies that it does not need to estimate many different orders of 
models. So BYY harmony learning can save a lot of time for model selec-
tion, and should be preferred. In our thesis, we use BYY harmony learning 
to estimate all the mixture-of-expert models. 
We have conducted a large amounts of experiments in this thesis. We 
have compared the two new mixture models we have proposed with those 
existing time series models. We have applied the existing Gaussian mixture 
AR-GARCH model, and the mixture-of-expert AR-GARCH model (which is 
the special case of our new mixture-of-expert ARMA-GARCH model), to the 
three stock price time series. Conventional AR-GARCH and ARMA-GARCH 
models have also been applied. Experiment results have shown that mixture 
models generally give better prediction performance than conventional linear 
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time series models. Also, some stock price time series which are modelled 
as ARMA-GARCH give better prediction performances than when they are 
modelled by AR-GARCH. This shows that moving average effect inherits in 
some stock price time series, and they are needed to be modelled by ARMA-
GARCH model. 
The first step prediction of the Gaussian mixture and mixture-of-expert 
are about the same. The second step and third step prediction of mixture-of-
expert outperforms all other models. This has shown that mixture-of-expert 
can extend its prediction power beyond a single step for stock price time 
series. 
Conventional iterative algorithms do not consider the case that a time 
series becomes non-stationary during learning. If we use them to estimate the 
parameters of time series, and the time series are very near non-stationarity, 
these algorithms will usually yield non-stationary parameters during learning. 
To avoid this occurrence, conventional algorithms use very small learning 
step size. If non-stationarity still unfortunately occurs, random restart is 
required. Disadvantages of using small step size is that the learning time will 
be very long, and it still cannot guarantee stationarity. In this thesis, we have 
proposed and developed new stable estimation algorithms to deal with the 
problem that the parameters becoming non-stationary during learning. The 
rationale is to restrict all roots of the characteristic equation lie outside unit 
circle. Stable estimation algorithms for the most popular AR(1) and AR(2) 
processes have been derived. Using these new stable estimation algorithms, 
we do not need to worry the parameters will fall into non-stationary region 
during learning. 
From this thesis, we have learned the followings 
• Since mixture models generally yield better stock price prediction per-
formance than conventional time series models, we should apply mix-
ture model to stock price time series whenever possible. 
• If we want to do second step or third step predictions for stock price 
time series, we should use mixture-of-expert model. However, if we 
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just want to do one step prediction, Gaussian mixture model would 
be enough and should be preferred, since estimation time of Gaussian 
mixture is shorter, and requires less resources. 
• For Gaussian mixture, we should use BIC model selection criteria. For 
mixture-of-expert, we should use the BYY harmony learning to auto-
matically select the model. 
• In some cases mixture ARMA-GARCH models do better than the mix-
ture AR-GARCH models. So we should try to model a stock price time 
series using both ARMA and AR, and compare their results. 
• If we want to estimate AR(1) or AR(2) processes, and want to ensure 
the time series will definitely be stationary during learning, we can 
use the stable estimation algorithms derived in chapter 4. These sta-
ble estimation algorithms are especially useful for estimating AR(1) or 
AR(2) series that are nearly non-stationary. 
5.1 Further Research 
Researchers have used mixture models for modelling flat stretches, bursts 
and outliers in time series [27]. Whether the mixture models proposed in this 
thesis can capture these behaviors require further investigation. Asymptotic 
properties of the proposed models, (e.g. convergence of the mixture variance) 
also requires more rigorous mathematical proof. 
It has been proved that some time series exhibit multimodal marginal 
distribution [47]. Recently, it has shown that mixture model can model 
the multimodal properties of time series [22]. How well the mixture models 
proposed in this thesis for modelling the multimodal marginal distribution is 
unknown, and required further analysis. 
In this thesis, we only provide stable estimation algorithms for AR(1) 
and AR(2) processes. For AR(3) and higher order AR processes, deriving 
the required stable estimation algorithms will be a further research topic. 
Appendix A 
Equation Derivation 
A . l First Derivatives for Gaussian Mixture 
ARMA-GARCH Estimation 
We have derived the following first derivatives which are required for the 
estimation of finite Gaussian mixture ARMA-GARCH model presented in 
section 2.3. 
We consider the Q function from (2.34) 
T K 
t=l j=l 
Please note that 
小 oj = e"^ 
(f)qj = e�j， where q = 1, . . . 
(3pj = ePpj， where p = 1,... 
e爪j 
The first derivatives of the Q function with respect to rrij is 
— • ⑴ - … . (A.l) 
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For all other parameters, fl = { a i j , … , a s j , , . . . , bjij, pij , . •.，ppj, 
6oj , . . . , the first derivative is 
^ ^ = k烛 t V ft - 1) - 与 ( A . 2 ) 
duJ [2alj \<ylj y du a?’）du \ 
Where a; G To calculate (A.2), we also need the following first derivatives: 
S = t r 智,(A.3) 
a 二 〜「tr与, (A.4) 
= j y 令,(A.5) 
00” c=l ” d=\ 口 
g 
^ = -yt-r - (A.6) 
= + (A.7) ^ 况 Oj 
M i - . e � 《 阳加 “ J . ( A 8 ) 
O0q3 c=i 们 
⑩ — 一 V e ^ c i ^ ^ (A 9) — 十乙 e do • ‘ ^ ' 
^Ppj c=l �PP3 
^Jhi = ~ = ~ = 0， (A.IO) 
dSoj d5qj dppj 
where r = 1，... ’ /?，s = 1’...，S, q = 1’ …，Q, p = 1，...，尸. 
A.2 First Derivatives for Mixture-of-Expert 
ARMA-GARCH Estimation 
We have derived the following first derivatives, which are required for esti-
mation of finite mixture-of-expert ARMA-GARCH model. 
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For the mixture-of-expert model, we consider the Q function from (3.18) 
T K 
Q(e,e*) = 从t) ajG[w�fj^j, /ij)G(^Xt:A’j, crlj, yt). 
t=i j=i 
The first derivatives of this Q function with respect to the variables that 
also occur in Gaussian mixture are same as (A.l) to (A.10). For the first 
derivatives with respect to iij and Aj, they are 
= (A.11) 
^ ^ ^ = [Afiyt - -叫 r -I] A f . 
A.3 First Derivatives for BYY Harmony Func-
tion 
During the harmony learning, we need to find the first derivatives of the 
harmony function with respect to different parameters. We have derived and 
listed out the first derivatives that are required in step 5 of the harmony 
learning. The BYY harmony function of our mixture-of-expert model is 
H{xuyt,e) = aOyt;IM, •tie)G(coir’ 壬t’e, crl^,yt). 
Please note that 
he = e ' o � 
(f)qe = e � ’ where q = 1’...，Q 
Ppe = where p = 1 , . . . , P 
e叫 
ai = —jF . 
The first derivative of the harmony function with respect to different 
parameter is 
dH{xt,yt,e) _ ( i i _ ^ _ A^ n � 
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where u e {au,... ,asi ’ bu,...，6 似 ’ pu,…，pp^, S o e , . . . ， T O cal-
culate (A.13), we also need the following set of first derivatives, which are 
similar to the ones in section A.l 
终 = 2 f > _ c e � � + E e - ^ ’ (A.14) 
ddse ^ dttsi 台 dasi 
s 
= -e t - s - > ace-x ， （A.15) 
dase t l f oasi 
C 一丄 
^ = E e - ^ , (A.16) 
dbre ^ dbri 台 dh^ 
det’£ Y^ ^ det-c,e /A 17� 
^ 二 - y t - r - E a ^ - ^ , (A.17) 
C — 上 g 二 — + 1；^%^’ （A.18) 
築 = + 《 脊 ’ （A.19) 
許 = 心 产 + f e - 昏 ’ (A.20) 
dppe ^ oPpe 
� 二 � = p l = 0, (A.21) 
dSo£ ddq£ OPpE 
where r = 1 , . . . , i?, s = 1 , . . . , 5, g = 1 , . . . , Q, p = 1 , . . . , P. 
A.4 First Derivatives for stable estimation al-
gorithms 
This section lists out the first derivatives needed in chapter 4. We want to 
maximize the log-likelihood of an AR process 
T 
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A.4.1 AR(1) 
We ensure the parameter bi to be smaller than 1 using 
bi = — ^ 1’ 
1 + e-Pi 
and so the first derivative with respect to pi is 
dL{xt) et 2e-Pi 
i 二 (A.24) 
A.4.2 AR(2) 
We write bi and 62 in term of pi and p2 
bi = + 
62 = -P\P2-
If both pi and p2 are real, we can ensure each of them is within 1 using 
2 1 
2 1 
= I T ^ —1’ 
and the first derivatives with respect to a and (5 are 
dL{xt) , �Q 
= (TH - “ 种 + e l ’ (A.25) 
dL{xt) ( �et 2e-召 
=(工 - (a.26) 
If both Pi and p2 are complex, we represent them in term of two real 
numbers a and c, and so they become a + ci and a-ci respectively. We want 
to ensure that a^ + c^  < 1, so we rewrite a and c^  into 
a = T ^ - 1 ’ 
,2 — I j z ^ 
c “ 1 + e-/^' 
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and the first derivatives with respect to a and jS are now 
^ 二 (A.27) 
— - 工 ( 1 + 6-/^)2， (A.28) 
which are very different from the case of real numbers. 
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