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In both academic and non-academic discourse, modern societies are said to be 
increasingly ‘driven by data’ (cf. Mayer-Schönberger and Cukier 2013; van 
Dijck 2014; Kitchin 2014). In lieu of relying on small, representative samples, 
datafication denotes a shift towards the steady quantification of social life, 
where social actions are continuously rendered into quantifiable data in order 
to enable “real-time tracking and predictive analysis” (van Dijck 2014, 198). 
Whether or not we take the oft-revolutionary rhetoric around datafication and 
big data for granted, it has become a “legitimate means to access, understand and 
monitor people’s behavior” among commercial actors, governments and 
scientists (van Dijck 2014, 198). Despite a consensus that datafication has “far-
reaching consequences to how knowledge is produced, business conducted, 
and governance enacted” (Kitchin 2014, 2), its implications for democratic 
practices are highly controversial. 
On one hand, datafication has been described as a potential threat that could 
undermine the agency of publics. As Couldry and Powell (2014, 4) summarize, 
datafication might disconnect “system and experience” because the traces of 
data that people leave behind are often unconscious and not meaningful to 
them, and the insights that this gleaned data generates for companies or 
governments are often not “folded back into the experience of everyday life”. 
The ways in which continuous data collection is changing how news media 
companies operate and are subsidized is said to create incentives to build ‘filter 
bubbles’ (Pariser 2011) which would increase fragmentation. Zuboff (2015) 




fundamentally anti-democratic. Others have argued that datafication might 
increase social discrimination, as generating predictions based upon previous 
records (e.g. from crime data in predictive policing) may reproduce and 
potentially reinforce biases inherent upon those records (cf. Barocas and Selbst 
2016). 
On the other hand, datafication is also associated with a strengthening of 
democratic values and the empowerment of actors who aspire to work in a 
public interest. For example, many accounts of data journalism discuss the 
potential for data technologies to support journalistic autonomy by lowering 
the costs of investigative reporting and by creating new business models (cf. 
Anderson 2013b; Gray, Bounegru, and Chambers 2012; Flew et al. 2012). 
Beyond journalism, open data initiatives around the world are making 
government data freely accessible online, and promise to make “‘open book’ 
governance possible for the first time” (Margetts 2013, 167). Although these 
initiatives often fail to fulfill this promise (cf. Bates 2012), the concepts of 
open data and datafication are nevertheless strongly associated with a 
strengthening of democratic values, and rising levels of transparency and 
accountability. 
Both the negative and positive accounts tend to treat processes of datafication 
as a self-contained and “unifying media logic (…) beyond the domain of 
human agency” (Hepp 2016, 927). The warnings about the negative 
implications often stress the way datafication is used to facilitate commercial 
aims or government surveillance. Critics identify commercial actors and 
governments as key drivers of datafication today, and shed light on the 
problems which may arise as a result of an uncritical embrace of data 
technologies. The positive accounts tend to focus on how the technological 




practices and values. While all of these accounts provide valuable 
contributions, justice is not being given to the complexity of the 
transformations that are taking place if it is assumed that commercial actors 
and governments are (and always were) the only relevant drivers of datafication, 
or if we are considering the democratic potential of datafication solely through 
its technological potential. 
A more nuanced approach is needed if we are to find ways to “enlist processes 
of datafication into the service of social progress” (Gray 2016). With this 
thesis, I contribute to a growing body of research which suggests that we 
should study how people use data “to meet their own ends (…) for broader 
social, civic, cultural or political goals” (Couldry 2014, 892). Rather than 
abstracting the democratic potential of datafication by looking at its 
technological features, I consider how datafication is appropriated and 
advanced by actors who aspire to work in a public interest, and how this might 
“shift agency and representation” (Couldry and Powell 2014, 4). My premise 
is that the ways in which processes of datafication “sustain, undermine and 
transform vital public values” (Kennedy, Poell, and van Dijck 2015, 2) very much 
depend on how these processes are facilitated, and by whom. 
Studying datafication through pioneer 
communities 
To develop a more nuanced approach to the study of how processes of 
datafication affect public values, I study ‘pioneer communities’ who use and 
appropriate data technologies in novel ways. According to Hepp (2016, 928), 
pioneer communities are influential intermediaries “between the development 




to appropriate new technologies and develop “a horizon of possibility” (Hepp 
2016, 919), i.e. they imagine and exemplify how a technology may be used, and 
how it might change the status quo. The discourses and practices that pioneer 
communities generate provide orientation for others, and influence the wider 
adoption of a technology. A famous example of a pioneer community that is 
related to datafication is the quantified-self movement, which has been a 
pioneer in developing techniques and visions for self-measuring (Hepp 2016; 
Nafus and Sherman 2014). As Hepp (2016, 928) explains, the study of pioneer 
communities allows us to link broad transformations like datafication to the 
practices and visions of different stakeholders in these processes, and to treat 
social transformations as something that is imagined and promoted by specific 
groups. 
To study how datafication is appropriated by actors who aspire to work in a 
public interest, I examine two pioneer communities from the field of 
journalism and civil society: data journalists, which I use here as an umbrella 
term for journalists who are engaged in quantitative forms of journalism (cf. 
Anderson 2015), and activists in the open data or civic tech movement, which 
I will abbreviate as data activists (cf. Schrock 2016; Milan and Van der Velden 
2016). 
Data activists develop projects that attempt to make engagement with 
authorities easier for citizens. This includes the development of problem 
reporting websites which make it easier to report local infrastructure issues to 
local government. Other examples of initiatives launched by data activists 
include parliamentary monitoring websites, freedom of information (FOI) 
websites designed to help users to submit freedom of information requests to 
public institutions, and additional websites which are designed to help users to 




this type of activism is the result of a convergence between “communities of 
technological and political openness” (Yu and Robinson 2012, 195). Originally 
powered by volunteers in their spare time (cf. Townend 2008), the civic tech 
sector has now evolved into a global phenomenon that is being embraced by 
governments, corporations and foundations.1 
‘Data journalism’ is the label that is now commonly used to describe all forms 
of journalism that work with quantitative data. Quantitative forms of 
journalism are not new (Anderson 2015), but the affordances of the new media 
environment, combined with datafication, have resulted in an “extended 
dimensioning and accessibility of computational opportunities inside and 
outside of news organizations” (Gynnild 2014, 718). What makes data 
journalism methodologically and epistemologically different from previous 
forms of quantitative journalism is disputed, but it is clear that data journalism 
is responding to datafication, and utilizes quantitative techniques on a much 
larger scale (see Chapter 2). Journalism is said to be taking a “quantitative turn” 
(Petre 2013; cf. Coddington 2015), at least in the US and Europe, where 
research has shown how news media organizations are increasingly 
incorporating quantitative practices and building dedicated data journalism 
teams, albeit in highly stratified and uneven ways (Fink and Anderson 2015). 
                                                 
1 This is evidenced by numerous of international conferences and collaborations in this sector. 
For example, the ‘Open Government Partnership’ is a multilateral initiative founded in 2011 
with 75 participating countries by 2017 (https://www.opengovpartnership.org/about/about-
ogp). ‘Code for All’ is an example of an international network of civic tech and open data 





I focus specifically on data activists and data journalists for two reasons: 
1. Data journalists and data activists are pioneers for the use of data in the field of journalism 
and civil society 
Journalism and civil society generally play a key role in assembling publics (cf. 
Anderson 2013a, 175). The ways in which they use data to produce knowledge 
and how their reliance on data shapes the images of the publics they aim to 
assemble inevitably affects the collectives we form – and there are several 
indications that data activists and data journalists shape the use of data in these 
fields. Data journalism was introduced and made popular in the mid-2000s by 
exceptionally large and successful newsrooms such as The New York Times 
and The Guardian, who continue to do “truly pioneering, even revolutionary, 
computational journalistic work” (Fink and Anderson 2015, 479). The 
adoption of quantitative techniques by other news media was also influenced 
by dedicated journalists such as Adrian Holovaty (2006) who became famous 
for his much-cited manifesto, A fundamental way newspaper sites need to change (cf. 
Gynnild 2014, 721). Holovaty, along with other journalists who possessed a 
sense of mission typical for pioneer communities (Hepp 2016, 925), helped to 
shape the discourse around data-driven and computational techniques in 
journalism via blogs, conference presentations and other platforms (cf. Parasie 
and Dagiral 2013). 
Data activists, similarly, acted as pioneers for the use of data within civil 
society. By making information accessible online, and then turning this 
information into structured data with which to build new services, data 
activists combined information access with open source values such as 
collaboration and sharing. This combination of accessibility and reusability 




and Robinson 2012, cf. Chapter 2). In addition, some data activists organized 
in civic tech organizations self-identify as pioneers, and train other civil society 
or media organizations to work with data or to use the tools provided by data 
activists to their advantage. An example of this is the ‘School of Data’ 
organized by Open Knowledge, which is active in various countries. Non-
profit civic tech organizations, such as the Sunlight Foundation in the US or 
mySociety in the UK, were also among the first organizations to advocate for 
open data policies in the US and Europe (Schrock 2016). 
In short, data journalists and data activists have pro-actively helped to facilitate 
the use quantitative techniques in key areas of public space. Given the potential 
influence of pioneer communities, studying data journalists and data activists 
provides an opportunity to understand how datafication is appropriated by 
journalists and civil society actors more broadly. 
However, while the current research on these pioneer communities has paid a 
lot of attention to data journalism (cf. Fink and Anderson 2015, 476), little is 
known about the practices, values and self-understandings of data activists. 
The majority of existing research about data activists has been conducted by 
civic tech organizations and their funders, who are primarily interested in the 
impact of civic tech applications, such as who is using civic tech applications, 
how the applications are being used, and why (cf. Escher 2011). Researchers 
from media and journalism studies often look at civic tech or open data from 
the perspective of political economy. This work tends to be highly critical, and 
often describes open data or civic tech as expressions of existing power 
structures that are “empowering the empowered” (Gurstein 2011). For 
example, Bates (2012) argues that the open data movement uncritically 
embraces the open data initiative of the British government, which utilizes 




the outsourcing of public services to private actors. For Gregg (2015), civic 
hackathons are connected to politics of austerity, and serve to normalize 
sacrificial working conditions. 
While such critique is important and necessary, it appears to dismiss activism 
around open data and civic tech as strictly problematic while leaving out 
further analysis. As Kennedy (2016, 217) points out, we can argue that activists 
in the open data or civic tech movements do play a role in sustaining existing 
power structures but it would be “empirically inaccurate to suggest that they 
only do this”. As described above, open data and civic tech have become global 
phenomena that pioneered the use of data to support forms of civic 
engagement and activism. Because the practices and visions developed by such 
pioneer communities provide orientation for others, analyzing them is 
important regardless of whether we ultimately view them as problematic or 
not. 
2. The entanglements between data journalists and data activists have broader implications 
for journalism and civil society actors 
The second reason for focusing on data activists and data journalists is that 
these actors are increasingly entangled, and appear to complement each other 
with ease. This relationship can be attributed to parallel developments around 
open data and within journalism over the past decade. First, technologists 
engaged in the open data and civic tech movements have been attracted by the 
idea that their computational skills can be used to support a public good, and 
critical ‘watchdog journalism’ in particular (Parasie and Dagiral 2013, 861; 
Lewis and Usher 2013). Second, news media companies began hiring 
developers in the mid-2000s with the hope of increased traffic (e.g. through 




by establishing themselves as “data-custodians of the true and the 
quantitative” (Nussbaum 2009; cf. Parasie and Dagiral 2013). An early example 
of this is the ‘Interactive News Technology department’ of The New York 
Times (Royal 2010). Third, both of these developments were reinforced by US 
foundations, which started initiatives to bring technologists into the 
newsrooms. Chiefly important here is the Knight Foundation, which 
transformed from a journalism-centric organization to a “boundary-spanning 
agent” (Lewis 2012a, 329) that has connected with other professions and non-
profit foundations. This is typified by the ‘Knight News Challenge’, which 
invites ideas from groups both inside and outside of the field of journalism to 
better serve the “information needs of communities” (Lewis 2012a). 
Some news media organizations have been trying to take advantage of the 
developments outlined above by re-interpreting the unique ways in which 
developers and programmers think about technology and data “into the 
language of news” (Lewis and Usher 2013, 604). Journalists have adopted 
some of the activists’ practices and ideas, used some of their applications for 
their own investigations, and occasionally engaged in direct cooperation with 
data activists. At the same time, civic tech organizations have reached out to 
journalists to use their existing tools in various ways (cf. Townend 2008), have 
sought collaboration with media organizations, and developed customized 
tools especially for journalists. It is therefore unsurprising that practitioners 
and foundations often lump civic tech and data journalism together, and focus 
on their similarities (cf. Howard 2014c; Townend 2009).2 
                                                 
2 For example, the ‘Code for Africa’ initiative describes itself as “Africa’s largest Civic 




The mutual awareness and cooperation between data journalists and data 
activists indicate that although these actors come from culturally, ideologically, 
and institutionally distinct traditions, their shared reliance on data and their 
common orientation towards the public has made their work similar, or at least 
compatible. Given the status of data activists and data journalists as pioneer 
communities, i.e. as communities whose discourses and practices provide 
orientation for others, these entanglements are significant, as they may 
influence the relationship between journalism and civil society more broadly. 
Yet, the current research literature tends to either look at data journalists and 
data activists in isolation, or to narrowly focus on the direct interactions 
between them. 
For researchers in media and journalism studies who are interested in data 
activism, the relationship between data activists and data journalism has not 
been a primary focus thus far. Most of the current research on data journalism 
has focused on how it is being integrated in newsrooms (Fink and Anderson 
2015). The ways in which data journalists and actors from the technology 
sector are mutually influencing each other have received far less attention from 
the research community, despite the acknowledgement that the news-making-
process involves a great “diversity of actors, discourses and relationships” that 
influence how news is found, produced and circulated (Domingo, Masip, and 
Costera Meijer 2015, 53). While there is a growing body of research on the 
relationship between journalists and technologists rooted in open source 
culture (see Chapter 2), this research tends to primarily focus on direct 
                                                 





interactions between these actors in joint workshops or within newsrooms. 
Moreover, researchers usually ask how this interaction influences journalism, 
not whether and how journalists influence others. 
Analysis of the direct interactions between data activists and data journalists is 
important, but if we are to fully understand their dynamics and subsequent 
implications for journalism and civil society, we must search more broadly. 
What is generally overlooked are the consequences as a result of the long-term 
co-existence of non-profit civic tech organizations and news media with 
dedicated data journalism teams. How does the continued exchange and 
awareness of each other affect how the actors involved work and understand 
their work, and how does this influence their use of data? We need to 
understand the nature of their entanglements in order to more fully grasp how 
their relationship affects the way these actors appropriate and expand 
datafication. 
A focus on practices 
To help rectify the above shortcomings of the current research literature 
regarding data activists and the entanglements between data activists and data 
journalists, I critically examine data journalists and data activists as pioneer 
communities following a practice theory approach. A focus on practices is 
valuable because pioneer communities do not just communicate new ideas; 
they perform them. Pioneer communities become influential because they act as 
exemplars. Their daily practices are expressions of their broader visions, and 
we must consider them together if we are to understand their influence. This 
link between practice and discourse has been illustrated by Taylor (2004), 
Schatzki (2001), and Couldry (2004, 2012). As these authors have shown, 




embody “modes of understanding” (Taylor 2004, 31). For Schatzki (2001), 
practices are teleological nexuses of doings and sayings in the sense that a 
practice is always performed with a certain goal in mind, which more quotidian 
actions should help to achieve. Practices are organized hierarchically: at the 
top is a person’s end, an activity that does not help compose any further 
activity (Schatzki 2001, 15). For example, a journalist’s end might be the rather 
abstract idea of holding politicians accountable. Various day-to-day actions are 
then carried out for the sake of this end, such as interviewing relevant subjects, 
writing, reporting on particular issues, etc. 
More fundamentally, Taylor (2004) suggests that practices are not simply goal-
oriented, but intrinsically tied to much broader ‘social imaginaries’. Social 
imaginaries describe the ways in which groups of people ‘imagine’ their social 
surroundings through images and stories, a common understanding that 
makes possible “common practices and a widely shared sense of legitimacy” 
(Taylor 2004, 23). In contrast to theories about the social world or norm 
awareness, social imaginaries describe a complex ‘background’ understanding 
that people call upon to make sense of what they are doing. Taylor (2004, 25) 
claims that every collective has a specific ‘repertory’ of actions at their disposal. 
The practices of actors who share a social imaginary “reflect a commitment to 
working out (…) shared concepts” (Kelty 2008, 42).  
Changes in our social imaginaries are either expressed through changes in 
practices or through changes in the meanings and understandings that underlie 
existing practices (Taylor 2004, 30). Similar to Hepp (2016), Taylor (2004, 30) 
argues that such transformations usually take place when “certain groups and 
strata of the population” develop new imaginaries and practices which “recruit 
a larger and larger base”. Taylor’s (2004) work shows that the ‘horizon of 




material actions and the broader visions that those actions should bring to 
fruition. To understand the role of data journalists and data activists as pioneer 
communities, we thus need to consider how they work with data, what broader 
imaginaries underlie their use of data, and what they strive to accomplish 
through these practices. 
The second reason to focus on the practices of data journalists and data 
activists is that practice-focused research paradigms can be both open-minded 
and sensitive to power structures. I specifically draw from Couldry (2004, 
2012), who relies on Schatzki’s (2001) definition of practices. Couldry (2004, 
117) aims at developing more nuanced understandings of human agency by 
focusing on the “open-ended range of practices”. At the same time, he adds 
an emphasis on power relationships to Schatzki’s (2001) conceptualization of 
practices. For Couldry (2012, 34), practices “are not bundles of individual 
idiosyncrasies; they are social constructions that carry with them a whole world 
of capacities, constraints and power”. 
This dual emphasis on openness and structure is helpful because it captures 
the tension that is inherent to the study of pioneer communities. By definition, 
pioneer communities necessarily transform existing practices; this complicates 
the process of putting them into well-established categories. This classification 
paradox also applies to data journalists and data activists, both of whom are 
unstable and unsettled in their practices and state of institutionalization, 
possess a loose terminology with no common and clear definitions, and are 
composed of a diverse set of actors (see Chapter 2). It is therefore difficult 
study the entanglements between them with the use of predefined conceptions 
and delineations. At the same time, their unsettledness does not mean that 
there is no structure. Given the anticipated influence of pioneer communities, 




relationships embedded within their social imaginaries. This is especially 
important for actors such as data journalists and data activists, who attempt to 
assemble particular visions of publics and affect how we make sense of our 
social surroundings. Gaining an understanding of the social imaginaries now 
will help us to understand the implications of their practices later, once they 
have become more widespread. 
Research questions and case study design 
Due to limitations of the current research literature and the focus on practices 
outlined above, this thesis addresses two research questions designed to 
critically examine data journalists and data activists as pioneer communities: 
1. What is the role of data in the social imaginaries and practices of data activists and data 
journalists? 
2. How do the practices and imaginaries of these actors diverge and converge, and how does 
this shape the entanglements between them? 
The first question asks how data journalists and data activists understand their 
work, the public services they aim to provide, and what role they attribute to 
(their conceptualizations of) data. How do they utilize data, and what role does 
data play in their broader imaginaries? Finding answers to these questions 
provides a basis to answer the second research question, in which I examine 
the entanglements between data journalists and data activists and theorize 
about the resulting implications. 
To answer these research questions I conducted three case studies, which 
mutually informed each other. The majority of the empirical work has been 




the practices and imaginaries of data activists. Therefore, more fundamental 
and exploratory work was necessary to examine their role as a pioneer 
community, as well as their entanglements with journalism. The first two case 
studies exclusively deal with data activists, and focus on ‘best practice’ 
organizations. A focus on best practice organizations is a useful starting point 
to explore fields that have not been thoroughly researched, because these 
organizations provide orientation for others as exemplars (see Chapter 3 for 
more details). 
First case study: Datafication and empowerment. How the open data movement re-articulates 
notions of democracy, participation, and journalism.3 
It seems clear that open data activists advocate for the legal and technical 
openness of government data (cf. Davies 2010); but what do they aim to realize 
through the opening of government data? The first case study (Chapter 4) 
critically examines how open data activists imagine the publics that they aim 
to assemble, and what the implications are for the agency of datafied publics 
(cf. Couldry and Powell 2014, 4; Kennedy and Moss 2015). As argued above, 
to understand how processes of datafication sustain, undermine, or change 
public values, we must understand how such processes shape the assemblage 
of publics. 
To address these questions this case study focuses on the Open Knowledge 
Foundation Germany (OKF DE), a non-profit organization founded in 2011, 
and the most visible and relevant actor in the German open data movement. 
I show how the OKF DE applies practices and values from open source 
                                                 




culture to data. Using a model developed by Kelty (2008) to analyze how 
practices and values from open source culture are applied to new domains, I 
show how members of the OKF DE take some of the key practices of open 
source (such as sharing source code or coordinating collaborations) and apply 
them to the creation, use, and analysis of data in order to change the 
relationship between governments and their publics. This bringing together of 
open source culture and data leads the OKF DE to develop a modulated 
version of open source governance that fundamentally relies on the availability 
and modifiability of data, which raises interesting questions about the agency 
of datafied publics. 
Second case study: Civic tech at mySociety. How the affordances of data shape data activism4 
The second case study (Chapter 5) expands upon the first one by placing 
emphasis on how activists use data to “meet their own ends” (Couldry 2014, 
892), i.e. how they utilize data to realize their imaginaries and how they 
position themselves within the public arena. Describing their data-related 
practices and the underlying imaginaries in-depth is important for 
understanding the potential impact of data activists as pioneers, as this 
knowledge will then enable future studies to examine if and how other actors 
may have adapted these practices. I draw from Nagy and Neff’s (2015) concept 
of imagined affordances to explore how data is used, and how it is thought to 
contribute to the realization of the visions of mySociety, a non-profit 
organization from the UK. mySociety is one of the oldest and most successful 
                                                 




civic tech organizations to date, and has pioneered many of the civic tech 
applications that have later been replicated by groups in other countries. 
The concept of imagined affordances insists that what a particular technology 
affords is not merely a question of its physical properties or functionality, but 
also how users and designers imagine what a technology is for. I thus examine 
how members of mySociety rationalize and utilize data in specific ways to 
support their agenda. The study shows how mySociety imagines ways in which 
data expands the agency of publics towards governments: ways of using data 
that would enable citizens to better influence and interact with governments 
or other powerful institutions. mySociety is trying to facilitate civic 
engagement and, by extension, create a more participatory culture. Structured 
data is used to remove frictions that make civic engagement and monitoring 
governments more difficult and time-consuming for citizens. The study 
further demonstrates that the “political and democratic possibilities of data” 
(Milan and Van der Velden 2016, 8) are both culturally and historically situated 
and cannot be subsumed under unifying media logics (see above). 
Third case study: Practically engaged. The entanglements between data journalism and civic 
tech5 
The first two case studies have formed the basis for the third and final one, 
which explores the entanglements between data activists and data journalists 
(Chapter 6). The third case study, in contrast, does not focus on any specific 
best practice organization. Due to the lack of research on the practices and 
imaginaries of data activists, a focus on influential organizations was useful in 
                                                 




the first two cases. For data journalism, however, I relied on the rich research 
literature exploring how data journalism is integrated in newsrooms, and how 
data journalists understand their work (see Chapter 2). To further explore how 
data journalists are entangled with data activists, I sought a broad range of 
viewpoints and interviewed data journalists in diverse organizational settings 
such as national and local news media, startups, and non-profit newsrooms. 
This allowed me to complement the data that I collected in the previous case 
studies, which was included in the final analysis to directly compare the 
perspectives of data activists and data journalists. 
In this study, I critically examine how data journalists and data activists interact 
with each other, how similar or different their ambitions are, and how they 
complement each other. Additionally, I ask what the consequences of their 
entanglements are for producing knowledge in the public interest. How do 
data activists, data journalists in different organizational settings, or individuals 
who are actively engaged in both data journalism and data activism understand 
their own work, how do they view each other, and how do they position 
themselves professionally? 
I show how journalists and activists together form what can be called a 
community of practice (Wenger 1998) or a figuration, i.e. a network of actors 
that are linked through interlocking practices and shared meanings (Couldry 
and Hepp 2017, Chapter 4). Along the axes of ‘facilitating’ and ‘gatekeeping’, 
I identify four different groups that are closely connected yet distinct in their 
self-understanding, how they position themselves professionally, and how they 
use data. Actors who are interested in facilitating seek to enable the users of 
their tools to take action themselves, while gatekeeping seeks to direct public 
debate by identifying and presenting publicly relevant information. Practices 




competing ‘logics’ (Lewis 2012b). My findings challenge this assumption and 
show how the ongoing datafication of social life allows for practices of 
facilitating and gatekeeping to exist along a shared continuum, and to mutually 
reinforce each other. 
The findings of my research demonstrate that we should not limit ourselves 
to the study of how reliance on data changes individual actors or fields such 
as journalism; we must also ask how datafication is connected to emerging 
figurations, and what the implications of those figurations are if we are to 
understand how datafication affects public knowledge production and the 
assemblage of publics. 
Thesis structure 
In Chapter 2, I examine the existing research literature, focusing on three 
aspects relevant to understanding data journalists and data activists as related 
pioneer communities. First, I look into the historical trajectories of these 
practices. This exploration is necessary in order to understand how they 
became ‘pioneers’ and how they continue, or break certain traditions. Second, 
I look into research examining the relationship and direct interactions between 
data journalists and data activists, or more broadly, actors from the larger 
technology sector who are rooted in open source culture and interested in 
journalism (programmers, computer scientists and so forth). Third, I discuss 
how both data journalists and data activists are connected to notions of 
monitorial democracy. I review how this concept has been applied to theorize 
these actors, and discuss the implications for this study. 
Chapter 3 presents the methodological framework based on the focus on 




sampling, in which an initial data collection is continuously expanded to 
elaborate and refine the emerging theory, with a qualitative multi-
methodological approach, relying on interviews, participatory mapping, 
content analysis, ethnography, and Digital Methods. This methodological 
approach allows me to be sensitive to the open-endedness of practices and 
sense-making processes which take place among data journalists and data 
activists. These methods also provide an insight into how data activists and 
data journalists connect their broader ambitions and values to certain practices 
around data, i.e. with the ways in which data is being gathered, analyzed, 
shared, and presented. 
Chapters 4-6 present the findings of the three case studies outlined above. 
Chapter 7 summarizes the overall results of the three articles, and discusses 
their broader implications. By showing that there are actors who advance 
datafication for the purpose of serving a public interest, this thesis contributes 
to our understanding of datafication as a contested process, and demonstrates 





2. Theoretical context 
In this chapter, I examine the existing research on three aspects relevant to 
understanding data journalism and data activism as pioneer communities: 1) 
their history and predecessors, 2) the relationship and direct interaction 
between data journalists and data activists, and 3) the implications of these 
phenomena, i.e. their potential causes and effects. 
To understand the role of data journalism and data activism as pioneer 
communities, and to assess the implications of the practices and imaginaries 
they develop, we have to ask what exactly makes data journalists and data 
activists ‘pioneers’. How do they continue or break off from earlier traditions? 
Data journalism and data activism are not spontaneous reactions to new 
technological affordances: they are culturally and historically situated practices. 
How data is understood, utilized, and connected to ideas about democratic 
publics has changed over time, and these historical trajectories influence the 
ways in which data is being used today. Anderson (2015) illustrates this in his 
study about the history of quantitative practices in journalism. He shows that 
this is not a history of continuity, i.e. “of ever more sophisticated quantitative 
work”, but of “transformation and rupture (…) less inevitable and timeless 
than it is the product of deliberate choices intersecting with historical 
structures” (Anderson 2015, 351–52). 
In the first two sections, therefore, I examine research literature that looks at 
the historical roots of data journalism and data activism. I show how data 
activism is rooted in movements for technological and political openness 
(specifically the freedom of information and open data movements), and how 




differences between these roots. For quantitative journalism, I explore the 
similarities and differences of three labels which are commonly used to refer 
to quantitative practices in journalism: computer-assisted reporting, data 
journalism, and computational journalism. Comparing the history and use of 
these terms reveals shifts in how the role of data in journalism is understood. 
In the third section, I look at research relevant for understanding the 
relationship between these groups. Because there is no research that 
specifically investigates the entanglements between data activists and data 
journalists, I look at three related issues that have received attention: 1) the 
interactions and collaborations between journalists and actors from the larger 
technology sector (e.g. at events or in joint projects), 2) how open source 
culture is compatible, or clashes with, professional journalism, and 3) the 
spread and modulation of open source culture. 
In the fourth section, I discuss the possible implications of data activism and 
data journalism. I show how their practices and self-understandings resonate 
with the concept of ‘monitorial democracy’, developed by Schudson (1998, 
2015) and Keane (2009). I further discuss how these concepts have been 
applied to data activism and data journalism, and consider the implications for 
methodological design and the empirical analysis. 
Historical roots of data activism 
As mentioned in Chapter 1, in its modern form, the open data and civic tech 
movement is a convergence between “communities of technological and 
political openness” (Yu and Robinson 2012, 195). In this section I examine 
this convergence in more detail, and what the implications are for how open 




discuss how the open data and civic tech movement consists of groups with 
different notions of ‘openness’; these notions of openness are compatible, but 
can be difficult to align. 
The second part of the following section looks more closely at ‘civic tech’ as 
an emerging umbrella term. The emergence of this term, and the practitioners’ 
struggle to define it, reflects an effort to reconcile the diverse roots of the 
communities they form. The struggle to develop common visions and 
identities shapes how activists understand their work and come to develop a 
‘sense of mission’ as a pioneer community. As both the research literature and 
the discourses among activists demonstrate, the horizon of possibilities civic 
technologists and open data activists develop is still an evolving one. 
Between legal and technical openness 
What I describe as the open data and civic tech movement in this thesis is a 
blend of diverse interest groups with different historical backgrounds. This 
diversity is reflected in the main arguments commonly used to justify the 
opening of government data. Janssen (2012) summarizes these arguments as 
follows: First, open data is considered vital for transparency and 
accountability, because in order to hold the government accountable one must 
be aware of governmental activities. Second, open data is argued to be a driver 
of participatory governance because it allows citizens to be informed, and 
creates opportunities to build new platforms with lower thresholds to 
participate. Third, open data would stir innovation and economic growth, as 
new applications and services could be made based on this data. Fourth, open 
data would make public services more efficient because they would be able to 




public. Through these four justifications, we can roughly separate the legal and 
technical notions of openness. 
Legal openness is advocated by what Janssen (2012) calls the right-to-
information (RTI) movement. This movement emerged after World War 2 in 
the US, when journalists lobbied for the right to access government 
information. In 1966, the ‘Freedom of Information Act’ (FOI) turned their 
demands into a legal framework by giving every citizen the right to request 
previously undisclosed government information – though many exceptions 
remain that allow the US government to withhold information (Schudson 
2015, Chapter 2). Since the 1960s, similar legal frameworks have been adopted 
in more than 90 countries, and the idea that citizens should have a right to 
information gained support from international organizations such as the 
United Nations (Janssen 2012). The RTI movement played a major role in the 
international recognition of the right to access information. It consists mainly 
of civil society organizations who advocate for such legal right to information 
frameworks to promote government accountability and public participation 
(cf. Janssen 2012; Yu and Robinson 2012, 186). 
More technical notions of openness are advocated primarily by two groups. 
First are technologists with roots in open source culture. Open source stands 
for a mode of organization that is based on voluntary participation (Weber 
2004, 62) and collaboration, inviting and incorporating contributions from 
potentially everyone.6 Similar technical notions of openness are also 
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advocated, secondly, by the profit-oriented public sector information (PSI) re-
use industry. PSI primarily sells datasets and information products to public 
and private organizations, and is interested in ‘unrefined’ datasets from public 
bodies to create value-adding services (Bates 2012). 
Since the 1990s, these movements for legal and technological openness have 
increasingly merged (Yu and Robinson 2012; Schrock 2016). On the one hand, 
RTI activists started to view the potential of the internet for increasing 
accessibility “as a natural extension of [the] freedom of information 
movement” (Schrock 2016, 587). On the other hand, a growing community of 
developers emerged in the early 2000s, who were interested in developing tools 
that would change the ways citizens engage with their governments online (cf. 
Townend 2008). 
According to Yu and Robinson (2012), the first major project that can be 
described as an open government data project was OpenSecrets.org in 1998. 
It not only provided access to campaign finance disclosures, but also made 
this data machine-readable and accessible to combine “government data with 
third-party innovation” (Yu and Robinson 2012, 192). In 2003, volunteers in 
the UK developed FaxYourMP, which allowed citizens to write messages to 
their representatives in parliament. This idea was compatible to both RTI’s 
notions of accountability and open source’s emphasis on accessibility and 
                                                 
developing software and is more compatible with commercial interests (Kelty 2008; Coleman 
2016). I use ‘open source culture’ to address both strands because this study does not aim at 
exploring hacking genres. Moreover, the actual practices behind free software and open source 
very much overlap and putting them together makes sense given the methodological focus 




collaboration. GovTrack.us, developed by then-graduate student Joshua 
Tauberer in 2004, represented a “landmark in the convergence of open 
government [closely associated with FOI] and open data” (Yu and Robinson 
2012, 192). Tauberer scraped information provided by the US Congress, and 
made it machine-readable and freely available through an application 
programming interface (API) to allow others to build their own applications 
based on it. 
Another important step for bringing together notions of legal and technical 
openness were the ‘Eight principles of open government data’ 
(OpenGovData.org 2007), developed at a meeting organized by the Sunlight 
Foundation, a US-based non-profit organization which aims to apply “right to 
information principles to the Internet (…) to improve access to information 
about elected officials” (Schrock 2016, 587). Still, the eight proposed principles 
were leaning towards open source culture and defined the properties of data 
that would allow sharing and collaboration (e.g. machine-readability, 
completeness, timeliness, free licenses), instead of conditions that would 
guarantee government accountability (Yu and Robinson 2012, 196; Schrock 
2016, 588–89). The Obama administration later adopted the notion of 
openness developed in the eight principles into their open government 
initiative (Yu and Robinson 2012). 
This merging of different notions of openness has created an “ambiguity” (Yu 
and Robinson 2012). The ‘openness’ that activists in the open data and civic 
tech movements advocate for can refer to political accountability, better 
collaboration and participation, efficiency, potential business opportunities 
around freely available government data, or a combination of these aspects. 
There has been some discussion as to whether this ambiguity of ‘openness’ is 




improvement of political accountability (Bates 2012; Yu and Robinson 2012). 
On the one hand, movements that advocate for more technical notions of 
openness (particularly open data advocates) and actors in the RTI movement 
both want more accessibility to the information held by public authorities. 
They both want a more ‘open’ political process, i.e. a more transparent and 
participatory political process. The combination of different notions of 
openness, thus, might be mutually beneficial; e.g. when governments who are 
interested in open data for economic reasons become more transparent (cf. 
Yu and Robinson 2012, 116). 
On the other hand, as Janssen (2012) describes, different nuances and 
priorities seem to have grown throughout the development of RTI and open 
data. Most importantly, greater access to government data does not necessarily 
lead to greater political accountability and public participation. 
Consequentially, there are differences in the kind of data that is considered to 
be interesting: while technology-driven groups want ‘raw’, machine-readable 
data, RTI groups put an emphasis on “intellectual accessibility” (Janssen 2012) 
and are interested in any type of qualitative or quantitative information that 
increases government accountability. The blend of rights-based freedom of 
information movements, technologists with roots in open source culture, and 
PSI-reuse industries continues to shape activism in the open data and civic 
tech movement. This becomes visible in the struggle of civic technologists to 
define themselves and their work around the emergence of ‘civic tech’ as an 
umbrella term that is supposed to capture every aspect of this movement. 
Civic Tech: Ambiguity as a virtue and a problem 
Civic tech appears to be derived from ‘civic hacking’, a term that emerged in 




James Crabtree (2003), at that time a policy analyst and trustee of the ‘UK 
Citizens Online Democracy’ (UKCOD) charity group, which explored the 
democratic potential of the internet. Inspired by volunteer experiments like 
FaxYourMP (see above), Crabtree (2003) criticized the e-government initiative 
of the UK government for concentrating too much on making existing 
government services accessible online, rather than using the new technological 
affordances to rethink them. Using the success of Napster as an example, 
Crabtree (2003) argued that the UK government should instead support the 
development of applications that connect “ordinary people with other 
ordinary people”, and help them to “overcome life problems”. He suggested 
that this should be a “new agenda for e-democracy”, which he termed ‘civic 
hacking’ (Crabtree 2003). 
Crabtree’s then-flat mate Tom Steinberg, also a policy analyst at that time, was 
inspired by Crabtree’s (2003) ideas and wanted to “unite UKCOD with the 
grassroots talent at FaxYourMP” (Donoghue 2008). Steinberg initiated a ‘civic 
hacking fund’ to collect ideas on how a ‘Napster for civil life’ (BBC 2003) 
might look, and recruited many of the volunteers that helped to develop 
FaxYourMP, and other similar projects (Donoghue 2008). Shortly after its 
start, the idea to fund others to develop applications was abandoned. Instead, 
Steinberg’s fund was turned into the first ‘civic hacking organization’ that 
developed its own applications: mySociety. In its origins, civic hacking was, 
thus, a mix between grass-roots technologists interested in using web-
technology to change democratic processes, and policy analysts interested in a 
new approach towards e-government. 
‘Civic tech’ appears to have largely replaced ‘civic hacking’ due to the negative 
connotation of ‘hacking’. As a term, civic tech is rather generic and open to 




governments, companies, non-profits, and transparency and open source 
advocates (cf. Shaw 2016). Even though there is no commonly accepted 
definition, civic tech is used to label every kind of project that somehow 
improves accessibility to public services or increases transparency: projects like 
the aforementioned GovTrack.us, parliamentary monitoring websites, 
problem-reporting websites, freedom of information websites, and more. In 
this way, the term civic tech pulls together the diverse groups described above, 
and partially obscures their differences. 
While this obscuring has helped RTI activists, open source technologists, and 
PSI-re-users to merge in the first place, it is perceived as problematic by some, 
and has been the cause of many self-reflexive discussions about a common 
identity. This discourse has produced numerous broad definitions of civic 
tech: “the nexus of technology, civic innovation, open government and 
resident engagement” (Knight Foundation 2013); “the use of technology for 
the public good” (Stempeck 2016); “any tool or process that people as 
individuals or groups may use to affect the public arena” (Sifry 2014); 
“improving methods of getting public input into government” (Shaw 2016); 
“people working together quickly and creatively to help improve government” 
(Levitas 2013); and “serving people’s need to obtain and deploy power” 
(Steinberg 2013). A report by the Omidyar Network, one of the biggest 
funders of non-profit civic tech organizations, unsurprisingly suggests that the 
‘civic tech sector’ has common themes but lacks “a coherent and clearly 
articulated vision and sense of shared identity” (Donohue 2016). 
These discussions suggest that civic tech is still an emerging field that struggles 
to develop coherent visions. This struggle might also weaken the role of civic 
technologists as a pioneer community, whose discourse provides orientation 




the different types of actors involved in civic tech. It is worth re-emphasizing 
that this thesis focuses on non-profit organizations (OKF DE and mySociety, 
see Chapter 1) because it is interested in how datafication affects public values. 
Uncertainty and ambiguity within the larger civic tech sector does not mean 
that individual organizations within this sector do not possess a clear vision 
and sense of mission typical to pioneer communities. Due to the lack of 
research, however, it difficult to assess the role of individual organizations as 
pioneer communities. As I discuss in the next section, the rich literature on 
the history of quantitative practices in journalism illustrates the importance of 
understanding how older traditions shape newer practices around data, and 
how this makes data journalists ‘pioneers’ in respect to these older traditions. 
From CAR to data and computational 
journalism 
This section looks at the historical trajectories of quantitative journalism by 
examining various labels that have been attached to quantitative forms of 
journalism: computer-assisted reporting (CAR), data journalism, and 
computational journalism. These labels are often used interchangeably, and 
the practices they describe overlap. The situation of data journalism is similar 
to civic tech’s, in the sense that there is a “lack of a shared definition of data 
journalism” (Fink and Anderson 2015, 478) and a general “lack of precision” 
(Aron Pilhofer quoted in Howard 2014a) when it comes to quantitative 
journalism.  
This lack of precision reflects the state of quantitative journalism as evolving 
and unstable. After reviewing research on the state of quantitative journalism 




(2015, 468) suggest that ‘computational journalism’ (which is sometimes used 
as a generic term for all kinds of quantitative practices in journalism, see below) 
is “very much a field in development and has not yet solidified into anything 
resembling a classic Bourdieuean structure with formal poles of cultural, 
economic, temporal capital”. Within newsrooms, the conception of 
quantitative journalism across countries is “extremely vague, both rhetorically 
and organizationally” (Fink and Anderson 2015, 479). The different attempts 
by researchers to delineate and define forms of quantitative journalism tend to 
be contradictory as well (Loosen, Reimer, and Schmidt 2015, 3). 
Despite these difficulties, examining the different terminologies used to 
describe quantitative practices in journalism is useful for this study for two 
reasons. First, it helps to understand the various assumptions and norms that 
underlie those practices, which is important if we are to understand how they 
might be able to complement the practices of data activists. Second, the 
different labels listed above reflect historical developments and different 
understandings for the role of data in journalism. While data journalism 
appears to be a new trend – a response to more recent developments like open 
government initiatives, Wikileaks, or discussions about big data in general – an 
examination of CAR illustrates that the use of data(bases) and discussions 
about its role in journalism are relatively old. Examining these developments 
will help us to understand how journalism is responding to datafication. In the 
following, I discuss how the use of quantitative methods in journalism has 
meant “different things at different times” (Anderson 2015, 361), and that the 
“quantitative turn” (Petre 2013) of journalism today has different 




Computer-assisted reporting (CAR) 
What is called CAR today is commonly traced back to what Meyer (2002) 
coined ‘precision journalism’ in the 1970s (cf. Coddington 2015; Gray, 
Bounegru, and Chambers 2012; Parasie and Dagiral 2013). Precision 
journalism promoted the use of social science methods for collecting and 
analyzing data in order to perform traditional journalistic tasks more 
effectively (Coddington 2015; Gray, Bounegru, and Chambers 2012). Meyer’s 
work was significant because it represented an approach to journalism that 
stood in opposition to the (then famous) ‘new journalism’ movement, which 
promoted subjectivity and the use of fictional techniques (Gray, Bounegru, 
and Chambers 2012). Precision journalism argued for journalism “as a more 
structural mapping of trends à la formal social science”, as opposed to 
journalism as a “narrative telling the story of individuals” (Anderson 2015, 
357). By advocating the use of quantitative social science techniques, precision 
journalism strongly appealed to traditional journalistic notions of objectivity. 
Later, Meyer’s precision journalism got “recast” (Coddington 2015, 333) as 
CAR. While largely sticking to the methods and principles described by Meyer 
(McGregor 2013), computers enabled quantitative analysis at greater scales. 
This potential to increase the agency of journalists shaped the underlying 
assumption of CAR: database skills combined with computation would help 
journalists to cope with the growing complexity and abundance of information 
(Parasie and Dagiral 2013, 856), and reduce journalism’s dependence on press 
releases or biases towards authoritative sources (Gray, Bounegru, and 
Chambers 2012). Computerized data analysis and statistics would help to 
reveal truths ‘hidden’ in publicly available data, because journalists would 




Dagiral 2013). During the 1980s and 1990s, CAR became closely associated 
with time-intensive, investigative journalism (Gynnild 2014, 719; Coddington 
2015, 334), and has sometimes been used as a label for stories that reveal 
“injustice in society by pointing out the existence and the causes of a social 
issue, and identifying solutions to it” (Parasie and Dagiral 2013, 856). 
It is important to note that techniques of quantification in journalism have a 
much longer tradition, which predates precision journalism or CAR (Anderson 
2015). Quantitative analysis can be traced back to the 19th century (cf. Bowers 
1976). The first use of computers in journalism, according to Cox (2000), 
occurred in 1952, to predict the outcome of the US presidential election. While 
they were not the first to introduce quantitative practices to journalism, 
precision journalism and CAR nevertheless formed the basis for the modern 
forms of quantitative journalism prominent today. As I describe in the 
following, while the principles and techniques are similar, both the scope and 
epistemological underpinnings of these practices have since changed. 
Data journalism 
The term ‘data journalism’ has become popular since the late 2000s. Despite 
the large amount of research on data journalism there is no consensus on a 
definition (Loosen, Reimer, and Schmidt 2015), and it is disputed as to what 
exactly differentiates data journalism from CAR. The existing research shows, 
however, that the appearance of data journalism signals important differences 
in how data is being used, and how journalists understand its role. This might 
partly be due to the fact that many ‘data journalists’ who have entered 
newsrooms have no connection to the CAR tradition (Parasie and Dagiral 
2013, 862). Concerns have been raised that data journalism may be ‘divorced’ 




When data journalism started to become more popular around 2010, 
researchers and practitioners sometimes described it as a broader application 
of CAR, or a ‘natural evolution’ of it that makes use of the sheer volume of 
data and the new technological affordances for data visualizations and 
interactive web applications (cf. DeBarros 2010). For example, Gray, 
Bounegru, and Chambers (2012) state that 
the emergence of the label “data journalism” at the beginning of the century indicates 
a new phase wherein the sheer volume of data that is freely available online – 
combined with sophisticated user-centric tools, self-publishing, and crowdsourcing 
tools – enables more people to work with more data more easily than ever before 
(Gray, Bounegru, and Chambers 2012, 21). 
In a similar vein, it has been argued that CAR is mainly a research method that 
uses computational techniques to support investigative reporting, while data 
journalism would make use of modern technologies to integrate data in the 
“whole workflow of journalism in a fundamental way”, with data being the 
basis for “analysis, visualization and – most important – storytelling” (Lorenz 
2010). 
However, data journalism is not necessarily just a broader application or 
extension of CAR. Compared to CAR, at least some data journalists have 
adapted values and practices that represent an “epistemological break” 
(Coddington 2015, 335) in several respects. Importantly, traditional CAR 
journalists and data journalists diverge in their understanding about the role of 
data in journalism. Parasie and Dagiral (2013) show this for ‘programmer-
journalists’ in Chicago. Instead of trying to reveal ‘hidden’ stories in publicly 
available data, these programmer-journalists have a strong belief in ‘data 
transparency’ and attempt to disclose truths “through the accessing, 




869). For them, data cannot “lie or hide anything if they are granular, complete 
and regularly updated” (Parasie and Dagiral 2013, 867). While CAR was 
leaning towards an understanding of data as “a hidden fragment of 
information waiting to be uncovered”, some data journalists envision data “as 
a thing that is both massive and already known, where the journalistic value 
added lies not in the unmasking of a hidden truth but in putting the 
overwhelming torrent of information into patterned context” (Anderson 2015, 
360). 
The idea that insights can be gained through access to granular and complete 
datasets (which is not unique to the programmer-journalists studied by Parasie 
and Dagiral 2013; cf. Coddington 2015) is compatible with the epistemological 
principle that underpins datafication, which suggests that insights can now be 
‘born from the data’ (cf. Kitchin 2014, 2). A more important influence, 
however, is data journalism’s connections to open source culture, which are 
absent in CAR: 
CAR arose out of an effort to marry social science with modern professional 
journalism, and especially investigative journalism. Data journalism and 
computational journalism, on the other hand, have arisen from the intersection of 
professional journalism with open-source culture. (Coddington 2015, 344) 
The logic of open participation that is central to open source culture, i.e. of 
inviting contributions to create collective intelligence (see below), suggests that 
if granular and complete data is made accessible to readers, they would be able 
to “extract the meanings of data on their own, and eventually to make their 
own moral claim” (Parasie and Dagiral 2013, 865). 
This implies a very different understanding of the audiences and the publics 




conception of journalism as a practice that could only be undertaken by those 
officially sanctioned as journalists” (Flew et al. 2012, 160). It emerged at a time 
when a more passive vision of the public was typical among professional 
journalists (Anderson 2011). In this traditional model publics are seen as 
consumptive, and investigative journalism (to which CAR was closely 
attached) would primarily rely on the public to “supply the moral outrage that 
it works to produce” (Coddington 2015, 343; cf. Ettema and Glasser 1998). 
The ‘typical’ CAR journalist would thus try to set the agenda for public debate 
instead of inviting readers to explore the data themselves to draw their own 
conclusions. By contrast, some data journalists would view readers as “co-
constructors of truths and moral claims” (Coddington 2015, 335). Coddington 
(2015, 343) argues that these differences are illustrated by how impact is 
measured: the primary measure of impact in CAR was its influence on public 
institutions or officials, while data journalists would also consider enhancing 
the publics own understanding as impact. 
The relationship between CAR and data journalism shows some interesting 
similarities to the relationship between RTI activists and open source 
technologists (see above). CAR is closely linked to investigative journalism 
and, therefore, to notions of political accountability. What matters most to 
CAR is not the structure and granularity of data, but its potential to disclose 
wrongdoings, or structural issues that force authorities to react. Data 
journalism expanded CAR with its notion of ‘data transparency’, providing 
services to users and creating a more collaborative culture. In both data 
activism and quantitative journalism, the original focus on political 
accountability was extended by more technical notions of openness and 




The distinction between CAR and data journalism, however, remains blurry in 
practice and the term CAR is still commonly used to describe quantitative 
practices in journalism (as illustrated, for example, by the importance of the 
annual conference by the National Institute for Computer Assisted Reporting 
in the US7). The differences between CAR and data journalism are often more 
gradual and not as pronounced as those among the programmer-journalists 
studied by Parasie and Dagiral (2013), as numerous studies examining the state 
of data journalism in different countries illustrate (cf. Karlsen and Stavelin 
2014; Appelgren and Nygren 2014; Weinacht and Spiller 2014; Maeyer et al. 
2015; Hermida and Young 2017; Fink and Anderson 2015). Still, the shifts in 
how broadly quantitative techniques are applied, in how the role of data in 
journalism is understood, what vision of publics guide journalists’ work, and 
the connections to open source culture reflect ways in which journalism is 
adapting to the new digital media environment that increasingly relies on data. 
Computational journalism 
Different from CAR and data journalism, computational journalism is 
primarily understood as applying a way of thinking to journalism, namely what 
Wing (2006) has coined ‘computational thinking’. Computational thinking is 
“the thought processes involved in formulating problems and their solutions 
so that the solutions are represented in a form that can be effectively carried 
out by an information-processing agent” (Cuny, Larry and Wing quoted in 
Wing 2010). Thinking computationally means using “abstraction and 
decomposition when attacking a large complex task” (Wing 2006, 33), and 





relies on the “logical, algorithmic, scientific, and innovative dimensions of 
human cognition” (Gynnild 2014, 723). 
Implicitly or explicitly, computational journalism has sometimes been used as 
a generic term that includes both CAR and data journalism (cf. Anderson 
2013b; Loosen, Reimer, and Schmidt 2015; Gynnild 2014; Fink and Anderson 
2015). This is unsurprising, as it is implicit in one of the most common 
definition of computational journalism by Hamilton and Turner (2009). For 
them, computational journalism is “the combination of algorithms, data, and 
knowledge from the social sciences to supplement the accountability function 
of journalism” (Hamilton and Turner 2009, 2). While there are other 
definitions that attempt to more clearly set computational journalism apart 
from CAR and data journalism – like the one provided by Diakopoulos (2011), 
which insists that computational journalism is “distinctive in its focus on the 
processing capabilities (e.g. aggregating, relating, correlating, abstracting) of 
the computer” – the fundamental issue with these distinctions is that both 
CAR and data journalism without any form of computational thinking seem 
very limited. Indeed, working with structured data arguably always requires at 
least some form of computational thinking. That Meyer has been described as 
a pioneer of computational journalism (cf. Gynnild 2014, 723) is, therefore, 
unsurprising. 
Consequently, we can argue that all forms of CAR and data journalism are also 
forms of computational journalism. However, there are forms of 
computational journalism which do not necessarily require quantification, and 
thus do not directly overlap with data journalism or CAR. Examples of these 
journalistic forms are the automated production of news articles (Carlson 
2015), forms of ‘algorithmic accountability’ reporting (like the analysis of 




Diakopoulos 2015), or tools like DocumentCloud that help to automate 
common tasks for journalists (Coddington 2015, 336). A counter-argument to 
using computational journalism as a generic term is the danger of overlooking 
the distinctiveness of these cases, or missing their overlaps and similarities. 
While CAR denotes supporting investigative journalism with computational 
methods, and data journalism shifts the ways in which data is understood and 
integrated in professional journalism, computational journalism denotes a 
more generic way of thinking that is not unique to journalism itself. It is 
connected to the influence of open source culture on professional journalism, 
and shows that this influence is not limited to quantitative practices. 
Computational journalism is thus relevant for this study because the extent to 
which journalists are capable of thinking computationally, and their willingness 
to innovate, potentially allows them to extend the “journalistic frames for 
work” (Gynnild 2014, 723). The ability, or inability, to think computationally 
also affects how journalists and data activists complement each other and 
cooperate. In the following, I look into the existing research on this 
cooperation. 
Relationship between data activism and data 
journalism 
As mentioned in Chapter 1, there is a lack of research that is primarily 
concerned with the relationship between data activists and data journalists thus 
far. There is research on related issues, however, which can be put into three 
categories: 1) research on the interactions between journalists and actors from 
the larger technology sector rooted in open source culture (e.g. professional 




‘technologists’); 2) how open source culture is compatible or clashes with 
professional journalism; 3) the cultural significance of open source culture, and 
how it shapes fields of knowledge production other than software 
development. The first two categories consider the influence of technologists 
on the news-making-process (Domingo, Masip, and Costera Meijer 2015), and 
the third category focuses generally on the potential of open source culture. 
Interactions between journalists and technologists 
In Chapter 1, I argue that looking exclusively at the direct interactions between 
technologists and journalists is too narrow if we are to understand how these 
groups complement each other. Still, looking at those interactions is relevant, 
because informal events where journalists and technologists meet have had, 
and continue to have, an important role in bringing these actors closer 
together. The existing research illustrates under which conditions journalists 
and technologists (including data activists) are able to collaborate successfully, 
which might have implications for how they can complement each other more 
broadly. Moreover, this research describes the broader context in which data 
journalists and data activists interact. 
Particularly important here are two studies by Lewis and Usher (2014, 2016), 
where they use concepts from science and technology studies to explore the 
interactions between journalists and technologists at informal events and 
workshops. The first study describes Hacks/Hackers events as ‘trading zones’ 
that offer opportunities to develop mutual understandings (Lewis and Usher 
2014). Hacks/Hackers is a transnational grassroots organization that brings 
together journalists (‘hacks’) and technologists (‘hackers’) through informal 
meetings, to exchange ideas and to potentially collaborate. Lewis and Usher 




coordinated, and sustained effort, and that the barriers between each field’s 
understanding of the other are real”. They mention three factors for the 
success of Hacks/Hackers events: 1) supporting institutions that provide free 
space to meet; 2) dedicated volunteers that organize regular events; and 3) 
sufficient cross-understanding (Lewis and Usher 2014). The authors describe 
that cross-understanding is not only hindered by field-specific jargon, but by 
“differences in thinking” (Lewis and Usher 2014, 389). For example, 
journalists tend to hope for solutions to mundane, short-term work, while 
technologists are interested in long-term software development and 
investigative scoops. 
In their second case study, Lewis and Usher (2016) examine the cross-
understandings between journalists and technologists more in-depth. They 
study an online ‘Learning Lab’ organized by the Knight-Mozilla News 
Technology partnership, where participants with diverse backgrounds had 
collaborated to innovate journalism through open source software. The 
authors show how journalism’s expanding boundaries might lead to new 
definitions of news. The distinct understandings of news and technology 
among participants converged around three thematic themes. First, news 
should be more ‘process-oriented’; rather than being limited to a fixed article 
presented to readers, the news process should “more fluidly and continuously 
[allow] users to critique, advise, edit, and add upon the work of journalists” 
(Lewis and Usher 2016, 555). Second, journalism should be more open to 
audience participation beyond allowing them to comment on news, to the 
point where “the quality of news is correlated with the range of voices 
contributing to it” (Lewis and Usher 2016, 554; cf. Lewis 2012b). Third, 




journalism should get better at helping users to identify relevant information 
(Lewis and Usher 2016, 555). 
Lewis and Usher’s (2014, 2016) work does not directly contend with activists 
in the open data or civic tech scene, and it primarily analyzes examples from 
the US. A lack of studies in Europe about the interaction between 
technologists and journalists makes it difficult to assess how generalizable 
these findings are. Still, Lewis and Usher’s (2014, 2016) work provides a useful 
starting point, as many of the technologists drawn to journalism are coming 
from the open data and civic tech movement (Parasie and Dagiral 2013), and 
the meaning of many key terms around data journalism and civic tech has 
strongly been influenced by developments in the US (see above).  
Ananny and Crawford’s (2015) study of news app designers (e.g. developers 
working at Google News) looks beyond direct interactions and explores the 
professional identities of actors at the intersection of the sectors of journalism 
and technology. They suggest that news app designers constitute an emerging 
‘liminal press’: “a set of field-level relationships among actors who may not 
self-identify as journalists but nonetheless define the conditions under which 
news is created and circulates” (Ananny and Crawford 2015, 193). News app 
designers work in a space between the fields of technology design and 
journalism, and are “influenced by both but not entirely beholden to either” 
(Ananny and Crawford 2015, 204). Emphasizing that “the understanding of 
news shifts depending on the industry that is delivering it” (Ananny and 
Crawford 2015, 196), the authors found that the artifacts produced by news 
app designers serve as boundary objects where app designers attempt to mark 
their work as different and distinct from the work of journalism. Ananny and 
Crawford (2015, 204) suggest that the ‘boundary work’ between journalism 




events where journalists and technologists directly interact, but also along a 
whole ‘boundary infrastructure’ across multiple actors, objects and practices: 
“These actors build and sustain boundary infrastructures because they can be 
read as members of an identifiable field (mobile, personalized news app 
designers) – but they also work in sufficiently diverse ways to appear different 
from their competitors and traditional, mainstream journalists”. 
While we cannot easily compare the practices, self-understandings, and 
identities of data activists working in non-profits with those of news app 
designers working in for-profit companies, Ananny and Crawford’s (2015) 
study does illustrate the need to look beyond the direct interactions between 
data journalists and data activists, and take a broad range of boundary-
spanning objects into account. In addition to this need, their study shows that 
the self-understanding and positioning of these actors is key for assessing the 
entanglements between them. As I discuss in the next section, open source 
culture plays a particularly important role for the identities of data journalists 
and data activists, and how they position themselves vis-à-vis each other. 
Open Source culture and professional journalism 
As mentioned above, modern forms of quantitative journalism “have arisen 
from the intersection of professional journalism with open-source culture” 
(Coddington 2015, 344). Lewis and Usher (2013, 604) argue that open source 
culture was crucial to the “project of bringing together journalists and 
technologists”, as many technologists who entered newsrooms with the 
adoption of data and computational journalism adhere to open source 
principles. Research about the resulting renegotiation of values and practices 
between technologists and journalists has concentrated on the implications of 




source culture is integrated into newsrooms, and explores the implications for 
the boundaries and the identity of journalism. 
Research about the relationship between open source and journalism shows 
that the values and practices of open source culture do not always easily align 
with the practices, identities and values of professional journalism. As Lewis 
(2012b) describes, institutionalized journalism is shaped by a professional logic 
of (exclusive) control over content, while open source technologists adhere to 
a logic of open participation that relies on the ‘wisdom of the crowds’. On the 
one hand, this suggests that an introduction of open source culture in 
journalism might result in a questioning of the “ideal of journalism as a 
profession” (Josephi 2012, 481). On the other hand, we would oversimplify 
the complex relationship between open source and journalism by stating that 
an adoption of open source culture by journalists weakens their professional 
autonomy. Research into data journalism also indicates quite the opposite: 
many accounts of data journalism suggest that gaining expertise in working 
with data is used to “justify an authoritative journalistic role in which the 
journalist can answer the public’s questions about data” (Lesage and Hackett 
2014, 41), which might result in a strengthening of professional autonomy. 
Professional journalism regularly falls into a pattern of ‘normalizing’ open 
source culture to fit it into traditional practices, identities and routines. The 
concept of normalization describes journalisms’ tendency to ‘absorb’ 
potentially disruptive practices in ways that secure the professional autonomy 
of journalism as the gatekeeper of publicly relevant information (Singer 2005). 
Studies of data journalism have shown a clear pattern of subordinating 
technical skills “to the unbroken tradition of journalism” (Karlsen and Stavelin 
2014; cf. Royal 2010). Technologists tend to embrace journalism (Royal 2010), 




journalists to “further their goals of doing journalism the way it has always 
been done” (Lewis and Usher 2013, 609). Values and practices of open source, 
such as collaboration, sharing, and transparency, tend to be adapted in ways 
that preserve journalism’s gatekeeper role. For example, rather than inviting 
readers to more actively take part in the production process of news, 
journalists have developed tools that facilitate the collaboration and exchange 
among fellow journalists (Baack 2016). 
Lewis and Usher (2013, 609) criticize that journalists and technologists “have 
largely failed to interrogate the old processes of newswork”. They propose a 
more radical application of open source culture to journalism, which would 
make the news-making process more participatory, collaborative, and 
transparent. The application involves imagining news stories as code, and 
reimagining journalism as knowledge management, a proposal quite similar to 
Hansen’s (2012) call for a new ‘aporias’ in journalism. Both Lewis and Usher 
(2013) and Hansen (2012) suggest that journalism should be more process-
oriented. According to Hansen (2012), in the digital age, journalism should be 
understood as a critical form of moderation that both gives and denies room 
for dialog. The journalist should primarily act as the “editor, moderator and 
curator of the information flow” (Hansen 2012, 680). Lewis and Usher’s 
(2016) later empirical work shows that similar re-articulations and 
understandings are indeed emerging at the intersection between technologists 
and journalists (see above). 
Yet, while Hansen (2012) and Lewis and Usher (2013) constructively illustrate 
the potential influence of open source culture on journalism, the empirical 
question remains as to whether or not, and how, journalism is structurally 
changing with the influence of open source culture. Moreover, Hansen’s 




newsrooms, and does not consider how data journalism affects data activists, 
or how the practices and values of data activists complement professional 
journalism without becoming part of newsroom culture. While open source 
culture is certainly important for data activists, we cannot simply equate their 
practices and values with open source, as I discuss in the next section. 
Open source culture and data activists 
Research on the relationship between journalists and technologists, implicitly 
or explicitly, assumes that the practices and values of technologists can be 
equated with open source culture. As researchers who are interested in the 
cultural significance of open source have shown, however, open source culture 
is continuously re-articulated or “modulated” (Kelty 2008) when it is applied 
to domains outside of software development. This raises the question of how 
open source culture not only influences journalism, but also data activists 
themselves, and what the ways in which they modulate open source might 
mean for the relationship between data activists and journalists. 
Open source culture is rooted in hacker culture, the latter of which adheres to 
a set of values and beliefs that emerged in informal networks of cooperation 
for the free and creative use of technology (Levy 1984). The technical and 
ethical commitments of early communities formed an important reference 
point from which hacker culture then diversified into a broad range “of 
distinct yet connected moral genres” that draw from liberalism (Coleman 
2013, 19). Open source culture “derived from a more positive notion of 
liberty” (Coleman and Golub 2008, 261), around collaboration and sharing. 
As mentioned above, the key principle of open source culture is voluntary 
participation (Weber 2004, 62): not only is the source code openly available, 




1980s, open source culture has spread and diversified into a great variety of 
contexts. For example, open access advocates for more transparency and 
collaboration in academic publishing; and Creative Commons has developed 
copyright licenses inspired by open source for all kinds of content. 
In his study about the cultural significance of open source culture, Kelty (2008, 
57) suggests that open source is about “operating systems and social systems: 
the imagination of order shared by geeks is both moral and technical”. Open 
source is a combination of architecture and culture (Lewis and Usher 2013, 
606) in the sense that it is comprised of practices for building infrastructures 
that embody the ethos of sharing and collaboration. As a result, open source 
advocates create ‘recursive publics’, in which “geeks use technology as a kind 
of argument, for a specific kind of order: they argue about technology, but 
they also argue through it. They express ideas, but they also express infrastructures 
through which ideas can be expressed” (Kelty 2008, 29). 
Put differently, recursive publics created by open source advocates differ from 
‘normal’ publics because they constitute themselves not only through the 
circulation of (objects of) discourse, but also through the creation, 
modification, and maintenance of the infrastructures through which discourse 
can circulate. Recursive publics are collectives “independent of other forms of 
constituted power and (…) capable of speaking to existing forms of power through the 
production of actually existing alternatives” (Kelty 2008, 3). While this independence 
is not absolute, it is a key factor that helps to explain the political power of 
hacking in general, as Coleman (2016, 166) points out. She also notes that 
recursiveness, in this sense, has a counterpart in what sociologists of social 
movements call ‘free spaces’: settings which are removed from direct control 
of dominant groups, and therefore “generate the cultural challenge that 




According to Kelty (2008), projects and groups that derive from open source 
culture, such as Creative Commons (Garcelon 2009) or Wikipedia (Tkacz 
2015), apply the key practices and ethos of open source to new domains. 
Because open source practices have to be ‘modulated’ in these processes – for 
example when Creative Commons applies open source inspired copyrights to 
‘content’ rather than source code – Kelty (2008) calls such practices 
‘modulations’ of open source. These modulations are “committed to 
experimenting with the given practices of Free Software” (Kelty 2008, 246), to 
alter the existing systems of knowledge production. 
Following Kelty’s (2008) classification, open data and civic tech are 
modulations of open source culture. Due to a lack of research on the practices 
and self-understandings of data activists, however, it remains unclear how civic 
tech and open data modulate open source culture, what role data plays in these 
modulations, and what the implications are for how activists imagine the 
publics they aim to address. Moreover, recursiveness raises interesting 
questions about the relationship between data activists and data journalists. 
On the one hand, recursiveness implies that the extent to which journalists 
can normalize the practices and values of data activists is limited, because 
activists can create ‘actually existing alternatives’ that challenge the 
professional boundaries of journalists ‘outside’ of their own profession. On 
the other hand, activists’ ability to form recursive publics might also decrease 
the pressure on journalists to weaken their boundaries, as activists can 
complement or extend the work of journalists independently without 
necessarily challenging the traditional routines inside of newsrooms. These 




Implications: Datafication and monitorial 
democracy 
The ways in which data activists and some data journalists understand their 
work, and the public services that they aim to provide, resonate with how 
developments in democratic practice and discourse have been theorized by 
Schudson (1998, 2015) and Keane (2009): an evolution from informed to 
‘monitorial’ forms of citizenship and a related change from representative to 
‘monitorial democracy’. By illustrating the links between monitorial democracy 
and the history of quantitative practices in journalism and around civic tech, I 
aim to show that data journalism and data activism can be considered related 
phenomena with common roots and similar implications. This analysis further 
underlines the argument made in Chapter 1: that commercial actors and 
governments have not been the only drivers of datafication. First, I describe 
monitorial citizenship and monitorial democracy, and how they resonate with 
data activism and data journalism. Then I review how these concepts have 
been applied to data journalism and data activism by others, and consider the 
implications for this study. 
Monitorial democracy and datafication 
Schudson (1998, 310) first developed the concept of ‘monitorial citizenship’ 
in his study about the history of citizenship in the US, where he concludes that 
the classic ideal of the ‘informed citizen’ is inadequate for the full 
understanding of citizenship in modern democracies: “if democracy requires 
omnicompetence and omniscience from its citizens, it is a lost cause. There 
must be some distribution across people and across issues of the cognitive 




of citizenship as ‘monitorial’, because the average citizen “scans (rather than 
reads) the informational environment” (Schudson 1998, 310) and only raises 
her voice if necessary. Monitorial citizens tend to be “defensive rather than 
pro-active” (Schudson 1998, 311), and rely on informed ‘watchdogs’ to 
become aware of relevant issues that require their intervention. Schudson 
(1998) does not suggest that this model of citizenship is superior or inferior to 
other models, but he rejects “idealized textbook notions of the democratic 
public sphere in favor of close attention to the messy and invariably 
disappointing realities of journalism and political discourse” (Graves 2017). 
Keane (2009; also discussed by Schudson 2015) expanded upon these ideas, 
arguing that representational forms of democracy have been slowly turning 
into ‘monitorial democracies’ since 1945. Keane (2009) suggests that a 
systemic distrust in representational practices has led to an intensified 
monitoring of power. Representative mechanisms are increasingly “mixed and 
combined with new ways of publicly monitoring and controlling the exercise 
of power” (Keane 2009, par 1.80). For Keane (2009), this is evidenced by an 
ever-increasing number of power-monitoring devices or groups, 
e.g. democratic audits, human rights organizations, consumer councils, or 
online petitions. These “new mechanisms of representation (…) allow 
continuous, rather than episodic, representation; popularly generated rather 
than party-controlled representation; and many platforms for entrepreneurial 
democratic action” (Schudson 2015, 241). 
Similar arguments have been made by Rosanvallon (2008), who suggests that 
distrust is the defining characteristic of modern democracy. What he calls 
‘counter-democracy’ is “a form of democracy that reinforces the usual 
electoral democracy as a kind of buttress, a democracy of indirect powers 




complements the episodic democracy of the usual electoral-representative 
system” (Rosanvallon 2008, 8). 
Regardless of whether we call it monitorial democracy or counter democracy, 
these authors describe a similar phenomenon: that a distrust in conventional 
practices of representation has sparked a multiplicity of monitoring actors that 
create a mode of governing, “in which power is everywhere subject to checks 
and balances, such that nobody is entitled to rule without the consent of the 
governed, or their representatives” (Keane 2009, par 9.133). 
When we compare these ideas with the history of data activism and data 
journalism described above, we can see several links. Similar to monitorial 
democracy, RTI and the application of open source culture to institutional 
politics make a case for the continuous monitoring of representational 
mechanisms. Ultimately, RTI and open source similarly aim to ensure that a 
multiplicity of voices are present in decision-making processes within and 
beyond institutionalized practices of representation (e.g., periodic voting). The 
difference is in the means: RTI suggests that the rights of citizens to acquire 
information is of primary importance; open data and related expressions of 
open source culture, alternatively, suggest that governments should be more 
transparent and collaborative. The ways in which practitioners attempt to 
define civic tech as “any tool or process that people as individuals or groups 
may use to affect the public arena” (Sifry 2014), or as “improving methods of 
getting public input into government” (Shaw 2016), are very compatible with 
Schudson’s (1998) notion of monitorial citizens. A similar pattern has emerged 
in quantitative journalism. Monitoring governments is at the heart of 
investigative journalism, with which CAR is closely associated. The way some 
data journalists think of their audience as “co-constructors of truths and moral 




epistemologies underlying the CAR tradition with practices and values from 
source culture to promote transparency and collaboration. While they differ in 
their emphasis on professionalism and collaboration, both CAR and data 
journalism can be said to support monitorial forms of citizenship. 
The connections between data activism and data journalism to Schudson’s 
(1998) and Keane’s (2009) work point to a more fundamental relationship 
between quantification and monitorial democracy. Quantification and 
numbers are an important part of monitoring government performance, and 
in ensuring that forms of participation are legitimate in the sense that they are 
representative (Rose 1999, 200–201). The premise of monitorial democracy is 
a growing demand for 1) monitoring and scrutinizing governments that claim 
to be democratic, and 2) more continuous forms of participation beyond 
institutionalized practices of representation. At the very least, these premises 
suggest that practices of quantification become more widespread and more 
central to democratic discourse. Whether or not we agree with the premises 
of monitorial democracy, data journalism and data activism can be understood 
as different responses to perceived changes in the demands of the public, as 
both of them arguably support monitorial forms of citizenship in various ways. 
In the following, I show that this has also been discussed by other researchers.  
Monitorial democracy applied to data journalism 
and data activism 
Given that both data activism and data journalism are compatible with the 
premises of monitorial democracy, it is unsurprising that the concept of 
monitorial citizenship has already been applied to data activism and the 
changing role of journalism. Civic tech has been explicitly theorized in terms 




suggests that the applications of civic technologists – e.g. parliamentary 
monitoring software, problem reporting, or freedom of information websites 
– are tools that help monitorial citizens to be more efficient and effective. For 
Zuckerman (2014b, 156), civic tech is related to other potentially monitorial 
practices, such as online petitions or crowdfunding, which he understands as 
‘participatory civics’: forms of civic engagement and activism that “embrace a 
post-‘informed citizen’ model of civic participation”. According to his model, 
forms of participation can seamlessly move from rather ‘thin’ modes of 
engagement (such as expressing support in an online petition) to ‘thick’ modes 
of engagement (such as marching in a demonstration). Civic tech would often 
make thin modes of engagement easier, but also helps to connect ‘thinner’ 
actions with ‘thicker’ ones, e.g. when participating in an online petition leads 
participants to directly contact their representatives. Zuckerman’s (2014a) 
work is one of the most prominent ways to theorize civic tech to date, and has 
been influential within the civic tech sector. Schrock (2016, 592) has also 
suggested that civic technologists themselves form a ‘monitorial elite’ that is 
“watching data streams and processes of algorithmic regulation for injustices 
and engaging directly with local politics”. 
While monitorial citizenship has not been applied to quantitative journalism 
specifically, it has also been used in debates within journalism studies about 
the changing role of the profession. For example, Deuze (2008) suggests that 
monitorial citizenship requires a new paradigm for journalism in general. For 
him, monitorial citizenship signals a more individualized form of citizenship, 
in which citizens act like consumers who participate in public issues 
“conditionally, unpredictably, and voluntarily” (Deuze 2008, 852). Therefore, 
journalists could no longer assume that the old model of journalism is still 




to transform them into informed citizens. Instead, journalism should act as 
“an amplifier of the conversation society has with itself” (Deuze 2008, 848). 
The similarities to Lewis and Usher’s (2013, 2016, 2014) and Hansen’s (2012) 
work described above are striking. Both in their theoretical approaches and in 
the empirical evidence that these authors present, the adoption of data and 
computational techniques and the influx of technologists into newsrooms 
point to a re-articulation of journalism to be more process-oriented and 
participatory. 
As monitorial democracy describes a shift towards “a variegated institutional 
landscape in which the lines between politicians, journalists, experts, and 
everyday citizens are not always clear” (Graves 2017, 1244), some authors have 
also considered the changing relationship between journalism and civil society 
through the analytical lens that this concept provides. As an example, Breindl 
(2016) suggests that activists increasingly take over monitorial watchdog roles, 
which have traditionally been attributed to journalists. Because they often 
specialize in monitoring particular issues, activists would increasingly emerge 
“as experts and legitimacy sources for decision-makers and journalists, who trade 
access to the policy and media system in exchange for information and public 
support” (Breindl 2016). 
While Breindl (2016) makes some interesting observations, her study is not 
easily applicable to the entanglements between data activists and data 
journalists. Data activists do not necessarily act as ‘experts’ for specific 
subjects; they aspire to change the relationship between governments and their 
publics more broadly. A consideration of data journalism and data activism as 





As this thesis asks, first, what role data plays in the social imaginaries and 
practices of data activists and data journalists, and second, how their practices 
and imaginaries diverge and converge, the previous sections have several 
implications for the methodological design and empirical analysis: 
1. We need to be sensitive to the nuances and differences within quantitative journalism and 
data activism, and how they affect entanglements between these groups 
The historical trajectories illustrate that the imaginaries and backgrounds of 
data journalists and data activists are diverse. This might affect their ability to 
complement each other, or directly collaborate. For example, it might be easier 
for journalists closer to the CAR tradition to develop cross-understandings 
with activists from an RTI background, as both parties have a stronger 
emphasis on political accountability and the specific quality of information. 
Rather than treating them as coherent and fixed entities, we should ask 
whether we can identify different groups within these fields that use and 
understand data differently, and the ways in which this shapes how they are 
entangled. 
2. We need to understand how data activists rely on open source culture, and how this shapes 
their use of data and their ability to collaborate or complement data journalism 
As shown above, discussions about the relationship between journalists and 
technologists tend to implicitly or explicitly equate technologists with open 
source culture, even though research on the spread and diversification of open 
source culture demonstrates that we cannot simply rely on notions of ‘hacker 
culture’ or open source software development to understand the role of such 




source culture becomes re-articulated and ‘modulated’ (Kelty 2008). For 
journalism, the literature shows that open source culture is an ‘externality’ that 
tends to get normalized, i.e. adapted in ways that preserve journalists’ role as 
gatekeepers for publicly relevant information. Data activism, however, in part 
grew directly out of open source communities. This raises questions about data 
activists that have not been addressed thus far. How important is open source 
culture to the practices and imaginaries of data activists? How do data activists 
modulate open source, and how does this shape their use of data and their 
ability to cooperate and complement journalism? 
3. We should grasp data journalism and data activism as related phenomena, and consider 
the implications of their shared roots and entanglements 
The literature review confirms the critique made in Chapter 1: while it is largely 
acknowledged that data activists and data journalists are entangled and have 
overlaps, researchers continue to theorize them as clearly separated 
phenomena. They look at how data journalist and data activists interact in joint 
workshops and projects, or how actors at the intersection of journalism and 
the technology sector understand their work (what Ananny and Crawford 
2015 call a “liminal press”). By showing how monitorial democracy is linked 
to both data activism and data journalism, this chapter further underlines the 
argument that we have to consider the implications of their entanglements, 
rather than how each ‘field’ is changing due to its increased reliance on data. 
For the empirical analysis of this thesis, the necessity to look across 
institutional and organizational boundaries also implies asking how applicable 
the concept of monitorial democracy is to data journalism and data activism, 
and how it does or does not help to examine and theorize the implications of 




In the next section, I describe the methodological approach of this study. This 
approach takes the insights gathered in this chapter into account, and aims to 







Studying pioneer communities through practices 
This chapter outlines and justifies the methodological approach of this study. 
First, I explain how the focus on practices used to study data journalists and 
data activists as pioneer communities was implemented methodologically 
following a constructivist grounded theory approach (Charmaz 2006). Second, 
I describe the different methods used to collect data: mapping the field 
through participant observations and Digital Methods, interviews, 
participatory mapping, and content analysis. Third, I describe how I applied 
constructivist grounded theory in the three case studies. I conclude with an 
evaluation of my methodological approach. 
A constructivist grounded theory approach 
To study pioneer communities through practices, the methods used in this 
study are mostly qualitative because they enable me to be open-minded about 
“what people are doing and how they categorize what they are doing” (Couldry 
2004, 125). Because studying the social imaginaries of data activists and data 
journalists requires an understanding of how they make sense of their own 
practices, I followed constructivist approaches in the tradition of cultural 
studies or ethnomethodology. According to Alasuutari (1996), these 
approaches do not aim at achieving generalized understandings of universal 
mechanisms that would help to explain what people ‘really’ mean or think. 
Instead, cultural studies or ethnomethodology are interested in revealing a 
“local and historically specific cultural or ‘bounded’ system” (Alasuutari 1996, 




achieve a shared understanding of the situation” (Alasuutari 1996, 382). In this 
sense, the goal of theories inspired by cultural studies or ethnomethodology is 
to deconstruct the ways in which “we construct realities and social conditions 
and ourselves as subjects in those realities” (Alasuutari 1996, 382). 
To guide the data collection and analysis, I rely on a variant of grounded theory 
which explicitly aims at developing cultural theories in the sense outlined by 
Alasuutari (1996): constructivist grounded theory (Charmaz 2006). Grounded 
theory is both a set of flexible guidelines for collecting and analyzing qualitative 
data, and the outcome of a research process that follows these guidelines (cf. 
Charmaz 2006, 3–4). It was chosen for this study because of its openness as 
an ongoing learning process based on the principle of theoretical sampling. 
Theoretical sampling means that an initial data sample is continuously 
expanded to further elaborate and refine the evolving theoretical concepts, 
causing data collection and analysis to overlap. Through theoretical sampling, 
the researcher cycles through several ‘spirals’. Each passage through the spiral 
of grounded theory includes the same basic steps of collecting data, coding, 
and memo writing, but with each theoretical sampling the process starts from 
a ‘higher’ (i.e. more developed) theoretical vantage point (cf. Krotz 2005, 167). 
This cyclical progression is meant to “tighten (…) the corkscrew or the 
hermeneutic spiral so that you end up with a theory that perfectly matches 
your data” (Hood quoted in Charmaz 2006, 101). 
This makes grounded theory very compatible with practice-focused research 
paradigms that strive to look beyond pre-defined categories, because it 
facilitates the discovery and development of ideas and concepts that may have 
initially been less obvious, or even have appeared to be counter-intuitive. 




own interpretations, as it provides techniques designed to question 
preconceived ideas in order to develop theoretical sensibility (see below). 
Following the introduction of the basic techniques and concepts of grounded 
theory by Glaser and Strauss (1967), several variants of grounded theory have 
emerged that differ in both technique and epistemological underpinnings (for 
an overview, see Hallberg 2006). In this study, I rely on constructivist grounded 
theory, a variant developed by Charmaz (2006). Charmaz (2006) aims to 
change the epistemological foundations while preserving some of the 
methodological concepts from earlier variants of grounded theory. For her, 
basic grounded theory guidelines such as coding, memo-writing, constant 
comparison, and theoretical sampling are neutral, but the ways in which 
researchers use these guidelines “is not neutral; nor are the assumptions they 
bring to their research and enact during the process” (Charmaz 2006, 9). 
While constructivist grounded theory adopts many of the techniques 
introduced by Glaser and Strauss (1967) and later by Strauss and Corbin 
(1998), Charmaz (2006) criticizes some earlier grounded theorists for their 
positivism. They understood grounded theory as a “method of discovery, 
treated categories as emergent from the data, relied on direct and, often, 
narrow empiricism” (Charmaz 2006, 8). Charmaz (2006) calls the application 
of grounded theory methods following this epistemological paradigm 
‘objectivist grounded theory’. Objectivist grounded theory assumes that data 
represent “objective facts about a knowable world” (Charmaz 2006, 131). The 
researcher’s role “becomes more of a conduit for the research process rather 
than a creator of it” (Charmaz 2006, 132). 
By contrast, constructivist grounded theory does not assume that theories 




analysis as created from shared experiences and relationships with 
participants” (Charmaz 2006, 130). Neither the researcher’s insights, nor the 
perspectives of research participants, are considered to be objective facts. 
Similar to the distinction made by Alasuutari (1996), objectivist grounded 
theories are implying to reveal universal truths (or, in the language of classic 
grounded theory: ‘basic social processes’), while constructivist grounded 
theories aim to “provide interpretive frames from which to view realities” 
(Charmaz 2006, 128). Charmaz (2006, 184) describes constructivist grounded 
theory as a return to the pragmatist foundations of grounded theory, that aims 
to construct an “interpretive rendering of the worlds we study rather than an 
external reporting of events and statements”. Constructivist grounded theory 
puts the emphasis on “how–and sometimes why–participants construct 
meanings and actions in specific situations” (Charmaz 2006, 130), and 
therefore leans towards theorizing actions and fluid processes rather than 
static concepts. 
This sensitivity for how meaning is constructed makes constructivist grounded 
theory very suitable for studying the ways in which data journalists and data 
activists interpret their practices, and how they relate to each other. 
Developing ‘interpretive renderings’ of their modes of understandings is 
important to this study for two reasons. First, it is necessary to identify 
overlaps and contradictions in the social imaginaries of data journalists and 
data activists, and the ways in which these overlaps and contradictions might 
shape the entanglements between them. Second, their modes of understanding 
and the role of data in those understandings is relevant given their status as 
pioneer communities: their own understandings and practices constitute the 




the following, I first discuss the methods I used and then describe how I 
applied constructivist grounded theory. 
Methods 
As mentioned above, this study employs a primarily qualitative, multi-
methodological approach to examine the practices and social imaginaries of 
data activists and data journalists, and the ways in which both groups overlap 
and interrelate. In this section I describe the following methods: semi-
structured interviews, content collection and analysis, ethnographic work, and 
Digital Methods. 
Following grounded theory’s logic of theoretical sampling, the methods 
discussed here complement each other, and were not conducted in isolation: 
ethnographic work and content found online informed the selection of 
interviewees and the interview guides for the initial sampling; the interviews 
also helped to select sites for ethnographies and relevant content. 
Mapping and accessing the field: Ethnographies and 
Digital Methods 
Mapping the field through ethnographic work and Digital Methods (Rogers 
2013) plays an important role in this study for several reasons, even though 
most of the insights derived from the data that was generated by those 
methods is not directly referred to in the three case studies presented in 
Chapters 4-6. First, ethnographic work and Digital Methods informed the 
selection of content and interviewees. Second, they contextualized and 
enriched the interviews, as I was able to gain a deeper understanding of the 




international communities that they are part of. Third, the use of ethnographic 
work and Digital Methods has played a role in the evaluation of my 
methodological approach (see evaluation below). 
Ethnographic miniatures 
Participant observations are useful extensions of interviews and content 
analysis because they enable the researcher to see how groups interact with 
each other, how they present themselves, and how they work (individually or 
collaboratively). Moreover, participant observations allowed me to gain 
practical knowledge myself, for example by learning how to write my own 
scrapers, clean data, and do some analysis using the same tools as my 
interviewees. This practical knowledge proved to be vital to the understanding 
of the practices of data journalists and data activists, and it made the interviews 
more effective; as it enabled me to not only follow my interviewees, but also 
ask them more specific questions about the tools that they used or issues that 
they faced. The ethnographic participation included popular online teaching 
courses for data journalists or data activists, most importantly Doing Journalism 
with Data: First Steps, Skills and Tools, which was organized by the European 
Journalism Centre.8 I also took several introductory courses to programming 
that were not directly related to data journalism or data activism, for example 
Learn Python the Hard Way and An Introduction to Interactive Programming in Python.9 
                                                 
8 http://learno.net/courses/doing-journalism-with-data-first-steps-skills-and-tools. 
9 See https://learnpythonthehardway.org/, https://www.coursera.org/learn/interactive-




In addition to taking online courses, I visited the following four conferences 
(in chronological order): The Open Knowledge Festival 2014 in Berlin, the 
Daten Labor conference 2015 in Dortmund, the Mozilla Festival 2015 in 
London, and the netzwerk recherche Jahrestagung 2016 in Hamburg. I also 
participated in several workshops and meetups in Berlin on a regular basis in 
2016 and 2017, e.g. Hacks/Hackers Berlin, #DDJ Berlin, Data Visualization 
meetup Berlin, Code for Germany Berlin. In classic ethnographic fashion, my 
role during these conferences and meetups was what Brennen (2013, 165) 
refers to as “participant as observer”. I tried to integrate in the activities and 
discussions at those events as thoroughly as possible, while making field notes 
about observations and experiences. Collectively, these participations form 
what Backmann and Wittel (2011, 191) describe as ‘accumulated ethnographic 
miniatures’. Rather than staying in one field for a longer period of time, which 
is the classic notion of ethnography, I combined several short stays in different 
places. 
Most of the data collected during these stays expanded and informed the 
interviews and the selection of content. The goal of the ethnographic 
miniatures was to explore and map the terminologies, practices, concepts, and 
issues that data activists and data journalists are concerned with, how they 
interact with each other, and what backgrounds they have. The data included 
notes about observations, keywords, impressions, and theories. For example, 
I collected project names, subjects discussed by participants, and the issues 
that they were working on. Additionally, I took pictures of where and how 
people interacted. These pictures helped to capture the locations and settings 
in which the participants met, how they interacted with each other in physical 




invaluable in terms of networking within local or national communities (for a 
more detailed description of the data collection and analysis, see Appendix A). 











Figure 1: Follower network of civic tech organizations on GitHub. 
In addition to qualitative methods, I conducted a quantitative analysis of civic 
tech organizations on GitHub, an online platform for collaborative software 
development commonly used by civic technologists. The goal was to gain a 
deeper understanding of the civic tech community on a global scale, and to 
better understand the role of the two organizations that I studied in-depth: the 
OKF DE and mySociety. Gathering and analyzing GitHub data was both 




the Digital Methods Summer School 2015 at the University of Amsterdam10. 
The project was organized by Liliana Bounegru, Jonathan Gray, and Stefania 
Milan, and explored how GitHub serves as a transparency device for 
‘journalism in the making’, and how it mediates, challenges, or transforms 
journalism practices, products, and values (Bounegru 2015). The data gathered 
from GitHub can show who contributes to a software project and for which 
organizations these individuals work. The scraper also provides data to analyze 
the use of GitHub’s social features, such as following other users or ‘watching’ 
software repositories. To gather this data, I developed a scraper written in 
Python that collects data via GitHub’s API.11 
The scraper produces spreadsheets showing, among other things, how many 
‘watches’ software repositories of civic tech organizations have, the locations 
of civic technologists, as well as network graphs that illustrate follower and 
contributor networks across organizations (which can be analyzed with the 
network analysis tool Gephi). I published this data along with some 
preliminary analysis on my personal homepage and posted it in the official 
discussion forum of mySociety.12 
The project received a lot of attention in the broader civic tech community, 
and I received suggestions for further analysis. Some civic technologists also 
shared their interpretation of their own position in the networks, which added 
                                                 
10 https://wiki.digitalmethods.net/Dmi/SummerSchool2015. 






qualitative richness to the data. In addition, the administrators of the forum of 
Poplus, a global community of civic tech organizations, provided me with an 
internally crowdsourced list of members which included many civic tech 
organizations that I was not formerly aware of. This information catalyzed a 
follow-up post, in which I re-ran the scraper with the more complete list of 
civic tech organizations (Baack 2015b). The attention this follow-up blog post 
received continued to be helpful for the data collection and analysis of this 
thesis, as more people became familiarized with my work, and interested in 
sharing their perspectives with me. 
In-depths interviews and participatory mapping 
At the heart of this study are in-depth, semi-structured interviews with data 
activists and data journalists (Weiss 1994; Kvale 1996). Interviews are a 
common tool in qualitative research to acquire “rich, dense, thick 
descriptions” (Kvale 1996, 233) from those involved in the life worlds which 
are being studied. In total, 29 interviews with 27 interviewees were conducted, 
most of which (22) were face-to-face in Germany or in the Netherlands, and 
the rest conducted via Skype. The interviews lasted between 30 minutes and 
two hours; the average length was one hour. The interview guides varied for 
the different case studies, and customized questions were prepared for each 
interviewee, using information and documents available online. However, I 
consistently explored some key subjects and applied two techniques: 




Crucial to most interviews was the reconstruction of a particular project.13 
Each interviewee was asked to pick a project that illustrates her or his work 
and then walk me through the development process: What was the initial idea 
behind the project, what were the different steps and phases to implement the 
project, what happened after the initial release? Reich (2013, 422) refers to 
these as ‘reconstruction interviews’, because they reconstruct “technological 
‘biographies’”. Exploring the development of a project in-depth vividly 
illustrated the practices and routines of the interviewees. If not mentioned by 
the interviewees, specific follow-up questions about the role of data were 
asked. After we discussed one project in-depth, I asked my interviewees 
whether this was a typical project and if there are contrasting examples. If there 
were, I explored those as well. 
Another crucial element to most interviews was what Emmel (2008) refers to 
as participatory mapping. The interviewees were given a blank piece of paper 
(or a link to a web application) and asked to draw a network with all the 
communities that they feel they belong to and other groups, websites, or tools 
that influence their work. It was suggested, though not prescribed, that they 
plot themselves in the middle and draw the entities around them. Participatory 
mapping is usually employed within the context of an in-depth interview as a 
“name-generator” (Edwards 2010, 8), but, importantly, is also used to explore 
the meaning of the relationships the interviewees have with the different 
                                                 
13 Reconstructing projects was important in interviews with developers, project managers, and 
data journalists. For other interviewees, such as the CEOs of civic tech organizations, I 
skipped reconstructing individual projects and concentrated more on the founding and 




entities they plot in the network. During the drawing process, interviewees 
were asked how they relate to the different entities they mention, and how 
they define their own work in relation to them. If the interviewees did not 
mention journalists or data activists themselves after they finished drawing the 
map, I explicitly asked where they would locate them and if they play any role 
for them. Employed in this way, the process of participatory mapping helped 
to reconstruct their subjective sense of belonging, and processes of 
communitization across organizational boundaries (cf. Hepp, Berg, and 
Roitsch 2014); e.g. when a data journalist feels connected to a group of civic 
technologists in various ways. The participatory mapping approach also 
assisted in the assessment of how the interviewees position themselves 
professionally, and understand their own role in the public arena more broadly. 
Other themes addressed in each interview were: self-understandings (preferred 
job title, understanding of civic tech or data journalism), the ways in which 
values and ambitions influence the design and development of tools (mostly 
data activists) or the selection and the telling of stories (data journalists), as 
well as personal and/or organizational ambitions and values. For more details, 
see an exemplary interview guide with comments in Appendix B. 
Content collection to inform interviews and expand 
data analysis 
This research project profited from the openness of the interview subjects, 
and their efforts to curate their online presence: the organizations in which 
they work are often very explicit about their mission and history on various 
websites (main homepage, project specific websites etc.), and almost every 
interviewee had given interviews elsewhere, delivered presentations at 




work on a personal blog or elsewhere. Collectively, this data provided a rich 
source of information that was used extensively. First, the materials aided with 
the selection process of interviewees, especially regarding second research 
question (‘How do the practices and imaginaries of these actors diverge and 
converge, and how does this shape the entanglements between them?’) where 
I conducted interviews with data journalists. The collected material helped to 
identify ‘leading voices’ in the data journalism community, what different 
viewpoints exists within this community, and who should be interviewed to 
cover these different viewpoints. Second, materials were collected to prepare 
the interviews, e.g. by collecting and analyzing previous interviews or relevant 
blog posts. Often, the collected material already covered parts of the interview 
guides. In these cases, I prepared more specific follow-up questions, and 
referred to the source material during the interview. 
Third, some of the collected material was used in the post-interview data 
analysis, both in initial and theoretical samplings. For the case studies on the 
OKF DE and mySociety, several self-portraying documents, such as the 
official homepage and project websites, were used to start the analysis with 
initial coding (see Appendix A). For the second case study about mySociety, 
the Wayback Machine of archive.org was used to retrieve earlier versions of 
the homepage, which has been online since 2003. In addition to providing 
important insights into the organization’s self-understanding, retrieving old 
announcements or older versions of project-specific websites also served to 
complement the reconstruction interviews. After the initial sampling, 
additional documents were included in the analysis, following theoretical 
samplings. In total, 38 documents were included in the final analysis (these 




transcripts of recorded presentations given by interviewees available online, 
blogposts, or other articles written by interviewees). 
Applying constructivist grounded theory 
In the following section, I describe how I applied constructivist grounded 
theory in the three case studies (Yin 2014). In this chapter I only provide a 
general overview of how the collection and analysis of the data was conducted. 
A more detailed description can be found in Appendix A. The analysis of the 
data was conducted with the software HyperResearch in the first case study, 
and with the TAMS Analyzer (Weinstein 2006) in the second and third case 
study. Both HyperResearch and the TAMS Analyzer are designed for 
qualitative data analysis, and offer tools for qualitative coding, memo writing, 
and options to visualize and analyze the coding scheme. I also made intensive 
use of mind mapping software to explore dimensions and relationships 
between categories. 
All three case studies roughly followed five steps: 
1. Collecting an initial data sample 
Following an extensive literature review, the first step in the process of 
constructivist grounded theory is collecting an initial data sample. To study 
data activism in the first two cases, I decided to focus on ‘best practice’ 
organizations early on – namely, the OKF DE and mySociety (see details in 
Chapter 1). The two criteria for selection were influence and embeddedness. 
Concerning influence, best practice organizations in civic tech shape the field 
in the sense that they provide orientation for others through the applications 
that they invent, and through the way that they communicate what those 




to date, best practice organizations can provide a useful starting point for the 
analysis. In addition, the focus of this study should be on organizations that 
are embedded within a broader international community, and take part in a 
continuous international exchange with other civic tech or open data 
organizations, both online and at international conferences. This type of 
embeddedness makes it unlikely that the studied organizations are extreme 
outliers. As explained in Chapter 1, the third case study about the 
entanglements between data journalists and data activists did not focus on any 
specific organization. Instead, I interviewed data journalists in different 
organizational settings to explore their relationship with data activists, 
e.g. national news media, startups, and non-profit newsrooms. The data 
collected for the previous case studies was taken into account to compare the 
practices and imaginaries of the different actors. 
In each case study, I made use of the extensive content available online. For 
the first two case studies, where the focus was on specific organizations, I 
included official homepages, project-specific websites, and important self-
portraying documents – e.g., the ‘Open Definition’ (Open Knowledge n.d.) 
for the OKF DE, and Crabtree (2003) for mySociety. Because both the OKF 
DE and mySociety had relatively small core-teams at the time the case studies 
were conducted (2013-2016), the goal was to interview as many relevant 
members as possible. I was primarily interested in interviewing developers and 
members in leading positions. Developers were important to my research 
because of my use of reconstruction interviews, while leading members 
(e.g. CEOs or project managers) were important because they articulate the 
social imaginaries and leading visions of the organization. In both cases, I first 




For the third case study, the initial data sample was developed from my 
participation at the Daten Labor conference and a local meetup (#DDJ 
Berlin). Both events were attended by data journalists in almost all major 
national newspapers, and some local ones with ‘data teams’. The notes and 
observations from those events guided an initial selection of interviewees. I 
collected available content online (such as interviews given by my interviewees 
elsewhere) to prepare the interviews, and many of these materials have been 
included in the post-interview analysis. 
2. Initial coding 
The initial data samples formed the basis for what Charmaz (2006) calls ‘initial 
coding’. Put simply, coding in grounded theory means attaching labels to 
segments of data that reflect what each segment is about. These codes provide 
“an analytic handle to develop abstract ideas for interpreting each segment of 
data” (Charmaz 2006, 45). Through coding, the data is broken into segments 
and compared with other data, to gradually build levels of abstraction. Initial 
coding represents the first step in this analysis, where the codes are more 
descriptive and close to the data at hand. Charmaz (2006) suggests different 
techniques, such as line-by-line or incident-by-incident coding at this stage. 
Given the focus on practices of this thesis, in all three case studies I initially 
coded primarily verb-by-verb. Because the work of the OKF DE and 
mySociety revolves around specific projects, I initially also coded project-by-
project. In other words, I assigned verbs to projects. For example, interviewees 
used verbs like ‘helping’, ‘annotating’, ‘deep linking’, ‘pushing’, or ‘scraping’ 
when they spoke about mySociety’s parliamentary monitoring website 
TheyWorkForYou. In the third case study, where I interviewed journalists, I 




professionally, and describe their relationship with data activists. I generally 
followed Charmaz’s (2006, 49) advice to code for actions with gerunds to 
avoid applying pre-conceived concepts to the data (e.g. by coding with ‘stating’ 
rather than ‘statement’). After I coded all the of material in this way 
(interviews, online content, field notes), I combined similar verbs into more 
abstract practices. 
3. Focused coding 
After the initial coding I employed what Charmaz (2006) calls ‘focused 
coding’, to move towards more analytic categories that abstract common 
themes and patterns from several codes. Focused coding “synthesize[s] and 
explain[s] larger segments of data” (Charmaz 2006, 57). The developed 
categories were tested across all of the collected materials, to examine their 
validity. Was the category applicable to the whole data, was it incisive, and did 
it have some explanatory power? The goal of focused coding is to determine 
the most significant categories and involves creating a hierarchy of categories 
and subcategories (Strauss and Corbin 1998). 
Strauss and Corbin (1998) separate what Charmaz (2006) calls focused coding 
into ‘axial’ and ‘selective’ coding. Axial coding involves exploring the causes, 
consequences and contexts of categories. They suggest the use of paradigm 
models that systematically explore different dimensions and conditions of 
categories (Strauss and Corbin 1998). Charmaz (2006, 62) advises against a 
strict application of paradigm models, as this “may limit what and how 
researchers learn about their studied worlds and, thus, restricts the codes they 
construct”, and suggests a more practical and cautious use. I did not conduct 
axial coding because I found the systematic application of a coding paradigm 




concentrated on developing theoretical sensibility (see Charmaz 2006, 135), 
e.g. by looking at an issue or category from different angles, establishing 
connections, and asking questions. Helpful here were some of the techniques 
proposed by Strauss and Corbin (1998), e.g. the ‘flip-flop’ technique of 
imagining the extreme opposite of a category. 
4. Theoretical sampling 
In the logic of grounded theory, coding the initial data sample starts the ‘spiral’ 
of developing the theory (see discussion of grounded theory above). I 
developed preliminary and incomplete ideas and concepts through initial and 
focused coding, but I needed to collect more data to test these ideas and/or 
to find new leads. Following my initial sampling I conducted theoretical 
samplings, and selectively included new content, requested interviews, or 
attended workshops and conferences. For example, after the analysis of the 
initial sample during the second case study, I realized the importance of 
international work for mySociety. Because I only had a few general remarks 
about it, I contacted and interviewed a member of mySociety’s international 
team in the second spiral to further explore this aspect and develop my 
categories. After the new data had been collected, I started a new spiral 
through the basic steps of constructivist grounded theory, i.e. I repeated initial 
coding on the new data and compared it with the old one, and I applied my 
previous categories to the new data, with the result that some of these 
categories were modified or dismissed and others became more central. In the 
first two case studies I conducted three spirals, i.e. I expanded my data 





For the third case study, the process of analysis and data collection guided by 
theoretical samplings was much more iterative and continuous due to my 
direct local involvement in Berlin (see Appendix A). I also included the 
material and the results of the first two case studies, in order to directly 
compare the perspectives of data journalists with those of data activists. 
5. Finalizing the theory 
Traditionally, grounded theories are considered ‘completed’ once ‘theoretical 
saturation’ is achieved. Theoretical saturation is usually defined as the state 
when gathering more data about a theoretical category “reveals no new 
properties nor yields any further theoretical insights” (Charmaz 2006, 189). 
The concept of theoretical saturation is problematic, because the term 
‘saturation’ is ambiguous and implies that every variable has been explored in 
full, which was outside the scope of this thesis (see more in the evaluation 
below). In most cases it is more accurate to speak of ‘theoretical sufficiency’, 
as Dey (1999) suggests. 
In the first two case studies, I achieved theoretical sufficiency with the 
development of a core category that integrates and elucidates the central 
aspects of my theory. This follows Strauss and Corbin’s (1998) suggestion to 
find and develop one core category that helps to narrate the theory similar to 
a story, in a research process they describe as ‘selective coding’. Their 
requirement of one core category is frequently criticized. Charmaz (2006) 
argues that while theories require structure, they should also be able to cope 
with ambiguity, and can have several core concepts that may not always easily 
align with each other. However, developing one core category with a narrative 
that was able to integrate all the other concepts was suitable for the first two 




organizations that similarly work on creating a narrative around their own 
history, mission, and self-understanding. 
By contrast, the third case study did not result in one elusive core category, 
but in three distinct yet interconnected groups that exist along a shared 
continuum of practices and understandings, which oscillate between 
‘facilitating’ and ‘gatekeeping’. ‘Facilitating’ builds on the core category 
developed in the second case study, which illustrates how much the three case 
studies complement each other. 
Evaluation 
In this section, I discuss the deliberate limitations of the methodological 
approach used in the three case studies: the focus on describing social 
imaginaries rather than tracing their influence, and the cultural and historical 
situatedness of the theories I developed. In addition, I address some of the 
common particularities of grounded theory. 
Limitations in scope 
There are two main limitations in the methodological approach presented in 
this chapter. First, I provide an analysis of the social imaginaries and practices 
of data journalists and data activists because I anticipate that their practices and 
modes of understanding are influential, due to their status as pioneer 
communities. It is outside the scope of this thesis to empirically trace this 
influence, or to show the ways in which the practices and ideas of data 
journalists and data activists are adopted by others, e.g. by looking at how 
other civil society actors take inspiration from civic tech organizations. 
Second, I focus on exploring the entanglements between data journalists and 




time. However, my analysis provides a useful starting point for subsequent 
studies, for example a historical analysis, or research into how the practices 
and social imaginaries examined in this thesis are being adapted elsewhere. 
Concerning the study of data activism in Chapters 4-5, I consider the 
theoretical concepts presented here as starting points for studying data 
journalism and data activism more broadly. My theories are contextually 
situated in time, place, and culture because I concentrate on specific and 
unique organizations in Central and Northern Europe. While I am confident 
that I have covered these organizations adequately to answer my research 
questions, it is important to be aware that they do not represent civic tech or 
the open data movement as a whole. There are influential civic tech 
organizations in Latin America or Asia, for example, which presumably 
understand and enact civic tech in ways that differ from those presented in 
this dissertation. The quantitative network analysis of the connections between 
civic tech organizations on GitHub illustrates how much the civic tech scene 
is separated geographically, on a global scale (see above). Yet while they are 
not representative for the phenomenon as a whole, the organizations I 
examine in this thesis are influential internationally. Therefore, my analysis 
should provide a useful reference point for studying data journalism and data 
activism in other regions. 
The identification of different groups within and beyond data journalism in 
Chapter 6 is similarly situated, but this situatedness was easier to mitigate in 
comparison to the study of data activists in Chapters 4-5 because there has 
been a lot of research on data journalism in different national contexts (see 
Chapter 2). Some of this research was useful in the analysis of the data gathered 
for the third case study. The theory developed here is compatible with, and 




further develop the categories I present in Chapter 6. My data indicated, for 
example, that more distinctions can be made among groups of journalists who 
are working in startups than I present in Chapter 6. I did not further explore 
these differences because it was not necessary to sufficiently answer my 
research questions, and a further development was not possible due to time 
constraints. A follow-up study could concentrate on data journalists working 
in startups to develop a more differentiated picture, and further elaborate the 
continuum between facilitating and gatekeeping that I develop in this study. 
The implementation of grounded theory: Relationship with participants and use of research 
literature 
Because constructivist grounded theory insists that theories are social 
constructions that do not emerge from an objective, observable truth, it is 
important to reflect my own role as a researcher and my relationship with 
those I studied. In many ways the theories I present here are co-constructions, 
because they emphasize understanding rather than explanation; which means 
that I also learned a lot from my interviewees. In addition, my interviewees 
were highly self-aware and reflective about their own work. They developed 
their own theories about civic tech and data journalism and were aware of, and 
acknowledged, some of the common criticism around their work (e.g. that 
open data and civic tech would ‘empower the empowered’, see Chapter 1). 
They subsequently showed great interest in my research project and were 
willing to do interviews with me. Many of them asked me to share the results 
with them. Before publication, I therefore shared the articles with all of the 
interviewees and invited them to comment. Six interviewees replied. Their 
feedback was positive and confirmed my analysis, but also provided me with 




indicated the fit and relevance of my theory, which are two important 
characteristics for the quality of grounded theories (Charmaz 2006, 54). 
Finally, a few notes about my usage of the research literature. Some grounded 
theorists insist that the researcher should avoid existing theory literature 
before the analysis, in order to be open-minded and avoid applying pre-
conceived categories to the data. I think this idea is not only unrealistic but is 
problematic, as it tends to conceal the researcher’s presuppositions and values. 
As Dey puts it: “There is a difference between an open mind and an empty 
head” (quoted in Charmaz 2006, 48). As long as existing concepts and theories 
are not blindly attached to the data, they can provide useful guidance to 
develop theories. Contrary to the classic stance of grounded theory, the aim 
of this thesis is to address gaps in the existing research literature identified after 
an extensive literature review (see Chapter 1 and 2). Rather than approaching 
the theory-construction with an ‘empty head’ and starting from zero, I tried to 
extend existing literature from the very beginning. Existing research also 
helped in the analysis of the data, though I tried to avoid relying on existing 
concepts during the initial coding phase. When my categories became more 
abstract and analytical, I compared them with existing concepts to check for 
overlaps or alternative explanations. Using this approach, I am better able to 
contribute to the existing research through my empirical and theoretical work 
– the results of which I present in the following.  
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4. Datafication and 
empowerment 
How the open data movement re-articulates notions of 
democracy, participation, and journalism 
Abstract: This article shows how activists in the open data movement re-articulate notions of 
democracy, participation, and journalism by applying practices and values from open source 
culture to the creation and use of data. Focusing on the Open Knowledge Foundation 
Germany and drawing from a combination of interviews and content analysis, it argues that 
this process leads activists to develop new rationalities around datafication that can support 
the agency of datafied publics. Three modulations of open source are identified: First, by 
regarding data as a prerequisite for generating knowledge, activists transform the sharing of 
source code to include the sharing of raw data. Sharing raw data should break the interpretative 
monopoly of governments and would allow people to make their own interpretation of data 
about public issues. Second, activists connect this idea to an open and flexible form of 
representative democracy by applying the open source model of participation to political 
participation. Third, activists acknowledge that intermediaries are necessary to make raw data 
accessible to the public. This leads them to an interest in transforming journalism to become 
an intermediary in this sense. At the same time, they try to act as intermediaries themselves 
and develop civic technologies to put their ideas into practice. The article concludes with 
suggesting that the practices and ideas of open data activists are relevant because they illustrate 
the connection between datafication and open source culture and help to understand how 
datafication might support the agency of publics and actors outside big government and big 
business. 
Introduction 
Agency is deeply connected to the distribution of knowledge and power. If we 
understand agency as “the longer processes of action based on reflection, 
giving an account of what one has done, even more basically, making sense of 
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the world so as to act within it” (Couldry 2014, 891), then the conditions under 
which we can make sense of our world and our own actions are crucial for our 
capacity to act with agency. With the expansion of the Internet, social media, 
and big data technologies, we can currently observe a number of fundamental 
transformations of knowledge production and distribution that raise urgent 
questions about public agency. To date, however, questions about agency have 
been “obscured by unnecessarily generalised readings” (Couldry and Powell 
2014, 1) of the supposed power of the new technologies. For this reason, 
Couldry and Powell (2014) recently called for ‘social analytics’ as a new 
research paradigm in relation to big data.14 They stress that agency is still 
relevant and that we should study new forms of reflexive agency in increasingly 
datafied societies. This involves paying more attention to the social and 
cultural dimension of this transformation by examining how social actors 
respond to processes of data collection and analysis and how they use data to 
“meet their own ends” (Couldry 2014, 892). This article follows Couldry and 
Powell’s call and shows how activism around open data is a rich, but so far 
largely overlooked side of inquiry that allows us to think about the relationship 
between data and agency in new ways. 
The open data movement is a particularly interesting case because it intersects 
with two ongoing transformations of knowledge and power that seem to 
contradict each other in terms of agency: datafication and the proliferation of 
hacking or open source culture. On the one hand, the practices and imaginaries 
of open data activists are centered around the distribution and use of data and 
                                                 
14 The social analytics approach was first developed in the Storycircle project to study how 
organizations use analytics to meet their goals. See http://storycircle.co.uk/. 
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thus linked to datafication, the ubiquitous quantification of social life (Mayer-
Schönberger and Cukier 2013, 78), for which big data is the most prominent 
expression. big data “reframes key questions about the constitution of 
knowledge” (boyd and Crawford 2012, 665) and raises concerns about the 
agency of publics. As Couldry and Powell (2014, 4) note, big data technologies 
and the growing relevance of algorithms may disconnect “system and 
experience” because the traces of data people leave behind are often 
unconscious and not meaningful to them, and the insights generated by 
companies or governments are not, or only partially, “folded back into the 
experience of everyday life”. The comprehensive surveillance of online 
activities made possible by big data technologies thus might impede our 
potential to act in an agentic manner. On the other hand, open data activists 
apply practices and values from open source culture to the creation and use of 
data. This links them to other initiatives rooted in open source culture, like 
Open Access, Wikipedia, Wikileaks, Anonymous or Creative Commons 
(Beyer 2014b, 2014a; Coleman 2014; Sauter 2014). Similar to datafication, 
these phenomena raise fundamental questions about “the nature of knowledge 
and expertise, how information is organized and evaluated, and who decides” 
(Lievrouw 2011, 26). Different to datafication, however, open source culture 
is associated with a transparent and collaborative form of governance that 
might support agency. As Raymond (2001) famously pointed out when he 
contrasted the ‘bazaar model’ of open source with the ‘cathedral approach’, 
open source culture is fundamentally concerned with the rights to access and 
distribute knowledge. Open source is based on voluntary participation (Weber 
2004, 62) and collaboration, granting access to the source code of software 
and incorporating contributions from potentially everyone. The implications 
of transferring the “open source process” (Weber 2004, 16) and the values 
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inherent in this process to new domains with different ways of organizing 
knowledge “reach directly into the heart of the legitimacy, certainty, reliability 
and especially the finality and temporality of the knowledge and infrastructures 
we collectively create” (Kelty 2008, 6–7). 
An analysis of the open data movement offers a unique opportunity to connect 
datafication and open source culture, which raises interesting questions about 
agency: how do activists apply practices and values from open source culture 
to data, and what does this tell us, in return, about agency in datafied publics? 
To address these questions, I will present key findings from a study on the 
Open Knowledge Foundation Germany (OKF DE), a not-for-profit organization 
and one of the most influential and visible actors in the German open data 
movement.15 First, I will address how we can trace the influence of open 
source culture on open data activists. This will be the foundation for the 
following analysis, in which I will show how open data activists modulate open 
source practices by applying them to data. Inspired by the social analytics 
approach, this analysis will ask, first, what their practices and imaginaries tell 
us about the conditions under which datafication might support the agency of 
publics and, second, how datafication supports the agency of activists 
themselves. In the conclusion, I will reflect on the broader relevance of this 
type of activism for the ongoing datafication of social life. 
                                                 
15 http://okfn.de/. The OKF DE was founded in 2011 as the first international chapter of 
the British Open Knowledge Foundation, which was founded 2004 in Cambridge. It was 
recently renamed into ‘Open Knowledge’. See https://okfn.org/. 
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Tracing the influence of open source culture 
on open data activists 
It is generally acknowledged that activism around open data is rooted in 
hacking culture (cf. Bates 2012; Davies 2010; Johnson 2014), or more 
specifically open source culture as one of the most prominent genres of 
hacking (Coleman and Golub 2008). However, while this connection is 
frequently pointed out, it is rarely examined in more detail. Authors usually 
refer to a set of broad ethical commitments taken directly from traditional 
hacker culture. These ethical commitments have been famously described by 
Levy (1984) as follows: access to computer technology and information should 
be free, centralized forms of power are rejected in favor of decentralization, 
hackers adhere to a meritocratic culture of technological excellence in which 
the hacker should only be judged by his or her code, and the belief that 
computers can create a ‘better world’. While these principles are indeed 
relevant, we run the risk of oversimplifying the relationship between open data 
activism and open source culture if we solely rely on them. As Coleman (2013, 
17) points out, the frequent reference to Levy’s account is problematic because 
it “whitewashes” the diversity among hackers. While hackers share some 
technical and ethical commitments (for which Levy’s description is still useful), 
hacker culture should not be treated as a “singular code formulated by some 
homogeneous group called hackers but instead as a composite of distinct yet 
connected moral genres” (Coleman 2013: 19). 
To develop a more nuanced and differentiated picture of how open data 
activists draw from open source culture, we can turn to research on its broader 
cultural significance and influence beyond software development. Particularly 
helpful here is an approach developed by Kelty (2008). While most attempts 
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to grasp this phenomenon are primarily interested in making generalizations – 
for example by asking whether diverse initiatives rooted in open source culture 
are forming a coherent movement with a political project (cf. Beyer 2014a; 
Clement and Hurrell 2008; Kapczynski 2010) or how the organizational 
features of open source software development can be generalized and applied 
to new domains (cf. Demil and Lecocq 2006; Matei and Irimia 2014; Weber 
2004) – Kelty developed a model that can be used to trace the influence of 
open source culture for specific cases. In his study of the cultural significance 
of free software,16 Kelty suggests that open source advocates associate with 
each other not just through a set of ethical commitments, but through a range 
of key practices and social imaginaries (Taylor 2004). He understands open 
source as an experimental system made up of five key practices or 
‘components’: sharing source code, defining openness, writing copyright 
licenses, coordinating collaborations, and forming a movement. Understood 
in this way, open source becomes “a system of thresholds, not of 
classification” (Kelty 2008, 16): 
Within each component are a range of differences in practice, from conventional to 
experimental. At the center, so to speak, are the most common and accepted versions 
of a practice; at the edges are more unusual or controversial versions. (Kelty 2008, 
15) 
Due to their flexibility, these components are not exclusive to the 
development of software: each of these practices can be adapted or 
                                                 
16 ‘Free software’ and ‘open source’ generally refer to the same practices. While the term free 
software emphasizes social and cultural values (‘free as in speech’), open source emphasizes 
the practical advantages for developing software (Kelty 2008). For convenience, I will use 
‘open source’ to address both strands. 
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‘modulated’ to apply them to other domains. Therefore, Kelty (2008, 246) calls 
initiatives like Wikipedia or Creative Commons modulations of open source that 
emerge “out of a direct engagement with and exploration of Free Software” 
and are “committed to experimenting with the given practices of Free 
Software”. Creative Commons, for example, paralleled some of the work of 
the Free Software Foundation in a different context (Garcelon 2009, 1315): it 
modulates the practice of ‘sharing source code’ by applying it to ‘content’, it is 
writing copyright licenses for this new type of ‘source code’, and it has become 
a movement as well. 
To trace the influence of open source culture, Kelty (2008, 278) suggests 
treating its key practices as a template that interacts with other forms of 
knowledge management: “Where the practices match, no change occurs, and 
where they don’t, it is the reorientation of knowledge and power”. Therefore, 
the proliferation of open source culture can be described as the proliferation 
and modulation of its key practices in order to alter the means of knowledge 
production and circulation. Tracing the influence of open source culture on 
open data activists then comes down to a set of specific questions: Which 
practices are modulated? How are they modulated? How does this change the 
domain to which they are applied? Answering these questions will help us to 
grasp how activists try to apply the more transparent and collaborative forms 
of governance associated with open source to politics, and how this might 
support the agency of datafied publics. 
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Practices and imaginaries of open data 
activists17 
The following analysis is based on 10 semi-structured interviews with 
members of the OKF DE core team (including the chairman and founder, 
main developers, committee members and project managers) and a content 
analysis of nine relevant documents that were selected using a theoretical 
sampling, for example self-portraying descriptions from the official homepage. 
The data was collected in three rounds between September 2012 and January 
2013 and analyzed using a grounded theory approach (Glaser and Strauss 
1967). I will structure the presentation of the findings in a way that shows how 
one modulation of open source culture leads activists to other, subsequent 
adaptations and interpretations. 
1. By regarding data as a prerequisite for generating knowledge, activists 
transform the sharing of source code to include the sharing of raw data. 
Sharing raw data would allow others to make their own interpretation of 
it and generate their own knowledge, which represents a ‘democratization 
of information’ for activists. 
2. Seeing information as a necessary precondition for political participation, 
activists connect this idea to an open and flexible form of representative 
democracy by applying the open source model of participation (the 
‘bazaar model’) to political participation, which should lead to more 
                                                 
17 Some of the empirical findings presented here were published in German by the author 
(Baack 2013). 
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participation of citizens in political decision-making processes and more 
active and engaged local communities. 
3. A third set of practices refers to activists’ acknowledgment that raw data 
needs to be ‘refined’ to create knowledge for citizens, which is why they 
seek to create, and become, ‘data intermediaries’ for the public. This leads 
them to a special interest in journalism. 
In the following, I explain each of these modulations and their implications in 
more detail. 
Raw data as source code 
The overall mission of the Open Knowledge Foundation is already implicated in 
its name. The organization adapts a hierarchical understanding of the 
relationship between data, information, and knowledge that is common in 
knowledge management literature (Tuomi 1999). According to this model, 
(raw) data are understood as symbols that have not been interpreted; data 
becomes information when it is structured and put into context; and 
information becomes knowledge when it is interpreted, meaningful, and 
actionable. As the OKF explains, open knowledge “is what open data becomes 
when it’s useful, usable and used” (Open Knowledge n.d.). With its name, the OKF 
thus indicates that it aims at spreading not just open data, but open knowledge. 
However, data is seen as a prerequisite for generating knowledge. This 
hierarchical understanding leads activists to the first and most fundamental 
modulation of open source culture: to conceive raw data as source code that 
should be shared openly to allow others to interpret it and to generate their 
own knowledge from it. 
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Implicit here is that activists do not simply modulate the practice of sharing 
source code by replacing code with data. They also adapt the metaphors and 
concepts behind this practice. To execute human-readable source code on a 
computer, it has to be translated into binary instructions that are only readable 
by machines. These binary instructions cannot be retranslated back into the 
source code from which they have been generated. Having only the binary 
code without the source code (which is the case for most proprietary software) 
means that it is not possible to understand or modify the ‘inner workings’ of 
the software. Similarly, open data activists treat raw data as source code and 
interpretations – or knowledge – as binary code. As one activist explains, raw 
data “is not really neutral” but it allows more interpretation than a “summary 
or a press conference” (Interview: Developer 1).18 That is because summaries 
are already interpretations of raw data. Only offering an interpretation of raw 
data without allowing access to it would make it difficult for others to 
understand how this interpretation was developed. Governments would then 
maintain a ‘monopoly of interpretation’. Sharing raw data makes the process 
of interpreting it transparent and breaks governments’ monopoly, which 
means that everybody could make his or her own interpretation of the data 
that governments use to make and justify their decisions – allowing people to 
examine biases in government’s data collection and interpretation. For 
activists, open data therefore represents a democratization of interpretation or 
– as they put it – a “democratization of information” (Interview: Chairman & 
Founder). 
                                                 
18 Quotes from the interviews were translated from German by the author. 
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It is interesting to contrast the notion of ‘raw data’ developed by activists with 
the way the term is used in discussions about big data. “Raw data is an 
oxymoron” (Gitelman 2013) is one of the most common critiques of big data 
advocates’ belief in “objective quantification” (van Dijck 2014, 198) or big 
data’s “aura of truth, objectivity, and accuracy” (boyd and Crawford 2012, 
664). In their critique, authors point out that data is always prefigured through 
gathering mechanisms (van Dijck and Poell 2013, 10) and collected data has 
to be interpreted to make it meaningful and actionable, a process guided by 
specific interests and rationalities and not something that can be considered as 
objective. Essentially, this questions whether something like ‘raw’ data actually 
exists when we understand it as something ‘pure’ beyond human influence. 
However, members of the OKF DE adapt a different understanding of ‘raw’ 
data. For them, ‘raw’ simply means ‘as collected’. Accordingly, sharing data in 
‘raw’ form – ‘as collected’ – is not about revealing an unbiased and objective 
truth, but about making the biases of this data transparent and allowing “more 
interpretation of truth” (Interview: Chairman & Founder). 
Using this understanding as a basis, members of the OKF DE are also 
concerned with the conditions that must be met to ensure this type of 
transparency, i.e. with the way raw data has to be provided to fulfill their vision 
of a democratization of information. This leads them to another modulation 
of open source practices: defining openness. More specifically, they define 
both the legal and technical characteristics of openness in relation to data in 
order to delineate open data from ‘closed’ data. For legal openness, the OKF 
developed the international Open Definition (Open Knowledge n.d.), 
according to which data is ‘open’ when it can be accessed, modified and shared 
by anyone for any purpose without restrictions. Technical openness is about 
ensuring that these rights can be exercised without too much effort. Key here 
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are the principles developed by the Sunlight Foundation (2010) and the rating 
system developed by Tim Berners-Lee (2010). According to these guidelines, 
datasets should be complete, released in a timely fashion, accessible, machine 
readable, and available in open formats. While activists acknowledge that 
personal data and data crucial to security should not be made available in this 
way, they suggest that these legal and technical conditions are necessary to 
effectively break the interpretative monopoly of governments. 
Given the importance of knowledge for agency, this type of transparency has 
the potential to support the agency of datafied publics. As activists 
acknowledge themselves, however, the mere provision of raw data is 
insufficient and only represents “the first step” (Interview: Chairman & 
Founder). As I will explain in the following sections, this provision should go 
along with more continuous and flexible forms of participation and ‘data 
intermediaries’ that make raw data accessible to the public. 
Data and democracy 
The democratization of information described above is not regarded as an end 
in itself by activists. Ultimately, this form of transparency is taken as a means 
through which “the people should be considered again as the sovereign” 
(Interview: Project Manager 1). Even though they do not explicitly talk about 
agency themselves, activists’ articulations of their broader aims are interesting 
for understanding how and under what conditions the democratization of 
information they envision could support the agency of datafied publics. The 
overall ‘vision’ of OKF DE members is essentially a vision of citizen 
empowerment: sharing raw data should help citizens to better understand and 
control their governments and to be more active and engaged in their local 
communities. 
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This means that more possibilities for citizens to participate in political 
decision-making processes is a major goal for members of the OKF DE: “to 
participate, people need information” (Interview: Project Manager 2). In this 
respect, they regard themselves as part of an “Internet generation” that is not 
content with periodic voting: “[I want] a higher degree of participation (…) a 
more continuous form of participation” (Interview: Committee member). This 
does not, however, necessarily translate into a demand for more direct 
democracy. Instead, the open source model of participation is taken as a 
paradigm: 
What is powerful about open source development is that people can elect themselves 
as participants. I mean people can find my project and then decide for themselves to 
participate in its development and contribute to it. I think this model of self-selective 
participation is extremely powerful and I believe it can be applied to politics. 
(Interview: Developer 1) 
This means that everybody who wants to participate in the decision-making 
process of a particular issue should have the opportunity to do so in a 
meaningful way. Here, activists explicitly modulate another practice from open 
source culture: coordinating collaborations, the organization of open source 
projects (Kelty 2008, Chapter 7). As mentioned above, this organizational 
model has been described as the ‘bazaar model’ (Raymond 2001) because it 
encourages and incorporates contributions from potentially everyone. Just as 
there is not one standard model for coordinating collaborations in open source 
– larger and more well-known projects like the Linux kernel, the Apache 
servers, or the Debian project have all developed distinct organizational 
models over time (Kelty 2008; Coleman 2013; Weber 2004) – activists reject 
clearly prescribing a specific model of participation. For them, applying the 
bazaar model of open source to governance is first and foremost about 
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experimentation. There will not be “this one solution that you just need to 
apply. I think public authorities will need to have the courage to experiment” 
(Interview: Chairman & Founder). This illustrates that more participation is 
not seen as a natural outcome of open data. Activists argue that it requires a 
cultural change within public institutions: a change towards a “beta culture” 
that is willing to experiment and risk failure (Schwegmann 2012), and a more 
collaborative and less authoritative relationship with citizens. Public 
institutions, it is argued, should promote the use of data and actively include 
citizens in decision-making processes: “It is not just about opening data (…) 
but also about investments from public institutions to ensure that this data is 
used” (Interview: Committee member). Activists think that this cultural 
change will mainly happen at a local level, where issues are “closer” to the 
people and institutions can experiment with “less resources” (Interview: 
Chairman & Founder). 
Taken together, the way activists apply the open source model of participation 
to governance results in a notion of a more open and flexible form of 
representative democracy. ‘Open’ refers to a higher degree of transparency (by 
sharing raw data) and the openness of political decision-making processes for 
public participation. ‘Flexible’ means that activists think that the inclusion and 
coordination of citizens’ voluntary, ‘self-selective participation’ should be 
adapted to the issue at hand and to the local context. At the same time, activists 
do not question representative democracy as such and are rather skeptical 
about elements of direct democracy, e.g. referendums: “I don’t know if direct 
democracy is always the right answer (…) but I definitely want more 
mechanisms to involve people more often” (Interview: Chairman & Founder). 
From the perspective of democratic theory, they negotiate between 
representative models of democracy – in which participation is mainly limited 
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to periodic voting – and direct models of democracy, where entire electorates 
vote on certain proposals. This is similar to Barber’s (2004) model of ‘strong 
democracy’, a more explicit attempt to develop an alternative to representative 
and direct democracy. Put briefly, strong democracy is based on a “creative 
consensus” that is meant to recognize the diversity of interests and “is 
premised on citizens’ active and perennial participation in the transformation 
of conflict through the creation of common consciousness and political 
judgment” (Barber 2004, 224). Similarly, the diverse and flexible modes of 
organizing voluntary participation envisioned by OKF DE members require 
the active involvement of citizens and imply a consensus building process that 
is ‘creative’ in negotiating diverse interests and in its organization. 
We can summarize the ideas and aims of open data activists described thus far 
to articulate – as an intermediary result – a first proposal about the conditions 
that must be met to support the agency of datafied publics: the transparency 
created through the sharing of raw data should be accompanied by a cultural 
change within public institutions to support voluntary and flexible forms of 
participation similar to those found in open source projects. As I will detail in 
the next section, activists not only emphasize the importance of public 
institutions, but also of other intermediaries to facilitate this participation. 
Creating empowering intermediaries: 
Complementing or replacing journalism? 
Even though the idea behind the democratization of information is to 
potentially allow everybody to interpret raw data, activists are well aware that the 
average citizen does not have the time and expert knowledge to do so. They 
recognize that their vision of empowerment through open data can only be 
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realized with intermediaries that make raw data accessible to the public.19 
Different to the modulations discussed above, this is not directly reflected by 
open source culture. However, it emerged out of activists’ engagement, 
exploration, and modulation of open source, i.e. of modulating the sharing of 
source code to include the sharing of raw data and of using the open source 
model of participation as a paradigm for political participation. Because 
activists realize the importance of suitable intermediaries for their goals, they 
actively seek to ‘create’ them – which makes this aspect also interesting for 
understanding how datafication supports the agency of activists themselves. 
In terms of agency, more interesting than the basic acknowledgment that 
intermediaries are necessary is what kind of intermediaries are deemed 
necessary to empower citizens. Three criteria can be identified that constitute 
an ‘empowering intermediary’ in the eyes of activists. First, they should be data-
driven, which means that they should be able to handle large and complex 
datasets to make them accessible to others. Second, empowering 
intermediaries should be open, which means that they should make the data 
from which they generate stories or build applications available to their 
audiences – the principle of sharing raw data applies here as well. The fact that 
professional journalists or NGOs often do not give access to their sources is 
therefore frequently criticized, one activist calling it a “fundamental bug of 
newspapers” (Interview: Developer 1). Third, empowering intermediaries 
should be engaging, which means that they should actively involve citizens in 
                                                 
19 I adapt activists’ usage of the term intermediary in this article. However, ‘intermediaries’ in 
their sense are more likely to act as mediators according to Latour’s (2005, 39) distinction of 
the terms. 
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public issues. This implies that such intermediaries should not only be 
information providers and that they should have a cooperative relationship 
with their audiences: “journalism also needs to change to be closer to citizens” 
(Interview: Developer 2). Taken together, the three criteria articulated by 
activists are clearly related to their goal of an open and flexible democracy 
described above. Empowering intermediaries are a necessary prerequisite in 
this sense, or, as we might say in relation to agency, they are important 
supporters of agency in datafied publics. 
To ‘create’ these intermediaries, activists try to cooperate with other NGOs 
and professional journalists and offer teaching. Here, they are part of a larger 
phenomenon: the increased interaction between the social worlds of 
technology and journalism, or more specifically between hackers and 
journalists (Lewis and Usher 2013; Parasie and Dagiral 2013; Karlsen and 
Stavelin 2014; Royal 2010). Members of the OKF DE are involved, for 
example, in Hacks/Hackers events (Lewis and Usher 2014), where hackers 
and journalists come together to innovate news; the News Challenge of the 
Knight Foundation, an open-to-all contest rewarding projects that aim to 
transform news and information distribution (Lewis 2012a); or the Knight-
Mozilla Fellowships, which bring together hackers and technologists “to spend 
10 months working on open source code with partner newsroom[s]” like The 
New York Times or Der Spiegel (OpenNews n.d.). The existing research on the 
interaction between these groups shows that activists’ goal of a more equal 
and cooperative relationship between citizens and professional journalists 
essentially questions the professional boundaries of journalism. As Lewis 
(2012b) describes, journalism is shaped by a professional logic of (exclusive) 
control over content that does not align easily with a more participatory form 
of journalism favored by activists. The research shows an ongoing process of 
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negotiation of different values, imaginations, and practices: news organizations 
try to re-interpret the distinct way activists think about technology and data 
“into the language of news” (Lewis and Usher 2013, 604), while at least some 
activists tend to believe the new possibilities are “capable of altering the very 
nature of journalism” (Parasie 2011). 
However, activists do not only try to influence journalism by interacting with 
professional journalists or by becoming programmer-journalists in 
newsrooms. They also act as intermediaries outside the profession and develop 
independent, non-profit applications to ‘implement’ their ideas. Key here are 
so called ‘civic technologies’ – small-scale, specialized applications that aim to 
“connect people” (Interview: Developer 1). These applications are either 
about improving government services for citizens, or about helping citizens to 
coordinate with each other to solve problems together. Often these are 
relatively simple web applications that focus on one task. For example, there 
are civic technologies that help people to exchange deposit bottles, that show 
how and where to engage in local building projects, that inform people about 
the local air quality, visualize which parts of the city are barrier-free and which 
are not, and so forth.20 Even though civic technologies do not always depend 
on open data, data is key to their functioning in two ways: first, the availability 
of open data creates more opportunities to develop civic technologies (for 
example, when they require traffic data); second, they often datafy the activities 
they are concerned with, i.e. they often create new data. For example, 
                                                 
20 See a list of projects supported by the OKF DE at http://codefor.de/projekte/. 
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FragDenStaat.de (inspired by the British WhatDoTheyKnow21) makes it easier 
to submit freedom of information requests to public authorities and tracks 
both the requests and the responses from institutions. This crowdsourcing 
approach created a database that can be used to analyze and compare how 
different institutions react to these requests, what kind of requests are more 
likely to get refused and so forth. This illustrates that the development of civic 
technologies is not only interesting because it could support the agency of 
citizens. It also shows how activists use or create data to meet their own ends 
by developing tools to put their ideas into practice. For OKF DE members, 
the purpose of these applications is two-fold. On the one hand, they are 
supposed to help citizens to be more active and engaged in their local 
communities in a general sense – for example by helping people with 
disabilities to move around the city. On the other hand, they hope to create 
new communities or “alternative publics (…) with a controlling function” 
(Interview: Developer 1). An often cited example is Ushahidi,22 which was 
originally developed by a group of citizen journalists to track violent outbreaks 
after a disputed election in Kenya (Giridharadas 2010). Because journalists 
received threats about their work, Ushahidi was designed as a crowdsourcing 
application that maps incidents reported anonymously by users. Both in the 
sense of more active and engaged citizens and of ‘controlling publics’, civic 
technologies are linked to a notion of “self-empowerment” (Interview: 
Chairman & Founder) or ‘do-it-yourself-empowerment’ through data, 
                                                 
21 https://www.whatdotheyknow.com/. 
22 http://www.ushahidi.com/. 
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understood as the ability of citizens to solve issues without the help of 
governments or businesses. 
In terms of agency, the development of civic technologies by activists is 
interesting for another, less obvious reason. Civic technologies can be 
described as alternative ways of fulfilling functions traditionally described as 
‘journalistic’ (making governments more transparent and accountable and 
engaging citizens in public issues) or of accessing and using public services 
(e.g. with an easy-to-use website to submit freedom of information requests). 
In other words, these applications are developed independently outside 
professional journalism or public institutions, but at the same time are trying 
to fulfill similar functions. This ability to create ‘actually existing alternatives’ is 
characteristic of the political power of hacking in general, as Kelty (2008) 
illustrates. He argues that open source advocates (and modulations like the 
open data movement) create independent ‘recursive publics’ through their key 
practices: 
A recursive public is a public that is vitally concerned with the material and practical 
maintenance and modification of the technical, legal, practical, and conceptual means of its own 
existence as a public; it is a collective independent of other forms of constituted power and is capable 
of speaking to existing forms of power through the production of actually existing alternatives. 
(Kelty 2008, 3) 
By being able to maintain their own terms of existence (to a certain degree at 
least), recursive publics can act as ‘actually existing alternatives’. In this sense, 
civic technologies developed by activists could to some degree act as ‘actually 
existing alternatives’ to professional journalism or (ways of accessing) public 
services. Activists are well aware of this potential: The ultimate goal of 
developing alternative services with civic technologies is to pressure 
established institutions to adapt them. “Flagship projects” (Interview: 
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Chairman & Founder) are intended to demonstrate what is possible and to 
invite (or provoke) established institutions to imitate them. As one member 
notes: “We have discovered software as a lobbying tool” (Interview: 
Developer 2). Let me illustrate this with another example: Frankfurt-
Gestalten.de (~‘Shaping-Frankfurt’) monitors information provided by local 
parliaments in the city of Frankfurt and illustrates them on a map. Users can 
check what is currently discussed in their street or district (e.g. building 
projects), comment on it or initiate new discussions. Activists use this project 
to advocate for easier access to local parliamentary data, and for local public 
institutions to offer similar services. Moreover, I suggest that applications like 
Frankfurt-Gestalten.de represent a data-driven form of local journalism that is 
focused on engaging citizens on a local level. As such, Frankfurt-Gestalten.de 
has a complex relationship with professional journalism: First, it could 
complement professional journalism because local journalists can use it as a 
research tool. Secondly, however, it also represents a potential threat for 
professional local journalism – if people use an application like Frankfurt-
Gestalten.de instead of consulting their local news media. Yet it is also 
conceivable, thirdly, that news media develop and maintain similar 
applications themselves, offering them as services to their audience and using 
them as research tools for their own investigations – Bell (2014) recently made 
a similar suggestion. This example illustrates how activists attempt to directly 
or indirectly influence established institutions on many different levels through 
the development of civic technologies, and shows that acting as intermediaries 
themselves is as much about directly putting ideas into practice as it is about 
transforming existing institutions. It not only shows how activists use data to 
directly meet their own ends, but also how they attempt to influence the 
conditions of the wider public to support the agency of ordinary citizens. 
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Conclusion: Data hacking and new forms of 
agency? 
I conclude by returning to the questions raised in the beginning of this article. 
What do the practices and values developed by members of the OKF DE tell 
us about the conditions under which datafication can support agency? 
When we look at activists themselves, datafication obviously does not 
undermine, but rather supports their agency in important ways: their 
technological expertise enables them to utilize or create data to meet their own 
ends. They even use the applications they create as lobbying tools that pressure 
institutions by offering actually existing alternatives. These findings emphasize 
the connection between datafication and the proliferation of hacking culture. 
The ability to ‘hack’ and to create recursive publics fundamentally depends on 
the availability and modifiability of the underlying technology (Kelty 2008, 10–
11): participants have to be able to access and modify the technology needed 
to build their own, independent infrastructures. Otherwise, the expressive use 
of technology – the expression of imaginaries, values and rationalities through 
technology – would not be possible. The process of ‘datafying’ a phenomenon 
– of transforming it into quantifiable information – can be an integral part of 
recursive publics in itself, as illustrated by civic technologies that collect data 
via crowdsourcing. More importantly, to datafy a phenomenon is to re-
materialize it into a highly modifiable form: in its essence, data is structured 
information that can be analyzed, edited, and combined with other data. This 
is why the availability of data creates more opportunities for the development 
of software that utilizes it in new ways, like activists do with the civic 
technologies they create. By rendering phenomena into data that have never 
been quantified before, datafication can make the key practices of recursive 
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publics applicable to them in ways that have not been possible before – given 
that the data created in these processes is accessible and modifiable. Therefore, 
datafication also has the potential to extend both the possibilities for and the 
scope of recursive publics, i.e. of creating ‘actually existing alternatives’ to 
established forms of knowledge production and circulation. 
Moreover, members of the OKF DE are primarily concerned with how they 
can support democratic values and the agency of citizens through open data. 
As I showed in this article, three interrelated conditions must be met in their 
eyes: raw data should be shared openly to make decision-making processes 
more transparent, public institutions should actively include citizens in these 
decision-making processes to create a more open and flexible form of 
representative democracy, and ‘empowering intermediaries’ are needed to 
make raw data accessible to the wider public. It seems clear that these 
propositions have a potential to remedy the issues identified by Couldry and 
Powell (2014), i.e. the danger that big data technologies undermine agency by 
disconnecting system and experience. However, it is of course important and 
necessary to critically examine these ideas. For example, how to ensure that 
the raw data provided by governments does not violate privacy and is free of 
manipulations? Can voluntary participation of citizens work at larger scales? 
How to ensure that these processes do not end up “empowering the 
empowered” (Gurstein 2011)? We also need to be wary about the idealism of 
activists and the high level of technical literacy required to get involved in data 
activism. It might be easy to criticize activists as naive or techno-deterministic 
when we point out all these potential issues. However, while there is much to 
be critical of, I suggest that it is equally important to study and understand the 
practices and ideas of activists in order to evaluate what we can learn from 
them. Activists aim to develop new rationalities and alternative social 
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imaginaries around datafication to connect system and experience in new ways 
and to create a new sense for the legitimacy of collective knowledge creation 
and distribution in democratic, datafied publics. For all their shortcomings, 
these attempts are relevant and deserve attention because they provide a vital 
starting point to discuss how we can counter the threats of big data and utilize 
the potential of these new technologies in ways that do not damage democratic 
values and the agency of those not in big government or big business. As 
Couldry and Powell (Couldry and Powell 2014, 4–5) point out, we should not 
only highlight the risks of creating and sharing data, but also the opportunities 
for forms of social organization that take “into account agents’ practices of 
giving an account of themselves and their conditions of life”. 
A guidance for future research provided by this analysis is to look at the way 
activists’ practices and ideas are institutionalized, i.e. how they are adapted by 
other NGOs, news media, or public institutions. As activists acknowledge 
themselves with their emphasis on the importance of empowering 
intermediaries, their influence on the wider public – and therefore their 
potential to support the agency of datafied publics – depends on transforming 
existing institutions rather than on building new, alternative ones. To study 
these processes, we can take further inspiration from Couldry’s (2010, 1) 
concept of “effective voice” – the insurance that ‘my voice matters’, which is 
a crucial aspect for both agency and democratic legitimacy. We can argue that 
activists describe important preconditions for processes of effective voice in 
datafied societies. Yet we have to be critical about whether the adaption of 
activists’ practices and ideas really leads to effective voice, or only to more 
opportunities to raise voice. What matters is how “people’s practices of voice 
are sustained and the outcomes of those practices validated” (Couldry 2010, 113). 
We have to ask whether and how the adaption of activists’ practices and ideas 
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by news media, public institutions, or others does or does not lead to 
structures that create and sustain the conditions necessary for effective voice 
in increasingly datafied societies. Such research can form the basis to further 
examine, refine, and extend the practices and imaginaries of activists to 
formulate in more detail the conditions necessary to support agency in the ‘age 
of big data’. 
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5. Civic tech at mySociety 
How the imagined affordances of data shape data activism 
Abstract: This article examines how civic technologists understand and use data to facilitate 
civic engagement. It illustrates the cultural and historical situatedness of data affordances and 
shows how civic technologists think of themselves as facilitators of civic engagement: they 
use and understand data in ways that are supposed to expand the agency of publics towards 
governments. The article shows how civic technologists use data to implement a form of 
participatory culture in new ways, and contributes to our understanding of how datafication 
enables new forms of activism. 
Introduction 
The progressive datafication of social life is often perceived as a threat to 
democratic publics. Critics warn that filter bubbles would undermine dialog 
and consensus, that social discrimination will be reinforced (Barocas and 
Selbst 2016) or that ‘surveillance capitalism’ is fundamentally anti-democratic 
(Zuboff 2015). Yet as “democratic power is calculated power” (Rose 1999, 
200), datafication is also driven by democratic visions and closely linked to 
notions of political accountability, fairness, and citizen empowerment. Forms 
of datafication driven by commercial players or governments have always been 
accompanied by civil society actors or journalists who have utilized data and 
related forms of quantification to advance their goals. However, given the new 
structures of (data) power that shape the workings of governments and 
businesses today, Milan and Van der Velden (2016, 6) suggest that it is 
increasingly important to investigate “how activism evolves in relation to big 
data”. They argue that new forms of ‘data activism’ are “enabled and 
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constrained by data (…) and this special relation shapes tactics, identities, and 
modes of organizing” (Milan and Van der Velden 2016, 3). 
In this article, I explore ways in which activism is enabled by datafication by 
looking at a group of actors who not only reacted to processes of datafication, 
but pro-actively embraced them: civic technologists. Civic tech is an umbrella 
term for diverse projects that attempt to make engagement easier for citizens, 
improve communication and feedback between governments and citizens, and 
strengthen political accountability. Among other things, civic technologists 
develop parliamentary monitoring websites, tools to help citizens report local 
infrastructure problems to local government, or freedom of information (FOI) 
websites that help users to submit freedom of information requests to public 
institutions. In its modern incarnation, civic tech is the result of a convergence 
between “communities of technological and political openness” (Yu and 
Robinson 2012, 195). Early examples include the British FaxYourMP (2003), 
which helped citizens to find and contact their representatives in UK 
parliaments (Townend 2008), or the monitoring website GovTrack.us (2004), 
which made information provided by the US Congress more accessible (Yu 
and Robinson 2012). From these early volunteer experiments, civic tech has 
grown substantially in recent years as it has been embraced by governments, 
corporations and foundations (Baraniuk 2013). 
In addition to their success and growth, civic technologists are relevant 
because they act as pioneers for the use of data to facilitate civic engagement. 
While there have been predecessors of the tools they developed, the way they 
utilized data to make them accessible and offer additional services was novel. 
They took information that was available elsewhere and made it machine-
readable, shared it openly, and built services on top of it, e.g. the ability to type 
in one’s post-code to find one’s representative in the British parliament on 
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FaxYourMP. Through such practices, they combined concepts of legal and 
technical openness in new ways (cf. Yu and Robinson 2012). Being pioneers 
of this type of work is also part of the self-conception of at least some civic 
tech organizations. They possess a sense of mission and make teaching their 
(data) skills and experiences to other civil society or media organizations an 
important part of their work.23 Finally, non-profit civic tech organizations such 
as the Sunlight Foundation in the US or mySociety in the UK were also among 
the first to advocate for open data policies, and supported related freedom of 
information policies (Schrock 2016). 
However, despite civic tech’s success and potential influence, it has received 
little attention in media and communication studies to date. Most of the 
research that does exist is interested in how the phenomenon might reinforce 
existing power structures (cf. Gregg 2015), or who is using civic tech 
applications and in what way (cf. Cantijoch, Galandini, and Gibson 2016). 
What is missing is a nuanced understanding of the practices, ideas and 
motivations that guide civic technologists themselves and how those practices 
and ideas provide orientation for others. Critically examining civic 
technologists themselves is relevant because the broader impact of civic tech 
goes beyond the impact of individual civic tech applications. As Hepp (2016, 
919) describes, pioneer communities such as civic technologists are influential 
in the sense that they develop “a horizon of possibility to which the everyday 
media appropriation of others orients itself, or at least can do so” (Hepp 2016, 
919). Accordingly, we also need to be sensitive to how the practices and 
                                                 
23 An example are the ‘Schools of data’ organized by Open Knowledge, which are active in various 
countries. 
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imaginaries civic technologists develop provide orientation for others, i.e. how 
other actors adapt and modify them. 
This paper therefore critically examines how civic technologists understand 
and use data to “meet their social ends” (Couldry and Powell 2014, 2). What 
are the key practices of civic technologists in relation to data and how do they 
themselves understand what they are doing? Addressing these questions will 
contribute to our understanding of how activism is enabled or constrained by 
datafication, as it provides a basis for subsequent studies to examine if and 
how these practices and imaginaries can be found elsewhere, and how they 
might have been modified. 
I present findings from a case study about the British non-profit organization 
mySociety. Founded in 2003, mySociety is one of the oldest and most 
influential civic tech organizations and arguably represents ‘best practice’ in 
the extremely diverse civic tech sector. Its UK websites have millions of users 
(mySociety 2015) and the organization had a direct influence on British policy-
making (cf. www.parliament.uk 2014). Some of its more popular projects 
include FixMyStreet, which lets citizens report local problems like broken 
streetlights or potholes to local government; its right-to-know website 
WhatDoTheyKnow which helps users to submit FOI requests to public 
institutions; or its parliamentary monitoring website TheyWorkForYou which 
gives detailed information about voting records and makes parliamentary 
speeches more accessible. mySociety’s projects are also prominent 
internationally and customized versions of its tools are used in 44 different 
countries (mySociety 2015), which let mySociety to transition from a UK-
centric to an international organization. While it is not representative of the 
phenomenon as a whole, mySociety’s success and international influence 
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provide a good starting point for studying the values and practices which shape 
civic technologists’ use of data. 
In the following, I shall first discuss my methodological approach. I follow a 
practice theory approach and use the concept of ‘imagined affordances’ (Nagy 
and Neff 2015) as a lens which helps amplify how members of mySociety 
themselves understand data and how they imagine it to advance their agenda. 
The remainder of the article describes how the data practices of mySociety 
relate to their broader imaginaries. In the conclusion, I will reflect on the 
implications for studying civic tech and data activism in general. 
Researching the imagined affordances of 
data 
To examine how members of mySociety understand and use data to meet their 
own ends, this paper relies on the concept of ‘imagined affordances’ (Nagy 
and Neff 2015). According to Nagy and Neff (2015), whatever actions a 
particular technology enables or constrains does not solely depend on its 
features or its material properties, but also on the perception of users and 
designers. Both may have “expectations about their communication 
technologies, data, and media that, in effect and practice, shape how they 
approach them and what actions they think are suggested” (Nagy and Neff 
2015, 5). Applied to the subject of this paper, what data enables civic 
technologists to do does not solely depend on the properties of the data they 
collect or re-use, or on the applications they are able to develop with it; it also 
depends on how civic technologists themselves understand and perceive how 
data can serve their agenda. These perceptions and understandings are the 
basis for the “horizon of possibility” (Hepp 2016, 919) they develop as a pioneer 
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community, which affects the perceptions of other actors concerning how data 
can be used to facilitate forms of civic engagement and activism. 
To study the imagined affordances of data for members of mySociety, this 
paper relied on a methodological approach inspired by practice theory. First, 
a focus on practices aligns well with the concept of imagined affordances 
because affordances enable or constrain certain actions, and people make 
sense of affordances “in and through practices” (McVeigh-Schultz and Baym 
2015, 2). Second, practices are useful for examining the role of pioneer 
communities because they act as exemplars. This means that they not only 
communicate ideas and visions about how a technology can be used, but they 
also become influential because they demonstrate their own visions and 
thereby affect the perceptions of others. The practices they develop are 
expressions of their broader visions and we have to consider them inseparable 
if we want to understand their influence. 
Accordingly, I employed methods that helped exploring what members of 
mySociety are doing and how they themselves understand and categorize what 
they are doing in relation to data (cf. Couldry 2004, 2012). I followed a 
constructivist grounded theory approach (Charmaz 2006). Grounded theory 
was chosen because of its core principle of theoretical sampling, i.e. an initial 
data sample is continuously expanded with new data to systematically elaborate 
and refine the theory. This approach was useful for exploring the open-ended 
range of practices (Couldry 2012) and to more fully reconstruct the 
perspectives of the research subjects without applying pre-conceived 
concepts. 
Spread over three rounds of data collection, I conducted five semi-structured 
interviews with members of mySociety, including its founder and former 
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CEO, two senior developers, a member of the international team, and a 
member of mySociety’s research team. These interviews had an average length 
of one-and-a-half hours. A large part of each interview consisted in the 
reconstruction of a particular project. Each interviewee was asked to pick a 
project that illustrates her or his work and then walk me through the 
development process: What was the initial idea behind the project, what were 
the different steps and phases for implementing the project, what happened 
after the initial release? Reich (2013, 422) calls this ‘reconstruction interviews’ 
because it reconstructs “technological ‘biographies’”. Exploring the 
development of a project in-depth vividly illustrated the practices and routines 
of my interviewees. If not mentioned by the interviewees, specific questions 
about the role of data were asked. After one project was explored, I asked 
whether this was a ‘typical’ project and if there are very different examples. If 
there were, I explored those as well. Other questions addressed self-
understandings (preferred job title, understanding of civic tech) and personal 
or organizational ambitions and values. 
These interviews were complemented by 17 documents found online: 
mySociety’s homepage (including the use of the Internet Wayback Machine to 
retrieve older versions), project specific websites, blog posts and forum 
discussions from Tony Bowden (who has been working for mySociety since 
2009), other interviews given by different mySociety members to newspapers 
or bloggers (e.g. Townend 2008), as well as presentations given by members 
like Tom Steinberg or Dave Whiteland available online (UsNowFilm 2008; 
Arcopix 2014; IndigoTrust 2011; mySociety 2014). Some of these documents 
were included in the initial data sample, others were added later following the 
theoretical sampling. Moreover, I conducted ethnographic research on two 
separate conferences which were visited by several mySociety members: The 
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Open Knowledge Festival 2014 in Berlin and the Mozilla Festival 2015 in 
London. These conferences helped to get an impression of the larger 
community mySociety is involved with and provided a helpful guidance for 
both the interviews and the analysis. 
How mySociety members imagine the 
affordances of structured data 
In the following, I describe the imagined affordances members of mySociety 
hold around structured data. First, I will explore mySociety’s mission and self-
understanding in more detail to give a dense description of the broader 
ambitions and imaginaries that drive this organization. Then I show how data 
is used to facilitate this mission by describing four imagined affordances: deep 
linking into documents to engage citizens with the processes of governments; 
making the performance of governments legible to affect how they implement 
laws and public services; affecting its users’ perceptions by demonstrating their 
impact to them; and scaling technological solutions to support a distributed 
form of agency. 
mySociety’s mission: Facilitating engagement 
mySociety’s self-proclaimed mission is to “help citizens demand better (…) 
our web tools and apps are breaking down the barriers around governments” 
(mySociety n.d.). Its tools are supposed to give “greater access for citizens to 
the work of government and the democratic process”, which essentially means 
improving how publics can monitor and provide feedback to governments: 
“We believe that governments tend only to get better at serving the needs of 
citizens when citizens are capable of demanding better, creating a virtuous 
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circle that leads steadily to better government” (Cridge 2015). While this 
statement might imply advocacy for specific policy changes, mySociety 
understands its role as a ‘mere’ facilitator of civic engagement, not as an 
advocacy organization. 
Members generally reject the idea of being a gatekeeper that stands between 
the citizens and their governments. Instead, they suggest to provide the means 
by which others are able to take actions more effectively: “What we do is 
present the facts: This is how your MP [Member of Parliament] voted, this is 
where the money went, this is what was said. It’s then up to other people to 
do with that what they will, which might well be using it to promote a cause” 
(Interview: Research Team). The idealized and simplified scenario that 
members sketch out rhetorically to describe their role can be outlined as 
follows: Before mySociety enters the arena, citizens are apathetic and 
disengaged because engagement is too difficult and time-consuming due to 
high barriers raised by governments (in most cases unintentionally). mySociety 
identifies these barriers and then ‘drops’ its tools into the public arena to make 
engagement easier for citizens, which subsequently facilitates engagement 
between citizens and their governments and leads to better governance. 
Underlying this approach is the assumption that more means for citizens to provide 
feedback to elected representatives leads to ‘better’ outcomes, i.e. more representative 
and therefore more democratic outcomes. Given its self-understanding as a 
‘facilitator’, mySociety is not advocating for specific outcomes, but is 
concerned with the processes by which outcomes are generated: “We’re in 
favour of a vibrant, healthy, lively democracy. That means a rude and 
obnoxious place. Although we don’t want to do that ourselves, it’s entirely 
appropriate that we should facilitate other people to” (Steinberg quoted in 
Krotoski 2010). This approach builds on the principles of open source culture 
Civic tech at mySociety 
 
 118 
(Kelty 2008; Lewis 2012b). “The essence of open source,” Weber (2004, 56) 
describes, “is not the software. It is the process by which software is created”. 
As the ideas and practices of the ‘open source process’ were increasingly 
applied outside of software development (most prominently with Wikipedia) 
they formed the basis for a larger technological and cultural phenomenon that 
Jenkins (2006) has described as participatory culture, a culture “which posits 
that knowledge is richest and most accurate when it reflects the pooled inputs 
of a distributed population, as opposed to the expertise of a single agent” 
(Lewis 2012b, 847). 
mySociety builds on previous forms of participatory culture and has 
particularly strong connections to technology-driven open data initiatives and 
rights-based open government or freedom of information initiatives, both of 
which are interested in applying the ‘logic of open participation’ (Lewis 2012b) 
to institutionalized politics (Schrock 2016; Janssen 2012; Yu and Robinson 
2012). mySociety was an early supporter of open data in the UK and its 
founder was part of a group that articulated the ‘8 principles of open 
government data’ (OpenGovData.org 2007). It also promoted freedom of 
information laws through its website WhatDoTheyKnow, which helps users 
to submit FOI requests to public institutions, and advocated for strong FOI 
legislations. Yet despite this strong connection, advocating for open data and 
FOI is not mySociety’s main purpose, they are rather perceived as “resources 
that mySociety needed to function” (Interview: Former CEO). This is because 
mySociety does not just build on participatory culture, it also extends it in 
important ways. Participatory culture relied on the connectivity of internet 
technologies to establish new forms of governance based on collaboration and 
sharing. As Lewis (2012b, 848) describes, participatory culture is based on a 
forging of technology and culture, in that digitalization “enables greater user 
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participation on a seemingly infinite order, and the socio-cultural context of 
this technology has encouraged greater participation to achieve normative aims 
of collective wisdom and well-being”. 
mySociety similarly wants to create a more collaborative and participatory 
process for achieving better outcomes, but it does not solely rely on the 
connectivity enabled by internet technologies and ways of ‘coordinating 
collaborations’ (Kelty 2008). Its civic tech applications are not primarily about 
connecting people, but about facilitating them, i.e. enabling them to engage with 
governments in ways that go beyond ‘mere’ connectivity or access to 
information. In other words, mySociety is extending participatory culture by 
drawing attention to the conditions that would allow and encourage people to 
participate. Civic tech at mySociety is essentially about feasibility, in that it aims 
at making engagement more feasible for citizens by removing frictions such as 
needing to find out who represents them in parliament and how to contact 
them. 
mySociety’s imagined affordances of data are closely tied to this broader 
mission of creating a participatory culture. To illustrate the fundamental 
importance of structured data for mySociety, a member uses the analogy of 
cooking ingredients: 
If the useful thing is a cake that people want to eat, you’re interested in the 
ingredients (…) But you don’t want raw ingredients like wheat, you need the flour. 
Some processing has to be done to the ingredients before they are ingredients that 
you can sensibly make a cake with (…) Without the structured data, you wouldn’t be 
able to offer that service and until you can offer that service you couldn’t really prove 
that the demand for it would be so great. (Interview: International Team) 
This suggests that structured data, if ‘served’ correctly, would increase 
engagement and subsequently alter the relationship between citizens and their 
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governments because it shows that the ‘demand is great’. In the following, I 
unpack this statement and describe the imagined affordances of data 
underlying it. 
Improving engagement with governments: Deep 
linking 
One of the most popular services on mySociety’s parliamentary monitoring 
website TheyWorkForYou are email alerts. For example, users can search for 
keywords in parliamentary discussions and then sign up to regularly receive 
emails informing them when their keyword comes up in future discussions. 
This service was significant because British parliaments used to publish 
transcripts of speeches as PDF files. To monitor keywords or what individual 
MPs are saying in parliamentary discussions, one needed to download these 
PDFs regularly and search through them individually. The email alerts at 
TheyWorkForYou turned this monitoring process into something people are 
able to do along the way, without investing considerable time and effort. 
The key practice behind this service is the idea of ‘deep linking’: “The idea that 
there is councilor Jones who said ‘This is what we have to do in my home 
town!’ and you can cite it directly” (Interview: International Team) – similar to 
Twitter, where every individual Tweet has its own URL which can be shared 
or embedded on other websites. For deep linking, mySociety (n.d.) considers 
transcripts “made of nicely structured data (…) hard to beat”. If documents 
are in a format that does not allow deep linking, “you can’t cite, you can’t 
share, you can’t show specific utterances (…) that pretty much stops details in 
documents being called out in debates” (Whiteland in mySociety 2016). Today, 
it uses a data standard for modeling parliamentary speeches called Akoma 
Ntoso. It allows granular filtering (everything this person has said), an analysis 
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of the speakers’ behavior (what was said, how and when?), and the ability to 
link speakers and what they say to other statements and events: “We would 
like to see people (…) build sites like ‘all public statements by the Prime 
Minister’” (mySociety n.d.). This creates a level of “semantic understanding” 
with an “awareness of speakers” (Interview: International Team) that is 
necessary for the services mySociety develops. 
The ability to link deeply into a document using structured data is considered 
“really important in public discourses about documents” (Interview: 
International Team). More fundamentally, documents are considered 
important because mySociety is “concerned with the process of government 
and most government (…) is actually the business of making laws, and laws 
traditionally have been written down” (Interview: International Team). 
From the perspective of mySociety members, enabling deep linking into 
documents and providing services around it improves the public’s awareness 
of, and engagement with, the businesses of governments (as those businesses 
are captured in documents). As mySociety explains: 
Transcripts are a kind of oil that greases the wheels of well-functioning societies. 
They let people discover when powerful people have made pronouncements that 
affect less powerful people. We believe that by making transcripts function better, 
more people will end up learning about decisions and opinions that affect their lives. 
(mySociety n.d.) 
In the interviews, members also frequently referred to a claim by mySociety’s 
founder: “everything you can and cannot do in your life has been decided by 
more powerful people in a meeting” (cf. Whiteland in mySociety 2016). Deep 
linking is about improving access to such meetings to help figure out “who 
was responsible for things” (Interview: Former CEO) by improving the 
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accessibility of those documents which capture what was said by whom. Put 
simply, deep linking should help to keep track of where and when powerful 
people make decisions. 
Taken together, mySociety is imagining the affordances of structured data in 
this case as a basis for a document-driven monitoring tool to help engage the public 
with the businesses and decision-making processes of governments. Through 
deep linking, structured data is imagined to “even [affect] an apathetic 
population, it affects the way that they behave and what they know about 
what’s going on in their own society” (Whiteland in Arcopix 2014). This makes 
turning documents into structured information a central part of mySociety’s 
mission of creating a more participatory culture. Importantly, deep linking is 
more likely to facilitate individuals who are already highly engaged and 
interested in the processes of governments to begin with, either privately or 
professionally (e.g. journalists or activist groups). As I will discuss below, 
mySociety also imagines data to help engaging citizens who are not necessarily 
interested in politics or feel disengaged and powerless. 
Mediating between governments and their publics 
On FixMyStreet and WhatDoTheyKnow, mySociety collects all the problem 
reports or freedom of information requests by its users, tracks the responses 
by public institutions, and makes both publicly accessible. By making the 
resulting databases public, mySociety creates new forms of legibility and 
assessability. The database on FixMyStreet enables the analysis of a city’s 
infrastructure problems by the public and makes the performance of 
governments, e.g. how fast they fix problems in specific regions, legible. 
WhatDoTheyKnow similarly allows an assessment of how different public 
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institutions respond to FOI requests and subsequently how the law is being 
practiced. 
One reason for mySociety to ‘aggressively’ impose transparency on 
governments is its reliance on their cooperation. Its applications are built on 
top of services provided by governments and cannot exist independently 
without them. If public institutions refuse to cooperate, for example by 
ignoring reports sent via FixMyStreet, their tools would be of little or no use. 
By imposing transparency and allowing the public to assess their performance, 
mySociety makes it more difficult for authorities to ignore them. It is a way of 
pushing institutions to cooperate and to adopt mySociety’s emphasis on user-
friendliness and accessibility (see below). This is described as “the one bit of 
activism that we occasionally engage in” (Interview: Research Team). 
A less obvious aspect of this ‘one bit of activism’ is how mySociety’s use of 
data enables it to mediate between the bureaucratic and legal processes of 
governments and the users of its applications. The way mySociety’s tools work 
is usually not a direct reflection of how public institutions or legislations are 
working: 
We think about the aim of the software as not being necessarily to model exactly the 
processes as they already exist in the world, but to make the software embody a 
slightly better way of doing things. (Interview: Senior Developer 2) 
In this sense, mySociety’s tools are “intended to provoke some friction” 
(Interview: Senior Developer 2). In the cases of FixMyStreet and 
WhatDoTheyKnow, the laws and regulations did not prohibit the publication 
of problem reports or FOI requests, but it also was not something that was 
suggested. In addition, mySociety reinterprets how services and laws should 
be implemented in smaller ways, for example by forwarding reports to councils 
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via email, while councils prefer people to use a form on their website; or by 
allowing users to send FOI requests to institutions that were not subject to the 
FOI law on WhatDoTheyKnow (mySociety 2011). 
mySociety developer Tony Bowden (2010) described this principle as 
‘dreaming out loud’: “simply act the way you want the world to be, then wait 
for reality to catch up” – by finding ways to make institutions cooperate and 
push ‘reality’ in that direction. This ‘dreaming out loud’ principle 
fundamentally depends on mySociety’s use of data to make the performance 
of governments legible and assessable for the public. 
However, mySociety cannot simply invent new ways of how governments 
should work and then impose this vision on institutions. While they are 
intended to create frictions, the software tools and data structures mySociety 
develops need to reflect the real-world processes they are supposed to 
represent to a large enough degree “to actually work” (Interview: Senior 
Developer 2). Instead of ‘reinventing’ government, mySociety’s tools are 
compatible with existing services and legislations, but simultaneously utilize 
data to asses and affect how they are being implemented: “that gap between the 
way the law works, the way institutions implement the law and the way perhaps 
it might be ideal from a citizen’s point of view is an important one and one 
where I think it’s significant to build an artifact that demonstrates that” 
(Interview: Senior Developer 2). Using data to demonstrate and potentially 
close this gap is mySociety’s definition of ‘empowerment’: people are 
empowered by giving them tools which enable them to “see and be able to do 
what they are legally entitled to as easily as possible” (Interview: Research 
Team). 
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This understanding of empowerment encapsulates how mySociety imagines 
to affect the relationship between citizens and their governments through data. 
It uses data to facilitate the use of preexisting rights and services, not to 
fundamentally change them. It envisions its tools to act like a ‘layer’ that 
translates the bureaucratic and legal procedures followed by public institutions 
into user-friendly interfaces with accessible language for citizens. They are 
supposed to both reflect existing processes and visions of how these processes 
should ‘ideally’ work. The legibility and assessability created by data is imagined 
by mySociety to affect the implementation of rights and public services in ways 
intended to make engagement easier for citizens and thus ‘push reality’ closer 
to its vision of a more participatory culture. 
Changing perceptions: Providing a sense of agency 
While facilitating already interested users via deep linking is important to 
mySociety (see above), it ultimately aims at engaging people who are usually 
not engaged. mySociety aims at a more long-term change in perception about 
“what is normal rather than what is exceptional” (Interview: Former CEO). 
Using TripAdvisor as an example, the former CEO explains that it “has caused 
a massive power shift in the hotel industry from the people who run the hotels 
towards people who stay in hotels”, even though it is not a “campaign for 
better hotels”. Services such as TripAdvisor would change people’s 
expectations about things like going to hotels if they are popular enough, 
i.e. widely used (cf. Steinberg in IndigoTrust 2011). In a similar vein, 
mySociety wants its tools to be “popular rather than idealistic” (Interview: 
Former CEO) and has a strong emphasis on usability, i.e. on making sure its 
tools are easy to use and provide “the same level of service that the best 
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[commercial] websites we use nowadays would have” (Interview: Senior 
Developer 1). 
In order to simultaneously achieve popularity and promote a more 
participatory culture, mySociety tries to ‘harness self-interest’ (Bowden 2014b) 
by generating “public good from private desire” (Steinberg in Nestoria 2008). 
It aims at developing services that address individual end-users, but use the 
data gathered from the engagement of these users to create “public value” 
(Steinberg in UsNowFilm 2008) on top of it. Crowdsourced databases such as 
those created on FixMyStreet or WhatDoTheyKnow are key to this. 
FixMyStreet helps individuals to fix their specific problem, but it also collects 
all the reported problems to create a public database about local problems that 
can be useful for others, for example local journalists who can sign up to get 
email alerts for problems reported in a specific region.  
By bridging individuals with collectives in this way and by emphasizing ease-
of-use, mySociety ultimately wants to affect the perception of users about their 
own agency. For example, when a problem reported via FixMyStreet has been 
fixed, it will be removed from the public city map and the user who reported 
it will receive an email letting her know and encouraging her to report more, 
or to try out mySociety’s other projects for contacting her representatives. This 
way, mySociety is not only solving an individual’s problem, but is also trying 
to demonstrate the public value created by its action. This is intended to give 
users a “sense of agency (…) some ability to change their environment” 
(Interview: Senior Developer 2) by demonstrating that their actions do have 
an impact:  
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what we often see as apathy is really just learned helplessness. People feel powerless, 
because they don’t believe they can make a difference. And the best way to change 
that is not to argue with them (…) It’s to simply show them that they do actually have 
power. That what they do can have an effect, not only for themselves but for people 
around them. (Bowden 2014b) 
Here, the legibility and assessability of crowdsourced data is imagined to create 
a more abstract, cultural and psychological change in perception. 
Taken together, the crowdsourced databases mySociety creates are imagined 
to affect both governments and the public. On the one hand, they enable 
mySociety to push governments and influence how laws and public services 
are being implemented, as they make the performance of governments legible 
in new ways (see above). On the other hand, it uses the data generated by its 
users in ways intended to change how they feel about engagement by providing 
easy-to-use tools and by demonstrating that their actions had an impact. 
Databases are imagined to affect emotions and perceptions in order to 
advance a vision of a more participatory culture, which illustrates the 
importance of emotions and perceptions around data (cf. Kennedy and Hill 
2017). As I show in the next section, data is also key to mySociety’s ambition 
to support the development of similar applications elsewhere. 
Scaling civic tech: Supporting a distributed form of 
agency 
The bulk of mySociety’s work today is based on collaborations with groups in 
other countries to create national versions of projects originally created in the 
UK, especially Alaveteli (an international version of its right-to-know site 
WhatDoTheyKnow) and tools for parliamentary monitoring. In part, this 
international orientation is driven by funding opportunities, but also because 
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numerous groups in other countries expressed a desire to have customized 
versions of mySociety’s UK tools. While partly self-interested, members share 
the desire to support groups that similarly want to promote a form of 
participatory culture elsewhere. They think of themselves not merely as ‘tool 
suppliers’, but as part of an international civic tech community. 
mySociety essentially wants to promote its values and practices in many 
different contexts by supporting local groups with developing customized 
versions of its tools. To achieve this, it has to accommodate the fact that 
“people in different places care about different aspects of politics. In some 
countries what really counts is how politicians vote, in others the crux is 
campaign finance contributions” (Steinberg 2012). Data is seen as both a key 
problem and a solution to this approach. One of the main obstacles for 
transferring an existing application to a new country or for building new civic 
tech applications from scratch is the design of consistent data models that 
adequately reflect the structures and legislations of the respective national 
government. A data model designed to capture the British parliamentary 
system cannot simply be transferred to another country. If they are not already 
available (as open data), developing such data models is complex. 
Therefore, mySociety is one of the founding members of Poplus, a ‘global 
civic tech federation’ of organizations similar to mySociety, like Code for 
America in the US or g0v in Taiwan. The basic idea that drives Poplus is that 
“pretty much every tool in the civic and democratic space can be broken down 
into some parts that are universal, with usually only a little bit of local glue 
holding them together”:  
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although pretty much every Parliament has different processes, they’re still dealing 
with the same raw ingredients – people, parties, speeches, bills, votes, etc. – and if we 
could create standardised ways of modelling each of those things, it would be a lot 
less work for people to combine these in the way that makes most sense for their 
own situation. (Bowden 2014a, emphasize added) 
In connection to Poplus, mySociety supports data standards for modelling 
government structures and develops EveryPolitician, a project that literally 
collects data about every politician in the world. In this project, mySociety 
makes “data editorial decision[s]” (Interview: International Team) about how 
the ‘basic elements’ that can be found in every government are represented in 
a consistent manner across countries to ensure tools can be easily deployed 
internationally. 
On a technical level, mySociety is trying to reduce problems of scale through 
data structures and tools that standardize how common ‘ingredients’ of 
government systems are formalized. However, members perceive this not 
merely as a technological detail, but as a way to facilitate mySociety’s vision of 
a more participatory culture elsewhere. By enabling other groups with similar 
values and social imaginaries to create their own, local versions of civic tech 
applications that serve their particular needs, mySociety is essentially trying to 
support a distributed form of agency. By promoting data standards and reusable 
tools, it tries to create the conditions necessary for supporting its values and 
approaches in as many different contexts as possible. 
Conclusion: The cultural and historical 
situatedness of affordances 
This article examined the imagined affordances members of mySociety hold 
around data to gain a deeper understanding of how civic technologists rely on 
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data to meet their own ends. mySociety is trying to facilitate civic engagement 
and, by extension, create a more participatory culture. Taken together, it is 
imagining the affordances of structured data in ways that are supposed to 
expand the agency of publics towards governments: ways intended to enable 
citizens to better influence and interact with governments or other powerful 
institutions. Four imagined affordances have been identified. 
First, members of mySociety use structured data to make ‘deep linking’ into 
documents possible, thereby aiming to increase the publics’ awareness of, and 
engagement with, the processes of governments. Second, crowdsourced 
databases enable mySociety to mediate between governments and their 
publics. By collecting data to monitor the performance of governments, and 
by making this data publicly available, mySociety is trying to push governments 
to cooperate with its applications and thereby affect how existing laws and 
public services are being implemented in supposedly more user-friendly, i.e. 
‘citizen oriented’ ways. Third, members of mySociety are trying to use data to 
affect the perceptions and self-understandings of their users. Crowdsourced 
databases are supposed to help connect the individual with the collective by 
demonstrating to individual users that their actions have an ‘impact’ and create 
a kind of ‘public value’. Fourth, members of mySociety are scaling 
technological solutions to support a distributed form of agency that should 
enable groups in other countries, which similarly want to promote a more 
participatory culture, to develop customized versions of mySociety tools that 
serve their particular needs. 
The way mySociety is using data to apply notions of participatory culture to 
politics suggests that we should understand the role of civic technologists in 
the public arena as facilitators of engagement. Facilitating means that data is used 
in ways that are supposed to enable others to take actions themselves. 
Civic tech at mySociety 
 
 131 
mySociety does not advocate specific outcomes (such as particular policy 
changes), but is concerned with how the processes by which outcomes are 
generated are designed. It aims to enable users to easily engage with authorities 
in order to ensure that decision-making “reflects the pooled inputs of a 
distributed population” (Lewis 2012b, 847). In other words, mySociety wants 
to influence the conditions by which others participate in the public arena 
without directing the public discourse or influencing policy making. At the 
same time, it sees its role as complementing actors who do want specific 
outcomes, like advocacy groups within civil society, or professional journalists 
who emphasize gatekeeping. 
By showing how members of mySociety understand and use data to facilitate 
civic engagement and realize a more participatory culture, this article draws 
attention to the fact that “the political and democratic possibilities of data” 
(Milan and Van der Velden 2016, 8) cannot be determined in an abstract way. 
What data affords to whom does not only depend on the technological 
properties of data, but is fundamentally social, and both culturally and 
historically situated. This has implications for studying data activism in general 
and civic tech in particular. Related to data activism, the findings presented 
here invite us to extend Milan and Van der Velden’s (2016) conceptualization 
of data activism as creating novel epistemic cultures around datafication within 
civil society. The epistemic cultures and related social imaginaries promoted 
by mySociety are not novel: the practices and imaginaries described here build 
on participatory culture, which itself has roots predating computer culture and 
notions of open source software (Tkacz 2012). mySociety’s practices and 
epistemologies did not appear out of nowhere and the epistemic cultures they 
create are not necessarily novel, but they develop imagined affordances around 
data to implement these ideas in new ways. To understand imagined affordances, 
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historical trajectories are just as important as the new elements added by data 
activists.  
Studying imagined affordances does have a lot of potential for further 
developing and refining notions of data activism. First, imagined affordances 
provide a useful angle for moving beyond broad dichotomies of pro-active 
and re-active forms of data activism (Milan and Van der Velden 2016) and for 
studying how the epistemic cultures developed by data activists are connected 
to data in nuanced ways. Especially when combined with a focus on practices, 
it is a powerful tool for illustrating the “distributions of agency and organising 
forces” (Tkacz 2012, 404) activists set in motion. Second, the article shows 
how imagined affordances can be used as an integrative framework for 
studying how data activists affect the distribution of knowledge and power. I 
described how mySociety is trying to utilize the legibility and assessability 
created by data to change the perceptions of users about their own agency. 
Subsequent studies could examine how the practices and social imaginaries of 
data activists interrelate or clash with the self-understanding and perception of 
different groups in the public arena, and how different imagined affordances 
by various types of users emerge around civic tech applications. 
Applied to civic tech, the research approach developed here calls for a more 
differentiated picture of the civic tech sector. Civic tech organizations and their 
funders are very much interested in a “coherent and clearly articulated vision 
and sense of shared identity for civic tech” (Donohue 2016). Yet while the 
diverse actors in the field of civic tech might align inasmuch as they are all 
interested in open data, reusability and a vague sense of improving ‘civic life’, 
their interests might eventually clash. For example, European non-profits like 
mySociety or the Open Knowledge Foundation Germany advocate for 
governments to copy civic tech applications. At mySociety, this even goes as far 
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as stating that most mySociety projects “shouldn’t need to exist at all” 
(Interview: Senior Developer 1). Elsewhere, civic tech is closely aligned with 
start-up culture and attempts to create new industries. Wanting public 
institutions to copy civic tech applications in order to change the relationship 
between citizens and these institutions, or favoring the ‘government as a 
platform’ paradigm (O’Reilly 2010) and wanting public institutions to ‘step 
back’ and foster ecosystems of for-profit services, has very different 
implications for civic life (Baack in DataDrivenJournalism.net 2016). 
Pointing out such differences is also important for developing a more 
differentiated critique of civic tech. Civic tech and open data initiatives have 
been said to uncritically support a neoliberal agenda driven by commercial 
interests rather than government accountability or citizen empowerment (cf. 
Bates 2012; Slee 2012; Gregg 2015). Moreover, their focus on technological 
solutions would merely reinforce existing power relationships by ‘empowering 
the empowered’ (Gurstein 2011). While this critique is important, it does not 
equally apply to every actor in the civic tech sector. We should not discard the 
agency and intentions of non-profit organizations such as mySociety, who are 
aware of these discussions and conduct research to better understand the 
impact of their applications. Members of mySociety constantly experiment and 
explore ways to support and encourage civic engagement. In this sense, they 
are “potential ‘laboratories’” (Hepp 2016, 929) that we should not ignore if we 
want to formulate normative principles for making processes of datafication 
more democratic and for creating more self-aware and agentic publics 
(Kennedy and Moss 2015). 
The imagined affordances identified and described here can help to map 
differences among actors in the civic tech sector: Are other civic tech 
organizations relying on data in the same way, and do they promote similar 
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ends with them? Are actors outside the field of civic tech adopting them, and 
in what way? Which actor in the civic tech sector influences what field? Given 
civic tech’s status as a ‘pioneer community’ (Hepp 2016), tackling these 
questions is one way to conduct empirical research to trace and understand 
how forms of civic engagement and activism are changing due to their growing 





6. Practically engaged 
The entanglements between data journalism and civic tech 
Abstract: This article explores the entanglements between data journalists and civic 
technologists. Following an approach inspired by practice theory, it describes how they form 
a community that comes together through interlocking practices and complementary values 
and ambitions. Data journalists and civic technologists interlock along a continuum that 
oscillates between practices of facilitating (enabling others to take action themselves) and 
gatekeeping (being impactful and steer public debates). Depending on how much emphasis is 
put on either facilitating or gatekeeping, four different groups are identified that differ in how 
they position their work, in their professional self-understanding and in how they use data: 
Normalizers, Experimenters, Translators and Facilitators. The article concludes by suggesting 
that actors populating this community of practice can be described as flexible data 
professionals who aspire to work in a public interest. The findings illustrate how the 
progressive datafication of social life creates new entanglements between the field of 
journalism and civil society and we should pay more attention to such entanglements and the 
implications for increasingly datafied publics. 
Introduction 
In July 2009, Alan Rusbridger, editor of The Guardian at that time, gave a 
keynote on ‘Why Journalism Matters’ (in MediaStandardsTrust 2009). He 
opened with stating that newspapers used to be the gatekeepers of data and 
official information, but that has changed. He gave three examples: the 
problem-reporting website FixMyStreet, the parliamentary monitoring website 
TheyWorkForYou, and the hyperlocal website EveryBlock. For him, they are 
examples of changes in “how information is organized, personalized, ordered, 
stored, searched for, published, and shared”. They are “dealing with facts, with 




many things in common with “conventional journalism”. With a mix of 
excitement and uncertainty, he concluded: “I don’t know if that is journalism 
or not. I don’t know if that matters”. 
Today, the examples given by Rusbridger are commonly referred to as ‘civic 
technologies’: technologies developed by non-profits, companies or 
governments themselves trying to make it easier for citizens to engage with 
their governments. Rooted in small volunteer experiments in the early 2000s 
in the US and the UK, the civic tech sector has grown substantially and one 
can find civic tech organizations in almost every part of the world today: non-
profits funded by foundations like the Open Society Foundation, startup 
companies, initiatives by huge corporations like Google or Microsoft, and by 
governments (especially in the US). 
Rusbridger’s speech is one of many examples to show that civic tech had a 
close relationship with journalism early on: journalists have increasingly 
adopted practices and ideas from civic tech, use civic tech applications for their 
own investigations, and occasionally directly cooperate with civic 
technologists; while civic tech organizations like mySociety, the non-profit 
organization that developed FixMyStreet and TheyWorkForYou, encouraged 
journalists to use its tools in various ways or sought cooperation with media 
organizations. For Alexander Howard (2014c, 64), who has been active in both 
fields, the parallels “to what civic hackers are doing and what data journalists 
are working on is inescapable”. Both are related to the ‘civic’ and public life, 
advocated for freedom of information and transparency, trying to provide a 





Yet we know little about how civic technologists and data journalists relate to 
each other’s work, how they complement each other, and where they differ. 
To a large extent, research in journalism studies has concentrated on how data 
journalism is practiced within newsrooms (Fink and Anderson 2015). How data 
journalism is shaped by, and shaping, other fields in the technology sector was 
a relatively marginal concern, despite the fact that it is largely acknowledged 
that the news-making-process is “increasingly shaped by networked forces 
(…) that span multiple professional identities, information ideologies, and 
assumptions about how news and public life intersect” (Ananny and Crawford 
2015, 192–93). It includes not just journalists, but a great “diversity of actors, 
discourses and relationships” (Domingo, Masip, and Costera Meijer 2015, 53) 
that influence how news is found, produced and circulated. Research on civic 
tech, on the other hand, concentrated on tracing its historical roots (Schrock 
2016), understanding the users of civic tech applications (Cantijoch, Galandini, 
and Gibson 2016) or exploring its relationship to neoliberal government 
agendas (Bates 2012). Its relationship with data journalism has not been a 
primary focus. 
Studying how data journalism and civic tech complement each other is relevant 
not just because there is a direct cooperation and overlap between them, but 
because this relationship is shaping how journalism and forms of civic 
engagement are responding to the progressive datafication of social life (van 
Dijck 2014). As a powerful emerging knowledge logic, datafication 
fundamentally affects how we collectively make sense of, and engage in our 
social worlds. Both data journalists and civic technologists aim to produce 
knowledge in the public interest and their entanglements affect the wider 




does not just the reliance on data, but the way both fields complement each other, 
affect how they work? 
Instead of looking at professional journalists and civic technologists separately 
as distinct fields, this article therefore looks beyond organizational boundaries 
and brings together perspectives from both equally to study the “open-ended 
range of practices” (Couldry 2004, 117) across these fields. It presents findings 
from a qualitative case study which explored how data journalists and civic 
technologists are making sense of their own practice and how they exchange, 
pick up, modify, reject and ultimately relate to each other. First, I conceptualize 
these groups as forming a community of practice or figuration that revolves 
around data-related practices and overlapping social imaginaries. Then, four 
interconnected groups within this figuration are presented: Normalizers, 
Experimenters, Translators and Facilitators. 
Methods: A focus on overlapping and 
diverging practices 
To study the entanglements between data journalists and civic technologists, I 
took inspiration from practice-focused research paradigms that try to avoid 
“any apriorisms about the roles and practices of the multiplicity of actors” 
(Domingo, Masip, and Costera Meijer 2015, 54). A focus on practices has been 
suggested by a number of researchers to avoid a priori delineation of actors 
based on predefined categories. Instead, it encourages researchers to be open 
to the full range of “what people are doing and how they categorize what they 
are doing” without predefining their actions in categories like ‘consumption’ 




The findings presented here are the culmination of three distinct case studies 
on civic technologists and data journalists that mutually informed each other. 
The first case study explored the social imaginaries of the Open Knowledge 
Foundation Germany (OKF DE, Baack 2015a), a non-profit organization and 
the most influential actor in the German open data movement. The second 
case study explored how civic technologists at the British NGO mySociety use 
data to realize their goals (Baack, 2018). The focus on mySociety was informed 
by the first case study: mySociety is one of the oldest and internationally most 
influential civic tech organizations today that also had a huge impact on the 
German civic tech scene. Even some data journalists interviewed for this study 
pointed out its influence: “Back in 2008 and 2009, they [mySociety] absolutely 
were inspiring role models for me and other people I worked with” (Interview 
April 20 2016). mySociety represents an international ‘best practice’ and 
exemplifies some of the main characteristics of civic tech. 
The third case study, whose findings are presented in this article, compared 
the practices and perspectives of civic technologists with those of data 
journalists in Germany, mostly in Berlin. The data journalism and civic tech 
scene in Berlin was particularly interesting, first, because there is a high 
concentration of influential German and/or European data journalists 
(e.g. from Zeit Online or Journalism++) and a very active civic tech scene (the 
OKF DE is stationed in Berlin). Second, the exchange and collaboration 
between local data journalists and civic technologists is frequent and 
continuous, in part thanks to numerous local workshops or events like 
Hacks/Hackers (Lewis and Usher 2014). Third, the local data journalism and 
civic tech communities in Berlin are well connected within transnational 
communities, both online and through international events like the Data 




in transnational networks suggest that the findings presented here should be 
applicable and generalizable beyond the local settings. 
I employed a qualitative mixed method approach. First, 29 interviews with 27 
interviewees were conducted, the majority (22) face-to-face in Germany or in 
the Netherlands, the rest via Skype. I interviewed members of civic tech 
organizations, data journalists working in different organizational settings in 
Germany, and a couple of actors active in both fields simultaneously. Key were 
questions about the professional identity and an in-depth exploration of a 
particular project. Second, most interviews included participatory mapping 
(Emmel 2008). The interviewees were given a blank piece of paper (or a link 
to a web application) and asked to draw a mind map of all the communities 
they belong to and other groups that influence their work. During the process, 
questions were asked to explore how they relate to the different groups they 
mention and how they see their role in relation to them. This helped to 
reconstruct their subjective sense of belonging and processes of 
‘communitization’ across organizational boundaries (Hepp, Berg, and Roitsch 
2014). Third, I collected a range of online materials about each interviewee, 
such as social media profiles, interviews they gave elsewhere, articles they 
wrote or were written about them, slides and videos of presentations they gave. 
This material was collected and categorized to prepare each interview, and 
some of it was included in the analysis. Fourth, I conducted ethnographic 
research on several conferences (e.g. the Mozilla Festival 2015) and numerous 
local workshops in Berlin. 
The analysis followed a constructivist grounded theory approach (Charmaz 
2006) and was conducted with the help of the TAMS Analyzer (Weinstein 
2006), a tool for qualitative data analysis. Grounded theory was chosen 




range of practices without applying pre-conceived categories. Theoretical 
sampling means that an initial data sample was continuously expanded with 
new data to systematically elaborate and refine the theory. Constructivist 
grounded theory in particular has a focus on capturing actions and fluid 
processes rather than static concepts, which was also the main focus of this 
study. 
A community of interlocking practices: Three 
examples 
When we look across the field of data journalism and civic tech, the 
connections between individuals rarely revolve around sustained and 
institutionalized engagement. The exchanges are mostly informal and shaped 
by what Shove (2003) would describe as an order and form of collaboration 
determined by the fit of one practice with another (cf. Couldry 2012, 42–43). 
Groups working in different organizational settings are able complement each 
other to some extent, allowing a seemingly seamless transition between civic 
tech and data journalistic projects. Let me illustrate this with three concrete 
examples. 
YourNextMP: Providing infrastructures for journalists 
For the elections of the British parliament in 2015, the British civic tech 
organization mySociety built YourNextMP, a crowdsourcing platform to 
collect details about every candidate in the upcoming election. At the time, 
there was no central database provided by the government and only a couple 
of commercial databases offered this information. The goal was to create an 
open database that everybody could use without restrictions. This would make 




candidates, or analyze their use of social media, or just find out who it is that’s 
standing in your area, then that’s very difficult to do unless there is a central 
database which does include all the candidates and all the constituencies” 
(Interview May 15 2015). 
To further support such ‘interrogations’, mySociety linked each candidate to 
information provided by its parliamentary monitoring website 
TheyWorkForYou, which gives detailed information about each candidate’s 
voting behavior and access to their speeches in parliament. Moreover, it 
provided widgets that were used by some local journalists and activist groups 
to embed a list of candidates in their constituency on their websites. The 
database was widely used during the elections. mySociety essentially provided 
an infrastructure consisting of a database, tools for investigating 
(TheyWorkForYou) and presenting information (widgets) for journalists and 
activist groups. 
Code for Germany: Local laboratories of informal collaboration and learning 
In February 2014, the OKF DE launched the ‘Code for Germany’ initiative as 
part of the ‘Code for All’ network, which fosters civic tech ecosystems on city 
levels. To date, ‘Open Knowledge Labs’ (OK Labs) exist in more than 20 cities 
across Germany. These Labs became one of the most important spaces for 
civic technologists and data journalists to meet and cooperate. Different to 
similar events like Hacks/Hackers (Lewis and Usher 2014), OK Labs are more 
regular and participants work on joint projects over longer periods of time. 
This creates a “knowledge infrastructure (…) which allows local match making 
(…) a meeting spot where different professions come together” (Interview 




As an example, the local newspaper Heilbronner Stimme and the local OK lab 
managed to establish a continuous, sustained collaboration. Members of the 
OK lab developed the technology, while journalists helped organizing, 
directing and publishing projects: “With my journalistic education, I was able 
to provide them with some structure and direction” (Interview May 13 2016). 
An example is a tool that allows users to specify their location to get detailed 
information about the quality of their local tap water. Civic technologists and 
journalists developed the tool together and the final product appeared on the 
newspaper’s website. The journalists profited from the technological expertise, 
ideas and largely free labor of civic technologists; while the technologists were 
given a space to meet and feedback from journalists about the relevance and 
usability of their ideas: “It was a good combination (…) people from the open 
data community developed tools in their free time and we tried to get an 
audience for them and payed the developers sometimes” (Interview May 13 
2016). 
MinorInterpellations.de: Turning an investigation into an app 
In Germany, members of parliament can pose questions to federal or local 
governments in so called ‘minor interpellations’. The German Green party 
used this mechanism to get data about the condition of every railroad bridge 
in Germany. However, the geolocations were encoded in a format developed 
by the German railway company Deutsche Bahn. Journalists at Zeit Online 
took the data and translated this format back to standard latitude-longitude 
coordinates. After using this data for a story, the journalists were keen to share 
it: “We actually freed this data (…) It was really important for us to also publish 




Later, this investigation was one of the inspirations for the OKF DE to 
develop KleineAnfragen.de (~‘MinorInterpellations.de’), a portal that collects 
data provided by minor interpellations in federal and local parliaments. It 
allows users to search through minor interpellations across all German 
parliaments and offers email alerts for keywords. KleineAnfragen.de quickly 
became a standard tool for many of the journalists interviewed for this study. 
Related to this example is how journalists and civic technologists complement 
each other’s information rights. The interviews provided several examples 
where journalists used their exclusive information rights to acquire data to then 
share it with civic technologists in joint projects. Meanwhile, the advocacy of 
civic technologists for stronger freedom of information legislations is much 
appreciated by journalists as they are “unlocking opportunities” (Interview 
May 26 2016) for them: “they are engaging in fights we would have to engage 
in otherwise” (Interview May 18 2016). 
A figuration based on complementary skills, 
attitudes and ambitions 
The examples above help to illustrate how specific projects (like 
YourNextMP), shared spaces and institutional support (Code for Germany), 
as well as engaged individuals help to bridge different organizational 
backgrounds and allow data journalists and civic technologists to complement 
each other. Underlying these examples are three broader themes that 
characterize the communities they form: 
1. Overlapping and transferable skills: Technological skills like writing scrapers, 
cleaning, analyzing and visualizing data are essential for both groups, and 




The example of KleineAnfragen.de further illustrates an overlap in the 
use of information rights: knowing what can be asked (by law), what kind 
of data can be requested and where is essential for both data journalists 
and civic technologists. As an interviewee describes, the consequence is 
that “you really have people who come together in [Code for Germany] 
meetings and realize ‘Hey, we are actually doing the same thing’” 
(Interview March 11 2016). 
2. Commitment to learning and open source culture: Because of the overlap in skills, 
data journalists and civic technologists primarily form learning 
communities that come together to learn new or refined ways to work 
with data. They share a strong motivation to ‘get better’ and enjoy 
tinkering and exploring technology. They generally describe their work 
as a continuous learning experience: “What they [data journalists and 
civic technologists] share is a love for data and that they are not afraid to 
learn something new” (Interview February 18 2016). Directly related to 
this is a joint commitment to open source culture (Kelty 2008). As 
Coddington (2015, 333) noted, the principles of open source “have been 
an important common ground for bringing together ‘hacks’ (journalists) 
and ‘hackers’ (technologists)”. They enjoy sharing experiences (e.g. with 
free tutorials, ‘behind the scenes’ articles, workshops), and they are 
committed to transparency by sharing source code and if possible their 
data (as in the example of the train bridges investigation). Both data 
journalists and civic technologists emphasized the collaborative and 
friendly nature among their peers (across institutions). 
3. Complementary ambitions: The examples above illustrate how both groups 




how investigations by journalists can spark ideas for civic tech 
applications; YourNextMP shows how civic technologists understand 
their work as providing support for journalists or other activist groups. 
The collaboration at the Heilbronner Stimme can be described as a 
continuous exchange of ideas and a desire to complement each other. 
Underlying this ability to conceive each other as complementary is a 
shared ‘sense of moral order’ (Taylor 2004). Both data journalists and 
civic technologists understand their work as a public service that holds 
powerful people or institutions accountable and supports an active and 
informed citizenry: “We have similar ambitions (…) it is about the 
empowerment of users, about giving them tools to search through and 
use the data themselves rather than just giving them a story or – from the 
perspective of activists – whatever authorities give them” (Interview 
September 23 2016). 
The resulting community can be understood as a community of practice whose 
members are “informally bound by what they do together (…) and by what 
they have learned through their mutual engagement in these activities” 
(Wenger 1998). More precisely, the practices of individuals in this community 
‘intermesh’ and therefore form a figuration (Couldry and Hepp 2017). 
Figurations are connections between human actors based on meaning and 
interlocking practices. They are “relations of interdependence” that describe the 
“complex ways of interweaving human beings” (Couldry and Hepp 2017, 59). 
The boundaries of a figuration are defined by the shared meaning that the 
individuals involved produce “through their interrelated social practices, 
which is also the basis of their mutual orientation to each other” (Couldry and 
Hepp 2017, 63). Actors within a figuration are ‘intermeshing’ in the sense that 




as meanings, they are in a mutual relationship, answering, inviting, challenging, 
questioning and so on” (Couldry and Hepp 2017, 65). 
Shared practices, different identities: From 
facilitating to gatekeeping 
Figurations are never ‘flat’, they are characterized by a distinctive constellation 
of actors with an orientation towards a shared purpose, or what Couldry and 
Hepp (2017, 66) call a ‘relevance frame’. The figurations formed by data 
journalists and civic technologists involve complex distinctions that go beyond 
a simple contrast between ‘civic tech’ and ‘data journalism’. At closer 
inspection, we can identify four different groups within this figuration. Each 
group represents a distinct articulation of a shared repertory of “images, 
stories, and actions” (Mansell 2012, 33) that that comprises practices of 
facilitating and gatekeeping: 
 




Facilitating means to provide users with services that help them to take action 
themselves: exploring how an issue affects their personal situation, offering 
‘decision-making tools’ (Parasie and Dagiral 2013, 864), engaging them with 
their governments. Put to the extreme, actors on this end of the spectrum want 
to avoid standing between the citizens and their governments and merely 
facilitate their exchange. Practices of facilitating are rooted in open source or 
participatory culture (Jenkins 2006) and as such follow the logic of open 
participation “of achieving a more engaged, representative, and collectively 
intelligent society” (Lewis 2012b, 848). 
Gatekeeping, on the other hand, refers to the traditional journalistic role-
model of being a gatekeeper for publicly relevant information. Actors on this 
end of the spectrum emphasize storytelling and impact. They want to inform 
their audiences about important events, provide guidance for public debate 
and affect policy making by amplifying public issues or misconduct. Their 
professional legitimacy builds on actively standing between the public and 
their governments (as the ‘Fourth Estate’). 
Depending on how strongly they lean towards facilitating or gatekeeping, each 
group can be delineated along three categories. First, they differ in how they 
position themselves professionally. Towards gatekeeping, actors position 
themselves closer to the autonomous pole of professional journalism (Benson 
and Neveu 2005). With a stronger emphasis on facilitating, the lines between 
journalism and the wider technology sector become increasingly blurry. 
Second, they differ in their self-understanding: some understand their work as 
investigative journalism, others negotiate between journalism and civic tech 
and so forth. Third, they differ in their data usage. The distinctions here overlap 
with the different epistemologies among data journalists identified by Parasie 




on data granularity and completeness” (Parasie and Dagiral 2013, 863). Data 
ought to be ‘breakdown-able’ so it can be analyzed and explored by others. 
The use of data by gatekeepers is story-driven: They use data to prove or falsify 
a hypothesis or to show the scope of a public issue to “inform public debate 
and influence the political agenda” (Parasie and Dagiral 2013, 860). 
Note that the groups represent ideal types: abstractions and generalizations 
which are useful to categorize individuals without necessarily reflecting their 
own identity. In reality, the boundaries between these groups are blurry, but 
every interviewee had a clear bias that the classificatory scheme presented here 
captures. The scheme was developed by identifying the organizational and 
educational backgrounds of individuals as the most significant factor for 
determining similarities and differences among them. For example, journalists 
with a formal education in journalism working in established news media 
clearly position themselves towards gatekeeping, while those who emphasize 
facilitating have stronger roots in the technology sector and tend to work in 
more non-traditional setups like startups. Following grounded theory’s 
principle of theoretical sampling, the classifications were developed by 
systematically exploring how data journalists in different organizational 
settings and with different educational backgrounds overlap or differ. The 
terminology was developed by the author on the basis of this analysis to 
capture how individuals understand and position their work. In the following, 




Table 1: Different groups within the figuration. 
Group Positioning Self-
understanding 
Data usage Working 
environments 
Normalizers Position themselves 
close to the 
autonomous pole of 
professional 
journalism and engage 











Experimenters Work within 













help to make 
decisions or 








Translators Well connected to 
both journalism and 























Facilitators Position themselves in 
larger technology and 
non-profit sector 

















I like data journalism because it’s a return to the old virtues of journalism (…) I 
basically found everything I like about journalism in data journalism. That’s why I 
got excited about it. (Interview September 23 2016) 
Normalizers work in established national news media and emphasize 
continuity. They position themselves close to the autonomous pole of 
journalism and reflect a self-understanding that builds on a firm distinction 




of data journalism primarily as a “methodological competence” (Interview 
May 26 2016) that helps to “supplement, routinize, or algorithmically expand 
the scope” (Anderson 2013b, 1008) of existing journalistic practices and 
routines: “For me, it’s a method I learn and work with, like a toolkit I use to 
tell the best story possible” (Interview August 05 2016). While some do 
appreciate the label ‘data journalist’ to signal their methodological expertise, 
others reject it: “You wouldn’t call a journalist doing lots of interviews an 
interview journalist (…) I’m just a journalist, without a prefix” (Interview 
August 05 2016). Several members of this group made this comparison, 
suggesting that data journalism is a method just as natural and ‘normal’ to 
journalism as interviews. 
Normalizers strongly identify with notions of watchdog journalism and firmly 
position themselves within the critical-monitorial tradition that shapes 
journalists’ professional identity in most Western countries: “the ideal of 
journalism acting as ‘Fourth Estate’, with journalists voicing criticism and 
holding powers to account and, in so doing, creating a critically minded 
citizenry” (Hanitzsch and Vos 2018, 154). As data journalists, they are 
interested in gathering and analyzing data to scrutinize the performance of 
governments or other powerful actors. They subsequently are not ‘passive’ 
monitors who only take action once they become aware of issues or 
misconduct, they “proactively scrutinize political and business leaders; they 
provide an independent critique of society and its institutions” (Hanitzsch and 




An example is a story by Zeit Online on anti-refugee violence in Germany.24 
Journalists started with the hypothesis that authorities largely failed to identify 
and convict perpetrators. To test this hypothesis, journalists collected their 
own data and gathered information about the status and success of every 
investigation. During this process, they continuously checked if their 
hypothesis is confirmed, ready to cancel or readjust the investigation if it was 
falsified. The resulting story is a classic piece of investigative journalism 
consisting largely of text and a few visualizations that demonstrated the failure 
of authorities. 
This story illustrates many characteristics typical to the work of Normalizers. 
First, it is proactive and investigative and uses data to uncover and scrutinize 
patterns to prove or falsify a specific hypothesis. Second, the use of data is 
story driven. Data is collected and structured in a way that helps answering the 
hypothesis and with the later visualization in mind. Third, the project discloses 
a previously unknown fact and uses data to both strengthen its truth-claim and 
to show the scope of the issue. As it is typical for investigative journalism, this 
work aims to be impactful by producing a ‘moral outrage’ (Ettema and Glasser 
1998) of the public which forces authorities to react. 
When it comes to civic technologists, Normalizers are quick to engage in 
boundary work and emphasize their professional expertise that sets them apart 
(like objectivity and impartiality, ability to identify relevance etc.). While 
acknowledging overlapping goals, they are careful to point out that they do 
not embrace the political activism of civic technologists and only cooperate 






under the condition that they maintain control over what is published. While 
emphasizing such differences to delineate their work, Normalizers are not 
trying to devalue the work of civic technologists. It is common among 
Normalizers to monitor what is happening in the civic tech scene (mainly via 
Twitter) and to be in touch with local civic tech groups through OK Labs or 
other informal meetings like Hacks/Hackers. They are interested in exploring 
how the work of civic technologists can complement their own work as “equal 
partners” (Interview May 25 2016), but with clearly defined roles and 
outcomes. 
Experimenters 
I think Adrian Holovaty said he tries to provide information that helps people make 
sense of their surroundings. That’s what we are trying to do and if it’s journalism or 
not I don’t care. (Interview March 29 2016) 
Put simply, Experimenters are ‘technologists’ who neither clearly identify with 
‘journalism’ (in the sense that Normalizers do) nor civic tech, but are interested 
in expanding data-driven computational techniques in journalism. ‘Journalist’ 
is the official job title for most of them, but they are somewhat indifferent 
about terminology and problematize the meaning of journalism. While 
Normalizers think of data journalism as a method that helps to improve 
‘traditional’ journalistic storytelling, Experimenters emphasize the 
technological and experimental dimension and understand it primarily as 
‘doing journalism with structured data’. 
Most members of this group have roots in the technology sector and did not 
have a formal education in journalism, and even those who do have a strong 
affinity towards technology and are self-thought programmers. They work in 




developer teams within media organizations – conditions which are in many 
cases similar to those of civic technologists. Their networks usually display a 
broad range of different actors: from journalism to different NGOs, 
foundations, and technology meetups. Journalism does play an important role 
for all of them, but for some it is just one area among many. 
Experimenters de-emphasize gatekeeping in favor of personalized services 
that facilitate their audiences, providing them with a new access and legibility 
of certain phenomena: 
I don’t care how people interpret it, but I want to present the facts to them. The only 
impact I strive for is to enable people to see something that was invisible to them 
(…) one of the most important and central insights of data journalism is this: we 
don’t publish stories, we publish the tools we developed to understand the data 
ourselves. (Interview February 18 2016) 
An essential aspect to this is personalization, i.e. the ambition to illustrate how 
a phenomenon affects the individual user so that “everyone can find the most 
relevant aspect for him- or herself” (Interview August 02 2016). As a result, 
Experimenters often rely on interactive maps, allowing users to zoom in or 
directly enter their post code. An example is the ‘noise map’ developed by the 
local newspaper Berliner Morgenpost.25 Using data provided by the city, this 
interactive map of Berlin uses colors to illustrate different noise levels on a 
street-level. Users can enter their address to check the situation in front of 
their own house. 





By providing this type of individualized legibility and assessability to their 
audiences, Experimenters want to help them “making decisions” and provide 
a “basis of discussion” (Interview August 02 2016). Ultimately, Experimenters 
envision a “completely data-driven newspaper” (Interview April 20 2016), an 
idea first articulated by Adrian Holovaty (2006). It suggests that news media 
should become “trusted data hubs” (Lorenz, Kayser-Bril, and McGhee 2011) 
by using automation on a large scale to continuously collect data and provide 
a broad range of services giving “recommendations or predictions” (Interview 
April 20 2016). The prototypical example of this is EveryBlock in the US, 
originally created by Holovaty himself (Parasie and Dagiral 2013). Implicitly 
or explicitly, Experimenters share a belief that this type of personalized 
services will encourage citizens to engage in public issues because it shows 
how a complex and potentially abstract issue affects them personally. 
While Normalizers use data from a storytelling perspective, Experimenters are 
interested in granularity and completeness that makes data ‘breakdown-able’ 
to the individual. As Parasie and Dagiral (2013, 863) noted in relation to 
‘programmer-journalists’ in the US, they “believe that intelligibility is the result 
of affording access (…) to complete and granular data from which citizens are 
usually kept away”. What matters most is the depth and scope of the legibility 
and assessability afforded by structured data rather than its ability to 
strengthen truth-claims (Normalizers). 
Experimenters do not see their emphasis on facilitating in opposition to 
traditional journalistic gatekeeping. On the contrary, it is seen as an expansion 
that will strengthen it. This is especially true for projects where journalists 
collect data themselves to make a previously neglected issue visible and 




Lämmerhirt, and Bounegru 2016). An example is the Migrants Files26, a project 
that collected data on migrants who died on their way to Europe. It started 
with taking and structuring data that was already available on diverse sources 
and eventually collected new data by monitoring news articles and transferring 
relevant information into a database. The project was Pan-European: different 
newspapers across Europe used the data to create stories interesting for their 
national audiences. The data collection process was both driven by the desire 
to capture the scope of the issue and the possibilities for generating stories. In 
such instances, the data-driven approach of Experimenters complemented the 
gatekeeping focus of Normalizers. This way, the work of Experimenters 
overlaps with those of Translators (see below). 
Experimenters see their work as much more overlapping and complementary 
to civic tech than Normalizers do. By de-emphasizing the storytelling-aspect 
of journalism in favor of facilitating services, it is at times difficult for them to 
tell the difference to civic tech: 
The question is: Can you call yourself a civic hacker when you work as a developer 
in journalism? I wouldn’t call myself a civic hacker, but I also wouldn’t mind if 
someone does. It’s not all that wrong I think. (Interview March 03 2016) 
The boundaries between civic tech and data journalism are blurrier for 
Experimenters. They work in the field of journalism, but their practices and 
self-understandings are much closer to civic tech. This causes some tensions: 
Some Normalizers are concerned about the de-emphasis on gatekeeping, while 
some Experimenters felt pressured to give their work a more ‘journalistic’ 





outlook. However, there are numerous examples of how Experimenters are 
able to complement both Normalizers and civic technologists (as in the 
Migrants Files). 
Translators 
I saw that journalism is the logical consequence of this activism if you want to reach 
a larger audience. (Interview April 22 2016) 
Translators are individuals actively involved in both civic tech and data 
journalism. They are similar to Normalizers in that they are strongly 
committed to investigative watchdog journalism and recognize journalism and 
civic tech as distinct fields. However, rather than engaging in boundary work 
and emphasizing distance and impartiality, their engagement in journalism and 
civic tech is inseparable. They either come from the civic tech scene and 
experiment with extending investigative (data) journalism with civic tech’s 
emphasis on facilitating, or they are journalists who see their involvement in 
civic tech as a useful extension of their work. Put simply, they seek ways to 
integrate civic tech in journalism and help to connect both groups wherever 
possible. They tend to position themselves in the ‘hacker journalism’ scene, or 
more generally at the intersection between technology and journalism. 
Importantly, they do not work in traditional newsrooms but in settings that 
can be described as ‘intersections’ between both journalism and civic tech. To 
illustrate this, I will focus on Correctiv, a nonprofit investigative newsroom 
similar to ProPublica in the US. Like ProPublica, Correctiv wants to support 
investigative journalism by specializing on long-term investigations which are 
shared with other media outlets. However, it extends the ProPublica model 




We train people: we want to pass on our methods of investigation and help citizens 
access the information to which they are legally entitled. Our goal is to help citizens 
make society more transparent and so to foster democratic engagement. 
(CORRECTIV n.d.) 
Correctiv promotes the idea that “everybody can be a journalist. What matters 
is the use of the right journalistic methods” (Jonathan Sachse in CORRECTIV 
2015). Journalism is implicitly understood as a method everybody can learn. 
Civic tech applications blend nicely into that rationale as most of them are 
“research tools” (Interview April 22 2016) that help both journalists and 
citizens to investigate or utilize data. 
Given a mission statement and understanding of journalism that can be read 
as an attempt to balance gatekeeping and facilitating, it is unsurprising that 
Correctiv has very close connections to both journalism and the civic tech 
sector. Its offices are located in the same building as the OKF DE and 
Correctiv hired two of its former members, which have both been interviewed 
for this study. They describe their involvement in journalism as a “logical 
consequence” (Interview April 22 2016). It allows them to reach a larger 
audience, but more importantly, it is seen as a way to put their advocacy into 
practice. For them, data journalism at Correctiv is “applied civic tech” 
(Interview March 30 2016): “First comes the goal of informing people and 
disclosing misconduct, but of course I can still use the same means as before 
and show people that it is good that those are available” (Interview April 22 
2016). 
Correctiv’s attempt to link strengthening investigative journalism with 
educating citizens leads to an incorporation of practices and applications 
inspired by civic tech. Several investigations follow an approach developed by 




transparency, and then publish the database with tools to investigate it 
alongside the stories. An example is a large-scale investigation of nursing 
homes in Germany.27 During this investigation, data was collected to get an 
overview of the sector and do an exploratory data analysis: How does the 
system work, what problems exist, what causes them and how could they be 
solved? The result is a series of stories, a TV documentary and an application 
that allows users to explore the data themselves. They can search for their city 
to get a map which highlights local nursing homes with some information, 
such as ratings or prices. Moreover, it offers a button to FragDenStaat.de 
(~AskTheState), the freedom of information website run by the OKF DE. 
Clicking on that button opens a pre-filled freedom of information request 
asking for nursing home reports. Once a request was successful, the new 
documents are automatically uploaded to the Correctiv’s database. 
This research tool is intended to help local news media to do their own local 
investigations, but it also clearly incorporates civic tech’s emphasis on 
facilitating citizens and follows Correctiv’s stance that everybody can be a 
journalist: “Being able to request more specific information, that’s 
empowerment. It’s exactly what mySociety or the Open Knowledge 
Foundation are trying to do” (Interview April 22 2016). Similar to the 
applications developed by Experimenters, this helps to personalize 
investigative stories by allowing users to check their local situation. However, 
it expands it by integrating a civic tech application (FragDenStaat) to enable 
users to request more information and do their own investigations. Traditional 





investigation for stories and facilitating users exist side-by-side and extend 
each other. 
In its usage of data, Correctiv’s investigations also emphasize the granularity 
and completeness of data, similar to Experimenters. However, different to 
Experimenters, granularity and completeness is rationalized here as enabling 
(journalistic) investigations rather than creating useful services for readers. In part, 
creating complete and granular data is a side-effect of Correctiv’s focus on 
long-term investigations: it concentrates on a small number of broad subjects 
and big investigations for longer periods of time. By using a subject rather than 
a hypothesis as a starting point, journalists are gathering large databases to get 
an overview and conduct a more exploratory form of data analysis. At the 
same time, granularity and completeness also matters for Correctiv’s mission 
to strengthen investigative journalism and educating citizens: 
You could understand it as freeing data. We take data that was already available and 
put it into a form that allows people to investigate and compare it. We are creating a 
research tool for other journalists and citizens who are interested in this topic. 
(Interview March 30 2016) 
Correctiv’s services are not primarily intended to function as ‘decision-making 
tools’, but as research tools supposed to enable others to do their own 
investigations. This way, Translators are again standing between facilitating 
and gatekeeping, emphasizing granularity and completeness as a basis for 





We’re in favour of a vibrant, healthy, lively democracy. That means a rude and 
obnoxious place. Although we don’t want to do that ourselves, it’s entirely 
appropriate that we should facilitate other people to. (Steinberg quoted in Krotoski 
2010) 
As the civic tech scene is evolving and includes a very diverse set of actors 
(activists, corporations, governments), I will concentrate on mySociety, a non-
profit organization from the UK founded in 2003 (Baack 2018). As mentioned 
above, mySociety is one of the oldest and most influential civic tech 
organizations today and exemplifies typical characteristics of civic tech. 
Members of mySociety clearly position their work at the ‘facilitating’ end of 
the spectrum: “we don’t want to get in the way. We don’t want to be the 
gatekeeper” (Interview August 21 2015). They do not want to influence policy 
making or shape public debates, but provide the means that enable others to 
take action more effectively. The tools mySociety develops – for example 
problem reporting websites, parliamentary monitoring tools or freedom of 
information websites – are understood as services that empower citizens by 
letting them “see and be able to do what they are legally entitled to as easily as 
possible” (Interview August 21 2015). Most mySociety projects are intended 
to act like a ‘layer’ that translates the bureaucratic and legal procedures 
followed by public institutions into user-friendly interfaces and accessible 
language. 
Members describe their role as being “a tool supplier for other organizations” 
(Interview August 17 2015). They reject calling their work ‘journalism’ and 
most of them do not have close ties to journalists. Overall, mySociety’s 




circumstances, journalists can be users of mySociety’s tools, customers of its 
(technical) services, collaborators and partners, or all of these roles at once (see 
YourNextMP example above). Beside the fact that mySociety is not trying to 
tell stories, one of the biggest difference members see to journalism is the ‘time 
scale’ in which they work. Ultimately, mySociety is interested in creating a 
more participatory culture (Jenkins 2006) by making civic engagement easier 
and less time consuming for citizens. As mySociety’s former CEO put it, this 
requires changing “what is normal rather than what is exceptional” (Interview 
August 17 2015). Part of mySociety’s efforts is therefore to make users ‘feel’ 
empowered in a psychological sense: it’s tools are intended to give them a 
“sense of agency” (Interview June 03 2015) by making engagement frictionless 
and demonstrating that their actions have an impact (Baack 2018). What 
mySociety is trying to achieve can be described as having ‘long-term impact’: 
a relatively slow change in perception of what is considered to be ‘normal’ 
about civic engagement. This requires its services to be popular and reliable. 
For this reason, mySociety thinks of itself to be more similar to companies like 
eBay, Amazon or TripAdvisor than to news media companies. 
However, while mySociety sees its own work as distinct and different, the 
work of journalists is also seen as highly complementary to its own mission. 
This is best illustrated by ‘Alaveteli Professional’, a version of its freedom of 
information platform specifically designed for journalists. In the 
announcement, mySociety describes the role of journalists as complementing 
its mission of facilitating engagement: 
Citizen empowerment doesn’t always happen by direct interaction with institutions. 
Feeling empowered and capable of affecting what happens in your community 
requires knowing what’s going on in your community (…) it’s hard to imagine a 




asking questions of power, putting information from different sources together, and 
helping make sense of what’s going on. (Crow 2016) 
The (simplified) division of labor from mySociety’s point of view correlates 
with the core categories identified here: mySociety as a civic tech organization 
facilitates citizens and professionals like journalists to take action themselves, 
while journalists inform the public about relevant events. mySociety primarily 
thinks of journalism as traditional watchdog journalism that acts as a 
gatekeeper to publicly relevant information. Normalizers identify with this 
ideal the most. However, when we take a closer look at the others groups 
within the figuration described here, we get a more nuanced picture. 
With their emphasis on facilitating others through granular and complete data, 
both Experimenters and Translators are more similar to mySociety. The 
division of labor in these cases is more along the lines of applying ‘generic’ 
tools and mechanisms of acquiring information or getting in contact with 
authorities (mySociety) vs the ‘practical application’ of these tools and 
mechanisms in specific investigations. mySociety usually focuses on a small set 
of projects that should be generic and customizable to cover a broad range of 
use cases. Its use of data is therefore driven by a desire to scale technological 
solutions through standardization and reusability. By contrast, the extent to 
which tools and data formats can be standardized and made reusable in 
journalism (across all groups) is limited because “every investigation is 
different (…) has a different subject, requires different data, and has a different 
output” (Interview April 22 2016). 
Correctiv’s attempts to combine civic tech applications and investigative 
journalism and its relatively long-term focus on particular subjects creates 




tech organizations like mySociety. It seems likely that the collaborations 
between civic tech and journalism will primarily happen around specialized 
media organizations that follow the ProPublica or other non-profit models 
(Konieczna and Powers 2017) and do not focus on daily news reporting. 
Conclusion 
This article showed how data journalists and civic technologists complement 
each other in numerous ways because they overlap in their practical skills and 
aspirations. It showed how they form a figuration that exists along a shared 
continuum that oscillates between practices of facilitating and gatekeeping. 
Differences in how these axes are weighted result in different groups or 
‘articulations’ within this continuum. Looking across organizational 
backgrounds and institutional settings, the individuals populating this 
community of practice can be described as flexible data professionals who aspire 
to work in a public interest: they share transferable skills in dealing with data 
and using information rights, and they want to use these skills to create public 
services that hold powerful people and institutions accountable and empower 
citizens. 
The findings illustrate how practices of facilitating and of gatekeeping 
complement each other. What this article does not show is a weakening of 
gatekeeping in favor of open participation. First, while there are groups within 
the field of journalism with a stronger emphasis on facilitating, the majority of 
the interview partners were Normalizers who work in leading national 
newspapers. Together, they have a lot more authority to define and delineate 
‘journalism’ than the other groups, who work in more experimental and 
sometimes also more precarious environments. Second and more importantly, 




they think of their own work as facilitating not just ordinary citizens, but also 
professional gatekeepers, best illustrated by mySociety’s ‘Alaveteli 
Professional’. By taking the potential for related gatekeeping into account, 
actors with an emphasis on facilitating contribute to a more transparent and 
participatory form of gatekeeping. On the other hand, actors who emphasize 
gatekeeping also take related opportunities for facilitating into account to allow 
readers to explore the reported issue and learn how it affects them personally. 
Rather than thinking of gatekeeping and facilitating in terms of competing 
‘logics’ (Lewis 2012b) or some modern reincarnation of the Lippmann-Dewey 
debate (Schudson 2008), this article shows how the ongoing datafication of 
social life allows them to exist along a shared continuum and mutually reinforce 
each other. The overlap in practical skills and social imaginaries helped making 
journalism as a professional practice more permeable to outsiders and allowed 
actors outside the field of journalism to increasingly engage in practices 
traditionally attributed to journalism, as Rusbridger noted (see introduction). 
At the same time, data journalists move closer to civil society actors like civic 
technologists and complement their work. 
These findings illustrate how datafication creates new entanglements between 
the field of journalism and civil society. To understand how datafication 
affects public knowledge production and the assemblage of publics, we should 
not only study how the reliance on data changes individual actors or fields 
such as journalism. We also need to ask what connections and entanglements 
datafication enables and what the implications of those entanglements are for 





Studying pioneer communities provides us with an opportunity to examine 
datafication not as an abstract process which “happens to us” (Hepp 2016, 
927), but as a contested social transformation that is driven by the practices 
and social imaginaries of diverse groups – not just big corporations or 
governments, but also civil society actors and journalists. Amidst concerns that 
processes of datafication may threaten to undermine the agency of publics (cf. 
Zuboff 2015), this study shows how actors who aspire to work towards a 
public interest aim to use data to promote visions of citizenship, participation 
and government accountability. 
In this thesis, I focus on two communities within civil society and journalism 
who are currently pioneering the use of data in order to assemble visions of 
democratic publics: activists in the open data and civic tech movements and 
data journalists. I address two research questions: (1) What is the role of data in 
the social imaginaries and practices of data activists and data journalists; and (2) how do 
the practices and imaginaries of these actors diverge and converge, and how does this shape 
the entanglements between them? By providing answers to these questions, this 
thesis aims to complement a growing body of research which insists that a 
complex transformation of social life is taking place, in which the agency of 
publics does not simply erode due to new power structures around 
datafication, but where new forms of agency are emerging (Couldry, 
Fotopoulou, and Dickens 2016). 
Chapter 2 reviews a selection of research literature on three aspects relevant 
to the understanding of data journalists and data activists as pioneer 




the relationship and direct interactions between these two groups, and c) the 
implications of these phenomena, i.e. their potential causes and effects. I 
discuss how data journalism and data activism can be understood as related to 
broader developments within democratic practice and discourse: the evolution 
from representative to monitorial forms of democracy, and a related 
transformation from informed to monitorial citizens (Schudson 1998, 2015; 
Keane 2009). I argue that the premises of monitorial democracy – growing 
demands to scrutinize governments and for more continuous forms of 
representation – are related to datafication. Due to the fact that practices of 
quantification are essential for evaluating governments and ensuring 
representativeness, such demands are likely to make practices of quantification 
more important and widespread. Suggesting that commercial or government 
interests are the only relevant drivers of datafication overlooks both the 
historical and contemporary connections of datafication to non-profit and 
non-governmental interests. I also point to two of the main shortcomings of 
the current research literature for understanding data journalists and data 
activists as pioneer communities. First, a critical in-depth examining of the 
practices and imaginaries of data activists is missing thus far. Often, 
researchers tend to implicitly or explicitly assume that the practices and values 
of activists in the open data and civic tech movements can be equated with 
open source culture, which ignores that open source culture is being 
modulated and transformed when it is applied to new domains. Second, 
research on the relationship between data activists and data journalists 
narrowly focuses on the direct interactions between these groups. Rather than 
examining how data journalists and data activists are able to complement each 




integrated in newsrooms, or how technologists and journalists are able to 
collaborate and develop cross-understanding. 
Chapter 3 describes the methodological approach of this study. By combining 
the focus on practices with a constructivist grounded theory approach relying 
on interviews, content analysis, and participatory mapping, the aim of this 
thesis is to be sensitive to nuances regarding the ways in which data activists 
and data journalists understand their work, the role of data within that work, 
and how data activists and data journalists relate to each other. I conducted 
three case studies: two studies focus on ‘best practice’ non-profit civic tech 
organizations, and the third one explores the entanglements between data 
activists and data journalists. 
In this conclusion, I first summarize how the findings described in Chapters 
4-6 address my research questions. Next, I discuss the methodological and 
theoretical implications of this study by returning to the main concepts and 
theoretical frames outlined in Chapter 2. I end with arguing that future 
research on the implications of datafication for democratic publics requires 
both empirical research and normative theory. 
Summary of the findings 
1. What is the role of data in the social imaginaries and practices of data activists and data 
journalists? 
Collectively, the findings discussed in Chapters 4-6 show that data journalists 
and data activists do not invent new social imaginaries around data. Instead, 
the ways that they use and understand data follow notions of participatory 




media environment. Nonetheless, data activists and data journalists are 
pioneering the use of data to implement these imaginaries in new ways. 
In Chapters 4-5, I show how activists in the open data and civic tech 
movements imagine and attempt to realize a ‘data-driven’ form of 
participatory culture, in which data is used to facilitate citizens to engage with 
authorities and become more active and involved. With services such as 
freedom of information websites or tools for parliamentary monitoring, data 
activists aim to make engagement with authorities less time consuming and 
more ‘user-friendly’ from the perspective of citizens. By facilitating greater 
engagement with governments, data activists want to ensure that decision-
making “reflects the pooled inputs of a distributed population” (Lewis 2012b, 
847). In concord with this mission, data activists understand themselves as 
facilitators of civic engagement. This means that they rarely advocate for 
specific policies themselves, but aim to enable others to advocate their causes 
more effectively. In other words, data activists want to influence the 
conditions by which others participate in the public arena without directing 
the public discourse or influencing policy making. At the same time, they see 
their role as complementing actors who do want specific outcomes 
(e.g. specific policy changes) by facilitating advocacy groups within civil society 
or professional journalists. Data forms an important basis for the broader 
imaginaries of activists, and it is key to how those activists attempt to realize 
their imaginaries. 
In Chapter 4, I show how open data activists combine participatory culture 
with data by applying practices and values from open source culture to the 
creation and use of data. First, open data activists treat raw data as a form of 
‘source code’, whose interpretation and re-use generates knowledge. Sharing 




allow citizens to make their own interpretations of the data collected by 
governments in order to make and justify decisions. Second, on the basis of 
this ‘data transparency’, open data activists apply the open source model of 
voluntary participation (cf. Weber 2004) to civic engagement and political 
participation. Voluntary participation is about designing production- or 
decision-making processes in ways that allow potentially everybody to 
participate in a meaningful way. Postulating that information is a prerequisite 
for participation, open data activists want governments to include interested 
citizens in decision-making processes on the basis of data transparency. This 
emphasis on citizen-involvement leads them to develop a vision of a more 
‘open’ and flexible form of representative democracy, which has a greater level 
of transparency and more continuous forms participation beyond periodic 
voting. While such a vision is not new in itself (cf. Barber 2004), the way that 
data is imagined to enable this vision is novel. Chapter 4 also shows how data 
is used to realize this imaginary, as activists aim to create and act as 
‘empowering intermediaries’ whose function is to make raw data accessible to 
the wider public. 
In Chapter 5, I expand the findings described in Chapter 4 by critically 
examining how members of the British NGO mySociety use data to realize 
their imaginaries and how they position themselves within the public arena. I 
illustrate that members of mySociety use and understand data in ways that are 
supposed to expand the agency of publics towards governments. Most 
importantly, the re-use and creation of data allows mySociety to mediate 
between governments and their publics. The tools of mySociety are designed 
to function as ‘layers’ between citizens and the legal and bureaucratic 
procedures followed by government institutions. On the one hand, the 




to the public in new ways. For example, mySociety’s problem-reporting 
website, FixMyStreet, collects and publishes all of the issues that users report 
to local authorities (e.g. potholes or broken streetlights), and tracks whether 
or not those issues are being resolved. This surveillance pressures authorities 
to cooperate with mySociety’s tools, and adapt mySociety’s more ‘user-
oriented’ ways of providing public services or allow citizens to make use of 
existing rights. On the other hand, members of mySociety attempt to use 
databases to connect the individual with the collective. They try to 
demonstrate to the users of their applications that their actions have an impact 
and create a public value, e.g. by showing that reporting local issues via 
FixMyStreet helps to resolve issues in one’s neighborhood. In this way, data is 
imagined to change the perception of users about how much power they have, 
and what they consider to be ‘normal’ about engaging with authorities. 
Using data to influence both governments and citizens, mySociety essentially 
re-interprets how existing legal frameworks and public services should ‘ideally’ 
work, and tries to impact the ways in which they are being implemented. The 
applications and services of mySociety remain compatible to the workings of 
government, but are intended to highlight dissonance between the way 
institutions implement laws and public services and the way to ideally 
implement these laws and services from a citizen’s point of view. Additionally, 
mySociety uses structured data to make ‘deep linking’ into documents possible. 
Deep linking is about making documents searchable, and attributing speeches 
to particular individuals. As the processes of governments are largely captured 
in documents, e.g. parliamentary speeches, deep linking aims to increase the 
publics’ awareness of, and engagement with, the processes of governments. 
Finally, mySociety promotes data standards and standardized tools in order to 




countries who similarly seek to promote a more participatory culture to 
develop tools that serve their particular needs. 
In Chapter 6, I examine the practices and imaginaries of data journalists. I 
show that the ways in which data journalists understand and imagine data 
varies depending on their educational background and the organizational 
settings that they are working in. We can roughly distinguish two main 
practices. First is the use of data to support traditional journalistic gatekeeping. 
Gatekeeping entails selecting and communicating publicly relevant 
information. Actors who put the emphasis on gatekeeping aim to direct and 
steer public debate by highlighting issues they consider to be relevant. 
Therefore, their use of data is story-driven. What matters is the quality of the 
information, i.e. its ability to prove or falsify a hypothesis, or to reveal the 
scope of a public issue (cf. Parasie and Dagiral 2013). Second is the use of data 
to facilitate others to take action themselves – a practice that has, arguably, 
been pioneered by data activists, but which can also be found among data 
journalists. Data activists and data journalists who emphasize facilitating are 
concerned with the quantity and structure of data. For them, data should be 
granular and complete so it can be broken down to serve individual users. For 
example, the data underlying an application should allow users to enter their 
address to acquire individualized information, e.g. the quality of their local tap 
water or their representatives in parliament. 
Beside data activists, I identify three groups of actors who work within the 
field of professional journalism, but differ in the level of emphasis that they 
place on gatekeeping and facilitating: Normalizers, Experimenters and 
Translators. Normalizers are data journalists with a formal education in 
journalism, who are working in established national news media companies. 




gatekeeping, and use data in ways that serve long-standing notions of 
investigative, professional journalism. Data is used and understood by 
Normalizers as a means to conduct journalism the way it has been conducted 
for decades, but more efficiently and on a larger scale. By contrast, 
Experimenters and Translators combine gatekeeping and facilitating – which 
brings me to my second research question. 
2. How do the practices and imaginaries of data activists and data journalists diverge and 
converge, and how does this shape the entanglements between them?  
Understanding the ways in which practices of facilitating and gatekeeping 
complement each other is key to understanding the entanglements between 
data activists and data journalists. The findings that I present in Chapter 6 
show that the boundaries between data activism and data journalism are blurry: 
some journalists adopt practices and values similar to those of data activists 
and combine them with journalistic gatekeeping. I identify three themes which 
show where and how data journalists and data activists come together: 
overlapping and transferable skills necessary to work with data, a commitment 
to learning and open source culture, and complementary ambitions. In short, 
data activists and data journalists rely on a similar skill set to work with data, 
enjoy tinkering with technology and sharing (code, data, or experiences), and 
aspire to provide a public service that holds powerful people or institutions 
accountable. They easily conceive each other as complementary, which 
occasionally allows seamless transitions between projects by data activists and 
data journalists. The practices of data journalists and data activists ‘interlock’ 
in this sense and the actors form a community of practice or a figuration, i.e. a 
network of human actors based on interlocking practices and shared meanings 




The work of Translators best illustrates how facilitating and gatekeeping can 
interlock and mutually reinforce each other. Translators are active in both 
journalism and civic tech, and work in news media organizations at the 
intersection of both fields. In Chapter 6, I discuss the example of Correctiv, a 
nonprofit newsroom which strives to simultaneously strengthen investigative 
journalism and teach citizens to become journalists themselves. Like 
Normalizers, Correctiv aims at steering public debate through gatekeeping, but 
it also strives to enable the users of their tools to work like journalists and 
conduct their own investigations. Civic tech applications help to bridge these 
goals because they function as research tools that can be useful for both 
professional journalists and ordinary citizens. Often, Correctiv’s projects begin 
with a particular subject, e.g. the nursing home sector in Germany. The data 
that Correctiv collects is granular and complete in order to enable others to 
explore it themselves. At the same time, what Correctiv aims to facilitate is not 
the engagement of ordinary citizens with their governments, but journalistic 
gatekeeping. Gatekeeping and facilitating should mutually reinforce each 
other: highlighting important issues via gatekeeping should raise awareness 
and interest in the subject. Interested readers or other journalists are then 
invited to explore the highlighted issue themselves with the help of the tools 
provided by Correctiv, in hopes that this exploration will help to uncover new 
issues, which can then be further highlighted via gatekeeping. 
In similar ways, gatekeeping and facilitating complement each other across 
organizational boundaries. While Normalizers emphasize differences between 
their own work and those of data activists, they are interested in exploring 
opportunities to complement their reporting with tools that enable their 
audiences to explore the issues they report on. At the same time, data activists 




conducted by journalists have sparked ideas for new civic tech applications 
(e.g. ‘KleineAnfragen.de’ mentioned in Chapter 6). The last group, 
Experimenters, introduces another variation of how gatekeeping and 
facilitating are being understood and weighted against each other. 
Experimenters often have a background in the technology sector and tend to 
question the boundaries and meanings of professional journalism. Even 
though Experimenters work within media organizations, they emphasize 
facilitating over journalistic gatekeeping. Still, they consider their work to be 
an expansion of journalism. According to Experimenters, journalists should 
tell stories, but also provide readers with a new access to their surroundings. 
Similar to data activists, they therefore aim to enable their users to explore 
issues themselves. The main difference between Experimenters and 
Translators is that Experimenters usually do not wish to facilitate other 
journalists to do their own investigations. 
As discussed in Chapter 2, participatory culture and professional journalistic 
gatekeeping are often perceived as different and competing ‘logics’ that negate 
each other: either one ensures open participation or professional control (cf. 
Lewis 2012b). My findings challenge this assumption. The growing reliance on 
data allows practices of facilitating and gatekeeping to interlock and exist along 
a continuum. Data is used in ways that both strengthen journalistic 
gatekeeping and facilitate others to take action themselves. This not only has 
important implications for (the entanglements of) data activists and data 
journalists, but also for how we should theorize and study them. 
Implications 
In comparing my findings with the theoretical frameworks outlined in Chapter 




thesis illustrates the need to be more sensitive to the ways in which processes 
of datafication are related to new, and emerging figurations, i.e. to new 
networks of human actors that cross institutional or organizational 
boundaries. This is particularly important in the light of recent and ongoing 
developments in journalism. Building on those methodological suggestions, I 
outline some theoretical implications. The findings of this study demonstrate 
that we should be careful in how we apply existing theoretical concepts to 
explain ongoing transformations around datafication. While we can 
understand data activists and data journalists in terms of monitorial democracy 
and participatory culture, solely relying on these concepts can be problematic 
and we need more theory-building. Finally, I argue that the study of 
datafication should strive to bring empirical research and normative theory 
together by using the concept of agency. 
Methodological implications 
In Chapter 2, I show that much of the existing research about data journalists 
or data activists considers each group in isolation. Journalism studies, 
especially, still tends to have a very ‘newsroom-centric’ perspective. This is not 
only in the sense that it is primarily interested in how data journalism is 
practiced within newsrooms, but also in the ways it tends to reproduce the 
professional boundaries of journalism and conduct “back-up boundary work” 
(Wahl-Jorgensen 2014, 2588; cf. Domingo, Masip, and Costera Meijer 2015). 
For example, studies rely on concepts such as ‘trading zones’ (Lewis and Usher 
2014) or ‘boundary objects’ (Lewis and Usher 2016) to examine how 
journalists and technologists cooperate and manage to achieve mutual 
understandings in workshops or in joint projects. Research on the 




culture usually asks how, where and why the professional logic of control 
becomes “rearticulated (or not) in relation to the participatory logic” (Lewis 
2012b, 852). This work is important, but I argue that we must also explore 
how journalists and other actors are able to complement each other without 
adapting each other’s practices and values, which is particularly relevant given 
that open source advocates are able to build recursive publics that can exist 
independently, outside of established organizational or institutional structures 
(see Chapter 2 and 4). How does the long-term co-existence, the continued 
exchange and mutual awareness affect how data journalists and data activists 
understand their work and how they utilize data?  
By moving away from a firm distinction between data journalists and data 
activists, this study provides a more nuanced picture of how these actors 
complement each other. I show how the shared reliance on data and 
complementary ambitions allow data journalists and data activists to form a 
figuration across diverse organizational and institutional backgrounds. These 
findings show that the growing reliance on data creates new links between 
actors in key areas of public space: journalists and civil society actors. If we are 
to understand datafication’s influence on democratic practices, we need to be 
sensitive to the ways in which processes of datafication are connected to such 
emerging figurations. As Couldry (2012, 57) puts it, “new figurations are 
emerging around us, but it may be some time before their shape is clear”. This 
has important implications for how we study and understand data journalism 
and data activism. 
On the one hand, the results of this study show that a focus on how 
professional journalists integrate and ‘normalize’ (Singer 2005) the practices 
and values of data activists is too narrow. While normalization makes perfect 




within the field of journalism who cannot be grasped within the framework of 
‘traditional journalism’: Experimenters and Translators. In their practices, self-
understanding, and use of data, these actors are much closer to data activism 
than Normalizers and they do not necessarily identify with traditional notions 
of journalism. They do not rely on strong traditional routines and identities 
and consequentially may not have a clear reference point on how practices 
‘external’ to their work could be normalized. These findings reflect the 
ongoing transformation of journalism, whose “rich and relatively stable history 
of professionalization” (Deuze and Witschge 2017, 1) seems to have reached 
a turning point. The field of journalism is transitioning from a “more or less 
coherent industry to a highly varied and diverse range of practices” (Deuze 
and Witschge 2017, 2). Both Experimenters and Translators occupy ‘non-
traditional’ spaces of work within the field of journalism. Similar to the 
findings of Deuze and Witschge (2017, 13), this thesis suggests that journalism 
studies would benefit from broadening its focus, and understanding 
journalism as a “dynamic set of practices and expectations – a profession in a 
permanent process of becoming”. 
On the other hand, this thesis shows that we also need to take the role of (data) 
journalists into account in order to understand data activists. First, the idea to 
support the work of professional journalists with their tools is an important 
part of how data activists self-identify as facilitators of engagement. Second 
and related to the first point, some data activists place importance on 
journalists using the tools that they provide, as this is perceived as a way to put 
their ideas into practice, and potentially have a larger impact. This was most 
visible in the motives of Translators described in Chapter 6. Third, 
transforming of journalism to be more data-driven and participatory is a key 




teaching their methods and techniques to journalists an important part of their 
mission (see Chapter 4). 
The methodologies employed in this study are particularly helpful to identify 
and examine emerging figurations, as they enable the researcher to be sensitive 
to how actors understand their work, to how they position themselves 
professionally, and to their subjective sense of belonging. As the practices and 
imaginaries studied here are developed by pioneer communities, the next step 
would be to investigate how these practices and imaginaries are being adapted, 
and how this is creating or changing figurations within and between civil 
society and journalism. Based on the research that I have presented here, I 
submit that these three aspects should be taken into account to critically 
examine the implications, and to develop an analytical sensibility to how a 
more widespread adaption is reinforcing, or shifting existing power structures: 
1. The aims and imaginaries of the actors involved: what do they want to facilitate and 
how do they want to expand gatekeeping? Do the actors involved wish to 
change the way certain rights can be used by citizens, or do they prefer 
to facilitate professional gatekeepers to more effectively monitor 
authorities? Practices of facilitating will expand gatekeeping and 
distribute agency in distinct ways, depending on what kinds of actions 
actors aim to facilitate and who they consider to be the primary users. At 
the same time, how do actors interested in gatekeeping take related 
opportunities to facilitate users into account? What are the implications 
of the resulting dynamics between facilitating and gatekeeping? 
2. How facilitators act as intermediaries: how do they attempt to change existing 
processes? In Chapter 5, I show how data activists mediate between the 




understand the implications of facilitating, then we ought to ask how 
actors who aim to facilitate others imagine a process should ideally work, 
and how they attempt to realize their imaginaries using data. What are the 
differences between the existing processes and their visions, and how do 
these differences reflect on wider imaginaries? For example, a problem-
reporting website such as FixMyStreet might appear mundane at first 
glance, but it is part of mySociety’s broader vision of a more participatory 
culture. FixMyStreet does not only aim to make problem-reporting easier 
and less time-consuming, but also imagines problem-reporting as a public 
process, which enables a more collaborative relationship between 
authorities and citizens. The ways in which broader imaginaries are 
translated into the design of tools and the use of data are not always 
obvious; they often require careful investigation into the sense-making 
processes of the actors involved. 
3. Existing power structures: are they taken into account and if so, how? Research has 
demonstrated numerous times that developing tools to facilitate 
engagement with authorities without considering questions of inequality 
and power will merely reinforce existing structures and ‘empower the 
empowered’ (Gurstein 2011). Are facilitators sensitive to dynamics of 
inequality and power, and how does this influence their work? What are 
the consequences if facilitators do not take such dynamics into account? 
As I discuss in the next section, addressing these questions will also invite us 






In Chapter 2, I discuss how data activists, data journalists, and the 
entanglements between them have been theorized in terms of monitorial 
democracy and open source culture. The findings in Chapters 4-6 confirm that 
these concepts are useful for understanding the practices and imaginaries of 
these actors. However, as data journalists and data activists implement and 
combine notions of monitorial democracy and participatory culture in new 
ways, we cannot fully grasp the figuration they form if we solely study them 
through the analytical lenses these concepts provide. Monitorial democracy 
and open source or participatory culture presuppose particular images of 
citizenship, but the ways in which practices of facilitating and gatekeeping 
complement each other allows for flexibility in the accommodation of 
different types of engagement and, accordingly, different types of citizenship. 
Rather than equating the practices and social imaginaries of data activists and 
data journalists with particular models of democratic engagement, we ought 
to be sensitive to how the figurations formed by actors in the field of civil 
society and journalism combine different notions of citizenship. 
Allow me to illustrate this point for practices of facilitating. Through such 
practices, data journalists and data activists combine and, by way of combining 
them, re-articulate notions of participatory culture and monitorial democracy. 
One might understand facilitating as a way to conciliate monitorial democracy 
and participatory culture: by using data in ways that enable others to take 
action themselves, data journalists and data activists attempt to simultaneously 
enable their users to monitor the performance of governments (e.g. via 
parliamentary monitoring websites) and to be more active and engaged. This 




democracy and participatory culture are related phenomena because both 
intent to ensure that a multiplicity of voices are present in decision-making 
processes, within and beyond the institutionalized practices of representation. 
However, the findings made in Chapters 4-6 show that it is problematic to 
conceptualize facilitating in those terms because monitorial democracy and 
participatory culture contradict each other in crucial ways. 
First, participatory culture is about creating an active, engaged, and 
collaborative community (Lewis 2012b). In contrast, Schudson’s (1998, 311) 
monitorial citizens are “defensive rather than pro-active” and only take actions 
if an issue arises which demands their intervention. While the facilitation 
conducted by data activists and data journalists often involves monitoring, 
practices of facilitating ultimately inherit what Lewis (2012b, 848) describes as 
the normative imperative of participatory culture: the ambition to create “a 
more engaged, representative, and collectively intelligent society”. Still, by 
making monitoring authorities easier, data journalists and data activists 
typically accommodate both active and passive citizens. Civic tech 
applications, such as parliamentary monitoring websites, will usually offer 
services to both occasional users and (professional) power-users, and data 
journalists will seek opportunities to facilitate their audiences based on the 
information they provide. In short, facilitating can be attributed to both 
monitorial democracy and participatory culture, but we cannot fully 
understand these practices if we solely rely on one of those concepts. 
Second, the ways in which facilitating complements gatekeeping do not align 
easily with monitorial democracy or participatory culture. Monitorial 
democracy suggests that we have entered an era of ‘post-representational’ 
forms of citizenship, where the classic ideal of the informed citizen has 




journalistic gatekeeping, which continues to rely on informed models of 
citizenship (cf. Schudson 1998). Additionally, participatory culture is about 
open and collaborative production, which is conventionally understood as 
problematic for journalistic notions of professional control and gatekeeping 
(Lewis 2012b). More fundamentally, participatory culture is connected to a 
political philosophy that Tkacz (2012) describes as ‘open politics’. Of central 
importance for open politics is “whether or not a social programme, that is, a 
set of knowledges and related practices, is able to change” (Tkacz 2012, 389). 
It is not geared towards specific change, but “towards change in general” 
(Tkacz 2013). However, we cannot understand facilitating in those terms 
because practices of facilitating are intended to complement others who want 
specific outcomes, be it ordinary citizens engaging with their governments or 
professional journalists who are interested in finding stories. 
The difficulties to fit practices of facilitating into existing theoretical concepts 
illustrates the numerous ways in which new figurations may connect distinct 
democratic visions. To grasp emerging figurations around datafication, we 
should consider how we are using existing concepts. Established concepts do 
not have to become obsolete, but if we solely rely on them, they may hinder 
our understanding of new developments within civil society and journalism. 
By identifying and theorizing the figurations formed between data activists and 
data journalists, I have aimed to contribute to the broader task of revisiting 
and revising the theoretical toolkit that is necessary for understanding the 




Looking ahead: Agency in datafied publics 
Going forward, a critical examination of datafication will require both 
empirical research and normative theory. I argue that the concept of agency, 
understood as reflexive practice (see Chapter 4), is key for bringing those 
perspectives together. Questions of agency are inherently normative; to ask 
who has how much agency is to ask about power relationships, and such 
questions are increasingly related to processes of datafication. Moreover, 
normative questions are relevant to the study pioneer communities given their 
anticipated influence. As I argue in Chapter 1, if we want to assess the 
implications of a more widespread adoption of the practices and imaginaries 
of pioneer communities, we must take the power relationships embedded in 
those practices and imaginaries into account. While this study is not primarily 
about agency itself, I have raised questions about agency throughout. I show 
how data expands the agency of data activists and data journalists, and ask 
about the implications for the publics they aim to assemble. 
In this way, I provide insight into the normative assumptions that guide these 
actors in the ways in which they appropriate data. Further research into similar 
practices should be complemented by research that explicitly takes a normative 
perspective, and asks how datafication ought to be regulated in order to “enlist 
processes of datafication into the service of social progress,” as Gray (2016) 
eloquently puts it. Given that the technologies, institutions, and everyday 
practices that drive datafication are not going to disappear, this research 
explores the possibilities to mitigate the negative consequences of datafication 
and enable us to utilize processes of datafication to support agency and 




are “alternative data practices and arrangements (…) possible and, if so, what 
[should] they (…) look like”? 
Empirical research into the practices and imaginaries of pioneer communities 
can inform both such normative debates and practitioners themselves. 
Researchers interested in normative questions and pioneer communities who 
aspire to work in a public interest hold similar goals: preserving or expanding 
long-standing normative ideals of democracy, equality, and accountability. 
Empirical research can act as bridge between normative theory and actors who 
use data to serve a public interest, and facilitate a dialog. As argued in Chapter 
5, the democratic possibilities of data cannot be determined in an abstract way 
because what data affords to whom is historically and culturally situated, and 
therefore need to be qualitatively contextualized. To understand what a 
growing reliance on data means for democracy, we must develop a qualitative 
sensitivity for how quantification affects the values we aim to preserve or 
expand. Throughout this thesis, I have aimed to illustrate how such a 
qualitative approach can be conducted, and hope to have contributed to an 
ongoing discussion about the implications of datafication for the collectives 
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Appendix A: The process of data 
collection and analysis 
In the following, I describe the process of data collection and analysis for each 
case study in more detail (for a description of the general steps in constructivist 
grounded theory, see Chapter 3). Note that in grounded theory, the collection 
and analysis of data overlap due to theoretical sampling. In practice, the 
transitions from initial to focused coding, as well as the development of the 
theories overall, were very iterative, constantly moving from the data to new 
theoretical ideas. For better comprehension, however, I present the different 
spirals through the process of grounded theory as clearly separated (for an 
explanation of ‘spiral’, see Chapter 3). 
First case study 
I decided to conduct a case study about the Open Knowledge Foundation 
Germany (OKF DE) because it is one of the most visible actors in the German 
open data movement, and it has created several nationally well-known and 
influential civic tech applications (e.g. the freedom of information website 
FragDenStaat, or the parliamentary monitoring website OffenesParlament). I 
first contacted the organization through its official mailing list, where I 
introduced myself and my research project. This introduction led to the first 
two interviews in September 2012. The first interview was a group interview 
with three members (a senior developer and two members of the project 
management team) in Berlin; the second interview took place in Bremen with 
a committee member. For this initial data sample, the interview guide included 
a couple of broad questions in order to get more familiar with the subject and 
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the organization. I also included central self-portraying documents in the 
analysis: the official homepage of the OKF DE, the ‘Open Definition’ (Open 
Knowledge n.d.) and the ‘Open Data Handbook’ (Open Knowledge 2012). 
This formed my initial data sample. In this first case study, I was primarily 
interested in the social imaginaries of activists and the role of (open) data in 
those imaginaries. I initially coded for practices, goals and self-understanding. 
Practices were signaled by verbs and often overlapped with codes that 
described goals. Following Schatzki’s (2012, 2001) understanding of practices 
described in Chapter 1, the goals captured the purposes of the practices I 
identified. If possible, I connected practices and goals to specific projects. The 
parliamentary monitoring website OffenesParlament, for example, was 
connected to goals like more transparency and more engagement, as well as to 
practices such as structuring data.28 After openly coding the data this way, I 
explored the relationship between the different concepts in focused coding, 
where I tried to merge similar codes into more abstract concepts. After this 
merging and abstracting was complete, I went through all the segments of data 
that were summarized under each category to more clearly identify their 
characteristics, which subsequently sparked ideas to refine or to combine 
them. Throughout this process, I made intensive use of mind mapping 
software and memo-writing to explore the dimensions and relationships 
between categories. 
Based on the analysis of the initial data sampling, I found that the self-
understanding as ‘civic hackers’ is very useful to address my research question. 
                                                 
28 In this chapter, italicized words are used for the codes or categories that I developed during 
my analysis. 
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Therefore, I participated in a workshop organized by the OKF DE in 
November 2012 called ‘stadtlandcode’ (which was essentially a prototype for 
the ‘Code for Germany’ initiative, see Chapter 6). This workshop was the first 
attempt of the OKF DE to build a civic tech community in Germany. 
Members of the OKF DE translated the term ‘civic tech’ into German for the 
first time and explained its meaning to both participants and funders. In 
addition, the workshop was organized as a contest in which participants should 
pitch ideas for civic tech applications. The way the OKF DE attempted to 
shape the meaning of the term in the German context, and how the civic tech 
projects pitched by the participants of the workshop were discussed and 
evaluated generated rich data on the goals, self-understandings and practices 
of the OKF DE members. 
During the event, I acted as a participant observer writing down notes from 
presentations, impressions, questions. Those notes informed four new 
interviews during the workshop (two more project managers, two developers). 
Another interview with the chairman and founder was conducted the day after 
the workshop. This data formed the basis for the second spiral of my study. 
During the analysis of the data, I also contacted two OKF DE members I 
interviewed previously to ask specific follow-up questions. This led to new 
data from email responses and a Skype interview. 
Based on a theoretical sampling, I also decided to contact another member of 
the OKF DE because it had a very different background and education 
compared to the other members. I was interested in exploring if I could still 
identify similar practices, ambitions and self-understandings. I contacted this 
member and interviewed it in January 2013 in Hannover. For the data analysis 
in this second spiral, I repeated initial coding on the new data and compared 
it with the old one. I also applied my previous categories to the new data, with 
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the result that some of these categories were modified or dismissed, others 
became more central. In a third and final spiral, I included new online content 
following a theoretical sampling that helped to further refine and elaborate the 
theory: interviews members of the OKF DE gave elsewhere, articles they 
wrote about their work, or about open data in general. 
Throughout these different spirals and refinements, I eventually developed a 
core category that integrates and elucidates the central aspects of my theory: 
spreading open knowledge. Spreading open knowledge means that members of the 
OKF DE aim to diffuse raw (government) data that is accessible through 
applications (like interactive visualizations). For the OKF DE, data forms the 
basis for generating knowledge. In other words, data becomes knowledge 
when it is interpreted, meaningful, and actionable. All other practices identified 
in the analysis are subcategories of this: constructing open infrastructures, creating and 
changing empowering intermediaries, defining openness, and lobbying. The goal of 
spreading open knowledge is to empower citizens, which means more opportunities 
for participation, a more fact-oriented public discourse, and improved accountability. The 
self-understanding of the OKF DE was described as a civic developer network. 
The data collection and the development of the category system were 
conducted in relation to my MA thesis, which formed the basis for my PhD 
project proposal. As it was still relevant for my PhD, I further elaborated the 
analysis with an extensive literature review, moving from a rather descriptive 
study to a theory about the social imaginaries of open data activists and the 
implications for the agency of publics. One of the most important sources for 
evolving the theory was Kelty’s (2008) study about the cultural significance of 
free software (see Chapter 2). Correlating my categories with the core 
‘components’ of free software identified by Kelty (2008), I was able to show 
that the open data movement is a modulation of open source. Members of the 
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OKF DE apply practices and values from open source culture to the creation 
and use of data. See Chapter 4 for more details. 
Second case study 
The first contact with mySociety was established at the stadtlandcode 
workshop mentioned in the previous section. At this workshop, Tony 
Bowden, a long-standing member of mySociety, was invited as a speaker to 
give advice on how to create successful civic tech projects. He used several 
examples from mySociety in the UK, explained how they work and what 
makes them successful. I made extensive notes of this presentation. In 
subsequent interviews with members of the OKF DE, I found that 
mySociety’s work has a huge influence and represents an international ‘best 
practice’ of civic tech. The second encounter was at the Open Knowledge 
Festival 2014, which was attended by several mySociety members. The field 
notes collected at these encounters were expanded with online content: 
mySociety’s homepage (including several blog posts) and websites of key 
projects (WhatDoTheyKnow, FixMyStreet, TheyWorkForYou, 
WriteToThem). I also included older version of mySociety’s main homepage 
using the Wayback Machine of archive.org. This data informed the guides for 
the first two interviews, which were conducted in May 2015 with a senior 
developer and a member of mySociety’s international team. 
This data formed my initial sampling and was the basis for the initial coding. 
Due to my interest in how mySociety uses data, I began with coding both verb-
by-verb and project-by-project. For example, interviewees used verbs such as 
helping, annotating, deep linking, pushing, scraping when they spoke about 
mySociety’s parliamentary monitoring website TheyWorkForYou. Following 
Charmaz’s (2006, 49) advice to code for actions with gerunds to avoid applying 
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pre-conceived concepts to the data (e.g. by coding with ‘stating’ rather than 
‘statement’), I also developed some slightly more abstract codes that did not 
relate to specific projects, but to mySociety’s broader mission and self-
understanding: empowering, community building, increasing reusability and others. 
After I coded all the material this way, I combined similar verbs into more 
abstract practices. During focused coding, the developed categories were 
tested across all the collected materials to examine their validity, and to create 
a hierarchy of categories and subcategories. 
As with the other case studies, I made intensive use of mind mapping software 
and memo-writing to develop theoretical sensibility. I first explored the 
relationship between categories and determined, for example, that the 
categories deep linking into documents and emphasizing usability are both 
subcategories of improving accessibility; while improving accessibility itself is a 
subcategory of developing empowering services. Again, I frequently reviewed the 
data that was summarized under each category to further elaborate the codes 
and build levels of abstraction. Developing empowering services, for example, entails 
codes like engaging citizens, making advocacy more effective, complementing public 
institutions, or emphasizing user experience. Using memos, I brainstormed about the 
meaning of developing empowering services in each of these codes, and explored 
other potentially relevant aspects that were not covered in the initial data 
sampling. 
Following my initial sampling, I conducted a first theoretical sampling. 
Another in-depth interview with an updated interview guide was conducted 
with another senior developer in June 2016. This developer was responsible 
for mySociety’s international freedom of information platform Alavateli. 
mySociety develops customized versions of Alavateli in more than 20 
countries. Interviewing this member promised to give more insights into how 
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the tools of mySociety reflect certain values and ambitions, and the role of 
international work for mySociety. Moreover, I included more online content 
in the analysis that helped to address open questions in the evolving theory 
(e.g. blog posts from mySociety’s homepage that helped exploring my 
categories). A third and final spiral included two additional interviews in 
August 2015 (with the founder and former CEO, as well as a member of 
mySociety’s research team), and additional content taken from discussion 
forums and participant observations at the Mozilla Festival in November 2015. 
Similar to the first case study, I eventually developed a core category: facilitating 
engagement, which is a more refined version of the developing empowering services 
category I used in the analysis of the initial data sample. In short, mySociety 
understands itself as a facilitator of civic engagement and imagines that data – 
and more specifically the affordances of structured data – can be used to 
facilitate engagement by improving government accessibility, influencing governments, 
demonstrating impact to users and scaling technical solutions: 
 
Figure 3: Overview of the final category system for the mySociety case study 
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Through facilitating engagement in these various ways, mySociety supports a 
form of participatory culture. The ways in which data is used by mySociety is 
intrinsically tied to this broader mission and therefore all data-related practices 
are connected to it. For a more detailed explanation, see Chapter 5. 
Third case study 
In contrast to the first two case studies, the collection and analysis of data for 
the third study on the entanglements between data journalists and data activists 
did not focus on any specific organization and relied much more on participant 
observations and interviews. In February 2016, I moved to Berlin and was able 
to immerse myself in the local data journalism and civic tech scene. Before I 
moved, I already established contacts with many data journalists across 
Germany at the Daten Labor conference in Dortmund (October 2015). 
Throughout my stay in Berlin, I regularly joined local meetups organized via 
meetup.com (Hacks/Hackers, #DDJ Berlin, Code for Germany and others). 
In total, I conducted 14 interviews between February and September 2016 
with data journalists working in different national or local news media with 
different organizational structures (traditional news media organizations, 
startups, or non-profit newsrooms). While the different spirals of data 
collection and analysis in the other case studies were relatively separate, the 
process of analysis and data collection guided by theoretical samplings was 
much more iterative and continuous due to my direct local involvement. 
As an example, during a #DDJ Berlin (‘Data-Driven Journalism’) meetup in 
February 2016, a journalist working at a national newspaper presented a 
project about the voting behavior of German politicians. This project was 
interesting for me because it was explicitly inspired by civic tech applications, 
some of which were developed by mySociety. I contacted this journalist 
Appendix A: The process of data collection and analysis 
 
 221 
afterwards to set up an interview where I further explored this connection 
using my notes from the meetup and additional content, taken from the 
personal homepage and other articles written by the interviewee. At the end 
of each interview, I asked to whom I should talk next. This gave me new ideas 
for my data collection and provided some insights into who my interviewees 
deemed particularly relevant and/or representative. 
Initially, the selection of interviewees was analogous to the OKF DE and 
mySociety case studies. I was interested in collecting the ‘best practice’ of data 
journalism in Germany by interviewing data journalists from leading German 
news media. At a relatively early stage of the data analysis it became clear, 
however, that there were significant differences in terms of practices, self-
understandings and views on the relationship between data journalism and 
civic tech that could not be integrated into one coherent category system. 
Grouping interviewees with compatible and overlapping practices and views 
(I initially coded verb-by-verb again and gradually created more abstract 
categories) revealed the importance of professional and organizational 
backgrounds. For example, data journalists working in traditional national 
news media are very similar to each other, but together they differed 
significantly from data journalists working in startups. Often, these differences 
were already visible by the frequency of certain codes. As an example, I coded 
if and how the interviewees identified with the title ‘data journalist’, and what 
it means to them. For most journalists working in traditional national news 
media, the term was unproblematic. They understood data journalism as a 
method of investigative journalism. By contrast, the majority of interviewees 
working in startups or other nontraditional settings with a more technological 
background problematized the term and renegotiated the meaning of journalism. 
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Following the logic of theoretical sampling, I subsequently tried to 
systematically interview data journalists in different organizational settings to 
verify and further explore these groups. I tried to find more interviewees 
working in startups and explored differences within each group. For example, 
there was a chance that the views of data journalists working in public 
broadcasting differ in significant ways from those working in commercial daily 
news media, so I contacted and arranged an interview with a journalist working 
at BR Data, the data journalism team of the public broadcaster Bayrischer 
Rundfunk. To be clear, this study did not try to gather a representative sample 
of data journalists working in Germany, but rather to achieve theoretical 
sufficiency for the grounded theory it developed (see Chapter 3 for an 
evaluation). 
After I sharpened the profile of each groups, I returned to the data of the 
OKF DE and mySociety case studies and looked for similarities and overlaps. 
How did data activists relate to data journalism, and are there overlaps in self-
understanding and practices between data activists and the different groups of 
data journalists I identified? The participatory maps collected during the 
interviews also helped to examine how data journalists and data activists form 
communities (see Chapter 3). I coded each map similar to the interviews and 
noted what types of groups or organizations were mentioned. Looking at the 
data this way, I realized that there is no clear separation between the different 
groups, but different ways of emphasizing and rationalizing a shared 
continuum of practices. At the one end of the spectrum is the core category 
identified in the case study of mySociety: facilitating, i.e. enabling others to take 
action themselves. At the other end of the spectrum was a new, second core 
category: gatekeeping in the traditional sense of journalists acting as gatekeepers 
of publicly relevant information. The different groups identified in this study 
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can be defined and delineated along these axes. Three categories helped to 
describe and to profile each group: 
1. Positioning: How are the different groups positioning themselves within 
the public arena? Journalists working in traditional national news media 
created a clear distinction between the inside and outside of journalism, 
while those working in startups displayed a much stronger influence of 
the technology sector. 
2. Self-understanding: How do different groups understand their own work? 
This category is an extension of positioning, but it does not fully overlap. 
Positioning is about relating one’s own work to others, while self-
understanding is about positively defining it. 
3. Data usage: This category captures how different groups understand and 
use data. Two main subcategories are used: gatekeeping correlates with 
story-driven uses of data, while facilitating correlates with an emphasis on 
granularity and completeness. These subcategories are inspired by Parasie and 
Dagiral’s (2013) study of computer-assisted reporters and programmer-
journalists in Chicago. 
Collectively, the categories and the relationships between them demonstrate 
how the different groups ‘intermeshed’ in the figurational sense outlined by 
Couldry and Hepp (2017): the different practices of each group are not 
necessarily competing or excluding one another, but are rather complementing 
and in some cases mutually reinforcing each other. What brings data journalists 
and data activists together, to adopt the vocabulary of the figurational 
approach, is the way in which different practices are interlocking. I also coded 
the different ways in which this interlocking takes place: providing infrastructure, 
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unlocking opportunities, providing ideas and showing needs etc. See Chapter 6 for more 
details. 
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Appendix B: Exemplary interview 
guide 
The following is the generic interview guide used for the second case study 
about mySociety (Chapter 5). For each interviewee, it was modified and 
expanded to ask more specific questions about her or his work, or about 
statements the interviewees made elsewhere. 
1. Opening: Involvement at mySociety and personal development 
Opening question: 
• Can you tell me how you got involved in mySociety? 
– When was this? 
– What led you to work for mySociety? 
This opening was supposed to give an impression of what the interviewee is 
doing at mySociety, and provide insight into her or his personal motivations 
and aims. I followed with questions about how the work at mySociety evolved 
over time to get an impression of the range of activities: 
• Since you started, has your job changed? 
• Can you describe your work for mySociety today? Maybe you could walk 
me through a typical working day? 
2. Exploration of a particular project 
Each interviewee was asked to describe a particular project in-depth: what was 
the original purpose of this project, how was it designed to fulfill that purpose, 
and what role did data play in it. I opened with asking, for example: 
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• What projects are you mainly working on today? 
• Were you involved in project X from the start? 
• Can you tell me how it all started for you, the first time you were 
confronted with the idea and how you got involved in the project? 
– What was the original purpose and aim of this project, what 
problem was it meant to solve in your eyes? 
• Alternatively: Was there a major change in the project since you were 
involved? Can you tell me more about this? 
With these questions, I developed a deeper understanding of the goals and 
aims of the project. Next, I transitioned into how the project was 
implemented: 
• Could you walk me through the development process that followed, how 
these original ideas were put into practice? 
– Can you remember a meeting or discussion that was key for you, 
that best illustrates the approach you took? 
If it was not mentioned already by the interviewee, I would ask about the role 
of data within this specific project: 
• Was, or is, gathering and/or analyzing data important for the project? 
– Can you explain what kind of data you collect, how you collect it, 
and how it is used? 
3. Contrasting example(s)/generalization 
After one project was explored in-depth, I explored how representative this 
project is for the work of my interviewees. Opening questions were: 
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• When you ‘zoom out’ and think about all the different projects you are 
involved in, would you say that project X is a good example to illustrate 
your work as a whole? 
– Are the purposes and aims of other projects you are working on 
similar to project X?/Are there different ways to archive these 
purposes? 
– Is there any project that you think is very different? If so, can you 
tell me more about it and how it is different for you? 
I also asked more specifically about the role of data again: 
• Beyond this specific example, would you say that there are certain 
categories of data that you are interested in, or certain types of data that 
are particularly interesting for mySociety in general? 
Because ‘structured’ and ‘machine-readable’ data was so prominent on 
mySociety’s websites, I often asked: 
• When I look at the descriptions online, a term that is often used is 
‘structured’ or ‘machine-readable’ data. Could you explain what it means 
and why it is important? 
– Maybe in relation to a specific project? 
4. Self-understanding and motivations 
In this part of the interview, I invited my interviewees to reflect on their self-
understanding and personal ambitions: 
• Would you say that there is something that you personally want to 
accomplish with your work? 
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• If you would have to give yourself a job title that would best describe 
what you are doing, what would it be? 
If it was not mentioned, I asked specifically about civic hacking or civic tech: 
• On the website, mySociety describes itself as a ‘civic tech organization’. 
Do you consider yourself as a civic hacker – why (not)? 
• What is civic hacking and civic tech about for you? 
– Is there a way for you to identify civic tech applications? 
After encouraging interviewees to generalize their personal motivations and 
practices, I asked about their views on mySociety as an organization: 
• We have now talked about the aims of the projects you are working on, 
and what you want to accomplish with your work. I would like to ask you 
to ‘zoom out’ again and think about mySociety as a whole: What do you 
see as the main mission of mySociety? 
– Is this a shared view, so do other members of mySociety view it 
in this way as well? 
– And is this the formal mission of the organization, of how the 
organization presents itself? 
In connection to these questions about the overall mission, I asked: 
• Do you think mySociety serves a public interest? 
– If so, how? 
Asking explicitly about serving a public interest was a helpful preparation for 
the next set of questions about the relation to other organizations. Moreover, 
I was interested in comparing how my interviewees describe the way they serve 
the public with traditional journalistic values. 
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5. Participatory mapping: Relation to other organizations 
How does my interviewee understand the larger network mySociety is 
involved in? Are there competitors? Does journalism play a role in these 
networks, and if so, how? To address this, I gave each interviewee a blank 
piece of paper and conducted participatory mapping (see Chapter 3). During 
the process, I ask questions like: 
• How would you describe the larger community mySociety is involved in? 
• Who do you consider as your peers or colleagues from other 
organizations? 
– For example, from the Open Knowledge Foundation or other 
NGOs, or public institutions? 
– Are there international organizations you consider as colleagues 
or partners? 
• Do you see them also as competitors? Or are there any other people or 
organizations that you see as competitors? 
– What are you competing for? 
If journalism was not mentioned, I asked: 
• How about journalists. Do you see them as partners or competitors, too? 
Or neither? 
– Can you explain why, or why not? 
– Are any of the tools you make specifically made for journalists? 
– Are you interested in whether journalists use the tools you create?  




After thanking my interviewees for their time and turning off the recording 
device, I asked: 
• Is there anything you would like to add? Anything important about 
mySociety and your work that we did not cover? 
• To whom should I talk to next? Can you help me to get in touch with 
them? 
As I was interested in learning some of the techniques they use in their work, 
I asked my interviewees for advice: 
• I think it would really expend my understanding of civic tech when I 
could learn to do it myself to some extent. Do you have any advice as to 
what kinds of skills I should learn and where I could pick them up? What 
skills are important to work at mySociety (such as any types of 
programming languages that are important)? What are your acquired 





Moderne samenlevingen worden, zo wordt vaak gesteld, steeds meer 
‘gedreven door data’. Dataficatie markeert een omslag van het werken met en 
vertrouwen op kleine representatieve steekproeven naar een gestage 
kwantificatie van het sociale leven, waarbij sociale handelingen continu 
worden omgezet in meetbare data. Of we de veelal revolutionaire retoriek rond 
dataficatie en big data als vanzelfsprekend beschouwen of niet, commerciële 
actoren, regeringen en wetenschappers zijn in toenemende mate afhankelijk 
van het verzamelen en analyseren van data. Hoewel er consensus bestaat over 
het idee dat dit aanzienlijke gevolgen heeft voor de sociale constellaties die wij 
vormen, zijn de implicaties ervan voor de democratie, en verschillende 
groepen daarbinnen, zeer omstreden. 
Dit proefschrift onderzoekt hoe data democratische publieken beïnvloedt 
door te kijken naar de praktijken en social imaginaries van twee groepen actoren 
die het gebruik van kwantitatieve technieken faciliteren op twee kernterreinen 
in de publieke sfeer: data-activisten en datajournalisten. Data-activisme omvat 
het activisme in de open data en civic tech-bewegingen dat zich richt op het 
ontwikkelen van projecten die het makkelijker maken voor burgers om zich te 
engageren met autoriteiten. Voorbeelden hiervan zijn websites die 
parlementaire toespraken toegankelijker maken of hulp bieden bij het indienen 
van verzoeken bij publieke instituties in het kader van vrijheid van informatie. 
Het label datajournalistiek wordt gebruikt voor het beschrijven van alle 
vormen van journalistiek waarbij er met kwantitatieve data wordt gewerkt, 
d.w.z. om onderzoeksreportages te ondersteunen of om interactieve 





Datajournalisten en data-activisten kunnen worden beschouwd als 
‘pioniersgemeenschappen’ die als voorbeeld fungeren voor andere journalisten 
of actoren uit het maatschappelijk middenveld. Daarnaast hebben 
datajournalisten en data-activisten een nauwe onderlinge band ontwikkeld, 
omdat zij beiden afhankelijk zijn van data en een publieke dienst willen leveren. 
Omdat het waarschijnlijk is dat de door pioniersgemeenschappen ontwikkelde 
praktijken op grotere schaal zullen worden toegepast, verschaft het bestuderen 
van de manieren waarop deze actoren elkaar kunnen aanvullen relevante 
inzichten in hoe data de verhouding tussen de journalistiek en de samenleving 
in bredere zin kan veranderen. Toch hebben data-activisme en de 
verhoudingen tussen data-activisten en datajournalisten tot nu toe nog niet 
veel aandacht gekregen in media- en journalism studies. 
In dit proefschrift onderzoek ik de praktijken en visies van deze actoren, 
beginnend met een uitgebreide literatuurstudie (Hoofdstuk 2). Ik behandel 
drie aspecten die relevant zijn voor het analyseren van datajournalisten en data-
activisten als aan elkaar gerelateerde pioniersgemeenschappen. Als eerste 
bespreek ik de historische ontwikkelingen van deze praktijken, waarbij ik uitleg 
hoe datajournalisten en data-activisten zich tot ‘pioniers’ hebben ontwikkeld 
en hoe zij bepaalde tradities voortzetten dan wel doorbreken. Als tweede ga ik 
in op studies naar de relatie tussen datajournalisten en actoren uit de 
technologiesector die hun oorsprong vinden in de open source-cultuur 
(programmeurs, computerwetenschappers, enzovoort). Als derde ga ik na hoe 
het concept van monitorial citizenship zich verhoudt tot deze actoren en bespreek 
ik de implicaties daarvan voor deze studie. 
De methodologische aanpak van deze studie is voornamelijk kwalitatief, multi-
methodologisch en geïnspireerd op practice theory (Hoofdstuk 3). Om het veld 




werk verricht op conferenties en workshops, en gebruikgemaakt van Digital 
Methods. De verzameling en analyse van de data is ingegeven door een 
constructivistische grounded theory benadering, en is gebaseerd op interviews, 
inhoudsanalyse, en participatieve mapping om de verwikkelingen tussen 
datajournalisten en data-activisten grondig te bestuderen. Ik heb drie case 
studies uitgevoerd (Hoofdstukken 4-6). De eerste twee case studies 
(Hoofdstukken 4-5) zijn gericht op de non-profitorganisaties die zich 
bevinden in het veld van data-activisme, de derde (Hoofdstuk 6) vergelijkt 
data-activisten met van datajournalisten om na te gaan hoe deze groepen met 
elkaar zijn verweven. In de drie case studies beantwoord ik twee 
onderzoeksvragen: 
Wat is de rol van data in de social imaginaries en praktijken van data-activisten en 
datajournalisten? 
De bevindingen van deze studie tonen aan dat datajournalisten en data-
activisten geen nieuwe social imaginaries rond data bedenken; hoe zij data zien 
en gebruiken is in lijn met de twee reeds gevestigde begrippen van de 
participatieve cultuur en de journalistieke gate-keeping. Wat nieuw is, is dat 
data wordt ingezet om deze begrippen op innovatieve manieren te 
implementeren. In Hoofdstukken 4-5 beschrijf ik hoe data-activisten zich 
bezighouden met het uitdenken en -voeren van wat een ‘data-gedreven’ vorm 
van de participatieve cultuur kan worden genoemd, waarin data wordt gezien 
als een middel ter bevordering van democratische betrokkenheid en wordt 
ingezet om burgers te faciliteren om autoriteiten te benaderen. Data-activisten 
willen met behulp van hun tools de drempel voor burgers verlagen om gebruik 
te maken van overheidsdiensten. Dit moet besluitvormingsprocessen 
transparanter, participatiever en uiteindelijk representatiever maken. Data-




zoals maatschappelijke belangengroepen en professionele journalisten, in staat 
te stellen om dat doeltreffender te doen. 
In Hoofdstuk 4 onderzoek ik de social imaginaries van activisten die gelieerd zijn 
aan de Open Knowledge Foundation Germany (OKF DE), en de implicaties 
van deze verbeeldingen voor de publieken die zij beogen te dienen. Ik laat zien 
hoe activisten een aantal kernpraktijken van open source (zoals het delen van 
broncode) overnemen en deze toepassen op het genereren, gebruiken en 
analyseren van data om zodoende de relatie tussen overheden en hun 
publieken te veranderen. De OKF DE beschouwt onbewerkte data 
bijvoorbeeld als een vorm van broncode, waarvan de interpretatie en het 
hergebruik kennis genereren. Het openlijk delen van onbewerkte data (net 
zoals de open source beweging softwarecode deelt) zou burgers in staat stellen 
om op basis van eigen interpretaties van de door overheden verzamelde data 
beslissingen te nemen, en te rechtvaardigen. Uit mijn bevindingen blijkt hoe 
open data-activisten alternatieve social imaginaries rond dataficatie verwerven en 
een nieuw begrip ontwikkelen voor gezamenlijke kenniscreatie en -distributie 
binnen gedataficeerde publieken. 
In Hoofdstuk 5 bestudeer ik hoe een andere civic tech-organisatie, de Britse 
ngo mySociety, data inzet om een visie van een meer participatieve cultuur te 
realiseren. Ik laat zien dat de manieren waarop leden van mySociety data zien 
en benutten erop gericht zijn om de agency van publieken ten opzichte van 
overheden uit te breiden. Het hergebruiken en creëren van data stelt mySociety 
in staat om tussen overheden en publieken te bemiddelen. Hun diensten 
moeten fungeren als 'lagen' tussen de burgers en de door overheden gevolgde 
wettelijke en bureaucratische procedures. In wezen herinterpreteert mySociety 
hoe bestaande rechtskaders en openbare diensten 'idealiter' zouden moeten 




geïmplementeerd. Hun tools en diensten zijn veelal gericht op het scheppen 
van een soort 'datatransparantie' die de prestaties van overheden op nieuwe 
manieren inzichtelijker maakt voor het publiek. Hun vrijheid van informatie-
websites publiceren bijvoorbeeld alle reacties van autoriteiten op verzoeken 
om vrijheid van informatie. Zodoende worden de toepassingen van het 
wettelijk recht op vrijheid van informatie openbaar en zichtbaar. Dit stimuleert 
autoriteiten om te reageren op de verzoeken van mySociety en helpt burgers 
om beter te begrijpen hoe ze gebruik kunnen maken van de wet. Daarnaast 
moet het ervoor zorgen dat de relatie de tussen autoriteiten en het publiek 
collaboratiever en representatiever wordt. 
In Hoofdstuk 6 onderzoek ik de praktijken en verbeeldingen van 
datajournalisten. Ik laat zien dat de ideeën die zij hebben rond data variëren en 
afhankelijk zijn van hun opleiding en de organisatorische setting waarin zij 
werken. We kunnen onderscheid maken tussen grofweg twee belangrijke 
praktijken. De eerste daarvan is het inzetten van data ter ondersteuning van 
traditionele journalistieke gate-keeping. Gate-keeping is het selecteren en 
communiceren van maatschappelijk relevante informatie. De tweede praktijk 
houdt in dat data wordt ingezet om anderen in staat te stellen actie te 
ondernemen – een praktijk die weliswaar is ontwikkeld door data-activisten, 
maar ook zichtbaar is onder datajournalisten. De wijze waarop deze twee 
praktijken, d.w.z. gate-keeping en het faciliteren van anderen, elkaar kunnen 
aanvullen, is cruciaal voor het behandelen van de tweede onderzoeksvraag: 
Op welke punten convergeren en divergeren de praktijken en social imaginaries van 
datajournalisten en data-activisten, en hoe bepaalt dit hun onderlinge verwevenheid? 
De bevindingen in Hoofdstuk 6 laten zien dat de grenzen tussen data-




praktijken en waarden toe die vergelijkbaar zijn met die van data-activisten, en 
combineren die met journalistieke gate-keeping. Ik beschrijf hoe data-
activisten en datajournalisten elkaar zien als complementair, wat soms zorgt 
voor naadloze samenwerkingen binnen de projecten waar ze zich mee 
bezighouden. Ik geef voorbeelden van journalistieke onderzoeksprojecten die 
data-activisten op ideeën brengen voor nieuwe applicaties en situaties waarin 
data-activisten tools ontwikkelen voor journalisten. 
De resultaten van dit onderzoek tonen aan dat datajournalisten en data-
activisten een bepaalde praktijkgemeenschap of configuratie vormen, d.w.z. 
een netwerk van menselijke actoren dat gestoeld is op in elkaar grijpende 
praktijken en gedeelde waarden. Naast data-activisten identificeer ik drie 
groepen actoren die werkzaam zijn binnen de professionele journalistiek maar 
verschillen in de relatieve nadruk die ze leggen op gate-keeping en faciliteren: 
Normaliseerders, Experimenteerders en Vertalers. Normaliseerders zijn 
datajournalisten met een formele journalistieke opleiding die werkzaam zijn in 
gevestigde nationale nieuwsorganisaties. Van de drie genoemde groepen 
leggen Normaliseerders de meeste nadruk op gate-keeping. Zij zetten data in 
op manieren die reeds lang bestaande ideeën rond professionele 
onderzoeksjournalistiek onderschrijven. Data wordt door Normaliseerders 
gezien en gebruikt als een middel om journalistiek te bedrijven op min of meer 
dezelfde manier waarop die al tientallen jaren is bedreven, maar dan wel 
efficiënter en op grotere schaal. 
Experimentateerders en Vertalers nemen een afwijkende positie in en 
combineren gate-keeping met faciliteren. Vertalers zijn actief in zowel de 
journalistiek als het civic tech-veld en werken binnen nieuwsorganisaties op 
plekken waar die twee velden elkaar kruisen. Een voorbeeld hiervan dat ik 




redactie die zowel de professionele onderzoeksjournalistiek wil verbeteren als 
de burger wil leren om zelf journalist te worden. Enerzijds is Correctiv dus 
geïnteresseerd in het faciliteren van anderen om eigen onderzoeken te doen, 
en biedt het hulpmiddelen en trainingen. Tegelijkertijd is hetgeen dat Correctiv 
wil vergemakkelijken niet het engagement tussen gewone burgers en hun 
regeringen, maar journalistieke gate-keeping. Gate-keeping en faciliteren 
moeten elkaar wederzijds versterken. De meeste leden van de laatste groep, 
die van de Experimenteerders, hebben een achtergrond in de 
technologiesector en plaatsen vraagtekens bij wat professionele journalistiek 
inhoudt en waar haar grenzen liggen. Hoewel ze werkzaam zijn in 
mediaorganisaties, benadrukken ze het faciliteren meer dan journalistieke gate-
keeping. Zij willen net als data-activisten hun gebruikers in staat stellen om 
zelf kwesties te verkennen. Het belangrijkste verschil tussen 
Experimentateerders en Vertalers is dat de eersten doorgaans niet andere 
journalisten willen faciliteren in het uitvoeren van hun eigen onderzoeken. 
Hoewel ‘participatieve cultuur’ (die de basis vormt voor faciliterende 
praktijken) en ‘journalistieke gate-keeping’ meestal worden opgevat als twee 
elkaar uitsluitende concepten (de één zorgt voor open participatie, de ander 
voor professionele controle), laten mijn bevindingen zien dat de praktijken en 
waarden die aan deze concepten ten grondslag liggen elkaar op innovatieve 
wijze kunnen aanvullen. De groeiende afhankelijkheid van data zorgt ervoor 
dat faciliteren en gate-keeping in elkaar grijpen en in een continuüm kunnen 
bestaan. Data wordt gebruikt om zowel de journalistieke gate-keeping te 
versterken als gebruikers te faciliteren. Dit heeft belangrijke implicaties voor 
de theorievorming rond dataficatieprocessen, en voor hoe wij die zouden 
moeten bestuderen. Op methodologisch vlak stel ik dat we meer aandacht 




configuraties, zoals die tussen data-activisten en datajournalisten. Op 
theoretisch vlak moeten we voorzichtig zijn in ons gebruik van reeds 
bestaande concepten bij het verklaren van transformaties die momenteel nog 
aan de gang zijn. Nieuwe configuraties stellen bestaande concepten op de 
proef, en het simpelweg gelijkstellen van data-activisme aan participatieve 
cultuur, of datajournalistiek aan gate-keeping, gaat voorbij aan het feit dat deze 
actoren verschillende opvattingen van burgerschap met elkaar combineren, en 
aan de diverse manieren waarop zij dat doen. 
Een toekomstige kritische studie naar dataficatie zal zowel empirisch 
onderzoek als normatieve theorie vereisen. Empirisch onderzoek naar de 
praktijken en verbeeldingen van pioniersgemeenschappen, zoals het hier 
gepresenteerde onderzoek, kan zowel normatieve debatten als de 
pioniersgemeenschappen zelf van nuttige informatie voorzien. Onderzoekers 
die geïnteresseerd zijn in normatieve kwesties rond dataficatie en 
pioniersgemeenschappen hebben vergelijkbare doelen: het behouden of 
uitbreiden van reeds lang bestaande ideaalbeelden van democratie, gelijkheid 
en verantwoordelijkheid. Empirisch onderzoek kan helpen bij het ontwikkelen 
van meer inzicht in de manieren waarop dataficatie van invloed is op de 
waarden die we willen behouden of uitbreiden, en zodoende een dialoog 
bewerkstelligen tussen verschillende groepen met overlappende belangen. Ik 
heb laten zien hoe een dergelijke empirische benadering kan worden ingezet, 
en hoop daarmee een relevante bijdrage te hebben geleverd aan de huidige 




From news recommendations to smart cities, our lives are increasingly 
affected by the aggregation of data. In this dissertation, I study how 
this growing reliance on data affects democratic visions and practices 
by looking at the practices, self-understandings, and visions of data 
journalists and data activists. These actors are particularly relevant 
because they are pioneers for how data is employed in key areas of 
democratic publics: journalism and civil society. Data journalists and 
data activists act as exemplars for other journalists and civil society 
actors, and thereby shape their perception and use of data. In addition, 
data journalists and data activists have developed a close relationship 
with each other because both rely on data, and aspire to provide a 
public service that empowers citizens. I examine how they are able to 
collaborate and complement each other, and reflect on the broader 
implications of their entanglements for the relationship between 
journalism and civil society.
The dissertation is based on three case studies. The first study shows 
how data activists draw on open source culture, and envision that 
freely available government data increases transparency and makes 
governments more participatory and representative. The second study 
examines how data activists attempt to enable the public to more 
easily engage with authorities, using data. The third study shows how 
the practices of data journalists and data activists interlock and range 
from the aim to steer public debates by highlighting important issues 
via gatekeeping on the one hand, to facilitating the actions of citizens 
on the other. Throughout these three case studies, I show that the 
growing reliance of data in journalism and civil society affects both 
how, and by whom, older democratic visions and notions of journalism 
are being implemented.
