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Abstract
We prove three results on pure resolutions of vector bundles on projective spaces.
First, we show that there are simple vector bundles of rank n on Pn with arbitrary
homological dimension. We then analyze the pure resolutions given by the sheafification
of the Koszul complex of a certain algebra and by the sheafification of the minimal
free resolution of a compressed Gorenstein Artinian graded algebra, proving that their
syzygies are simple vector bundles. Our main tool is a result originally established by
Brambilla, for which we give an alternative proof using representations of quivers.
1 Introduction
Vector bundles over algebraic varieties play a central role in algebraic geometry. They
have important applications in complex geometry, representation theory and mathematical
physics.
Vector bundles over projective spaces are particularly important, and many interesting
problems are still open. For instance, there are few known examples, in characteristic zero,
of non splitting vector bundles on Pn of rank r, with 2 ≤ r ≤ n−1. They are: the Horrocks-
Mumford bundle of rank 2 on P4 [14]; Horrocks’ parent bundle of rank 3 on P5 [13]; he
instanton bundles of rank 2n on P2n+1, see for instance [2]; Sassakura’s rank 3 on P4 vector
bundle [1]; the weighted Tango bundles of rank n− 1 on Pn [7], that generalizes the Tango
bundle [24]; and more recently the rank 3 vector bundles on P4, constructed by Kumar,
Peterson e Rao [18].
A result of Bohnhorst and Spindler provides a link between low rank bundles and resolu-
tions by sums of line bundles. More precisely, let E be a vector bundle over Pn. A resolution
of E is an exact sequence
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0 // Fd // Fd−1 // · · · // F1 // F0 // E // 0 (1)
where every Fi splits as a direct sum of line bundles.
One can show that every vector bundle on Pn admits resolution of the form (1), see [16,
Proposition 5.3]. The minimal number d of such resolution is called homological dimension
of E, and it is denoted by hd(E). Bohnhorst and Spindler proved the following two results,
[4, Proposition 1.4] and [4, Corollary 1.7], respectively.
Proposition 1.1. Let E be a vector bundle on Pn. Then
hd(E) ≤ d⇐⇒ Hq∗(E) = 0,∀ 1 ≤ q ≤ n− d− 1.
Proposition 1.2. Let E be a non splitting vector bundle on Pn. Then
rk(E) ≥ n+ 1− hd(E).
This last Proposition tell us that in order to construct vector bundles of low rank, one
must be able to study and construct vector bundles with high homological dimension; this
is the main point of our paper.
Consider the short exact sequences from the resolution (1).
0 // Si+1 // Fi // Si // 0
for i = 0, · · · , d1, where Sd = Fd and S0 = E. The vector bundle Si is called the i−th syzygy
of E.
We say E has a pure resolution of type (d0, · · · , dp), with d0 < d1 < · · · < dp, if it is given
by
0 // OPn(−dp)βp // · · · // OPn(−d1)β1 // OPn(−d0)β0 // E // 0 (2)
up to twist, where βi is the i−th total Betti number of E, i = 0, · · · , p.
This definition is analogous to the definition of pure resolutions of modules over a commu-
tative ring. For references on this topic, see [5]. Pure resolutions are being studied recently
by many authors, see for instance Boij and Soderberg [5], Eisenbud, Floystad and Weyman
[9, 11], Eisenbud and Schreyer [10] and the references therein. Several conjectures about
pure resolutions are proposed and proved in these articles. Such problems are, however,
beyond the scope of this paper.
The first main result of this paper, proved in Section 3, states that one can construct
simple vector bundles of rank n on Pn given by pure resolutions with any homological di-
mension.
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Theorem 1.3. Let n ∈ Z be an integer with n ≥ 4. For each 1 ≤ l ≤ n − 1, there exists a
simple vector bundle E on Pn, with rank n and hd(E) = l, given by resolution
0 // OPn(−d0) α0 // On+1Pn α1 // OPn(d2)2n α2 // . . .
. . .
αdl−1 // OPn(dl)2n αl // E // 0
for integers d0, d1, · · · , dl with d0 > 0, d1 = 0 < d2 < · · · < dl.
This Theorem is proved by induction on l using a result originally established by Bram-
billa in [6, Theorem 4.3]; for the sake of completeness, we provide a new proof of Brambilla’s
theorem, albeit using different methods, namely a functorial correspondence between the
so-called cokernel bundles and representations of a certain quiver, in Section 2.
The second goal of our paper, which also arises as an application of Brambilla’s theorem,
is trying to determine when the syzygies in a pure resolution of the form (2) are simple
vector bundles. We prove two results in this direction.
First, let R = k[x0, · · · , xn] be the ring of polynomials in n + 1 variables, and let
{f1, · · · , fn+1} be a generic regular sequence of forms of degree d. Let I = (f1, · · · , fn+1) be
the ideal generated by the forms and Pn = Proj(R). Sheafifying the corresponding Koszul
complex we have the following minimal free resolution.
0 // OPn(−(n+ 1)d) α
t
// OPn(−nd)n+1 // . . . // OPn(−d)n+1 // OPn // 0 (3)
where α : OPn(−d)n+1 → OPn is the map given by the forms. Our next result, proved in
Section 4, guarantees that its syzygies are simple vector bundles.
Theorem 1.4. Consider the short exact sequences in complex (3).
0 // OPn(−(n+ 1)d) // OPn(−nd)(
n+1
n ) // F1 // 0
0 // F1 // OPn(−(n− 1)d)(
n+1
n−1) // F2 // 0
...
0 // Fn−2 // OPn(−2d)(
n+1
2 ) // Fn−1 // 0
3
0 // Fn−1 // OPn(−d)n+1 // OPn // 0
Each Fi is a simple vector bundle of rank rk(Fi) =
(
n
i
)
, 1 ≤ i ≤ n− 1.
Now let J = (f1, · · · , fα1) be an ideal of R generated by α1 forms of degree t + 1, such
that R/J is a compressed Gorenstein Artinian graded algebra of embedding dimension n+1
and socle degree 2t. Using the Proposition [19, Proposition 3.2], sheafifying the minimal free
resolution of R/J , we have
0 // OPn(−2t− n− 1) // OPn(−t− n)αn // OPn(−t− n+ 1)αn−1 // · · · (4)
· · · // OPn(−t− p)αp // · · · // OPn(−t− 2)α2 // OPn(−t− 1)α1 β // OPn // 0
where β is the map given by the α1 forms of degree t+ 1 and
αi =
(
t+ i− 1
i− 1
)(
t+ n+ 1
n+ 1− i
)
−
(
t+ n− i
n+ 1− i
)(
t+ n
i− 1
)
, for i = 1, · · · , n.
Finally, applying the same ideas we have the last main result of the paper, proved in
Section 5.
Theorem 1.5. Consider the short exact sequences on (4).
0 // OPn(−2t− n− 1) // OPn(−t− n)αn // F1 // 0 (5)
0 // F1 // OPn(−t− n+ 1)αn−1 // F2 // 0
...
0 // Fn−p // OPn(−t− p)αp // Fn−(p−1) // 0
...
0 // Fn−1 // OPn(−t− 1)α1 // OPn // 0
Then for each 1 ≤ i ≤ n− 1, Fi is simple.
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2 Representations of quivers and cokernel bundles
In this section we want to show how cokernel bundles can be related to representations
of the so-called Kronecker quiver, and provide a new proof of Brambilla’s result [6].
2.1 Representations of quivers
We begin by revising some basic facts about representations of quivers. Let k be an
algebraically closed field with characteristic zero. A quiver Q consists on a pair (Q0, Q1)
of sets where Q0 is the set of vertices and Q1 is the set of arrows and a pair of maps
t, h : Q1 → Q0 the tail and head maps. An example is the Kronecker quiver, denoted Kn,
which consists of 2 vertices and n arrows.
•
1 //
...
n
//
• (6)
A representation A = ({Vi}, {Aa})of Q consists of a collection of finite dimensional
k−vector spaces {Vi; i ∈ Q0} together with a collection of linear maps {Aa : Vt(a) → Vh(a); a ∈
Q1}. A morphism f between two representations A = ({Vi}, {Aa}) and B = ({Wi}, {Ba}) is
a collection of linear maps {fi} such that for each a ∈ Q1 the diagram bellow is commutative
Vt(a)
Aa //
ft(a)

Vh(a)
fh(a)

Wt(a) Ba
//Wh(a)
With these definitions, representations of Q form an abelian category hereby denoted by
Rep(Q).
The Euler form on ZQ0 is a bilinear form associated to Q, given by
< α, β >=
∑
i∈Q0
αiβi −
∑
a∈Q1
αt(a)βh(a).
The Tits form is the corresponding quadratic form, given by
q(α) =< α, α > .
For instance, if Q = Kn and α = (a, b) ∈ Z2 the Tits form is q(α) = a2 + b2 − nab.
To a given representation A of Q we associate a dimension vector α ∈ ZQ0 whose entries
are αi = dimVi. We say that a dimension vector α ∈ ZQ0 is Schur root if there exists a
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representation A with dimension vector α such that Hom(A,A) = k. Note that the condition
Hom(A,A) = k is an open condition in the affine space of all representations with fixed
dimension vector, thus if α is a Schur root, then Hom(A,A) = k for a generic representation
with dimension vector α. A reference for generic representations and Schur roots is [23]. For
more information about roots and root systems, we refer to [17].
The following two facts will be very relevant in what follows.
Lemma 2.1. For any quiver Q, if α is a dimension vector satisfying q(α) > 1, then every
representation with dimension vector α is decomposable.
Proposition 2.2. Let Q be the Kronecker quiver with n ≥ 3, and let α ∈ Z2 be a dimension
vector. If q(α) ≤ 1, then α is a Schur root. In particular, if q(α) ≤ 1, then the generic
representation of Q with dimension vector α is indecomposable.
2.2 Cokernel bundles
The next definition is due to Brambilla in [6]. Fix for simplicity k = C. Let E and F be
vector bundles on Pn, n ≥ 2, satisfying the following conditions:
(1) E and F are simple, that is, Hom(E,E) = Hom(F,F) = C;
(2) Hom(F,E) = 0;
(3) Ext1(F,E) = 0;
(4) the sheaf E∗ ⊗ F is globally generated;
(5) W = Hom(E,F ) has dimension w ≥ 3.
Definition 2.3. A cokernel bundle of type (E,F ) on Pn is a vector bundle C with resolution
of the form
0 // E⊕a α // F⊕b // C // 0 (7)
where E,F satisfy the conditions (1) through (5) above, a, b ∈ N and b rkF − a rkE ≥ n.
To simplify the notation we will write Ea instead of E⊕a and so on. Cokernel bundles of
type (E,F ) form a full subcategory of the category of coherent sheaves on Pn; this category
will be denoted by C(Pn). Below we have some examples of cokernel bundles.
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1. Bundle given by exact sequence
0 // OPn(−d)a α // ObPn // C // 0
with d ≥ 1. The map α is given by a matrix of forms of degree d.
2. The bundle
0 // Ωp(p)c α // ObPn // C // 0
where 0 < p ≤ n and α is a matrix given by p−forms.
Let us now see how cokernel bundles are related to quivers. Fix a basis σ = {σ1, · · · , σw}
of Hom(E,F ).
Definition 2.4. A representation A = ({Ca,Cb}, {Ai}wi=1) of Kw is (E,F, σ)−globally in-
jective when the map
α(P ) :=
w∑
i=1
Ai ⊗ σi(P ) : Ca ⊗ EP → Cb ⊗ FP
is injective for every P ∈ Pn; here, EP and FP denote the fibers of E and F over the point
P , respectively.
(E,F, σ)−globally injective representations of Kw form a full subcategory of the category
of representations of Kw; we denote it by Rep(Kw)
gi. From now on, since (E,F, σ) are fixed,
we will just refer to globally injective representations. It is a simple exercise to establish the
following properties of Rep(Kw)
gi.
Lemma 2.5. The category Rep(Kw)
gi is closed under sub-objects, i.e. every subrepresenta-
tion A′ of a representation A in Rep(Kw)gi is also in Rep(Kw)gi.
Lemma 2.6. The category Rep(Kw)
gi is exact, i.e. Rep(Kw)
gi is closed under extentions
and under direct summands.
Our next result relates the category of globally injective representations of Kw to the
category of cokernel bundles.
Theorem 2.7. For every choice of basis σ of Hom(E,F ), there is an equivalence between
Rep(Kw)
gi, the category of (E,F, σ)−globally injective representations of Kw, and C(Pn) the
category of cokernel bundles of type (E,F ).
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Proof. Given a basis σ of Hom(E,F ), we construct a functor Lσ : Rep(Kw)
gi → C(Pn) and
show that it is essentially surjective and fully faithfull.
Let A = ({Ca,Cb}, {Ai}wi=1) be a globally injective representation of Kw. Define a map
α : Ea → F b given by
α = A1 ⊗ σ1 + · · ·+ Aw ⊗ σw.
Since A is globally injective, we have that dim cokerα(P ) = b rkF − a rkE for each P ∈ Pn.
Therefore α is injective as a map of sheaves, and C := cokerα is a cokernel bundle.
Now given two globally injective representations A = ({Ca,Cb}, {Ai}wi=1) and B =
({Cc,Cd}, {Bi}wi=1), and a morphism f = (f1, f2) between them, let Lσ(A) = C1, Lσ(B) = C2
be the cokernel bundles and α1, α2 the maps associated to A and B, respectively. We want
to define a morphism Lσ(f) : C1 → C2.
Since we have f1 : Ca → Cc, f2 : Cb → Cd, we have maps f ′1 = f1 ⊗ 1E ∈ Hom(Ea, Ec)
and f
′
2 = f2 ⊗ 1F ∈ Hom(F b, F d). Consider the diagram
0 // Ea
f
′
1

α1 // F b
f
′
2 
pi1 // C1 //


 0
0 // Ec
α2 // F d
pi2 // C2 // 0
(8)
where pi1, pi2 are the projections. Applying the left exact contravariant functor Hom(−, C2)
to the upper sequence on (8) we find a map φ ∈ Hom(C1, C2) and we define Lσ(f) := φ.
Now given C an object of C(Pn) we take α = ∑wi=1Ai ⊗ σi, with Ai ∈ Hom(Ca,Cb), i =
1, · · · , w. Then we have that A = ({Ca,Cb}, {Ai}wi=1) is a globally injective representation
of Rep(Kw) such that F (A) = C. Therefore Lσ is essentially surjective.
Finally, we need to prove that Lσ is fully faithful. To check that it is full, given φ ∈
HomC(Pn)(Lσ(A), Lσ(B)) we want f = (f1, f2) ∈ HomRep(Kw)g.i(A,B) such that F (f) = φ.
Let φ˜ = φpi1 ∈ Hom(F b, C2). Let us apply the left exact covariant functor Hom(F b,−) to
the lower sequence on (9).
0 // Ea
f
′
1



α1 // F b
f
′
2 


pi1 // C1 //
φ

0
0 // Ec
α2 // F d
pi2 // C2 // 0
(9)
We have
0 // Hom(F b, Ec)
ρ1 // Hom(F b, F d)
ρ2 // Hom(F b, C2) // Ext
1(F b, Ec)
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since Hom(F b, Ec) = Ext1(F b, Ec) = 0 then
ρ2 : Hom(F
b, F d)→ Hom(F b, C2) (10)
is an isomorphism, so there is a morphism f
′
2 ∈ Hom(F b, F d) such that
ρ2(f
′
2) = pi2f
′
2 = φpi1
with f
′
2 = f2 ⊗ 1F and f2 ∈ Hom(Cb,Cd).
Consider ˜˜φ = f
′
2α1 ∈ Hom(Ea, F d). Applying the left exact covariant functor Hom(Ea,−)
to the lower sequence on (9) we get
0 // Hom(Ea, Ec)
γ1 // Hom(Ea, F d)
γ2 // Hom(Ea, C2) // · · ·
Once we have an exact sequence,
γ2(f
′
2α1) = pi2f
′
2α1 = φpi1α1 = 0
then f
′
2α1 ∈ ker γ2 = im γ1, and there is a map f ′1 ∈ Hom(Ea, Ec) such that γ1(f ′1) = α2f ′1 =
f
′
2α1 and f
′
1 = f1 ⊗ 1E with f1 ∈ Hom(Ca,Cc).
Since α1 =
∑w
i=1Ai ⊗ σi, α2 =
∑w
i=1Bi ⊗ σi, α2f
′
1 = f
′
2α1, and σ is a basis then
f2Ai = Bif1, i = 1, · · · , w, thus f = (f1, f2) ∈ HomRep(Kw)g.i(A,B).
Now we need to prove that Lσ(f) = φ. Suppose Lσ(f) = φ such that φpi1 = pi2f
′
2 = φpi1.
Then (φ− φ)pi1 = 0 and C1 = impi1 ⊂ ker(φ− φ) therefore φ = φ.
To prove that the functor is faithful, we must show that Lσ : HomRep(Kw)g.i(A,B) →
HomC(PnC)(Lσ(A), Lσ(B)) is injective. Let f = (f1, f2), g = (g1, g2) ∈ Hom(A,B) be mor-
phisms such that Lσ(f) = φ1 = φ2 = Lσ(g), that is, φ1 − φ2 = 0.
0 // Ea
f
′
1−g
′
1

α1 // F b
f
′
2−g
′
2 
pi1 // C1 //
0

0
0 // Ec
α2 // F d
pi2 // C2 // 0
(11)
Given φ1 − φ2 = 0 ∈ Hom(C1, C2), doing the same construction as before,
0pi1 = 0 ∈ Hom(F b, C2) ' Hom(F b, F d)
with isomorphism given by ρ2 in (10). Since
ρ2(f
′
2 − g
′
2) = pi2 ◦ (f
′
2 − g
′
2) = 0
9
then f
′
2 − g′2 = 0 and so f ′2 = g′2. Similarly, 0α1 = 0 ∈ Hom(Ea, F d) and
γ1(f
′
1 − g
′
1) = α2(f
′
1 − g
′
1) = 0α1 = 0.
Since γ1 injective, f
′
1 − g′1 = 0, then f ′1 = g′1. Therefore Lσ is faithful.
Remark 2.8. Note that the functor Lσ depends on the choice of basis σ. Let σ
′ be another
basis for Hom(E,F ). Let Lσ′ be the equivalence functor equivalence between the category
of (E,F, σ′)-globally injective representations of Kw and the cokernel bundles on Pn. Then if
G is the inverse functor of Lσ′ we have that the functor G◦Lσ′ gives an equivalence between
the categories (E,F, σ)- and (E,F, σ′)−globally injective representations of Kw.
Lemma 2.9. For any choice of basis σ, the functor Lσ : Rep(Kw)
gi → C(Pn) defined above
is additive and exact. In particular, if R = R1 ⊕ R2 is a globally injective representation,
then Lσ(R) ' Lσ(R1)⊕ Lσ(R2).
Proof. Checking the additivity of Lσ is a simple exercise. We show its exactness in detail.
Let us prove that Lσ preserves exact sequences. Let R1 = ({Ca1 ,Cb1}, {Ai}), R2 =
({Ca2 ,Cb2}, {Bi}) and R3 = ({Ca3 ,Cb3}, {Ci}) be globally injective representations of Kw
and let f : R1 → R2 and g : R2 → R3 be morphisms such that the sequence
0 // R1
f // R2
g // R3 // 0
is exact. We want to prove that
0 // C1
ϕ // C2
ψ // C3 // 0
is also exact, where Ci = Lσ(Ri), i = 1, 2, 3 and ϕ = Lσ(f), ψ = Lσ(g). From the exact
sequence of representations we get
0

0

0



0 // E⊕a1
α1 //
1E⊗f1

F⊕b1
pi1 //
1F⊗f2

C1
ϕ

// 0
0 // E⊕a2
α2 //
1E⊗g1

F⊕b2
pi2 //
1F⊗g2

C2 //
ψ

0
0 // E⊕a3
α3 //

F⊕b3
pi3 //

C3 //


 0
0 0 0
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We need to show that ϕ is injective and ψ is surjective.
• ψ is surjective:
It follows from the fact that pi3(1F ⊗ g2) is surjective.
• ϕ is injective.
Let us suppose ϕ(s) = 0, s ∈ C1. Then s = pi1(v), v ∈ F b1 and
0 = ϕpi1(v) = pi2(1F ⊗ f2)(v).
Since ker pi2 = imα2, there is u ∈ Ea2 such that
(1F ⊗ f2)(v) = α2(u) (12)
Note that
α3(1E ⊗ g1)(u) = (1F ⊗ g2)(α2)(u) = (1F ⊗ g2)(1F ⊗ f2)(v) = 0
and since α3 is injective, (1E ⊗ g1)(u) = 0 so u = (1E ⊗ f1)(u′) with u′ ∈ Ea1 . We have
α2(u) = α2(1E ⊗ f1)(u′) = (1F ⊗ f2)α1(u′).
From (12) we have (1F ⊗ f2)(v) = (1F ⊗ f2)(α1(u′)). Since (1F ⊗ f2) is injective, it follows
that v = α1(u
′) therefore
s = pi1(v) = pi1α1(u
′) = 0.
Now suppose R = R1⊕R2. Let us prove that Lσ(R1⊕R2) = Lσ(R1)⊕Lσ(R2). We have
the short exact sequence
0 // R1
iR1 // R1 ⊕R2
piR2 // R2
iR2
oo
// 0
where iRj is the inclusion and piRj the projection, j = 1, 2. Since the sequence above is split,
piR2 ◦ iR2 = 1R2 . Now since Lσ is an exact functor, we have
0 // Lσ(R1)
Lσ(iR1 )// Lσ(R1 ⊕R2)
Lσ(piR2 )// Lσ(R2) //
Lσ(iR2 )
oo
0 (13)
Then
Lσ(piR2 ◦ iR2) = Lσ(piR2) ◦ Lσ(iR2) = Lσ(1R2) = 1Lσ(R2)
therefore the sequence (13) is split. Hence Lσ(R1 ⊕R2) ' Lσ(R1)⊕ Lσ(R2).
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We are finally ready to establish the main result of this section, a new proof for a result
due to Brambilla, cf. [6, Theorem 4.3].
Theorem 2.10. Let C be a cokernel bundle of type (E,F ), given by the resolution
0 // Ea α // F b // C // 0 , (14)
and let w = dim Hom(E,F ).
(i) If C is simple, then a2 + b2 − wab ≤ 1
(ii) If a2 + b2−wab ≤ 1, then there exists a non-empty open subset U ⊂ Hom(Ea, F b) such
that for every α ∈ U the corresponding cokernel bundle is simple.
Proof. To prove (i), let C be a cokernel bundle given by resolution (14) and suppose C
is simple. By Theorem 2.7 there is a globally injective representation R of Kw such that
C = F (R). Since F is full, C = Hom(C,C) ' Hom(R,R), thus R is simple and therefore,
by Proposition 2.1, q(a, b) = a2 + b2 − wab ≤ 1.
To prove (ii), if a2 + b2 − wab ≤ 1, there is a generic representation R with dimension
vector (a, b) such that R is Schur, by Proposition 2.1. Then there is a non-empty open
subset U ⊂ Hom(Ea,Fb) such that α ∈ U corresponds to C = F (R). Since Hom(C,C) '
Hom(R,R) = C, it follows that C is simple.
The previous Theorem implies that if q(a, b) > 1 then C is not simple. However, more is
true, and it is not difficult to establish the following stronger statement.
Proposition 2.11. Under the same conditions as in Theorem (2.10), if a2 + b2 − wab > 1,
then C is decomposable.
Proof. Let C be any cokernel bundle given by exact sequence (14), such that a2+b2−wab > 1.
Then there is a globally injective representation R of Kw, such that C = F (R) and q(a, b) >
1. By Lemma 2.1, R is decomposable. Then by Lemma 2.9, C is decomposable.
Under more restrictive conditions, Brambilla proved in [6, Theorem 6.3] that if C is a
generic cokernel bundle such that a2+b2−wab ≥ 1 then C ' Cnk ⊕Cmk+1, where Ck and Ck+1
are Fibonacci bundles, n,m ∈ N (we refer to [6] for the definition of Fibonacci bundles).
Recall that A vector bundle E on Pn is exceptional if it is simple and Extp(E,E) = 0 for
p ≥ 1.
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Remark 2.12. Since the path algebra associated to a Kronecker quiver Q is hereditary,
then Extp(R,R) = 0 for every representation R of Q and p ≥ 2, see [12] for references. Since
the functor Lσ is exact, we have Ext
1(R,R) ' Ext1(Lσ(R), Lσ(R)). Now we know from [23]
that
q(a, b) = dim Hom(R,R)− dim Ext1(R,R)
hence if C is exceptional then Ext1(R,R) = 0 and q(a, b) = 1.
However the converse of the previous observation is not true. For instance, consider the
generic cokernel bundle given by exact sequence
0 // OP3 // OP3(4)35 // C // 0 .
We have q(1, 35) = 1 + 352− 35.1.35 = 1, but from the long exact sequence of cohomologies,
Ext2(C,C) ' C35 hence C is not exceptional.
We conclude this section with a Lemma that will be useful later on.
Lemma 2.13. Let C1 and C2 be cokernel bundles given by exact sequences
0 // E1
α1 // Ob1Pn // C1 // 0
and
0 // Ob2Pn α2 // E2 // C2 // 0 .
(a) If h0(E∗1) ≥ b1 then there exists a non-empty open subset U1 ⊂ Hom(E1,Ob1Pn) such that
for every α1 ∈ U1 the corresponding bundle C1 is simple;
(b) If h0(E2) ≥ b2 then there exists a non-empty open subset U2 ⊂ Hom(Ob2Pn ,E2) such that
for every α2 ∈ U2 the corresponding bundle C2 is simple.
Proof. If h0(E∗1) ≥ b1, we have 1 + b12 − h0(E∗1)b1 ≤ 1, therefore by Theorem 2.10 (ii) it
follows that C1 is simple. The proof of item (b) is similar.
2.3 Steiner bundles
As an important example of cokernel bundles we have the Steiner bundles introduced by
Miro´-Roig and Soares in [22]. These bundles generalize the definition of Steiner bundles in
the sense of Dolgachev and Kapranov, cf. [8]. The definition is the following.
Let X be a smooth irreducible algebraic variety X over an algebraically closed field of
characteristic zero. Let D = Db(OX −mod) be the bounded derived category of the abelian
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category of coherent sheaves of OX−modules on X. A vector bundle E on X is called a
Steiner bundle of type (E,F ) if it is defined by an exact sequence of the form
0 // Ea α // F b // E // 0 (15)
where a, b ≥ 1 and (E,F ) is an ordered pair of vector bundles on X satisfying the following
two conditions:
(i) (E,F ) is strongly exceptional; that is, E,F are exceptional,
Extp(F,E) = 0, ∀ p ∈ Z and Extp(E,F ) = 0, p 6= 0.
(ii) E∗ ⊗ F is globally generated.
Note that the Steiner bundles of type (E,F ) where dim Hom(E,F ) ≥ 3, are a particular
case of cokernel bundles.
Proposition 2.14. Let C1, C2 be Steiner bundles of type (E,F ). Then Ext
p(C1, C2) = 0 for
p ≥ 2.
Proof. Suppose C1 and C2 are Steiner bundles given by short exact sequences
0 // Ea1 // F b1 // C1 // 0 (16)
and
0 // Ea2 // F b2 // C2 // 0 (17)
Applying the functor Hom(−, F ) to the sequence (16) we have Extp(C1, F ) = 0, p ≥ 2.
Applying Hom(−, E) to the same sequence, we obtain Extq(C1, E) = 0, q ≥ 0. Filnally
applying the functor Hom(C1,−) to the sequence (17) we conclude that Extj(C1, C2) = 0
for j ≥ 2.
As a corollary we have the following. Recall that w = dim Hom(E,F ).
Corollary 2.15. Let C be a Steiner bundle of type (E,F ) given by short exact sequence.
0 // Ea α // F b // C // 0
Then
(i) If C is exceptional then q(a, b) = a2 + b2 − wab = 1.
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(ii) If q(a, b) = 1 then there is a non-empty open subset U ⊂ Hom(Ea, F b) such that for
every α ∈ U the corresponding bundle C is exceptional.
Proof. (i) This follows from Remark 2.12.
(ii) Suppose q(a, b) = 1. By Theorem 2.10 item (ii) there exists a non-empty open subset
U ⊂ Hom(Ea, F b) such that for every α ∈ U the associated bundle C is simple. From
Remark 2.12 we see that Ext1(C,C) = 0. Finaly, using the previous Proposition, we
have Extp(C,C) = 0 for p ≥ 2. Hence C is exceptional.
Remark 2.16. Soares also proved in [21, Theorem 2.2.7], using a different method, that a
generic Steiner bundle of type (E,F ) given by short exact sequence (15) is exceptional if
and only if q(a, b) = 1.
3 Simple vector bundles on Pn with arbitrary homo-
logical dimension
In this section we construct simple vector bundles of rank n on Pn with arbitrary homo-
logical dimension and with pure resolution. More precisely, our goal is to prove the following
result.
Theorem 3.1. Given integers n ≥ 4 and 1 ≤ l ≤ n− 1, there exists a simple vector bundle
E over Pn with rk(E) = n of rank n given by a pure resolution of the form
0 // OPn(−d0) α0 // On+1Pn α1 // OPn(d2)2n α2 // . . .
. . .
αl−1 // OPn(dl)2n αl // E // 0
(18)
where the integers d0, d2, · · · , dl satisfy d0 > 0 and 0 < d2 < · · · < dl.
Proof. We proceed by induction on l. First, for l = 1, consider the vector bundle E1 given
by exact sequence
0 // OPn(−d0) α0 // On+1Pn // E1 // 0
where α0 is a generic map given by n + 1 forms of degree d0. Clearly E1 has hd(E1) = 1,
and it is stable by [4, Theorem 2.7].
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Now let Et−1 be a simple vector bundle of rank n and homological dimension t − 1
admitting a resolution of the form
0→ OPn(−d0) α0−→ On+1Pn α1−→ · · ·
αt−2−→ OPn(dt−1)2n αt−2−→ Et−1 → 0 (19)
Choose dt > max{dt−1, Dt} where E∗t−1 is Dt−regular and such that h0(E∗(dt)) ≥ 2n. The
degeneracy locus of a generic map α : Et−1 → OPn(dt)2n, i.e. is the variety
∆α = {P ∈ Pn | αP : Et−1P → OPn(dt)2nP is not injective }.
has codimension 2n−n+ 1 = n+ 1, see [3, Chapter II]; hence ∆α is empty, and Et =cokerα
is a vector bundle. We argue that it is in fact a cokernel bundle:
(1) Et−1 and OPn(dt) are simple;
(2) We must check that Hom(OPn(dt), Et−1) ' H0(Et−1(−dt)) = 0. Breaking (19) into
exact sequences, twisting by OPn(−dt), and passing to the long exact sequence of
cohomologies we have
0→ H0(Et−2(−dt))→ H0(OPn(dt−1−dt)2n)→ H0(Et−1(−dt))→ H1(Et−2(−dt))→ 0.
Since H0(OPn(dt−1 − dt) = 0, it follows that H0(Et−1(−dt)) ' H1(Et−2(−dt)). By
Proposition 1.1, since hd(Et−2) = t− 2 ≤ n− 2 we have H1(Et−2(−dt)) = 0.
(3) Next, we must check that Ext1(OPn(dt),Et−1) ' H1(Pn,Et−1(−dt)) = 0. It again
follows from Proposition 1.1, since hd(Et−1) = t− 1 ≤ n− 2.
(4) E∗t−1 ⊗OPn(dt) is globally generated, by our choice of dt.
(5) dim Hom(Et−1,OPn(dt)) = h0(E∗t−1(dt)) ≥ 2n, also by our choice of dt.
Therefore by definition, Et is a cokernel bundle, as desired; since
q(1, 2n) = 1 + 4n2 − h0(E∗(dt))2n ≤ 1,
by Theorem 2.10, we conclude that Et is simple.
It also follows that Et has a pure resolution of the form
0 // OPn(−d0) α0 // On+1Pn α1 // O2nPn(d2) α2 // · · ·
αt−2 // OPn(dt−1)2n αt−1 // OPn(dt)2n // Et // 0
. (20)
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We have to check that hd(Et) ≤ t. Indeed, first note that, by resolution (20), hd(Et) ≤ t.
Suppose hd(Et) ≤ t− 1. Using Proposition 1.1 we have
Hq(Et(l)) = 0, 1 ≤ q ≤ n− (t− 1)− 1, ∀l ∈ Z.
Consider the short exact sequences of (20). We have the sequence
0 // Et−1 // OPn(dt)2n // Et // 0 .
Since 2 ≤ t ≤ n− 1, applying the long exact sequence of cohomologies we have
0 // Hn−t(Et(l)) // Hn−t+1(Et−1(l)) // 0 ∀l ∈ Z
thus Hn−t(Et(l)) ' Hn−t+1(Et−1(l)). Since hd(Et−1) = t− 1, it follows Proposition 1.1,
∃ l0 ∈ Z; Hn−t+1(Et−1(l0)) 6= 0,
hence Hn−t(Et(l0)) 6= 0, which contradicts hd(Et) ≤ t−1. Therefore, we must have hd(Et) =
t.
Using Proposition 1.1 once again, we can check that hd(Et) = t, thus completing the
proof.
4 Simplicity of syzygies of the Koszul complex
From now on let R = k[x0, . . . , xn] be the ring of polynomials in n + 1 variables with
coefficients on an algebraically closed field k of characteristic zero. Let {f1, . . . , fn+1} be
a generic regular sequence of forms of degree d, and let I = (f1, . . . , fn+1) be the ideal
generated by these forms and Pn = Proj(R). The Koszul complex K(f1, · · · , fn+1) is given
by
0 //
∧n+1 T // ∧n T // · · · // ∧1 T // R // R/I // 0 (21)
where T = R(−d)n+1.
Sheafifying the Koszul complex (21) we get the follwoing exact sequence of vector bundles:
0 // OPn(−(n+ 1)d) α
t
// OPn(−nd)n+1 // . . . // OPn(−d)n+1 // OPn // 0 (22)
where α : OPn(−d)n+1 → OPn is the map given by the forms {f1, . . . , fn+1}. Breaking the
above complex (22) into short exact sequences, we obtain
0 // OPn(−(n+ 1)d) // OPn(−nd)(
n+1
n ) // F1 // 0
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0 // F1 // OPn(−(n− 1)d)(
n+1
n−1) // F2 // 0
... (23)
0 // Fn−2 // OPn(−2d)(
n+1
2 ) // Fn−1 // 0
0 // Fn−1 // OPn(−d)n+1 // OPn // 0
It is not difficult to see that the syzygy sheaves Fi, 1 ≤ i ≤ n− 1, are actually locally free.
Morever, it follows from [20, Proposition 1.1.27], that the above complex (22) is self dual up
to twist, i.e. the complex and its dual are isomorphic up to twist.
The main goal of this section is to prove the following Theorem, again as an application
of Theorem 2.10.
Theorem 4.1. The syzygies Fi, 1 ≤ i ≤ n− 1, of the Koszul complex (22) are simple vector
bundles of rank rk(Fi) =
(
n
i
)
and hd(Fi) = i
Proof. Again, we proceed by induction on i. We start by showing that hd(Fi) = i. Indeed,
it is clear that hd(F1) = 1. Assume that hd(Fj) = j for 2 ≤ j ≤ t − 1, t ≤ n − 2. Now Ft
and Ft−1 fit into the short exact sequence
0 // Ft−1 // OPn(−(n− t+ 1)d)(
n+1
n−t+1) // Ft // 0 .
Therefore, from the long exact sequence of cohomologies
· · · // H i(Ft) // H i+1(Ft−1) // H i+1(OPn(−(n− t+ 1)d))(
n+1
n−t+1) // · · ·
we get
H i(Ft) ' H i+1(Ft−1), for 1 ≤ i ≤ n− 2.
Since hd(Ft−1) = t− 1, we know from Proposition 1.1, that Hp∗ (Ft−1) = 0 for 1 ≤ p ≤ n− t.
Therefore Hp∗ (Ft) = 0 for 1 ≤ p ≤ n− t− 1, hence hd(Ft) ≤ t by Proposition 1.1.
Now suppose hd(Ft) ≤ t − 1, then Hp∗ (Ft) = 0 for 1 ≤ p ≤ n − t. Since Hn−t(Ft) '
Hn−t+1(Ft−1) and hd(Ft−1) = t − 1, there must be l0 ∈ Z such that Hn−t(Ft(l0)) '
Hn−t+1(Ft−1(l0)) 6= 0. Hence hd(Ft) = t.
Let us now prove the simplicity of each Fi; since the Koszul complex is self-dual up to
twist, is sufficient to prove that Fi is simple for 1 ≤ i ≤ n−12 . Again, we argue by induction
on i. For i = 1, the first sequence in (23) and [4, Theorem 2.7] imply that F1 is stable, and
therefore simple.
Now suppose that the statement is true for 2 ≤ k ≤ i− 1. Consider the Koszul complex
twisted by OPn((n− i+1)d), and let F i−1 = Fi−1((n− i+1)d) and let αi : F i−1 → O(
n+1
i )
Pn be
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a generic map. Take F i = cokerαi−1; we check that it is a cokernel bundle. Clearly OPn and
F i−1 (by the induction hypothesis) are simple, and it is easy to check that Hom(OPn , F i−1) =
0, since
H0(Pn, F i−1) ' Hj(Pn, F i−(j+1)), 0 ≤ j ≤ i− 2
and H i−2(Pn, F 1) = 0
Next, we check that Ext1(OPn , F i−1) = 0. Since hd(F i−1) = i− 1, hence, by Proposition
1.1, it follows that
Ext1(OPn , F i−1) = H1(Pn, F i−1) = 0.
To see that F
∗
i−1 is globally generated, take the sequence
0 // F
∗
i
// O(
n+1
i )
Pn
α∗i−1 // F
∗
i−1 // 0 .
It follows that F
∗
i−1 is globally generated, and by the Koszul complex, h
0(F
∗
i−1) =
(
n+1
i
)
.
Then Lemma 2.13 implies that F i is a simple cokernel bundle, and from the Koszul complex
F
∗
i and Fn−1(id) are i-th syzygyes of the ideal I. Therefore
F
∗
i ' Fn−i(id) ' Fi((n− i+ 1)d).
and Fi is simple, as desired.
Regarding the claim on the rank of Fi, note from the short exact sequences of Koszul
complex (23) that
rk(Fn−k) =
(
n+ 1
k
)
− rk(Fn−(k−1)), 2 ≤ k ≤ n.
For the case i = 1 we have the resolution
0 // Fn−1 // OPn(−d)n+1 // OPn // 0
and rkFn−1 = n =
(
n
1
)
. Assuming that rkFn−(i−1) =
(
n
i−1
)
, we have that
rkFn−i =
(
n+ 1
i
)
− rkFn−(i−1) =
(
n+ 1
i
)
−
(
n
i− 1
)
=
(
n
i
)
.
Since Fi is isomorphic to F
∗
n−i up to a twist, follows that rkFi =
(
n
i
)
for 1 ≤ i ≤ n− 1.
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5 Compressed Gorenstein Artinian Graded Algebras
In this section we apply the same ideas of previous Section to a different minimal free
resolution and find other examples of simple vector bundles on Pn. For more details on the
definitions used below, we refer to [15, 19].
Let R be a local ring with maximal ideal M over a field k. Let I ⊂ R be an ideal such
that A = R/I is Artinian with maximal ideal m = M + I. The socle of A, denoted SocA, is
the annihilator (0 : m) ⊂ A.
The Artinian algebra A is Gorenstein (or I is Gorenstein) if and only if (0 : m) has length
one. In this case, the largest integer j such that mj 6= 0 is the socle-degree of A.
Now let k be a field and R = k[x0, · · · , xn] be the ring of polynomials. An Artinian
k−algebra A = R/I has socle degrees (s1, · · · , st), if the minimal generators of its socle (as
R−module) have degrees s1 ≤ · · · ≤ st.
The Hilbert-function of A is denoted by hA(t) := dimk At. If the Artinian algebra A has
socle degrees (s1, · · · , st), then s = max{s1, · · · , st} is called the socle degree of A. For fixed
socle degrees, a graded Artinian algebra is compressed, if it has maximal Hilbert function
among all graded Artinian algebras with that socle degrees.
Let Pn = Proj(R). Let I = (f1, . . . , fα1) be an ideal generated by α1 forms of degree
t + 1, such that the algebra A = R/I is a compressed Gorenstein Artinian graded algebra
of embedding dimension n + 1 and socle degree 2t. Thus, by Proposition 3.2 of [19], the
minimal free resolution of A is
0 // R(−2t− n− 1) // R(−t− n)αn // · · · // R(−t− p)αp // · · ·
· · · // R(−t− 3)α3 // R(−t− 2)α2 // R(−t− 1)α1 // R // A // 0
where
αi =
(
t+ i− 1
i− 1
)(
t+ n+ 1
n+ 1− i
)
−
(
t+ n− i
n+ 1− i
)(
t+ n
i− 1
)
, for i = 1, · · · , n.
Sheafifying the complex above we have
0 // OPn(−2t− n− 1) // OPn(−t− n)αn // OPn(−t− n+ 1)αn−1 // · · · (24)
· · · // OPn(−t− p)αp // · · · // OPn(−t− 2)α2 // OPn(−t− 1)α1 β // OPn // 0
where β is the map given by the α1 forms of degree t+ 1.
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Consider the exact sequences
0 // OPn(−2t− n− 1) // OPn(−t− n)αn // F1 // 0 (25)
0 // F1 // OPn(−t− n+ 1)αn−1 // F2 // 0
...
0 // Fn−p // OPn(−t− p)αp // Fn−(p−1) // 0
...
0 // Fn−1 // OPn(−t− 1)α1 // OPn // 0
Lemma 5.1. For each 1 ≤ i ≤ n− 1, we have hd(Fi) = i.
Proof. Let us prove it by induction on i. The case i = 1 is not difficult to check.
So supose that for 2 ≤ j ≤ l − 1, hd(Ej) = j. Consider the short exact sequence
0 // Fl−1 // OPn(−t− n+ l − 1)αn−l+1 // Fl // 0
then by the long exact sequence of cohomologies
· · · // Hk(OPn(−t− n+ l − 1))αn−l+1 // Hk(Fl) // Hk+1(Fl−1) // · · ·
we have
Hk(Fl) ' Hk+1(Fl−1), 1 ≤ k ≤ n− 2.
Since hd(Fl−1) = l − 1 by Proposition 1.1, Hp∗ (Fl−1) = 0, 1 ≤ p ≤ n − l and there is t0 ∈ Z
such that Hn−l+1(Fl−1(t0)) 6= 0. Therefore we have
Hp∗ (Fl) = 0, 1 ≤ p ≤ n− l − 1
hence hd(Fl) ≤ l by Proposition 1.1. Since Hn−l(Fl(t0)) ' Hn−l+1(Fl−1(t0)) 6= 0, we cannot
have hd(Fl) ≤ l − 1, otherwise
Hp∗ (Fl) = 0, 1 ≤ p ≤ n− l.
Therefore hd(Fl) = l and we are done.
21
Lemma 5.2. For each 1 ≤ i ≤ n− 1, h0(F ∗i (−t− n+ i)) = αn−i.
Proof. Since the complex (24) is self-dual up to twist (see [20, Theorem 1.1.27]) we only
need to check our claim for 1 ≤ i ≤ n−1
2
. Proving the Lemma is equivalent to show that
h0(F ∗n−j(−t− j)) = αj, for 1 ≤ j ≤
n− 1
2
.
Taking the duals in (25) we have
0 // F ∗1 // OPn(t+ n)αn // OPn(2t+ n+ 1) // 0 (26)
0 // F ∗2 // OPn(t+ n− 1)αn−1 // F ∗1 // 0
...
0 // F ∗n−p+1 // OPn(t+ p)αp // F ∗n−p // 0
...
0 // F ∗n−1 // OPn(t+ 2)α2 // F ∗n−2 // 0
0 // OPn // OPn(t+ 1)α1 // F ∗n−1 // 0
Proceeding by induction on j, first consider the case j = 1: twisting (26) with OPn(−t−1)
we get
dim H0(F ∗n−1(−t− 1)) = α1.
Next, suppose the Lemma is true for 2 ≤ l ≤ n − 2. Twist (26) with OPn(−t − l − 1),
then we have
0 // F ∗n−l(−t− l − 1) // Oαl+1Pn // F ∗n−l−1(−t− l − 1) // 0 .
From the long exact sequence of cohomologies
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0 // H0(F ∗n−l(−t− l − 1)) // H0(OPn)αl+1 //
// H0(F ∗n−l−1(−t− l − 1)) // H1(F ∗n−l(−t− l − 1)) // 0
By Proposition 1.1, H1(F ∗n−l(−t− l− 1)) = 0. Now we want to check that H0(F ∗n−l(−t−
l − 1)) = 0. Twisting (26) with OPn(−t− l − 1) we have
0 // F ∗n−l+1(−t− l − 1) // OPn(−1)αl // F ∗n−l(−t− l − 1) // 0 .
Using Proposition 1.1, H0(F ∗n−l(−t− l−1)) = 0 and therefore dimH0(F ∗n−l−1(−t− l−1))) =
αl+1.
We are finally ready to establish the main result of this Section.
Theorem 5.3. The syzygies Fi are simple for i = 1, · · · , n.
Proof. We know that the resolution is self dual up to twist, [20, Prop. 1.1.27], thus we only
need to check for Fi, 1 ≤ i ≤ n−12 . Let us prove by induction on i. We can not apply
Theorem 2.10 because the map β : OPn(−t − 1)α1 → OPn is not generic. Thus we need an
ad hoc proof.
Since the complex (24) is self dual, we have
Fn−1 ' F ∗1 (−2t− n− 1).
Thus it is sufficient to prove that Fn−1 is simple.
Applying Hom(−, Fn−1) to the sequence
0 // Fn−1 // OPn(−t− 1)α1 // OPn // 0
it is enough to check
Hom(OPn(−t− 1)α1 , Fn−1) = H0(Fn−1(t+ 1))α1 = 0.
We have
0 // Hom(Fn−1, Fn−1) // k .
Since 1 ∈ Hom(Fn−1, Fn−1) then Hom(Fn−1, Fn−1) ' k and Fn−1 is simple. Twisting all
sequences of (25) by OPn(t + 1) and applying the long exact sequence of cohomologies, one
concludes that
H0(Fn−1(t+ 1)) ' H1(Fn−2(t+ 1)) ' Hj(Fn−j−1(t+ 1)) for 1 ≤ j ≤ n− 2.
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However,
Hn−2(F1(t+ 1)) ' Hn−1(OPn(−t− n)) = 0.
Thus H0(Fn−1(t+ 1))a1 = 0 therefore Fn−1 is simple.
Now that we know that F1 is simple, let us prove by induction on i that Fi is simple for
2 ≤ i ≤ n−1
2
. Suppose Fk−1 is simple. Let γk be a generic map
γk : Fk−1 → OPn(−t− (n− k + 1))αn−k+1 .
We have
(1) Fk−1 and OPn(−t− n+ k − 1) are simple;
(2) Hom(OPn(−t− n+ k − 1), Fk−1) ' H0(Fk−1(t+ n− k + 1)) = 0
In fact, tensoring (25) by OPn(t+ n− k + 1) we have the sequence
0 // Fk−2(t+ n− k + 1) // OPn(−1)αn−k+2 // Fk−1(t+ n− k + 1) // 0 .
Therefore
H0(Fk−1(t+ n− k + 1)) ' H1(Fk−2(t+ n− k + 1)).
By Lemma 5.1, hd(Fk−2) = k − 2, thus by Proposition 1.1, H1(Fk−2(t+ n− k + 1)) = 0.
(3) Ext1(OPn(−t− n+ k − 1), Fk−1) ' H1(Fk−1(t+ n− k + 1)) = 0
Indeed, since we have hd(Fk−1) = k−1, then H1(Fk−1(t+n−k−1)) = 0 by Proposition
1.1.
(4) F ∗k−1 ⊗OPn(−t− n+ k − 1) ' F ∗k−1(−t− n+ k − 1) is globally generated.
This is true because from the complex (25) we have
F ∗j ' Fn−j(2t+ n+ 1).
Twisting (25) by OPn(t+ k) we see that Fn−k+1(t+ k) is globally generated.
(5) dim Hom(Fk−1,OPn(−t−n+ k− 1)) ' h0(F ∗k−1(−t−n+ k− 1)) = αn−k+1, by Lemma
5.2.
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Therefore F k = cokerαk is a cokernel bundle, by definition. Since
q(1, αn−k+1) = 1 + α2n−k+1 − αn−k+1(h0(F ∗k−1(−t− n+ k − 1))) = 1,
it follows from Theorem 2.10 that F k is simple.
Since F
∗
k(−2t − n − 1) and Fn−k are both the k−syzygies of the map β, they must be
isomorphic. Therefore Fn−k is simple and we are done.
The results proved in Theorem 4.1 and Theorem 5.3 for the syzygies of the pure res-
olutions (22) and (24), respectively, point to an interesting possible generalization. More
precisely, given a pure resolution of the form
0 // OPn(−dp)βp // · · · // OPn(−d1)β1 // OPn // 0 , (27)
for which values of the integers d1 < · · · < dp and βi, i = 1, · · · , p, p ≥ 2, are its syzygies
simple vector bundles?
References
[1] H. Abo, W. Decker, N. Sasakura. An elliptic conic bundle in P4 arising from a stable
rank-3 vector bundle. Math. Z. 229 (1998), 725-741.
[2] V. Ancona, G. Ottaviani. Stability of special instanton bundles on P2n+1. Trans. Amer.
Math. Soc. 341 (1994), 677-693.
[3] E. Arbarello, M. Cornalba, P. Griffiths, J. Harris. Geometry of algebraic curves. Springer
- Verlag, New York, 1985.
[4] G. Bohnhorst, H. Spindler. The Stability of certain vector bundles on Pn. Lecture Notes
in Math. 1507 (1992), 39-50.
[5] M. Boij, J. Soderberg. Graded Betti numbers of Cohen- Macaulay modules and the
multiplicity conjecture. J. Lond. Math. Soc. 78 (2008), 85-106.
[6] M. C. Brambilla. Cokernel bundles and Fibonacci bundles. Math. Nach. 281 (2008),
499-516.
[7] P. Cascini. Weighted Tango bundles on Pn and their moduli spaces. Forum Math. 13
(2001), 251-260.
[8] I. Dolgachev, M. Kapranov. Arrangements of hyperplanes and vector bundles on Pn.
Duke Math. J. 71 (1993), 633-664.
25
[9] D. Eisenbud, G. Floystad, J. Weyman. The existence of equivariant pure free resolution.
Ann. Inst. Fourier (Grenoble) 61 (2011), 905-926.
[10] D. Eisenbud, F.-O. Schreyer. Betti numbers of graded modules and cohomology of vector
bundles. J. Amer. Math. Soc. 22 (2009), 859-888.
[11] G. Floystad. Boij-Soderberg theory: introduction and survey. Progress in comm. algebra
1 (2012), 1-54.
[12] P. Gabriel. Auslander-Reiten sequences and representation finite algebras. Lecture Notes
in Math. 831(1980), 1-71.
[13] G. Horrocks. Examples of rank three vector bundles on five-dimensional projective space.
J. Lond. Math. Soc. 18 (1978), 15-27.
[14] G. Horrocks, D. Mumford. A rank 2 vector bundle on Image 4 with 15000 symmetries.
Topology 12 (1973), 63-81.
[15] A. A. Iarrobino. Associated graded algebra of a Gorenstein Artin algebra. Mem. Amer.
Math. Soc. 107, (1994).
[16] M. Jardim, R.V. Martins. Linear and Steiner bundles on projective varieties. Comm.
Algebra 38 (2010), 2249-2270.
[17] V. G. Kac. Infinite root systems, representations of graphs and invariant theory. Invent.
Math. 56 (1980), 57-92.
[18] N. M. Kumar, C. Peterson, A. P. Rao. Construction of low rank vector bundles on P4
and P5. J. Algebraic Geometry 11 (2002), 203-217.
[19] J. C. Migliore, R. M. Miro´-Roig, U. Nagel. Minimal resolution of relatively compressed
level algebras. J. Algebra 284 (2005), 333-370.
[20] R. M. Miro´-Roig. Determinantal ideals. Progress in Mathematics 264, Birkhauser, 2008.
[21] H. Soares. Steiner vector bundles on algebraic varieties. Ph.d Thesis, University of
Barcelona, 2008.
[22] H. Soares, R. M. Miro´-Roig. Cohomological characterisation of Steiner bundles. Forum
Math. 21 (2009), 871-891.
[23] A. Schofield. General representations of quivers. Proc. London Math. Soc. 65 (1992),
46-64.
26
[24] H. Tango. An example of indecomposable vector bundle of rank n − 1 on Pn. J. Math.
Kyoto Univ. 16, (1976), 137-141.
27
