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1. INTRODUCTION 
The sedimentation of a monodisperse suspension of solid particles in a 
viscous fluid is a complex process. Mathematically, it may be viewed as a collec- 
tion of interacting particle paths which depend on initial conditions and a 
transition structure. Treating these as either deterministic or stochastic (or 
mixed) leads to various models. 
Kynch [l] assumed that all particles at a given concentration settle with the 
same velocity. Then the rate of fall of the interface yields an empirical relation- 
ship between velocity and concentration [2] which is used to predict complete 
settling curves [3]. This approach, though useful for many applications [3], is 
incompatible with the actual diversity of particle velocities [4] and ignores the 
mechanisms by which particle velocities are achieved. At the opposite extreme, 
Brenner [5] provided the framework for a detailed deterministic treatment 
of both transitions and initial conditions. For low Reynolds numbers, second- 
order effects may be ignored and configuration alone governs velocity transi- 
tions [5]; particle trajectories are obtained by solving a system of linear first- 
order differential equations. To avoid the complete and detailed analysis which 
this approach entails, we proposed a Markov model [6] which focuses on con- 
centration as the most important parameter of configuration in determining 
velocity transitions and incorporates all other effects in an appropriate stochastic 
structure. This enables us to combine the advantages of global parameters with 
the description of individual trajectories [7]. 
Despite the Markov structure, a complete analysis of this model seems 
impossible because the parameter, local solids concentration, is itself random, 
depending on the particular realization at hand through all particle trajectories. 
Nevertheless, by conditioning on concentration profiles which occur in real 
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slurries, many useful analytic results may be obtained [6]. Monte Carlo simula- 
tion of the model is also straightforward [8] and provides a promising tool for 
the analysis of sedimentation. 
In this paper, we note those aspects of sedimentation which are independent 
of any theory, deduce some important consequences of our Markov model, 
explore several applications of a quasi-steady-state model, and examine the 
determination of mean velocity, showing that it is a subtle and complex problem. 
Together, these results provide a new and, we hope, fruitful perspective for 
Kynch’s flux theory [I]. 
2. BASIC QUANTITIES 
In studies of sedimentation, the downward component of the displacement 
and velocity vectors is of primary interest. Hence, a linear coordinate system, S, 
is introduced. Positions are called “heights” and directions are “up” and 
“down.” Downward vectors are positive; e.g., if x1 < x2 , then x1 is “above” x2 . 
The approach outlined below is applicable to the case of a container (with 
continuously differentiable cross-sectional area) filled with a fluid in which 
finitely many finite particles of finite density settle with continuous velocities. 
For our present purposes, it suffices to consider k identical particles in a con- 
tainer with constant cross section, A. 
F(x, t) is the flux, at time t, of particles across the horizontal plane at height X. 
Flux across a plane is the volume rate (per unit area) at which particles cross 
the plane whose height is x at time t. C(x, t) is the fraction of the cross-sectional 
area (at height X) occupied (at time t) by solids. Both arise from the contributions 
of individual particles. Thus 
C(x, t) = i Ci(X, 2) = A-1 f a&, t) 
i=l i=l 
and 
F(x, t) = i F&c, t) = A-’ ; Vi(X, t) a&, t), 
i=l i=l 
(2.1) 
(2.2) 
where uI(x, t) is the area of the cross-sectional region where the ith particle 
meets the horizontal plane at height x at time t, and v~(x, t) is the average value 
of the downward component of the region’s velocity. (Of course, translational 
velocity is constant within a particle, but rotation may introduce differences from 
point to point.) Since it is only the particles with Q~(x, t) > 0 which contribute, 
it is convenient to define the sets 
A(%, t) = {i: Ui(Xj t) > 0} (2.3) 
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and the indicator functions 
A(% t) = 1 if a,(x, t) > 0 
=o otherwise. (2.4) 
Then the summations in (2.1) and (2.2) are over (l(x, t), and 
is the number of contributing particles. 
F and C are continuous when the particles have no flat surfaces. Other cases 
require further examination. All regular polyhedra and bodies derived from 
them by symmetrically cutting or rounding the corners and/or edges and/or 
faces are spherically isotropic [9, p. 1871. A body which possesses spherical 
isotropy and is of uniform density will have the same translational resistence in 
any orientation and will also be isotropic as regards the couple arising from 
rotation about any axis passing through its center. When such a particle is given 
a random orientation in the fluid and allowed to settle without initial spin, it will 
fall vertically in the original orientation [9, p. 2191. This has been confirmed 
experimentally [lo]. F or single particles, the set of orientations in which a 
flat surface is horizontal is of measure zero. Nonskew, neutrally stable, aniso- 
tropic particles show a dependence of settling velocity on orientation [9, p. 2051. 
In general, these do not fall vertically, but the offending orientations are of 
measure zero for isolated particles [9, pp. 205-2071. The complexity of inter- 
actions in concentrated slurries makes it impossible to predict exact orientations. 
At worst, flux and concentration would be sectionally continuous with finitely 
many small jumps, but this seems unlikely ( in the sense of zero probability). 
Three set functions arise naturally in experiments. M(x, I) is the net volume 
(per unit area) of particles passing downward through the plane at height x 
during the time interval I. Hence 
M(x, I) _- i F(x, t) dt, (2.6) 
and conversely [l 1, pp. 152-1531 
aM(x, I> 
aI t 
= lim M(x’ I) = F(x, t), 
Ilt L(I) (2.7) 
where L(I) is the length of I. Experimental attempts to measure flux usually 
measure avarage values, i.e., M(x, 1)/L(1). N(J, t) is the volume (per unit area) 
of particles in the height interval J at time t, 
N(J, t) = J;C(x, t) dx> P-8) 
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and 
WJ, t) 
aJ z 
= yi JJ$# = C(x, t). (2.9) 
U(R) is the net volume (per unit area) of particles entering the height interval J 
during the time interval I where R = J x I. U(R) is an accumulation function. 
Let I = [tl , t,] and J = [x1 , xz] (recall that x1 is above x2). Then 
U(R) = Mb, ,I) - Wx, > 1) = NJ, tz) - N(J, tl). (2.10) 
Equations (2.10), (2.6) and (2.8) yield 
U(R) = s, [F(x, , 0 - F(x, 7 t)] dt = j [C(x, tz) - C(x, tl)] dx. (2.11) 
J 
Let aFlax and X/at be continuous on an open set, 0, containing R. Then 
U(R) = ss, - f dR’ = [JR ; dR’. (2.12) 
The set derivative of U(R) exists and is simultaneously -aF/ax and X/at on 
R. This yields the one-dimensional continuity equation on 0: 
aF ac -_ 
ax=at' (2.13) 
We shall make frequent use of these set functions in subsequent sections. 
3. STOCHASTIC BEHAVIOR OF FLUX AND CONCENTRATION 
We now recall the main features of our Markov model [6], introduce two 
further assumptions (A6 and A7), develop the implications for flux and con- 
centration, and define an infinite slurry. 
The velocity of a particle in a slurry depends upon its history and its position 
relative to other particles. In our stochastic model [6], the temporal dependence 
is taken to be Markov and individual particle velocities are continuous (in 
probability). Configuration, which then governs velocity transitions, is assumed 
to act primarily through a concentration parameter with all other spatial depend- 
ence incorporated in a stochastic structure. Specifically, h(w, t 1 u; c) is the 
probability density that a particle with velocity u accelerates to velocity v during 
a time interval of length t when c is the relevant parameter value. Particle 
orientation and rotation are generally not important but may be given a similar 
Markov structure. In any case, particles act independently given the relevant 
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parameter values. Since the quantities of interest (e.g., F and C) are not affected 
by horizontal movement, only vertical components of velocity are considered. 
Initial configurations which are stochastically invariant under horizontal transla- 
tions are imposed to minimize the importance of any horizontal migrations 
during settling. Then, since the particles are indistinguishable, any random 
variables associated with them (e.g., ui) are exchangeable (i.e., invariant under 
permutations of their labels [12, p. 2341). 
The concentration parameter, c, is a weighted average of local solids con- 
centration, C, with significant contributions from a height interval which is 
large compared to particle diameter and small compared to slurry depth 
(Assumption 5 in [6]) 
c = c(x, t) = f W(x’ - x) C(x’, t) dx’, (3.1) 
where W(s) is nonnegative, integrates to unity, and is decreasing (increasing) 
for s > 0 (s < 0). Therefore, the c-values corresponding to particles cutting 
the same horizontal plane are, to all intents and purposes, identical. It follows 
that such particles act independently. In particular, the collections {a,: i E (1} 
and (a,~,: i E /l} consist of independent and identically distributed random 
variables. Perturbation of an ai cannot significantly change the concentration 
parameters, so ai and a, are uncorrelated. (The spatial effects of preferred 
orientations are included in the density functions.) Similar reasoning ensures that 
the & (i = 1, 2 ,..., k) are also uncorrelated. 
Since particles are small relative to slurry dimensions, their cross sections cut 
by horizontal planes appear to be purely random. 
ASSUMPTION A6. The conditional distribution ui / & = 1 depends only on 
particle size and shape (say with mean pa and variance u,“). Moreover, the actual 
contributions, ui and uivi (given I,L~ = I), to F and C are independent of their 
number, n. 
The steady-state theorem of [q guarantees that if the same parameter applies 
throughout a section of the slurry for a substantial length of time, particle 
velocities there are governed by the fixed point p.d.f. (probability density 
function), q(‘, c) with mean p(c) and variance us(c), corresponding to the Markov 
process X(c) = {h(o, t ) U; c): U, TJ E V, t > O}. This result suggests a quasi- 
steady-state model in which, throughout the slurry, particle velocities are 
governed by the fixed point p.d.f.‘s This seems appropriate when the concentra- 
tion gradient is small, as the particles then remain under the influence of a 
single Markov process (Theorem 6 in [a) f or a sizable time interval. Hence, s(c) 
is approximated by its steady state for at least the latter part of this time interval. 
By Theorem 4 of [6], the initial velocity distribution at any concentration is 
already close to its steady state, so convergence is rapid. The smoothing effect of 
(3.1) further enhances the convergence. When significant concentration changes 
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are encountered before the Markov processes can converge (e.g., at the interface 
and packed bed), it is the transient behavior that is relevant, and the quasi- 
steady-state model is inappropriate. 
In order to consider the asymptotic behavior of large slurries it is convenient 
to interpret our finite slurries as approximations to a theoretical infinite one. 
Our slurries will be indexed by their increasing cross sections with super- or 
subscript A’s applied to the random variables. 
ASSUMPTION A7. The expanding collection of slurries, {XA}, is sufficiently 
wellbehaved that an infinite slurry, (X*}, exists and describes the limiting 
behavior of the finite ones as A 7 co. Furthermore, any relevant moments in X* 
may be obtained as limits (with A r co) of the corresponding quantities in XA. 
Finally, the bounded particle velocities of Al are, in fact, uniformly bounded, 
say by V,,,,, , as A varies. 
This assumption embodies the device, well known in statistical mechanics [ 131, 
of defining a finite system and letting it tend to infinity in a special way. In 
particular, our approach is similar to that of Reed [14] who considered the 
sedimentation of spheres in a bounded fluid and obtained a limiting value for 
their mean velocity by making the cross sectional area of the bounding cylinder 
arbitrarily large. Extrapolation from all practical containers is covered by 
considering A as the area of a bounded region which tends to infinity in the sense 
of Fisher [ 131. Then the fraction of particles near the wall becomes arbitrarily 
small and, consequently, wall effects diminish to zero. Wall effects in finite 
systems are treated implicitly through the dependence on A. 
Consider the initial solids fraction 
9, = k,v/Al, (3.2) 
where v is the particle volume and E is the height of the slurry (we shall take I 
to be fixed as A t co, but this is not really necessary). It is desirable that BA 
be independent of A so that the slurries settle under similar conditions. However, 
we shall permit minor variations in 8, so that k, , as determined by (3.2), is 
always an integer. Then, as A t co, 0, --f 8* and 1 eA - 0* / < O(A-l). 
4. A~YMPTOTICS FOR FLUX AND CONCENTRATION 
Under the Markov model, flux and concentration are stochastic quantities 
and it is therefore important to determine the nature and extent of their varia- 
bility especially in the context of large slurries. In this section, we shall calculate 
their moments, show that FA and C, converge as A t co, and obtain their 
asymptotic distributions. 
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By (2.1) and (2.3) we may write 
CA = A-l c a,*, 
AA 
(4.1) 
where the number of summands is nA , which is random. Then we calculate the 
moments of CA from (4.1) and A6 by conditioning on nA . 
bCA = a(&(C, j nA)) = A-lG(nA&‘(aiA j #jA = 1)) 
= A-$L~&~~ = AP1papAkA , (4.2) 
where p,(x, t) is the common mean of the indicator variables &*(x, t). Then 
(3.2) and A7 imply that, as A t co, 
G”CA - 17 = P*~JP,iV, (4.3) 
where p, +p, . Similarly 
&CA2 = 6(b(CA2 1 aA)) = A-2&(~A(~,2 + pa”) + (nA2 - Q) pa”) 
= A-‘u,~&TzA + A-2~a2&nA2. 
Therefore 
(4.4) 
Var CA = A-2a,2&nA + Au2pa2 Var n, , 
and since the &*‘s are uncorrelated, (2.5) implies 
Var CA = A-2kApA(u,2 + pa2 - pAprc2) = O(A-l). 
(4.5) 
(4.6) 
Conditioning on nA also gives 
8FA = A-lkAp,pnmA = m,&C, --+ 5 = m,q (4.7) 
and 
Var FA = A-2kApA[(a,2 + pa2) (rA2 + mA2) - pAm,“pla2] = O(A-I), (4-S) 
where, by definition, mA(x, t) and rA2(x, t) are the conditional mean and variance 
of the ZI~*(X, t) given &*(x, t) = 1. Note that by A7, mA -+ m, as A 7 CO. 
Conditioning on nA also produces 
Cov(F, , CA) = A-2k&‘a(u,2 + pa2 - p,&a2) mA = O(A-‘), (4.9) 
and hence the correlation between flux and concentration is 
Corr(C, , FA) = mA(Var CA/Var FA}l12 
=: [I + h,2(1 - p,(l + &a)-I}-‘I-1’” = O(l), 
(4.10) 
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where X, and X, are the coefficients of variation (i.e., (SD)/mean) of niA and a/, 
given I/J~” = 1, respectively. (The correlation result must not be confused with 
the deterministic relationship between the means of flux and concentration in 
Kynch’s flux theory [l].) Generally, p, = o( 1) since particle size is small relative 
to slurry height, so 
Corr(F, , C,) = (1 + hA2)-1/2. (4.11) 
This is therefore substantial unless h, is large (for our 2% slurry of Lucite 
spheres in polyglycol [7], the correlation was about 0.85). In the quasi-steady- 
state model, X, = h,(x, t) is determined by the fixed point p.d.f. q(., c,(x, t)). 
Remark. Several results in this paper will involve the limiting behavior of 
random quantities. Let us recall a few standard forms of stochastic convergence: 
(i) X,---f X in probability (22) if Pr(l X, - X j < c) ---f 1 for all E > 0 [12, 
p. 631, (ii) X, a.2 in mean square (2:) if gXn2 -+ 0 [12, p. 641, (iii) X,---f X 
almost surely (---+ ) if Pr(X,-+ X) = 1 [12, p. 611, and (iv) X,-+X in 
distribution (3) if Pr(X, < x) -+ Pr(X < x) for all continuity points x of X 
[12, p. 841. Now, the strongest form, almost sure convergence, is inappropriate 
as A T co because the expanding collection of probability spaces {XA} is incon- 
sistent [12, p. 581 due to wall effects. Thus, our limit theorems as A t co will be 
essentially weak convergence results [15, p. 2171 for double arrays [12, p. 1811. 
THEOREM 1. For aZZ (x, t), Ca(x, t) and Fa(x, t) converge in probability to 
17(x, t) and 5(x, t), respectively, as A 7 co; i.e., 
and 
CA@, t) -5 4% t), (4.12) 
FA(x, t> -2 gx, t). (4.13) 
Moreover, the convergence is uniform over all (x, t). 
Proof. For all A and (x, t), pA(x, t) < 1. Therefore, (4.6), (4.8), and A7 imply 
that 
and 
Var C&, t) < A-‘kA(a,’ + ~21, (4.14) 
Var FA(x, t) < K2kA(ua2 + pa”) 2 V&, . (4.15) 
But the RHSs of (4.14) and (4.15) are 0(&l) for all (x, t) so CA(x, t) - &C,(x, t) 
and FA(x, t) - &‘FA(x, t) converge to zero in mean square and hence also in 
probability [12, p. 641. Then (4.12) and (4.13) follow from (4.3) and (4.7) [12, 
p. 851. The convergence is uniform since the bounds, (4.14) and (4.15), are 
independent of (x, t). 1 
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COROLLARY 1. For all x, t, I, and J, 
MA(“% I) 5 j I 5(x, t) dt, (4.16) 
NA(J, t) 2 I 7(x, t) dx, (4.17) J 
and 
c,(x, t) -% j W(x’ - x) 7(x’, t) dx’. (4.18) 
Proof. By (4.3), (4.7), and A7, the RHSs in these results arise as the limits of 
&J,f,&, I), &‘NA(J, t), and &c,(x, t) as A 1 CO, so as in Theorem 1, it suffices 
to show that the variances are no larger than 0(&l). Since all three cases are 
similar, we deal only with (4.17). Consider 
Var NO, t) 
= aNALL tN2 - VNA(L tN2 
= d j-lx, C,(x, t) CA(x’, t) dx’ dx/ - 16’ j C,(x, t) dx/ 18 j CA(X’, t) ds’l . 
I J J 
Hence by the Fubini theorem [12, p. 571, 
Var N,(j, t) = j~xJ($C,(x, t) CA(x’, t) - K’A(x, t) bC,(x’, t)} dx dx’ 
E 
11 
Cov(CA(x, t), CA(x’, t)) dx dx’. 
JXJ 
Then by (4.14) and the Cauchy-Schwarz inequality 
Var NA(J, t) < k2k~(ua2 + pa2) jL_,dx’ dx = O(A-I). 1 
COROLLARY 2. Fix (x, t). Whenever c?[(&,“/~x)~ 1 &” = I] is bounded as A 
varies, then 
ac..f Pr a?j 
ax-+- 8X 
(4.19) 
Similarly, when ~[(~(a,v,)/~x)z 1&” = l] is bounded, then 
(4.20) 
Proof. Again by A7 the RHSs arise as the limits of &‘(X,/&) and b(W,.,/&), 
so it suffices to show that the variances are no larger than O(A-I). Consider 
-A-lCaa,A acA 
ax .I* ax 
(4.21) 
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and 
=A ~ = A-1 z f (aiAviA), 
ax 
(4.22) 
condition on n,, , and proceed as in (4.2), (4.4) and (4.6) obtaining 
Var 2 < A-2kA& [(q,” ( I/J” = I] = O(A-l) 
and 
Var a, vi )I2 1 I,!Q” = l] = O(A-l). .* * 1 
Note that by A6, the conditional moments of au//ax, given $iA = 1, depend 
only on particle size and shape, so ~[(&z,~/&x)~ 1 &* = I] is independent of 
(x, t) and A. Therefore, (4.19) will hold throughout whenever the conditional 
moment exists. We may expect existence unless the particles settle in preferred 
orientations which coincide with flat or zero curvature portions of their surfaces. 
When there is no rotation, viA is independent of x and 
a(a,“v/) aa .A 
ax 
= vDi*.w..L 
ax (4.23) 
so (4.20) follows from (4.19). Particles generally do rotate, but 
&[(&I+*/&x)~ 1 rjiA = I] usually exists (e.g., for spheres, convex polyhedra, 
ellipsoids, dumbells, etc.) and hence so does d[(a(~~~v~~)/&}~ 1 I,!@ = 11. 
Moreover, the dependence on A would appear to be minor and diminishing to 
zero as A j’ co, so the boundedness assumption also seems likely to hold. 
Since the number of summands in (4.1)-namely, n,-is random, the 
following lemma is necessary for obtaining asymptotic distributions. 
LEMMA 1. As A 7 00, kiln, converges in probability to p,; i.e., 
PI 
kA1nA --+p, . (4.24) 
Proof. Clearly Var tiiA = p,( 1 - p,), so since the t,&* are uncorrelated, 
Var(k-,‘nA) = kiz 2 Var I/J~” = kT’pA(l - PA) -+ 0. 
i=l 
Then, as in Theorem 1, k;‘nA - pa converges in mean square to zero, and the 
result follows from p, -+p, . 1 
409/72/I-11 
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THEOREM 2. When p, > 0, (CA - &C,)/(Var CA)lP and (FA - &FAA)/ 
(Var FA)112 converge in distribution to the standard normal distribution as A 1 co; 
z.e., 
c, - bCA 9 
par C,)li2 -+ WQ 11, 
and 
FA - &FA 9 
(VarFA)1/2 - N(07 I)* 
Proof. For each choice of A, the collections {a/: i E A,} and {&u/: i E A,) 
consist of nA independent and identically distributed random variables where 
nA is itself random. Thus, we need a double array form of the Central Limit 
Theorem for random sums [12, p. 1971. When the random variables have 
uniformly bounded third absolute moments the extension is straightforward 
using the Liapunov Central Limit Theorem [12, p. 1851. Our random variables 
are themselves uniformly bounded and kLn, converges in probability top, > 0 
by Lemma 1, so the extension applies, giving 
(4.28) 
and 
[z (uiAviA - &Qv/)! /(Var (F aidv/i))1’2 3 N(0, 1). (4.29) 
Introducing A-l in the numerators and denominators completes the proof. B 
By (4.3) and (4.7), we can replace SC, and L?FA , in Theorem 2, by their 
limiting values 71 and 5 provided j &CA - 7 / and / 8FA - 5 1 are o(A-W). 
COROLLARY 1. Fix (x, t) and supposep, > 0. Whenever &[I &z,~/~x I3 j +hi” I= I] 
is bounded as A varies 
acA 
ax 
& acA acA l/Z 9 ~- - 
ax 
Var 7) ---f N(0, 1). 
Similarly, when E[l a(a,Av,A)lax I3 j &* = 11 is bounded 
aFA - - I+$j/(Var%)r’2-ZN(0, 1) 
ax 
(4.30) 
(4.31) 
Proof. The central limit result required for the theorem also suffices here 
because the summands in (4.21) and (4.22) have uniformly bounded third 
absolute moments and k-rnA +p, > 0 in probability. 1 
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Central limit results for 
(4.32) 
and 
NA(J, t) = A-l g J; %‘YX, t) dx (4.33) 
are less straightforward because the summands may no longer be independent. 
However, in regions of the slurry where a single Markov process, H(c), applies, 
the particles do act independently and central limit results for N, follow, as in 
Theorem 2, from uniformly bounded third absolute moments. Independence is 
also a reasonable assumption when the intervals are short (i.e., the order of 
particle size). In any case, the random variables are exchangeable and the 
dependence would appear to be weak, so asymptotic normal distributions for MA 
and NA seem likely. 
5. PROPAGATION OF CONCENTRATIONS AND DISCONTINUITIES 
Kynch [l] derived equations for the velocities of planes of discontinuity and 
constant concentration, but used assumptions which we avoid in our model-free 
derivation. Applying our Markov model to the general equations, we obtain 
asymptotic results similar to those of Kynch. In particular, we state the 
conditions for Kynch’s equations to be good approximations. 
The velocity of a plane of constant concentration, I’, is meaningful only in the 
context of a concentration gradient. Suppose that the plane moves smoothly 
according to x(t), i.e., r = C(x(t), t). (In th is section, subscripts denoting 
dependence on slurry cross section are used only when necessary.) Then 
ar 
_ = 0 = g x’(t) + g . 
dt (5.1) 
These partial derivatives and those which follow are evaluated at (x(t), t). When 
a plane of concentration r is in a concentration gradient, Z/ax # 0 and the 
velocity of the plane is given by 
ac ac 
XV) = - t/x t 
which reduces by the “continuity equation,” (2.13), to 
x’(t) = g/g. 
(5.2) 
(5.3) 
Under the Markov model, this velocity is a random variable. 
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THEOREM 3. Fix t and set x = x(t). When c?[(aa//ax)z / I,&” = I] and 
&[(a(~~“v~“)/ax)~ / ybiA = I] are bounded as A varies and +/ax # Cl, then 
Pr a< a7 x’(t) + - I - ax ax 
as Afcc. 
Proof. Since +/ax # 0, this is immediate from (5.3) and Corollary 2 to 
Theorem 1 [12, p. 851. ! 
When the vector (aF,/ax, X,/ax) converges in distribution to bivariate 
normality, X’(t) will be asymptotically normal. A vector version of the central 
limit result used in Theorem 2 will be necessary to obtain such bivariate 
normality. 
When 5(x, t) is uniquely determined by 11(x, t), [ = t(q) and the RHS of 
(5.4) may be replaced by d[/dT evaluated at 7(x(t), t). Then, as in Kynch’s flux 
theory [l], the flux plot, 5 versus 7, determines the velocities with which planes 
of constant concentration propagate in large slurries. Moreover, regions con- 
taining concentration gradients expand when propagation velocities increase 
with concentration, i.e., when d2{/d$ > 0, and similarly contract when d2iJdT2 
< 0. For finite slurries 5 and q can be replaced by the expected values, 8FA 
and &CA , so that for large A, X’(t) is near d&FA/d&TA with probability near 
unity. 
Under the quasi-steady-state model, particle velocities are governed by the 
fixed point p.d.f.‘s and convergence to steady state is rapid throughout the 
concentration gradient. In the absence of a shearing field the expected contribu- 
tion of rotational motion to the viA is nil, so 
m/,(x, t) = d(ViA(X, t) 1 $biA(x, t) = 1) 
= 8(g(v 1 c.&, t))) = 8&A(x, t)), 
and hence by (4.7), 
cTFA(x, t) = aC,(x, t) G)&A(x? #. (5.6) 
By (5.6) and the continuity of p in c [6, Assumption A4], letting A t co gives 
5(x, t) = #, 4 CL (j- W(x’ - x) q(x’, t) dx’) . (5.7) 
Therefore, even in quasi-steady state, 4(x, t) will normally depend on all the 
~(x’, t) with x’ near x. However, 
s W(x’ - x) q(x), t) dx’ = 7(x, t) (5.8) 
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when 7 is constant and also when the gradient is linear and W is symmetric. 
(Of course, a Dirac delta function, W, works too, but this conflicts with the role 
of our parameter, c.) In these cases 
5(x, t) = 7(x, t) P(7@, t)). (5.9) 
Now the quasi-steady-state model is most appropriate for small concentration 
gradients ([6], or Section 3) in which case (5.8) and therefore (5.9) hold approx- 
imately and the flux plot analysis applies. It will also apply to larger gradients 
provided (i) they are fairly linear where the weighting is relatively large, (ii) W is 
reasonably symmetric, and (iii) quasi-steady state can be maintained. For finite 
slurries 5 and 7 may be replaced by the expected values, 
GF, = ~CAPW,4), (5.10) 
and the appropriate flux plot is &FA versus &CA . 
Experimentally, concentration gradients occur at fairly high solids concentra- 
tions [3]. Thus, steady-state p.d.f.‘s should be approached rather quickly [6, 71. 
Since the gradient occurs between specified concentrations [3], expansion of 
the region containing it makes the change more gradual and improves the 
approximations. 
Now let us consider concentration discontinuities. Even when concentration is 
continuous it is often fruitful to treat sharp changes as discontinuities. Suppose 
the “discontinuity” moves smoothly according to x(t). 
Let s be another coordinate system with the same unit, direction, and tempo- 
ral reference as S, but whose origin moves smoothly in S according to s(t). 
Thus, (3, t) and (x, t) refer to the same plane (but in different coordinate systems) 
provided f = x - s(t) and f = t. p is the quantity in s corresponding to Q in S. 
In particular, concentration and flux satisfy 
C(x; t) = C(x, t) = C(X + s(t), t) (5.11) 
and 
P(s, t) = F(x, t) - s’(t) C(x, t) 
= F(x + s(t), t) - s’(t) C(% -I- s(t), t). 
(5.12) 
Let F+(t) = lirnzLxo) ( F X, t), where the height of the discontinuity moves 
smoothly to x(t). Define F-(t), C+(t), and C-(t) analogously. Then F- (F+) is 
the flux into (out of) the plane of discontinuity while C- (C+) is the limit from 
“above” (“below”) the concentration at that plane. (Recall that the downward 
direction is positive.) These one-sided quantities are generally continuous (in t) 
unless two planes of discontinuity meet. C+(t) # C-(t) for all times t for which 
the discontinuity exists. 
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THEOREM 4. Suppose that F- and F+ are continuous on I, . If the plane of 
discontinuity is stationary at x0 during the time interval, then, for all t E I, , 
l$F(x, t) = F+(t) = F-(t) = li?i F(x, t). 
0 
(5.13) 
Proof. Let t E I,, . Then X(T) = x0 = x(t) for all 7 E I,, . Let R, := [x,, - 6, 
xs+e] x [~~,~~]=J~I,wheret~ICI,,ande>O.From(2.11), weobtain 
U(R) = jjF(x, - E, t) - F(x, t t, t)] dt = 1^, [C(x, TJ - C(x, T,)] dx. (5.14) 
F(x, - E, t) and F(x, + E, t) are continuous for E > 0, so it follows from (5.14) 
and the mean value theorem for integrals (F is continuous away from x,,) that 
U(R) = L(I) [F(x,, - E, T) - F(xo + E, T)] (5.15) 
for some 7 ~1. Since 0 < C(x, t) < 1 and L(J) = 2~, (5.14) also yields 
1 U(R,)i < 2~. Thus 1 U(R,)j -+ 0. But L(I) # 0 and X(T) = x,, , so 
I F-(T) - F’(T)I = ‘$ I F(x(4 - 6,~) - F(x(T) + E, T)i = ‘jg I WC)I/W) 
= 0. (5.16) 
Since this holds for all subintervals I of I,, which contain t, it holds as I J t. But 
then 7 + t since 7 E I, so (5.16) yields (5.13) by the continuity ofF+ and F-. 1 
COROLLARY 1. Wheneerer Ff, F-, C+, and C- are continuous, $ux is continuous 
across the plane of concentration discontinuity in the coordinate system which 
moves with the discontinuity, i.e., 
F+(t) = F-(t). (5.17) 
Proof. In this moving system, the discontinuity is stationary at 0, and the 
theorem applies. 1 
COROLLARY 2. The velocity of a plane of discontinuity, which moves according 
to smooth x(t), is 
x’(t) = 
F+(t) -F-(t) 
c+(t) - C-(t) . 
(5.18) 
Proof. By Corollary I, (5.17) holds. Applying (5.12), with s(t) =x(t), to 
(5.17) gives 
F-(t) - X’(t) C-(t) = F+(t) - X’(t) C+(t), 
which yields (5.18). a 
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The approach used to obtain Theorem 4 can be applied to the derivation of 
the velocity of propagation of a discontinuity in a container of variable cross 
section, but we do not require this generality. 
Under the Markov model the one-sided fluxes and concentrations are sto- 
chastic and consequently so is x’(t). 
THEOREM 5. Suppose T+, T-, [f, [- are continuous; then 
Pr 5’- 5- x’(t) ----f -__ 
7’ - y 
Proof. In view of (5.18) it suffices for the one-sided values of FA and C, to 
converge in probability [12, p. 851. But this follows in the usual manner (cf. 
Theorem 1) from A7 and the uniform bounds (4.14) and (4.15) on the variances 
for flux and concentration. I 
To obtain a result analogous to that of Kynch [I] we again must assume the 
system is in quasi-steady state so that (5.7) holds. Then (5.19) implies 
*yq 5 7+/47+) - W(T) 
7+ - 7- 
whenever (5.8) holds above and below the discontinuity. Realistically, however, 
it cannot hold near the discontinuity unless W is a Dirac delta function, and this 
conflicts with the role of our parameter c. Nevertheless, the RHS of (5.20) is 
often a good approximation to x’(t) [3]. It appears that there is a transition zone, 
[x(t) - E, x(t) + e], between two regions where (5.8) does hold approximately. 
If conditions remain stable outside the transition zone and &U(R,) = 0 within, 
then 
x’(t) ~ 7+Pu(7+) - 7-CL(T) 
7+ - 7- 
with probability near unity for all large A. This is because Var U(R,) < 0(&l) 
and hence U(R,) is itself “probably” near zero. Thus, in such cases, the idealiza- 
tion which replaces the transition zone by a discontinuous change successfully 
predicts the path, X(t), of the discontinuity. 
If Kynch’s flux, concentration, and particle velocity are replaced by their 
mean values, his methods for the analysis of experimental data are effective 
whenever the quasi-steady state model applies and approximation (5.10) is 
accurate. The two models are operationally equivalent for applications in which 
the mean is important, but variance, persistence [q, and spatial correlation are 
not. Consideration of these latter parameters in circumstances which enhance 
their influence is deferred to a subsequent paper. 
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6. EXPERIMENTAL MEASUREMENT OF p(c) 
In Kynch’s theory, the assumption that particle velocities depend only on 
the local solids concentration provides a simple technique for determining the 
particle velocity to be associated with each concentration. The particles are 
distributed so that concentration is uniform in the large. All particles, including 
those at the interface, then have the same velocity. Hence, the relevant velocity 
is that of the interface. (In this analysis, end effects may be ignored since con- 
siderable time is required for the interface to be affected by them.) Unfortunately, 
the velocity of the interface is sometimes much less than the mean velocity of 
particles in the interior of a dilute slurry [7, 161. Furthermore, the concentration 
often attenuates near the interface [7, 171. H ence, the interface velocity may 
refer to retarded particles at a concentration less than that of the bulk of the 
slurry. Although mean velocities at the interface and in the rest of the slurry 
are related, it is clear that they are often unequal. As the concentration gradient 
near the interface becomes less sharp, particles in this region will attain velocities 
closer to the steady-state p.d.f. for the applicable local solids concentration. 
If the mean velocity for particles at the initial solids concentration exceeds the 
Stokes velocity, particles near the interface will be left farther and farther 
behind [7, 171. 
Thus, it is necessary to measure interior velocities directly. This section is 
devoted to determining the means, p(c), of the equilibrium distributions, 
q( ., c). These means will be useful for describing systems (or regions thereof) in 
steady or quasi-steady state. We shall not consider other mean velocities, as 
further modeling is required just to identify the relevant transient phenomena, 
let alone set up repeatable experiments, etc. Our model [6J, in contrast to 
Kynch’s [I], incorporates individual variation and persistance as well as con- 
centration-dependent velocities. Indeed, in steady state, Z(c) entails not only an 
equilibrium distribution q(‘, c) with mean, p(c), and variance, 9(c), but also an 
autocorrelation structure, p(., c), given by 
,o(t, c) = u-“(c) /Jvx, [uz’ - p2(c)] h(v, t / u; c) q(u, c) du dv. (6.1) 
It is therefore important to determine a2(c) and p(t, c) experimentally, as well as 
PL(4 
Results from many runs may be analyzed together provided the repeated 
measurements are on a single system with solids initially uniform in the large 
( i.e., c = 8). The diameter and height of the container must be much larger 
than the dimensions of a particle in order to eliminate wall and end effects [7, 161, 
and to permit the slurry to reach steady state in an interior region, J0 , where it 
is still unaffected by either attenuation near the interface or accumulation near 
the packed bed [7], during a time interval, Is. Then, random phenomena in 
R, = Jo x I, are determined by the single Markov process, 2(c), in steady 
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state, and are therefore stationary (i.e., invariant under spatial and/or time 
translations compatible with R,). 
Estimation for the pivotal quantities p(c), u2 c , and p( ., c) is straightforward ( ) 
whenever the velocity measurements can be taken to be instantaneous. Suppose 
n such velocities are taken from R. during one or several runs, thereby forming a 
random sample from q(., c). Then, the sample mean 
is unbiased for p(c), i.e., 
5 = n-l.DJi (64 
6% = p(c). (6.3) 
B is also strongly consistent, i.e., 
v -2 p(c), (6.4) 
by the Strong Law of Large Numbers (SLLN [12, p. 971) and asymptotically 
normally distributed, i.e., for rz large, 
v 2 N&(c), n-V(C)), 
by the Central Limit Theorem (CLT, [12, p. 1571). Also by the SLLN 
n-Tq2 “, Iv* = U”(C) + /2(c). (6.6) 
If two measurements, separated by time t, are taken for each particle, a random 
sample from q(., c) h(., t 1 .; c) is obtained, and by the SLLN 
n-‘Zv d t t = u”(c) p(4 4 + P2(C). 
This immediately leads to the strongly consistent estimators 
(6.7) 
and 
#6(t) = (n-‘L%Jiv; - v”)/cw. (6.9) 
Furthermore, X(c) is ergodic [6, Theorem 11, so these quantities can also be 
consistently estimated from a single long realization. 
Often the velocity measurements cannot be interpreted as instantaneous and 
the estimation is consequently less straightforward. Then the measurements 
consist of distances x1 , x2 ,..., x, traveled during time increments t, , t, ,..., t, . 
The statistics 
a, = rl.Zxi/ti (6.10) 
and 
fin = ‘rXi/& (6.11) 
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are obvious candidates for estimating p(c). an is the average of the individual 
average velocities, while /3n is equivalent to the average velocity of a single 
particle which travels the sequence of distances during successive time incre- 
ments. However, it is impossible to estimate either the variability u”(c) or the 
autocorrelations p(t, c) of the instantaneous velocities from such data (even 
with several measurements on each particle) without imposing further structure. 
(For example, in [7], maximum likelihood estimation was carried out for a 
Gaussian diffusion process Z(c).) Consequently, we shall confine our attention 
to p(c) for the remainder of this section. 
The above data could arise by presetting the time increments and measuring 
the corresponding distances or by presetting the distances and measuring time 
increments. It is usual in the first variation to let t, = t, = ... = t, = T [7] 
and in the second to let x1 = .x2 = ... = x, = X [4, 5, 161. 
EXPERIMENT 1 (Random distances, x). Measure the distances, xi , indi- 
vidual particles travel during a fixed time increment, T. 
Then 
an = cl.ZxilT = ZxJnT = fin . (6.12) 
EXPERIMENT 2 (Random times, T). Measure the times, ti , individual par- 
ticles require to travel a fixed distance, X. 
Let wi = X/ti be the average velocity on the ith trip. Then 
(6.13) 
and 
Thus, ,!I* is a weighted arithmetic mean calculated by associating a weighting 
factor ti with each value of wi . It follows that the appropriate second moment 
about the mean is given by 
= Xf Wi/f tipfin2 
is1 i=l 
(6.15) 
This yields 
(6.16) 
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which is the relationship between time and space means derived for highway 
traffic by Wardrop [18]. Since fin is always positive, it is clear that 01, and /$, 
estimate different quantities. 
Let x(t) be the position of a particle at time t and t(x) be the time at which a 
particle is at height X. In Experiment 1, we measure x(tJ - x(tl), where t, > t, 
and, in Experiment 2, t(xz) - t(q), where x2 > x1 . Since a particle can occupy 
only one position in space at a given time, x(t) is uniquely determined and 
Experiment 1 is sound. However, a particle can occupy the same position at 
different times, so t(x) may not be uniquely determined. In fact, t will not be 
unique at any height for which the particle has a negative velocity. Therefore, 
Experiment 2 is sound if and only if x’(t) > 0 and the set (t: x’(t) = O> is not 
dense in any interval. There is also an indirect method of estimating cc. 
EXPERIMENT 3. Measure the net volume of particles, M(x, , I), which pass 
downward through a unit area of the plane at height x,, E JO during the time 
interval I C I, . 
The statistic 
f = wxo , WW) (6.17) 
then estimates p(c) and the experiment is sound. 
We now proceed to establish a theorem indicating when these statistics are 
effective estimates of p(c). We begin by obtaining some relevant consequences of 
R, being in steady state. 
Both flux, F, and concentration, C, are stationary on R, . Their means are 
6C=C, 8F = q(c). (6.18) 
LEMMA 2. The distance, x, measured in Experiment 1 has the following 
mean and variance: 
8x = Tp(c), (6.19) 
Var x = 2a2(c) /r (T - t) p(t, c) dt. (6.20) 
0 
Proof. These results are immediate consequences of 
s 
T 
X= v(t) dt 
0 
and the Fubini theorem [12, p. 571. 1 
LEMMA 3. The mean of the time, 7, measured in Experiment 2, satisjies 
x = p(c) 8T. (6.21) 
170 PICKARD AND TORY 
Proof. This is essentially a version of the Wald identity [ 12, 151 for a con- 
tinuous state, continuous time, ergodic Markov process. 
Clearly, 
x= T 
s s 
a 
w(t) dt = v(t) lt dt, 
0 0 
where 1, is the indicator function 
l,=I if r>t 
zzz 0 otherwise. 
Now the value of It in any realization simply tells us whether or not the particle 
has reached a certain point in its journey by time t. But q(., c) governs individual 
velocities independently of position in R, , so 
Therefore 
&(a(t) I It) = P(C). 
@J(t) It) = wwt) lt I lt)) 
= a(l,s(v(t) / It)) = q.&(c) 1J = p(c) Pr(T 3 t). 
Finally, by the Fubini theorem 
X=&X= s” &(w(t) It) dt = p(c) la Pr(r > t) dt 
0 0 
= p(c) 87. i 
THEOREM 6. The estimators an , Ign , and 5 satisfy the following properties. 
(a) In Experiment 1, 01, and )Bn are identical. Both are unbiased, strongly 
consistent and asymptotically normal; i.e., 
ba, = &/I, = p(c), (6.22) 
%l > fin -=+ p(c), (6.23) 
and for large n 
ollt , pn g N@(c), n-1T-2 Var x). (6.24) 
(b) In Experiment 2, ill,, and & are d@rent. Both are biased and asymptotic- 
ally normal. Only j31E is strongly consistent for p(c). Indeed 
8% 3 4% > P”(C), (6.25) 
6, “, p(c), (6.26) 
a, “2 C’a, = x&T-l > p(c), (6.27) 
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and for large n 
fin E A+(c), n-lp4(c) X-2 Var T), (6.28) 
OL, E N(X&7-l, n-lx2 Var T-l). (6.29) 
When the distribution of T is symmetric about its mean, &or, >, p(c) (1 + Xx2), where 
X, is the coeJG%nt of variation for 7. 
(c) In Experiment 3, 8 is unbiased for p(c) and consistent as A t CO. For 
fixed A and repeated measurements, its sample mean [ is strongly consistent and 
asymptotically normal; i.e., 
at = P(C), (6.30) 
‘$* pr_ 1’ ;g PA(C), (6.31) 
f z p(c), (6.32) 
5 2 N@(c), n-l Var 5). (6.33) 
Proof. (1) The statistics LY, and 6, are identical by (6.12). The xi are 
identically distributed as x, so 
&/3, = T-%-l f &xi = T-l&?x = p(c) 
i=l 
by Lemma 2. Strong consistency and the asymptotic distribution then follow 
from the SLLN and the CLT. 1 
(b) It is apparent from (6.16) that the statistics are usually different and 
and that OL, >, fin . The ti are identically distributed as 7, so 
by Jensen’s inequality [12, p. 451 and Lemma 3. OL, is a sample mean of inde- 
pendent identically distrubuted random variables so the SLLN and CLT apply 
ensuring that OL, is asymptotically normal and converges almost surely to its 
mean X87-l which by Jensen’s inequality is larger than X/&T = p(c). Consider 
the sample mean f = n-l C: ti . Clearly, t converges almost surely to &T > 0, 
and n1j2(t - &‘T) is asymptotically N(0, Var T) by the SLLN and CLT. It 
follows that p,, = X/I converges almost surely to X/&T = p(c) [12, p. 851 and 
n1/2(Pn - p(c)) is asymptotically normal with zero mean and variance 
X2 Var T/(&T)” = p4(c) X-a Var T [19, p. 3851. That is, /3,, is strongly consistent 
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and asymptotically normally distributed. Finally, for 7 possessing moments 
of all orders, the Taylor series expansion 
gives 
7 -1 -1 _-- 70 - Tp(T - 7") + T03(T - TJ - . . 
67-l = 
L 
1 + f (- l)i “i,(&)“] /& 
2 
with vi the ith central moment of 7, i.e., if g is the p.d.f. of r, 
vi = Jrn (t - &7)ig(t) dt = Jrn tig(t + CYT) dt. 
--m -cc 
If 7 is symmetric about its mean 67, the odd moments vi vanish so 
87-l 3 (1 + Var T/(&T)“)/&T = (1 + hx2)/f?~ 
and therefore by Lemma 3 
Ga, = xrT7-1 > (1 + h,2) (X/c%) = p(c) (1 + hX2). 1 
(c) Let T =L(I). By (6.17), (2.6), and the Fubini theorem, 
88 = (CT)-l s, cS(a, t) dt = (CT)-l s, cp(c) dt = p(c) (6.34) 
so 6 is unbiased. Its consistency as A t co follows from A7 since Var(&) < 
0(&r) by Corollary 1 to Theorem I. For fixed A and repeated measurements, 
the SLLN and the CLT give the strong consistency and asymptotic normality 
for the sample mean. 1 
By Theorem 6, Pn is clearly the appropriate estimator of p(c). This is hardly 
surprising since our steady-state Markov process is ergodic and the Ergodic 
Theorem [15] permits us to equate individual and ensemble averages. If any 
particles move upward or remain stationary in Experiment 2, it may not be clear 
how 01, and pla should be calculated. For example, if a particle crosses the starting 
line more than once, which time should be recorded? Should only particles 
initially above the line be considered? (Using a specific example, we have dis- 
cussed the bias in measuring only those particles which cross the starting line 
with a positive velocity [7].) Th ese ambiguities illustrate the necessity of impo- 
sing positive velocities in Experiment 2. 
Literature on highway traffic contains careful discussions of the nature of 
different “average velocities” [18; 20; 21, pp. 7-201. In particular, “time mean 
speed” corresponds to OL, and “space mean speed” to j?, . Experiment 2 is 
sound for highway traffic since velocities are always positive. 
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It appears that Experiment 3 is technically feasible for at least some systems. 
If X, is a plane which is above the interface throughout I = [ti , $1, (2.10) 
reduces to 
wx, 3 4 = NJ, h) - N(J, a. (6.35) 
Stereophotogrammetry, which has been used to determine particle number 
density in a column [22], could perhaps be used to determine the number of 
particles in J = [x1 , xs] at two different times. The time interval should be 
maximized subject to the restrictions that t, be late enough to let the velocities 
reach steady state and t, early enough to avoid changes in concentration (at x2) 
from attenuation or rise of concentration gradients. 
The usual method of determining p(c) by measuring the descent of the slurry- 
supernate interface is a special case of Experiment 3. A best-fit straight line 
through the experimental points is used to establish a maximum time interval 
and to minimize the uncertainty in xi and xs . Then N( J, ta) = 0 and M(x, , I) = 
N(J, tl). Then, by the steady-state assumption and Corollary 1 to Theorem 1, 
N( J, tl) GZ cL( J) and, from (6.17), 
~(4 = UJYW = (~2 - xdl(t, - h). (6.36) 
This assumes that q(., c) applies in [x(t), xa] where x(t) is the position of the 
interface. Though this assumption is invalid at low concentrations, it appears to 
be a good approximation for thick slurries [23]. 
Flux (and hence p) can also be estimated from the rate of rise of the packed 
bed [3]. Let xa = 0 and x1 < 0 correspond to the positions of the bottom of the 
container and the top of the packed bed, respectively, at t, . In S, the latter is 
always 0, so s(t,) = 0 and s(ta) = x1 , i.e., (0, tl) and (0, ta) in S correspond to 
(0, h) and (xl , 2 t) in S. If%a>O andL(J)=jl;,--o=O--q=L(J), then -- 
q-% ,I) = w, td = 0, 
- _ 
and (2.10) in S becomes %(x1 ,1) = N(J, ta). Using 
(2.6) in Sand (5.12) we write this as 
I F(% Y t) dt - s s’(t) C(x, , t) dt = N(J, tz). (6.37) I I 
If C is constant at C,, , (2.6) in S and (6.37) then yield 
-- wx, ,I> = w, $1 - Cd0 - Xl), (6.38) 
which is just 
JWI > 1) = (Cc - G)L(J), (6.39) 
where C, is the solids concentration in the packed bed. The mean flux at x, 
during I can be determined from (2.6) and (6.39). This allows experimenters to 
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test the assumption that this flux is the same as that calculated from the interface 
velocity. The agreement is excellent for high concentrations of small glass 
spheres in water [3]. 
7. LIMITATIONS OF THE STEADY-STATE MODEL 
Experimental studies [3] have shown that a sharp change in solids concentra- 
tion occurs as particles settle into a packed bed. Treating this change as a plane 
of discontinuity, we show that the steady-state model cannot apply if a particle 
can have a velocity less than that of the packed bed. Assume that the single 
Markov process s(c) applies and let 
d = I= dx /“f(x) dx, ’ e= s s 
’ dx -,f (xl dx, (7.1) 
0 z --m 
where f is the p.d.f. of the distance, x, traveled by a particle during a fixed time 
interval I. Then cd (ce) is the volume of particles which may be expected to pass 
downward (upward) through any plane above the packed bed. By reversing the 
order of integration in (7. I), we obtain d = sr xf (x) dx and e = - lym xf (x) dx 
and hence 
tPM(x, I) = c(d - e) = c&x. (7.2) 
Let s(t) describe the position (in S) of the packed bed. If a particle travels the 
distance x in S during I, then (according to Section 5) x = x - y is the distance 
it travels in S, where y is the distance traveled by the packed bed in S. (clearly, 
y < 0.) The p.d.f. of distances x traveled in S during I is f, so f(a) = f (x) and 
8~ = 8~ - y. Let 3 be a plane above the packed bed (i.e., f < 0). Then (7.2) 
implies 
&[ii!q30 ) I)] = c(d - 6). (7.3) 
At 0 (the top of the packed bed), no particles can pass upward through the 
plane, so -- 
&[M(O, I)] = cd, (7.4) 
Let i? = 1 x I = [go , ci) x I. Then, from (2.10) 
-- 
U(R) = R(Zo ) I) - M(0, I), (7.5) 
and (7.3), (7.4), and (7.5) yield 
L?[i7((a)] = -cl%. (7.6) 
-- 
At steady state, a( U(R)] = 0, so we obtain a contradiction when 5 > 0. Accord- 
ing to Assumption Al [6j, particle velocities are finite. If the minimum velocity 
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exceeds that of the top of the packed bed (i.e., no particle moves upward faster 
than the packed bed), then E = 0 and the contradiction is avoided. 
Sharp changes in concentration can be handled by the Markov model. 
Assumption A5 [6] implies that c increases as the distance from the packed bed 
decreases. Assumption A4 states that the Markov processes Z(c) depend con- 
tinuously on the parameter c [6j. These assumptions, together with the null 
velocity of particles in the packed bed, imply that particles slow down in the 
transition zone. (This agrees with theoretical studies which indicate that the 
velocity of a single sphere decreases as it approaches a rigid plane surface or an 
equalized sphere [24-26J.) The local solids concentration, C, must increase to 
maintain the solids flux. Computer simulations (unpublished) offer some insight 
into this process, but the complete analysis of this and other transient pheno- 
mena remains a challenge. 
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