We study control variate methods for Markov chain Monte Carlo (MCMC) in the setting of deterministic sweep sampling using K ≥ 2 transition kernels. New variance reduction results are provided for MCMC averages based on sweeps over general transition kernels, leading to a particularly simple control variate estimator in the setting of deterministic sweep Gibbs sampling. Theoretical comparisons of our proposed control variate estimators with existing literature are made, and a simulation study is performed to examine the amount of variance reduction in some example cases. We also relate control variate approaches to approaches based on conditioning (or Rao-Blackwellization), and show that the latter can be viewed as an approximation of the former. Our theoretical results hold for Markov chains under standard geometric drift assumptions.
Introduction
Markov chain Monte Carlo (MCMC) is a widely used technique for drawing samples from intractable probability distributions. In statistics, MCMC is now a standard tool in Bayesian analysis for sampling from complicated posterior distributions. The goal of MCMC is usually to approximate quantities such as π(dx)g(x), where π is an intractable probability measure, and g : X → R d is a π-integrable function mapping a state space X to R d for some integer d ≥ 1. In MCMC, a Markov chain X 0 , X 1 , X 2 , ... with a stationary probability measure π is simulated for some finite number of iterations M , and π(dx)g(x) is then approximated by the empirical average
(1)
Since MCMC sampling is stochastic, the empirical average S M /M based on MCMC simulations is inherently variable. For finite M , S M /M will even be biased, except for the usually unrealistic case when the Markov chain is started at a random draw from the stationary distribution π. However, under suitable conditions, a central limit theorem can be shown for S M /M stating that
as M → ∞, where d → denotes convergence in distribution (Meyn and Tweedie, 2009) . In this sense, S M /M is asymptotically unbiased as M → ∞, and the MCMC error asymptotically comes entirely from the variance Σ. Due to this fact, one sensible measure of the efficiency of a Markov chain averaging scheme is the asymptotic variance Σ, and we will use this notion of efficiency in the remainder.
A variety of techniques exist for reducing the variance Σ in (2) for MCMC simulations, including conditioning, control variates, and antithetic sampling (see, e.g., Liu, 2008; Robert and Casella, 2004) . We focus on control variate approaches here, although we also make connections to conditioning based approaches. In control variate approaches, mean zero random variables are added to each term of (1) in such a way that the variance of the sum is reduced. In approaches based on conditioning, the overarching idea is to replace g in (1) with a conditional expectation E(g|H ), where H is a σ-field. The hope is that the resulting average may have a reduced variance relative to (1) due to Jensen's inequality, similar to the classical Rao -Blackwell theorem (Rao, 1945; Blackwell, 1947) . This similarity has led to the common use of the term Rao-Blackwellization to describe techniques in which a MCMC average of a conditional expectation is taken in order to reduce the asymptotic variance Σ. However, in MCMC, unlike in classical Monte Carlo settings, independence does not hold and a naive conditioning approach may increase the asymptotic variance (Geyer, 1995) .
Previous results on variance reduction for MCMC apply primarily to Markov chain samplers with time-homogeneous transitions. Many of these results apply specifically to reversible Markov chains, such as the ones resulting from Metropolis samplers, Metropolis-Hastings samplers, or random sweep versions of Gibbs or Metropolis samplers (Metropolis et al., 1953; Hastings, 1970; Geman and Geman, 1984) . For example, Casella and Robert (1996) provided variance reduction results for Markov chains resulting from the Metropolis-Hastings algorithm. A conditioning approach was used in McKeague and Wefelmeyer (2000) to obtain a variance reduction result for reversible Markov chains. In Meyn (2008) , control variate methods were discussed for time-homogeneous Markov chains in the context of network models. Douc and Robert (2011) studied a Rao-Blackwellization method for Markov chains based on Metropolis-Hastings algorithms. In Dellaportas and Kontoyiannis (2012) , a control variate method was given for reducing the variance of estimates based on reversible Markov chains. In Brosse et al. (2018) , a control variate scheme was used to obtain variance reductions for certain Markov chains that can be related through a limiting process to a Langevin diffusion.
In this work, we study control variate methods for deterministic sweep sampling schemes, where multiple Markov transition kernels are cycled through in a fixed order. Often, deterministic sweep schemes arise when a vector valued Markov chain state is updated component-wise, and a single sweep updates every component. Deterministic sweep schemes include, but are not limited to, the commonly used deterministic sweep Gibbs sampler.
The main technical difference between the deterministic sweep setting here and the setting of previous work is that deterministic sweep samplers are (for K ≥ 2 components) time-inhomogeneous and not reversible, even when the individual updates are themselves reversible. To our knowledge, the major previous deterministic sweep variance reduction result comes from Liu et al. (1994) . Their result applies in the special setting of a Gibbs sampler on a state space with two components, where the integrand g being averaged only depends on one of the components. In contrast, all of our results apply to integrands g with arbitrary functional dependence on the components of the state. Furthermore, we show that the conditioning estimate proposed in Liu et al. (1994) can be viewed as an instance of our control variate scheme with a suboptimal choice of weight, and that choosing the weight optimally leads to a lower asymptotic variance. Unlike the estimator in Liu et al. (1994) , our proposed control variate estimator uses the values of both components in the Gibbs sampler chain.
Our methodology adapts the control variate basis function approach of Dellaportas and Kontoyiannis (2012) to our setting of time-inhomogeneous, deterministic sweep Markov chains, from the original setting of time-homogeneous, reversible Markov chains. While this change in setting requires technical modifications, it also leads to a useful practical consequence: any two-component deterministic sweep Gibbs sampler with the control variate scheme described here is guaranteed to achieve a lower variance than the analogous twocomponent random sweep Gibbs sampling approach from Dellaportas and Kontoyiannis (2012) . Two-component Gibbs samplers have long been known to have lower asymptotic variance for deterministic sweep than for random sweep (Greenwood et al., 1998) , and our result extends this earlier work to the control variate setting, where (for deterministic sweep) the integrand is time-inhomogeneous.
In Section 2, we introduce more details about MCMC. In Section 3, we introduce our technical assumptions and state our variance reduction results. In Section 4, we provide theoretical comparisons between the control variate methodology here and estimators from prior literature. In Section 5, we describe some example cases to which our methodology applies and perform a simulation study. We conclude with a discussion of applications and potential extensions in Section 6.
2 MCMC basics, motivation, and notation 2.1 K-component samplers For integers K ≥ 1, we define K-component deterministic and random sweep samplers. We consider Markov chains evolving on a state space (X, X ), where X is assumed to be a complete separable metric space, and X is the associated Borel σ-algebra. We say a function Π : X × X → [0, 1] is a probability kernel if Π(·, A) : X → [0, 1] is an X -measurable function of x for each A ∈ X , and also Π(x, ·) : X → [0, 1] defines a probability measure on (X, X ) for each x ∈ X. Given a probability measure λ on (X, X ), we say a probability kernel Π(x, A) :
We use R to denote the extended real line [−∞, ∞] . For functions f : X → R p where p ≥ 1 and probability kernels Π :
Further, we define the sequence space (Ω, F ) by Ω = X N and the product σ-algebra F . We define a Markov chain as a collection {X t } ∞ t=0 of random variables X t : Ω → X, ω → ω t for ω ∈ Ω with joint law P ν specified by an initial probability measure ν on (X, X ) and a set of probability kernels
for any finite collection A 0 , A 1 , ..., A t ∈ X . Under our topological assumptions on (X, X ), the Kolmogorov extension theorem guarantees that such a law P ν exists and is unique (Durrett, 2010) . We consider deterministic sweep and random sweep samplers induced by a family Π k : X × X → [0, 1], k = 1, ..., K of π-stationary Markov transition kernels. The random sweep sampling scheme updates the chain at each step t via the Markov transition kernel Q t = Q = K −1 K k=1 Π k . For deterministic sweep sampling schemes, we need some more notation. We define the permutation function σ(·) : {1, ..., K} → {1, ..., K} by σ(k) = k + 1 for k < K and σ(k) = 1 for k = K. We also define σ t (k) inductively by σ t (k) = k for t = 0, and σ t (k) = σ{σ t−1 (k)} for t > 0.
Deterministic sweep samplers update the Markov chain by applying the kernels Π k in a fixed order. At time 0, the transition operator used to update the state is, without loss of generality, Π 1 = Π σ 0 (1) , and at time t, the transition operator is Π σ t (1) . Thus, for an initial probability measure ν on (X, X ), we have
. In these notations, P t k is a composition of multiple kernels rather than a repeated composition of a single kernel.
We will sometimes use the notation f, g in order to denote the integral π(dx)f (x)g(x).
Gibbs kernels
Now, we define the probability kernels used in Gibbs sampling. Define the identity map Y : (X, X ) → (X, X ), x → x for x ∈ X. We first define a regular conditional distribution kernel. We say a probability kernel Π : X × X → [0, 1] is a regular conditional distribution kernel with respect to (G , π) , where G ⊂ X is a sub-σ-algebra of X , whenever
It is well-known that when X is a complete separable metric space and X the associated Borel σ-algebra, such regular conditional distributions Π always exist (e.g., Durrett, 2010) .
We now define Gibbs kernels. Gibbs sampling is typically described and implemented in terms of conditional distributions with respect to the σ-algebras generated by random variables, rather than general σ-algebras. Given a measurable function h : X → R n for some n ≥ 1, we say a probability kernel Π : X × X → [0, 1] is a Gibbs kernel with respect to (h, π) if Π is a regular conditional distribution kernel with respect to the σ-algebra σ(h).
We now provide a concrete example for a bivariate normal stationary distribution π. Let X = R 2 and let R 2 be the Borel σ-algebra on R 2 . Additionally, use x = [x 1 , x 2 ] T to denote elements x ∈ R 2 , and let π refer to the probability measure on (X, X ) such that the identity map Y :
Use δ x 1 and π x 1 to denote the probability measures on (R, R) with unit mass at x 1 , and for a normal random variable with mean ρx 1 and variance 1−ρ 2 , respectively. Then the probability kernels
are Gibbs kernels with respect to (h i , π). Gibbs kernels have some useful properties. First, any Gibbs kernel Π with respect to (h, π) preserves π. This follows since
for each A ∈ X , from the properties of conditional expectation. Additionally, the idempotence property Π{Πf }(x) = Πf (x) holds a.e. π for each π-integrable f . Finally, for functions f, g which are square-integrable with respect to π, we have
The equality f, Πg = Πf, g is the useful reversibility property. Thus from (7), we see that Gibbs transition kernels are each reversible with respect to π. However, compositions of the form Π 1 Π 2 · · · Π k will in general not be reversible with respect to π.
Control variates and Rao-Blackwellization
We will henceforth use g : X → R d to denote a function for which we would like to obtain π(dx)g using MCMC, and f : X → R p to denote a control variate basis function (Dellaportas and Kontoyiannis, 2012) . For deterministic sweep chains {X t } ∞ t=0 that use probability kernel Π σ t (1) to obtain X t , we consider four averaging schemes:
Empirical:
(8)
Rao-Blackwellized:
Fixed weight control variate: (10)
In (10) and (11), we use C and C k for k = 1, ..., K to refer to fixed p × d weight matrices. We will show for suitably chosen C (C k ), the control variate approaches have a smaller asymptotic variance than the empirical average. We note that the Rao-Blackwellized estimator (9) is a special case of the control variate estimators, using the choices f = g and C k = I d×d .
Because the control variate and Rao-Blackwellization schemes involve the conditional expectations Π k f (or Π k g, in the Rao-Blackwellization setting), it is necessary in practice for these conditional expectations to have a computationally tractable form in order to apply the control variate and Rao-Blackwellization schemes.
Assumptions and variance reduction results
In this section, we consider Markov chains {X t } ∞ t=0 with arbitrary initial law ν on (X, X ) and time-inhomogeneous transition kernels P t = Π σ t (1) . Throughout, we will take π to be a probability measure on (X, X ) which we would like to take expectations with respect to.
Assumptions
First, we define small sets, in the sense of Meyn and Tweedie (2009) . We say a set C ∈ X is a small set with respect to a probability kernel P if there exists an m > 0, and a non-trivial measure ν m on (X, X ), such that
We make the following assumptions on the composition kernels P Kt k and the transition kernels Π 1 , ..., Π K .
(A.1) The kernels Π k are π-stationary. This holds whenever at least one of (A.1-1) and (A.1-2) holds:
(A.1-2) (Gibbs kernels) The Π k are Gibbs kernels with respect to (h k , π) for some set of functions h k : (X, X ) → (R m k , R m k ), where m k ≥ 1 is an integer denoting the dimension of the range of h k .
(A.2) (ψ-irreducibility) There exists a probability measure ψ on (X, X ) such that for each k = 1, ..., K and all A ∈ X with ψ(A) > 0, and for all x ∈ X, there exists a positive integer t = t(x, A, k) such that P Kt k (x, A) > 0.
(A.3) (Geometric drift) There exist small sets C k ∈ X with respect to P K k , constants λ k < 1 and b k < ∞, and functions V k : X → [1, ∞), such that for k = 1, ..., K,
(A.4) (Aperiodicity) The composition kernels P K k are assumed to be aperiodic.
Assumption (A.1) ensures that the transition kernels Π k preserve the stationary distribution π. Assumption (A.2) ensures that π is the unique stationary distribution for the K-step composition kernels P K k for k = 1, ..., K (see, e.g. Meyn and Tweedie, 2009) . Assumption (A.3) ensures that Markov chains with transition kernel P K k are Harris recurrent, so that for any A ∈ X with ψ(A) > 0, we have P
where P x refers to the Markov chain law with point mass initial distribution δ x and transition kernel P K k . Regarding (A.4), we say an irreducible probability kernel is aperiodic if d = 1 is the largest integer such that there exist sets D 1 , ..., D d satisfying Meyn and Tweedie, 2009) . Lemma 3 in Appendix A shows that Assumption (A.1-2), when it holds, ensures (A.4) holds also. We make the following assumptions about the functions g :
3), (A.4), (B.1), and (B.2) will be used to ensure certain bounds on solutionsg k to the Poisson equationsg k −P K kg k = g − π(dx)g(x). Assumption (B.3) is introduced for notational convenience: it allows us to write, for example, statements such asg k −P K kg k = g rather thang k −P K kg k = g − π(dx)g(x). For a general integrand g, the results to follow will apply to the functionḡ(x) = g(x) − π(dx )g(x ). We note that (B.4) will be satisfied for f = g when (A.1)-(A.4) and (B.1)-(B.2) hold.
Results
In this section, we state our main results, and defer the proofs to the appendices. 
a.e. π. The sums in the definition ofĝ k are absolutely convergent elementwise for π-a.e. x ∈ X, and π(dx)ĝ T kĝ k < ∞ for each k. Additionally, eachĝ k satisfies a corresponding Poisson-type equation
Proposition 1 is proved in Appendix B. We will use the Poisson equation solutions from Proposition 1 in order to write each of the sums S M in (8)-(11) as the sum of an approximating martingale, plus a small error term. We will then apply central limit theorems for martingales to obtain results for the asymptotic variance of MCMC averages (Gordin, 1969; . The Poisson equation technique is discussed for time-homogeneous Markov chains in Chapter 17 of Meyn and Tweedie (2009) . We also found useful ideas in Younes (1988) , in a stochastic approximation setting involving a deterministic sweep Gibbs sampler. We modify these approaches to fit the setting here, where both the transition kernels Π k , and the integrand, are time inhomogeneous.
Intuitively, one can verify thatĝ k − Π kĝσ(k) = g by checking that each term inĝ k matches a term in Π kĝσ(k) except for the first term g, so that all terms besides g cancel, provided the sums and integrals can be rearranged as needed. We define
We now consider sums of the form
where C k are p × d matrices of weights, for k = 1, ..., K. We establish the following result. 
The variance Σ C can be written as
In general, the optimal weight expressionC σ(k) = U † k V k in Theorem 1 appears daunting, since the V k contain integrals involving the Poisson equation solutionsĝ σ(k) . However, Corollary 1 below will show that the expression for the optimal weight is much simpler in the setting of deterministic sweep Gibbs sampling with fixed control variate weights C 1 = · · · = C K = C. In particular, the optimal weight expression no longer explicitly involves the Poisson equation solutions.
We define
where U k and V k are defined in (13) and (14), respectively, for k = 1, ..., K.
We then have Corollaries 1 and 2.
Then for the fixed weight scheme with C 1 = · · · = C K = C, we have
Proof: A detailed proof is in Appendix B. We outline the steps to obtain the simplified representation for V under (A.1-2) here. We first observe
by the idempotence and reversibility of Π k under (A.1-2). Then, we use Proposition 1 and rearrange a sum to obtain
Corollary 1 shows that the formula for the optimal control variate weight simplifies dramatically in the Gibbs sampling setting where (A.1-2) holds. In general, the quantity
) T depends on the Poisson equation solutionsĝ k from Proposition 1, whereas under (A.1-2), the formula forC no longer explicitly involves theĝ σ(k) . The proof obtaining the simplified representation for V exploits both the idempotence and the reversibility properties of the Π k under (A.1-2), in order to cancel all but the leading terms in the Poisson equation solutionsĝ σ(k) . A similar cancellation also occurs in the time-homogeneous, reversible Markov chain setting (Dellaportas and Kontoyiannis, 2012).
In contrast, for general transition kernels or Gibbs sampling without fixed control variate weights, the optimal weights depend on high-order autocovariances due to the presence of the Poisson equation solutionsĝ k in V (V k ). In the general setting, we will investigate an approach based on batch means to estimate the optimal control variate weights (see, e.g., Meyn, 2008; Dellaportas and Kontoyiannis, 2012) . Finally, we note that the matrix U will always be invertible in the ordinary sense except when a T f = b a.e. π for some constant b ∈ R and nonzero a ∈ R d . This follows from Lemma 5 in Appendix A.
We now consider deterministic sweep Gibbs sampling with the basis function f = g, for the fixed weight average
Let 0 d×d and I d×d refer to the d × d matrices of all 0's and the identity matrix, respectively, and use Σ 0 and Σ 1 to denote the variance Σ C when C = 0 d×d and C = I d×d . Taking C = I d×d yields
, which is exactly the Rao-Blackwellized average (9). On the other hand, taking C = 0 d×d is equivalent to the ordinary empirical average (8).
With this setup, we have the following result.
Proof: A detailed proof is in Appendix B. The result follows from collecting terms and simplifying the variance from Theorem 1 with C = I d×d and f = g. We again exploit (A.1-2) to use the simplified formula for V from Corollary 1. When f = g, then V = π(dx)f g T = π(dx)gg T .
Corollary 2 shows that the asymptotic variance is always smaller for the Rao-Blackwellized average Σ 1 than for the empirical average Σ 0 . Thus, for deterministic sweep Gibbs sampling, the apparently naive Rao-Blackwellization strategy of averaging the conditional expectation of the integrand g, with respect to whichever transition kernel is being used to update X t , leads to an improved asymptotic variance.
Estimating the optimal control variate weight
For the control variate schemes, we will usually need to estimate U k and V k , or U and V , based on MCMC, and implement the control variate estimate as a post-processing of the empirical estimator.
For simplicity, we give expressions for estimates for the case M = N K where N is an integer corresponding to the number of complete sweeps.
For the fixed weight control variate approaches, one can usê
For Gibbs samplers, one can estimate V bŷ
In general settings, we propose a batch means approach, where autocovariances up to a maximum lag of B are included for some integer B:
For U k , we propose the estimateŝ
For V k , we propose a batch means approach:
We then compute estimatesĈ σ(k),M =Û † k,MV k,M . (1994) applies in the so-called data augmentation Gibbs sampling setting, in which a two-component Gibbs sampler has components Π 1 and Π 2 , and the integrand g satisfies Π k g = g a.e. π for at least one of the components k. We assume the integrand g satisfies (C.1) (data augmentation) Π 2 g = g a.e. π.
(C.2) (non-degeneracy) π(dx)gg T is a positive definite matrix.
In this setting, the estimator from Liu et al. (1994) is
Denote by Σ 0 , Σ 1 , Σ 2 , Σ LWK , and ΣC the variances obtained by the empirical estimator (8), the Rao-Blackwellized estimator (9), the fixed weight control variate scheme with C = 2I d×d , the conditioning estimate in (23) due to Liu et al. (1994) , and the fixed weight control variate scheme with the optimal weight C =C, respectively. Additionally, define A = π(dx)gg T and B = π(dx)(Π 1 g)(Π 1 g) T . Note that A and B are symmetric. Then we have the following result. 
In Proposition 2, an ordering is given for the variances obtained by the empirical estimator, the Rao-Blackwellization estimator (9), the LWK estimator, and the optimal control variate estimator, in the data augmented Gibbs sampling setting. From Proposition 2, the variance from the optimal fixed weight control variate approach will be no larger, and will typically be smaller, than the variance from the approach of Liu et al. (1994) , which in turn will be lower than the variances from both the empirical estimator as well as the Rao-Blackwellization approach in Corollary 1.
Comparison to random sweep Gibbs sampling approaches
We now compare the asymptotic variances resulting from deterministic and random sweep Gibbs sampling control variate schemes, for K = 2. For kernels Π 1 and Π 2 , we define the random sweep kernel Q = (Π 1 + Π 2 )/2. Additionally, we define the function
Then we have the following result.
3) and (B.1)-(B.4) hold, and that the number of components K = 2. Let an arbitrary weight matrix C be given. Then the asymptotic variances Σ C and Σ rev C from the fixed-weight deterministic sweep control variate and random sweep schemes with weight matrix C have the alternate representations
Additionally, writingC for the optimal control variate weight from the deterministic sweep scheme, and definingh = g −C T (f − Qf ), whereC is the optimal weight for the random sweep scheme, we have
Proof: deferred to Appendix B. Theorem 2 shows that when K = 2, it is better, in terms of the asymptotic variance, to use the deterministic sweep rather than the random sweep scheme. A similar result to Theorem 2 is given in Greenwood et al. (1998) , but the Greenwood et al. (1998) result applies to integrands that do not depend on the time step, unlike the control variate estimates (10) and (11). In Greenwood et al. (1998) , it is shown that for a fixed integrand g, the asymptotic variance resulting from deterministic sweep is always smaller than the asymptotic variance resulting from random sweep, for two-component Gibbs samplers.
Discussion
We now show that the Rao-Blackwellization estimator (9) can be viewed as an approximate control variate scheme. Suppose the control variate basis function f = g, and assume for simplicity that the matrices U k in (13) are positive definite. Then under the assumptions of Theorem 1, the optimal control variate weights areC σ
within V k , where the infinite sum in the Poisson equation solution is truncated after a single term. Then we are left with
Thus, under the one term approximation ofĝ σ(k) , we obtainC σ(k) = I d×d for each k. Similarly, for the fixed weight scheme, we obtainC = I d×d . But these choices of weights in (10) and (11) both lead to the estimator
which is exactly the Rao-Blackwellized estimator in (9). An inspection of the expressions for the batch means estimates (21) and (22) shows that setting B = 0 in the batch means estimate with f = g can be interpreted as invoking the approximation (28). In particular, in the setting where f = g and B = 0, we expectÛ k a.s.
→ U k asymptotically, so that the estimators from the control variate approach with B = 0 will be identical to the estimates from the Rao-Blackwellized estimate (9). Figure 4 in Section 5 provides a numerical demonstration of this fact.
Numerical examples 5.1 Bivariate normal
First, we consider the bivariate normal Gibbs sampling setting from Section 2.2. The deterministic sweep scheme updates X t by drawing from Π 1 (X t , ·) for even t and by drawing from Π 2 (X t , ·) for odd t, where Π 1 and Π 2 are defined in (4) and (5). It can be shown that for k = 1, 2, the composition kernels P 2 k satisfy Assumption (A.2) with the measure ψ = π. Additionally, Lemma 3, combined with (A.1-2) and (A.2), shows that (A.4) also holds. We verify in Lemma 9 (Appendix A) that Assumption (A.3) also holds for P 2 1 and P 2 2 with the functions V 1 (x) = x 2 1 + rx 2 2 + 1 and V 2 (x) = rx 2 1 + x 2 2 + 1 for appropriately chosen r > 0. These V k satisfy (B.1). Thus, Theorem 1 can be applied to each of the following examples.
Our numerical results for the bivariate normal setting are shown in Figure 1 . We compare the simulation mean squared error (MSE) for multiple estimators of π(dx)g(x), for three different integrands g. For each example integrand g, we set the control variate basis function f = g. For the fixed weight control variate approach, we compare two different estimation methods for the weight V in (18), namely, the estimator (20), which exploits the simplied representation for V from Corollary 1, and the batch means estimator (21). Empirically, the estimator (20) performs better than the batch means estimator (21), which is expected since it requires the estimation of fewer covariance terms. We use a batch size of B = 10. We computed MSE in each setting based on 100 simulated averages using M = 2000 draws, at each value of ρ. Figure 1a shows a data augmented setting, where the integrand g(x 1 , x 2 ) = x 2 , so that g only depends x 2 . Figure 1a compares the simulation asymptotic variances of S M /M as the bivariate normal correlation coefficient ρ varies for the LWK (23), fixed weight control variate (10), general control variate (11), Rao-Blackwellization (9), and empirical (8) estimators. We see that the control variate and LWK estimators outperform the empirical and Rao-Blackwell estimators, with the empirical estimator performing the worst. The LWK and control variate estimators perform similarly, although for large |ρ|, the control variate estimates outperform the LWK estimates. For ρ = 0, the LWK estimate is exactly Π 1 g(x 1 , x 2 ) = 0 for all (x 1 , x 2 ). Thus, at ρ = 0, the finite sample performance of the LWK estimate is better than the control variate estimate estimates, which accrue some error in finite samples due the estimation ofC. This error vanishes asymptotically with M 1/2 normalization. Figure 1b shows results for the integrand g(x 1 , x 2 ) = x 2 1 + x 2 2 /3 − 4/3. Since this g depends on both x 1 and x 2 , the approach by Liu et al. (1994) no longer applies. Figure 1b compares the variances of the fixed weight and general control variate estimators (10) and (11), as well as the Rao-Blackwellized and empirical estimators (9) and (8), as ρ varies. For this example, the general control variate estimates outperform the fixed weight estimates. The fixed weight estimates substantially outperform the empirical and Rao-Blackwellized estimates. Figure 1c shows results for the integrand g(x 1 , x 2 ) = x 1 + x 2 . The control variate estimates (both fixed-weight and general) attain 0 asymptotic variance, even though the empirical and Rao-Blackwellization estimates have positive asymptotic variance. This can be explained as follows. Taking the random sweep kernel Q = (Π 1 + Π 2 )/2, we have Qg = (1 + ρ)g/2, so that g is an eigenfunction of Q with eigenvalue λ = (1 + ρ)/2. Therefore, taking c = 1/(1 − λ) and f = g gives g(x) − c{g(x) − Qg(x)} = 0 a.e. π. Thus, the optimal random sweep Gibbs sampling scheme from Theorem 2 has an asymptotic variance of 0. From Theorem 2, we have that the optimal fixed weight deterministic sweep control variate scheme must also attain 0 asymptotic variance. Figure 1c demonstrates that the control variate estimates indeed achieve 0 asymptotic variance, as the MSE for the control variate estimates are nearly exactly 0 except for large ρ, where finite sample error in estimatingC causes the MSE to be just barely above 0. On the other hand, the empirical and Rao-Blackwell estimators perform much worse, particularly for larger ρ. 
The estimator labels general, Rao-Blackwell, empirical, LWK, fixed, and fixed batch correspond, respectively, to Equations (11), (9), (8), (23), (10) withC estimated by (19) and (20), and (10) withC estimated by (19) and (21).
Ising model
Next, we consider the one-parameter Ising model on a square, n × n grid of cells. We take n = 20. The state space is X = {−1, 1} n 2 , where X = 2 X is the set of all subsets of X. The probability density function of the desired stationary measure with respect to counting measure on (X, X ) is π(x) = exp{ηT (x)−ξ(η)}, where the sufficient statistic T (x) = i∼j,i<j x i x j , and the notation i ∼ j indicates that i is a neighbor of j. Thus, the contribution from a given i,j pair with i ∼ j is positive when x i and x j are equal, and negative otherwise. The term ξ(η) = log[ x∈X exp{ηT (x)}] is a log normalizing constant. We write x −i for the values at all sites of x except site i. Also, we use x i to denote the configuration x with the ith value flipped, so that
We consider deterministic sweep Gibbs samplers, as well as deterministic sweeps composed of Metropolis-type updates. We first define Gibbs sitewise kernels for each i = 1, ..., n by
Each Π i is a Gibbs kernel with respect to (h i , π) for the coordinate projection
where a i (x) = min{π(x i )/π(x), 1}. Each Metropolis kernel Q i corresponds to proposing to flip the value at the ith coordinate with probability 0.9, and then accepting any flip with probability a i (x). Note that we do not always propose to flip the value at site i. It is straightforward to show that the Q i (x, x ) satisfy the reversibility condition (A.1-1). For each of the Gibbs and Metropolis sitewise update types, we consider two different types of compositions of the sitewise updates, so that in total, four Markov chain schemes are considered. First, in the raster sweep, we construct Markov chains {X t } ∞ t=0 using the update Π σ t (1) (resp., Q σ t (1) ) at each time step t, where the sites are traversed sequentially proceeding first down each column of the grid, and then across the columns in order.
We next consider a checkerboard sweep, where we partition the bipartite lattice into two components W 1 and W 2 , as in Figure 2 , and then update each component in sequence. To update each component, we construct composition kernels
for the Gibbs kernels and
for the Metropolis kernels. Because of the lattice neighborhood structure of the sites, any ordering of the Π i (resp., Q i ) in the compositions H k (resp., J k ) leads to an equivalent transition kernel, and both composition kernels can be implemented using independent Bernoulli draws at every site not in W k . For the checkerboard sweeps, we construct Markov chains {X t } ∞ t=0 by applying the kernel H σ(t) (resp., J σ(t) ) at each time t. For example, for the Gibbs-based sampler, H 1 is used to obtain X 1 from X 0 , and H 2 is used to obtain X 2 from X 1 . Thus, at each step, all of the cells are updated in one of the components W k .
It is straightforward to verify that H k itself is a Gibbs kernel with respect to (h k , π), where h k : X → R |W k | , x → x W k denotes the coordinate projection which obtains the values in W k . All four sweeps are irreducible with respect to the uniform probability measure on (X, X ). Additionally, taking C = X, b = 1, V k (x) to be the constant function V k (x) = 2 max x ∈X |T (x )| for k = 1, 2, and g(x) = T (x) − π(dx )T (x ) ensures (A.3) holds for chains composed of either the Gibbs and Metropolis updates. Finally, the aperiodicity condition in Assumption (A.4) holds for the composition chains P K k (where K = n 2 for the raster sweeps and K = 2 for the checkerboard sweeps). For both the Gibbs and Metropolis updates, this follows from the fact that P K k (x, {x}) > 0, ∀x ∈ X for raster and checkerboard scans with either Gibbs or Metropolis sitewise updates. For the Gibbs sampler chains, we could alternatively have verified (A.4) by using Lemma 3.
For each sweep type, we considered estimators based on 2000 cycles through the grid. For the raster sweeps, we used a batchsize of 5(400) = 2000, which corresponds to lags resulting from 5 complete cycles through the grid. For the checkerboard sweeps, we used a batchsize of 5(2) = 10, which also corresponds to 5 cycles through the grid.
In Figures 3 and 4 , method="fixed" and "fixed batch" correspond to estimatingC via (19) with V estimated via (20) and (21), respectively. In Figure 3 , mean squared error (MSE) is computed based on the empirical average squared error of 100 estimated means, where each estimated mean used 2000 complete cycles through the grid. That is, M = 2000(n 2 ) = 800000 for the raster sweeps, and M = 2000(2) = 4000 for the checkerboard sweeps. Figure 3 shows the MSE for the checkerboard and raster sweeps with Metropolis and Gibbs updates. Figure 3a shows the performance of the estimators for checkerboard sweep. The control variate estimates all perform well for the Gibbs sampler. The Metropolis based control variate estimates perform well except for the fixed weight control variate estimate. This is expected since the fixed weight estimate without batch means uses the formula (20), which is exact for Gibbs sampling but not for Metropolis sampling. The Metropolis control variate schemes perform well when using the proper batch means formulas to estimate the control variate weight. Figure 3b shows that for the raster sweep, the general control variate estimator performs much worse than the other estimators, likely due to the fact that n 2 weights must be estimated for this scheme. Figure 3c shows the MSE for the raster sweep, for the estimators remaining after excluding the general control variate estimate. In Figure 3c , the empirical and Rao-Blackwellized schemes nearly overlap for both Gibbs and Metropolis schemes. For Gibbs sampling, the fixed weight estimator based on (20) performs best, as expected, but the fixed weight batch estimator also performs well. For Metropolis sampling, the fixed weight estimators perform similarly, but the MSE for the batch means estimator is often smaller than for the fixed weight estimator based on (20).
For each value of η, we estimated the true value of π(dx)g(x) using a long checkerboard sweep run with 100000 complete cycles through the grid, so that M = 100000(2) = 200000. We used the Rao-Blackwellized estimator to compute the means. We also examined the effect of differing batch sizes on the performance of the various estimates (Figure 4 ). Our study allowed us to confirm three notable theoretical predictions about the performance of the control variate estimators. First, for Gibbs samplers, the optimal fixed weight control variate formula based on (20) (horizontal line with smaller dashes) always performed better than the corresponding batch means approach, as expected. For the Gibbs samplers, the batch means estimators performed best near a batch size of B = 4. At this batch size, the estimation performances were nearly identical to, but slightly worse than, the estimates using (20). Second, our results for each setting demonstrate empirically that setting the batch size B = 0 is asymptotically equivalent to the Rao-Blackwellization approach (9) (horizontal line with larger dashes). Third, for the Metropolis samplers, using the optimal batch size in each setting leads to a better control variate weight than using the fixed weight estimator (20) (horizontal line with smaller dashes). 
Conclusions and discussion
The results here can be used to improve the efficiency of Bayesian statistical analyses that involve deterministic sweep Gibbs samplers, or hybrid Gibbs-Metropolis sweep samplers. This work also provides a rigorous foundation for the use of Rao-Blackwellization in the deterministic sweep Gibbs sampling context, where previously the main justifications for the procedure have come through heuristic uses of Jensen's inequality or the classical Rao-Blackwell Theorem for independent data. Future work may include investigating good choices of control variate basis functions. In addition, we believe our results will be directly relevant in stochastic approximation settings. Typically in these settings, an iterate sequence θ t will converge to some optimum θ * at a rate such that a distributional convergence result
holds (see, e.g., Benveniste et al., 1990; Kushner and Yin, 1997; Fort, 2015) . The asymptotic variance of the iterates J(θ * ) −1 V (θ * )J(θ * ) −1 essentially sandwiches the asymptotic variance of the gradient estimates V (θ * ) near θ * between inverse Hessian terms J(θ * ) −1 . Thus, using our approaches to reduce V (θ * ) can plausibly lead to reductions in the iterate variance. Variance reduction methods are already used in many implementations of stochastic approximation algorithms, although mostly in the Rao-Blackwellization sense of Corollary 2 rather than the control variate approaches discussed here, which may be superior. For example, in the machine learning community, deep Boltzmann machines (Salakhutdinov and Larochelle, 2010) have been used to model datasets containing complex structure such as the MNIST handwritten digit dataset, and Rao-Blackwellization for variance reduction has been used to make the model fitting process more efficient for these algorithms. 
SUPPLEMENTARY MATERIAL
The proofs of Lemmas 1-9 are in Appendix A. Appendix B contains (in order), the proofs of Theorem 1, Corollaries 1-2, Theorem 2, and Propositions 1-2.
A Proofs of Lemmas
In Lemmas 1-3, we show that the length K composition kernels P K k are aperiodic when the Π k are Gibbs kernels for k = 1, ..., K.
a.e. π for some t > 1. Then P t−1 σ(k) I A = I A a.e. π. Proof: We have
where the first and final equalities follow since P t k I A = I A a.e. π, the second equality follows from reversibility and idempotence of Π k , and the inequality follows from the Cauchy-Schwarz inequality. Jensen's inequality gives P t−1 σ(k) I A , P t−1 σ(k) I A ≤ I A , I A , which from the preceding implies P t−1 σ(k) I A , P t−1 σ(k) I A = I A , I A . Since P t−1 σ(k) I A , P t−1 σ(k) I A = I A , I A , applying the Cauchy-Schwarz inequality to P t−1 σ(k) I A and P t k I A implies P t−1 σ(k) I A (x) = P t k I A (x) = I A (x) a.e. π. Lemma 2 below relates the stationary measure π to the irreducibility measure ψ. Proof of Lemma 2: Note that for any A ∈ X ,
Now, suppose some set A ∈ X satisfies ψ(A) > 0 and P K k (x, A) = 1 for all x ∈ A. Then
But from ψ-irreducibility of P K k , the infinite sum is positive for all x. This implies I A C = 0 a.e. π, and thus π(A) = 1. Now, we finish the proof of aperiodicity. Proof: Consider some arbitrary k from 1, ..., K. From Theorem 5.4.4 of Meyn and Tweedie (2009) and the ψ-irreducibility of P K k , there exists an integer d and a collection of sets D 1 , ..., D d satisfying
We show that P K k is aperiodic by showing that d = 1 is the largest integer such that 1-3 hold for a collection of sets D 1 , ..., D d . Suppose to the contrary that d > 1 for a collection of sets D 1 , ..., D d satisfying 1-3. From Lemma 2, we have π(∪ d i=1 D i ) = 1. Thus, P Kd k I D i = I D i a.e. π for each i. Now, K(d−1) applications of Lemma 1 imply P K k I D i = I D i a.e. π for each i. Additionally, π(D i ) > 0 for at least one i, so for this i, H = {x ∈ D i : P K k I D i = 1} is non-empty. But this is a contradiction, since P K k (x, D i+1 ) = 1 for all x ∈ H. Thus, any collection of sets D 1 , ..., D d satisfying 1-3 must have d = 1. This proves the result. Proof: Suppose Π k I A = I A a.e. π for each k, for some A ∈ X . We first show π(A) = 0 or 1. Define a Markov chain {Y t } ∞ t=0 by the initial distribution Y 0 ∼ π and the transition kernel P K 1 . Then we have I A (Y t ) = I A (Y 0 ) almost surely for all t. Now under (A.1)-(A.4), a Law of Large Numbers holds,
→ π(dx)I A (x). Thus, I A (Y 0 ) = π(dx)I A (x) almost surely. This implies π(dx)I A (x) = 0 or 1. Now, let H = {A ∈ F : Π k I A = I A a.e. π, ∀k}. We show H is a σ-field. The empty set φ ∈ H and the state space X ∈ H . Also, for any arbitrary A ∈ H , we have π(A) = 0 or π(A) = 1. This implies
Finally, we show that f is constant a.e. π. Without loss of generality, we assume f ≥ 0. For general f , we may use the standard decomposition of f into positive and negative components and apply the following reasoning to each component (see, e.g., Chapter 1 of Shao, 2003 ). Since f is Hmeasurable, we can construct a sequence {f n } ∞ n=1 of H -measurable simple functions such that f n ↑ f pointwise. Now, let b = π(dx)f (x). Then π({x : f (x) > b}) = lim n→∞ π({x : f n > b}) = 0, where we used {f n > b} ⊂ {f n+1 > b} for each n by monotone convergence of the f n , as well as the fact that f n are constant a.e. π so that π(dx)f n ≤ b implies f n ≤ b a.e. π. Thus, f (x) = b a.e. π. This completes the proof. Proof: Follows easily from Lemma 4. Lemma 6. Let U be a symmetric positive semidefinite p × p matrix, and V be a p × d matrix such that a T V = 0 1×d for any vector a with U a = 0. Then for all p-vectors a,
Proof: First, we note that when U = 0 p×p , then V = 0 also, so that a T {C T U C − C T V − V T C}a = 0 for all a, for any choice of C. In particular,
Otherwise, since U is symmetric positive semidefinite, we may write U = QDQ T where Q is a p × r matrix with r ≤ p orthonormal columns, and D is a r × r diagonal matrix with strictly positive diagonal entries. Further, for any C ∈ R p×d , we
It can be checked that the value of the B component of C does not affect the value of a T (C T U C − C T V − V T C)a, so that minimizers of the form C = QR exist. When C = QR, we have
where X = D 1/2 Q T C −D −1/2 Q T V . The second term in (29) does not depend on C. Now, a T X T Xa ≥ 0 for arbitrary C. But U † = QD −1 Q T , so that
This completes the proof. In Lemma 7-8, we take K = 2 and Q = (Π 1 + Π 2 )/2. Lemma 7. Assume (A.1-2)-(A.3) and (B.1)-(B.2). Then we have ∞ t=1 |Q t g(x)| is square integrable with respect to π, and ∞ t=1 Q t g(x) = ∞ t=1 (P t 1 + P t 2 )g(x) a.e. π.
Proof: We show the result for scalar g : X → R. The result follows for general g : X → R p by applying the reasoning below elementwise.
a.e. π, where the second inequality follows because
which itself is a well-known identity related to the pdf of a negative binomial random variable. The Assumptions (A.1-2)-(A.3) imply (A.1)-(A.4) hold, and since (B.1)-(B.2) also hold, we have ∞ t=1 |P t 1 g(x)| + |P t 2 g(x)| < ∞ a.e. π by Proposition 1. Thus ∞ n=1 |Q n g(x)| converges a.e. π, and
a.e. π, where the final equality follows from using Fubini's Theorem and the identity ∞ i=n 2 −i i−1 n−1 = 1. 
Proof of Lemma 8: We prove the result assuming X 0 ∼ π. When X 0 ∼ ν for general ν, the result can be shown with a coupling argument as sketched in Theorem 1.
We prove the result for scalar f, g : X → R and C = c ∈ R. The extension to g : X → R d , f : X → R p , and C ∈ R p×d can be shown by applying the univariate result elementwise for each of the d elements of M −1/2 (S M − H M ).
For univariate f, g and scalar c, we have
Now, when t is even, Π 1 f (X t ) = Π 1 f (X t+1 ) almost surely, and similarly, Π 2 f (X t ) = Π 2 f (X t+1 ) almost surely when t is odd. Thus
almost surely, and Lemma 9. Consider the Gibbs kernels Π 1 and Π 2 from the bivariate normal Gibbs sampling example. Then there exists an r > 0 such that Assumption (A.3) holds for the composition kernels P 2 1 and P 2 2 with the choices V 1 (x) = x 2 1 + rx 2 2 + 1 and V 2 (x) = rx 2 1 + x 2 2 + 1.
Proof: First, we show that the {X 2n } ∞ n=0 and {X 2n+1 } ∞ n=1 chains are Tchains, in the sense of Meyn and Tweedie (2009) . To do this, we show that the composition kernels P 2 1 (x, ·) and P 2 2 (x, ·) are strong Feller chains. Since the kernels P 2 k (x, ·) are aperiodic (Lemma 3) and ψ-irreducible, this will imply from part (ii) of Theorem 6.2.5 in Meyn and Tweedie (2009) that every compact subset of R 2 is small.
To show that P 2 1 (x, ·) is strong Feller, we check that lim inf
for any A ∈ R 2 and sequence {x n } ∞ n=1 with x n = (x 1n , x 2n ) ∈ R 2 and x n → x. Let A ∈ R 2 , and suppose {x n } ∞ n=1 is a sequence in R 2 with x n → x * . We have
, and the constant B = {2π(1 − ρ 2 )} −1 does not depend on x n or x . Now, since x n → x * , we have in particular that x 1n → x * 1 . Thus, by continuity,
Therefore, from Fatou's Lemma, we have lim inf n P 2 1 (x n , A) ≥ P 2 1 (x * , A), so P 2 1 is strong Feller. The proof that P 2 2 is also strong Feller is similar. Thus, all compact sets are small for P 2 1 and P 2 2 from Theorem 6.2.5 in Meyn and Tweedie (2009) 
Now, take b = (1+ρ 2 +r)(1−ρ 2 )+1−λ 1 and c > 0 such that λ 1 rc 2 ≥ (1+ ρ 2 +r)(1−ρ 2 )+1−λ 1 . Then we have P 2
3) is satisfied for P 2 1 . Similarly, it can be shown that P 2 2 also satisfies (A.3).
B Proofs of Theorems, Corollaries, and Propositions
Proof of Theorem 1: First, we consider the case when the initial measure ν = π. In this case, the law of {X t } ∞ t=0 is P π and X 0 ∼ π. To simplify notation, we will prove the result in the univariate case where g : X → R, f : X → R, and C k = c k ∈ R. In the remainder, for notational clarity, we will use the conventions Π t = Π σ t (1) , c t = c σ t (1) , andĝ t =ĝ σ t (1) , so that
a.e. P π , where we are using the identityĝ t − Π tĝt+1 = g a.e. π from Proposition 1 in the second equality, and rearranging the sum in the third equality. The term U M := M −1 t=0ĝ t+1 (X t+1 )−Π tĝt+1 (X t )−c t+1 {f (X t+1 )−Π t f (X t )} is an L 2 martingale (since X 0 ∼ π, and theĝ t are square integrable with respect to π from Proposition 1). The remainder termĝ 0 (X 0 ) −ĝ M (X M ) − c 0 f (X 0 ) + c M f (X M ) will be shown to be small using the Law of Large Numbers for Markov chains. Thus, we expect the asymptotic behavior of S M to be similar to that of U M , and we will apply a central limit theorem for martingales to deal with this term.
We now introduce a martingale central limit theorem, Theorem A, which follows immediately from Theorem 3.2, Corollary 3.1 of . We use p → to denote convergence in probability.
Theorem A. Let {S ni , F ni , 1 ≤ i ≤ k n , n ≥ 1} be a zero-mean, square integrable martingale array with differences Y ni = S ni − S n,i−1 (S n0 := 0). Suppose
and take k n = n, F ni = σ(X 0 , ..., X i ), and S ni = n −1/2 i j=1 D j . From these definitions, we have F ni ⊂ F n,i+1 for 1 ≤ i < n. We will verify Conditions 1 and 2 of Theorem A hold for {S ni , F ni , 1 ≤ i ≤ k n , n ≥ 1} defined in this way, following Section 17.4.2 of Meyn and Tweedie (2009) . In order to motivate this approach, we note that S nn = n −1/2 U n . Now, for k = 1, ..., K, we define r k (i) = k + (i − 1)K. For t ≥ k, we define m k (t) = max{i ∈ N : r k (i) ≤ t}. For checking the conditional Lindeberg condition 1, it is enough to show that
as n → ∞ for each k = 1, ..., K. Conditions (A.1)-(A.3) imply that for k = 1, ..., K, the subchains (X k+Kt−1 ) ∞ t=1 are Harris recurrent with stationary measure π. Therefore, the Law of Large Numbers (Theorem 17.3.2 of Meyn and Tweedie (2009) ) holds for each subchain. Consider an arbitrary k. For i ≥ 1, n ≥ r k (i), we have
a.e. P π for some π-integrable function h b k : X → R. Therefore
a.e. P π for any b * > 0, where the first equality follows from the definition of Y ni , and the last equality follows from applying the Law of Large numbers to the subchain {X r k (i)−1 } ∞ i=1 . Now, from the properties of conditional expectation, and the dominated convergence theorem, we can find a sequence b j ↑ ∞ for which π(dx)h b j k (x) ≤ j −1 for each j. Thus, we obtain lim sup n m k (n) i=1 E{Y 2 n,r k (i) I(|Y n,r k (i) | > b)|F n,r k (i)−1 } ≤ (jK) −1 almost surely for each j, so the event
has probability 1. Repeating this argument for each k = 1, ..., K verifies the conditional Lindeberg condition 1.
To verify the variance convergence in condition 2, we use the Law of Large Numbers on each subchain again to obtain i E(Y 2 ni |F n,i−1 )
The convergence in probability in Condition 2 of Theorem A then follows immediately from the almost sure convergence. Thus by Theorem A, we have S nn
where the last equality used Proposition 1 to simplifyĝ k − Π kĝσ(k) . Thus,
We now extend to the multivariate case by the Cramer-Wold device. Let f : X → R d , g : X → R p , C k ∈ R p×d , and
Since this holds for arbitrary a, we have by the Cramer-Wold Theorem that
Finally, we extend from the multivariate case with initial measure π, to the multivariate case with initial measure ν = π. In this case, the desired convergence in distribution can be shown to hold via a coupling argument, as in Roberts and Rosenthal (2004) . We sketch the proof here. We construct on the same probability space two Markov chains {X t } ∞ t=0 and {X t } ∞ t=0 , with initial law ν × π for (X 0 ,X 0 ). Then, we update the chains using a joint transition kernel chosen so that 1. each chain is marginally a Markov chain with transition kernel Π t = Π σ t (1) at time t, and 2. X t =X t for all t > t 0 , for some random t 0 , almost surely.
The aperiodicity assumption (A.4) and the geometric drift to the petite set C in Assumption (A.3) ensure such a transition kernel can be constructed.
Thus, from Slutsky's theorem, M −1/2 S M d → Z where Z has characteristic function exp(−t T Σ C t/2). Now, we show that Σ C is minimized when C σ(k) = U † k V k . First, we show U k a = 0 1×d implies a T V k = 0. To see this, note that U k a = 0 implies
so that a T {f (y) − Π k f (x)} = 0 a.e. λ k , where λ k is the measure on (X 2 , F 2 ) defined by λ k (A × B) = π(dx)Π k (x, dy)I(x ∈ A, y ∈ B). In this case,
Finally, we note that Σ C depends on C σ(k) only through the term
). By Lemma 6, this term is minimized when C σ(k) = U † k V k . This completes the proof.
Proof of Corollary 1: First, we obtain the simplified expression V = K −1 K k=1 V k = π(dx)f g T for V . Under the Gibbs kernel assumption (A.1-2),
where the second line rearranged the sum of the fĝ σ(k) terms, and the third line used the equality π(dx)Π k f (Π kĝσ(k) ) T = π(dx)f (Π kĝσ(k) ) T from reversibility and idempotence of Π k . The last line follows from Proposition 1.
In general, we have
which is the representation of Σ C given in Corollary 1. Now, we show that U a = 0 implies a T V = 0, so that we may apply Lemma 6 to the term C T U C − C T V − V T C. First, we have that U a = 0 implies a T U a = 0, so from Lemma 5, we have U a = 0 implies a T f = b a.e. π. In this case a T V = 0 from the same reasoning as in the proof of Theorem 1. Thus, Lemma 6 shows that
we have that Σ C is minimized at C =C. This completes the proof.
Proof of Corollary 2:
We have
where the first equality used Theorem 1, and the second equality used C k = I d×d for each k = 1, ..., K and the fact f = g. The third equality results from applying identity K −1 K k=1 V k = π(dx) = π(dx)gg T . The inequality holds since both integrals are of nonnegative functions, so that the subtracted integrands are nonnegative.
Proof of Theorem 2: First, consider the case where g : X → R and f : X → R, and C ∈ R, so that S M is a sum of scalar terms. From Lemma 7, we have ∞ t=0 |Q t g| is square integrable with respect to π. Thus,ĥ = −Cf + ∞ t=0 Q t g is square integrable and satisfies the Poisson equationĥ − Qĥ = h a.e. π.
It can be then be shown from the same martingale central limit theorem approach as in Theorem 1 that for the random sweep chain, we have M −1/2 S M → Z where Z is a random variable with characteristic function exp(Σ rev C t 2 /2), with Σ rev C = ĥ ,ĥ − Qĥ, Qĥ . We now show that Σ rev C is as given in the statement of Theorem 2. We have
where the first equality follows from the martingale CLT, and the second inequality follows from the identify a 2 − b 2 = (a + b)(a − b). Also,
Now, we define f = f, f 1/2 . From Lemma 2 in Burkholder and Chow (1961), we have since Q is positive and self-adjoint that there exists an idempotent, self adjoint operatorQ such that lim t→∞ Q r −Q t r = 0 for any function r : X → R with r, r < ∞. But for such aQ, we have QQf =Qf a.e. π, since
Since QQf =Qf a.e. π, we have Π 1Q f =Qf a.e. π and Π 2Q f =Qf a.e. π. Thus, from Lemma 4,Qf is constant a.e. π, so that lim t→∞ h, Q t+1 f = h,Qf = 0, since π(dx)h(x) = 0.
Therefore, 2 ∞ t=1 h, Q t h = −2C h, Qf + 2 ∞ t=1 h, Q t g , so that we may rewrite (33) as
where we used square integrability of the sum of |Q t g| in order to apply Fubini's Theorem in (33). This verifies the representation for Σ rev C in Theorem 2.
We now show that the two representations (16) and (25) coincide under the assumptions of Theorem 2. First, we observe
g, (P t 1 + P t 2 )g − 2C f, g + C 2 ( f, f − Π k f, Π k f ) which coincides with (16) from Theorem 1. The extension to multivariate g : X → R d , f : X → R p , and C : X → R d×p follows via the Cramer-Wold device. We have M −1/2 S M → Z where Z has characteristic function exp(t T Σ rev C t/2) with Σ rev C = π(dx)hh T + 2 ∞ t=1 π(dx)h(Q t h) T for the random sweep chain and
for the deterministic sweep chain. The expression in Theorem 2 for the difference ΣC−ΣC is obtained by arithmetic. We observe that ∞ t=1 π(dx)h(Qh) T is positive semidefinite since Q is a positive, self-adjoint operator and therefore has a positive, self-adjoint square rootQ withQQ = Q, so that π(dx)h(Q t h) T = π(dx)Q t h(Q t h) T ≥ 0.
Proof of Proposition 1: We first prove the result for univariate g : X → R. Defineg k (x) = ∞ t=0 P Kt k g(x), for each k. By Assumption (A.4), the kernels P K k are aperiodic. Additionally, from Assumption (A.2), Markov chains resulting from P K k are irreducible. From the geometric drift condition (A.3), Theorem 15.0.1 of Meyn and Tweedie (2009) 
for some R < ∞ and all x ∈ X, for k = 1, ..., K.
Recall the definition g k (x) = ∞ t=0 P t k g(x) k = 1, ..., K
We now show that ∞ t=0 |P t k g(x)| is square integrable with respect to π for each k. First, we note that it is sufficient to prove ∞ t=0 |P m k {P Kt σ m (k) g}| is square integrable with respect to π for each m = 0, ..., K − 1, since in this case for each m = 0, ..., K−1. The first inequality follows from Jensen's inequality, the second inequality follows from (34) and the equality follows because the Π k preserve the stationary probability distribution π.
We may then apply Fubini's theorem for π a.e. so that ∞ t=0 |P m k {P Kt σ m (k) g}| is square integrable with respect to π, for each m = 0, ..., K − 1.
Thus, ∞ t=0 |P t k g| is square integrable with respect to π, and alsoĝ k is square integrable with respect to π. Now, we verifyĝ k − Π kĝσ(k) = g a.e. π for each k. Since Π k ∞ t=0 |P t σ(k) g| is square integrable with respect to π, we have from Fubini's theorem that
for π a.e. x, so thatĝ k − Π kĝσ(k) = g for π a.e. x. Now, for general g : X → R d , we have |a T g| ≤ V k from Assumption (B.2) whenever a 2 ≤ 1. In particular, taking a to be the vectors e i , i = 1, ..., d with e i having 1 in the ith position and 0 elsewhere, we see from the previous reasoning that the conclusions of the Proposition still hold. We haveĝ k − Π kĝσ(k) = g a.e. π. Additionally π(dx){ ∞ t=0 |P t k g|} T { ∞ t=0 |P t k g|} < ∞, so that the sum ∞ t=0 P t k g converges absolutely, elementwise, for π a.e. x, and each of the d components of ∞ t=0 |P t k g| are square integrable with respect to π.
Proof of Proposition 2: First, we show that the LWK conditioning approach is, to within an asymptotically negligible term, an instance of the control variate scheme in (10) with C = 2I d×d . Note that Qg = (Π 1 g + Π 2 g)/2 = g/2 + Π 1 g/2. Define H M = M −1 t=0 Π 1 g(X t ) = M −1 t=0 g(X t ) − 2{g(X t ) − Qg(X t )}. Then for S M = M −1 t=0 g(X t ) − 2{g(X t ) − Π σ t (1) g(X t )}, we have from Lemma 8 that M −1/2 (S M − H M ) → 0, so that M −1/2 H M has the same asymptotic distribution as M −1/2 S M . Thus, Σ LWK = Σ 2 .
Since Π 2 g = g a.e. π, we have U = U 1 /2 = (A − B)/2. We also have V = B, and the term C T U C − V T C − C T V in the representation of Σ C in Corollary 1 can be written as C 
