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Introduction
Fractional calculus (including the operators of fractional order integration and differentiation) has been often used in modelling many physical and engineering problems. We refer the reader to [2, 3, 21, 22, 25, 36, 38] for c 2014 Diogenes Co., Sofia pp. 1075-1099 , DOI: 10.2478/s13540-014-0215-z a general theory, as well as a description of the main applications in fields ranging from mechanics, biology to biomechanics, diagnostic imaging, electrochemistry, finance, sustainable environment and renewable energy. A theory of the generalized fractional calculus, as well as the corresponding applications, can be found in a monograph written by Kiryakova [23] . We also mention a few the most cited papers on this subject [17, 26, 27, 5] .
The fractional derivative D q * f (t) in the Caputo version [6] and the Riemann-Liouville fractional derivative 0 D q t f (t), where 0 < q < 1, are defined by 
f (s)(t − s)
−q ds, t > 0, (1.2) respectively [36] . It is well-known that the fractional derivative of RiemannLiouville and Caputo type are closely linked by the following relationship:
3)
The operator of fractional derivative is more complicated than the classical one, and its calculation is also more difficult than in the integer order case. In this paper we construct a quadrature method for approximating the fractional derivative defined by (1.1) or (1.2). Although there is comprehensive literature on the numerical methods for solving equations involving fractional derivatives and integrals (cf. [8, 9, 11, 3, 10, 35] ), there seems to exist a few literature on automatic quadrature for the fractional derivatives, see e.g. [20, 24, 39] .
Let w(x) be a nonnegative weight function on the interval (a, b) that vanishes only at isolated points. We consider an n-point quadrature formula 4) where the sum Q n [f ] = n k=1 A k f (x k ) provides an approximation to the integral b a f (x)w(x) dx and R n [f ] is the corresponding error. We shall always require a ≤ x 1 < x 2 < · · · < x n ≤ b. In the quadrature sum Q n [f ], the points x k are called the nodes and A k are the weights of the quadrature formula (1.4) . The mentioned quadrature rules use the information on the integrand only at some selected points x k , k = 1, . . . , n (the values of the function f ). Such quadratures will be called the standard quadrature formulae, see [4, 28, 40] .
The quadrature formula (1.4) with the maximal algebraic degree of exactness 2n − 1 is called the Gaussian quadrature formula. Indeed, if P d be the set of all algebraic polynomials of degree at most d then in the Gaussian quadrature formula (1.4) we have R n [p] = 0 for all p ∈ P 2n−1 .
This paper is organized as follows. In Section 2 we give a short account on Gauss-Jacobi quadrature rules and the corresponding Lobatto modification. Some remarks on nonstandard Gaussian quadratures are mentioned in Section 4. Main result on the Gauss-Jacobi-Lobatto nonstandard quadrature is proved in Section 4, as well as the corresponding software implementation in Mathematica. Finally, applications to an approximation of fractional derivatives and numerical examples are presented in Sections 5 and 6, respectively. Several numerical examples show the effectiveness of the proposed approach.
Gauss-Jacobi quadrature rules and the Lobatto modification
Let w α,β (x) := (1 − x) α (1 + x) β with parameters α, β > −1 be the Jacobi weight function on the interval (−1, 1). The Jacobi polynomials, denoted by P (α,β) n (x), are mutually orthogonal on the interval (−1, 1) with respect to the w α,β (x). This means that
An n-point quadrature rule for the weight function w α,β is called a formula of the type
A quadrature rule (2.2) with degree of exactness n−1 is called interpolatory. These are precisely those obtained by interpolation, that is, for which
where j ∈ P n−1 are the Lagrange polynomials associated with the nodes x
. . , n. We now discuss the relation between the Jacobi polynomials and the Gauss-type quadratures. The mechanism of a Gauss-type quadrature is to seek the best numerical approximation of an integral by selecting optimal nodes at which integrand is evaluated. It can be proved that the nodes x α,β k in a Gauss-Jacobi quadrature are the roots of the Jacobi polynomial P given by (2.3), has degree of exactness 2n−1, the maximum value that can be achieved using interpolatory quadrature formulae with n nodes. This optimal formula is called the (standard) Gauss-Jacobi quadrature formula.
As n increases, finding roots of P (α,β) n become an ill-conditioned and time consuming problem. An alternative and today standard approach for finding the nodes and the weights of a Gaussian quadrature rule is to use the Golub-Welsch algorithm [15, 14] .
Let k α,β n be the leading coefficient of P
It is well known that there exists a unique sequence of monic orthogonal polynomials π
n . They can be generated by the three term recurrence relation [14, 28] 
of the matrix J n and the corresponding weights w α,β k may be obtained from the first components of the normalized eigenvectors. For more details we refer the reader to [14, 15, 28] . An efficient algorithm for computation of Gauss-Jacobi quadrature nodes and weights for any n ≥ 100 has been recently presented in [18] .
The (n+2)-points Gauss-Lobatto quadrature rule for the Jacobi weight function is an interpolatory quadrature rule of the following form n+1 (x). It is well known that the Gauss-Lobatto quadrature (2.8) has degree of exactness 2n + 1, see [14, 28] .
Nonstandard quadratures of Gaussian type
In many cases it is not possible to measure the exact value of the function f at points x k , so that a standard quadrature cannot be applied. Thus, if the information data {f (x k )} n k=1 in the standard quadrature (
, where A h is an extension of some linear operator A h : P → P, h ≥ 0, where P is the set of all algebraic polynomials, we get a non-standard quadrature formula [33] 
where w is a positive weight function on [a, b] .
In the sequel, we consider a non-standard m-point (m > 2) interpolatory quadrature of Gaussian type (precisely, of the Gauss-Lobatto type),
which is exact on the set P 2m−3 , i.e., R m (P 2m−3 ) = 0. If we put g(x) = x c f (t) dt, where c is some constant, formula (3.2) reduces to
which is a special case of the generalized nonstandard (operator) formulae (3.2) of Gaussian type. 
for all p ∈ P k−1 .
To prove this, we will follow a manner similar to that used in [14] . We first prove the necessity of (a) and (b). Since, by assumption, the degree of exactness is
To prove the sufficiency of (a) and (b), we must show that for any p
where q(x) is the quotient and r(x) is the corresponding remainder. There follows
The first integral on the right vanishes by (b), since q ∈ P k−1 , whereas the second, by (a), since r ∈ P m−1 , equals
by virtue of (a). But
that is, R n [p] = 0. This completes the proof. 
Gauss-Jacobi-Lobatto nonstandard quadratures
As an interesting special case for application to fractional derivatives, we consider the nonstandard Gauss-Lobatto quadrature rule, with respect to a special Jacobi weight
(4.1) Our main result can be stated in the following form:
, and let the weights λ
where w
. , n, are the Christoffel numbers in the standard Gauss-Jacobi quadrature with respect to the weight function w
Then the quadrature formula (4.1) has the maximal degree of precision, i.e., it is exact for each polynomial of degree at most 2n + 1.
where k ∈ P n+1 are the Lagrange polynomials associated with the nodes ξ α,1 k . It is obvious that the quadrature (4.1) with these weights (4.4) is at least interpolatory. According to Theorem 3.1, it is enough to show the orthogonality relation (3.3) for each p ∈ P n−1 . To do this, we apply integration by parts to obtain
Then, because of orthogonality of P (α,1) n to P n−1 with respect to w α,1 on (−1, 1), we conclude that
Now, we denote the "node" polynomial by (x) = (x 2 − 1)π n (x), where
n is the monic Jacobi polynomial with parameters α and β = 1. In order to compute the weights λ α,0 k , corresponding to the set of nodes ξ α,1 k , we use the formulas (4.4).
Since (x) = 2xπ n (x) + (x 2 − 1)π n (x), for the endpoints ±1, we have
. At the zeros of the Jacobi polynomial π n , we have
The corresponding Lagrange polynomials associated with the nodes ξ
can be expressed in the following form
Now we need derivatives of the Lagrange polynomials, i.e.,
and Thus, for k = 1, . . . , n, we get
Using integration by parts, the last integral becomes
so that we get
i.e., (4.2).
For k = 0 we have
If we introduce the so-called function of the second kind (cf. [28, p. 117])
we see that for z = −1, it reduces to
In order to determine f n (−1) we start with the following equality for Jacobi polynomials (cf. [1, p. 304])
Transforming it to monic polynomials, multiplying by w α,0 (x), and integrating it over (−1, 1), we obtain the folloing relation
where δ i,j is Kronecker's delta. This gives
i.e.,
, n = 0, 1, 2, . . . .
n (−1) = (−1) n 2 n (n + 1)!/(n + α + 2) n , from (4.6) we find λ 
Thus, there are simple explicit formulae for the weights λ α,0 j , j = 0, 1, . . . , n + 1. An alternative way for finding these coefficients are considered in [12] .
Software implementation
The construction of the Gauss-Jacobi-Lobatto nonstandard quadrature (4.1) for an arbitrary n ∈ N and each α > −1 can be realized very easy by our Mathematica package OrthogonalPolynomials (see [7] and [34] ). Alternatively, for this purpose there is also Gautschi's package SOPQ written in Matlab (cf. [31] Variable-precision arithmetic enables us to calculate parameters (nodes and weights) in (4.1), named as node and lambda, i.e., 
Applications to an approximation of fractional derivatives
To approximate the integral in (5.1), we use the nonstandard quadrature (4.1) with α := −q, i.e., 
holds, where
The relationship (1.3) leads to
Numerical examples
In this section, we present some numerical experiments to illustrate and test the behavior of the approach described in the previous sections. In some examples the exact solutions of the fractional derivative can be expressed in terms of the Mittag-Leffler function of two parameters E α,β (z), defined by the series expansion
The mathematical function MittagLefflerE[alpha,beta,z] is implemented in Mathematica and it is suitable for both symbolic and numerical calculation. Calculations in Matlab are considered in [13, 16, 37] .
In our examples we consider the absolute error e n (f ; t) at the point t, defined by
where 0 D q t,n f (t) is numerical value obtained by (5.4). We use also the maximum of e q n (t) taken over certain interval A, i.e., E
In numerical calculations in our examples, the usual set A = (0, 1] will be always replaced by a discrete set, viz. t j = j/1000, j = 1, 2, . . . , 1000 .
Example 6.1. In order to show numerically that the quadrature rule (5.2) has an algebraic degree of exactness 2n + 1, we take two types of algebraic polynomials. The first are the shifted Jacobi polynomials P (−q,0) m (2t − 1) and the second ones are monomials t γ , 0 < t ≤ 1. In the first case, the exact solution of the fractional derivative is
Using the quadrature formula (5.3) for n = 5 and q = 1/2 , and taking the sequence of Jacobi polynomials {P Similarly, we can conclude from the second case for f (t) = t γ , for which
The corresponding sequence E q n for γ = 0, 1, . . . , 12 (the maximum of the errors on (0, 1]), defined by (6.3), with the same quadrature (n = 5 and q = 1/2), is
Using the same quadrature (q = 1/2 and n = 5), the maximum of the errors E 1/2 n for f (t) = t γ , when γ runs over [1, 12] , is presented in Figure 1 (left) in log 10 -scale. As we can see the quadrature formula is exact in the cases when γ is an positive integer less than 12. In the same figure we give also the corresponding graphics for cases when n = 10, n = 15 and n = 20. Notice that these quadratures are exact for γ ∈ {0, 1, . . . , 2n + 1}. The case q = 9/10 is corresponding graphics are presented in Figure 1 (right) . Figure 1 . Maximum of log 10 E q n for f (t) = t γ , q = 1/2 (left) and q = 9/10 (right), for quadratures with n = 5(5)20 nodes (graphics from top to bottom), when γ runs over interval [1, 12] Now we consider the error e 1/2 n (f ; t), defined by (6.2), for a simple power function f (t) = t γ with an algebraic singularity. We take γ = 1/2, 3/2, 7/2, and 11/2, and apply the Gauss-Lobatto quadratures (5.3) with n = 5, 10, 15, and 20 nodes (plus two fixed nodes at ±1). The corresponding graphics in log-scale are presented in Figure 2 .
As we can see the error e n (f ; t) at t = 1/2 are given in Table 1 Remark 6.1. Problems with algebraic or/and logarithmic singularities can be solved using Müntz systems and quadratures of this type (cf. [30, 32, 11] ) or using a procedure proposed in [20] .
Example 6.2. For our second experiment we consider fractional differentiation by ploting sin(t) on the interval [0, 4π] (already used in [19] ), together with its derivatives of order q = 1/10, 2/10, . . . , 9/10, as drawn in Figure 3 . Fractional derivatives have been calculated using the quadrature rule (5.3) with n = 5. As one can see, each curve is approximately a translation of sin(t) by a distance qπ/2 to the left. The exact value of the fractional derivative of this function is given by [39, 41] 
where the Mittag-Leffler function is defined in (6.1).
In Figure 4 we present graphics of the functions sin(λx), λ = 1, 2, 3 (left), and their derivatives of order q = 1/2 (right), obtained by the GaussLobatto quadrature rule (5.3) with n = 5 internal nodes. Since the sinfunction is smooth, this quadrature rule converges very fast. In order to illustrate this fact we present in Table 2 Table 2 . Gaussian approximations 0 D q t,n sin(λt) and the corresponding relative errors r q n (λ; t) for f (t) = sin(λt) and q = 1/2 at t = π/2 relative errors
In each entry the first digit in error is bolded and underlined.
The maximal absolute errors in Gaussian approximations over the whole interval (0, π) (taking 1000 equidistant points t j = jπ/1000, j = 1, . . . , 1000) are presented in Table 3 .
Example 6.4. We compute 0 D q t f (t) for f (t) = (t+ν) q−1 and t ∈ [0, 1]. The exact value of the fractional derivative of this function is given by [39] The actual maximum error E q n , defined by (6.3), is plotted in Figure 5 in a semi-log coordinate system as a function of n for q = 1/2 and four values of the parameter ν (= 0.1, 0.2, 0.5 and 1.0). As we can see that E q n decreases rapidly. It is worth noting that the convergence rate is dependent of the regularity of the integrand in the neighborhood of t = 0. As one can see, in the case that ν tends to zero, the quadrature rule converges slowly. n (f ; t), 0 < t < 1, in approximation of fractional derivative 0 D q t f (t) by quadrature rules with a small number of nodes (n = 2, 3, 4) are presented in Figure 7 (in log-scale) for a = 2 (left) and a = 3 (right).
On the other side, taking much more nodes (up to n = 120), for a small a, viz. a = 1/2, the convergence is very slow (see Figure 8 (left) ). Something faster convergence is achieved for a = 3/2 (Figure 8 (right) ). However, if a is sufficiently large the convergence rate becomes quite satisfactory, as is given in Figure 9 (left) for a = 7/2, where we used n = 5(5)20 and n = 30 internal nodes in the corresponding quadrature rule (5.3). Finally, in Figure 9 (right) we present the actual maximum error E q n (f ), defined by (6.3), in a semi-log coordinate system as a function of n for a = 3/2 and three values of q (= 1/10, 1/2, and 9/10). As we can see the behaviour of E q n (f ) is very similar with respect to q.
