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The numbers of distinct and repeated
squares and cubes in the Tribonacci sequence
Huang Yuke1 Wen Zhiying2
Abstract: The Tribonacci sequence T is the fixed point of the substitution σ(a, b, c) = (ab, ac, a).
The main result is twofold: (1) we give the explicit expressions of the numbers of distinct squares
and cubes in T[1, n] (the prefix of T of length n); (2) we give algorithms for counting the number of
repeated squares and cubes in T[1, n] for all n; then get explicit expressions for some special n such
as n = tm (the Tribonacci number).
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1 Introduction
Let A = {a, b, c} be a three-letter alphabet. The Tribonacci sequence T is the fixed point of
the substitution σ(a, b, c) = (ab, ac, a). As a natural generalization of the Fibonacci sequence, the
Tribonacci sequence has been studied extensively by many authors, see [3, 6, 7].
Let ω be a factor of T, denoted by ω ≺ T. Let ωp be the p-th occurrence of ω. If the factor ω
and integer p such that ωpωp+1 ≺ T, we call ωpωp+1 a square of T. We call ωω a square of T if there
exist p such that ωpωp+1 ≺ T. Similarly, we call ωpωp+1ωp+2 (resp. ωωω) a cube of T. As we know,
T contains no fourth powers. The properties of squares and cubes are objects of a great interest in
many aspects of mathematics and computer science etc.
We denote by |ω| the length of ω, and by |ω|α the number of letter α in ω, α ∈ A. Denote P (ω, p)
the position of the last letter of ωp. Let τ = x1 · · · xn. For i ≤ j ≤ n, define τ [i, j] = xixi+1 · · · xj−1xj.
By convention, denote τ [i] = τ [i, i] = xi, τ [i, i− 1] = ε (empty word). Denote Tm = σ
m(a) for m ≥ 0,
T−2 = ε, T−1 = c, then T0 = a, T1 = ab and Tm = Tm−1Tm−2Tm−3 for m ≥ 2. Denote tm = |Tm| for
m ≥ −2, called the m-th Tribonacci number. Denote by δm the last letter of Tm, then δm = a (resp.
b, c) for m ≡ 0, (resp. 1, 2) mod 3 and m ≥ −1.
Let T[1, n] be the prefix of T of length n. In this paper, we consider the four functions below:
A(n) = ♯{ω : ωω ≺ T[1, n]}, the number of distinct squares in T[1, n];
B(n) = ♯{(ω, p) : ωpωp+1 ≺ T[1, n]}, the number of repeated squares in T[1, n];
C(n) = ♯{ω : ωωω ≺ T[1, n]}, the number of distinct cubes in T[1, n];
D(n) = ♯{(ω, p) : ωpωp+1ωp+2 ≺ T[1, n]}, the number of repeated cubes in T[1, n].
In 2006, A.Glen[2] gave expressions of A(tm). In 2014, H.Mousavi and J.Shallit[6] gave expressions
of B(tm) and D(tm), which they proved by mechanical way. All of these results above only consider
the squares or cubes in the prefixes of some special lengths: the Tribonacci numbers. In this paper,
for all n,m ≥ 1, we give: (1) explicit expressions of A(n), C(n), B(tm) and D(tm); (2) fast algorithms
for counting B(n) and D(n). We also considered this problem in the Fibonacci sequence, see [4].
We denote the gap between ωp and ωp+1 by Gp(ω). The sequence {Gp(ω)}p≥1 is called the gap
sequence of factor ω. Taking “square” for example, the main difficulty is twofold: (1) The positions
of all squares are not easy to be determined. We overcome this difficulty by using the “gap sequence”
property of T, which we introduced and studied in [3]. (2) By the gap sequence property of T, we can
find out all distinct squares in T[1, n]. We can also count the number of occurrences of each square.
So the summation of these numbers are the numbers of repeated squares in T[1, n]. But this method
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is complicated. We overcome this difficulty by studying the relations among positions of each ωp, and
establishing a recursive structure, called square trees. First we list the main results as below.
Theorem A (The numbers of distinct squares, A(n)). A(n) = 0 for n ≤ 7; A(n) = 1 for n = 8, 9;
A(n) = 2 for 10 ≤ n ≤ 13. For n ≥ 14, let m such that αm ≤ n < αm+1, then m ≥ 4,
A(n) =


n− 12(tm + tm−3 +m+ 3), αm ≤ n < βm;
1
2(tm−1 + tm−2 + 4tm−3 −m− 5), βm ≤ n < γm;
n− 12(tm−1 + 3tm−2 +m+ 3), γm ≤ n < θm;
1
2(2tm−1 + tm−2 + 3tm−3 −m− 6), θm ≤ n < αm+1.
Here αm = 2tm−1, βm = tm + 2tm−3 − 1, γm = 2tm − tm−1 and θm =
3tm+tm−2−3
2 .
Example. Consider n = 65 ∈ [α6, · · · , α7 − 1] = [48, · · · , 87], m = 6. Moreover γ6 = 2t6 − t5 = 64 ≤
n < θ6 =
3t6+t4−3
2 = 71, A(65) = 65 −
1
2(t5 + 3t4 + 6 + 3) = 29. In fact, the positions of the last
letters of the 29 squares are {8, 10, 14, 15, 16, 19, 20, 26, · · · , 31︸ ︷︷ ︸
6
, 35, · · · , 38︸ ︷︷ ︸
4
, 48, · · · , 57︸ ︷︷ ︸
10
, 64, 65}. Here the
number under “︸︷︷︸” means the number of elements.
Theorem B (The numbers of repeated squares, B(tm)). For m ≥ 3,
B(tm) =
m
22 (9tm − tm−1 − 5tm−2) +
1
44 (−81tm + 26tm−1 + 13tm−2) +m+
1
4 .
Example. B(t5) = B(24) =
5
22 (9t5 − t4 − 5t3) +
1
44(−81t5 + 26t4 + 13t3) + 5 +
1
4 = 9.
Theorem C (The numbers of distinct cubes, C(n)). C(n) = 0 for n ≤ 57. For n ≥ 58, let m such
that tm−1 + 2tm−4 ≤ n < tm + 2tm−3, then m ≥ 7,
C(n) =
{
n− 12 (4tm−1 − tm−2 − 3tm−3 +m− 6), n ≤
3tm−1−tm−3−3
2 ;
1
2(tm−5 + tm−6 −m+ 3), otherwise.
Example. Consider n = 365 ∈ [t9 + 2t6, · · · , t10 + 2t7] = [362, · · · , 666], m = 10. Moreover n ≤
3t9−t7−3
2 = 369, C(365) = 365−
1
2 (4t9− t8−3t7+10−6) = 11. In fact, the positions of the last letters
of the 11 cubes are {58, 107, 108, 197, 198, 199, 200, 362, 363, 364, 365}.
Theorem D (The numbers of repeated cubes, D(tm)). For m ≥ 3,
D(tm) =
m
22 (−6tm + 8tm−1 + 7tm−2) +
1
44 (−23tm + 34tm−1 − 5tm−2) +
m
6
− 14 [m ≡ 0(mod 3)] +
1
12 [m ≡ 1(mod 3)] +
5
12 [m ≡ 2(mod 3)].
Here [P ] is Iverson notation, and equals 1 if P holds and 0 otherwise.
Example. D(t8) = D(149) =
8
22 (−6t8 + 8t7 + 7t6) +
1
44(−23t8 + 34t7 − 5t6) +
8
6 +
5
12 = 4.
H.Mousavi and J.Shallit gave Theorem B. and Theorem D. in [6]. We prove them as corollaries
of Algorithm B. and Algorithm D., which are fast algorithms for counting B(n) and D(n) for all
n, see Section 4 and 6, respectively.
2 Preliminaries of the Tribonacci sequence
We define the kernel numbers that k0 = 0, k1 = k2 = 1, km = km−1 + km−2 + km−3 − 1 for
m ≥ 3. Then km = km−3 + tm−4 =
tm−3+tm−5+1
2 for m ≥ 3. The kernel word with order m is defined
as K1 = a, K2 = b, K3 = c, Km = δm−1Tm−3[1, km− 1] for m ≥ 4. Let Ker(ω) be the maximal kernel
word occurring in factor ω, then by Theorem 4.3 in [3], Ker(ω) occurs in ω only once. Moreover,
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Property 2.1 (Theorem 4.11 in [3]). Ker(ωp) = Ker(ω)p for all ω ∈ T and p ≥ 1.
Property 2.2 (Theorem 3.3 in [3]). The gap sequence {Gp(ω)}p≥1 is the Tribonacci sequence over
the alphabet {G1(ω),G2(ω),G4(ω)} for all ω ∈ T.
Property 2.3 (Property 6.1 in [5]). For m, p ≥ 1,
P (Km, p) = ptm−1 + |T[1, p − 1]|a(tm−2 + tm−3) + |T[1, p − 1]|btm−2 + km − 1.
Example. P (Km, 1) = km+3 − 1 =
tm+tm−2−1
2 for m ≥ 1. P (a, p) = p + |T[1, p − 1]|a + |T[1, p − 1]|b,
P (b, p) = 2p+ 2|T[1, p − 1]|a + |T[1, p − 1]|b, P (c, p) = 4p + 3|T[1, p − 1]|a + 2|T[1, p − 1]|b for p ≥ 1.
Property 2.4 (Lemma 6.4. in [5]). For p ≥ 1, (1) |T[1, P (α, p)]|α = p for α ∈ A;
(2) |T[1, P (b, p)]|a = P (a, p), |T[1, P (a, p)|b = |T[1, p − 1]|a;
(3) |T[1, P (c, p)]|a = P (b, p), |T[1, P (c, p)]|b = P (a, p).
3 The number of distinct squares, A(n)
By Lemma 4.7, Definition 4.12 and Corollary 4.13 in [3], any factor ω with kernel Km can
be expressed uniquely as ω = Tm−1[i, tm−1 − 1]KmTm[km, km + j − 1], where 1 ≤ i ≤ tm−1 and
0 ≤ j ≤ tm−1 − 1.
By Theorem 3.3, Corollary 3.12 and Proposition 6.7(1) in [3], ωpωp+1 ≺ T has three cases.
Case 1. Gp(Km) = G1(Km). Here |G1(Km)| = tm − km.
Since |Gp(Km)| = |Tm−1[i, tm−1−1]|+|Tm[km, km+j−1]| = tm−1−i+j, j = tm−2+tm−3−km+i.
So 0 ≤ j ≤ tm−1 − 1 gives a range of i. Comparing this range with 1 ≤ i ≤ tm−1, we have 1 ≤ i ≤
km+1 − 1 and m ≥ 3. Furthermore,
ω =Tm−1[i, tm−1]Tm[1, tm−2 + tm−3 + i− 1] = Tm−1[i, tm−1]Tm−2Tm−3Tm−2[1, i− 1];
ωω =Tm[i, tm − 1]δmTm−1[1, km+1 − 1]Tm+1[km+1, tm + i− 1].
Thus Km+1 = δmTm−1[1, km+1 − 1] ≺ ωω. Similarly, Km+2,Km+3,Km+4 6≺ ωω and |ωω| < Km+5,
so Km+1 is the largest kernel word in ωω, i.e. Ker(ωω) = Km+1 for m ≥ 3. Moreover, since
|ω| = |Gp(Km)|+ km, |ω| = tm.
By analogous arguments, we have
Case 2. Gp(Km) = G2(Km). Here |G2(Km)| = tm−2 + tm−1 − km.
ωω = Tm[i, tm−1 + tm−2 − 1]Km+2Tm+1[km+2, tm−1 + tm−2 + i− 1],
where 1 ≤ i ≤ km+2 − 1, m ≥ 2, Ker(ωω) = Km+2 and |ω| = tm−2 + tm−1.
Case 3. Gp(Km) = G4(Km). Here |G4(Km)| = tm−1 − km.
ωω = Tm−1[i, tm−1 − 1]Km+3Tm+1[km+3, tm−1 + i− 1],
where km ≤ i ≤ tm−1, m ≥ 1, Ker(ωω) = Km+3 and |ω| = tm−1.
Remark. By the three cases of squares, we have: (1) all squares in T are of length 2tm or 2tm+2tm−1
for some m ≥ 0; (2) for all m ≥ 0, there exists a square of length 2tm and 2tm + 2tm−1 in T. These
are known results of H.Mousavi and J.Shallit, see Theorem 5 in [6].
We define three sets for m ≥ 4,

〈1,Km, p〉 = {P (ωω, p) : Ker(ωω) = Km, |ω| = tm−1, ωω ≺ T}
= {P (Km, p) +
−tm+4tm−1−tm−2+1
2 , · · · , P (Km, p) + tm−1 − 1};
〈2,Km, p〉 = {P (ωω, p) : Ker(ωω) = Km, |ω| = tm−4 + tm−3, ωω ≺ T}
= {P (Km, p) +
−tm+4tm−1−3tm−2+1
2 , · · · , P (Km, p) + tm−1 − tm−2 − 1};
〈3,Km, p〉 = {P (ωω, p) : Ker(ωω) = Km, |ω| = tm−4, ωω ≺ T}
= {P (Km, p), · · · , P (Km, p) +
−5tm+10tm−1−tm−2−1
2 }.
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Obviously, these sets correspond the positions P (ωω, p) for the three cases of squares, respectively.
Each set contains some consecutive integers. Moreover ♯〈1,Km, p〉 = ♯〈2,Km, p〉 =
tm−2tm−1+tm−2−1
2 ,
♯〈3,Km, p〉 =
−5tm+10tm−1−tm−2+1
2 .
Since P (Km, 1) =
tm+tm−2−1
2 , we have 〈1,Km, 1〉 = {2tm−1, · · · ,
tm+2tm−1+tm−2−3
2 }, 〈2,Km, 1〉 =
{2tm−1−tm−2, · · · ,
tm+2tm−1−tm−2−3
2 } and 〈3,Km, 1〉 = {
tm+tm−2−1
2 , · · · ,−2tm+5tm−1−1}. Obviously,
〈j,Km, 1〉 are pairwise disjoint. Moreover, since max〈1,Km, 1〉 + 1 = min〈3,Km+1, 1〉, sets 〈1,Km, 1〉
and 〈3,Km+1, 1〉 are consecutive. We have 〈1,Km, 1〉 ∪ 〈3,Km+1, 1〉 = {2tm−1, · · · , tm + 2tm−3 − 1}.
Therefore we get a chain
〈3,K4, 1〉, 〈2,K4 , 1〉, 〈1,K4, 1〉 ∪ 〈3,K5, 1〉, · · · , 〈2,Km, 1〉, 〈1,Km , 1〉 ∪ 〈3,Km+1, 1〉, · · ·
Denote a(n) = ♯{ω : ωω ⊲ T[1, n], ωω 6≺ T[1, n− 1]}, then A(n) =
∑n
i=1 a(i).
Property 3.1. For n < 14, a(n) = 1 if and only if n ∈ {8, 10}; for n ≥ 14, let m such that
2tm−1 ≤ n < 2tm, then m ≥ 4 and a(n) = 1 if and only if
n ∈ {2tm−1, · · · , tm + 2tm−3 − 1} ∪ {2tm − tm−1, · · · ,
3tm+tm−2−3
2 }.
For m ≥ 3, we denote ∆m =
∑m
i=4 ♯〈j,Ki, 1〉 for j = 1, 2, Θm =
∑m
i=4 ♯〈3,Ki, 1〉. So ∆3 = Θ3 = 0.
And for m ≥ 4, since
∑m
i=0 ti =
tm+tm+2−3
2 and
∑m
i=1 ki =
tm−2+tm−3+m
2 , we have ∆m =
tm−2+tm−3−m
2
and Θm =
tm−2−tm−3+2tm−4+m−6
2 . For m ≥ 4, we denote{
αm = min〈1,Km, 1〉 = 2tm−1, βm = max〈3,Km+1, 1〉 = tm + 2tm−3 − 1,
γm = min〈2,Km+1, 1〉 = 2tm − tm−1, θm = max〈2,Km+1, 1〉 =
3tm+tm−2−3
2 .
By Property 3.1 and the definition of ∆m, Θm,

A(αm) = ∆m−1 +∆m +Θm + 1 =
2tm−2+tm−3+3tm−4−m−3
2 ,
A(βm) = ∆m +∆m +Θm+1 =
tm−1+tm−2+4tm−3−m−5
2 ,
A(γm) = ∆m +∆m +Θm+1 + 1 = A(βm) + 1,
A(θm) = ∆m +∆m+1 +Θm+1 = A(αm+1)− 1.
When αm ≤ n < βm, A(n) = A(αm)+n−αm; when βm ≤ n < γm, A(n) = A(βm); when γm ≤ n < θm,
A(n) = A(γm) + n− γm; when θm ≤ n < αm+1, A(n) = A(θm). So we get Theorem A.
For m ≥ 5, since θm−1 =
3tm−1+tm−3−1
2 ≤ tm < αm, A(tm) = A(θm−1) by Theorem A. It is easy
to check the expression holds also for m = 3, 4. Thus for m = 0, 1, 2, A(tm) = 0, and
Theorem 3.2. A(tm) =
1
2(2tm−2 + tm−3 + 3tm−4 −m− 5) for m ≥ 3.
Remark. A.Glen gave A(tm) in Theorem 6.30 in [2], that A(tm) =
∑m−2
i=0 (di+1)+dm−4+dm−5+1 for
m ≥ 3, where d−2 = d−1 = −1, d0 = 0 and dm =
tm+1+tm−1−3
2 for m ≥ 1. Since
∑m
i=0 ti =
tm+tm+2−3
2 ,
the two expressions of A(tm) are same.
4 The number of repeated squares, B(n)
For m ≥ 4 and p ≥ 1, we consider the vectors

Γ1,m,p = [P (Km, p) + tm−1 − tm−2, · · · , P (Km, p) + tm−1 − 1];
Γ2,m,p = [P (Km, p)− tm + 2tm−1, · · · , P (Km, p) + tm−1 − tm−2 − 1];
Γ3,m,p = [P (Km, p), · · · , P (Km, p)− tm + 2tm−1 − 1].
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Obviously, max Γ2,m,p + 1 = minΓ1,m,p and maxΓ3,m,p + 1 = minΓ2,m,p. Moreover |Γ1,m,p| = tm−2,
|Γ2,m,p| = tm−3 and |Γ3,m,p| = tm−4. Using Property 2.4, comparing minimal and maximal elements
in these sets below, we have

Γ1,m,p = [Γ3,m−1,P (a,p)+1,Γ2,m−1,P (a,p)+1,Γ1,m−1,P (a,p)+1], m ≥ 5;
Γ2,m,p = [Γ3,m−2,P (b,p)+1,Γ2,m−2,P (b,p)+1,Γ1,m−2,P (b,p)+1], m ≥ 6;
Γ3,m,p = [Γ3,m−3,P (c,p)+1,Γ2,m−3,P (c,p)+1,Γ1,m−3,P (c,p)+1], m ≥ 7.
Thus we establish recursive relations for any Γ1,m,p (m ≥ 5), Γ2,m,p (m ≥ 6) and Γ3,m,p (m ≥ 7).
It is easy to check that 〈1,Km, p〉 (resp. 〈2,Km, p〉, 〈3,Km, p〉) contains the several maximal (resp.
maximal, minimal) elements of Γ1,m,p (resp. Γ2,m,p, Γ3,m,p). Thus we get recursive relations of the
positions of repeated squares in T, called square trees. Here we denote P (α, p) + 1 by αˆ for short,
α ∈ {a, b, c}. For i ∈ {1, 2, 3}, πi is a substitution over {〈j,Km, p〉 : m ≥ 4 + j, p ≥ 1} that

π1〈1,Km, p〉 = 〈3,Km−1, aˆ〉 ∪ 〈2,Km−1, aˆ〉 ∪ 〈1,Km−1, aˆ〉, m ≥ 5;
π2〈2,Km, p〉 = 〈3,Km−2, bˆ〉 ∪ 〈2,Km−2, bˆ〉 ∪ 〈1,Km−2, bˆ〉, m ≥ 6;
π3〈3,Km, p〉 = 〈3,Km−3, cˆ〉 ∪ 〈2,Km−3, cˆ〉 ∪ 〈1,Km−3, cˆ〉, m ≥ 7.
On the other hand, for m ≥ 4 and j ∈ {1, 2, 3}, each 〈j,Km, 1〉 belongs to the square trees.
Moreover 〈j,Km, aˆ〉 (resp. 〈j,Km, bˆ〉, 〈j,Km, cˆ〉) is subset of π1〈1,Km+1, p〉 (resp. π2〈2,Km+2, p〉,
π3〈3,Km+3, p〉). Notice that N = {1} ∪ {P (a, p) + 1} ∪ {P (b, p) + 1} ∪ {P (c, p) + 1}, the square trees
contain all 〈j,Km, p〉, i.e. the positions of all squares in T. Figure 1 shows some examples.
By the square trees, we have the relation between the number of squares ending at position
Γj,m,p[i] and Γj,m,1[i], see Property 4.1. Figure 2 shows the relation: in the tree with root 〈1,K6, 1〉,
the branch from node 〈1,K5, 2〉 is the graph embedding of the tree with root 〈1,K5, 1〉.
Property 4.1. For j = 1, 2, 3, m ≥ 4 and p ≥ 1,
{ω : ωω ⊲ T[1,Γj,m,1[i]]} = {ω : ωω ⊲ T[1,Γj,m,p[i]],Ker(ω) = Kh, 4 ≤ h ≤ m}.
Here 1 ≤ i ≤ km − 1 for j = 1, 2; 1 ≤ i ≤ tm−4 − km−3 + 1 for j = 3.
Example. Let j = 1, m = 5, p = 3, i = 2. All squares ending at position Γ1,5,1[2] = 27 are {ωω,̟̟},
where ω = abacaba and ̟ = bacabaabacaba. All squares ending at position Γ1,5,3[2] = 71 are
{ωω,̟̟,µµ}, where µ = abacababacabaabacaba. Since Ker(ωω) = aa = K4, Ker(̟̟) = bab = K5
and Ker(µµ) = aabacabaa = K7, only {ωω,̟̟} are squares with kernel Kh, 4 ≤ h ≤ 5.
Taking p = 1, we have

Γ1,m,1 = [
tm+2tm−1−tm−2−1
2 , · · · ,
tm+2tm−1+tm−2−3
2 ];
Γ2,m,1 = [
−tm+4tm−1+tm−2−1
2 , · · · ,
tm+2tm−1−tm−2−3
2 ];
Γ3,m,1 = [
tm+tm−2−1
2 , · · · ,
−tm+4tm−1+tm−2−3
2 ].
Denote b(n) = ♯{(ω, p) : ωpωp+1⊲T[1, n]} the number of squares ending at position n. By Property
4.2 below, we can calculate b(n), and obversely calculate B(n) by B(n) =
∑n
i=1 b(i).
Property 4.2. b(i) = 0 for i ≤ 7, b([8]) = [1], b([9, 10]) = [0, 1], b([11, · · · , 14]) = [0, 0, 0, 1],
b([15, 16]) = [1, 1], b([17, · · · , 20]) = [0, 0, 1, 1], b([28, · · · , 31]) = [1, 1, 1, 1],

b(Γ1,m,1) = [b(Γ3,m−1,1), b(Γ2,m−1,1), b(Γ1,m−1,1)] + [ 0, · · · , 0︸ ︷︷ ︸
tm−2−km+1
, 1, · · · , 1︸ ︷︷ ︸
km−1
] for m ≥ 5;
b(Γ2,m,1) = [b(Γ3,m−2,1), b(Γ2,m−2,1), b(Γ1,m−2,1)] + [ 0, · · · , 0︸ ︷︷ ︸
tm−3−km+1
, 1, · · · , 1︸ ︷︷ ︸
km−1
] for m ≥ 6;
b(Γ3,m,1) = [b(Γ3,m−3,1), b(Γ2,m−3,1), b(Γ1,m−3,1)] + [ 1, · · · , 1︸ ︷︷ ︸
tm−4−km−3+1
, 0, · · · , 0︸ ︷︷ ︸
km−3−1
] for m ≥ 7.
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51
50
49
48
〈1,K6, 1〉
51
50
〈1, K5, 2〉
44
43
〈2,K5, 2〉
40
39
〈3, K5, 2〉
51
〈1,K4, 4〉
47
〈2,K4, 4〉
45
〈3, K4, 4〉
❅❅❘
✟✟
✟✟
✟✟
✟✯
 
 
 
 
 
 
 
✲
pi1
pi1
✲✥✥✥
✥✥✥
✥✥✥
✥✥✥
✥✥ ✲
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏ ✲
(a)
71
70
69
68
67
66
65
64
〈2,K7, 1〉
71
70
〈1, K5, 3〉
64
63
〈2,K5, 3〉
60
59
〈3, K5, 3〉
71
〈1,K4, 6〉
67
〈2,K4, 6〉
65
〈3, K4, 6〉
❅❅❘
✟✟
✟✟
✟✟
✟✯
 
 
 
 
 
 
 
✲
pi2
pi1
✲✥✥✥
✥✥✥
✥✥✥
✥✥✥
✥✥ ✲
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏ ✲
(b)
106
105
104
103
102
101
100
99
98
97
96
〈3,K8, 1〉
108
107
〈1,K5, 5〉
101
100
〈2,K5, 5〉
97
96
〈3,K5, 5〉
108
〈1, K4, 9〉
104
〈2,K4, 9〉
102
〈3, K4, 9〉
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✶
✲
❈
❈
❈
❈
❈
❈❲
pi3
pi1
✲✥✥✥
✥✥✥
✥✥✥
✥✥✥
✥✥ ✲
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏ ✲
(c)
Figure 1: (a)-(c) are square trees from roots 〈1,K6, 1〉, 〈2,K7, 1〉, 〈3,K8, 1〉, respectively.
51
50
49
48
〈1,K6, 1〉
❅❅❘
✟✟✯  ✒
pi1
51
50
〈1, K5, 2〉
51
〈1,K4, 4〉
47
〈2,K4, 4〉
45
〈3, K4, 4〉
pi1
✲✥✥✥
✥✥✥
✥✥✥
✥✥✥
✥✥ ✲
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏ ✲
27
26
〈1, K5, 1〉
27
〈1,K4, 2〉
23
〈2,K4, 2〉
21
〈3, K4, 2〉
pi1
✲✥✥✥
✥✥✥
✥✥✥
✥✥✥
✥✥ ✲
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏ ✲
...
...
...
...
...
...
...
...
Figure 2: An example of the graph embedding in square trees.
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Obversely we can calculate B(n) by B(n) =
∑n
i=1 b(i). But when n large, the method is com-
plicated. Now we turn to give a fast algorithm. Denote the sum of all elements in vector b(Γj,m,1)
by
∑
b(Γj,m,1) for j ∈ {1, 2, 3}. Denote Φm =
∑
b(Γ3,m,1) +
∑
b(Γ2,m,1) +
∑
b(Γ1,m,1). The imme-
diately corollaries of Property 4.2 are
∑
b(Γ1,m,1) = Φm−1 + km − 1,
∑
b(Γ2,m,1) = Φm−2 + km − 1,∑
b(Γ3,m,1) = Φm−3+ tm−4− km−3+1. Moreover, Φm = Φm−1+Φm−2+Φm−3+
−3tm+6tm−1+tm−2−1
2
for m ≥ 7. By induction, we can prove Property 4.3 below easily.
Property 4.3. For m ≥ 4, (1) Φm =
m
22 (−5tm+14tm−1+4tm−2)+
1
44(67tm− 166tm−1+5tm−2)+
1
4 ;
(2)
∑
b(Γ1,m,1) =
m
22 (4tm − 9tm−1 + 10tm−2) +
1
44 (19tm + 36tm−1 − 169tm−2)−
1
4 ,∑
b(Γ2,m,1) =
m
22(10tm − 6tm−1 − 19tm−2) +
1
44 (−189tm + 156tm−1 + 331tm−2)−
1
4 ,∑
b(Γ3,m,1) =
m
22(−19tm + 29tm−1 + 13tm−2) +
1
44 (237tm − 358tm−1 − 157tm−2) +
3
4 ;
(3)
∑m−1
j=4 Φj =
m
44 (13tm − 10tm−1 + 5tm−2) +
2
11(−8tm + 8tm−1 − 7tm−2) +
m
4 + 2;
(4) B(maxΓ3,m,1) =
m
44(−25tm + 48tm−1 + 31tm−2) +
1
44 (173tm − 294tm−1 − 213tm−2) +
m+11
4 ,
B(maxΓ2,m,1) =
m
44(−5tm + 36tm−1 − 7tm−2) +
1
22 (−8tm − 69tm−1 + 59tm−2) +
m+10
4 ,
B(maxΓ1,m,1) =
m
44(3tm + 18tm−1 + 13tm−2) +
1
44(3tm − 102tm−1 − 51tm−2) +
m+9
4 .
For any n ≥ 52, let m such that n ∈ [Γ3,m,1,Γ2,m,1,Γ1,m,1] = [
tm+tm−2−1
2 , · · · ,
tm+2tm−1+tm−2−3
2 ].
We already determine the expression of B(maxΓj,m,1) for j ∈ {1, 2, 3}, m ≥ 5. In order to calculate
B(n), we only need to calculate
∑n
i=minΓj,m,1
b(i).
Case 1. When n ∈ Γ3,m,1 = [
tm+tm−2−1
2 , · · · ,
−tm+4tm−1+tm−2−3
2 ] for m ≥ 7. Denote

θ1m = minΓ3,m,1 =
tm+tm−2−1
2 ;
θ2m = minΓ3,m,1 + |Γ3,m−3,1| =
−5tm+10tm−1+3tm−2−1
2 ;
θ3m = minΓ3,m,1 + |Γ3,m−3,1|+ |Γ2,m−3,1| =
−tm+6tm−1−3tm−2−1
2 ;
η1m = minΓ3,m,1 + tm−4 − km−3 + 1 = −2tm + 5tm−1.
θ4m = maxΓ3,m,1 + 1 = minΓ2,m,1 =
−tm+4tm−1+tm−2−1
2 .
Obviously, θ3m < η
1
m < θ
4
m for m ≥ 7, min Γ3,m,1 −minΓ3,m−3,1 = tm−1. By Property 4.2, we have:
Property 4.4. For n ≥ 52, let m such that n ∈ Γ3,m,1, then m ≥ 7 and∑n
i=minΓ3,m,1
b(i)
=


∑n−tm−1
i=minΓ3,m−3,1
b(i) + n−minΓ3,m,1 + 1, θ
1
m ≤ n < θ
2
m;∑n−tm−1
i=minΓ2,m−3,1
b(i) +
∑
b(Γ3,m−3,1) + n−minΓ3,m,1 + 1, θ
2
m ≤ n < θ
3
m;∑n−tm−1
i=minΓ1,m−3,1
b(i) +
∑
b(Γ3,m−3,1) +
∑
b(Γ2,m−3,1) + n−minΓ3,m,1 + 1, θ
3
m ≤ n < η
1
m;∑n−tm−1
i=minΓ1,m−3,1
b(i) +
∑
b(Γ3,m−3,1) +
∑
b(Γ2,m−3,1) +
−5tm+10tm−1−tm−2+1
2 , otherwise.
Case 2. When n ∈ Γ2,m,1 = [
−tm+4tm−1+tm−2−1
2 , · · · ,
tm+2tm−1−tm−2−3
2 ] for m ≥ 6. Denote

θ5m = minΓ2,m,1 + |Γ3,m−2,1| =
3tm−5tm−2−1
2 ;
η2m = minΓ2,m,1 + tm−3 − km + 1 = 2tm−1 − tm−2.
θ6m = minΓ3,m,1 + |Γ3,m−3,1|+ |Γ2,m−3,1| =
3tm−2tm−1−tm−2−1
2 ;
θ7m = maxΓ2,m,1 + 1 = minΓ1,m,1 =
tm+2tm−1−tm−2−1
2 .
Obviously, θ5m < η
2
m ≤ θ
6
m for m ≥ 6, min Γ2,m,1 −minΓ3,m−2,1 = tm−1. By Property 4.2, we have:
Property 4.5. For n ≥ 32, let m such that n ∈ Γ2,m,1, then m ≥ 6 and∑n
i=minΓ2,m,1
b(i)
=


∑n−tm−1
i=minΓ3,m−2,1
b(i), θ4m ≤ n < θ
5
m;∑n−tm−1
i=minΓ2,m−2,1
b(i) +
∑
b(Γ3,m−2,1), θ
5
m ≤ n < η
2
m;∑n−tm−1
i=minΓ2,m−2,1
b(i) +
∑
b(Γ3,m−2,1) + n− η
2
m + 1, η
2
m ≤ n < θ
6
m;∑n−tm−1
i=minΓ1,m−2,1
b(i) +
∑
b(Γ3,m−2,1) +
∑
b(Γ2,m−2,1) + n− η
2
m + 1, otherwise.
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Case 3. When n ∈ Γ1,m,1 = [
tm+2tm−1−tm−2−1
2 , · · · ,
tm+2tm−1+tm−2−3
2 ] for m ≥ 5. Denote

θ8m = minΓ1,m,1 + |Γ3,m−1,1| =
tm+3tm−2−1
2 ;
θ9m = minΓ1,m,1 + |Γ3,m−1,1|+ |Γ2,m−1,1| =
−tm+4tm−1+3tm−2−1
2 ;
η3m = minΓ1,m,1 + tm−2 − km + 1 = 2tm−1.
θ10m = maxΓ1,m,1 + 1 = minΓ3,m+1,1 =
tm+2tm−1+tm−2−1
2 .
Obviously, θ9m < η
3
m < θ
10
m for m ≥ 5, minΓ1,m,1 −minΓ3,m−1,1 = tm−1. By Property 4.2, we have:
Property 4.6. For n ≥ 21, let m such that n ∈ Γ1,m,1, then m ≥ 5 and∑n
i=minΓ1,m,1
b(i)
=


∑n−tm−1
i=minΓ3,m−1,1
b(i), θ7m ≤ n < θ
8
m;∑n−tm−1
i=minΓ2,m−1,1
b(i) +
∑
b(Γ3,m−1,1), θ
8
m ≤ n < θ
9
m;∑n−tm−1
i=minΓ1,m−1,1
b(i) +
∑
b(Γ3,m−1,1) +
∑
b(Γ2,m−1,1), θ
9
m ≤ n < η
3
m;∑n−tm−1
i=minΓ1,m−1,1
b(i) +
∑
b(Γ3,m−1,1) +
∑
b(Γ2,m−1,1) + n− η
3
m + 1, otherwise.
Algorithm B. Step 1. For n ≤ 51, calculate
∑n
i=1 b(i) by Property 4.2.
Step 2. For n ≥ 52, find the m and j such that n ∈ Γj,m,1, then m ≥ 7. Calculate B(minΓj,m,1−1)
by Property 4.3. And calculate
∑n
i=minΓj,m,1
b(i) by Property 4.4-4.6.
Step 3. B(n) = B(min Γj,m,1 − 1) +
∑n
i=minΓj,m,1
b(i).
Example. Consider n = 60 ∈ Γ2,7,1 = [59, · · · , 71]. θ
4
7 =
−t7+4t6+t5−1
2 = 59 ≤ n < θ
5
7 =
3t7−5t5−1
2 = 61.
By Property 4.5,
∑60
i=minΓ2,7,1
b(i) =
∑60−t6
i=minΓ3,5,1
b(i) =
∑16
i=15 b(i) = b(15) + b(16) = 2. By Property
4.3, B(minΓ2,7,1−1) = B(maxΓ3,7,1) =
7
44(−25t7+48t6+31t5)+
1
44(173t7−294t6−213t5)+
18
4 = 45.
Thus B(60) = B(maxΓ3,7,1) +
∑16
i=15 b(i) = 47.
Now we turn to give the expressions of B(tm).
For m ≥ 7, θ8m ≤ tm < θ
9
m and θ
6
m−1 ≤ tm − tm−1 < θ
7
m−1. By Property 4.5-4.6,
∑tm
i=minΓ1,m,1
b(i)−
∑tm−3
i=minΓ1,m−3,1
b(i)
=
∑
b(Γ3,m−1,1) +
∑
b(Γ3,m−3,1) +
∑
b(Γ2,m−3,1) + 2tm − 2tm−1 − 3tm−2 + 1
= m22 (−19tm + 29tm−1 + 13tm−2) +
1
44(347tm − 622tm−1 − 47tm−2) +
9
4 .
For m ≥ 4, by induction,
∑tm
i=minΓ1,m,1
b(i) is equal to
m
44 (23tm − 38tm−1 − 3tm−2) +
1
44(−65tm + 164tm−1 − 105tm−2) +
3m
4 −
9
4 .
Since min Γ1,m,1 − 1 = maxΓ2,m,1, B(tm) = B(maxΓ2,m,1) +
∑tm
i=minΓ1,m,1
b(i). By Property 4.3, we
can prove Theorem 21 in H.Mousavi and J.Shallit[6] in a novel way, i.e. Theorem B.
5 The number of distinct cubes, C(n)
Let ω be a factor with kernel Km. By an analogous argument as Section 3, ωpωp+1ωp+2 ≺ T has
only one case: Gp(Km) = Gp+1(Km) = G1(Km). Here |G1(Km)| = tm − km, and
ωωω = Tm−1[i, tm−1]Tm−2Tm−3[1, tm−3 − 1]Km+4Tm+1[km+4, tm+1]Tm−3Tm−2[1, i − 1],
where 1 ≤ i ≤ km+1 − 1, m ≥ 3, Ker(ωωω) = Km+4 and |ω| = tm.
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Remark. By this case, we have that: all cubes in T are of length 3tm for some m ≥ 3. Furthermore,
for all m ≥ 3, there exists a cube of length 3tm in T. This is Theorem 7 in [6].
By the case of cubes, we define a set for m ≥ 7,
〈Km, p〉 ={P (ωωω, p) : Ker(ωωω) = Km, |ω| = tm−4, ωωω ≺ T}
={P (Km, p) +
−tm−2+5tm−4+1
2 , · · · , P (Km, p) + tm−4 − 1}.
Then ♯〈Km, p〉 = km−3 − 1. P (Km, 1) =
tm+tm−2−1
2 , so 〈Km, 1〉 = {tm−1 + 2tm−4, · · · ,
3tm−1−tm−3−3
2 }.
Since 〈Km, 1〉 are pairwise disjoint for different m, we get a chain 〈K7, 1〉, 〈K8, 1〉, · · · , 〈Km, 1〉, · · · .
Denote c(n) = ♯{ωωω : ωωω⊲T[1, n], ωωω 6≺ T[1, n−1]}, then c(n) = 1 if and only if n ∈ ∪m≥7〈Km, 1〉.
Property 5.1. c(n) = 0 for n ≤ 57; for n ≥ 58, let m such that tm−1 + 2tm−4 ≤ n < tm + 2tm−3,
then m ≥ 7 and c(n) = 1 if and only if n ≤ tm−1 + km+1 − 2.
Obviously, C(n) =
∑n
i=1 c(i), and C(n) = 0 for n ≤ 57. For m ≥ 7, we denote
αˆm = min〈Km, 1〉 = tm−1 + 2tm−4, βˆm = max〈Km, 1〉 =
3tm−1−tm−3−3
2 .
When n ≥ 58, find m such that αˆm ≤ n < αˆm+1. By Property 5.1 and the definition of ∆m,{
C(αˆm) = C(min〈Km, 1〉) = ∆m−4 + 1 =
tm−6+tm−7−m+6
2 ,
C(βˆm) = C(max〈Km, 1〉) = ∆m−3 =
tm−5+tm−6−m+3
2 .
Moreover, (1) when αˆm ≤ n ≤ βˆm, C(n) = C(αˆm)+n−αˆm; (2) when βˆm < n < αˆm+1, C(n) = C(βˆm).
Thus we get Theorem C., i.e. the expression of C(n) for all n.
For m ≥ 7, since tm ≥ βˆm = tm−1 + km+1 − 2, by Theorem C., we have C(tm) = C(βˆm), i.e.
Theorem 5.2. For m ≤ 6, C(tm) = 0, for m ≥ 7, C(tm) =
tm−5+tm−6−m+3
2 .
6 The number of repeated cubes, D(n)
For m ≥ 7 and p ≥ 1, we consider the vectors Γm,p = [P (Km, p), · · · , P (Km, p)+ tm−1−1]. Using
Property 2.4, comparing minimal and maximal elements in these sets below, we have
Γm,p = [Γm−3,P (a,p)+1,Γm−2,P (b,p)+1,Γm−1,P (c,p)+1] for m ≥ 10.
Thus we establish the recursive relations for all Γm,p, m ≥ 10. We arrange all elements of 〈Km, p〉 in
ascending order as vector [〈Km, p〉]. It is easy to check that
Γm,p = [P, · · · , P +
−tm−2+5tm−4−1
2︸ ︷︷ ︸
−tm−2+5tm−4+1
2
, [〈Km, p〉]︸ ︷︷ ︸
tm−2−3tm−4−1
2
, P + tm−4, · · · , P + tm−1 − 1︸ ︷︷ ︸
tm−2+tm−3
].
Here we denote P (Km, p) by P for short. The number under “
︸︷︷︸” means the number of elements.
By an analogous argument in Section 4, we get the recursive structure of the positions of repeated
cubes in T, called cube trees. Here π is a substitution over {〈Km, p〉 : m ≥ 7, p ≥ 1} that{
π〈K8, p〉 = 〈K7, P (a, p) + 1〉; π〈K9, p〉 = 〈K7, P (b, p) + 1〉 ∪ 〈K8, P (a, p) + 1〉;
π〈Km, p〉 = 〈Km−3, P (a, p) + 1〉 ∪ 〈Km−2, P (b, p) + 1〉 ∪ 〈Km−1, P (c, p) + 1〉,m ≥ 10.
The cube trees contain all 〈Km, p〉, i.e. the positions of all cubes in T.
Let p = 1, Γm,1 = [P (Km, 1), · · · , P (Km+1, 1)− 1] = [
tm+tm−2−1
2 , · · · ,
tm+1+tm−1−3
2 ].
Denote d(n) = ♯{(ω, p) : ωpωp+1ωp+2 ⊲ T[1, n]} the number of cubes ending at position n. By
Property 6.1 below, we can calculate d(n), and obversely calculate D(n) by D(n) =
∑n
i=1 d(i).
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Property 6.1. For n ≤ 51, d(n) = 0; and

d(Γ7,1) = d([52, · · · , 95]) = [0, · · · , 0︸ ︷︷ ︸
6
, 1, 0, · · · , 0︸ ︷︷ ︸
37
];
d(Γ8,1) = d([96, · · · , 176]) = [0, · · · , 0︸ ︷︷ ︸
11
, 1, 1, 0, · · · , 0︸ ︷︷ ︸
30
, 1, 0, · · · , 0︸ ︷︷ ︸
37
];
d(Γ9,1) = d([177, · · · , 325]) = [0, · · · , 0︸ ︷︷ ︸
20
, 1, · · · , 1︸ ︷︷ ︸
4
, 0, · · · , 0︸ ︷︷ ︸
6
, 1, 0, · · · , 0︸ ︷︷ ︸
48
, 1, 1, 0, · · · , 0︸ ︷︷ ︸
30
, 1, 0, · · · , 0︸ ︷︷ ︸
37
];
d(Γm,1) = [d(Γm−3,1), d(Γm−2,1), d(Γm−1,1)] + [ 0, · · · , 0,︸ ︷︷ ︸
−tm−2+5tm−4+1
2
1, · · · , 1,︸ ︷︷ ︸
tm−2−3tm−4−1
2
0, · · · , 0︸ ︷︷ ︸
tm−2+tm−3
],m ≥ 10.
Now we turn to give a fast algorithm. Denote the sum of all elements in vector d(Γm,1) by∑
d(Γm,1). An immediately corollaries of Property 6.1 are
∑
d(Γm,1) =
∑
d(Γm−3,1)+
∑
d(Γm−2,1)+∑
d(Γm−1,1) +
tm−2−3tm−4−1
2 . By induction, we can prove Property 6.2 below easily.
Property 6.2. For m ≥ 7, (1) D(min Γm+1,1) = D(maxΓm,1);
(2)
∑
d(Γm,1) =
m
22(7tm − 13tm−1 + tm−2) +
1
44 (−41tm + 74tm−1 − 7tm−2) +
1
4 ;
(3) D(maxΓm,1) =
∑m
j=7
∑
d(Γj,1) =
m
44(9tm−12tm−1−5tm−2)+
3
11 (−2tm+2tm−1+ tm−2)+
m
4 .
For any n ≥ 52, let m such that n ∈ Γm,1. Now we calculate
∑n
i=minΓm,1
d(i). Denote


θˆ1m = minΓm,1 =
tm+tm−2−1
2 ;
ηˆ1m = minΓm,1 +
−tm−2+5tm−4+1
2 =
tm+5tm−4
2 ;
ηˆ2m = minΓm,1 +
−tm−2+5tm−4+1
2 +
tm−2−3tm−4−1
2 =
3tm−1−tm−3−1
2 ;
θˆ2m = minΓm,1 + |Γm−3,1| =
3tm−1−tm−3−1
2 = ηˆ
2
m;
θˆ3m = minΓm,1 + |Γm−3,1|+ |Γm−2,1| =
3tm−1+tm−3−1
2 .
Obviously, θˆ1m < ηˆ
1
m < ηˆ
2
m = θˆ
2
m < θˆ
3
m < θˆ
1
m+1 for m ≥ 7. By Property 6.1, we have:
Property 6.3. For n ≥ 326, let m such that n ∈ Γm,1, then m ≥ 10 and∑n
i=minΓm,1
d(i)
=


∑n−tm−1
i=minΓm−3,1
d(i), θˆ1m ≤ n < ηˆ
1
m;∑n−tm−1
i=minΓm−3,1
d(i) + n− tm+5tm−42 + 1, ηˆ
1
m ≤ n < θˆ
2
m;∑n−tm−1
i=minΓm−2,1
d(i) +
∑
d(Γm−3,1) +
tm−2−3tm−4−1
2 , θˆ
2
m ≤ n < θˆ
3
m;∑n−tm−1
i=minΓm−1,1
d(i) +
∑
d(Γm−3,1) +
∑
d(Γm−2,1) +
tm−2−3tm−4−1
2 , otherwise.
Algorithm D. Step 1. For n ≤ 325, calculate
∑n
i=1 d(i) by Property 6.1.
Step 2. For n ≥ 326, find the m such that n ∈ Γm,1, then m ≥ 10. Calculate
∑n
i=minΓm,1
d(i) by
Property 6.3. And calculate D(min Γm,1 − 1) = D(max Γm−1,1) by Property 6.2.
Step 3. D(n) = D(max Γm−1,1) +
∑n
i=minΓm,1
d(i).
Example. Consider n = 500 ∈ Γ10,1 = [326, · · · , 599]. Since θˆ
3
10 =
3t9+t7−1
2 = 451 ≤ n < θˆ
1
11 =
t11+t9−1
2 = 600, by Property 6.3,
∑500
i=minΓ10,1
d(i) =
∑500−t9
i=minΓ9,1
d(i)+
∑
d(Γ7,1)+
∑
d(Γ8,1)+
t8−3t6−1
2 .
Here
∑500−t9
i=minΓ9,1
d(i) =
∑226
i=177 d(i) = d([197, 198, 199, 200])+d(207) = 5;
∑
d(Γ7,1) = 1,
∑
d(Γ8,1) = 3
and t8−3t6−12 = 8. Thus
∑500
i=minΓ10,1
d(i) = 17. By Property 6.2, D(max Γ9,1) =
9
44 (9t9− 12t8− 5t7) +
3
11(−2t9 + 2t8 + t7) +
9
4 = 12. Thus D(500) = D(max Γ9,1) +
∑500
i=minΓ10,1
d(i) = 12 + 17 = 29.
In fact, the positions of the last letters of the 29 cubes are {58, 107, 108, 139, 197, 198, 199, 200,
207, 256, 257, 288, 332, 362, 363, 364, 365, 366, 367, 368, 369, 381, 382, 413, 471, 472, 473, 474, 481}.
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Now we turn to give the expressions of D(tm).
For m ≥ 10, θˆ3m ≤ tm < θˆ
1
m+1 and θˆ
2
m−1 ≤ tm − tm−1 < θˆ
3
m−1. By Property 6.3,
∑tm
i=minΓm,1
d(i)−
∑tm−3
i=minΓm−3,1
d(i)
=
∑
d(Γm−3,1) +
∑
d(Γm−2,1) +
tm−2−3tm−4−1
2 +
∑
d(Γm−4,1) +
tm−3−3tm−5−1
2
=
∑
d(Γm−1,1) +
tm−2−3tm−4−1
2
= m22(7tm−1 − 13tm−2 + tm−3) +
1
44 (−121tm−1 + 188tm−2 + 57tm−3)−
1
4
= m22(tm + 6tm−1 − 14tm−2) +
1
44 (57tm − 178tm−1 + 131tm−2)−
1
4 .
For m ≥ 7, by induction,
∑tm
i=minΓm,1
d(i) is equal to
∑tm
i=minΓm,1
d(i) = m44 (−7tm + 2tm−1 + 21tm−2) +
1
11(−10tm + 21tm−1 − 6tm−2)−
m
12
+ 0[m ≡ 0(mod 3)] + 13 [m ≡ 1(mod 3)] +
2
3 [m ≡ 2(mod 3)].
Here [P ] is Iverson notation, and equals 1 if P holds and 0 otherwise.
By Property 6.2 and D(tm) = D(max Γm−1,1) +
∑tm
i=minΓm,1
d(i), we prove Theorem 21 in
H.Mousavi and J.Shallit[6] in a novel way, i.e. Theorem D.
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