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SOBOLEV SPACES ON GRADED GROUPS
VE´RONIQUE FISCHER AND MICHAEL RUZHANSKY
Abstract. We study the Lp-properties of positive Rockland operators and define Sobolev
spaces on general graded groups. This generalises the case of sub-Laplacians on stratified
groups studied by G. Folland in [3]. We show that the defined Sobolev spaces are actually
independent of the choice of a positive Rockland operator. Furthermore, we show that
they are interpolation spaces and establish duality and Sobolev embedding theorems in this
context.
1. Introduction
One can define Sobolev spaces on Rn in various equivalent ways (see e.g. [15]), for example
using the Euclidean Fourier transform on Rn or the properties of the Laplace operator.
This can also be done on compact Lie groups (see e.g. [18, 19], also for the corresponding
global theory of pseudo-differential operators). Replacing the Laplace operator with a (left-
invariant) sub-Laplacian on a stratified nilpotent Lie group and using the associated heat
semigroup, Folland showed in [3] that the corresponding spaces are different from their
Euclidean (abelian) counterpart but share many properties with them. See also [20]. Using
Littlewood-Payley decompositions, this was generalised in [5] to the context of Lie groups of
polynomial growth, which in general do not have a (global) homogeneous structure.
Our purpose here is to define functional spaces of Sobolev type on graded (homogeneous)
Lie groups. This class of groups has proved to be a natural setting to generalise several
questions of the Euclidean harmonic analysis and contains many interesting examples: the
abelian Euclidean case of Rn, the Heisenberg group with its natural structure as a stratified
group, and more generally any stratified group, but also for example the Heisenberg group
with a different graded non-stratified structure (see, e.g., H˜1 in Section 5.3). These groups
appear naturally in the geometry of certain symmetric domains and in some sub-elliptic
partial differential equations. In fact, one can argue easily that the analysis on stratified
groups such as in [3] was born out of studying operators based on sums of squares of vector
fields on certain manifolds, nowadays called Heisenberg manifolds. Similarly, our present
analysis should help understanding the case of more general operators, of higher degrees as
differential operators and in terms of homogeneity.
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2In this paper, we define functional spaces on graded groups and show some important
properties such as interpolation, duality, adapted Sobolev embeddings and so on. Hence
this justifies our choice of calling these functional spaces Sobolev spaces. Our construction
uses positive Rockland operators instead of sub-Laplacians as the latter are no longer always
homogeneous. Although our analysis is closely related to Folland’s [3], one important obstacle
is the fact that positive Rockland operators may be of high degree, and not only 2 as in the
case of sub-Laplacians. This has deep implications. For example, a Rockland operator may
not have a unique homogeneous fundamental solution. Also, the powerful Hunt theorem [13]
is no longer available for operators of order larger than 2.
Naturally, when we consider a graded group which is stratified, we recover the Sobolev
spaces defined by Folland in [3] which then coincide with the Sobolev spaces obtained in
[5] on any Lie group of polynomial growth. However, for a general graded (non-stratified)
group, our Sobolev spaces may differ from the ones in [5], see Section 5.3 in this paper.
They will also be slightly different from the Goodman-Sobolev spaces defined by Goodman
on graded Lie groups for integer exponents only in [10, Sec. III. 5.4], see again Section 5.3.
The advantage of the Sobolev spaces defined in this paper is a collection of natural func-
tional analytic properties making them useful in applications: for example, Goodman’s ver-
sions [10] are not interpolation spaces while our spaces are. Moreover our Sobolev are adapted
to the homogeneous structure (we could in fact also define homogeneous Sobolev spaces, see
our last remark in Section 5.3). For instance, homogeneous left-invariant differential opera-
tors maps Sobolev spaces to other Sobolev spaces with ‘a loss of derivatives’ corresponding
to the homogeneous degree. This is not the the case in general with [5].
For the sake of completeness, our analysis includes the definition and some properties for
the case p = ∞. This is new already for the stratified case, although this could have been
done by adapting Folland’s methods.
This paper is organised as follows. After some preliminaries about graded groups and
their homogeneous structure in Section 2, we first define the fractional powers of a positive
Rockland operator in Section 3, as well as its Riesz and Bessel potentials. This enables us to
define our Sobolev spaces in Section 4, where we also show that they satisfy the properties
expected from Sobolev spaces, e.g. interpolation and duality amongst others. In the last
section, we show a ‘Sobolev’ embedding theorem and we also compare our Sobolev spaces
with other known spaces.
2. Preliminaries
In this section, after defining graded Lie groups, we recall their homogeneous structure as
well as the definition and some properties of their Rockland operators.
32.1. Graded and homogeneous groups. Here we recall briefly the definition of graded
nilpotent Lie groups and their natural homogeneous structure. A complete description of
the notions of graded and homogeneous nilpotent Lie groups may be found in [4, ch1].
We will be concerned with graded Lie groups G which means that G is a connected and
simply connected Lie group whose Lie algebra g admits an N-gradation g = ⊕∞`=1g` where the
g`, ` = 1, 2, . . ., are vector subspaces of g, all but finitely many equal to {0}, and satisfying
[g`, g`′ ] ⊂ g`+`′ for any `, `′ ∈ N. This implies that the group G is nilpotent. Examples of
such groups are the Heisenberg group and, more generally, all stratified groups (which by
definition correspond to the case g1 generating the full Lie algebra g).
We construct a basis X1, . . . , Xn of g adapted to the gradation, by choosing a basis
{X1, . . . Xn1} of g1 (this basis is possibly reduced to {0}), then {Xn1+1, . . . , Xn1+n2} a basis of
g2 (possibly {0} as well as the others) and so on. Via the exponential mapping expG : g→ G,
we identify the points (x1, . . . , xn) ∈ Rn with the points x = expG(x1X1 + · · · + xnXn) in
G. Consequently we allow ourselves to denote by C(G), D(G) and S(G) etc, the spaces of
continuous functions, of smooth and compactly supported functions or of Schwartz functions
on G identified with Rn, and similarly for distributions with the duality notation 〈·, ·〉.
This basis also leads to a corresponding Lebesgue measure on g and the Haar measure dx
on the group G, hence Lp(G) ∼= Lp(Rn). The group convolution of two functions f and g,
for instance integrable, is defined via
(f ∗ g)(x) :=
∫
G
f(y)g(y−1x)dy.
The convolution is not commutative: in general, f ∗ g 6= g ∗ f . However, apart from the lack
of commutativity, group convolution and the usual convolution on Rn share many properties.
For example, we have
(2.1) 〈f ∗ g, h〉 = 〈f, h ∗ g˜〉, with g˜(x) = g(x−1).
And the Young convolutions inequalities hold: if f1 ∈ Lp(G) and f2 ∈ Lq(G) with 1 ≤
p, q, r ≤ ∞ and 1
p
+ 1
q
= 1
r
+ 1, then f1 ∗ f2 ∈ Lr(G) and
(2.2) ‖f1 ∗ f2‖r ≤ ‖f1‖p‖f2‖q.
The coordinate function x = (x1, . . . , xn) ∈ G 7→ xj ∈ R is denoted by xj. More generally
we define for every multi-index α ∈ Nn0 , xα := xα11 xα22 . . . xαnn , as a function on G. Similarly
we set Xα = Xα11 X
α2
2 · · ·Xαnn in the universal enveloping Lie algebra U(g) of g.
For any r > 0, we define the linear mapping Dr : g→ g by DrX = r`X for every X ∈ g`,
` ∈ N. Then the Lie algebra g is endowed with the family of dilations {Dr, r > 0} and
becomes a homogeneous Lie algebra in the sense of [4]. We re-write the set of integers ` ∈ N
such that g` 6= {0} into the increasing sequence of positive integers υ1, . . . , υn counted with
multiplicity, the multiplicity of g` being its dimension. In this way, the integers υ1, . . . , υn
4become the weights of the dilations and we have DrXj = r
υjXj, j = 1, . . . , n, on the chosen
basis of g. The associated group dilations are defined by
Dr(x) = r · x := (rυ1x1, rυ2x2, . . . , rυnxn), x = (x1, . . . , xn) ∈ G, r > 0.
In a canonical way this leads to the notions of homogeneity for functions and operators. For
instance the degree of homogeneity of xα and Xα, viewed respectively as a function and a
differential operator on G, is [α] =
∑
j υjαj. Indeed, let us recall that a vector of g defines a
left-invariant vector field on G and, more generally, that the universal enveloping Lie algebra
of g is isomorphic with the left-invariant differential operators; we keep the same notation
for the vectors and the corresponding operators.
Recall that a homogeneous pseudo-norm on G is a continuous function | · | : G→ [0,+∞)
homogeneous of degree 1 on G which vanishes only at 0. This often replaces the Euclidean
pseudo-norm in the analysis on homogeneous Lie groups:
Proposition 2.1. (1) Any homogeneous pseudo-norm | · | on G satisfies a triangle in-
equality up to a constant:
∃C ≥ 1 ∀x, y ∈ G |xy| ≤ C(|x|+ |y|).
It partially satisfies the reverse triangle inequality:
(2.3) ∀b ∈ (0, 1) ∃C = Cb ≥ 1 ∀x, y ∈ G |y| ≤ b|x| =⇒
∣∣|xy| − |x|∣∣ ≤ C|y|.
(2) Any two homogeneous pseudo-norms | · |1 and | · |2 are equivalent in the sense that
∃C > 0 ∀x ∈ G C−1|x|2 ≤ |x|1 ≤ C|x|2.
(3) A concrete example of a homogeneous pseudo-norm is given via
|x|νo :=
( n∑
j=1
x
2νo/υj
j
)1/2νo
,
with νo a common multiple to the weights υ1, . . . , υn.
Various aspects of analysis on G can be developed in a comparable way with the Euclidean
setting, see [1], sometimes replacing the topological dimension
n := dimG =
∞∑
`=1
dim g`
of the group G by its homogeneous dimension
Q :=
∞∑
`=1
` dim g` = υ1 + υ2 + . . .+ υn.
For example, there is an analogue of polar coordinates on homogeneous groups with Q
replacing n:
5Proposition 2.2. Let | · | be a fixed homogeneous pseudo-norm on G. Then there is a
(unique) positive Borel measure σ on the unit sphere S := {x ∈ G : |x| = 1}, such that for
all f ∈ L1(G), we have
(2.4)
∫
G
f(x)dx =
∫ ∞
0
∫
S
f(ry)rQ−1dσ(y)dr.
Another example is the following property regarding kernels or operators of type ν (see
[3] and [4, Chapter 6 A]):
Definition 2.3. A distribution κ ∈ D′(G) which is smooth away from the origin and homo-
geneous of degree ν−Q is called a kernel of type ν ∈ C on G. The corresponding convolution
operator f ∈ D(G) 7→ f ∗ κ is called an operator of type ν.
Theorem 2.4. An operator of type ν with ν ∈ [0, Q) is (−ν)-homogeneous and extends to a
bounded operator from Lp(G) to Lq(G) whenever p, q ∈ (1,∞) satisfy 1
p
− 1
q
= Re ν
Q
.
Exactly as in the Euclidean setting, in the case Re ν ∈ (0, Q), any smooth function away
from the origin which is (ν − Q)-homogeneous defines a distribution. However in the case
Re ν = 0, one needs to add a condition to guarantee the same property:
Proposition 2.5. Let κ be a smooth function away from the origin homogeneous of degree
ν with Re ν = −Q. It coincides with the restriction to G\{0} of a distribution in D′(G) if
and only if its mean value is zero, that is, when
∫
S
κ dσ = 0 where σ is the measure on the
unit sphere S of a homogeneous pseudo-norm given by the polar change of coordinates, see
Proposition 2.2. This condition is independent of the choice of a homogeneous pseudo-norm.
The problems about (group) convolving distributions on G are essentially the same as
in the case of the abelian convolution on Rn. The convolution τ1 ∗ τ2 of two distributions
τ1, τ2 ∈ D′(G) is well defined as a distribution provided that at most one of them has compact
support. However, additional assumptions must be imposed in order to define convolutions
of distributions with non-compact supports. Furthermore, the associativity of the group
convolution product law
(2.5) (τ1 ∗ τ2) ∗ τ3 = τ1 ∗ (τ2 ∗ τ3),
holds when at most one of the τj’s has non-compact support but not necessarily when only
one of the τj’s has compact support even if each convolution in (2.5) could have a meaning.
The following proposition establishes that there is no such pathology appearing when
considering convolution with kernel of type ν with Re ν ∈ [0, Q). This will be useful in the
sequel.
Proposition 2.6. Let G be a homogeneous group.
6(i) Suppose ν ∈ C with 0 ≤ Re ν < Q, p ≥ 1, q > 1, and r ≥ 1 given by 1
r
=
1
p
+ 1
q
− Re ν
Q
− 1. If κ is a kernel of type ν, f ∈ Lp(G), and g ∈ Lq(G), then f ∗ (g ∗κ)
and (f ∗ g) ∗ κ are well defined as elements of Lr(G), and they are equal.
(ii) Suppose κ1 is a kernel of type ν1 ∈ C with Re ν1 > 0 and κ2 is a kernel of type ν2 ∈ C
with Re ν2 ≥ 0. We assume Re (ν1 + ν2) < Q. Then κ1 ∗ κ2 is well defined as a
kernel of type ν1 + ν2. Moreover if f ∈ Lp(G) where 1 < p < Q/(Re (ν1 + ν2)) then
(f ∗ κ1) ∗ κ2 and f ∗ (κ1 ∗ κ2) belong to Lq(G), 1q = 1p − Re (ν1+ν2)Q , and they are equal.
The approximations of the identity may be constructed on G as on their Euclidean counter-
part, replacing the topological dimension and the abelian convolution with the homogeneous
dimension and the group convolution:
Lemma 2.7. Let φ ∈ L1(G). Then the functions φt, t > 0, defined via φt(x) = t−Qφ(t−1x),
are integrable and
∫
φt =
∫
φ is independent of t. Furthermore, for any f in Lp(G), Co(G),
S(G) or S ′(G), the sequence of functions f ∗ φt and φt ∗ f , t > 0, converges towards (
∫
φ) f
as t→ 0 in Lp(G), Co(G), S(G) and S ′(G) respectively.
In Lemma 2.7 and in the whole paper, Co(G) denotes the space of continuous functions
on G which vanish at infinity. This means that f ∈ Co(G) when for every  > 0 there
exists a compact set K outside which we have |f | < . Endowed with the supremum norm
‖ · ‖∞ = ‖ · ‖L∞(G), it is a Banach space.
Recall that D(G), the space of smooth and compactly supported functions, is dense in
Lp(G) for p ∈ [1,∞) and in Co(G) (in which case we set p =∞).
In Theorem 2.9, we will see that the heat semi-group associated to a positive Rockland
operator gives an approximation of the identity which is commutative.
2.2. Rockland operators. Here we recall the definition of Rockland operators and their
main properties.
The definition of a Rockland operator uses the representations of the group. Here we
consider only continuous unitary representations of G. We will often denote by pi such a
representation, by Hpi its Hilbert space and by H∞pi the subspace of smooth vectors. The
corresponding infinitesimal representation on the Lie algebra g and its extension to the
universal enveloping Lie algebra U(g) are also denoted by pi. We recall that g and U(g)
are identified with the spaces of left-invariant vector fields and of left-invariant differential
operators on G respectively.
Definition 2.8. A Rockland operator R on G is a left-invariant differential operator T which
is homogeneous of positive degree and satisfies the Rockland condition:
(R) for each unitary irreducible representation pi on G, except for the trivial representation,
the operator pi(T ) is injective on H∞pi , that is,
∀v ∈ H∞pi pi(T )v = 0 =⇒ v = 0.
7Although the definition of a Rockland operator would make sense on a homogeneous Lie
group (in the sense of [4]), it turns out (see [16], see also [2, Lemma 2.2]) that the existence
of a (differential) Rockland operator on a homogeneous group implies that the homogeneous
group may be assumed to be graded. This explains why we have chosen to restrict our
presentation to graded Lie groups.
Some authors may have different conventions than ours regarding Rockland operators: for
instance some choose to consider right-invariant operators and some definitions of a Rockland
operator involves only the principal part of the operator. The analysis however would be
exactly the same. In a different direction, Glowacki studied non-differentiable (L2-bounded)
operators which satisfy the Rockland condition in [8, 9].
In 1977, Rockland conjectured in [17] that the property in (R) which nowadays bears his
name is equivalent to the hypoellipticity of the operator. This was eventually proved by
Helffer and Nourrigat in [11]. Hence Rockland operators may be viewed as an analogue of
elliptic operators (with a high degree of homogeneity) in a non-abelian subelliptic context.
In the stratified case, one can check easily that any (left-invariant negative) sub-Laplacian,
that is
(2.6) L = Z21 + . . .+ Z2n′ with Z1, . . . , Zn′ forming any basis of the first stratum g1,
is a Rockland operator. More generally it is not difficult to see that the operator
(2.7)
n∑
j=1
(−1)
νo
υj cjX
2 νo
υj
j with cj > 0,
is a Rockland operator of homogeneous degree 2νo if νo is any common multiple of υ1, . . . , υn.
Hence Rockland operators do exist on any graded Lie group (not necessarily stratified).
Furthermore, if R is a Rockland operator, then one can show easily that its powers Rk,
k ∈ N, and its complex conjugate R¯ are also Rockland operators.
If a Rockland operator R which is formally self-adjoint, that is, R∗ = R as elements of the
universal enveloping algebra U(g), is fixed, then it admits a self-adjoint extension on L2(G)
[4, p.131]. In this case we will denote by R2 the self-adjoint extension and by E its spectral
measure:
(2.8) R2 =
∫
R
λdE(λ).
2.3. Positive Rockland operators and their heat kernels. In this section we summarise
properties of positive Rockland operators that are important for our analysis.
Recall that an operator T on a Hilbert spaceH is positive when for any vectors v, v1, v2 ∈ H
in the domain of T , we have (Tv1, v2)H = (v1, T v2)H and (Tv, v)H ≥ 0. If T is a left-invariant
differential operator acting on G, then T is positive when T is formally self-adjoint, that is,
8T ∗ = T in U(g), and satisfies
∀f ∈ D(G)
∫
G
Tf(x)f(x) dx ≥ 0.
Note that if G is stratified and L is a (left-invariant negative) sub-Laplacian, then −L is
a positive Rockland operator. The example in (2.7) is also a positive Rockland operator.
Hence positive Rockland operators always exist on any graded Lie group. Moreover if R is
a positive Rockland operator, then its powers Rk, k ∈ N, and its complex conjugate R¯ are
also positive Rockland operators.
Let us fix a positive Rockland operator R on G. By functional calculus (see (2.8)), we
can define the spectral multipliers
e−tR2 :=
∫ ∞
0
e−tλdE(λ), t > 0,
which form the heat semigroup ofR. The operators e−tR2 are invariant under left-translations
and are bounded on L2(G). Therefore the Schwartz kernel theorem implies that each operator
e−tR2 admits a unique distribution ht ∈ S ′(G) as its convolution kernel:
e−tR2f = f ∗ ht, t > 0, f ∈ S(G).
The distributions ht, t > 0, are called the heat kernels of R. We summarise their main
properties in the following theorem:
Theorem 2.9. Let R be a positive Rockland operator on G which is homogeneous of degree
ν ∈ N. Then each distribution ht is Schwartz and we have:
∀s, t > 0 ht ∗ hs = ht+s,(2.9)
∀x ∈ G, t, r > 0 hrνt(rx) = r−Qht(x),(2.10)
∀x ∈ G ht(x) = ht(x−1),(2.11) ∫
G
ht(x)dx = 1.(2.12)
The function h : G× R→ C defined by
h(x, t) :=
{
ht(x) if t > 0 and x ∈ G,
0 if t ≤ 0 and x ∈ G,
is smooth on (G×R)\{(0, 0)} and satisfies (R+∂t)h = δ0,0 where δ0,0 is the delta-distribution
at (0, 0) ∈ G × R. Having fixed a homogeneous pseudo-norm | · | on G, we have for any
N ∈ N0, α ∈ Nn0 and ` ∈ N0:
(2.13) ∃C = Cα,N,` > 0 ∀t ∈ (0, 1] sup
|x|=1
|∂`tXαht(x)| ≤ Cα,N tN .
9Consequently
(2.14) ∀x ∈ G, t > 0 ht(x) = t−
Q
ν h1(t
− 1
ν x),
and for x ∈ G\{0} fixed,
(2.15) Xαx h(x, t) =
{
O(t−
Q+[α]
ν ) as t→∞,
O(tN) for all N ∈ N0 as t→ 0.
Inequalities (2.15) are also valid for any x in a fixed compact subset of G\{0}.
Remark 2.10. If the group is stratified and R = −L where L is a sub-Laplacian, then R is
of order two and the proof relies on Hunt’s theorem [13], cf. [?, ch1.G]. In this case, the heat
kernel is real-valued and moreover non-negative. The heat semigroup is then a semigroup of
contraction which preserves positivity.
Theorem 2.9 was proved by Folland and Stein in [4, ch4.B]. In their proof, they also show
the following technical property which we will also use later on:
Lemma 2.11. Let R be a positive Rockland operator of a graded Lie group G ∼ Rn with
homogeneous degree ν. If m is a positive integer such that mν ≥ dn
2
e, then the functions in
the domain of Rm are continuous on Ω and for any compact subset Ω of G, there exists a
constant C = CΩ,R,G,m such that
∀φ ∈ Dom(Rm) sup
x∈Ω
|φ(y)| ≤ C (‖φ‖L2 + ‖Rmφ‖L2) .
This is a weak form of Sobolev embeddings. We will later on obtain stronger results of
this kind in Theorem 5.2.
We end this section with the following result of Liouville’s type:
Theorem 2.12. If R is a positive Rockland operator and f ∈ S ′(G) a distribution satisfying
Rf = 0 then f is a polynomial.
Proof. As R is a positive Rockland operator, R¯ = Rt is also Rockland and they are both
hypoelliptic, see [11]. The conclusion follows by applying the Liouville theorem for homoge-
neous Lie groups proved by Geller in [7]. 
3. Fractional powers of positive Rockland operators
In this section we aim at defining fractional powers of positive Rockland operators. We
will carry out the construction on the scale of Lp-spaces for 1 ≤ p ≤ ∞, with L∞(G)
substituted by the space Co(G) of continuous functions vanishing at infinity. Then we discuss
the essential properties of such an extension. Eventually we define its complex powers, and
the corresponding Riesz and Bessel potentials.
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3.1. Positive Rockland operators on Lp. Here we define and study the analogue Rp of
the operator R on Lp(G) or Co(G). This analogue will be defined as the infinitesimal gener-
ator of the heat convolution semigroup. Hence we start by proving the following properties:
Proposition 3.1. The operators f 7→ f ∗ ht, t > 0, form a strongly continuous semi-group
on Lp(G) for any p ∈ [1,∞) and on Co(G) if p =∞. This semi-group is also equibounded:
∀t > 0, ∀f ∈ Lp(G) or Co(G) ‖f ∗ ht‖p ≤ ‖h1‖1‖f‖p.
Furthermore for any p ∈ [1,∞] (finite or infinite) and any f ∈ D(G),
(3.1) lim
t→0
∥∥∥1
t
(f ∗ ht − f)−Rf
∥∥∥
p
= 0.
Proof of Proposition 3.1. If f ∈ D(G), then f ∈ Dom(R) ⊂ Dom(R2) and for any s, t > 0,
by functional calculus,
f ∗ ht+s = e−(t+s)R2f = e−tR2e−sR2f = (f ∗ hs) ∗ ht
and, by the Young convolution inequalities for p ∈ [1,∞] (see (2.2)),
‖f ∗ ht‖p ≤ ‖ht‖1‖f‖p
with ‖ht‖1 = ‖h1‖1 < ∞ by Theorem 2.9. By density of D(G) in Lp(G) for p ∈ [1,∞)
and Co(G) for p = ∞, this implies that the operators f 7→ f ∗ ht, t > 0, form a strongly
continuous equibounded semi-group on Lp(G) for any p ∈ [1,∞) and on Co(G).
Let us prove the convergence in (3.1) for p =∞. Let f ∈ D(G). By Lemma 2.11, for any
compact subset Ω ⊂ G,
sup
Ω
∣∣∣∣1t (f ∗ ht − f)−Rf
∣∣∣∣
≤ C
(∥∥∥∥1t (f ∗ ht − f)−Rf
∥∥∥∥
2
+
∥∥∥∥1tRm (f ∗ ht − f)−Rm+1f
∥∥∥∥
2
)
,
where m is an integer such that mν ≥ dn
2
e. Since D(G) ⊂ Dom(R) and e−tR2f = f ∗ ht, we
have for any integer m′ ∈ N0:
1
t
Rm′ (f ∗ ht − f)−Rm′+1f = 1
t
Rm′2
(
e−tR2f − f)−Rm′+12 f
=
1
t
(
e−tR2Rm′2 f −Rm
′
2 f
)
−Rm′+12 f =
1
t
(
(Rm′f) ∗ ht −Rm′f
)
−Rm′+1f.
This last expression converges to zero in L2(G) as t→ 0. Therefore
sup
Ω
∣∣∣∣1t (f ∗ ht − f)−Rf
∣∣∣∣ −→t→0 0.
We fix a homogeneous pseudo-norm |·| on G, for example the one in Part (3) of Proposition
2.1. We denote by B¯R := {x ∈ G, |x| ≤ R} the closed ball about 0 of radius R. We now fix
11
R ≥ 1 such that B¯R contains the support of f . Let Co = Cb be the constant in the reverse
triangle inequality, see (2.3), for b = 1
2
. We choose Ω = B¯2CoR the closed ball about 0 and
with radius 2CoR. If x 6∈ Ω, then since f is supported in B¯R ⊂ Ω,(
1
t
(f ∗ ht − f)−Rf
)
(x) =
1
t
f ∗ ht(x) = 1
t
∫
|y|≤R
f(y)ht(y
−1x)dy,
hence ∣∣∣∣1t f ∗ ht(x)
∣∣∣∣ ≤ ‖f‖∞t
∫
|y|≤R
|ht(y−1x)|dy = ‖f‖∞
t
∫
|xt 1ν z−1|≤R
|h1(z)|dz,
as ht satisfies (2.14). The reverse triangle inequality, see (2.3), implies {|xt 1ν z−1| ≤ R} ⊂
{|z| > t− 1νR/2}. Since h1 is Schwartz, we must have
∃C |h1(z)| ≤ C|z|−α,
for α = −Q−2ν for instance. This together with the polar change of variable (see Proposition
2.2) yield ∫
|z|>t− 1ν R/2
|h1(z)|dz ≤ C
∫ ∞
r=t−
1
ν R/2
r−α−Q−1dr = C ′t2.
Consequently taking the supremum in the complementary on Ω
sup
Ωc
∣∣∣∣1t (f ∗ ht − f)−Rf
∣∣∣∣ ≤ C ′t −→t→0 0.
This shows the convergence in (3.1) for p =∞.
We now proceed in a similar way to prove the convergence in (3.1) for p finite. As above
we fix f ∈ D(G) supported in B¯R. We decompose
‖1
t
(f ∗ ht − f)−Rf‖p ≤ ‖1
t
(f ∗ ht − f)−Rf‖Lp(B¯2CoR) + ‖
1
t
(f ∗ ht − f)−Rf‖Lp(Bc2CoR).
For the first term,
‖1
t
(f ∗ ht − f)−Rf‖Lp(B¯2CoR) ≤ |B¯2CoR|
1
p‖1
t
(f ∗ ht − f)−Rf‖∞ −→
t→0
0,
as we have already proved the convergence in (3.1) for p = ∞. For the second term, we
obtain for the reasons explained in the case p =∞:
‖1
t
(f ∗ ht − f)−Rf‖Lp(Bc2CoR) =
1
t
‖f ∗ ht‖Lp(Bc2CoR)
=
1
t
(∫
|x|>2CoR
∣∣∣∣∫|y|<R f(y) ht(y−1x)dy
∣∣∣∣p dx) 1p
≤ C0,2‖f‖∞
t
(∫
|x|>2CoR
∫
|z|>t− 1ν R/2
|h1(z)|dz
) 1
p
≤ C0,2‖f‖∞
t
(C ′tp)
1
p ,
choosing this time α = −Q− pν. This yields the convergence in (3.1) for p finite. 
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Definition 3.2. Let R be a positive Rockland operator on G.
For p ∈ [1,∞), we denote by Rp the operator such that −Rp is the infinitesimal generator
of the semi-group of operators f 7→ f ∗ ht, t > 0, on the Banach space Lp(G).
We also denote by R∞o the operator such that −R∞o is the infinitesimal generator of the
semi-group of operators f 7→ f ∗ ht, t > 0, on the Banach space Co(G).
For the moment it seems that R2 denotes the self-adjoint extension of R on L2(G) and
minus the generator of f 7→ f ∗ ht, t > 0, on L2(G). In the sequel, in fact in Theorem 3.3
below, we show that the two operators coincide and there is no conflict of notation.
Theorem 3.3. Let R be a positive Rockland operator on G and p ∈ [1,∞) ∪ {∞o}.
(i) The operator Rp is closed. The domain of Rp contains D(G), and for f ∈ D(G) we
have Rpf = Rf .
(ii) The operator R¯p is positive and Rockland. Moreover −R¯p is the infinitesimal gener-
ator of the strongly continuous semi-group {f 7→ f ∗ h¯t}t>0 on Lp(G) for p ∈ [1,∞)
and on Co(G) for p =∞o.
(iii) If p ∈ (1,∞) then the dual of Rp is R¯p′. The dual of R∞o restricted to L1(G) is R¯1.
The dual of R1 restricted to Co(G) ⊂ L∞(G) is R¯∞o.
(iv) If p ∈ [1,∞), the operator Rp is the maximal restriction of R to Lp(G), that is, the
domain of Rp consists of all the functions f ∈ Lp(G) such that the distributional
derivative Rf is in Lp(G) and Rpf = Rf .
The operator R∞o is the maximal restriction of R to Co(G), that is, the domain
of R∞o consists of all the function f ∈ Co(G) such that the distributional derivative
Rf is in Co(G) and Rpf = Rf .
(v) If p ∈ [1,∞), the operator Rp is the smallest closed extension of R|D(G) on Lp(G).
For p = 2, R2 is the self-adjoint extension of R on L2(G).
Proof. Part (i) is a consequence of Proposition 3.1. Intertwining with the complex conjugate,
this implies that {f 7→ f ∗ h¯t}t>0 is also a strongly continuous semi-group on Lp(G) whose
infinitesimal operator coincides with −R¯ = −Rt on D(G). This shows Part (ii).
For Part (iii), we observe that using (2.1) and (2.11), we have
(3.2) ∀f1, f2 ∈ D(G) 〈f1 ∗ ht, f2〉 = 〈f1, f2 ∗ h¯t〉.
Thus we have for any f, g ∈ D(G) and p ∈ [1,∞) ∪ {∞o}
〈1
t
(e−tRpf − f), g〉 = 1
t
〈f ∗ ht − f, g〉 = 1
t
〈f, g ∗ h¯t − g〉 = 1
t
〈f, e−tR¯p′g − g〉.
Here the brackets refer to the duality in the sense of distribution. Taking the limit as t→ 0
of the first and last expressions proves Part (iii).
We now prove Part (iv) for any p ∈ [1,∞) ∪ {∞o}. Let f ∈ Dom(Rp) and φ ∈ D(G).
Since R is formally self-adjoint, we know that Rt = R¯, and by Part (i), we have Rqφ = Rφ
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for any q ∈ [1,∞) ∪ {∞o}. Thus by Part (iii) we have
〈Rpf, φ〉 = 〈f, R¯p′φ〉 = 〈f,Rtφ〉 = 〈Rf, φ〉,
and Rpf = Rf in the sense of distributions. Thus
Dom(Rp) ⊂ {f ∈ Lp(G) : Rf ∈ Lp(G)}.
We now prove the reverse inclusion. Let f ∈ Lp(G) such that Rf ∈ Lp(G). Let also
φ ∈ D(G). The following computations are justified by the properties of R and ht (see
Theorem 2.9), Fubini’s Theorem, and (3.2):
〈f ∗ ht − f, φ〉 = 〈f, φ ∗ h¯t − φ〉 = 〈f,
∫ t
0
∂s(φ ∗ h¯s)ds〉 = 〈f,
∫ t
0
−R¯(φ ∗ h¯s)ds〉
= −〈f, R¯
∫ t
0
(φ ∗ h¯s)ds〉 = −〈Rf,
∫ t
0
φ ∗ h¯sds〉 = −
∫ t
0
〈Rf, φ ∗ h¯s〉ds
= −
∫ t
0
〈(Rf) ∗ hs, φ〉ds = −〈
∫ t
0
(Rf) ∗ hsds, φ〉.
Therefore,
1
t
(f ∗ ht − f) = −1
t
∫ t
0
(Rf) ∗ hsds.
This converges towards −Rf in Lp(G) as t → 0 by the general properties of averages of
strongly continuous semigroups on a Banach space. This shows f ∈ Dom(Rp) and concludes
the proof of (iv).
Part (v) follows from (iv). This also shows that the self-adjoint extension of R coincides
with R2 as defined in Definition 3.2 and concludes the proof of Theorem 3.3. 
Theorem 3.3 has the following consequences which will enable us to define the fractional
powers of Rp.
Corollary 3.4. We keep the same setting and notation as in Theorem 3.3.
(i) The operator Rp is injective on Lp(G) for p ∈ [1,∞) and R∞o is injective on Co(G),
namely,
for p ∈ [1,∞) ∪ {∞o} : ∀f ∈ Dom(Rp) Rpf = 0 =⇒ f = 0.
(ii) If p ∈ (1,∞) then the operator Rp has dense range in Lp(G). The operator R∞o
has dense range in Co(G). The closure of the range of R1 is the closed subspace
{φ ∈ L1(G) : ∫
G
φ = 0} of L1(G).
(iii) For p ∈ [1,∞) ∪ {∞o}, and any µ > 0, the operator µI +Rp is invertible on Lp(G),
p ∈ [1,∞), and on Co(G) for p =∞o, and the operator norm of (µI +Rp)−1 is
(3.3) ‖(µI +Rp)−1‖L (Lp(G)) ≤ ‖h1‖µ−1 or ‖(µI +R∞o)−1‖L (Co(G)) ≤ ‖h1‖µ−1.
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Proof. Let f ∈ Dom(Rp) be such that Rpf = 0 for p ∈ [1,∞) ∪ {∞o}. By Theorem 3.3
(iv), f ∈ S ′(G) and Rf = 0. Consequently by Liouville’s theorem, see Theorem 2.12, f is
a polynomial. Since f is also in Lp(G) for p ∈ [1,∞) or in Co(G) for p = ∞o, f must be
identically zero. This proves (i).
For (ii), let Ψ be a bounded linear functional on Lp(G) if p ∈ [1,∞) or on Co(G) if p =∞o
such that Ψ vanishes identically on Range(Rp). Then Ψ can be realised as the integration
against a function f ∈ Lp′(G) if p ∈ [1,∞) or a measure also denoted by f ∈ M(G) if
p =∞o. Using the distributional notation, we have
Ψ(φ) = 〈f, φ〉 ∀φ ∈ Lp(G) or ∀φ ∈ Co(G).
Then for any φ ∈ D(G), we know that φ ∈ Dom(Rp) and Rpφ = Rφ by Theorem 3.3 (i)
thus
0 = Ψ(Rp(φ)) = 〈f,R(φ)〉 = 〈R¯f, φ〉,
since Rt = R¯. Hence R¯f = 0. By Liouville’s theorem, see Theorem 2.12, this time applied
to the positive Rockland operator R¯, we see that f is a polynomial. This implies that f ≡ 0,
since f is also a function in Lp
′
(G) in the case p ∈ (1,∞), whereas for p =∞o, f is in M(G)
thus an integrable polynomial on G. For p = 1, f being a measurable bounded function
and a polynomial, f must be constant, i.e. f ≡ c for some c ∈ C. This shows that if
p ∈ (1,∞) ∪ {∞o} then Ψ = 0 and Range(Rp) is dense in Lp(G) or Co(G), whereas if p = 1
then Ψ : L1(G) 3 φ 7→ c ∫
G
φ. This shows (ii) for p ∈ (1,∞) ∪ {∞o}.
Let us study more precisely the case p = 1. It is easy to see that∫
G
Xφ(x)dx = −
∫
G
φ(x) (X1)(x)dx = 0
holds for any φ ∈ L1(G) such that Xφ ∈ L1(G). Consequently, for any φ ∈ Dom(R1), we
know that φ and Rφ are in L1(G) thus ∫
G
R1φ = 0. So the range of R1 is included in
S := {φ ∈ L1(G) :
∫
G
φ = 0} ⊃ Range(R1).
Moreover, if Ψ1 a bounded linear functional on S such that Ψ1 is identically 0 on Range(R1),
by the Hahn-Banach Theorem, it can be extended into a bounded linear function Ψ on L1(G).
As Ψ vanishes identically on Range(R1) ⊂ S, we have already proven that Ψ must be of the
form Ψ : L1(G) 3 φ 7→ c ∫
G
φ for some constant c ∈ C and its restriction to S is Ψ1 ≡ 0.
This concludes the proof of Part (ii).
Let us prove Part (iii). Integrating the formula
(µ+ λ)−1 =
∫ ∞
0
e−t(µ+λ)dt
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against the spectral measure dE(λ) of R2, we have formally
(3.4) (µI +R2)−1 =
∫ ∞
0
e−t(µI+R2)dt,
and the convolution kernel of the operator on the right-hand side is (still formally) given by
κµ(x) :=
∫ ∞
0
e−tµht(x)dt.
From the properties of the heat kernel ht (see Theorem 2.9), we see that κµ is continuous
on G and that
‖κµ‖1 ≤
∫ ∞
0
e−tµ‖ht‖1dt = ‖h1‖
∫ ∞
0
e−tµdt =
‖h1‖
µ
<∞.
Therefore κµ ∈ L1(G) and the operator
∫∞
0
e−t(µI+R2)dt is bounded on L2(G). Furthermore
Formula (3.4) holds (it suffices to consider integration over [0, N ] with N →∞).
For any φ ∈ D(G) and p ∈ [1,∞) ∪ {∞o}, Theorem 3.3 (iv) implies
(µI +Rp)φ = (µI +R)φ = (µI +R2)φ ∈ D(G),
thus
κµ ∗ ((µI +Rp)φ) = κµ ∗ ((µI +R2)φ) = φ.
Hence the inverse of the operator µI +Rp coincide with the convolution operator φ 7→ φ ∗κµ
which is bounded on Lp(G) if p ∈ [1,∞) and on Co(G) if p =∞o. Furthermore the operator
norm of the latter is ≤ ‖κµ‖1 ≤ ‖h1‖µ−1. 
3.2. Fractional powers of operators Rp. In this section we study the fractional powers
of the operators Rp and I +Rp.
Theorem 3.5. Let R be a positive Rockland operator on a graded group G. We consider
the operators Rp defined in Definition 3.2. Let p ∈ [1,∞) ∪ {∞o}.
(1) Let Ap denote either Rp or I +Rp.
• For every a ∈ C, the operator Aap is closed and injective with (Aap)−1 = A−ap .
We have A0p = I, and for any n ∈ N, An coincides with the usual powers of
differential operators on D(G). Furthermore, the operator Aap is invariant under
left translations.
• For any a, b ∈ C, in the sense of operator graph, we have AapAbp ⊂ Aa+bp . If p 6= 1
then the closure of AapAbp is Aa+bp .
• Let ao ∈ C+.
– If φ ∈ Range(Aao) then φ ∈ Dom(Aa) for all a ∈ C with −Re ao < Re a <
0 and the function a 7→ Aaφ is holomorphic in {a ∈ C : −Re ao < Re a <
0}.
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– If φ ∈ Dom(Aao) then φ ∈ Dom(Aa) for all a ∈ C with 0 < Re a < Re ao
and the function a 7→ Aaφ is holomorphic in {a ∈ C : 0 < Re a < Re ao}.
• If p ∈ (1,∞) then the dual of Ap is A¯p′. The dual of A∞o restricted to L1(G) is
A¯1. The dual of A1 restricted to Co(G) ⊂ L∞(G) is A¯∞o.
• If a, b ∈ C+ with Re b > Re a, then
∃C = Ca,b > 0 ∀φ ∈ Dom(Abp) ‖Aapφ‖ ≤ C‖φ‖1−
Re a
Re b ‖Abpφ‖
Re a
Re b .
(2) For each a ∈ C+, the operators (I +Rp)a and Rap are unbounded and their domains
satisfy Dom [(I +Rp)a] = Dom(Rap) = Dom [(Rp + I)a] for all  > 0, and all these
domains contain S(G).
(3) If 0 < Re a < 1 and φ ∈ Range(Rp) then
R−ap φ =
1
Γ(a)
∫ ∞
0
ta−1e−tRpφ dt,
in the sense that limN→∞
∫ N
0
converges in the norm of Lp(G) or Co(G).
(4) If a ∈ C+, then the operator (I+Rp)−a is bounded and for any φ ∈ X with X = Lp(G)
or Co(G), we have
(I +Rp)−aφ = 1
Γ(a)
∫ ∞
0
ta−1e−t(I+Rp)φ dt,
in the sense of absolute convergence:
∫∞
0
ta−1‖e−t(I+Rp)φ‖Xdt <∞.
(5) For any τ ∈ R and p ∈ (1,∞), the operator Riτp is bounded on Lp(G). Moreover
∃C, θ > 0 ∀τ ∈ R ‖Riτp ‖L (Lp) ≤ Ceθ|τ |.
and for any a ∈ C,
Dom(Rap) = Dom(RRe ap ).
(6) For any τ ∈ R and p ∈ (1,∞), the operator (I+Rp)iτ is bounded on Lp(G). Moreover
∃C, θ > 0 ∀τ ∈ R ‖(I +Rp)iτ‖L (Lp) ≤ Ceθ|τ |.
and for any a ∈ C,
Dom((I +Rp)a) = Dom((I +Rp)Re a).
(7) For any a, b ∈ C, the two (possibly unbounded) operators Rap and (I +Rp)b commute.
(8) For any a ∈ C, the operator Rap is homogeneous of degree νa.
Here we say that two (possibly unbounded) operators A and B commute when
x ∈ Dom(AB) ∩Dom(BA) =⇒ ABx = BAx.
Let us recall that the domain of the product AB of two (possibly unbounded) operators A
and B on the same Banach space X is formed by the elements x ∈ X such that x ∈ Dom(B)
and Bx ∈ Dom(A).
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In Theorem 3.5 Part (3), Γ denotes the usual Gamma function.
Proof. By Theorem 3.3 (i), the operator Rp is closed and densely defined. By Corollary
3.4, it is injective and Komatsu-non-negative in the sense that (−∞, 0) is included in its
resolvant set and it satisfies Property (3.3). Necessarily I+Rp also satisfies these properties.
Furthermore −(I +Rp) generates an exponentially stable semigroup:
‖e−t(I+Rp)‖L (Lp(G)) ≤ e−t‖e−tRp‖L (Lp(G)) ≤ e−t‖h1‖1,
and similarly for Co(G).
Most of the statements then follow from the general properties of fractional powers. Refer-
ences for these results are in [14] as follows: for Part (1) Corollaries 5.2.4, 5.1.12, and 5.1.13,
together with and Section 7.1, for Parts (3) and (4) Lemma 6.1.5, for Part (5) Section 7.1
and Corollary 7.1.2. For Part (2), the property that the domains coincide comes from [14,
Theorem 5.1.7]. That they contain S(G) and that the operators are unbounded is true for
integer powers, hence true using Part (1).
This concludes the proof of Theorem 3.5, except for Parts (5) and (6). For the moment,
let us admit that all the operators Riτp , τ ∈ R, are bounded. Then for any a ∈ C, Ra+iτp is
the closure of Riτp Rap by Part (1), so Dom(Ra+iτp ) ⊃ Dom(Rap). Applying this to a ∈ R and
a− iτ , this shows Dom(Ra′p ) = Dom(RRe a′p ) for any a′ ∈ C. By Part (2), we must also have
Dom(I +Rp)a′ = Dom(I +Rp)Re a′ for any a′ ∈ C. Now by Part (1), for any τ ∈ R, we have
in the sense of operators
(I +Rp)iτ ⊃ (I +Rp)(I +Rp)−1+iτ and I ⊃ (I +Rp)1−iτ (I +Rp)−1+iτ ,
hence
Range(I +Rp)−1+iτ ⊂ Dom(I +Rp)1−iτ = Dom(I +Rp),
so
Dom(I +Rp)iτ ⊃ Dom(I +Rp)−1+iτ .
This last domain is the whole space Lp since (I + Rp)−1+iτ is bounded by Part (4). Then
the closed graph theorem1 implies that (I +Rp)iτ is bounded. The bounds for the operator
norms of Riτp and (I +Rp)iτ comes from [14, Proposition 8.1.1].
Hence the proof of Theorem 3.5 will be complete once we have proved that each operator
Riτp , τ ∈ R, is bounded. This will require a couple of technical lemmata. 
Lemma 3.6. Let R be a positive Rockland operator on G, with heat kernels ht. For each
a ∈ C with |Re a| < 1 and x 6= 0, the integral
(3.5)
1
Γ(a
ν
+ 1)
∫ ∞
0
t
a
νRht(x)dt
is absolutely convergent for every x 6= 0. This defines kernel of type a.
1ref?
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Proof of Lemma 3.6. The estimates in (2.15) show the absolute convergence and the smooth-
ness of the function κa on G\{0} given via (3.5). One checks easily, using an easy change of
variable, that κa is homogeneous of degree a−Q.
Let us show that if a = iτ with τ ∈ R, then κa has mean average 0. Let b1, b2 ∈ R with
0 < b1 < b2. We fix a homogeneous pseudo-norm | · | on G and use the notation for the
corresponding the polar change of coordinates in Proposition 2.2. One can show easily that
for a = iτ ∫
b1<|x|<b2
κa(x)dx = cτ,b1,b2mκa where cτ,b1,b2 =
{
biτ1 −biτ2
−iτ if τ 6= 0,
mκa ln
b2
b1
if τ = 0,
and mτ =
∫
S
κadσ is the mean average of κa. The properties of the heat kernel (see Theorem
2.9) yield ∫
b1<|x|<b2
κa(x)dx =
1
Γ(1 + i τ
ν
)
∫ ∞
0
ti
τ
ν ∂t
∫
b1<t
1
ν |y|<b2
h1(y)dy dt
=
1
Γ(1 + i τ
ν
)
∫ ∞
0
ti
τ
ν
−t− 1ν−1
ν
[∫
S
h1(rx)dσ(x)r
Q−1
]t− 1ν b2
r=t−
1
ν b1
dt.
Moreover choosing e.g. b2 = 2b1 and b1 = `
−1 for every ` ∈ N, we have |mκa| ≤ Cτ,h`−Q+1,
hence mκa = 0. Hence by Definition 2.3 and Proposition 2.5, κa is a kerne of type a. 
We will also need the following technical result:
Lemma 3.7. We keep the setting and notation of Theorem 3.3. For any N ∈ N, the space
RN(S(G)) = RNp (S(G)) is contained in Dom(RNp ) ∩ Range(RNp ) and in S(G). The space
RNp (S(G)) is dense in Lp(G) if p ∈ (1,∞), and RN∞o(S(G)) is dense in Co(G).
Proof of Lemma 3.7. By Theorem 3.3 Part (iv),
S(G) ⊂ Dom(RNp ) and RNp (S(G)) = RN(S(G)) ⊂ S(G).
It remains to prove the properties of density. For this we proceed as in the proof of
Corollary 3.4. Let Ψ be a bounded linear functional on Lp(G) if p ∈ (1,∞) or on Co(G) if
p =∞o such that Ψ vanishes identically onRNp (S(G)). Realising Ψ as the integration against
a function f ∈ Lp′(G) if p ∈ (1,∞) or f ∈ M(G) if p = ∞o, we have RNf = 0. Applying
Liouville’s Theorem to RN1 (see Theorem 2.12), this shows that f is a polynomial hence it
must be identically zero. This shows that Ψ ≡ 0 and RNp (S(G)) is dense in Lp(G). 
We can now prove Part (5) of Theorem 3.5.
Proof of Part (5) of Theorem 3.5. We keep the notation of Lemma 3.6 and its proof. The
function κa defined via (3.5) is smooth away from the origin, (a−Q)-homogeneous, and with
mean average 0 if a ∈ iR. We assume Re a ∈ [0, Q). By Theorem 2.4 and Proposition 2.5,
the operator f 7→ f ∗ κa is bounded form Lq(G) to Lp(G) where 1q − 1p = Re aQ , p, q ∈ (1,∞).
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By Lemma 3.7, we can apply the analyticity results of Theorem 3.5: for φ ∈ Rp(S(G)),
a 7→ R−
a
ν
p φ is holomorphic on the strip {a ∈ C : |Re aν | < 1}. Furthermore, by Theorem 3.5
(3), if 0 < Re a
ν
< 1, we have, with convergence in Lp(G),
R−
a
ν
p φ = lim
R→∞
1
Γ(a
ν
)
∫ R
0
t
a
ν
−1φ ∗ htdt.
Integrating by parts, we get
(3.6)
∫ R
0
t
a
ν
−1φ ∗ htdt =
[
t
a
ν
a
ν
φ ∗ ht
]R
t=0
−
∫ R
0
t
a
ν
a
ν
∂t (φ ∗ ht) dt.
Now the first term (the bracket) at t = 0 gives 0 since Re a
ν
> 0 and since φ∗ht → φ in Lp(G)
as t→ 0 by Proposition 3.1. For the first term at t = R, by the property of homogeneity of
ht (see (2.14)), we have
‖φ ∗ ht‖p ≤ t−
Q
ν ‖h1 ◦Dt− 1ν ‖p‖φ‖1 = t
−Q
ν t
Q
νp‖h1‖p‖φ‖1,
so that the first term at R gives 0 as R → ∞, for Re a < Q(1− 1
p
). For the second term in
the right-hand side of(3.6), as ∂t (φ ∗ ht) = φ ∗ ∂ht = φ ∗ Rht, we have
1
Γ(a
ν
)
∫ R
0
t
a
ν
a
ν
∂t (φ ∗ ht) dt = 1
Γ(1 + a
ν
)
φ ∗
∫ R
0
t
a
νRhtdt.
By Lemma 3.6, if Re a < Q, this converges to φ ∗ κa in Lp(G) as R → ∞ since by the first
part of this proof, we have
‖φ ∗ κa‖Lp(G) ≤ C‖φ‖Lq(G).
We have obtained that for each φ ∈ Rp(S(G)), a 7→ R−
a
ν
p φ is holomorphic on the strip
{|Re a
ν
| < 1} and coincides with a 7→ φ∗κa on {0 < Re a < Q(1− 1p)}. It is easy to check that
a 7→ φ ∗ κa is holomorphic on the strip {0 < Re a < Q} and continuous on {0 ≤ Re a < Q}.
This implies that, for Re a = 0, the closed operatorR−
a
ν
p and the bounded operator φ 7→ φ∗κa
coincide on the dense subspace Rp(S(G)), the latter convolution operator being bounded
on Lp(G) by Theorem 2.4 and Proposition 2.5. Thus for Re a = 0 the operator R−
a
ν
p is
bounded and is the convolution operator with kernel κa. This concludes the proof of Part
(5) of Theorem 3.5 and of the whole theorem. 
Remark 3.8. The bound for ‖Riτp ‖L (Lp) given in Theorem 3.5 (5) may be improved by
tracking down the various constants in the proof above and in the proof of Theorem 2.4.
In the case of a sub-Laplacian, that is, G stratified and R = −L, using another argument,
Folland showed [3, Proposition 3.14] that
‖Riτp ‖L (Lp) ≤ Cp|Γ(1− τ)|−1 and ‖(I +Rp)iτ‖L (Lp) ≤ Cp|Γ(1− τ)|−1,
with Cp independent of τ ∈ R. However his proof uses heavily the fact that the heat
semigroup {etL}t>0 = {e−tR}t>0 is a strongly continuous semigroup of contractions preserving
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positivity, see Remark 2.10. This can not be adapted in a simple way to the case of a general
Rockland operator.
We will not pursue the question of improving the bounds for ‖Riτp ‖L (Lp) and ‖(I +
Rp)iτ‖L (Lp). Indeed we will only need some bounds for ‖(I +Rp)iτ‖L (Lp) to show the prop-
erty of interpolation between Sobolev spaces (i.e. in the proof of Theorem 4.8), and the
bounds given in Theorem 3.5 and later in Corollary 3.11 will be sufficient for our purpose.
3.3. Riesz and Bessel potentials. In the next corollary, we proceed as in the proof of
Theorem 3.5 (5) to realise R−
a
ν
p as a convolution operator with a homogeneous kernel smooth
away from the origin for certain values of a. We also consider the left-invariant (but non-
homogeneous) operator (I +Rp)− aν .
Definition 3.9. Mimicking the usual terminology in the Euclidean setting, we call the
operators R−a/ν for {a ∈ C, 0 < Re a < Q} and (I +R)−a/ν for a ∈ C+, the Riesz potential
and the Bessel potential, respectively. In the sequel we will denote their kernels by Ia and
Ba, respectively, as defined in the following:
Corollary 3.10. We keep the setting and notation of Theorem 3.3.
(i) Let a ∈ C with 0 < Re a < Q. The integral
Ia(x) := 1
Γ(a/ν)
∫ ∞
0
t
a
ν
−1ht(x)dt,
converges absolutely for every x 6= 0. This defines a distribution Ia which is a kernel
of type a, that is, smooth away from the origin and (a−Q)-homogeneous.
For any p ∈ (1,∞), if φ ∈ S(G) or, more generally, if φ ∈ Lq(G) ∩ Lp(G) where
q ∈ [1,∞) is given by 1
q
− 1
p
= Re a
Q
, then
φ ∈ Dom(R−
a
ν
p ) and R−
a
ν
p φ = φ ∗ Ia ∈ Lp(G).
(ii) Let a ∈ C+. The integral
Ba(x) := 1
Γ(a
ν
)
∫ ∞
0
t
a
ν
−1e−tht(x)dt,
converges absolutely for every x 6= 0. The function Ba is always smooth away from 0
and integrable on G. If Re a > Q/2, then Ba ∈ L2(G).
For each a ∈ C+, the operator (I +Rp)−a/ν is a bounded convolution operator on
Lp(G) for p ∈ [1,∞) or Co(G) for p = ∞, with the same (right convolution) kernel
Ba.
If a, b ∈ B+, then as integrable functions, we have Ba ∗ Bb = Ba+b.
Proof of Corollary 3.10. The absolute convergence and the smoothness of Ia and Ba follow
from the estimates in (2.15).
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For the homogeneity of Ia, we use (2.10) and the change of variable s = r−νt, to get
Ia(rx) = 1
Γ(a/ν)
∫ ∞
0
t
a
ν
−1ht(rx)dt
=
1
Γ(a/ν)
∫ ∞
0
(rνs)
a
ν
−1r−Qhs(x)rνds = ra−QIa(x).
By Theorem 2.4, the operator S(G) 3 φ 7→ φ ∗ Ia is homogeneous of degree −a, and
admits a bounded extension Lq(G)→ Lp(G) when 1
p
− 1
q
= Re (a)
Q
. The rest of Part (i) follows
from Theorem 3.5 together with Lemma 3.7.
By Theorem 2.9,
∫
G
|ht| = 1 for all t > 0, so
(3.7)
∫
G
|Ba(x)|dx ≤ 1|Γ(a
ν
)|
∫ ∞
0
t
Re a
ν
−1e−t
∫
G
|ht(x)|dx dt =
Γ(Re a
ν
)
|Γ(a
ν
)| ,
and Ba is integrable. By Theorem 3.5 Part (4), the integrable function Ba is the convolution
kernel of (I +Rp)−a/ν .
Let us show the square integrability of Ba. We assume Re a > 0. We compute for any
R > 0:
Γ(a/ν)2
∫
|x|<R
|Ba(x)|2dx = Γ(a/ν)2
∫
|x|<R
Ba(x)Ba(x)dx
=
∫
|x|<R
∫ ∞
0
t
a
ν
−1e−tht(x)dt
∫ ∞
0
s
a
ν
−1e−sh¯s(x)ds dx
=
∫ ∞
0
∫ ∞
0
(st)
a
ν
−1e−(t+s)
∫
|x|<R
ht(x)h¯s(x)dx dtds.
From the properties of the heat kernel (see (2.11) and (2.9)) we see that∫
|x|<R
ht(x)h¯s(x)dx =
∫
|x|<R
ht(x)hs(x
−1)dx −→
R→∞
ht ∗ hs(0),
and ht ∗ hs(0) = ht+s(0) = (t+ s)−
Q
ν h1(0).
Therefore, ∫
G
|Ba(x)|2dx = h1(0)
Γ(a/ν)2
∫ ∞
0
∫ ∞
0
(st)
a
ν
−1e−(t+s)(t+ s)−
Q
ν dtds
=
h1(0)
Γ(a/ν)2
∫ 1
s′=0
(s′(1− s′)) aν−1 ds′
∫ ∞
u=0
e−uu2(
a
ν
−1)−Q
ν
+1du,
after the change of variables u = s + t and s′ = s/u. The integrals over s′ and u converge
when Re a > Q/2. Thus Ba is square integrable under this condition. The rest of the proof
of Corollary 3.10 follows easily from the properties of the fractional powers of I +R. 
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Corollary 3.11. We keep the notation of Corollary 3.10. For any a ∈ C+, the operator
norm of (I +Rp)−
a
νR on Lp(G) if p ∈ [1,∞) or Co(G) if p =∞o is bounded by
‖(I +Rp)−
a
νR ‖L (Lp) ≤ ‖Ba‖1 ≤ Γ
(−Re a
νR
) ∣∣∣∣Γ(− aνR
)∣∣∣∣−1 .
For any (fixed) a ≤ 0 and p ∈ (1,∞), the following quantity is finite:
sup
y∈R
e−3|y| ln ‖(I +Rp)
−a+iy
νR ‖L (Lp).
Proof of Corollary 3.11. The first part is a direct consequence of Corollary 3.10 (ii) and its
proof. If a > 0, the second part follows from the first together with Sterling’s estimates.
If a = 0, it is a consequence of the exponential bounds for the operator norms obtained in
Theorem 3.5 (6). 
We now state the following technical lemma and its corollaries which will be useful in the
sequel.
Lemma 3.12. We keep the notation of Corollary 3.10.
(i) For any φ ∈ S(G) and a ∈ C+, the function φ ∗ Ba is Schwartz.
(ii) Let a ∈ C and φ ∈ S(G). Then (I +Rp)aφ does not depend on p ∈ [1,∞)∪ {∞o}. If
a ∈ N, (I +Rp)aφ coincides with (I +R)aφ. If a ∈ C+, we have
(3.8) (I +Rp)a (φ ∗ Baν) = ((I +Rp)aφ) ∗ Baν = φ (p ∈ [1,∞) ∪ {∞o}).
(iii) For any N ∈ N, (I +R)N(S(G)) = S(G).
Proof. Let | · | be a homogeneous pseudo-norm on G and N ∈ N. We see that∫
G
|x|N |Ba(x)|dx ≤ 1|Γ(a
ν
)|
∫ ∞
0
t
Re a
ν
−1e−t
∫
G
|x|N |ht(x)|dx dt,
and using the homogeneity of the heat kernel (see (2.14)) and the change of variables y =
t−
1
ν x, we get ∫
G
|x|N |ht(x)|dx =
∫
G
|t 1ν y|N |h1(y)|dy = cN tNν ,
where cN = ‖|y|Nh1(y)‖L1(dy) is a finite constant since h1 ∈ S(G). Thus,∫
G
|x|N |Ba(x)|dx ≤ cN|Γ(a
ν
)|
∫ ∞
0
t
Re a
ν
−1+N
ν e−tdt <∞,
and x 7→ |x|NBa(x) is integrable.
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Let Co ≥ 1 denote the constant in the triangle inequality for | · | (see Proposition 2.1). Let
also φ ∈ S(G). We have for any N ∈ N and α ∈ Nn0 :
(1 + |x|)N
∣∣∣X˜ [φ ∗ Ba] (x)∣∣∣ = (1 + |x|)N ∣∣∣X˜φ ∗ Ba(x)∣∣∣
≤ (1 + |x|)N
∣∣∣X˜φ∣∣∣ ∗ |Ba| (x)
≤ CNo
∣∣∣(1 + | · |)NX˜φ∣∣∣ ∗ ∣∣(1 + | · |)NBa(x)∣∣ (x)
≤ CNo
∥∥∥(1 + | · |)NX˜φ∥∥∥
∞
∥∥(1 + | · |)NBa∥∥L1(G) .
This shows that that φ ∗ Ba ∈ S(G) (for a description of the Schwartz class, see [4, Chapter
1 D] and Part (i) is proved.
Part (ii) follows easily from Theorem 3.5 and Corollary 3.10.
Let us prove Part (iii). By Theorem 3.3 (iv), we have the inclusion (I+R)N(S(G)) ⊂ S(G).
The reverse inclusion S(G) ⊂ (I +R)N(S(G)) follows from (3.8) and Theorem 3.3 (iv). So
for any N ∈ N, S(G) is included in Dom [(I +Rp)N]∩Range [(I +Rp)N] and we can apply
the analyticity results of Theorem 3.5: the function a 7→ (I + Rp)aφ is holomorphic in
{a ∈ C : −N < Re a < N}. We observe that by Corollary 3.10 (ii), if −N < Re a < 0, all
the functions (I +Rp)aφ coincide with φ ∗ Baν for any p ∈ [1,∞) ∪ {∞o}. This shows that
for each a ∈ C fixed, (I + Rp)aφ is independent of p. This concludes the proof of Lemma
3.12. 
4. Sobolev spaces on graded groups
In this section we define the Sobolev spaces associated to a positive Rockland operator R
and show that they satisfy similar properties to the Euclidean Sobolev spaces. We will show
that the constructed spaces are actually independent of the choice of a positive Rockland
operator R on a graded group with which we start our construction.
4.1. Definition and first properties of Sobolev spaces. We first need the following
lemma:
Lemma 4.1. We keep the notation of Theorem 3.5. For any s ∈ R and p ∈ [1,∞) ∪ {∞o},
the domain of the operator (I +Rp) sν contains S(G), and the map
f 7−→ ‖(I +Rp) sν f‖Lp(G)
defines a norm on S(G). We denote it by
‖f‖Lps(G) := ‖(I +Rp)
s
ν f‖Lp(G).
Moreover, any sequence in S(G) which is Cauchy for ‖ · ‖Lps(G) is convergent in S ′(G).
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We have allowed ourselves to write ‖ · ‖L∞(G) = ‖ · ‖L∞o (G) for the supremum norm. We
may also write ‖ · ‖∞ or ‖ · ‖∞o .
Proof. The domain of (I +Rp) sν contains S(G):
• by Theorem 3.5 Part (2) for s > 0,
• by Corollary 3.10 (ii) for s < 0 and,
• for s = 0, since (I +Rp) sν = I.
Since the operator (I +Rp) sν is linear, it is easy to check that the map f 7→ ‖(I +Rp) sν f‖p
is non-negative and satisfies the triangle inequality. Since (I +Rp)s/ν is injective by Theo-
rem 3.5, Part (1), we have that ‖f‖Lps(G) = 0 implies f = 0.
Clearly ‖ · ‖Lp0(G) = ‖ · ‖p, so in the case of s = 0 a Cauchy sequence of Schwartz functions
converges in Lp-norm, thus also in S ′(G).
Let us assume s > 0. By Corollary 3.10 (ii), the operator (I+Rp)− sν is bounded on Lp(G).
Hence we have ‖ · ‖Lp(G) ≤ C‖ · ‖Lps(G) on S(G). Consequently a ‖ · ‖Lps(G)-Cauchy sequence
of Schwartz functions converge in Lp-norm thus in S ′(G).
Now let us assume s < 0. Let {f`}`∈N be a sequence of Schwartz functions which is Cauchy
for the norm ‖ · ‖Lps(G). By (3.8) we have f` =
(
(I +Rp) sν f`
) ∗ Bs. Furthermore, if φ ∈ S(G)
then using (2.1) and (2.11), we have
(4.1)
∫
G
f`(x)φ(x)dx =
∫
G
(
(I +Rp) sν f`
)
(x) (φ ∗ Bs) (x) dx.
By assumption the sequence {(I +Rp) sν f`}`∈N is ‖ · ‖Lp(G)-Cauchy thus convergent in Lp(G).
By Lemma 3.12, φ ∗ Bs ∈ S(G). Therefore, the right hand-side of (4.1) is convergent as
`→∞. Hence the scalar sequence 〈f`, φ〉 converges for any φ ∈ S(G). This shows that the
sequence {f`} converges in S ′(G). 
Lemma 4.1 allows us to define the Sobolev spaces:
Definition 4.2. Let R be a positive Rockland operator on G. We consider its Lp-analogue
Rp and the powers of (I +Rp)a as defined in Theorems 3.3 and 3.5. Let s ∈ R.
If p ∈ [1,∞), the Sobolev space Lps,R(G) is the subspace of S ′(G) obtained by completion
of S(G) with respect to the Sobolev norm
‖f‖Lps,R(G) := ‖(I +Rp)
s
ν f‖Lp(G), f ∈ S(G).
If p =∞o, the Sobolev space L∞os,R(G) is the subspace of S ′(G) obtained by completion of
S(G) with respect to the Sobolev norm
‖f‖L∞os,R(G) := ‖(I +R∞o)
s
ν f‖L∞(G), f ∈ S(G).
When the Rockland operator R is fixed, we may allow ourselves to drop the index R in
Lps,R(G) = L
p
s(G) to simplify the notation.
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We will see later that the Sobolev spaces do not depend on the Rockland operator R, see
Theorem 4.11.
By construction the Sobolev space Lps(G) endowed with the Sobolev norm is a Banach
space which contains S(G) as a dense subspace and is included in S ′(G). The Sobolev
spaces share many properties with their Euclidean counterparts.
Theorem 4.3. Let R be a positive Rockland operator on G. We consider the associated
Sobolev spaces Lps(G) for p ∈ [1,∞) ∪ {∞o} and s ∈ R.
(1) If s = 0, then Lp0(G) = L
p(G) for p ∈ [1,∞) with ‖ · ‖Lp0(G) = ‖ · ‖Lp(G), and
L∞o0 (G) = Co(G) with ‖ · ‖L∞o0 (G) = ‖ · ‖L∞(G).
(2) If s > 0, then for any a ∈ C with Re a = s, we have
Lps(G) = Dom
[
(I +Rp) aν
]
= Dom(R
a
ν
p ) ( Lp(G),
and the following norms are equivalent to ‖ · ‖Lps(G):
f 7−→ ‖f‖Lp(G) + ‖(I +Rp) sν f‖Lp(G), f 7−→ ‖f‖Lp(G) + ‖R
s
ν
p f‖Lp(G).
(3) Let s ∈ R and f ∈ S ′(G).
• Given p ∈ (1,∞), then f ∈ Lps(G) if and only if (I + Rp)s/νf ∈ Lp(G) in the
sense that the linear mapping S(G) 3 φ 7→ 〈f, (I+R¯p′)s/νφ〉 extends to a bounded
functional on Lp
′
(G) where p′ is the conjugate exponent of p.
• f ∈ L1s(G) if and only if (I + R1)s/νf ∈ L1(G) in the sense that the linear
mapping S(G) 3 φ 7→ 〈f, (I + R¯∞o)s/νφ〉 extends to a bounded functional on
Co(G) and is realised as a measure given by an integrable function.
• f ∈ L∞os (G) if and only if (I + R1)s/νf ∈ Co(G) in the sense that the linear
mapping S(G) 3 φ 7→ 〈f, (I + R¯1)s/νφ〉 extends to a bounded functional on
L1(G) and is realised as integration against function in Co(G)
(4) If a, b ∈ R with a < b and p ∈ [1,∞) ∪ {∞o}, then the following continuous strict
inclusions hold
S(G) ( Lpb(G) ( Lpa(G) ( S ′(G),
and an equivalent norm for Lpb(G) is
Lpb(G) 3 f 7−→ ‖f‖Lpa(G) + ‖R
b−a
ν f‖Lpa(G).
From now on, we will often use the notation Lp0(G) since this allows us not to distinguish
between the cases Lp0(G) = L
p(G) when p ∈ [1,∞) and Lp0(G) = Co(G) when p =∞o.
Proof of Theorem 4.3. Part (1) is true since (I +Rp) 0ν = I.
Let us prove Part (2). So let s > 0. Clearly Lps(G) coincides with the domain of the
unbounded operator (I +Rp) sν (see Theorem 3.5 (2)) hence it is a proper subspace of Lp(G).
As the operator (I +Rp)− sν is bounded on Lp(G), we have ‖ · ‖Lp(G) ≤ C‖ · ‖Lps(G) on Lps(G).
26
So ‖ · ‖Lp(G) + ‖ · ‖Lps(G) is a norm on Lps(G) which is equivalent to the Sobolev norm. By
Theorem 3.5, the operators R
s
ν
p and (I+Rp) sν share the same domain. Hence Part (2) follows
from general functional analysis, especially the closed graph theorem.
Part (3) follows from Part (2) in the case s ≥ 0. We now consider the case s < 0. By
Lemma 3.12 and Corollary 3.10, the mapping
Ts,p′,f : S(G) 3 φ 7−→ 〈f, (I + R¯p′)s/νφ〉 = 〈f, φ ∗ B¯−s〉
is well defined for any f ∈ S ′(G). If Ts,p′,f admits a bounded extension to a functional on
Lp
′
0 (G), then we denote this extension T˜s,p′,f and we have ‖T˜s,p′,f‖L (Lp′ ) = ‖f‖Lps(G). This is
certainly so if f ∈ S(G). The proof of Part (3) follows from the following observation: a
sequence {f`}`∈N of Schwartz functions is convergent for the Sobolev norm ‖ · ‖Lps(G) if and
only if {T˜s,p′,f`} is convergent in Lp
′
0 (G).
Let us show Part (4). Let a ≤ b and p ∈ [1,∞)∪{∞o}. Theorem 3.5 implies that for any
f ∈ S(G) we have
‖f‖Lpb (G) ≤ ‖(I +Rp)
b−a
ν ‖L (Lp0)‖f‖Lpa .
By density of S(G), this yields the continuous inclusion Lpb ⊂ Lpa. If a < b, we also have
‖f‖Lpb (G) = ‖(I +Rp)
a
ν f‖Lpb−a(G)  ‖(I +Rp)
a
ν f‖Lp(G) + ‖R
b−a
ν
p (I +Rp) aν f‖Lp(G)
by Part (2) above for any f ∈ S(G). By Theorem 3.5 (7), we can commute the operators
R
b−a
ν
p and (I +Rp) aν in this last expression. This shows that the Sobolev norm is equivalent
to ‖ · ‖Lpb (G)  ‖ · ‖Lpa(G) + ‖R
b−a
ν
p · ‖Lpa(G). Since the operator R
b−a
ν
p is unbounded, this also
implies the strict inclusions given in Part (4). This concludes the proof of this part and of
the whole theorem. 
Theorem 4.3 has the following corollaries. The first two are easy consequences of Part (3)
left to the reader.
Corollary 4.4. We keep the setting and notation of Theorem 4.3. Let s < 0 and p ∈
[1,∞) ∪ {∞o}. Let f ∈ S ′(G).
The tempered distribution f is in Lps(G) if and only if the mapping φ ∈ S(G) 7→ 〈f, φ∗B¯−s〉
extends to a bounded linear functional on Lp
′
0 (G) with the additional property that
• for p = 1, this functional on Co(G) is realised as a measure given by an integrable
function,
• if p = ∞o, this functional on L1(G) is realised by integration against a function in
Co(G).
Corollary 4.5. Let R be a positive Rockland operator on a graded Lie group G. We consider
the associated Sobolev spaces Lps,R(G). If s ∈ R and p ∈ (1,∞), the dual space of Lps,R(G) is
27
isomorphic to Lp
′
−s,R¯(G) via the distributional duality, where p
′ is the conjugate exponent of
p.
Corollary 4.5 will be improved in Proposition 4.13 once we show (see Theorem 4.11) that
Sobolev spaces are indeed independent of the considered Rockland operator.
Corollary 4.6. We keep the setting and notation of Theorem 4.3. Let s ∈ R and p ∈
[1,∞) ∪ {∞o}. Then D(G) is dense in Lps(G).
Proof of Corollary 4.6. This is certainly true for s ≥ 0 (see the proof of Parts (1) and (2) of
Theorem 4.3). For s < 0, it suffices to proceed as in the last part of the proof of Part (3)
with a sequence of functions f` ∈ D(G). 
In the next statement, we show how to produce functions and converging sequences in
Sobolev spaces using the convolution:
Proposition 4.7. We keep the setting and notation of Theorem 4.3. Here a ∈ R and
p ∈ [1,∞) ∪ {∞o}.
(i) If f ∈ Lp0(G) and φ ∈ S(G), then f ∗ φ ∈ Lpa for any a and p.
(ii) If f ∈ Lpa(G) and ψ ∈ S(G), then
(4.2) (I +Rp) aν (ψ ∗ f) = ψ ∗
(
(I +Rp) aν f
)
,
and ψ ∗ f ∈ Lpa(G) with ‖ψ ∗ f‖Lpa(G) ≤ ‖ψ‖L1(G)‖f‖Lpa(G). Furthermore, writing
ψ(x) := 
−Qψ(−1x) for each  > 0, then {ψ ∗ f} converges to f in Lpa(G) as → 0.
Proof of Proposition 4.7. Let us prove Part (i). Here f ∈ Lp0(G). By density of S(G) in
Lp0(G), we can find a sequence of Schwartz functions {f`} converging to f in Lp0-norm. Then
f` ∗ φ ∈ S(G) and for any N ∈ N,
RN(f` ∗ φ) = f` ∗ RNφ −→
`→∞
f ∗ RNφ in Lp0(G),
thus RNp (f ∗ φ) = f ∗ RNφ ∈ Lp(G) and
‖f ∗ φ‖Lp0(G) + ‖RNp (f ∗ φ)‖Lp0(G) <∞.
By Theorem 4.3 (4), this shows that f ∗ φ is in LpνN for any N ∈ N, hence in any p-Sobolev
spaces (cf. Theorem 4.3 (4)). This proves (i).
Let us prove Part (ii). We observe that both sides of Formula (4.2) always make sense as
convolutions of a Schwartz function with a tempered distribution. Formula (4.2) is clearly
true if a < 0 by Corollary 3.10 (ii) since then the (I + Rp) aν is a convolution operator.
Consequently (4.2) is true also for any f, ψ ∈ S(G) and a ∈ R by the analyticity result of
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Theorem 3.5 and Lemma 3.12. Using this result for Schwartz functions yields that Equality
(4.2) holds as distributions for any f ∈ Lpa(G), φ ∈ S(G), and a ∈ R, since we have
〈(I +Rp) aν (ψ ∗ f), φ〉 = 〈ψ ∗ f, (I + R¯p′) aν φ〉 = 〈f, ψ˜ ∗ (I + R¯p′) aν φ〉
= 〈f, (I + R¯p′) aν (ψ˜ ∗ φ)〉 = 〈(I +Rp) aν f, ψ˜ ∗ φ〉.
Taking the Lp-norm on both sides of Equality (4.2) yields
‖(I +Rp) aν (ψ ∗ f)‖p = ‖ψ ∗
(
(I +Rp) aν f
) ‖p ≤ ‖ψ‖1‖(I +Rp) aν f‖p.
Hence ψ ∗ f ∈ Lpa(G) with Lpa-norm ≤ ‖ψ‖1‖f‖Lpa(G). Moreover, by Lemma 2.7,
‖ψ ∗ f − f‖Lpa(G) = ‖(I +Rp)
a
ν (ψ ∗ f − f)‖p
= ‖ψ ∗
(
(I +Rp) aν f
)− (I +Rp) aν f‖p −→→0 0,
that is, {ψ ∗ f} converges to f in Lpa(G) as → 0. This proves (ii). 
We note that, in general, keeping the notation of Proposition 4.7 (ii), it is not possible to
prove that {f ∗ ψ} converges to f in Lpa(G) as → 0 for any sequence {ψ}>0. We need to
know that {ψ}>0 yields an Lp approximation of the identity, that is, f ∗ ψ → f in Lp as
→ 0 for any f ∈ Lp(G).
4.2. Interpolation between Sobolev spaces. In this section, we prove that interpolation
between Sobolev spaces Lpa(G) works in the same way as its Euclidean counterpart.
Theorem 4.8. Let R and Q be two positive Rockland operators on two graded Lie groups
G and F . We consider their associated Sobolev spaces Lpa(G) and L
q
b(F ). Let p0, p1, q0, q1 ∈
(1,∞) and real numbers a0, a1, b0, b1.
We also consider a linear mapping T from Lp0a0(G) +L
p1
a1
(G) to locally integrable functions
on F . We assume that T maps Lp0a0(G) and L
p1
a1
(G) boundedly into Lq0b0(F ) and L
q1
b1
(F ),
respectively.
Then T extends uniquely to a bounded mapping from Lpat(G) to L
q
bt
(F ) for t ∈ [0, 1] where
at, bt, pt, qt are defined by(
at, bt,
1
pt
,
1
qt
)
= (1− t)
(
a0, b0,
1
p0
,
1
q0
)
+ t
(
a1, b1,
1
p1
,
1
q1
)
.
The idea of the proof is similar to the one of the Euclidean or stratified cases, see [3,
Theorem 4.7], with some modifications since our estimates for ‖(I +R)iτ‖L (Lp) are different
to the ones obtained by Folland in [3]. For this, compare Corollary 3.11 in this monograph
with [3, Proposition 4.3]. See also Remark 3.8.
Proof of Theorem 4.8. By duality (see Corollary 4.5) and up to a change of notation, it
suffices to prove the case a1 ≥ a0 and b1 ≤ b0. The idea is to interpolate between the
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operators formally given by
(4.3) Tz = (I +Q)bz/νQT (I +R)−az/νR ,
where νR and νQ denote the degrees of homogeneity ofR andQ respectively and the complex
numbers az and bz are defined by
(az, bz) := z (a1, b1) + (1− z) (a0, b0) ,
for z in the strip
S := {z ∈ C : Re z ∈ [0, 1]}.
In (4.3), we have abused the notation regarding the fractional powers of Rp and Qq and
removed p and q. This is possible by Lemma 3.12 and density of the Schwartz space in each
Sobolev space. Hence (4.3) makes sense.
By Lemma 3.12, for any φ ∈ S(G) and ψ ∈ S(F ), we have
〈Tzφ, ψ〉 = 〈T (I +R)−N−
az
νR (I +R)Nφ, (I + Q¯)−M+
bz
νQ (I + Q¯)Mψ〉
for any M,N ∈ Z. In particular for −M and −N large enough, Theorem 3.5 implies that
S 3 z 7→ 〈Tzφ, ψ〉 is analytic. With M = N ∈ N the smallest integer with N > a1, a0, b1, b0,
by Corollary 3.11, we get
|〈Tzφ, ψ〉| ≤
Γ
(
N−Re z(a1−a0)
νR
)
∣∣∣Γ(N−z(a1−a0)νR )∣∣∣
Γ
(
N−Re z(b0−b1)
νQ
)
∣∣∣Γ(N−z(b0−b1)νQ )∣∣∣ ‖T‖L (Lp1a1 ,Lq1b1 )‖φ‖Lp1N ‖ψ‖Lq′1N .
Using Sterling’s estimates, we obtain
∀z = x+ iy ∈ S ln |〈Tzφ, ψ〉| ≤ ln |y|(2|y|+O(ln |y|))
with the constant from the notation O depending on φ, ψ, a1, a0, b1, b0.
The operator norms of Tz for z on the boundary of the strip, that is, z = j + iy, j = 0, 1,
y ∈ R may be easily estimated by:
‖Tz‖L(Lpj ,Lqj ) ≤ ‖(I +Qqj)
bz−bj
νQ ‖L (Lqj )‖T‖L (Lpjaj ,Lqjbj )‖(I +Rpj)
aj−az
νR ‖L (Lpj ).
And since Re (bz − bj) ≤ 0 and Re (aj − az) ≤ 0, Corollary 3.11 then implies
sup
y∈R
e−3|y| ln ‖Tj+iy‖L(Lpj ,Lqj ) <∞, j = 0, 1.
The end of the proof is now classical. We fix a non-negative function χ ∈ S(G) with∫
G
χ = 1 and write χ(x) := 
−Qχ(−1x) for  > 0. If f ∈ B, one can show easily that
f ∗ χ ∈ S(Rn) and we can define Tz,f := Tz (f ∗ χ) for any  > 0, z ∈ S. Clearly Tz,
satisfy the hypotheses of the Stein-Weiss interpolation theorem, see [21, ch. V §4]. Thus for
any t ∈ [0, 1], there exists a constant Mt > 0 independent of  such that ‖Tt,f‖qt ≤Mt‖f‖pt
for any f ∈ B.
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For p ∈ (1,∞), let Vp be the space of functions φ of the form φ = f ∗ χ, with f ∈ B and
 > 0, satisfying ‖f‖p ≤ 2‖f ∗ χ‖p. It is easy to show that the space Vp contains S(G) and
is dense in Lp(G). We have obtained for any t ∈ [0, 1] and φ = f ∗ χ ∈ Vpt , that
‖Ttφ‖qt = ‖Tt,f‖qt ≤Mt‖f‖pt ≤ 2Mt‖φ‖pt .
This shows that Tt extends to a bounded operator from L
pt(G) to Lqt(G). 
4.3. Differential operators acting on Sobolev spaces. In this section we study how
differential operators act on Sobolev spaces.
Theorem 4.9. Let T be any homogeneous left-invariant differential operator of homogeneous
degree νT > 0. Then for every p ∈ (1,∞), the operators TR−
νT
ν
p and R−
νT
ν
p T are of type 0
and, consequently, extend to continuous operators on Lp(G).
Furthermore, T maps continuously Lps+νT (G) to L
p
s(G) for every s ∈ R, and if s > 0, there
exists a constant C = Cs,T > 0 such that
∀φ ∈ S(G) ‖R
s−νT
ν
p Tφ‖p ≤ C‖R sν φ‖p.
Proof. Let us fix α ∈ Nn0\{0}. Proceeding as in the proof of Corollary 3.10, we can show
easily that, for any a ∈ C with Re a−Q− [α] < 0, the integral
Ia,α(x) := 1
Γ(a/ν)
∫ ∞
0
t
a
ν
−1Xαht(x)dt,
converges absolutely for x 6= 0, and in this case it defines a function Ia,α which is smooth away
from the origin and Re (a−Q−[α])-homogeneous. Furthermore, Ia,α = XαIa if Re a ∈ (0, Q).
Since Ia is a distribution, this shows that in this case Ia,α is also a distribution. Hence if
Re a ∈ (0, Q) and Re a−Q− [α] < 0 then Ia,α is a kernel of type a− [α].
Let N = dQ+[α]
ν
e. We also fix a function ψ ∈ D(G) with ∫
G
ψ = 1. We set ψt(x) :=
t−Qψ(t−1x). For any φ ∈ RN(S(G)), the map a 7→ (R−
a
ν
p φ) ∗ X˜αψt is holomorphic on
{|Re a| < N}. On {Re a ∈ (0, Q)} it coincides with a 7→ (φ ∗ Ia) ∗ X˜αψt. But we see that
(φ ∗ Ia) ∗ X˜αψt = (Xα(φ ∗ Ia)) ∗ ψt = (φ ∗XαIa) ∗ ψt = (φ ∗ Ia,α) ∗ ψt,
and it is not difficult to check that a 7→ (φ ∗ Ia,α) ∗ψt is holomorphic on {0 < Re a < Q−α}
and continuous on {Re a = Q− α}. Therefore, we have obtained
(R−
[α]
ν
p φ) ∗ X˜αψt = (φ ∗ I[α],α) ∗ ψt.
Letting t→ 0, we obtain that XαR−
[α]
ν
p coincide with the convolution operator with the right-
convolution kernel I[α],α, therefore it is an operator of type 0. This is so for any α ∈ Nno .
Consequently since any left-invariant νT -homogeneous differential operator T on G is a linear
combination of Xα with [α] = νT , TR−
[α]
ν
p also admits a kernel of type 0. Necessarily it is
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also the case for its dual operator R¯−
[α]
ν
p′ T
t. This shows the first part of the statement for
R−
[α]
ν
p T .
Now let us apply this to the operator RNT for N ∈ N0: the operator RNTR−
νT
ν
−N
p
extends to an Lp(G)-bounded operator for every p ∈ (1,∞). Since RN+
νT
ν
p is injective, we
obtain
∀ψ ∈ S(G) ‖RNTψ‖Lp(G) ≤ CN‖R
νT
ν
+N
p ψ‖Lp(G).
Consequently
‖Tψ‖p + ‖RNTψ‖p ≤ C0‖R
νT
ν
p ψ‖p + CN‖RNp R
νT
ν
p ψ‖p.
By Theorem 4.3, Part (3), the left-hand side is equivalent to the Sobolev norm of Tψ in
LpνN(G) whereas the following shows that the right-hand side is equivalent to the Sobolev
norm of ψ in LpνT+νN(G). Indeed, we have by Theorem 3.5, Part (1), that
‖R
νT
ν
p ψ‖p ≤ C‖ψ‖1−θp ‖R
νT
ν
+N
p ψ‖θp ≤ C max
(
‖ψ‖p, ‖R
νT
ν
+N
p ψ‖p
)
,
where θ = (νT
ν
)/(νT
ν
+N) since a1−θbθ ≤ max(a, b) for every a, b ≥ 0 and θ ∈ [0, 1].
Therefore T is continuous from LpνN+νT (G) to L
p
νN(G). By interpolation (see Theorem
4.8), it is also continuous from Lps+νT (G) to L
p
s(G) for every s ≥ 0. Again by duality, see
Corollary 4.5, this shows that this is also true for s ≤ 0.
Since T is continuous from Lps(G) to L
p
s−νT (G) for s > νT , there exists C = Cs,T > 0 such
that for any φ ∈ S(G),
‖Tφ‖p + ‖R
s−νT
ν Tφ‖p ≤ C
(‖φ‖p + ‖R sν φ‖p) .
In particular applying this to φ ◦Dr for r > 0, we obtain after simplification:
rνT ‖Tφ‖p + rs‖R
s−νT
ν Tφ‖p ≤ C
(‖φ‖p + rs‖R sν φ‖p) .
Since this is true for any r > 0, by dividing by rs and letting r →∞, we obtain
‖R s−νTν Tφ‖p ≤ C‖R sν φ‖p.
This concludes the proof of Theorem 4.9. 
4.4. Independence with respect to Rockland operators, and integer orders. In
this Section, we show that the Sobolev spaces do not depend on a particular choice of a
Rockland operator. Consequently Theorems 4.3 and 4.8, Corollary 4.6, and Proposition 4.7
hold independently of any chosen Rockland operator R.
We will need the following property:
Lemma 4.10. Let R be a Rockland operator on G of homogeneous degree ν and let ` ∈ N0,
p ∈ (1,∞). Then the space Lpν`(G) is the collection of functions f ∈ Lp(G) such that
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Xαf ∈ Lp(G) for any α ∈ Nn0 with [α] = ν`. Moreover the map φ 7→ ‖φ‖p +
∑
[α]=ν` ‖Xαφ‖p
is a norm on Lpν`(G) which is equivalent to the Sobolev norm.
Proof of Lemma 4.10. Writing R` = ∑[α]=`ν cα,`Xα we have on one hand,
∃C > 0 ∀φ ∈ S(G) ‖R`φ‖p ≤ max |cα|
∑
[α]=`ν
‖Xαφ‖p.
Adding ‖φ‖Lp on both sides of this inequality implies by Theorem 4.3, part (2), that
∃C > 0 ∀φ ∈ S(G) ‖φ‖Lp
[α]
≤ C
‖φ‖Lp + ∑
[α]=`ν
‖Xαφ‖p
 .
On the other hand, by Theorem 4.9, for any α ∈ Nn0 , the operator Xα maps continuously
Lp[α](G) to L
p(G), hence
∃C > 0 ∀φ ∈ S(G)
∑
[α]=`ν
‖Xαφ‖p ≤ C‖φ‖Lp
[α]
.
Lemma 4.10 follows from these estimates. 
One may wonder whether Lemma 4.10 would be true not only for integer exponents of the
form s = ν` but for any integer s. In fact other Sobolev spaces on a graded Lie group were
defined by Goodman in [10, Sec. III. 5.4] following this idea. See Section 5.3.
We can now show the main result of this section, that is, that the Sobolev spaces on
graded groups are independent of the chosen positive Rockland operators.
Theorem 4.11. For each p ∈ (1,∞), the Lp-Sobolev spaces on G associated with any positive
Rockland operators coincide. Moreover the Sobolev norms associated to two positive Rockland
operators are equivalent.
Proof of Theorem 4.11. Let R1 and R2 be two positive Rockland operators on G of homoge-
neous degree ν1 and ν2, respectively. Then Rν21 and Rν12 are two positive Rockland operators
with the same homogeneous degree ν = ν1ν2. Their associated Sobolev spaces of exponent
ν` = ν1ν2` for any ` ∈ N0 coincide and have equivalent norms by Lemma 4.10. By inter-
polation (see Theorem 4.8), this is true for any Sobolev spaces of exponent s ≥ 0, and by
duality for any exponent s ∈ R. 
Corollary 4.12. Let R(1) and R(2) be two positive Rockland operators on G with degrees of
homogeneity ν1 and ν2. Then for any s ∈ R, the operator (I +R(1))
s
ν1 (I +R(2))− sν2 extends
boundedly on Lp(G), p ∈ (1,∞).
Proof of Corollary 4.12. We view the operator (I + R(2)p )−
a
ν2 as a bounded operator from
Lp(G) to Lpa(G) and use the norm f 7→ ‖(I +R(1)p )
a
ν1 f‖p on Lpa(G). 
Thanks to Theorem 4.11, we can now improve our duality result given in Corollary 4.5:
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Proposition 4.13. Let Lps(G), p ∈ [1,∞) ∪ {∞o} and s ∈ R, be the Sobolev spaces on a
graded group G.
For any s ∈ R and p ∈ [1,∞), the dual space of Lps(G) is isomorphic to Lp
′
−s(G) via the
distributional duality, where p′ is the conjugate exponent of p if p ∈ (1,∞), and p′ = ∞o if
p = 1.
For any s ≤ 0 and p = ∞o, the dual space of L∞os (G) is isomorphic to L1−s(G) via the
distributional duality.
If p ∈ (1,∞) then the Banach space Lps(G) is reflexive. It is also the case for s ≤ 0 and
p =∞o, and for s ≥ 0 and p = 1.
We can also show that multiplication by a bump function is continuous on Sobolev spaces:
Proposition 4.14. For any φ ∈ D(G), p ∈ (1,∞) and s ∈ R, the operator f 7→ fφ defined
for f ∈ S(G) extends continuously into a bounded map from Lps(G) to itself.
Proof. The Leibniz’ rule for the Xj’s and the continuous inclusions in Theorem 4.3 (4) imply
easily that for any fixed α ∈ Nn0 there exist a constant C = Cα,φ > 0 and a constant
C ′ = C ′α,φ > 0 such that
∀f ∈ D(G) ‖Xα(fφ)‖p ≤ C
∑
[β]≤[α]
‖Xβf‖p ≤ C ′‖f‖Lp
[α]
(G).
Lemma 4.10 yields the existence of a constant C” = C”α,φ > 0 such that
∀f ∈ D(G) ‖(fφ)‖Lp`ν(G) ≤ C”‖f‖Lp`ν(G)
for any integer ` ∈ N0 and any degree of homogeneity ν of a Rockland operator.
This shows the statement for the case s = ν`. The case s > 0 follows by interpolation (see
Theorem 4.8), and the case s < 0 by duality (see Proposition 4.13). 
4.5. Properties of L2s(G). The case L
2(G) has some special features, mainly being a Hilbert
space, that we will discuss here.
Many of the proofs in this paper could be simplified if we had just considered the case Lp
with p = 2. For instance, let us consider a positive Rockland operator R and its self-adjoint
extension R2 on L2(G). One can define the fractional powers of R2 and I +R2 by functional
analysis. Then one can obtain the properties of the kernels of the Riesz and Bessel potentials
with similar methods as in Corollary 3.10.
The proof of the properties of the associated Sobolev spaces L2s(G) would be the same
in this particular case, maybe slightly helped occasionally by the Ho¨lder inequality being
replaced by the Cauchy-Schwartz inequality. A noticeable exception is that Lemma 4.10 can
be obtained directly in the case Lp, p = 2, from the estimates due to Helffer and Nourrigat
in [11].
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The main difference between L2 and Lp Sobolev spaces is the structure of Hilbert spaces
of L2s(G) whereas the other Sobolev spaces L
p
s(G) are ‘only’ Banach spaces:
Proposition 4.15 (Hilbert space L2s). Let G be a graded group.
For any s ∈ R, L2s(G) is a Hilbert space with inner product given by
(f, g)L2s(G) :=
∫
G
(I +R2) sν f(x) (I +R2) sν g(x)dx,
where R is a positive Rockland operator of homogeneous degree ν.
If s > 0, an equivalent inner product is
(f, g)L2s(G) :=
∫
G
f(x) g(x)dx +
∫
G
R
s
ν
2 f(x) R
s
ν
2 g(x)dx.
If s = ν` with ` ∈ N0, an equivalent inner product is
(f, g) = (f, g)L2(G) +
∑
[α]=ν`
(Xαf,Xαg)L2(G).
Proposition 4.15 is easily checked, using the structure of Hilbert space of L2(G).
5. Further properties of Sobolev spaces
In this section we show a Sobolev embedding theorem, and this will require showing that
the operators of type 0 act continuously on Sobolev spaces. We also compare the spaces we
have constructed in the previous section with other possible definitions of Sobolev spaces.
5.1. Operators of type 0 acting on Sobolev spaces. In this section we show that the
result given in Theorem 2.4 for operator of type 0 can be extended to Sobolev spaces:
Theorem 5.1. Any operator of type νo with Re νo = 0, extends to a bounded operator on
Lps(G) for any p ∈ (1,∞) and s ∈ R.
In the statement and in the proof, we keep the same notation for an operator on D(G)→
D′(G) and its possible bounded extensions to some Sobolev spaces in order to ease the
notation.
Before giving the proof of Theorem 5.1, let us comment on similar results in related con-
texts. In the case of Rn (and similarly for compact Lie groups), the continuity on Sobolev
spaces would be easy since Tκ would commute with the Laplace operator but the homo-
geneous setting requires a more substantial argument. On any stratified group, Theorem
5.1 was shown by Folland in [3, Theorem 4.9]. However the proof in this context uses the
existence of a positive Rockland operator with a unique homogeneous fundamental solution,
namely ‘the’ (any) sub-Laplacian. If we wanted to follow closely the same line of arguments,
we would have to assume that the group is equipped with a Rockland operator of homoge-
neous degree ν with ν < Q. This is not always the case for a graded group (it suffices to
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consider for example the three dimensional Heisenberg group H˜1 with a graded non-stratified
structure defined in Section 5.3). We present here a proof which is valid under no restric-
tion in the graded case. As in the stratified case, the main problem is to check at every
step that formal convolutions between different kernels make sense, see the discussion before
Proposition 2.6.
Proof of Theorem 5.1. Let κ be a kernel of type νo with Re νo = 0 and let R be a positive
Rockland operator of homogeneous degree ν. By Corollary 3.10 (i), if a ∈ (0, Q), Ia is a
kernel of type a, and for any φ ∈ S(G), we have
R
a
ν
p φ ∈ Lp(G) ∩ Lq˜(G) and φ = (R
a
ν
q˜ φ) ∗ Ia = (R
a
ν
p φ) ∗ Ia,
where, for instance, q˜ = 1
2
(1 + Q
a
) < Q
a
. By Proposition 2.6 (ii), Ia ∗ κ is a kernel of type
a+ νo with Re (a+ νo) = a ∈ (0, Q), and
Tκφ = φ ∗ κ =
(
(R
a
ν
p φ) ∗ Ia
)
∗ κ = (R
a
ν
p φ) ∗ (Ia ∗ κ) (in some Lq(G)).
This implies that for any j = 1, . . . , n, κj := Xj
(Iυj ∗ κ) is a kernel of type νo and that the
following operators coincide on S(G)
XjTκ = TκjR
υj
ν .
Since Tκj is L
p-bounded (see Theorem 2.4), we have obtained for any j = 1, . . . , n and any
φ ∈ S(G):
‖XjTκφ‖p = ‖TκjR
υj
ν ‖p ≤ C‖R
υj
ν φ‖p ≤ C ′‖φ‖Lpυj ,
using Theorem 4.3 (2) for the last inequality. Note that this yields for any two indices
j1, j2 = 1, . . . , n,
‖Xj2Xj1Tκφ‖p ≤ C1‖Xj1φ‖Lpυj2 ≤ C2‖φ‖Lpυj2+υj1 ,
since Xj1 maps L
p
s+υj1
to Lps boundedly (see Theorem 4.9). Recursively, writing any X
α as
the composition of various Xj yields
∃C = Cα ∀φ ∈ S(G) ‖XαTκφ‖p ≤ C‖φ‖Lp
[α]
.
This is true for any α ∈ Nn0 , the case α = 0 following from Theorem 2.4. For each ` ∈ N0
fixed, we now sum over [α] = 0, `ν, to get
‖Tκφ‖p +
∑
[α]=`ν
‖XαTκφ‖p ≤ C
‖φ‖Lp0 + ∑
[α]=`ν
‖φ‖Lp
[α]
 ≤ C ′‖φ‖Lp`ν .
The left hand side is equivalent to ‖Tκφ‖Lpν` by Lemma 4.10. Thus we obtain
∃C = C` ∀φ ∈ S(G) ‖Tκφ‖Lp`ν ≤ C‖φ‖Lp`ν .
We have obtained that, for any kernel κ of type 0, the corresponding convolution operator
Tκ maps continuously L
p
s to itself for any s = `ν with ` ∈ N0 and p ∈ (1,∞). The result for
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any s ∈ R follows by interpolation (see Theorem 4.8), and duality (see Proposition 4.13).
This concludes the proof of Theorem 5.1. 
5.2. Sobolev embedding theorem. In this section, we show the analogue of the classical
fractional integration theorems of Hardy-Littlewood and Sobolev. The main difference is
that the topological dimension n of G ∼ Rn is replaced by the homogeneous dimension Q.
The stratified case was proved by Folland in [3] (mainly Theorem 4.17 therein).
Theorem 5.2. (i) If 1 < p < q < ∞ and a, b ∈ R with b− a = Q(1
p
− 1
q
) then we have
the following continuous inclusion:
Lpb ⊂ Lqa,
that is, for every f ∈ Lpb , we have f ∈ Lqa and there exists a constant C = Ca,b,p,q,G > 0
independent of f such that
‖f‖Lqa ≤ C‖f‖Lpb .
(ii) If p ∈ (1,∞) and s > Q/p then we have the following inclusion:
Lps ⊂ (C(G) ∩ L∞(G)) ,
in the sense that any function f ∈ Lps(G) admits a bounded continuous representative
(still denoted by f). Furthermore there exists a constant C = Cs,p,G > 0 independent
of f such that
‖f‖∞ ≤ C‖f‖Lps(G).
Proof. Let us prove Part (i). Note that, under the condition of the statement, b− a ∈ (0, Q)
and that the relation between p and q is the one giving the Lp → Lq-continuity of operator
of type b− a by Theorem 2.4.
We fix a positive Rockland operator R of homogeneous degree ν and we assume that
b, a > 0 and p, q ∈ (1,∞) satisfy b− a = Q(1
p
− 1
q
).
By Corollary 3.10 (i), Ib−a is a kernel of type b− a and for any p1 ∈ (1,∞) and φ ∈ S(G),
R
b−a
ν
p1 φ ∈ Lp1b and φ = (R
b−a
ν
p1 φ) ∗ Ib−a. By Theorem 2.4, this implies with p1 = p,
‖φ‖q ≤ C‖R
b−a
ν
p φ‖Lp .
For the same reason we also have R
a
ν
q φ = R
b
ν
p ∗ Ib−a and
‖R
a
ν
q φ‖q ≤ C‖R
b
ν
p φ‖Lp .
Adding the two estimates above, we obtain
‖φ‖q + ‖R
a
ν
q φ‖q ≤ C
(
‖R
b−a
ν
p φ‖Lp + ‖R
b
ν
p φ‖Lp
)
.
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Since b, a, and b − a are positive, by Theorem 4.3 (4), the left-hand side is equivalent to
‖φ‖Lqa and both terms in the right-hand side are ≤ C‖φ‖Lqb . Therefore we have obtained:
∃C = Ca,b,p,q,R ∀φ ∈ S(G) ‖φ‖Lqa ≤ C‖φ‖Lqb .
By density of S(G) in the Sobolev spaces, this shows Part (i) for b > a > 0. The result for
any a, b follows by duality and interpolation (see Proposition 4.13 and Theorem 4.8). The
proof of Part (i) is now complete.
Let us prove Part (ii). Let p ∈ (1,∞) and s > Q/p. By Corollary 3.10 (ii), we know
Bs ∈ L1(G) ∩ Lp′(G), where p′ is the conjugate exponent of p. For any f ∈ Lps(G), we have
fs := (I +Rp) sν f ∈ Lp and
f = (I +Rp)− sν fs = fs ∗ Bs.
Therefore by Ho¨lder’s inequality,
‖f‖∞ ≤ ‖fs‖p‖Bs‖p′ = ‖Bs‖p′‖f‖Lps .
Moreover for almost every x, we have
f(x) =
∫
G
fs(y)Bs(y−1x)dy =
∫
G
fs(xz
−1)Bs(z)dz.
Thus for almost every x, x′, we have
|f(x)− f(x′)| =
∣∣∣∣∫
G
(
fs(xz
−1)− fs(x′z−1)
)Bs(z)dz∣∣∣∣
≤ ‖Bs‖p′‖fs(x ·)− fs(x′ ·)‖p.
Translation is continuous on Lp(G), thus as x′ → x, lim ‖fs(x ·) − fs(x′ ·)‖Lp(G) = 0 and
consequently |f(x)− f(x′)| −→ 0 almost surely. Hence we can modify f so that it becomes
a continuous function. This concludes the proof. 
From the Sobolev embedding theorem (Theorem 5.2 (ii)) and the description of Sobolev
spaces with integer exponent (Lemma 4.10) follows easily the following property:
Corollary 5.3. Let G be a graded group, p ∈ (1,∞) and s ∈ N. We assume that s is
proportional to the homogeneous degree ν of a positive Rockland operator, that is, s
ν
∈ N,
and that s > Q/p.
Then if f is a distribution on G such that f ∈ Lp(G) and Xαf ∈ Lp(G) when α ∈ Nn0
satisfies [α] = s, then f admits a bounded continuous representative (still denoted by f).
Furthermore there exists a constant C = Cs,p,G > 0 independent of f such that
‖f‖∞ ≤ C
‖f‖p + ∑
[α]=s
‖Xαf‖p
 .
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5.3. Comparison with other definitions of Sobolev spaces. If the group G is stratified,
then we can choose as positive Rockland operatorR = −L with L a (negative) sub-Laplacian.
The corresponding Sobolev spaces have been developed by Folland in [3] for stratified groups,
see also [20]. Folland showed that his Sobolev spaces do not depend on a particular choice of
a sub-Laplacian [3, Corollary 4.14], and we have shown the same for our Sobolev spaces and
Rockland operators in Theorem 4.11. Therefore, our Sobolev spaces coincide with Folland’s
in the stratified case, and gives new descriptions of Folland’s Sobolev spaces.
For instance, let us consider the ‘simplest’ case after the abelian case, that is, the three
dimensional Heisenberg group H1, with Lie algebra h1 = RX ⊕ RY ⊕ RT and canonical
commutation relations [X, Y ] = T . This is naturally a stratified group, with canonical
(negative) sub-Laplacian LH1 := X2 +Y 2. We have obtained that the Sobolev spaces (in our
sense or equivalently Folland’s) may be defined using any of the positive Rockland operators
−LH1 , or L2H1 , or L2H1 − T 2.
To compare our Sobolev spaces Lps(G) with their Euclidean counterparts L
p
s(Rn), that
is, for the abelian group (Rn,+), we can proceed as in [3], especially Theorem 4.16 therein.
First there can be only local relations between our Sobolev Spaces and the Euclidean Sobolev
spaces, since the coefficients of Xj’s with respect to the abelian derivatives ∂xk are polyno-
mials in the coordinate functions x`’s, and conversely, the coefficients of ∂xj ’s with respect
to the abelian derivatives Xk are polynomials in the coordinate functions x`’s. Hence we are
led to define the following local Sobolev spaces for s ∈ R and p ∈ (1,∞):
(5.1) Lps,loc(G) := {f ∈ D′(G) : φf ∈ Lps(G) for all φ ∈ D(G)}.
By Proposition 4.14, Lps,loc(G) contains L
p
s(G). We can compare locally the Sobolev spaces
on graded groups and on their abelian counterpart:
Theorem 5.4. For any p ∈ (1,∞) and s ∈ R,
Lps/υ1,loc(R
n) ⊂ Lps,loc(G) ⊂ Lps/υn,loc(Rn).
Above, Lps,loc(Rn) denotes the usual local Sobolev spaces, or equivalently the spaces defined
by (5.1) in the case of the abelian (graded) group (Rn,+). Recall that υ1 and υn are
respectively the smallest and the largest weights of the dilations. In particular, in the
stratified case, υ1 = 1 and υn coincides with the number of steps in the stratification, and
with the step of the nilpotent Lie group G. Hence in the stratified case we recover Theorem
4.16 in [3].
Proof of Theorem 5.4. It suffices to show that the mapping f 7→ fφ defined on D(G) ex-
tends boundedly from Lps/υ1(R
n) to Lps(G) and from L
p
s(G) to L
p
s/υn,loc
(Rn). By duality and
interpolation (see Theorem 4.8 and Proposition 4.13), it suffices to show this for a sequence
of increasing positive integers s.
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For the Lps/υ1(R
n)→ Lps(G) case, we assume that s is divisible by the homogeneous degree
of a positive Rockland operator. Then we use Lemma 4.10, the fact that the Xα may
be written as a combination of the ∂βx with polynomial coefficients in the x`’s and that
max[β]≤s |β| = s/υ1.
For the case of Lps(G) → Lps/υn,loc(Rn), we use the fact that the abelian derivative ∂αx ,
|α| ≤ s, may be written as a combination over the Xβ, |β| ≤ s, with polynomial coefficients
in the x`’s, that X
β maps Lp → Lp[β] boundedly together with max|β|≤s[β] = sυn. 
Proceeding as in [3, p.192], one can convince oneself that Theorem 5.4 can not be improved.
In another direction, Sobolev spaces, and more generally Besov spaces, have been defined
on any group of polynomial growth in [5] using left-invariant sub-Laplacians and an as-
sociated Littlewood-Payley decomposition. Considering stratified groups and homogeneous
left-invariant sub-Laplacians (as in (2.6)), this gives another description of the Sobolev spaces
in the stratified case which is equivalent to Folland’s and to ours. However, for a general
graded non-stratified group, our Sobolev spaces may differ from the ones in [5] on any Lie
group of polynomial growth. For instance, if we consider the three dimensional Heisenberg
group endowed with the dilations
(5.2) r · (x, y, t) = (r3x, r5y, r8t).
We denote this group H˜1, it is graded but not stratified. The sub-Laplacian LH1 is not
homogeneous and is of degree 10. One can check that that LH1 maps L210(H˜1)→ L2(H˜1) and
L22(H1) → L2(H1) boundedly and this can not be improved. Hence our Sobolev spaces on
H˜1 differ from the Sobolev spaces based on the sub-Laplacian in [3] or equivalently in [5].
Sobolev spaces of integer exponents on graded Lie groups have already been defined by
Goodman in [10, Sec. III. 5.4]: the Lp Goodman-Sobolev spaces of order s ∈ N0 is the space
of function φ ∈ Lp such that Xαφ ∈ Lp for any [α] ≤ s. Goodman’s definition does not
use Rockland operators but makes sense only for integer exponents. Adapting the proof of
Lemma 4.10, one could show easily that the Lp Goodman-Sobolev space of order s ∈ N0
always contains our Sobolev space Lps(G), and in fact coincides with it if s is proportional
to the homogeneous degree ν of a positive Rockland operator or for any s if the group is
stratified.
However, this equality between Goodman-Sobolev spaces and our Sobolev spaces is not
true on any general graded group. For instance this does not hold on graded Lie groups
whose weights are all strictly greater than 1. Indeed, the Lp Goodman-Sobolev space of
order s = 1 is Lp(G) which contains Lp1(G) stricly (see Theorem 4.3 (4)). An example of
such a graded group is the three dimensional Heisenberg group H˜1 with weights given by
(5.2).
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One consequence of these strict inclusions together with our results is that the Goodman-
Sobolev spaces do not satisfy interpolation properties in general. This together with the fact
that, to the authors knowledge, no Sobolev embeddings have been proved for those spaces,
limits the use of the Goodman-Sobolev spaces.
Another advantage of the analysis developed in this paper is that it is easy to define
homogeneous Sobolev spaces L˙ps(G), s ∈ R and p ∈ (1,∞), as the completion of f 7→ ‖R
s
ν
p f‖p
for a Rockland operator R of degree ν. Moreover simple adaptions of the proofs presented
here imply that these spaces satisfy similar properties of inclusions, interpolation and duality
as their Euclidean counterparts. As in the non-homogeneous case, one also obtains that these
spaces do not depend on a special choice of Rockland operators R.
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