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I. INTRODU~ZTI~N 
In this paper we will construct integral operators which map solutions 
of the heat equation in one space variable onto solutions of linear parabolic 
equations in one space variable with analytic coefficients. These operators 
will then be used to obtain reflection principles for solutions to parabolic 
equations which are partially analytic with respect to the space variable. 
The distinguishing feature of our approach is that we are able to construct 
operators whose domain is the space of solutions to the heat equation and 
not the space of analytic functions as in previous work in this area [l, 43. 
This allows us to consider solutions of parabolic equations with analytic 
coefficients which are partially analytic with respect to the space variable 
instead of the smaller class of solutions which are analytic in both the space 
and time variables. (In this connection we note that if the coefficients of a 
parabolic equation are analytic, then any strong solution is in fact partially 
analytic with respect to the space variable [2].) In the context of the general 
analytic theory of partial differential equations the approach given in this 
paper seems to be the natural one in the sense that integral operators for 
elliptic equations reduce in the case of the harmonic equation to taking 
the real part of an analytic function (cf. [3]), whereas in the case of the heat 
equation our operators reduce to the identity operator. 
An important application of our integral operators is the derivation of a 
reflection principle for parabolic equations in one space variable. This is 
of particular interest in the sense that it is the first time a reflection principle 
has been given for partially analytic solutions of parabolic equations (except 
in the trivial case of the heat equation). For analytic solutions of parabolic 
equations in one space variable such a continuation is immediate since any 
analytic solution of a parabolic equation in one space variable can be 
analytically continued into a strip bounded by the characteristics, regardless 
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of what the (analytic) data is on a noncharacteristic curve [ 1,4]. Our approach 
to the reflection problem is of further interest in that it also suggests the 
possibility of obtaining continuation theorems for nonanalytic solutions of 
parabolic equations. This is due to the fact that the reflection principle 
obtained in this paper ultimately rests on constructing a solution E(s, X, 1) 
of a Goursat problem for the equation 
E,, - L + q(x, t)E = E, (1-l) 
where q(x, t) is a function depending only on the coefficients of the parabolic 
equation under investigation. In the case when the coefficients of the parabolic 
equation are independent oft, so are q(x, t) and E(s, x, t), and hence E(s, .r, t) 
is the solution of a Goursat problem for a hyperbolic equation. In this case 
the assumption of analyticity of the coefficients can be relaxed and results 
on the continuation of nonanalytic solutions to parabolic equations can be 
obtained. 
2. INTEGRAL OPERATORS 
Consider the general linear parabolic equation of second order in two 
independent variables written in normal form as 
u,, t a(x, t)uz + b(x, t)u = c(x, t)u, (2.1) 
where the coefficients a(w, I), b(x, t), and c(x, t) are analytic in the rectangle 
D = {(x, t): -x,, < x < x,, , 0 < t < to}, x,, and t, are positive constants, 
and c(x, 1) > 0 for (x, t) E D. The one-to-one analytic transformation 
.$ : . jn= (c(s, t))1’2 ds 
7 =z i 
(2.2) 
reduces (2.1) into an equation of the same form but with c(x, i) = I. Hence 
we may assume c(x, 1) -: 1 in (2.1) to begin with. If we now set 
u(x, t) = v(x, t) exp I- 3 f= Q(S, t) ds\ 
‘0 
(2.3) 
we arrive at an equation for V(X, t) of the same form as (2.1) but with 
a(x, t) = 0. Hence, without loss of generality, we can restrict ourselves to 
equations of the canonical form 
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where q(x, t) is analytic for (x, t) E D. We now look for solutions of (2.4) 
in the form 
u(x, t) = h(x, t) + loz K(s, x, t) h(s, t) ds G-5) 
where h(x, t) is a solution of the heat equation 
and satisfies the Dirichlet data h(0, i) = 0. Substituting (2.5) into (2.4) gives 
0 = u,, + 4(x, qu - Ut = 4(x, 1) h(x, t) + K(x, x, t) hZ(X, t) 
-!- (K (x, J, q + K(& x, 1)) h(x, q 
But 
- j-‘K(s, x, t)h&, t)ds. 
0 
(2.7) 
E 
I = K(s, x, 2) L(s, t> ds 0 
*=2 
= h,(s, t) zqs, x, 1) 
I I 
- z K,(s, x, t) Us, 4 ds 
a=0 0 
= l&(x, 1) K(x, x, t) - h,(O, t) qo, x, t) - K,( s x, q 44 4 1;; 9 
+ j-“% Ks(s> x, 4 W, t) ds 
= hZ(X, t) K(x, x, t) - h,(O, q K(0, 2, q - h(x, q KS(X? X? t> 
+ IO= K,&, JC, t) &l) ds. (2.8) 
Substituting (2.8) into (2.7) gives 
0 = K(0, x, 1) h,(O, t)+ 2(K( x, x, t) + K&G xv t) + 64(x, t)) w, t) 
+ jos &! - K,, + q(x, t) K - K,) W, 2) A (2.9) 
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Now suppose E(s, x, t) satisfies 
E,, - E,, + q(x, t)E = I:‘, (2.10) 
for (x, t) E D, --.x0 < s < x,, , and assumes the Goursat data 
E(x, x, t) = - 4 
I 5 q(s, t) ds (2.11) 0 
E(--x, x, t) = .j 12 q(s, t) ds 
0 
(2.12) 
on the characteristic planes s = x and s = -x respectively. Define 
K(s, x, t) = j[E(s, x, t) - 6(-s, x, t)]. (2.13) 
Then K(s, x, t) satisfies (2.10) and the initial data 
K(s, x, t) = - zj )-’ q(s, t) ds 
0 
(2.14) 
K(0, x, t) = 0, (2.15) 
i.e., (2.9) is satisfied identically and hence (2.5) is a solution of (2.4). 
Now suppose that instead of satisfying h(0, t) -: 0, h(x, t) satisfies 
h,(O, i) .. 0. We again look for a solution of (2.4) in the form 
u(x, t) = h(x, t) + lo= M(s, x, f) h(s, t) ds. (2.16) 
Then the equation for M(s, x, t) corresponding to (2.9) is 
0 = --M,(O, x, t) h(0, t) f 2(M@, x, q + Mz(x, x, f) + &?(x, 4) 4x, 4 
+ Joz (w-z - M,, + 4(x, W - Mt) 4, t) ds. (2.17) 
If G(s, x, 1) satisfies (2.10) for (x, t) E D, -x0 < s < x0, and assumes the 
Goursat data 
G(x, SC, t) = - 4 Ix q(s, t) ds 
0 
(2.18) 
G(-x, x, t) = - 15% q(s, t) ds 
0 
(2.19) 
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on the characteristic planes s = x and s = -.x, respectively, then 
M(s, JC, ') = i[G(s, x, ') -t G(-s, x, 41 (2.20) 
satisfies (2.10) and the initial data 
wx, x, t) = - : r* q(s, t) ds 
‘0 
(2.21) 
M,(O, J, t> = 0, (2.22) 
i.e., (2.17) is satisfied identically and hence (2.16) is a solution of (2.4). 
If the functions E(s, x, t) and G(s, X, t) exist, we can now define two 
operators Tr and T, mapping solutions of the heat equation onto solutions 
of (2.4) by 
T,h = h(x, t) + j-o’ K(s, X, t) h(s, t) ds 
T,h = h(x, t) -t- js’ M(s, x, t) h(s, t) ds, 
(2.23) 
(2.24) 
where the domain of Tl is the class of solutions to the heat equation satisfying 
h(0, t) = 0, and the domain of T, is the class of solutions to the heat equation 
satisfying h,(O, t) = 0. 
To show the existence of the operators T, and T, WC must show the 
existence of the functions E(s, X, t) and G(s, X, t). We will now do this for 
E(s, X, t); the existence of G(s, X, i) follows in an identical fashion. Let 
and define E(.$, 7, t) and p(t, v, t) by 
m, ‘I, t) = w - 795 + 7, 4 
i(& 77,t) = q(5 + 7, t). 
Then (2.30)-(2.12) become 
(2.25) 
(2.26) 
JqTl + 6(&v, t)E = 6, , (2.27) 
%t, 0, t) = - 4 6 q(s, t) ds, 
&A ‘I, t) = 3 Jon q(s, t) ds, 
(2.28) 
(2.29) 
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and hence i?([, 7, t) satisfies the Volterra integraldifferential equation 
E(& 77, t) = - J jot q(s, i> ds f-- S j-' q(s, 1) ds 
0 
The function Q([, 7, t) is analytic for --x0 < [ f 77 < x0 , 0 < t < t, . 
Let x1 , t, , be such that 0 < x1 < x0, 0 < t, < to. Then by standard 
compactness arguments there exists a positive number 6 = &(x1) and a 
domain B in the complex (E, 7) space containing the square 1 6 1 + 1 T) 1 < x1 
in the real domain such that 4(6,~, t) is analytic in the (six-dimensional) 
product domain 52 = B x {t: 1 t - t, < S} and is continuous in its closure. 
We will now show that the solution E([, 7, t) of the integral-differential 
equation (2.30) exists and is analytic in 8. Since x1 and t, are arbitrary 
points in the interval (0, x0) and (0, to), respectively, this will show that 
E(s, X, t) exists and is analytic for (x, t) E II and --.~a < s < x0. By making 
a preliminary linear change of variables we can assume without loss of 
generality that 1, = 0 and Q(.$, 7, t) is an analytic function of t in some 
neighborhood of the origin. WC can also assume that 1 5 / -I- 1 7 I < 2x, for 
(4, rl) E B. 
The solution of the integral-differential equation (2.30) can formally be 
obtained by iteration in the form 
J% ‘I, f) &(& 7, t) + h(5, ~1, t) + *-. + -%(t, 7, f) + ... (2.31) 
where 
&(t, 71, 4 = - 3 I,' q(s, t) ds -t 4 j' q(s, t) ds 0 (2.32) 
and 
We will be done if we show that the series converges uniformly in a. To 
this end let C be a positive constant such that for (t, 7, t) E Q we have 
45, ‘I? 4 < twl)tl - w1 (2.34) 
where ‘I<” denotes domination with respect to t (cf. [3]). Without loss of 
generality assume C > 1 and 6 < 1. We will show by induction that for 
(5, 7, q E Q 
En < (2°C” ) 6 y-1 I -q p-1 6-n+‘)/(n - I)! (1 - t/8)-n. (2.35) 
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This is clearly true for n = 1. Assume now that (2.35) is valid for n = K. 
Then using the standard properties of dominants we have 
Ek+* < I’“’ 1”’ (2QZ” I f Ik---l I 7 ~k-1S-k+1)!(k-l))I(k~6 + C) 
; (I o-r:G)-k-‘j df 1 ) d?) ) 
< (2°C” ; 5 Ik ; ? ji 6-k+1)/(k)(k)!(k,% $- C)(l - ijS)-t-1 
< 2’+‘CI’4 f (k ( 7 jk A-k/(k)!( 1 - +)--k-l, (2.36) 
and hence, (2.35) is true for n -7 k + 1 and the induction proof is completed. 
Equation (2.35) implies that for (5, 7, t) E Q we have 
/ E, I < 2°C” 1 f y-1 I 7) p-1 8-yqn - l)! (1 - 1 t I/S)-“; (2.37) 
hence, the series (2.31) converges uniformly on compact subsets of Q and 
defines an analytic function of its independent variables in this region. 
We have now established the existence of the operators T, and T, . 
3. REFLECTION PRINCIPLES 
We will now show how the operators constructed in the previous section 
can be used to obtain reflection principles for solutions to (2.1). Let 11(x, t) 
be a strong solution of (2.1) in the region 0 < x < s(t), 0 < t < to, which 
vanishes along the noncharacteristic analytic arc x = s(t) and is continuously 
differentiable for 0 < x < s(t), 0 < t < to. By making the change of 
variables 
f = s(t) - x 
7=t (3.1) 
we arrive at an equation of the same form as (2.1) but with the arc x = s(t) 
replaced by f = 0. The transformations (2.2) and (2.3) leave the boundary 
condition ~(0, t) = 0 invariant. Hence, without loss of generality, we can 
assume that U(X, t) is a strong solution of (2.4) defined in the region 
0 < x < x0, 0 < t < to ( is continuously differentiable for 0 < x < x0, 
0 < f <t,, and satisfies the boundary condition ~(0, t) = 0. We now 
want to represent u(x, t) in the form 
u(x, t) = T,h = h(x, t) + Joz K(s, x, t) h(s, t) ds (3.2) 
where h(x, 1) is a solution of the heat equation satisfying h(0, t) = 0. 
Equation (3.2) is a Volterra integral equation of the second kind for h(x, t); 
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hence, there exists a unique solution h(x, t) of Eq. (3.2) which has the same 
regularity properties as 11(x, t) and satisfies h(0, t) = ~(0, t) = 0. This can 
be seen by using the resolvent operator to express h(x, t) in terms of u(x, t), 
To show that this solution of the integral equation (3.2) is in fact a solution 
of the heat equation we substitute (3.2) into (2.4) and use the properties 
of the kernel K(s, x, t) (cf. Eqs. (2.7)-(2.15)) to obtain 
(3.3) 
Since solutions of Volterra integral equations of the second kind are unique, 
we must have 
h,, - h, =-- 0, (3.4) 
i.e., h(x, 1) is a solution of the heat equation. Since h(x, t) is a strong solution 
of the heat equation in 0 < x < x0 , 0 < t < t, , is continuously differentiable 
in 0 < x < x0, 0 < t < t, , and vanishes at x =.: 0, h(x, t) can be reflected 
across the x = 0 axis by the formula 
h(r, t) = -/z-x, t). (3.5) 
Hence, h(x, f) is in fact a strong solution of the heat equation in D = 
{(x, t): -x0 < x < x0, 0 < t < to} and is partially analytic in D with 
respect to x. Since the kernel K(s, x, t) is also analytic with respect to s 
and x for -x0 < s < x0, -x0 < x < x0, Eq. (3.2) now provides for 
each fixed t the (unique) analytic continuation of 11(x, t) into the domain 
D n {(x, t): x < 0). 
Reflection principles associated with (2.4) and the boundary condition 
u,(O, t) = 0 can be obtained in a similar manner by using the operator T, . 
For reflection principles for analytic solutions of elliptic and parabolic 
equations in two space variables the reader is referred to [6 and 51, respec- 
tively. 
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