This paper addresses bird song scene analysis based on semi-automatic annotation. Research in animal behavior, especially in birds, would be aided by automated or semi-automated systems that can localize sounds, measure their timing, and identify their sources. This is difficult to achieve in real environments, in which several birds at different locations may be singing at the same time. Analysis of recordings from the wild has usually required manual annotation. These annotations may be inaccurate or inconsistent, as they may vary within and between observers. Here we suggest a system that uses automated methods from robot audition, including sound source detection, localization, separation and identification. In robot audition, these technologies are assessed separately, but combining them has often led to poor performance in natural setting. We propose a new Spatial-Cue-Based Probabilistic Model (SCBPM) for their integration focusing on spatial information. A second problem has been that supervised machine learning methods usually require a pre-trained model, which may need a large training set of annotated labels. We have employed a semi-automatic annotation approach, in which a semi-supervised training method is deduced for a new model. This method requires much less pre-annotation. Preliminary experiments with recordings of bird songs from the wild revealed that our system outperformed the identification accuracy of a method based on conventional robot audition.
Introduction
Scene understanding is essential for intelligent robots that monitor the environment. Auditory scene understanding is helpful under situations preventing the use of vision-based sensors due to occlusion and/or too low resolution to identify a target object. One difficulty in auditory scene understanding is the extraction from a mixture of sound sources, including noise sources, of temporally and spatially useful information of each sound source. We define "Auditory scene understanding" as extracting 6W (What, When, Where, Who, Why, and hoW) information and constructing a model of the auditory environment.
Studies of auditory scene understanding by a robot showed that four of these factors, essential in many applications, could be extracted: sound source identification (What), voice activity detection (When), sound source localization (Where), and speaker recognition (Who). Because these factors have been assessed individually, a naive four-W extraction system consists of cascade; that is, it detects and localizes sound sources from recorded sounds using a microphone array, separates the sound sources, and finally identifies each separated sound source. This approach has two drawbacks: the propagation of errors of each step, and co-dependency of the four Ws. For example, sound source identification should regard sound sources located in the same place as likely being of the same type. Error propagation can be tackled by BNP-MAP [16] , in which the location and separation of sound sources can be estimated simultaneously by the meaning of marginal likelihood using a nonparametric Bayes framework. This method works well for steady sound sources. The co-dependency of the four Ws has also been studied in the field of speech diarization [2] . The main task is detecting human speech in indoor situations,such as meetings. Some studies have combined multiple types of information. For example, utilizing the time delay in arrival of a sound at different channels of a microphone array (Where) has been reported to enhance the accuracy of segmentation (When) [17] We are also studying such a method to deal with four-W extraction, due to the co-dependency among four Ws. In this paper, we focus on sound source identification (What) considering detection (When) and localization (Where).
Because the task of identifying a sound source depends on its application, we have to select a domain. In this paper, we selected bird song identification because groups of birds have their own territory and bird songs are strongly associated with bird locations. This is an application of environmental monitoring, an essential task in robotics. Also, bird researchers are interested in bird songs, as songs have special roles as territory advertisement and courtship [6] . Localization and identification of bird song, especially for wild birds in the field, can promote research on bird communication in ethology. Experiments to study bird song can be divided into two types: laboratory experiments and field observations. Because their conditions can be well controlled, laboratory experiments have contributed to understanding of bird songs. However, field observations of bird songs are also essential, because behaviors of birds in the wild may differ from those in laboratory experiments. Analysis of wild bird songs requires annotation tasks, with the conventional method of annotation being manual, with scientists observing birds and listening to bird songs in the field. This is time consuming and laborious and it is difficult to guarantee consistency. Several recent competitions, using single-channel and binaural microphones, have evaluated bird song identification tasks [5, 9] . Arrays of three or more microphones have also been used to record bird songs in the field [19] . These microphone arrays provide a powerful system for sound source localization and separation. This paper shows that microphone arrays are also useful also in bird song identification. Our ultimate goals include automatic bird song annotation and developing a tool for sounds recorded with a microphone array. This paper proposes a new Spatial-Cue-Based Probabilistic Model (SCBPM), integrating sound source detection, localization and separation for sound source identification [21] . We applied this SCBPM to bird song identification, and construct a prototype of a semi-automatic annotation system to evaluate our model. Development of our model and system must consider three factors:
• Spatial information
• Modeling of the relationships among separated sounds
• Partially annotated data Spatial information is an important cue in real-world applications, as spatially near sound sources are probably in the same category. For example, songs vocalized within a territory have a high probability of being from the same individual or species. Spatial information results from sound source localization. The MUSIC (MUltiple SIgnal Classification) method [23] has been used to estimate the direction of arrival in such situations. Because these results often include errors, we construct a probabilistic generative model that included not only acoustic features but locations of sound sources using a von Mises distribution, which distributes sources on a circle like a direction. By considering the locations of sound sources, this model makes sound source identification possible. Among the many other approaches to sound source localization are distributed microphones [1] and 3D localization [27] . As the first step, we adopted 2D localization using a single microphone array and modeling by the von Mises distribution. Although this paper focuses on spatial information, sound source identification has another aspect: temporal information. Amoung the approaches to deal with temporal information are NMF(nonnegative matrix factorization)-based methods [7, 8, 15] , WFST(weighted finite state transducer)-based methods [20] , spectrogram-based methods [4, 22] , HMM(hidden markov model)-based methods [18] , and a method using a Pitman-Yor Process to capture temporal changes [13] . We are not concerned here with temporal changes, like long phrases of bird songs. The combination of these methods and our approach would be promising.
The second factor to be considered is modeling for spatial relationships among separated sounds. As mentioned above, the spatial information can be represented using a von Mises distribution. In considering spatial information, the spatial relationships among two or more sound sources are important. Among the models for such relational data are a stochastic block model (SBM), a probabilistic model for relational data in social networks, which can be applied to network community analysis and relational data clustering [10] . Relational data clustering is data clustering that utilizes relationships among two or more objects. Although we have targeted these relationships, the SBM cannot directly apply our tasks because it deals with discrete distributions, where as acoustic signals and directions are continuous data. Therefore, we derived a new specialized model for representing spatial relationships among sound sources.
The third factor is a partially annotated dataset. Our target is a semi-automatic system since completely automatic annotation is practically impossible. The latter requires that the accuracy of an identifier be 100%. Therefore, we aimed to construct a human-in-the-loop system, where specialists annotate part of the data and the remainder is automatically annotated using a sound source identifier. Subsequently,the specialists adjust the estimated labels and retrain the sound source identifier. This task can be formalized as semi-supervised learning using mixtures of annotated and non-annotated data. Our generative modeling approach can deal with non-annotated data by regarding them as missing; for example, parameter training using an EM (expectation maximization) algorithm [14] . We constructed a prototype of an annotation system using semi-supervised training to utilize non-annotated data effectively.
This paper describes,the construction of the SCBPM, considering these three factors and a prototype system to evaluate our model. We also performed experiments using a real bird song dataset, finding that our method outperformed a conventional cascaded model. Section 2 introduces the conventional cascaded model; Section 3 describes the SCBPM; and Section 4 explains our system using the SCBPM. Section 5 shows the evaluation of our model using real data and Section 6 concludes this paper. Figure 1 shows a conventional cascaded model, in which recorded sound is processed in order of detection, localization, separation, and identification. These processes are performed using separate methods. For example, the MUSIC method is used for detection and localization, the beam-forming method is used for separation, and an identifier using GMM (Gaussian mixture model), based on the acoustic features of separated sounds, is used for identification.
Conventional cascaded model
Detection and localization require estimates of the number of acoustic events and of the period and directions of each event. These can be accomplished using the MU-SIC method; its extended method works well under noisy situations, such as outdoors [26] . The MUSIC method computes the power of the signal sub space for each direction called the MUSIC power spectrum. Because the signal subspace is orthogonal with the noise subspace, this method achieves noise robustness. The number of candidate acoustic events, which equals the number of dimensions of signal subspace, is a parameter of the MUSIC method. Direction of arrival can be estimated by detecting peaks of the MUSIC power spectrum. The number of acoustic events can also be determined by thresholding peaks of the power. Another threshold of the difference between the direction related to the current frame and the direction related to the previous frame is used to track acoustic events temporally. These threshold values are also parameters of the MUSIC method. These parameters should be manually selected.
Sound source separation extracts the target sound source from the mixture of sound sources. The beamforming method, using a transfer function between a sound source and a microphone array for each direction, is one type of sound source separation. The GHDSS (geometric highorder decorrelation-based source separation) method [12] is an extension of beam-forming; it considers highorder decorrelation of separated sounds, thereby effectively suppressing directional noise sources. Because our target is wild bird songs, many directional noise sources exist outdoors; we therefore utilized the GHDSS method for sound source separation.
Sound source identification in the cascaded model is used to estimate the class, such as bird species, from the separated sound. This is formalized as computing the a posteriori probability of a class c from an acoustic feature x extracted from the separated sound by assuming an acoustic model. GMM is a naive, but effective, acoustic model, applicable to many extensions. In the cascaded model, separated sounds are identified independently using a GMM. To use a GMM, we have to determine an acoustic feature. We utilized a frequency spectrogram computed by STFT (short-term Fourier transform) from separated sounds and constructed a 32-dimensional acoustic feature for each time t by dimensional reduction, PCA (principal component analysis). This dimensional reduction results in faster computation for parameter learning and identification on a GMM. Computation of this acoustic feature is detailed in Section 5. We assumed that an acoustic feature x at time t of a sound source belonging to class c was generated from GMM of class c:
where s c is a subclass of class c, and N (·) is a multivariate Gaussian distribution. This model assumes the data were i.i.d., in that all acoustic features were generated independently by Eq.(1). By dealing with the probabilistic variable of c, we could compute probabilities on this model, whether or not c is fixed. This property achieved semi-supervised training 
Proposed model: SCBPM
In this section, we describe the model for sound source identification considering spatial information of sound sources.
Conventional GMM-based sound source identification is described in Section 2. This c is independent of each sound source k t at time t. We introduced a dependency of sound sources considering location of sound sources. Figure 2 is 
Note that K t is the number of simultaneous events at time t and could also be computed by the MUSIC method with the threshold; hence K t is fixed in this model. Acoustic features x k t of sound sources k t at time t can also be computed by sound source separation such as GHDSS in Section 2. Since we were not concerned with temporal dependencies, the subscript t is omitted for the following discussion. Using both the directions and the acoustic features, the SCBPM can be described as:
where . This model has parameters (κ 1 and κ 2 ) in addition to the GMM parameters described in Section 2. These parameters are also trained from data (described in Section 3.2). Because c i and c j depend on each other; the i.i.d. assumption of the conventional GMM identifier is violated. This changes the MAP-estimation formulation from Eq.(2) to:
Unlike conventional methods, classes c * of sound sources k t at time t are estimated simultaneously. The point of this formulation is only the addition of a correction factor. Therefore, implementation is easy and, if a conventional model has been trained, only this factor must be computed.
To represent this property, p(
is provided by a von Mises distribution where the first argument is d i − d j + µ such that µ = π. We utilized µ = π but alternative distributions can be considered. For example, setting the number of sound sources at three results in µ = ±π/3, yielding a multi-modal distribution. This yields a multi-modal distribution. Additional parameters are required to control this distribution. Alternatively, µ may be trained from the data, but this method requires a larger dataset to determine µ.
Parameter training for the SCBPM
In this section, we introduce training that considers spatial information.
An EM algorithm requires the computation of the expected probability of a subclass in a dataset. This expectation N s can be computed from a posteriori probabilities of subclass s as:
where s t,k t is a probabilistic variable of a subclass related to an acoustic feature of a sound source k t at time t, X is a set of all acoustic features and D is a set of directions of all sound sources. p(s t,k t = s|X, D) is computed over the SCBPM. Note that p(s t,k t = s|X, D) depends not only on an acoustic feature of a sound source k t at time t but on other sound sources at time t according to Figure 2 and the properties of a Bayesian network. When, for simplicity, we consider that an acoustic feature of a sound source k t at time t is x and there is another acoustic feature x ′ at time t, then p(s t,k t = s|X, D) can be described as:
and
. Conventional GMM can be used to compute p(s|c, x, d) with other factors determined by definition. Parameters of von Mises distributions in our model, κ 1 (Eq.(5)) and κ 2 (Eq.(6)) can also be trained by an EM algorithm. These equations can be derived from an EM algorithm for a mixture of von Mises distribution [3] . Updated κ 1 can be computed as:
where κ
is updated κ 1 . U c=c ′ and V c=c ′ can be computed over the model using the sum of all possible combinations of acoustic events (x and x ′ ) at the same time, such that c = c ′ . A(x) can be defined as:
where I 0 (x) and I 1 (x) are the modified Bessel function of orders zero and one, respectively. The inverse function,
1−x 2 [25] . The update for κ 2 is the same except for substitution of c ̸ = c ′ for c = c ′ . 
Prototype System
To evaluate our model, we constructed a prototype system, consisting of back-and front-end parts (Figure 4) . The back-end part includes sound source detection, localization, separation and identification, which are performed automatically in principle. Sound source detection, localization and separation are implemented using HARK 2 [11] , which includes MUSIC and GHDSS modules. These modules requires a transfer function between a sound source and microphones, which can be computed by recording a time-stretched pulse 3 . Sound source identification is implemented as described in Section 3.
The front-end part, which consists of recording and annotation, must be performed manually. As a recording device, we used a microphone array called Microcone 4 , comprising seven microphones. This array was mounted on a tripod to capture bird songs, mainly from birds on trees, and connected to a laptop computer for recording (16-bit precision, 16kHz sampling). Figure 4 shows this recording system. The annotation module illustrates the results of bird song analysis by the back-end part in a panel. The horizontal and vertical axes of the panel represent time and sound source direction, respectively. The colored lines in the panel indicate bird song events, with the colors representative of different bird species. The sound spectrogram, a visual representation using three axes, time, frequency and amplitude, is also displayed for bird song annotation specialists.
Considering actual cases, when recorded sound is input into the system, the system estimates labels using a default model that may not be trained sufficiently. After specialists correct these estimated labels, the system re-trains the model using both the annotated and re-estimated labels. Iterations of this process yield a sufficiently-trained identifier with well-annotated data.
Evaluation
To evaluate the SCBPM, we constructed two datasets of recordings at different places.
Dataset (A) consisted of bird songs recorded on the morning of May 5, 2013 , in an urban park in Aichi, Japan. Figure 7 ) Table 2 . Dataset (B): Bird song events, the number of events, and colors in Figure 8 Label ( It was sunny day in the bird song season. Application of the MUSIC method described in Section 2 to this recorded sound yielded 54 automatically extracted events. The threshold value of the MUSIC power was adjusted so that each event represented as much of a phrase of bird song as possible. The separated sounds can also be computed, with these being good cues for annotation. To construct the dataset, all events were manually annotated. Figure  6 shows a snapshot of our prototype system related to this dataset. We used five types of labels (Table 1) . These labels were annotated manually and are regarded as correct. They also corresponded to the domain of c described in Sections 2 and 3. Dataset (B) consisted of bird songs recorded for 4 min on the morning of May 9, 2013, in a mixed conifer-oak woodland forest in California in the United States. This set consisted of 140 events annotated as in Dataset (A), Figure 7 shows a snapshot related to this dataset. We used eight types of labels (Table 2 ). This dataset was sparser and with less overlap than Dataset (A).
Ten-fold cross-validation was used to evaluate our method for each dataset. Each dataset was divided into ten periods of equal length 5 . The 10 × r periods were labeled data and the others were unlabeled data. An event at a border was included in the period that encompassed more than half of the event. The accuracy was computed by comparing estimates of unlabeled data with manual annotations. This test was done for each r from 0.1 to 0.9 at intervals of 0.1. Semi-supervised training included the 5 . Some events were rare in our datasets. These events often yield high variance of results. Our experiments did not include special preprocessing as it did not pose a significant problem. weights of labeled and unlabeled data [14] . The weight of labeled data was set at 1.0 and the weights of unlabeled data was set at 0.1 for Dataset (A) and 0.001 for Dataset (B). Acoustic features were computed from separated sounds encoded with 16kHz sampling. Vectors of 41 dimensions were computed for each frame using STFT with 80 sample window 5 msec each and 40 overlaps 2.5 msec each. These setting are often used by bird song annotators. Blocks are extracted with 100 frame windows and 90 frame overlaps, with each block represented as a 4100-dimension vector. The 32-dimension acoustic features x described in Sections 2 and 3 were computed from each block by PCA. The number of Gaussians in the GMM was determined by the Bayesian Information Criterion (BIC) [24] and set at 30 . Figures 5 and 8 show the results related to Dataset (A) and (B), respectively. The SCBPM outperformed the conventional method for almost all r, including that spatial information is a good cue for sound source identification.
The accuracy of method was higher for Dataset (B) The SCBPM outperformed the conventional method, especially when the annotated data ratio was > 0.6 (Figure 7) . This suggests that the SCBPM is empowered by spatial information, but that sound source identification using spatial information alone is difficult. As spatial information compensates for the lack of sound information, the performance of a base classifier should be high enough (in this case, accuracy was over 0.6, with r ≥ 0.5) to make use of spatial information effectively.
The ability of the SCBPM to consistently outperform the conventional method indicates that the SCBPM was effective when acoustic events were overlapping and dense. In the absence of overlapping events, the performance of the SCBPM and the conventional GMM were identical. Density was related to the basic assumption of the SCBPM, that nearby sound sources belong to the same category. This finding also suggests that spatial relationships are more important when there are many sound sources. Tables 3 and 4 show the confusion matrices of the conventional method and SCBPM for Dataset(A) and r = 0.2. These results show that the SCBPM can cor- Table 1 . Brown-eared bulbuls (A) and (B) were different individuals, with different song features each other; hence different labels were assigned. Table 2. rectly estimate two additional events, a BHGR event and a NAWA event.
Another topic of interest is scalability and more detailed evaluation related to other bird species. Both datasets in this study were small. Although other bird song datasets have been compiled [5, 9] , these sounds were recorded with single or binaural microphones. This study showed the effectiveness of spatial information utilizing a microphone array. Future work includes constructing larger bird song dataset recorded with microphone arrays and further research related to scalability. 
Conclusion
This paper presented bird song analysis based on semi-automatic annotation. We proposed a new model, SCBPM, for integration of sound source detection, localization, separation and identification by expanding robot audition technologies. The SCBPM integrated these functions based on a generative model that included both acoustic features and the location of sound sources. We utilized the dependency derived from spatial relationship among sound sources to train and estimate this model by MAP estimation and an EM approach. Because data annotation for acoustic signals in the wild is problematic, we also proposed a semi-automatic annotation approach to address this problem. We constructed a prototype system for semi-automatic bird song annotation based on the SCBPM approach, and showed that the system outperformed a conventional method based on robot audition, (i.e. a cascaded system) in accuracy of identification. Future work includes scaling up this system and applying our system to more realistic annotation by specialists to obtain feedback from them.
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