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In this letter the Chern–Simons field theories are studied in the Coulomb
gauge using the Dirac’s canonical formalism for constrained systems. As a
strategy, we first work out the constraints and then quantize, replacing the
Dirac brackets with quantum commutators. We find that the Chern–Simons
field theories become two dimensional models with no propagation along the
time direction. Moreover, we prove that, despite of the presence of non-trivial
self-interactions in the gauge fixed functional, the commutation relations be-
tween the fields are trivial at any order in perturbation theory in the absence
of couplings with matter fields. If these couplings are present, instead, the
commutation relations become rather involved, but it is still possible to study
their main properties and to show that they vanish at the tree level.
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I. INTRODUCTION
In this letter we investigate the Chern–Simons (C–S) field theories [1–3] with gauge
group SU(n) in the Coulomb gauge using the Dirac’s formalism for constrained systems
[4,5]. As it happens in the case of the more popular covariant gauges, also in this gauge the
C-S functional contains self-interactions, but the Feynman rules simplify considerably and
can be explicitly derived even on space-times with a non–flat spatial section [6]. Another
advantage of the Coulomb gauge is that there are no time derivatives in the gauge fixed
action, so that the C–S theory becomes in practice a two-dimensional model. Despite of
many physical and mathematical applications of the C–S field theories [3,7], however, until
now only a few calculations have been performed in the Coulomb gauge [6,8,9]. One of the
main reasons is that, already in the case of the Yang–Mills field theories, several perplexities
arise concerning the use of this gauge [11–13]. Analogous problems are unfortunately present
also in C–S field theories, but in a milder form, so that these models provide an important
laboratory in order to study the possible remedies. For example, in the abelian case it is
known that the so-called Maxwell–Chern–Simons (MCS) theory is affected by the presence
of infrared divergences in the Coulomb gauge [1,2]. Nevertheless, it has recently been shown
in ref. [9] that the theory can be consistently worked out and that for instance the Mo¨ller
scattering amplitudes computed in the Coulomb gauge and in the covariant gauges coincide
at all orders in perturbation theory. Other tests confirming the safety of the Coulomb gauge
in the MCS models can also be found in [9].
On the other side, the ambiguities in the Yang-Mills Feynman integrals pointed out in
[11] arise as well in the nonabelian C–S field theories due to the absence of time derivatives
in the action [6]. A simple recipe to regularize such ambiguities has been proposed and
successfully tested in first order calculations [6]. However, a detailed investigation of the
consistency of the nonabelian C–S field theories in the Coulomb gauge at any perturbative
order is still missing. As one of the steps to fill this gap, we exploit in this letter the
formalism of Dirac’s canonical approach to constrained systems [4,5].
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We notice that, besides some subtleties already noticed in [16], the derivation of the final
Dirac brackets requires in the Coulomb gauge some care with distributions. Moreover, the
final commutation relations (CR’s) between the fields obtained here are rather involved. At
a first sight, this is surprising in topological field theories with vanishing Hamiltonian and
without degrees of freedom. However, at least in the case considered here, in which there
are no interactions with matter fields, we show that this contradiction is only apparent. As
a matter of fact, taking into account the Gauss law and the Coulomb gauge fixing, it can
be proved that the commutation relations between the gauge fields vanish identically at any
perturbative order as expected. In this way we discover that the Chern–Simons field theories
in the Coulomb gauge are not only perturbatively finite as has been checked in the covariant
gauges [14], but also free. This is not a priori evident, because in the Coulomb gauge the
C–S functional contains non–trivial self–interaction terms.
The material presented in this paper is divided as follows. In the next Section we will
present our results. In the Conclusions we will discuss the open problems and the possible
further developments.
II. CANONICAL QUANTIZATION OF THE C–S FIELD THEORY IN THE
COULOMB GAUGE
The Lagrangian of the pure SU(N) Chern–Simons (C–S) field theory in three dimensions
is given by
LCS =
s
8π
ǫµνρ
(
Aaµ∂νA
a
ρ −
1
3
fabcAaµA
b
νA
c
ρ
)
(1)
where s is a dimensionless coupling constant and Aaµ is the gauge potential. Greek letters
µ, ν, ρ, . . . = 0, 1, 2 will denote space–time indices while the first latin letters a, b, c, . . . =
1, · · · , N will denote color indices. Moreover, the totally antisymmetric tensor ǫµνρ is defined
by the convention ǫ012 = 1. Finally, a Minkowski metric gµν =diag(1,−1,−1) will be
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assumed. To derive the C–S Hamiltonian, we have to compute the canonical momenta:
πµ,a (x, t) =
δSCS
δ (∂0Aµ (x, t))
(2)
Here we have put SCS =
∫
d3xLCS, t = x
0 and x = (x1, x2).
The nonvanishing Poisson brackets (PB) among canonical variables are:
{
Aaµ (x, t) , π
b
ν (y, t)
}
= δabgµνδ
(2) (x− y)
From eqs. (1) and (2) we obtain:
π0,a = 0 πi,a =
s
8π
ǫijAaj (3)
where ǫij , i, j = 1, 2, is the two dimensional totally antisymmetric tensor satisfying the
definition ǫ12 = 1. A straightforward calculation shows that the C–S Hamiltonian is given
by:
HCS = −
∫
d2xAa0
(
Dabi π
i,b + ∂iπ
i,a
)
(4)
In the above equation Dabi denotes the spatial components of the covariant derivative:
Dabµ ≡ ∂µδ
ab + fabcAcµ
From eqs. (3) we obtain the constraints:
ϕ0,a = π0,a (5)
ϕi,a = πi,a −
s
8π
ǫijAaj i = 1, 2 (6)
Following the Dirac procedure for constrained systems, the latter will be imposed in the
weak sense:
ϕµ,a ≈ 0
To this purpose, we construct the extended Hamiltonian:
H˜ = HCS +
∫
λaµϕ
µ,ad2x (7)
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where the λaµ’s represent the Lagrange multipliers corresponding to the primary constraints
ϕµ,a.
From the consistency conditions ϕ˙µ,a =
{
ϕµ,a, H˜CS
}
≈ 0, we obtain the secondary con-
straint:
Ga = Dabi π
i,b + ∂iπ
i,b ≈ 0 Gauss law (8)
and two relations which determine the Lagrange multipliers λ1 and λ2:
s
4π
ǫij
(
Dabj A
b
0 − λ
a
j
)
≈ 0 i = 1, 2 (9)
It is possible to see that the consistency condition G˙a ≈ 0 does not lead to any further
independent equation. Let us notice that the operators Ga generate the SU(N) group of
gauge transformations. To show this, we introduce the Dirac brackets (DB’s) associated to
the second class constraints ϕai of eq. (6):
{A(x), B(y)}∗ = {A(x), B(y)} −
2∑
i,j=1
∫
d2x′d2y′
{
A(x), ϕi(x′)
} (
C−1)ij(x
′,y′
) {
ϕj(y′), B(y)
}
(10)
where (C−1)ij (x,y) is the inverse of the matrix C
ij(x,y) = {ϕi(x), ϕj(y)}. For simplicity,
color indices and the time variable have been omitted in the above equations.
Computing (C−1)ij (x,y) explicitly, we find:
(
C−1
)ab
ij
(x,y) =
4π
s
δabǫijδ(x − y)
The Dirac brackets among the canonical variables are now given by
{
Aai (t,x), π
j,b(t,y)
}∗
=
1
2
δabδ
j
i δ(x− y) (11){
Aai (t,x), A
b
j(t,y)
}∗
=
4π
s
δabǫijδ(x− y) (12){
πi,a(t,x), πj,b(t,y)
}∗
=
s
16π
δabǫijδ(x− y) (13)
In the following, the DB’s defined in (10) will be written without the superscript ∗. Exploit-
ing the DB’s (11)–(13), we obtain the relations:
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{
G
a(t,x), Abi(t,y)
}
= −Dabi (x)δ(x− y) (14)
{G[ψ], Aai (t,x)} = D
ab
i (x)ψ
b(x) (15){
Ga(t,x),Gb(t,y)
}
= −fabcGc(t,x)δ(x− y) (16)
where G [ψ] =
∫
d2xGa(t,x)ψa(x). This shows that the Ga(t,x) are the generators of the
SU(N) gauge transformations as desired.
At this point, we are left with the constraints given by eq. (5) and by the Gauss law
(8). However, the former constraint, which involves the conjugate momentum of Aa0 can
be ignored. As a matter of fact, the field Aa0 plays just the role of the Lagrange multiplier
associated to the Gauss law in the Hamiltonian (4) and has no dynamics. From eqs. (14)–
(16) it turns out that the Gauss law (8) is a first class constraint. To make it second class,
we introduce the Coulomb gauge fixing:
∂iA
i,a ≈ 0 (17)
and the new extended Hamiltonian:
HˇCS =
∫
d2x
[
−Aa0G
a +
s
8π
Aai ∂
iBa + λa0π
0,a
]
(18)
From the condition {∂iA
i,a, HˇCS} ≈ 0, we obtain an equation for A
a
0:
∂iDabi A
b
0 ≈ 0 (19)
Moreover, the requirement
{
∂iDabi A
b
0(x), HˇCS
}
≈ 0 determines the Lagrange multiplier λ0:
−△λa0 −
{
∂i(Ai ×A0)
a, HˇCS
}
≈ 0 (20)
In the above equation the symbol △ denotes the two dimensional Laplacian △ = −∂i∂
i and
(Ai ×A0)
a ≡ fabcAbiA
c
0
Another independent equation, which fixes the Lagrange multipliers Ba, is provided by the
requirement G˙a ≈ 0:
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{
G
a, HˇCS
}
≈ −
s
8π
Dabi ∂
iBb ≈ 0 (21)
Let us notice that the above relations (8), (17) and (19)–(21) are compatible with the
equations of motion of the gauge potentials:
ǫij(Dabi A
b
j − ∂jA
a
i ) = 0 (22)
Dabj A
b
0 − ∂0A
a
j = 0 (23)
As a matter of fact (22) is equivalent to the condition Ga = 0. Moreover, multiplying for
instance eq. (23) with the differential operator ǫki∂
k, we obtain the relation:
∂0∂
kAak − ∂
kDabk A
b
0 = 0
which is consistent with the Coulomb gauge and the condition (19) on Aa0.
It is now possible to realize that the Gauss law (8) and the Coulomb gauge fixing (17)
form a set of second class constraints, so that we can impose them in the strong sense
computing the final Dirac brackets. Putting
χa1 = G
a χa2 = ∂iA
i,a
with α, β = 1, 2, we have for any two observables A(x) and B(y) 1:
{
Aa(x), Bb(y)
}∗
=
{
Aa(x), Bb(y)
}
−
2∑
α,β=1
∑
c,d
∫
d2x′d2y′ {Aa(x), χcα(x
′)} (C−1)αβ,cd(x′,y′)
{
χβ,d(y′), Bb(y)
}
(24)
The matrix (C−1)αβ,cd(x,y) denotes the inverse of the 2 × 2 matrix Cabαβ(x,y) =
{χaα(x), χ
b
β(y)}. After some manipulations and remembering that the gauge potentials sat-
isfy the Coulomb gauge constraint, we obtain:
1In the following, the time variable will be omitted from our equations.
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Cab(x,y) =

 0 −D
ab
i (x)∂
i
x
δ(x− y)
Dabi (x)∂
i
x
δ(x− y) 0


To invert the above matrix, it is convenient to introduce the function Dcb(x,y), defined by
the following equation [15]:
Daci (x)∂
i
x
Dcb(x,y) = δabδ(x− y) (25)
Supposing that the Green function Dab(x,y) has a sufficiently good behavior at infinity, it
is easy to prove that
(C−1)ab(x,y) =

 0 D
ab(x,y)
−Dab(x,y) 0

 (26)
After imposing the constraints (8) and (17) in the strong sense, the Hamiltonian HˇCS van-
ishes, but the commutation relations (CR’s) between the fields remain complicated. From
eqs. (24) and (26), in fact, the basic DB’s between the canonical variables Aai have the
following form:
{
Aai (x), A
b
j(y)
}∗
= −
4π
s
δabǫijδ(x − y)+
4π
s
ǫik∂
k
x
Dbcj (y)D
ac(x,y)−
4π
s
ǫkjD
ac
i (x)∂
k
y
Dcb(x,y) (27)
Let us study the main properties of the above DB’s. First of all, they are antisymmetric as
expected:
{Aai (x), A
b
j(y)}
∗ = −{Abj(y), A
a
i (x)}
∗ (28)
The antisymmetry of the right hand side of eq. (27) is not explicit, but can be verified with
the help of the relation:
Dab(x,y) = Dba(y,x) (29)
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The above symmetry of the Green function Dab(x,y) in its arguments is a consequence of
the selfadjointness of the defining equation (25) [15]. Moreover, the CR’s (27) are consistent
with the Coulomb gauge. As a matter of fact, it is easy to prove that:
{Aai (x), ∂
jAbj(y)}
∗ = {∂iAai (x), A
b
j(y)}
∗ = 0
The case of a Chern–Simons field theory with abelian gauge group U(1) is particularly
instructive in order to understand the meaning of the CR’s (27). Let Uµ denote the abelian
gauge fields. Then the Lagrangian (1) reads:
LCS =
s
8π
ǫµνρUµ∂νUρ
It is now possible to decompose the gauge potentials Ui, i = 1, 2 into transverse and longi-
tudinal components:
Ui = ǫ
ij∂jϕ + ∂iρ
where ϕ and ρ are two real scalar fields. Exploiting the Coulomb gauge condition it turns
out that ρ = 0. The canonical momenta are given by:
πi =
s
8π
ǫijUj
As a consequence, from the Gauss law ∂iπ
i = 0, we obtain the relation ∂i∂
iϕ = 0. This
implies that ϕ = 0 and thus there is no dynamics in the C–S field theory as expected.
The CR’s (27) must be consistent with that fact. Indeed, in the abelian case it is easy
to derive the Green function D(x,y) solving eq. (25). The result is:
D(x,y) = −
1
2π
log|x− y| (30)
Substituting the right hand side of the above equation in (27), we obtain:
[Ui(t,x), Uj(t,y)] = 0
so that the fields do not propagate as expected. To conclude the discussion of the abelian
case, let us notice that eqs. (9) and (19)–(21) admit only the trivial solutions U0 = λµ = B =
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0 in agreement with the fact that, in absence of couplings with matter fields, the C–S theory
is topological and there are no degrees of freedom. In the nonabelian case the situation
is analogous, but the equations of motion of the constraints become nonlinear and can in
general be solved only using a perturbative approach. The relevant equations determining
the fields Aai (z), with i = 1, 2, are given by:
F a12 = ∂1A
a
2 − ∂2A
a
1 − gf
abcAb1A
c
2 (31)
and
∂1A
a
1 − ∂
a
2A
a
2 = 0 (32)
With respect to eq. (1), we have introduced here the new coupling constant g2 = 8pi
9s
and
the fields Aµ have been rescaled in such a way that the new action becomes:
L = ǫµνρ
(
Aaµ∂νA
a
ρ − gf
abcAaµA
b
νA
c
ρ
)
In the following, we will also suppose that g is so small that a perturbative treatment of
the C–S field theory makes sense. Under this hypothesis, the fields Aai can be expanded in
powers of g:
Aai (x) =
∞∑
n=0
gnA
a(n)
i (x)
where, from eqs. (31) and (32), the A
a(n)
i ’s satisfy the following equations:
∂1A
a(0)
2 − ∂2A
a(0)
1 = 0 ∂1A
a(0)
1 + ∂2A
a(0)
2 = 0
and
∂1A
a(n)
2 − ∂2A
a(n)
1 − gf
abcA
b(n−1)
1 A
c(n−1)
2 = 0 n = 1, . . . ,∞ (33)
∂1A
a(n)
1 + ∂2A
a(n)
2 = 0 n = 1, . . . ,∞ (34)
Assuming that the gauge fields vanish at infinity, the solution of the above equations at the
zeroth order is
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A
a(0)
1 (t,x) = A
a(0)
2 (t,x) = 0 (35)
as shown in the abelian case. Moreover, from eq. (33), it turns out that A
a(n)
1 (t,x) = 0 for
n = 1, . . . ,∞, so that all the field configurations solving eqs. (31)–(32) vanish identically.
Pure gauge solutions obtained performing gauge transformations are not allowed because,
at least within perturbation theory, the Coulomb gauge fixes the gauge freedom completely.
As a consequence, the right hand side of (27) is equal to zero. Indeed, due to eq. (35), the
Green function Dab(x,y) is given by:
Dab(x,y) = −δab
1
2π
log|x− y| (36)
and, substituting in eq. (27), we obtain:
{Aai (x), A
b
j(y)}
∗ = 0 (37)
as expected.
Of course, the vanishing of the gauge fields leads to the trivial solutions Aa0 = λ
a
µ = B
a = 0
for the Lagrange multipliers as in the abelian case.
It is worth remarking, that the would be Poincare´ algebra becomes trivial a posteriori,
that is when computed on the ”physical” solutions of the theory (eq. 35), characterized
by the ”strong” validity of the constraints and of the brackets given in eq. (37). That
means that the Poincare´ covariance is recovered through the trivial representation of the
Poincare´ group 2 . We stress the fact that one must evaluate in such a posteriori way the
algebra, as otherwise one finds ”extra” terms, proportional to the constraints. For instance,
the intermediate Dirac brackets ( 11–13) yield for the generators of the time and the space
translations the following result:
{P0, Pk} =
∫
d2xAa0∂kG
a
2 It is worth mentioning that in the case of the Maxwell–Chern–Simons theory the Poincare´
covariance takes place through a nontrivial representation of the Poincare´ group [9].
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where G is given in (8). Let us notice that in the case of the MCS theory the Poncare´
invariance has been proved in the Coulomb gauge within the frame of the canonical formalism
in ref. [9].
To quantize the theory, we have to replace the Dirac brackets (27) with commutators. At
least in the absence of coupling with matter fields, we obtain trivial commutation relations
between the gauge potentials:
[
Aai (x), A
b
j(y)
]
= 0 (38)
III. CONCLUSIONS
In this paper the C–S field theories have been quantized in the Coulomb gauge within
the Dirac’s canonical approach to constrained systems. All the constraints coming from
the Hamiltonian procedure and by the Dirac’s consistency requirements have been derived.
As anticipated in the Introduction, the C–S theories become in this gauge two dimensional
models. Only the fields Aai , for i = 1, 2, have in fact a dynamics, which is governed by
the commutation relations (27). If no interactions with matter fields are present, we have
shown that these CR’s vanish at all perturbative orders. Thus the C–S field theories in the
Coulomb gauge are not only finite, but also free. This result has been verified with explicit
perturbative calculations of the correlation functions in [19]. A natural question that arises
at this point is if analogous conclusions can be drawn for the covariant gauges. For this
reason it would be interesting to repeat the procedure of canonical quantization developed
here also in this case.
The situation becomes different if the interactions with other fields are switched on.
Adding for instance a coupling with a current Jaµ of the kind
∫
d2xAaµJ
µ,a to the Hamiltonian
(18), it is possible to see that the Gauss law (8) is modified as follows:
Dabi π
i,b + ∂iπ
i,b + Ja0 ≈ 0
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Thus eqs. (35) are no longer valid and we have to consider the full commutation relations
(27). Remarkably, they trivially vanish at the zeroth level in the coupling constant g.
Moreover, the CR’s (27) are perfectly well defined and do not lead to ambiguities in the
quantization of the C–S models in the Coulomb gauge. In particular, we have verified here
the consistency of (27) with the Coulomb gauge fixing and their antisymmetry under the
exchange of the fields.
A physical application of our results, which is currently under consideration, is the inves-
tigation of the statistics of fermionic and bosonic matter fields interacting with nonabelian
C–S theories at high temperatures [17]. Other interesting applications are (2 + 1) quantum
gravity and the calculation of the new link invariants from C–S field theories quantized on
Riemann surfaces, whose existence has been formally shown in [18]. In these latter two
cases, the possibility offered by the Coulomb gauge of performing explicit calculations also
on non–flat space–times [6] can be exploited.
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