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We investigate the Drude weight and the related Mazur-Suzuki (MS) bound in a broad
variety of strongly coupled field theories with a gravity dual at finite temperature and chem-
ical potential. We revisit the derivation of the recently proposed universal expression for
the Drude weight for Einstein-Maxwell-dilaton (EMd) theories and extend it to the case of
theories with multiple massless gauge fields. We show that the MS bound, which in the con-
text of condensed matter provides information on the integrability of the theory, is saturated
in these holographic theories including R-charged backgrounds. We then explore the limits
of this universality by studying EMd theories with U(1) spontaneous symmetry breaking
and gravity duals of non-relativistic field theories including an asymptotically Lifshitz EMd
model with two massless gauge fields and the Einstein-Proca model. In all these cases, the
Drude weight, computed analytically, deviates from the universal result and the MS bound is
not saturated. In general it is not possible to deduce the low temperature dependence of the
Drude weight by simple dimensional analysis. Finally we study the effect of a weak breaking
of translational symmetry by coupling the EMd action, with and without U(1) spontaneous
symmetry breaking, to an axion field. We show the coherent part of the conductivity in
this limit is simply the product of the MS bound and the scattering time obtained from the
leading quasinormal mode. For asymptotically AdS theories it seems that the MS bound
sets a lower bound on the DC conductivity for a given scattering time.
PACS numbers: 74.78.Na, 74.40.-n, 75.10.Pq
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2I. INTRODUCTION
Momentum is conserved in the absence of interactions, impurities and lattice defects. Transport
is ballistic and the material is a perfect conductor with an electrical conductivity that diverges in
the limit of vanishing frequencies. This is in principle a highly idealized situation as even for good
metals there are different mechanisms of momentum relaxation, from impurities and electron-
electron interactions to Umklapp scattering, that render the transport diffusive. It is therefore
plausible to expect that quantum ballistic motion, especially at finite temperature and in the
presence of a lattice, cannot occur in a strongly interacting system. However, this is far from being
true [1–5]. Paradigmatic examples of one dimensional systems with this property in a broad range
of parameters are the spin 1/2-XXZ chain [3, 6] or the repulsive Hubbard model [2]. Ballistic
transport is usually characterized by the strength of the delta function in the conductivity for
vanishing frequencies, the so called Drude weight K.
Explicit analytical expressions in some interacting one-dimensional systems [6] are available by
expressing the Drude weight [7] as a function of the flux dependence of the spectrum, which is
obtained by Bethe ansatz. Monte Carlo and DMRG techniques [4], together with a finite size
scaling analysis, have also been heavily used to determine the conditions for a finite Drude weight
to occur and its explicit temperature dependence. Despite these advances there are still conflicting
results in the literature, see [4, 5] about the exact range of parameters in which transport is ballistic.
This is not surprising as the extrapolation of the numerical results to the thermodynamic limit
is especially challenging in the case of the direct current conductivity and analytical approaches
contain reasonable but uncontrollable approximations.
However, the very existence of a finite Drude weight is in many cases guaranteed by the Mazur-
Suzuki (MS) bounds [8, 9]. These bounds relate [1] the Drude weight to a weighted positive
definite sum of correlation functions between the electrical current and the conserved quantities of
the system.
A sufficient condition for a finite Drude weight is thus the existence of some overlap between
the current and a single conserved quantity. More recently, Mazur-Suzuki bounds have been
generalized [10, 11] to quasi-local conservation laws and systems with open boundary conditions.
The new derivation of the bounds [11] is heavily based on causality constraints as given by Lieb-
Robinson bounds [12]. A finite bound is also deeply related to the non-ergodicity of the operator
in question, in this case the current though it can be generalized no any other bound observable.
More explicitly in Refs. [1, 13] it was conjectured that a finite Drude weight implies non-ergodicity
3of the dynamics, and consequently, some form of quantum integrability of the model. In case
that the Mazur-Suzuki bound is saturated it was recently proposed [14] that the thermodynamic
properties of the system are well described by the generalized Gibbs ensemble.
So far, severe technical limitations, both analytical and numerical, have prevented a systematic
study of Mazur-Suzuki bounds and Drude weights in higher dimensional systems. An important
exception are strongly coupled theories with a gravity dual [15–17], where Drude weights have been
computed analytically in many situations [18–29]. For instance the Drude weight for Einstein-
Maxwell theories with a single massless gauge field was discussed in Refs. [24, 25]. The Drude
weight in some R-charged backgrounds was worked out in [28, 29] and in [27] for probe D-branes
in a Lifshitz space time. The calculation of the Drude weight in more general Einstein-Maxwell
theories and the proposal of universality was first made in [18, 19] and then revisited in [22]. For
holographic superconductors, the Drude weight was computed numerically in [30]. In the context
of holographic theories, it is rather unclear whether a finite Drude weight at finite temperature is
related to integrability. However, we note that there are recent claims [31, 32] that asymptotically
AdS Einstein-Maxwell theories are classically integrable.
Here, we extend these studies to the calculation of MS bounds and also Drude weights in
a broader ensemble of holographic theories at finite temperature and chemical potential. More
specifically, in the first part of the paper we investigate Einstein-Maxwell-dilaton gravity theories
with and without U(1) symmetry breaking, R-charged backgrounds, multiple massless gauge fields
and gravity theories with massive gauge fields and EMd theories with a non-AdS boundary for
which the dual field theories are non-relativistic. These are known [33] to be a fertile ground
for phenomenological approaches to condensed matter systems. Indeed we have found a rich
phenomenology. For the models where the Drude weight K is given by the universal expression [22,
34], that depends only on thermodynamic quantities, the MS bound is saturated. The temperature
dependence of K is not, in general, given by simple dimensional analysis. In the case of U(1)
scalar condensation the Drude weight is larger than the universal prediction and the MS bound is
finite but it is not saturated. For the non-relativistic field theories we have investigated the MS
bound vanishes and the Drude weight is different from the universal prediction. In the second
part of the paper we study the DC conductivity once momentum conservation is weakly broken
in EMd-axions models with and without U(1) symmetry breaking. We show that the coherent
part of the DC conductivity is controlled by the MS bound and the scattering time, which is
obtained independently by an explicit calculation of the leading quasinormal mode. At least for
asymptotically AdS theories it seems that the MS bound sets a lower non-trivial bound on the DC
4conductivity for a given scattering time.
The organization of the paper is as follows: next we review previous holography literature on the
Drude weight, and revisit the analytical calculation of the universal Drude weight [18, 19, 22]. In
section three we extend this result by proposing a universal Drude weight for theories for multiple
massless gauge fields. In section four we introduce Mazur-Suzuki bounds and detail how to compute
them in some EMd holographic theories. The calculation of the Drude weight and the MS bounds
in EMd theories with U(1) symmetry breaking and with a non-relativistic dual field theory, where
universality does not apply, is carried out in sections five and six. Finally, in section seven we study
EMd-axion models, with and without U(1) symmetry breaking, in the limit of weak breaking of
translational invariance, where we show that the DC conductivity is controlled by the leading
quasinormal mode and the MS bound for the Drude weight.
II. UNIVERSALITY OF THE DRUDE WEIGHT REVISITED
Although the holography literature has focused mostly on the calculation of the finite part of
the DC conductivity, the infinite part, characterized by the Drude weight, has also already received
some attention [18–29].
Interestingly, the Drude weight corresponding to a single massless gauge field in a Einstein-
Maxwell-dilaton theory has been found to be universal and given only by thermodynamic quantities
[18, 19, 22]. In these papers the focus was on the study of universal aspects of the finite, or regular,
part of the DC conductivity, usually referred to as σQ, rather than the Drude weight, though
the latter was also computed explicitly. We start our analysis by revisiting the derivation of this
universal DC conductivity. We adapt it to the analytical calculation of the Drude weight as this
is the starting point for the generalization of these results in the following sections. We will follow
closely the approach of [22] though with some modifications so that the calculation of the Drude
weight is more direct and easier to generalize beyond universality. The slightly different method
of Jain and co-workers [18, 19], proposed earlier, leads to exactly the same results.
The full DC conductivity is given by the current-current Green’s function, [35],
σDC = −Re lim
ω→0,q→0
GRJxJx(ω, q)−GRJxJx(0, q)
i(ω + i)
, (1)
that physically represents the linear response of the system to an external small field perturbation,
ax. We note that this form of the Kubo formula ensures, that the limit ω → 0,  → 0+ captures
the full paramagnetic response. More specifically, assuming limq→0GRJxJx(ω, q) − GRJxJx(0, q) ≈
5K − iωσQ +O(ω2), eq. (1) leads, for → 0+, to
σDC =σQ − Re1
i
K
ω + i
= σQ − Re
[
P
(
1
ω
)
(−i)K − piKδ(ω)
]
= σQ + piKδ(ω). (2)
We compute the Green’s function by the standard holographic techniques that involve the
solution of the EOM’s corresponding to the perturbations to the metric gtx and to ax. By using
the bulk EOM’s it is possible to express the equation for the fluctuation ax as a function of the
bulk fields only. Using the solution of ax together with the bulk fields close to the boundary it is
possible to write down the renormalized boundary action, which according to the usual holographic
dictionary is related to the current. The current-current Green’s function is finally obtained by
functional differentiation of the action.
We now revisit [18, 19, 22] the calculation of the Drude weight in the case of an Einstein-
Maxwell-dilaton model with a Lagrangian,
L = R− Z(φ)
4
FµνF
µν − 1
2
∂µφ∂
µφ+ V (φ) , (3)
which includes a non-minimal electromagnetic coupling Z that may depend on the dilaton. The
potential V satisfies V (φ = 0) = −2Λ, where Λ is the cosmological constant. For a detailed
treatment of this model we refer to [33]. The conditions for the universal results of [18, 19, 22] are
that the gauge field has no mass-terms and the boundary is still AdS.
We assume that solutions of the EOM’s only depend on the radial coordinate, u = r0/r (r0 is
the outer horizon), and At(u) = A(u). The equation of motion of the fluctuation δAx = axe
−iωt is
given by,
1√−gttguu
(√−gtt
guu
g
d−3
2
xx Za
′
x
)′
+
Zω2g
d−3
2
xx
−gtt ax =
Z2g d−32xx A′2
−gttguu
 ax . (4)
We stress that this equation is only valid assuming that there is no vector potential mass terms in
eq. (3). The ω2 term is needed to have consistent boundary conditions, though it does not enter in
the calculation of the DC-conductivity. The Maxwell coupling is assumed to satisfy Z → 1(Z+) at
u = 0 (u = 1), where Z+ is determined by the value of the dilaton at the horizon. The component
gtt (guu) is assumed to have a single zero (pole) at the horizon and to be consistent with an
asymptotically AdS geometry. In other words, we assume (summing over n) gtt = g0(1−u)+gnun,
guu = g˜0(1 − u)−1 + g˜nun, n ≥ −2. The constants g0 and g˜0 are temperature dependent. We
assume an AdS boundary gxx ∝ u−2 where the constant of proportionality may be written in
terms of the entropy density; A(u) must vanish at the horizon and close to the boundary A(u) '
µ−ρ/rd−20 ud−2 + . . . with ρ the charge density and µ the chemical potential of the dual field theory.
6The boundary condition at the horizon is
ax = e
− iω
4piT
log(1−u) [a1 +O(1− u)] , (5)
where the prefactor of the logarithm follows from the constants g0 and g˜0 in the ansatz of the
metric. The sign in the exponential, together with the time dependence
(
e−iωt
)
determines the
ingoing character at the horizon. For small frequency, the general solution consistent with this
boundary condition is
ax = C1a
(0)
x (u) + C2iωa
(1)
x (u) , (6)
where, at u = 1, a
(0)
x is a regular everywhere and a
(1)
x has a singularity at the horizon. Moreover,
C2 = C1Z
+a0x(u = 1)
2
(
s
4pi
) d−3
d−1 and C1 is undetermined. It is fixed by imposing the second
boundary condition at the asymptotic AdS boundary,
ax(u→ 0) = a(0)x (u→ 0) = a0 = 1 . (7)
In order to use eq. (1) we need the current-current retarded Green’s function, which, as we
mentioned earlier, is obtained from the boundary action of the Lagrangian eq. (3). It is easy to
see that the only term which contributes to the required Green’s function is obtained by double
differentiation of
lim
u→0
√−ggxxguuZa′xax , (8)
with respect to the boundary value of ax. We have omitted the integral over space dimensions
in the boundary. Moreover, as discussed before, eq. (2), the Drude weight is given by the O(ω0)
contribution of the Green’s function. Therefore, in the previous equation we only need to use the
solution, a
(0)
x , namely:
K = lim
u→0
√−ggxxguuZa(0)x
′
. (9)
As we mentioned before, a
(0)
x is regular in the whole domain. Therefore, we take a
(0)
x =
∑
n anu
n,
n ≥ 0 with a0 = 1 (normalization of the electric field). We now expand eq. (4) with ω → 0 close
to the boundary using the asymptotic form of At together with the ansatz for a
(0)
x and gµν . This
imposes constraints on the coefficients of an, which leads to
a(0)x = 1−
ρ2
d
d−1
ud−2 + . . . , (10)
7where we used that the energy density enters through the expansion of gtt = g0(1 − u) + gnun,
gd−2 = −(d− 1). From eqs. (10) and (9), it follows that the Drude weight agrees with the result
derived in [18, 19, 22],
KU =
ρ2
+ P
, (11)
where + P = dd−1.
In the next sections we explore in more detail the limitations and extensions of the universal
result KU in several gravity backgrounds, including one with a vector potential mass term.
For the moment we just comment the effect of a mass term WAµA
µ in the Lagrangian (3).
As we comment in sec. V, in order to avoid divergences, W and its first derivative close to the
boundary must tend to zero. Therefore, W ∝ un + . . . , for u → 0, where the power and constant
of proportionality depend on the boundary conditions of the dilaton. This mass term modifies eq.
(4) as well as the constraints on the coefficients of the ansatz of a
(0)
x , an. The new constraints yield
an extra term O(ud−2) in eq. (10). Therefore, in the presence of a massive vector potential, the
Drude weight is in general different from the universal expression (11).
Finally, we turn briefly to the temperature dependence of the universal Drude weight eq. (11).
In the canonical ensemble at least, it is expected KU not to scale with temperature in the low
temperature limit, since ρ is fixed and the denominator is temperature independent, [36], which is
consistent with our numerical results (not shown).
In very specific cases, such as a dimensionless charge density or chemical potential 1, the tem-
perature scaling in the low temperature limit may be obtained from simple dimensional analysis.
The dimensionality of the relevant thermodynamic quantities are, [ρ] = d˜ − θ + Φ, [µ] = z − Φ,
[s] = d˜− θ, [T ] = z, where d˜ = d− 1 is the spatial dimension of the boundary, z is the dynamical
critical exponent, θ 6= 0 is a signature of hyperscaling violations, and Φ is another critical exponent
that controls the scaling of the gauge field around the horizon. For dimensionless chemical poten-
tial, Φ = z and K ∼ T d˜−θ+zz while for dimensionless charge density, Φ = θ − d˜ and K ∼ T− d˜−θ+zz .
We stress this is the prediction of dimensional analysis, which will be correct provided the di-
mensions of the chemical potential and charge density are not given by any other scale but the
temperature. In other cases an explicit numerical calculation is required.
1 Both are forbidden to be dimensionless simultaneously by the Gubser criterion, [23].
8III. UNIVERSALITY OF THE DRUDE WEIGHT IN THEORIES WITH MULTIPLE
MASSLESS GAUGE FIELDS
In this section we investigate the Drude weight in theories with several massless gauge fields.
The finite part of the DC conductivity in the models we discuss, but not the Drude weight, was
investigated in detail in [18, 34, 37]. We aim to clarify to what extent the universal results of the
previous section can be extended to actions with multiple gauge fields. For that purpose we start
with an action in d+ 1 bulk dimensions that is the natural generalization of eq. (3),
L = R− 1
4
∑
i
ZiF
i
µνF
µν i + . . . , (12)
where . . . stand for scalar-fields or Chern-Simons terms. At this stage it is not necessary to specify
them since the calculation of the Drude weight involves solving the equation of the fluctuations of
Ax, for which it is not necessary to consider the fluctuations of the scalar fields. We only assume
that these scalars do not condensate in the boundary. The extra index (i) in the Maxwell tensor
F iµν , with strength coupling Zi that may depend of the scalar field, labels the i-th U(1) gauge
field Aµi of the theory. The equations of motion for the perturbations δAxi = Axi(u)e
−iωt+iqz that
control the conductivity, are simply, see [18, 34] for details,
d
du
(
Ni
d
du
Axi(u)
)
+
m∑
j=1
MijAxj(u) +O(ω2) = 0 , (13)
where the perturbation in the metric δgxt, decouples from the equations of Axi. We have omitted
the term −ω2 Ni guugttAxi(u) since it is not needed to study the Drude weight. The factors Ni
and Mij are (with no summation convention in i, j)
Ni =
√−gZiigxxguu, Mij = F iut
√−gZiigxxguugttZjjF jut . (14)
As was shown in [18, 34], the regularized action at u = uc close to the boundary, necessary for
the calculation of the conductivity is simply,
Suc =
1
16piGd+1
∫
ddq
(2pi)d
(
m∑
i=1
Ni(uc)
d
du
Axi(u, ω, q)
∣∣∣∣
uc
Axi(uc,−ω,−q)
)
. (15)
The general expression for the Drude weight Kij is then obtained by functional differentiation
of the boundary action,
Kij = − lim
uc→0
lim
ω,q→0
Re
(
GRJiJj (ω, q)−GRJiJj (ω = 0, q)
)
,
GRJiJj (ω, q) =
2
16piGd+1
[
m∑
k=1
Nk(uc)
δ2
δA
(0)
xi δA
(0)
xj
Axk
′(uc, ω, q)Axk(uc,−ω,−q)
]
,
(16)
9where A
(0)
xi is the value of Axi at the boundary (uc = 0). Even before any explicit calculation of
the conductivity is done, the above expressions suggest already several interesting features of the
Drude weight in the multicharge case. It is clear that it is a tensor, namely, a small electric field
related to the i gauge field induces, in general, a current not only of the i but also of the j charge.
This is a consequence of the non-linearity of the bulk equations.
Moreover, as in the case of a single gauge field, the Drude weight is still exclusively controlled
by the regular (no singularity around the horizon) solution. Since for a single charge the regular
solution is Ax = a0 + cu
d−2, for simple cases where At is known explicitly, and eq. (13) is linear
we expect that the solution of eq. (13) is given by
Axi = a
i
0 + u
d−2f(aj0, ρj , T . . .) , (17)
where f depends, likely linearly, on ai0 and the rest of values of gauge fields at the boundary and
other parameters such as temperature or the charge densities. On physical grounds Kij must be
symmetric and in the limit of one charge must reproduce the universal result of previous section.
Moreover, the linearity of the equations suggests that off-diagonal terms should not depend on
powers of the charge density larger than two. The simplest expression for the Drude weight that
meets these requirements is,
Kij ∝ ρiρj
+ P
(18)
We now study in detail an example where the Drude weight is of the form given in eq. (18).
This is a strong indication that this is the universal form of the Drude weight, eq. (11), for the
case of multicharges associated with massless gauge fields assuming AdS geometry in the boundary
and no scalar-condensation.
Instead of embarking in numerical simulations with several gauge fields we will focus on a class
of systems, R-charged backgrounds, where explicit analytical are available even for multicharges.
Moreover, the field theory duals of these models are well known as these backgrounds come directly
from compactifications of string theory. More specifically, we study the five dimensional R-charged
black hole, also referred to as STU black holes [38, 39], whose field theory dual is a N = 2 super
Yang-Mills theory coming from the compactification of ten dimensional IIB supergravity on S5,
see [40] for other cases involving the reduction of D = 11 supergravity on S7 and S4. The action
is given by
S =
1
16piG
∫
d5x
√−g
(
R+
2
l2
V + 1
2
GijF
i
µνF
j
µν −Gij∂µXi∂µXj +
1
24
√−g 
µνρσλijkF
i
µνF
ρσjAkλ
)
,
(19)
10
where l represents the scale associated with the cosmological constant. In addition to the metric,
we have three scalar fields Xi, i = 1, 2, 3 while the scalar potential V and the metric Gij are given
in terms of the scalar fields,
V = 2
3∑
1
1
Xi
, Gij =
1
2
diag
[
(X1)−2, (X1)−2, (X1)−2
]
. (20)
F iµν , i = 1, 2, 3, are the field-strengths of A
i, the Abelian gauge fields.
As shown in [38], this effective action (19) admits asymptotically AdS black hole solutions with
three U(1) charges. These solutions can be written down using the outer horizon r+, the variable
u = r2+/r
2 and T0 =
r+
piL2
as
ds2 = −H−2/3(piLT0)2 f(u)
u
dt2 +H1/3 L
2
4f(u)u2
du2 +H1/3 (piLT0)
2
u
(dx2 + dy2 + dz2), (21)
where
Hi = (1 + kiu), i = 1, 2, 3, H = H1H2H3 f(u) = H−Πu2, Π =
3∏
i=1
(1 + ki) . (22)
The perturbed equations are given by,
A′′xj +
(
f ′
f
− H
′
H + 2
H ′j
Hj
)
A′xj +
ω˜2H
uf2
Axj − u
Π
√
kj
fH2j
3∑
i=1
√
kiAxi = 0 , j = 1, 2, 3 , (23)
with ω˜ = ω2piT0 . Following [18, 37] we propose the following ansatz which satisfies the ingoing
boundary condition,
Axi =
f−iω˜(T0/2T )
1 + kiu
ai(u) , i = 1, 2, 3 . (24)
Since we aim to compute the Drude weight it is only necessary to expand ai up to leading order
in ω˜,
ai(u) =
[
a0i (u) + iω˜a
1
i (u) +O(ω˜2)
]
, (25)
where, as before, the Drude weight tensor is extracted from a0i only while for the real part of the
conductivity a1i is also needed. The equations of a
0
i are simply,
a0j
′′
+ a0j
′
(
f ′
f
− H
′
H
)
+ a0j
H ′j
Hj
(H′
H −
f ′
f
)
− uΠ
√
kj
fHj
3∑
i=1
√
kia
0
i
Hi
= 0 , j = 1, 2, 3 . (26)
A regular solution is easily found by substituting a0i (u) = bi + b˜iu and solving the constraints
resulting from the equations of motion eq. (26). In this way b˜i is expressed as a function of the
boundary values bi by
b˜j =
bj
2
kj −
∑
i 6=j
bi
2
√
kjki =⇒ a0j (u) = bj
(
1 +
kj
2
u
)
−
∑
i 6=j
bi
√
kjki
2
u . (27)
11
We now have extracted all the information of the gauge fields required to compute the Drude
weigh. The part of the boundary action that contributes to the Drude weight, eq. (15), is
Sboundary = lim
u→0
−r2+
16piGL
∫
dtd~x
[
a01
′
a01 + a
0
2
′
a02 + . . .
]
=
=
r2+
16piGL
∫
dtd~x
3∑
j=1
−
bj kj
2
−
∑
i 6=j
bi,
√
kjki
2
 bj + . . . , (28)
which leads to
K =
1
16piGL
(−1)i+j√kikjr2+ . (29)
In order to check the universality of this result it is illuminating to express the charges in terms of
thermodynamic quantities, [21]. The relevant thermodynamic quantities are given by,
 =
3pi2T 40N
2Π
8
, P =

3
, ρi =
pi2T 30N
22
√
ki
√
Π
8
, (30)
where 2GN2 = piL3 and Π is given in eq. (22). With these definitions the Drude weight can be
expressed in terms of thermodynamic quantities,
Kij = (−1)i+j ρiρj
+ P
. (31)
Note that the off-diagonal terms are negative. The same occurs for the finite part of the DC
conductivity [37]. We do not yet have a clear physical interpretation of this feature. Obviously
these prefactors cannot be universal as can be modified by a linear recombination of the currents.
Only the eigenvalues of Kij are basis invariant. Because of this and the linearity of the equations
leading to Kij , we expect that, up to basis dependent prefactors, the above form of the Drude
weight is likely universal for theories with several massless gauge field.
IV. MAZUR-SUZUKI BOUNDS AND HOLOGRAPHIC CORRELATION FUNCTIONS
In this section we introduce the so called Mazur-Suzuki (MS) bounds [1, 8, 9], inequalities among
correlation functions that describe transport in interacting many-body problems. We then discuss
how these correlation functions are expressed in terms of holographic retarded Green’s functions
and relate them to the Drude weight studied in previous sections. We shall see, by working out
some examples in Einstein-Maxwell and R-charged backgrounds, that the correlation functions are
not given entirely by the zero-momentum retarded Green’s functions obtained with the standard
recipe in holography.
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The main result of the section is that, in the models we study, the MS bound is saturated only
if the Drude weight is given by the universal result (11).
As we mention previously a finite Drude weight is a signature of ballistic non-dissipative trans-
port. Indeed Kohn [7] proposed to characterize non-disordered metals and insulators attending
to whether the Drude weight was finite or not respectively. This non-dissipative transport must
be caused by the non-decay of certain correlation functions, in this case the electrical current-
current correlation. It is well known that the existence of conservation laws can protect the decay
of certain correlation functions. This was precisely the starting point of Mazur analysis that
we briefly review next. Let us consider all the conserved quantities Q′i of the system, namely,
[H,Q′i] = 0, [Q
′
i, Q
′
j ] = 0. By some rearrangements, it is possible to chose them orthogonal each
other 〈QiQj〉 = Q2i δij . An operator, the electric current in our case, can be expressed in terms of
these conserved quantities:
K =
β
V
lim
t→∞〈J(t)J(0)〉 = limN→∞
β
V
N∑
i
〈JQi〉2
〈QiQi〉 , (32)
where β is the inverse of the temperature and V the volume. The correlation functions on the
right-hand side are for large times. Since each term in the right hand side is positive,
K ≥ KMS ≡ β
V
k∑
i
〈JQi〉2
〈QiQi〉 , k <∞ . (33)
KMS is the Mazur bound for the Drude weight, K, first obtained in Refs. [1, 6]. Its generalization
to other operators is straightforward.
We stress that the inequality is usually more useful than the equality since, by picking up a
single conserved quantity, it allows to find out, at least in some cases, whether the Drude weight is
finite or not. For instance in strongly interacting one-dimensional systems an explicit calculation
of the Drude weight is typically very demanding while the calculation of the right hand side,
for instance for the energy current which sometimes is a conserved quantity, is much easier as it
involves only static correlation functions. In the following sections we compute the MS bound in
the following gravity duals: the Einstein-Maxwell theory with a without a scalar that induces U(1)
symmetry breaking and a R-charged background where explicit solutions for the background metric
are available. For that purpose we will have first to express the bound in terms of susceptibilities,
namely, retarded Green’s functions which is the natural language in holography. This is indeed
the way that Suzuki [9] proceeded to extend the classical Mazur bounds to quantum mechanical
systems.
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A. Mazur-Suzuki bounds in Einstein-Maxwell theory
We start our analysis with the Einstein-Maxwell theory,
S =− 1
2κ2
∫
M
dd+1x
√−g
(
R+
d(d− 1)
L2
+
1
4e2
FµνF
µν
)
+
− 1
2κ2
∫
∂M
ddx
√
−γ˜
(
−2K + 2d− 1
L
)
,
(34)
where γ˜ is the boundary metric induced by g and K is the trace of the extrinsic curvature. The last
integral includes the counterterms needed to have a well defined energy tensor in the boundary.
These counterterms include powers of the induced Ricci scalar on the boundary, but since M is
asymptotically flat they do not contribute. The solution of the EOM’s is the AdS planar Reissner-
Nordstro¨m (RN) background in d+ 1 dimensions,
ds2 =
1
L2z2
(
−f(z)dt2 + L
4
f(z)
dz2 + dx2i
)
,
f(z) = 1− (1 +Q2)
(
z
z0
)d
+Q2
(
z
z0
)2d−2
,
(35)
where i = 1, . . . , d − 1, z = 1/r. The only non-zero component of the gauge field is At = φ =
µ
[
1− (z/z0)d−2
]
, Q2 = µ2z20γ
−2, γ−2 = d−2d−1
L4
2 , z0 is the inverse of the outer horizon and we set
2κ2
e2
= 1 . (36)
In order to calculate the electrical conductivity in the linear response approximation we add a
time-dependent weak perturbation in the gauge field and the metric, Ax(z)e
−iωt, gtx(z)e−iωt. The
equations of motion of Ax and gxt are:
∂z(fz
3−dAx) +Ax
(
ω2z3−d
f
− φ′2z5−d
)
, g′xt +
2
z
gxt +Axφ
′ = 0 . (37)
Close to the boundary they satisfy,
Ax ∼ A(0)x +A(1)x
z
z0
d−2
, gxt ∼ g
(0)
xt
z2
+ g
(1)
xt z
d−2, g(1)xt = µ
d− 2
d
A
(0)
x
zd−20
, (38)
where the prime denotes differentiation with respect to z and g
(0)
xt and A
(0)
x source the operators
dual to Ax and gxt.
1. Calculation of the MS bounds
Assuming that the conserved quantity is momentum, the MS bound depends on boundary
momentum-momentum and current-momentum correlators. The evaluation of the on-shell action
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eq. (34) on the boundary results in the following terms relevant for the calculation of the corre-
sponding Green’s functions,
S =
Vd−1
2κ22pi
[
(d− 1)(1 +Q2)
2zd0
g
(0)
xt (−ω)g(0)xt (ω)+
+
µ(d− 2)
2zd−20
(A(0)x (ω)g
(0)
xt (−ω) +A(0)x (−ω)g(0)xt (ω))
]
+ . . .
(39)
where Vd−1 is the boundary spatial volume. Therefore the retarded Green’s functions at zero
spatial momentum are,
GJxΠx(ω) =
e(d− 2)µ
2κ2zd−20
Vd−1
2pi
,
GΠxΠx(ω) =
(d− 1)(1 +Q2)
2κ2zd0
Vd−1
2pi
.
(40)
This agrees with the results for d = 3, 4, available in [30] for holographic superconductors in the
normal state, and in [41] for a Reissner-Nordstro¨m background after setting all the perturbations
in the metric to zero, except hzt, which corresponds in our notation to gxt. We note however that
the result in eq. (40) is not enough, in general, to obtain the correlation functions that enter in
the MS bounds. We now discuss the exact relation of the Green’s functions and the correlation
functions needed in the MS bound.
For simplicity, let us consider a single conserved quantity Q1 = Q and the conserved current J
in eqs. (32) and (33). As we mentioned in the beginning of the section the correlation functions in
these equations are for large times,
〈JQ〉 ≡ lim
t→∞〈J(t)Q(0)〉 , 〈QQ〉 ≡ limt→∞〈Q(t)Q(0)〉 . (41)
In order to relate these correlation functions to Green’s functions we introduce some standard
notation in linear response theory, [42, 43]. Consider the variation of an observable, δ〈Ai(r, t)〉 due
to external perturbations δ〈aexti (r, t)〉. The Kubo correlation function, defined as,
Cij(r, r
′, t− t′) = 1
β
∫ β
0
dλ〈eλHδAi(r, t)e−λHδAj(r′, t′)〉 , (42)
where H is the unperturbed Hamiltonian. The Laplace transform of the Kubo correlation function
satisfies [42, 43],
Cij(r, r
′; z) =
−1
βz
[
χij(r, r
′, z)− χij(r, r′, i0)
]
, (43)
where z is the transformed variable of t and χij is known in the literature as the admittance, matrix
response function as well as the Green’s function.
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It is therefore natural to express the large time correlation functions in eq. (41) in terms of the
low frequency limit of the retarded Green’s functions as,
〈JQ〉 = 1
β
lim
ω→0,q→0
[GJQ(ω, q)−GJQ(0, q)] ,
〈QQ〉 = 1
β
lim
ω→0,q→0
[GQQ(ω, q)−GQQ(0, q)] .
(44)
With these definitions we have now all the information to compute the MS bound associated to
the electrical conductivity in the Einstein-Maxwell theory.
The MS bound relates the Drude weight K with correlation functions between the current and
conserved charges, see eq. (33). For the case of the electrical conductivity, σ, we use the following
notation in eq. (33), V = Vd−1 is the spatial volume on the boundary, β = 1/kBT , J = Jx is the
current associated to σ, Qj are the conserved charges which overlap with Jx and k stands for a
certain number of conserved charges. If all possible conserved charges are considered the bound is
saturated. In our system momentum is conserved so it is natural to set k = 1 and Q1 = Πx, which
in a relativistic field theory corresponds to the spatial components of the diagonal of the energy
momentum tensor. With this identification the numerator of (33) is given in terms of 〈JxΠx〉, which
according to eq. (44) is obtained from GJxΠx(ω, q). However, due to the dependence of GJxΠx(ω, q)
on the frequency, [41], GJxΠ(0, q) = 0 and thus we may use the zero-momentum Green’s function
GΠxJx given in eq. (40)
〈JxΠx〉 = 1
β
lim
ω→0
GJxΠx =
1
β
e(d− 2)µ
2κ2zd−20
Vd−1
2pi
. (45)
However, this is not the case for the denominator, 〈ΠxΠx〉, for which GΠxΠx(ω = 0, q) 6= 0, as
seen in [41] for d = 4. For arbitrary d ≥ 3 we cannot use the zero-momentum GΠxΠx given in eq.
(40). Nonetheless, 〈ΠxΠx〉 is the momentum static susceptibility, which may be written in terms
of hydrodynamical quantities, χ0 = 〈 + P 〉,  and P being the energy density and pressure [44].
An identical result is obtained by using Ward identities [45]. Therefore the momentum-momentum
correlation function needed in the MS bound is in this case,
〈ΠxΠx〉 = χ0 = 〈+ P 〉 . (46)
Finally, eqs. (33), (45) and (46) yield
K(T ) ≥ KMS = β
Vd−1
〈JxΠx〉2
〈ΠxΠx〉 =
(d− 2)2µ2
d(1 +Q2)
z4−d0
2κ2
. (47)
The horizon z0 depends on temperature through the standard relation for a RN black hole. We used
that for the Einstein-Maxwell theory given by eqs. (34) and (35), ρ =
(d−2)µz−d+20
e2
,  = (d − 1)P ,
[46] and  = z−d0 (d− 1)(1 +Q2), Q = µz0/γ, defined above.
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This result is to be compared the explicit calculation of the Drude weight K(T ) that yields the
universal result [25] [34][22],
K = KU =
ρ2
+ P
, (48)
where ρ,  and P are the charge and energy densities and the pressure, respectively. Substituting
ρ, P and  in eq. (48), and setting e = 1, it is clear that in this background the MS bound is
saturated K = KMS.
We note that in the condensed matter literature it is conjectured [1, 13, 14] that a finite Drude
weight is a signature of integrability. In principle, this result is applicable to the field theory
dual of the gravity action we investigate. In classical gravity In [31] integrability of various grav-
ity backgrounds has been recently studied. More specficially it was proposed a relation between
integrability and saturation of the null energy conditions. That precludes integrability in most
non-relativistic backgrounds. Integrability in four dimensional Einstein-Maxwell theory with a
cosmological constant has been recently studied [32]. Clearly, further research is needed to un-
derstand to what extent a finite Drude weight might be a signature of integrability of a classical
gravity theory and its dual field theory. For the moment we only comment that in the large N
limit there are drastic simplifications, even in QCD, in the dynamics of quantum field theories.
Therefore, we cannot rule out that integrability plays a role in the occurrence of a finite Drude
weight.
B. Mazur-Suzuki bounds in an R-charged black hole
We now study another example where explicit analytical results for the background metric are
known. We work with the 2- and 1-R-charged black holes in five dimensional N = 2 U(1)3 gauged
supergravity, [28], which are particular cases of the more general model studied in Ref. [47]. They
are obtained by setting two of the three U(1) charges to be equal, Q1 = Q2 = Q 6= Q3. The
2-R-charged black hole corresponds to Q3 = 0, while setting Q1 = Q2 = Q = 0 is referred to as
the 1-R-charged black hole, [28].
In the 1-R-charged black hole, the conductivity,
σ =
r2H
L3
2A
(1)
x
iωA
(0)
x
− iω
2
, (49)
has been calculated perturbatively in [28]:
σ ∼ i Q
2
2κ2ωL
+
L(Q2 + 2r2H)
2
8rHκ2
√
Q2 + r2H
+O(ω) . (50)
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The temperature and chemical potential, expressed in terms of the charge, Q, and horizon, rH , of
the black hole are:
T =
Q2 + 2r2H
2piL2
√
Q2 + r2H
, Ω =
rHQ
L2
√
Q2 + r2H
. (51)
We note that eq. (50) matches the universal result, eq. (11). The Green’s functions needed to
calculate the MS bound have been given in [21], which in the notation of [28]2,
GΠx,Πx(ω, q) = −
2q2r2H(Q
2 + r2H)
κ2L3(L2q2 − 4ωi
√
Q2 + r2H)
V3,
GΠxJx(ω, q) =
4rH
√
Q2 + r2H
√
Q2(Q2 + r2H)ω
L3κ2(iL2q2 + 4
√
Q2 + r2Hω)
V3,
(52)
where q is the spatial momentum of the perturbations Ax(r)e
iωt+iqx and V3 is the spatial volume
in the boundary. With these considerations,
〈ΠxJx〉 = 1
β
lim
ω→0,q→0
[GΠxJx(ω, q)−GΠxJx(0, q)] ,
〈ΠxΠx〉 = 1
β
lim
ω→0,q→0
[GΠxΠx(ω, q)−GΠxΠx(0, q)] .
(53)
Finally, the MS bound is obtained from eqs. (33) with a single conserved quantity Q1 = Πx and
eq. (53),
K ≥ Q
2
2κ2L
. (54)
Comparing the MS bound with the exact result, given by the ω−1 term in eq. (50), we see the
bound is again saturated and the Drude weight is still the universal one, eq. (11).
Similarly, the zero frequency conductivity for the 2-R-charged black hole has been calculated
exactly, [28], and is also given by the universal result.
Based on these examples, it seems that if a theory with gravity dual is well described by
hydrodynamics, like those dual to asymptotically AdS EMd theories, the Drude weight is given by
the universal result (48) and the MS bound is saturated.
C. Mazur-Suzuki bounds in U(1) spontaneously broken symmetry backgrounds
We found previously that the MS bound is saturated in asymptotically AdS EMd backgrounds
where the Drude weight K = KU =
ρ2
+P . Here we compute the MS bound in Einstein-Maxwell-
2 There is a difference definition for the vector potential in [21], which should be multiplied by
√
2 in the notation
of [28]
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scalar theory, [30], which displays a spontaneous U(1) symmetry breaking due to scalar conden-
sation. In this background, it has been shown, [30, 44], that the Drude weight receives an extra
contribution related to the superfluid density.
In order to compute the Green functions that enter the MS bound it is necessary to obtain the
properly renormalized boundary action. We just state the main result and refer to [30] for details,
S =
Vd−1
2κ22pi
[
(d− 1)(1 +Q2)
2zd0
g
(0)
xt (−ω)g(0)xt (ω)+
+
µ(d− 2)
2zd−20
(A(0)x (ω)g
(0)
xt (−ω) +A(0)x (−ω)g(0)xt (ω))ψ(0)ψ(1)
]
+ . . .
(55)
where ψ(0), ψ(1) are the coefficients of the scalar expansion close to the boundary ψ ∼ ψ(0)z +
ψ(1)z2. We note that the only difference with respect to the non-condensed case is the last term.
Interestingly, for a U(1) symmetry-breaking to be spontaneous, either ψ(0), or ψ(1) must vanish
(depending on the quantization). This implies that the last term in the boundary action in eq.
(55) does not contribute to the Green’s functions GΠx,Πx and GJx,Πx . As a consequence the MS
bound coincides with the one with no U(1) symmetry breaking and
KMS =
β
Vd−1
〈JxΠx〉2
〈ΠxΠx〉 =
ρ2
+ P
. (56)
However, the bound is not saturated because of the additional superfluid contribution so K >
KMS = KU.
It would be interesting to compute the MS bound in theories with double trace deformations
where it possible to have spontaneous symmetry breaking with both ψ(0) and ψ(1) non-zero. In
sec. VI we will investigate in more detail the extra contribution to the Drude weight on a more
general background, an Einstein-Maxwell-dilaton background with a gauge mass term.
In the following sections we study the Drude weight and the MS bound in non-relativistic
backgrounds: the Einstein-Proca and an asymptotically Lifshitz EMd model with two gauge fields.
As before, the calculation requires a properly renormalized boundary action and a careful evaluation
of the correlation functions. We shall see that GJx,Πx vanishes in all cases so KMS = 0 and the
bound is trivial K > 0. Moreover, the Drude weight is not given by the universal result. This
suggests that the bound is only saturated if the Drude weight is given by the universal expression.
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V. DEVIATIONS FROM UNIVERSALITY I: NON-RELATIVISTIC BOUNDARY
FIELD THEORY
One of the conditions for the universal result of the zero-frequency conductivity is that the
metric approaches AdSd in the boundary. This a necessary condition for the dual field theory to be
relativistically invariant. However, in recent years the potential for condensed matter applications,
that are typically described by non relativistic theories, have stimulated the interest in asymptotic
non-AdS gravity backgrounds. There are different actions that lead to these types of background
[48–50]. Here, we compute the Drude weight for the case of an EMd action with two gauge fields,
[51], and for an Einstein-Proca action, which involves a massive gauge field [49]. A way to break
relativistic invariance in the boundary is by imposing that after a change of scale λ, the time
and space coordinates scale differently, t → λzt, xi → λxi, where z ≥ 1 is the dynamical critical
exponent. The simplest metric with this symmetry is,
ds2 = − r
2z
L2z
dt2 +
L2
r2
dr2 +
r2
L2
d∑
i=1
dx2i . (57)
A. Asymptotically Lifshitz EMd model
We start with the case of an Einstein-Maxwell-dilaton action with two (massless) vector fields:
S =
1
16piG4
∫
d4x
√−g
(
R− 2Λ− 1
2
∂µφ∂
νφ− e
λ1φ
4
F 2 − e
λ2φ
4
G2
)
, (58)
F = dA, G = dB and Λ = − (z+2)(z+1)
2L2
. The solution is, [51]
ds2 = − r
2z
h
L2z
f(r)dt2 +
L2
r2f(r)
dr2 +
r2
L2
(dx2 + dy2) , (59)
with z ≥ 1 and
φ = log φ0r
√
4(z−1), f = 1−
(
1 +
ρ22
φ
√
z−1
0 4z
)(rh
r
)z+1
+
ρ22L
2z
φ
√
z−1
0 4z
1
rz+1
,
At =
√
2(z − 1)(z + 2)
Lz(z + 1)
(
r2+z − r2+zh
)
, Bt =
ρ2φ
−√z−1
0
z
(
r−zh − r−z
)
.
(60)
The gauge field with divergent time component supports the asymptotically Lifshitz geometry and
does not contribute to the thermodynamic properties of the boundary theory, [51]. The charge
density of the second gauge field, Bµ, is
q2 =
Lz−1
16piG4
ρ2 , (61)
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while its boundary value may be read from eq. (60). The entropy density and temperature are as
follow
s =
r2h
4G4
, T =
rzh
4piLz+1
[
z + 2− ρ
2
2L
2z
φ
√
z−1
0 4r
2z+2
h
]
. (62)
The boundary theory of eq. (58) is renormalized by adding the following counterterms, [52]
Sct =
1
16piG4
∫
d3x
√−γ
(
2K − 4
L
+ cA
√
−eλ1φγijAiAj
)
, cA = −
√
2(z − 1)(2 + z) , (63)
where γij is the induced metric in the boundary, γ its determinant and K = γ
µν∇µnν , nµ is
normal to the boundary and points outward. See [52] for a more general model with a hyperscaling
violation exponent. It is easy to check the renormalized boundary action given by eqs. (58) and
(63) give the correct result for the Gibbs thermodynamical potential. The following term
Scanonical =
1
16piG4
∫
d3x
√−γeλ2φnµGµνBν , (64)
should be added to obtain the Helmholtz free energy from the action.
In order to study the zero frequency conductivity we add the perturbations
δgxt = g˜xte
−iωt, δBx = B˜xe−iωt, (65)
which satisfy,
B˜′′x+B˜
′
x
(
f ′
f
+
z + 1 + rλ2φ
′
r
)
−B˜x
(
eλ2φL2zB′2t
fr2z
+ ω2
L2z+2
f2r2z+2
)
= 0, g˜xt− 2
r
g˜xt+e
λ2φB˜xB
′
t = 0 .
(66)
We impose ingoing boundary conditions at the horizon,
B˜x ' f(r)−i ω4piT
(
b(0)x (r) + ωb
(1)
x (r) + . . .
)
, (67)
and solve for g˜xt and B˜x perturbatively in frequency. To obtain the Drude weight we only need
to find b
(0)
x (r). We have not been able to get an analytical solution for b
(0)
x . However, it is easy to
solve eq. (66) numerically. As is observed in Fig. 1, the Drude weight is finite but it is not given
by the universal result
q22
+P . Moreover, by computing the boundary action explicitly, it follows the
electric current dual to B˜x does not couple to the momentum. Therefore the MS bound is of not
relevance and it always vanishes K > KMS = 0.
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Figure 1. Drude weight in the asymptotically Lifshitz model, eq. (58) with z = 2. We have fixed the charge
density q2 = 1, φ0 = 1 in units of L = 1. The dashed line is the universal result, KU =
q22
+P , eq. (11) with
the charge density q2 given in eq. (61). The inset figure shows that the Drude weight is always different from
the universal prediction KU. Interestingly the difference is non-monotonic. For low temperatures K > KU
while in the high temperature limit K > KU since KU ∼ T−2 and K ∼ T−3. Moreover the MS bound
vanishes KMS = 0 so there is no saturation K > KMS = 0.
B. Asymptotically Lifshitz Einstein-Proca model
It has recently been shown, [49], that the metric given in eq. (57) is also the solution of an
Einstein-Proca action, which includes a massive gauge field and gravity with a negative cosmological
constant. The renormalization of this theory has been extensively studied, [53–56]. In [57, 58], an
additional bulk scalar has also been included in the action. Finally, a comprehensive formalism to
study the dual theory to
S =
1
2κ2
∫
dd+1x
√−g (R− α(∂φ)2 − Z(φ)F 2 −W (φ′)A2 − V (φ)) (68)
has been introduced in [59], including the corresponding counterterms. An asymptotically Lifshitz
background at finite temperature is obtained if there are two gauge fields F = dA, F1 = dB with
only one being massive. More explicitly the action in this case is
S =
1
16piGd+2
∫
dd+2x
√−g(R− 2Λ− 1
4
F 2 − 1
2
m2A2 − 1
4
F 21 ) , (69)
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where the dynamical critical exponent is fixed to z = 2d. It is also possible to solve analytically
the perturbations needed to compute the electrical conductivity at zero frequency. However, the
proper renormalization of the action eq. (69) has not been settled. Therefore, the Drude weight
or the MS bound of the dual theory cannot yet be computed rigorously.
For that reason we study the simpler model introduced in Refs. [60, 61] consisting on bulk
gravity coupled to a single massive vector field.
Since we are interested in finite temperature solutions we focus on the action studied in [61],
S =
1
16piGd+2
∫
dd+1x
√−g
(
R− 2Λ− 1
4
F 2 − 1
2
m2A2
)
, (70)
with d = 3, Λ = −d(d−1)
2L2
, m2 = d− 1 + (d− 2)η2, where η  1 is used as an expansion parameter
related to a small deformation of an AdS black brane,
ds2 = −c(r)b(r)2dt2 + dr
2
c(r)
+ r2(dx2 + dy2),
c = c0(r) + η
2µ2c1(r), c0 = r
2
(
1− r
3
0
r3
)
, b = 1 + η2µ2b1(r).
(71)
It is easy to see that the expansion in η of the metric given in eq. (57) with z = 1 + η2 may be
expressed in the form of eq. (71). The dynamical exponent is therefore z = 1 + η2 and η = 0
corresponds to the AdS-Schwarzchild black brane. The functions c1 and b1 have been given in [61].
Moreover, [61],
At = µηat, at = r0
1− u3
u
Γ
(
4
3
)
Γ
(
5
3
)
2F1
(
1
3
,
2
3
, 2, 1− u2
)
, u =
r0
r
(72)
where the constants in a(u) are chosen so that At(r) ∼ µηr close to the boundary.
As before, in order to study conductivity, we add perturbations on the metric and gauge field,
δgxt = η
2g1e
−iωt, δAx = ηaxe−iωt. (73)
We note perturbations in the metric which couples to the perturbation in the gauge field enters at
order η2. The equation of the perturbation δAx at all orders in η is
A′′x +A
′
x
(
− grr
2grr
+
gxx
2gxx
)
+Axgrr
(
−ω
2
gtt
−m2
)
+Ax
A′2t
gtt
= 0 , (74)
where by Ax we mean the full perturbation δAx. Expanding the previous equation in η we obtain
to leading order the following equation for δAx,
a′′x(r) + a
′
x(r)
c′0(r)
c0(r)
+ ax(r)
(
ω2
c0(r)2
− 2
c0(r)
)
= 0 . (75)
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Clearly, the last term in eq. (74) is of O(η3) and does not enter in eq. (75). To obtain the Drude
weight we need to solve this equation perturbatively in frequency,
ax '
(
1− r
3
0
r3
)−i ω
3r0
(
a(0)x (r) + ωa
(1)
x (r) + . . .
)
, (76)
and to impose on a
(0)
x regularity at the horizon. The multiplicative term in eq. (76) ensures ax is
purely ingoing at the horizon. The solution of a
(0)
x is
a(0)x = r
2
0C 2F1
(
−1
3
,
2
3
,
1
3
,
r3
r30
,
)
+ r2C˜ 2F1
(
1
3
,
4
3
,
5
3
,
r3
r30
,
)
. (77)
Imposing regularity at the horizon gives,
C˜ = −C Γ
(
1
3
)2
Γ
(
4
3
)
Γ
(−1
3
)
Γ
(
2
3
)
Γ
(
5
3
) . (78)
We normalize a
(0)
x by setting
C =
a0
r20
22/3
√
piΓ
(
2
3
)
Γ
(
1
6
) , (79)
so that close to the boundary a
(0)
x ∼ a0u − a03 u2 log u + a1u2. Moreover it has been shown in [60]
that the counterterms,
Sct =
1
16piG
∫
ddx
√
γ
(
2K − 2(d− 1)
L
+
1
2
AµA
µ
)
, (80)
renormalize the boundary action up to order η2. Using the solution, eqs. (77)-(79), we obtain a
finite Drude weight at order η2,
K =
α
16piG
η2
36r0
, (81)
with α = 37− log 729.
In order to compare this result with the prediction of the universal Drude weight, eq. (48), we
use the charge density, which may be obtained from the one-point function 〈Jt〉 ∝ µη [61]. This
leads to KU ∝ µ2η2. Therefore, the prediction of the universal Drude weight is different from the
direct calculation of the Drude weight which is independent of µ at O (η2), eq. (81).
Moreover, the MS bound vanishes KMS = 0 at this order in η since the terms coupling δgxt
and δAx occur at O(η3). In summary, non-AdS boundaries lead to a vanishing KMS and a Drude
weight different from the universal one.
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VI. DEVIATIONS FROM UNIVERSALITY II: U(1) SYMMETRY BREAKING
We study another model in which the Drude weight is not given by the universal prediction
and the MS bound is not saturated because of spontaneous symmetry breaking of the dilaton. We
consider the following EMd theory which has been explored in detail in [33, 62]:
SEMd =
1
2κ2
∫
dp+1x
√−g
[
R− 1
2
(∂φ)2 + V (φ)− Z(φ)
4
F 2
]
. (82)
The AdS radius is set to L = 1 and
Z(φ) = cosh(γφ) , V (φ) = −2Λ− 2m
2
δ2
sinh2(δφ) , (83)
where γ, δ > 0. The UV completion of V (φ) is chosen such that no logarithmic divergences
appear close to the UV, [23]. The UV completion of Z(φ) is fixed by requiring Z ′(φ = 0) = 0,
which ensures the existence of a second order phase transition at finite temperature driven by the
condensation of the dilaton. Moreover m2 controls the scaling dimension of the operator dual to
the dilaton in the usual way: ∆ = 12(p−
√
p2 + 4m2). Following [23] we take the metric ansatz,
ds2 = −D(r)dt2 +B(r)dr2 + Cd~x2,
D =
g(r)
r2h(r)
, B =
1
r2g(r)
, C =
1
r2
,
(84)
where the UV is at r = 0 and the horizon at rH = 1, h(rH) = 0. The geometry is asymptotically
AdS, so close to the boundary,
φ ∼ φar∆ + φbrp−∆ + . . . ,
g ∼ 1 + · · ·+ gprp + . . . ,
h ∼ 1 + · · ·+ hprp + . . . ,
At = µ+ ρr
p−2 + . . . .
(85)
We impose φb = 0, and choose m
2 = −2/L2, ∆ = 1 and p = 3. We add the usual perturbations
δAx and δgxt. In p = 3 dimensions, the electrical conductivity is:
σ =
√−gZ(φ)
BC
∣∣∣∣
r→0
A
(1)
x
iωA
(0)
x
=
A
(1)
x
iωA
(0)
x
, (86)
where Ax ∼ A(0)x +A(1)x r + . . . .
As it was mentioned in sec. II, it has recently been shown, [18, 19, 36], that in the EMd theory
given by eq. (82), the regular part of the DC conductivity and the Drude weight may be expressed
in terms of thermodynamic quantities and the electromagnetic coupling constant
σregDC =
(
sT
+ P
)2
ZHC
p−3
2
H , K = KU =
ρ2
+ P
, (87)
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where s is the entropy density, T temperature, P pressure and  energy density. The subindex
H indicates that the corresponding term is evaluated at the horizon and C is the metric function
in the general metric ansatz given in the first line of eq. (84). Similarly to the Einstein-Maxwell
theory, eq. (34), the Drude weight above is given by the same expression and it saturates the MS
bound.
The situation is different in the presence of a gauge field mass term in the EMd action,
SW = −
∫
dp+1x
√−gW (φ)
2
AµA
µ , (88)
and
W (φ) = W0
[−1 + cosh2(ηφ/2)] . (89)
We have chosen W (φ) such that W (φ = 0) = 0 and W ′(φ = 0) = 0 to avoid divergencies in the
UV. In the following we consider the action SEMd + SW given by (82) and (89).
More specifically we investigate fractionalized IR-charged solutions, [23, 63], with a constant
scalar in the IR and extremality for vanishing temperature. In the context of AdS/CFT, a frac-
tionalized state arises when the dual field theory charge density is not determined only by the
charged bulk fields but also by a horizon charged flux [64, 65]. Recently, it has been claimed
[66, 67] that the gravity dual of a fractionalized Fermi liquid is a background with AdS2 × Rn
horizon that has a finite entropy event at zero temperature. A fractionalized state occurs for a
non-vanishing electric flux in the IR, [63], which in our case
lim
r→rh
1
4pi
∫
R2
Z(φ) ∗ F = lim
r→rh
−VR2
4pi
Z(φ)
CA′t√
BD
6= 0. (90)
The action SEMd + SW still has translational symmetry so we expect a finite Drude weight.
Indeed the numerical results, depicted in Fig. 2, show the Drude weight, for T < Tc where dilaton
condensation occurs, is larger than the universal prediction. The MS bound, still given by eq.
(33), is not saturated as we expect an additional contribution from the superlfluid density that
does not depend on thermodynamic quantities. Similarly to holographic superconductors, [30], this
extra contribution is associated to the U(1) spontaneous symmetry breaking, where the dilaton
may be taken as the modulus of a complex scalar. With respect to the transport properties, the
main difference3 with respect to holographic superconductor narrows down to the different coupling
between the gauge field and the dilaton. While in our model it is given by (89), for holographic
3 The potential of the scalar field is not quadratic for the EMd model and the gauge field coupling is not constant.
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superconductors it is quadratic in the scalar field with a coupling strength proportional to its
charge.
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Figure 2. Difference between the Drude weight and the MS bound in the theory given by SEMd + SW , eqs.
(82) and (88). At the critical temperature the Drude weight is given entirely by the universal expression. This
is expected since the dilaton vanishes and the background is the Reissner-Nordstro¨m black hole, for which
the Drude weight is given by the universal result, K = KMS =
ρ2
+P . For T < Tc the dilaton condensates and
the physics is similar to that of holographic superconductors where the dilaton is interpreted as the modulus
of a charged scalar. The Drude weight is always above the MS bound since the spontaneous breaking of the
U(1) symmetry produces an extra contribution proportional to the superfluid density which persists even in
the presence of momentum dissipation. The parameters used are W0 = 1, γδ = 1, δ = 1/2. The parameter
η is given in horizon units.
Moreover, at least close to the transition temperature, it is expected the Drude weight to be
determined by two additive contributions. The universal one, given by ρ
2
+P , and another one
proportional to the superfluid density ns ∝ 〈O1〉2 where 〈O1〉 is the expectation value of the
operator dual to the dilaton. We also expect that the transition is controlled by mean field critical
exponents, 〈O1〉 ∝ (T − Tc)1/2. The results of Fig. 3, confirm these predictions: close to Tc the
extra contribution to the Drude weight is linear in T−TcTc . We use logarithmic scale since the region
of temperatures where the linear scaling is observed is small.
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Figure 3. Difference between the Drude weight and the MS bound in the theory given by SEMd+SW , see eqs.
(82) and (88). Close to the critical temperature the mass term coupling W (φ) ∼ η2φ2 + . . . , in which case
the model is similar to that of standard holographic superconductors. Therefore, the extra contribution to
the Drude is expected to be proportional to 〈O1〉2 ∼ T−TcTc . Consequently, for some range of temperatures,
the slopes of the lines shown in logarithmic scale are similar. For larger values of ηφ (either far from Tc
or for larger η) the mass coupling receives higher order corrections, which affect the extra contribution to
the Drude weight. Thus, for a fixed η, deviations from a linear behaviour are observed by increasing T−TcTc
(increasing expectation value of the dilaton), . Similarly, for larger η, the linear behaviour occurs closer and
closer to Tc. The parameters used are the same as in Fig. (2).
VII. MOMENTUM DISSIPATION, SCATTERING TIME AND BOUNDS ON THE
CONDUCTIVITY
In this section we study the DC conductivity in systems where translational invariance is weakly
broken. If the breaking is sufficiently weak, so that the scattering time τ is sufficiently long, we still
expect the Drude weight K, or more precisely the part of it related to conservation of momentum,
of the translationally invariant theory to still control the DC conductivity,
Re(σDC) ≈ Kτ. (91)
We confirm the validity of (91) by computing explicitly the scattering time τ which is nothing
but the dominant pole of the relevant Green’s function that controls the decay of momentum.
The poles of the Green’s functions are obtained from the quasinormal modes of the corresponding
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metric and field perturbations, [68]. The dominant pole of the Green’s functions corresponds to the
purely imaginary pole with the smallest imaginary part that describes the slowest decaying mode
of the system. This is the only one which is relevant in the limit of weak momentum dissipation.
We employ the following Einstein-Maxwell-axion action, [69, 70], to model momentum dissipa-
tion,
S0 =
∫
M
√−g
[
R− 2Λ− 1
2
d−1∑
I
(∂ψI)
2 − 1
4
F 2
]
dd+1x, (92)
where for convenience we have omitted the counterterms needed to regularize the action in the
boundary. In order to proceed we turn on a perturbation of the gauge field, δAx = e
−iωtax(r).
For the axion model this perturbation couples to a metric and a scalar perturbation δgxt =
e−iωtr2Htx(r), δψ = e−iωtα−1χ(r), [70], where r ∈ (r0,∞) is the holographic radial coordinate
and α is the parameter related to the breaking of translational symmetry. The equations for these
perturbations at zero spatial momentum are given in Ref. [70] for arbitrary bulk dimensions d+ 1:
a′′x +
[
f ′
f
+
(d− 3)
r
]
a′x +
ω2
f2
ax +
µ(d− 2)
f
rd−20
rd−3
H ′tx = 0 , (93)
χ′′ +
[
f ′
f
+
(d− 1)
r
]
χ′ +
ω2
f2
χ− iωα
2
f2
Htx = 0 , (94)
iωr2
f
H ′tx +
iωµ(d− 2)
f
rd−20
rd−1
ax − χ′ = 0 . (95)
In general, the dominant quasinormal mode, and therefore τ can only be computed numerically.
However, in the limit α T an analytical expression for τ , associated to the transverse fluctuations
above, was found for d = 3 [36],
τ−1 ' η α
2
+ P
=
α2
3r0
[
1 + µ
2
4r20
] . (96)
We note that this expression is identical to that obtained in the context of massive gravity [70, 71]
with the replacement α2 → 2m2 where m is the mass of the graviton. It is still unclear to what
extent this dependence on temperature is shared by other models. By following the approach of
[36] we have generalized this expression to d > 3,
τ−1 ' η α
2
+ P
=
α2
r0d
[
1 + (d−2)µ
2
2(d−1)r20
] . (97)
This expression, is valid only for weakly breaking of translational, namely, up to O(α4/T 4) cor-
rections. An obvious correction O(α4) is obtained by substituting the energy density and pressure
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corresponding to the system with α 6= 0, however, as shown in [36], this is not the only one. We
are not interested in such corrections and refer to [36] for details.
We also evaluate τ numerically following the method proposed in [68], which consists in using
independent sets of boundary conditions BCi, i = 1, . . . , N , in the IR to find various solutions
in the UV. One constructs the matrix which has in each column the boundary value of the fields
{φBCkn }, n = 1, . . . , N , with a given set of IR boundary condition, BCk, and in every row a field
with each boundary condition φBCin , i = 1, . . . , N , i.e., for N fields the matrix is N × N . The
leading quasinormal mode τ is given by the purely imaginary frequency, with smallest absolute
value, for which the determinant of such matrix vanishes.
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Figure 4. Scattering time in the Einstein-Maxwell-axion model, eq. (92), at fixed temperature in different
number of dimensions. The dots are numerical results while the lines are obtained from the analytical
expression proposed, eq. (97), valid until second order in α. As anticipated in [72], the analytical expression
deviates from the numerical results progressively as the contribution of additional quasinormal modes to the
total scattering rate increases continuously for larger α/T .
The numerical results, depicted in Fig. 4, are very close to the analytical prediction (97) even
beyond its limit of applicability, α  T . Interestingly, the dependence of τ on dimensionality is
rather weak. In the high temperature limit, assuming µ/T  1, τ ∝ T for all d’s. We find hard
to interpret physically this linear dependence on temperature. The temperature dependence of
the scattering time is very sensitive to the source of scattering (phonons, impurities, electrons),
the range of temperatures and whether the material is an insulator, metal or semiconductor.
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Sometimes, it increases with temperature, as for charge impurities in semiconductors. In many
other cases decrease with temperature as for phonon scattering at high temperature. However, we
are not aware of any simple situation in which is linear. It would be interesting to find a holographic
model in which the scattering time has a richer temperature dependence.
We have now all the information to compute the DC conductivity. For sufficiently small α/T ,
from eqs. (97) and (47) with z0 = 1/r0, σDC ≈ Kτ ≈ µ2(d− 2)2rd−30 /α2. Not surprisingly, except
for the incoherent contribution which is smal in this limit, this is the analytical result already
obtained in [70].
Since K is constrained by the MS bound, the conductivity, for a fixed large τ , has also a lower
bound σDC ≥ KMSτ . However, the bound is trivial here because the MS bound is saturated in
this model. We shall see a different behavior in the next section when we study Einstein-Maxwell-
dilaton actions.
A. Momentum relaxation and scattering time τ in Einstein-Maxwell-dilaton backgrounds
We now repeat this analysis in a more general EMd theory SEMd + Saxion,
Saxion =− 1
2κ2
∫
dp+1x
√−gY (φ)
2
p−1∑
i=1
(∂ψi)
2 , (98)
with,
Y (φ) = −1 + 2cosh2(λφ), ψi = αxi, i = 1, . . . , p− 1 . (99)
In this theory the conductivity at zero frequency is finite. It is obtained analytically by finding
the massless mode of the system of equations for the perturbations of the gauge field, metric and
axions, δax, δgxt and δψx. This allows to decouple the system of equations and compute σDC
analytically. This approach was first introduced in [73] for a model of massive gravity and later
applied to SEMd + Saxion in, [23, 74]. We simply cite the final result,
Re(σDC) = ZHC
p−3
2
H +
ρ2
α2C
p−1
2
H YH
, (100)
where ρ is the charge density, α is defined in eq. (99) and, again, the subindex H means the
corresponding quantity is evaluated at the horizon. As in the previous section we now compare
this result for p = 3 with
Re(σDC) = ZH +KMSτ , (101)
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which, as we will see, is easier to interpret physically. KMS, the MS bound, is calculated from
eq. (33) with a single conserved quantity associated to momentum conservation in the theory
with axions turned off, SEMd, at the same temperature and charge density. It coincides with
the universal value KMS = KU, eq. (11). The scattering time, τ , is again computed from the
dominant quasinormal model of the theory SEMd + Saxion as explained in the previous sections.
More specifically, we add perturbations of the gauge field, metric and axion in the theory given by
SEMd + Saxion and solve for the dominant quasinormal mode using the the equations analogous to
those given in eqs. (93)-(95) for the Einstein-Maxwell theory. We follow the same method explained
in sec. VII to compute the dominant quasinormal mode. The results, depicted in Fig. (5), clearly
show that again in this case eq. (101) provides an excellent description of the DC-conductivity eq.
(100) in the SEMd + Saxion model.
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Figure 5. Real part of the DC conductivity the theory SEMd + Saxion. The continuous lines correspond
to the numerical result. The dashed lines are obtained from eq. (101). Here, we have chosen γδ = 1,
λ = 1/2, α/r0 = 0.1. Clearly, for weak breaking of translational invariance (α  T ), the conductivity
has a contribution controlled by the MS bound of the translationally invariant theory (SEMd). As for the
Einstein-Maxwell theory, the MS bound is saturated by the universal result, KMS =
ρ2
+P .
As in the previous case the MS bound is saturated and therefore the associated bound of the
conductivity Re(σDC) ≥ ZHC
p−3
2
H + KMSτ is not of special relevance. In light of these results, it
is not difficult to understand that, once the axions are switched on and translational invariance is
weakly broken, the Drude weight of the translational invariant theory still controls the coherent
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part of the DC conductivity. Similar results hold for theories SEMd + Saxion with Z
′(φ = 0) 6= 0,
which corresponds to a black hole with dilaton condensation for all temperatures.
B. Drude weight and momentum relaxation in theories with U(1) symmetry breaking
In this section, we study the DC conductivity in the following theory with spontaneous U(1)
symmetry breaking and weak momentum dissipation,
S = SEMd + SW + Saxion , (102)
together with eqs. (82) (88) and (98) and the couplings given in eqs. (83), (89) and (99). As
discussed in secs. (II) and (VI) we have seen that in the absence of axions, SEMd +SW , the Drude
weight receives an extra contribution from the superfluid mode and K > KMS. In Fig. (6) we
show that in the presence of axions, which break translational symmetry, the DC-conductivity of
the dual theory to the gravity action eq. (102) is controlled by the MS bound, KMS, instead of by
the Drude weight K of the theory in the absence of axions, SEMd + SW . In other words,
Re
(
σregDC
)
= ZH +KMSτ , (103)
where again KMS = KU and the scattering time, τ , is computed from the dominant quasinormal
model of the theory eq. (102).
The results depicted Fig. 6 show that, similarly to the EMd model+axion studied in sec. VII A,
eq. (103) indeed describes the DC-conductivity. In the theory given by eq. (102), despite the fact
momentum is not conserved, the Drude weight is not zero because the superfluid density is finite for
sufficiently low temperatures. Therefore, only the part of the Drude weight that disappears once
the axions are switched on, contributes to the DC conductivity. The bound on the DC conductivity
associated to the MS bound is more relevant in this case as only a part of the Drude weight, the
MS bound, contributes to the conductivity.
33
T
Tc
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
R
e(
<
D
C
)
0
500
1000
1500
2000
2500
3000
K = ;
2
0+P
-
-
-
EMD
; 6 = 0:5; , = 0:1; 2 = 0:3; W0 = 1:0
/ = 0:3
/ = 0:4
/ = 0:5
Figure 6. Regular part of the DC conductivity in the theory given by SEMd + SW + Saxion, see eqs. (82),
(88) and (98). The continuous lines are numerical results while the dashed lines correspond to eq. (103).
Clearly, the regular part of DC conductivity is controlled by the MS bound of the theory SEMd +SW , while
the superfluid mode still contributes to a finite Drude weight even when translational symmetry is broken.
The parameters used are γδ = 1, δ = 1/2, W0 = 1, η/r0 = 0.3, λ = 1/2, α/r0 = 0.1.
VIII. CONCLUSIONS
We have studied the Drude weight and the associated MS bound in a broad range of holographic
theories. We have extended the universality of the Drude weight to the case of several massless
gauge fields. We have shown that the MS bound is saturated only if the Drude weight is given by
the universal expression first obtained in [22, 34]. For non-relativistic theories the Drude weight
is finite, but different from the universal one, and the MS bound vanishes. In theories with
spontaneous U(1) symmetry breaking the Drude weight is larger than the universal prediction and
the MS bound is finite but it is not saturated. Finally, in the limit of weak breaking of momentum
conservation we have shown that the coherent part of the DC conductivity in EMd-axion theories
is controlled by the leading quasinormal mode and the MS bound which suggests a lower bound,
depending on the scattering time, for the conductivity as well.
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