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Abstract
It is well known that mathematical simulation parameters are often obtained by statistical estimation. Therefore the problem of
testing complex statistical hypotheses, such as the one about a model parameters vector belonging to some domain, is of current
concern. This article deals with the geometrical aspects of the problem. The basic theorem to solve this problem has been stated
and proved. The theorem asserts that the solution can be obtained through testing some simple statistical hypothesis concerning
a boundary point of maximum likelihood. The theorem proof is based on the use of a generalized Euclidean metric and an affine
transformation of parameter space. Typical examples of its use for different mathematical models are also considered. They are the
following: (i) Altman’s model of the economic stability and risk assessment; an assessment of a specific enterprise is treated in terms
of statistical hypotheses testing; (ii) a method to refine statistical estimations of production function parameters; (iii) a statistical
estimation of spacecraft dynamic stability is considered on the basis of Kepler’s model, as well.
Copyright © 2015, St. Petersburg Polytechnic University. Production and hosting by Elsevier B.V.
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Mathematical modeling of real processes normally
comprises two integral stages that are specification and
identification. To account for stochastic factors that natu-
rally appear during the identification stage that consists,
mostly, of the estimation of parameters, testing of statis-
tical hypotheses becomes necessary. These hypotheses
most commonly involve examining the parameter val-
ues. For example, for the well-known econometric mod-
els, some of the model parameters are tested to equal✩ Peer review under responsibility of St. Petersburg Polytechnic
University
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ables should be included into the model, as well as to
construct the model itself. Such statistical hypotheses
are normally tested through the well-established body of
mathematical statistics methods. In practice, however,
it is common to investigate whether a data set that is a
point in space or a vector belongs to a certain predeter-
mined domain. Answering this question requires testing
a complex multi-dimensional statistical hypothesis.
Kondrashkov and Pichugin [1] solved the problem
of testing such a complex hypothesis, in particular,
the question raised was whether the parameter vector
from the Volterra model (a set of two differential equa-
tions) belonged to a certain domain; positively answer-
ing this allowed to conclude that the solution was stable.ion and hosting by Elsevier B.V. This is an open access article under
0/).
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[2]) was justified only with a brief reference to the geo-
metrical properties of the normal distribution.
As this problem is rather important for mathemat-
ical modeling as a whole, the present work aims to
fully substantiate the proposed method of testing a com-
plex statistical hypothesis and make all the necessary
refinements.
The emphasis of the study is on the geometrical as-
pects of the evolution of the concept and validation of
the method, as well as on the above-mentioned aspects
of solving various practical mathematical modeling tasks
with the purpose of revealing the applicability range of
the mathematical method discussed. By being presented
in such a manner, the gist of the method and its practical
importance may conceivably be better understood.
Hereinafter we are going to assume that the
source data follow the multi-dimensional normal
distribution.
2. The boundary point of maximum likelihood and
the ellipsoid of reliability
It is well known that when a one-dimensional param-
eter θ is estimated statistically, e.g. as a mean sample
value, and tested with H0 : θ = θ0, then a confidence re-
gion is an interval symmetrical about θ0, and the critical
region is an exterior and/or a complement of this inter-
val. The width of the confidence region is depends on
which significance level α (a probability of falling into
the critical area) was chosen. Here Student’s distribu-
tion is commonly used, and a symmetry of its density
function leads to confidence region symmetry.
For a sufficiently large sample, however, it is possible
to use the standard normal distribution N (0, 1), which
was the common method when statistical tables were
widely used. The generalization of this simple concept
to a multi-dimensional case is quite effective. Indeed,
let us assume that the sample is large enough to use the
normal distribution for a multi-dimensional case as well.
Let the parameter vector
θ = (θ1, θ2, . . . , θk )T
(T is a transposition operator) of dimension k be esti-
mated for the sample {θi, i = 1, 2,…, n}.
Unbiased estimates of an expected value θ and a mu-
tual covariance matrix of the elements of this estimate
for θ are known to be respectively equal to

θ= n−1
n∑
i=1
θi, Vθ = n−1

Vθ, (1)where

Vθ = (n − 1)−1
n∑
i=1
(θi−

θ)(θi−

θ)T .
When testing the simple hypothesis H0 : θ = θ0, the
confidence region ωα0 is a part of the space with a
probability measure (1 − α) and is bounded by the
ellipsoid
W a = {θ : f (θ, θo, Vθ ) = cα},
i.e. P(Int W α ) = (1 − α).
This ellipsoid Wα is broadly described in literature as
the concentration ellipsoid, while
f (θ, θo, Vθ ) = (2π)−k/2[det Vθ ]−1/2
× exp(−0, 5(θ − θo)T V−1
θ
(θ − θo))
is a density of the multi-dimensional normal distribution
N (θo, Vθ ) [3].
Here and onwards it is assumed that the matrix V
θ
is non-singular (see Ref. [3] for the determination of the
density function for the singular case).
Let us assume that we want to test the complex hy-
pothesis in the form HG : θ ∈ G, where G is the given
area of the parameter space that, without loss of general-
ity, we shall posit to be closed, since for the continuous
distribution the ∂G boundary is a set of the zero proba-
bility measure.
Let us regardМG as a combination of simple hypothe-
ses of the form Hτ : θ = θτ , where θτ ∈ G. Then the
confidence region of the hypothesis МG is the combi-
nation
⋃
θτ∈G
ωατ of the confidence regions of hypotheses
HG, i.e.
ωατ = {θ : f (θ, θτ , Vθ ) < cα},
and the critical region МG is the intersection
⋂
θτ∈G
cωατ of
the complements cωατ to ωατ .
The boundary between the confidence region and the
critical region is an envelope (a curve, a surface, or a hy-
persurface, for k = 2, 3, etc., respectively) of the ellipsoid
family
W ατ = {θ : f (θ, θτ, Vθ ) = cα, θτ ∈ ∂G},
whose centers lie on the ∂G boundary.
The testing of such a complex hypothesis may be
done, as a first approximation, by the following algo-
rithm that is based on the symmetrical position that the
argument and the shift parameter take relative to each
other in the probability distribution density function.
Here is the geometrical interpretation of this fact. Let
two ellipsoids W α and W α be congruent and coincide1 2
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W
Wup to a parallel transport, i.e. are defined by the same
parameter set {V
θ
, cα}. In this case, if the center of W α1
lies on the ellipsoid W α2 , then the center of W α2 too lies
on W α1 . Let us consider a set of ellipsoids whose cen-
ters coincide with

θ, and the shape is defined by a ma-
trix. One of the ellipsoids from this set, W γ , osculates
the boundary ∂G in some point θ∗. The value cγ for
this ellipsoid will be calculated directly as a likelihood
of the distribution N(θ, V
θ
) in the obtained point θ∗,
i.e. cγ = f (θ∗, θ, Vθ ). Then, if cγ > cα, consequently,
P(Int W γ ) < P(Int W α ) and the point θ∗ falls in the con-
fidence region of one of the hypotheses Hτ : θ = θτ . This
means accepting the general hypothesis HG : θ ∈ G. If
the condition cγ < cα, is fulfilled, then, on the contrary,
the point θ∗ does not fall into the confidence region of
any of the hypotheses Hτ : θ = θτ and the general hy-
pothesis МG is rejected.
As is often the case, when the estimate

θ /∈ G and we
wish to reject the hypothesis МG, then the probability
measure of the space, P(IntWγ ), bounded by the ellipsoid
γ
, for the distribution N (

θ, V
θ
), is an estimate of the
measure of reliability [4,5], so it makes sense to call the
γ
∗ itself the ellipsoid of reliability.
The solution of the problem of finding the point θ∗ is,
as it is well-known, obtained by the Lagrange method.
The geometrical interpretation and the gist of the method
is that W γ∗ and ∂G are collinear at the point of tangency
of the normal to the osculatory surfaces. The solution
is reduced to differentiating with respect to all of the
arguments of the Lagrange function that takes the form
[1,2]:
L(θ, λ) = ln( f (θ, θ, V
θ
) − λϕ(θ). (2)
Here it is assumed that the boundary ∂G is given by
the equation ϕ(θ) = 0 for a smooth function ϕ. If the
boundary ∂G is piecewise, i.e., given by a set of equations
for a system of smooth functions
{ϕ j (θ) = 0, j = 1, 2, . . . J},
then, instead of one problem (2) we will have a system
of problems and Lagrange functions:
Lj (θ, λ) = ln( f (θ, θ, Vθ ) − λϕ j (θ), j = 1, 2, . . . , J.
(3)
A value of θ∗ that provides the likelihood maximum
of f (θ∗, θ, Vθ ) is chosen among all the solutions of the
system (3). The thus obtained point θ∗ is, apparently, the
boundary point of maximum likelihood for the distribu-
tion N (

θ, V) as well.
θ3. Testing the simple hypothesis relative to the
boundary point of maximum likelihood
Let us consider the simple hypothesis H∗ : θ = θ∗. It
may be tested by the following statistics. If an orthogonal
matrix Q is such that
QT V
θ
Q =  = diag(λ1, λ2, . . . , λk ),
where λ1 ≥ λ2 ≥ · · · ≥ λk, then the component vectors
s = (s1, s2, · · · , sk )T = −1/2QT (

θ −θ∗) (4)
will be exactly t-distributed with (n − 1) degrees of free-
dom, i.e.,
s j ∼ tn−1( j = 1, 2, . . . , k).
When the hypothesis М∗ is true, the distribution of a
quantity
r = (θ −θ∗)T V−1
θ
(

θ −θ∗) (5)
asymptotically approaches the χ -squared quantity with
k degrees of freedom with an increase in sample size n,
i.e. r ∼ χ2k .
Let us assume that the parameter vector is tested by
the linear regression method:
Y = Xθ + ε,
where Y is a column vector of measurements with n-
dimension, X is a (n×k)-matrix, ε is a column vector of
errors with n-dimension.
Assuming the independence and the normal distribu-
tion of the regression errors
ε ∼ N (0, σ2I),
where 0 is a zero column vector, and I is an identity
matrix.
An estimate by the Ordinary Least Squares (OLS)
method, θ, and a mutual covariance matrix of this esti-
mate are equal to, respectively [3]:

θ= (XT X)−1XT Y, V
θ
= σ 2(XT X)−1. (6)
Here an unbiased estimate σ2 is equal to

σ 2 = (n − k)−1
n∑
i=1
(yi − Xi

θ)
2
,
where yi is the ith component, and Xi is the ith row,
respectively, of the column vector Y and the matrix X
(see Ref. [3]).
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quantity
q = k
−1(

θ − θ∗)
T
(XT X)(

θ − θ∗)
(n − k)−1∑ni=1 (yi − Xiθ)2
= σ−2k−1(θ − θ∗)
T
(XT X)(

θ − θ∗)
= k−1(θ − θ∗)
T
V−1
θ
(

θ − θ∗) = rk−1 (7)
will be exactly F-distributed with (k, n − k), degrees of
freedom, i.e. q ∼ Fk, n−k .
In this case, for Student’s t-test (see above) the number
of degrees of freedom is equal to n − k. Here we should
keep in mind that the arithmetical mean (see Section 2)
is also an OLS estimate.
If at least one of the inequalities holds for a certain
predetermined value of α, i.e.
r > χ2
k
(α); (8)
q > Fk, n−k(α); (9)
|s j | > tα/2n−k, j = 1, 2, . . . , k, (10)
whereχ2
k
(α), Fk, n−k(α) and tα/2n−k are, essentially, the crit-
ical values of the respective distributions (here the value
used is α/2, as the t-test belongs to two-tailed distribu-
tions), the М∗ hypothesis is rejected.
To complete the picture of linear OLS estimation of
the parameters, let us consider the case when the mul-
tidimensional parameter is not a vector, but an (m × h)
matrix . As this takes place, its estimate is obtained
from a system of linear regression equations:
Yl = X θl + εl , l = 1, 2, . . . , m (11)
(as it was done, for example, in the above-mentioned
paper [1], where this parameter matrix was denoted as
B, and the parameters – as β), i.e. the overall number of
parameters is k = m × h (m is the number of equations,
h is the number of parameters in each equation).
Kondrashkov and Pichugin [1] dealt with the case for
m = h = 2, k = 4, but the method proposed in this
work may be easily generalized to arbitrary values of
m and h. The only obstacle is that the calculated ma-
trices (they consist of parameters of multi-dimensional
distributions) may be degenerate but this is overcome by
certain well-established techniques. As demonstrated in
Ref. [1], when estimating a parameter matrix
 = (θ1, θ2, . . . , θm),
where θl is a parameter vector of the lth equation of the
system (11), l = 1, 2,…, m, the conversion to centered
variables should be made when the matrix of parametersdoes not include free terms but only coefficients of the
right-hand side variables. As a rule, it is these coefficients
that are of the most interest.
Indeed, let Y have the dimension (n × m) (a matrix
composed of the left-hand terms of the system (11)), i.e.
Y = (Y1, Y2, . . . , Ym),
(Yl is the lth column) while X has the dimension (n ×
h), and these matrices are centered by the mean sample
variable values.
Then the OLS estimate of the matrix of parameters
takes the form

 = (θ 1,

θ 2, . . . ,

θ m) = (XT X)−1XT Y. (12)
If instead of the matrix we take a composite parameter
vector
θ = (θT1 , θT2 , . . . , θTm)T ,
then the mutual covariance matrix V
θ
of the estimate
components of this vector

θ = (θT1 ,

θ
T
2 , . . . ,

θ
T
m)
T
is constructed as follows.
Let us have R of dimension (m × m), and W of di-
mension (h × h), that are orthogonal matrices reducing
the matrices YT Y and XT X, respectively, to a diagonal
form.
Then, as shown in Ref. [1],
V
θ
= R ⊗ IhVξ (R ⊗ Ih)T ,
where R ⊗ Ih is the Kronecker product R (see Ref. [6])
of an identity matrix of the order h, and V
ξ
is a [(mh)
× (mh)] block-diagonal matrix of the following form:
V
ξ
=
⎛
⎝

δ 21(XT X)
−1 0 · · ·
· · · · · · · · ·
· · · 0 δ 2m(XT X)−1
⎞
⎠.
Here, as usual, 0 is the zero block, and the coeffi-
cients of the diagonal blocks {δ 21,

δ 22, . . . ,

δ 2m} are the
unbiased estimates of the variances of {δ21, δ22, . . . , δ2m}
regression errors on the centered X values of the cen-
tered (see below) but independent variables Zl (l = 1,
2,…, m), the sample (n × m)-matrix for which is equal
to
Z = (Z1, Z2, . . . , Zm) = YR,
as ZT Z = RT YT YR is a diagonal matrix (see above).
It follows from the structure of V
θ
that the orthogonal
matrix Q reducing V
θ
to a diagonal form is equal to
Q = (R ⊗ Ih)(Im ⊗ W).
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(R ⊗ Ih)(Im ⊗ W) = R ⊗ W = (Im ⊗ W)(R ⊗ Ih),
meaning that it does not particularly matter in which or-
der the independent regressors and the independent re-
sponse components are lined when V
θ
takes the diagonal
form.
With the OLS estimate

θ= (θ T1 ,

θ T2 , . . . ,

θ Tm)
T
and the mutual covariance matrix V
θ
of the vector com-
ponents we can obtain the boundary point of maximum
likelihood
θ∗ = (θT∗1, θT∗2, . . . , θT∗m)T
for the distribution N (

θ, V
θ
).
As a result, χ2- and t-statistics of the form (5) и (4)
(i.e. values r and s) are also obtained for testingМ∗. Ref.
[1] suggested using m of F-statistics for each lth equation
(l = 1, 2,…, m) rather than a general F-statistics of the
form (7) (i.e. q):
ql = (h)
−1(

θ l − θ∗l )
T
(XT X)(

θl − θ∗l )
(n − h − 1)−1∑ni=1 (yi,l − Xiθl )2
= σ −2l h−1(

θ l − θ∗l )
T
(XT X)(

θl − θ∗l ). (13)
These F-statistics, for a true hypothesis М∗, have the
distribution Fh,n−h−1 (here the number of the degrees
of freedom is not (n − h) but (n − h − 1), as here the
centering that leads to the ‘disappearance’ of the free
term is taken into account).
It should be noted, however, that only for a hypothesis
that is true and easily proved, namely,
Ho : δ21 = δ22 = · · · = δ2m,
that is equivalent to the hypothesis for the error variance
of system (11):
H′o : σ21 = σ22 = · · · = σ2m,
the following important relation holds:
r = (θ − θ∗)T V−1
θ
(

θ − θ∗) = h
m∑
l=1
ql . (14)
Otherwise, the following statistics should be taken
as ql :ql = (h)
−1(

ξl − ξ∗l )
T
(XT X)(

ξl − ξ∗l )
(n − h − 1)−1∑ni=1 (zi,l − Xiξl )2
= δ −2l h−1(

ξl − ξ∗l )T (XT X)(

ξl − ξ∗l ), (15)
where

ξ = (ξT1 ,

ξ
T
2 , . . . ,

ξ
T
m)
T = (R ⊗ Ih)T

θ,
ξ∗ = (ξT∗1, ξT∗2, . . . , ξT∗m)
T = (R ⊗ Ih)T θ∗.
Then the condition (14) will be satisfied, i.e.
r = (θ − θ∗)T V−1
θ
(

θ − θ∗)
= h
m∑
l=1
ql = (

ξ − ξ∗)T V−1
ξ
(

ξ − ξ∗), (16)
since the columns {Z1, Z2, …, Zm} of the matrix Z do
not correlate with each other, and the mutual covariance
matrix V
ξ
of the regression parameters for these vari-
ables has a block diagonal structure (see above).
If the hypothesis Ho is true, the expressions (13) and
(15) match. The condition (14) (or (16)) is a rather sig-
nificant refinement on the results of [1].
If any of the inequalities
ql > Fh, n−h−1(α) (17)
is satisfied for each l-th equation (l = 1, 2,…, m) then
the hypothesis М∗ is rejected.
4. The generalized Euclidean metric and the main
theorem
Now, since we have obtained the algorithm for find-
ing the boundary point of maximum likelihood θ∗ and
tested the simple hypothesis H∗ : θ = θ∗, let us construct
a more rigorous proof, different from the one suggested
in Section 2, for testing the complex hypothesis HG :
θ ∈ G. We shall not make any major assumptions about
the sample size n. The following theorem is true for all
above-described estimates.
Theorem. Let

θ (a linear OLS-estimate of the θ param-
eter vector) not belong to a closed area G and let V
θ
be the mutual covariance matrix of the elements of this
estimate.
Then, if, for a boundary point of maximum likeli-
hood θ∗, (θ∗ ∈ ∂G) over the distribution N (

θ, V
θ
) at
some significance level α the hypothesis H∗ : θ = θ∗ is
rejected by a certain test (χ2, t or F), then for any other
point θτ ∈ G at the same significance level α the hy-
pothesis Hτ : θ = θτ is rejected, and, consequently, the
hypothesis HG : θ ∈ G is rejected as well.
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[7,8]:
d2(u, v) =
√
(u − v)T V−1
θ
(u − v), (18)
which is produced by the distribution N (

θ, V
θ
), into a
real k-dimensional space Rk (u, v ∈ Rk ).
Recall that Rk can be metrized by any nonsingular,
positive definite symmetrical matrix A. If we define the
scalar product of the vectors as
u · v = uT Av,
then a norm of the vector (its modulus), a distance and
an angle between the vectors will be determined by the
following formulae:
‖u‖2 =
√
uT Au;
d2(u, v) =
√
(u − v)T A(u − v);
ϕ = arccos(uT Av/(‖u‖2 · ‖v‖2)).
If the matrix A is not positive definite (i.e., some of
its eigenvalues are negative), then the metric (of the type
d2) introduced by A is called indefinite [7]. It is common
knowledge that both the nonsingular matrixV
θ
and its
inverse are positive definite. Here we discuss just the
nonsingular case.
Obviously, the boundary point θ∗ of maximum like-
lihood is the closest in the metric (18), of the all points
of the area G, including the boundary, to the point

θ(to the estimate of the parameter vector obtained using
Eqs. (1), (6) and (12)). Therefore, when the inequality
(8) holds for θ∗, this inequality will hold for any other
point θτ ∈ G. The same statement is also true for the in-
equality (9) using the F-test, as in this case (an estimate
from one regression equation) we are dealing with an
equivalent metric
d′2(u, v) = k−1/2d2(u, v)
(see inequality (9)).
The relation
d2(

θ, θ∗) =
√
(

θ −θ∗)
T
V−1
θ
(

θ −θ∗) =
√√√√ k∑
j=1
s2j , (19)
follows directly from Eq. (4) and means that when using
the t-statistics, we start working, from a geometric point
of view, with a generalized metric
d∞(

θ, θ∗) = maxj∈{1,2,...k} |s j |.
This metric coincides with the ordinary metric d∞
(the maximum of a component modulus) in a space thathas been subjected to a linear transformation with the
matrix of the operator 1/2QT. This transformation is,
like all linear transformations, affine, i.e. it preserves all
metric relationships. Therefore, if any of the inequalities
(10) is satisfied for θ∗, this inequality will hold for any
point θτ from area G as well.
The case of applying statistics (13) and (15) remains
to be investigated; here the parameters are estimated
from a set of regression equations, since using statis-
tics (5) and (4) (i.e. quantities r and s) in this case is
essentially the same as estimating the parameters as a
sample mean value or from a single equation of linear
regression.
Now let the space Rk be a Cartesian product of m
subspaces of dimension h, i.e.
Rk = Rh × Rh × · · · × Rh
m factors
,
and in each supspace Rh, let us introduce the following
metric.
Let
d˜2,l (g, h) =
√
(g − h)T V−1l (g − h),
(g, h ∈ Rh),
where
Vl = δ 2l (XT X)−1,

δ 2l = (n − h − 1)−1
∑n
i=1 (zi,l − Xi

ξl )
2
,
Xi is the ith row of a centered matrix X.
Then
d2,l (

θ l , θ∗l ) = d˜2,l (

ξl , ξ∗l ) =
√
h · ql .
This means, as it follows from the equalities (16) that the
equality
d2(

θ, θ∗) =
√√√√ m∑
l=1
d22,l (

θl , θ∗l ) (20)
is satisfied as well as the equality (19).
If we now introduce in Rk the metric
d∞(k/h)(u, v) = max
l∈{1,2,...,m}
d2,l (ul , vl ),
then it follows from the equality (20) that this metric, as
the d∞(u, v) metric, is equivalent to the metric d2(u, v).
In other words, the metric d∞(k/h)(u, v) acts as
d∞(u, v) in a metric factor space of dimension m
(Rk/Rh ∼= Rm), subjected, except for the case of a true
hypothesis Ho, to an orthogonal, i.e. isometric transfor-
mation with the RT .operator matrix. It is fairly evident
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Fig. 1. The schematic for the Altman model for assesing enterprise
viability: WС is the reliability ellipsoid; WR is the risk ellipsoid; GC, GN,
GR are the areas of viability, uncertainty, and bankruptcy, respectively
(other notations are listed in the text).
W
their current values do.that if any of inequalities (17) is satisfied for θ∗, it im-
plies this inequality must be satisfied for any other point
θτ from area G.
Thus, the theorem is proved.
5. Examples of applying the procedure in various
areas of mathematical modeling
While looking at examples of applying the devised
procedure of testing a complex multidimensional hy-
pothesis, we shall occasionally use symbols adopted in
the discussed subject areas to designate the parameter
vector θ. We shall attempt to retain other designations.
Let us begin with the problems of mathematical eco-
nomics.
5.1. Estimating the economic viability of an enterprise
using the Altman model
The procedure is carried out by comparing the linear
form
ϕ(x) = cT x
of the economic parameters chosen by Altman [9]
that form a k-dimensional (k = 5) vector x =
(x1, x2, . . . , x5)
T with two values ϕС and ϕR (ϕС >
ϕR). The coefficients ϕ(x) forming the Altman vector
c = (c1, c2, . . . , c5)T as the values ϕС and ϕR are found
through statistical methods. The vector c is normal to a
hyperplane minimizing the sum of squared deviations
from the data set of economically stable enterprises. The
business is viable (belonging to the stability area GС) on
the condition that ϕ(x) > ϕС, and insolvent (belonging
to the bankruptcy area GR) for ϕ(x) < ϕR. The double
inequality
ϕC ≥ ϕ(x) ≥ ϕC
is interpreted as an uncertainty (an uncertain area GN).
Let the estimates
x¯ = n−1
n∑
i=1
xi, Vx¯ = n−1 Vx,
where

Vx = (n − 1)−1
∑n
i=1 (xi − x¯)(xi − x¯)T , be ob-
tained from the sample of basic data on the parameters
{xi, i = 1, 2,…, n} of a stable enterprise.
Then, having solved the Lagrangian problem for
L(x, λ) = ln( f (x, x¯, Vx¯) − λ(cT x − ϕC ),
we find the point of maximum likelihood on the boundary
plane ϕ(x) = ϕС.The solution for this case takes the rather simple form:
xC = x¯ + λVx¯c, λ = (ϕC − cT x¯)(cT Vx¯c)−1. (21)
Using the value ϕR in the solution of (21), we find the
point xR. As noted in the end of Section 2, the obtained
values will not change if Vx¯ is substituted for

Vx in (21).
Moreover, the inequalities
C = {x : f (x, x¯, Vx¯) = f (xC, x¯, Vx¯)}
= {x : f (x, x¯, Vx) = f (xC, x¯, Vx)},
are valid for the reliability ellipsoid as well as for the risk
ellipsoid defined by the point xR (Fig. 1).
Apparently, an economist would prefer to estimate
the probability measure of the reliability of an enter-
prise (P(Int WC )) or the risk measure (1 − P(Int WR))
from the distribution of the parameter vector itself (x ∼
N (x¯,

Vx)) rather than from the distribution of the esti-
mation of the vector of its means x¯ (with the mutual co-
variance matrix Vx¯), as the latter would probably be con-
sidered thoughtless (since the tolerance region is limited,
these values may be calculated in terms of conditional
probability). Similarly, while testing the hypotheses of
stability loss and bankruptcy, an economist would not be
concerned with formulating these hypotheses in terms of
expected values, i.e. HN : Ex /∈ GC and HR : Ex ∈ GR,
respectively. In the latter case, the values xC − x¯ and
xR − x¯ would be analyzed by using the distributions tn−1
or χ25 (as five parameters were considered, see above),
from the distribution N (x¯, Vx¯). This means that the ma-
trix Vx would be used to calculate the respective statistics
(see Eqs. (4) and (5)). However, considering the above,
the matrix

Vx should be used. In other words, the pur-
pose of the test is not determining whether the means of
economic parameters fall into the risk area, but whether
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W
Y = aK L .Compared to the above-discussed case, our statistics
decrease by
√
n and n, respectively, which is what es-
sentially curbs the excessive leniency. The hypotheses
HN : x /∈ GC and HR : x ∈ GR should be interpreted as
the cases of inevitable, if accidental, loss of stability and
subsequent bankruptcy.
The following remarks should be made about the Alt-
man model.
Remark 1. If the parameters of the distribution x ∼
N (θx, Vx) are estimated over the whole set of stable en-
terprises, then c = P5, where P5 is the last column of an
orthogonal matrix P, such that
PT VxP = diag(d1, d2, . . . , d5)
and d1 ≥ d2 ≥ · · · ≥ d5.
Indeed, the sum of squared deviations of all values of
x from the hyperplane cтx = cтθx is minimal and equal
to (N − 1)d5, where N is the size of the complete sample
of stable enterprises for which the estimate of the pa-
rameters of the distribution N (θx, Vx) was performed.
Additionally, if the confidence level (1 – α) of the stabil-
ity area is given, then
ϕC = cT θx − (d5)1/2tα/2N−1,
and for the value ϕR the confidence level (i.e. tα/2N−1) is
taken as the maximum permissible.
It should be noted that the minimum eigenvalue of d5
must, on one hand, be nonzero (the requirement of non-
singularity or the independence for the parameters), and,
on the other hand, relatively small (significantly less than
trVx/5, where tr is the matrix trace). The latter means
that the ellipsoids of concentration for the distribution
N (θx, Vx) must be oblate in the direction of the vector
P5, otherwise the Altman model does not make sense.
Remark 2. With the distribution x ∼ N (θx, Vx) esti-
mated, we can consider elliptical surfaces (rather than
planes) given as
α
C = {x : f (x, θx, Vx) = cα}
or
α
C = {x : (x − θx)T V−1x (x − θx) = gα},
where gα, as well as cα, depends on the choice of the
confidence level (1 − α), so that
P(Int W αC ) = 1 − α
(W αR is determined similarly, see Remark 1).
When estimating a single enterprise, the Lagrangian
function takes the form
L(x, λ) = (x − x¯)T V−1(x − x¯)x− λ((x − θx)T V−1x (x − θx) − gα ).
Remark 3. If we take the vector c = P5, it is possible
introduce non-dimensional parameters [10] of relative
variability
VA = {cT Vxc(cT c)−1}/tr Vx
and relative stability
SA = 1 − {cT Vxc(cT c)−1}/λ1,
where λ1 is the maximum eigenvalue of the matrix

Vx.
The parameter of relative variability VA is the ratio of
the variance in the direction of the vector c to the total
variance (i.e. VA defines the variance proportion in the
risk direction).
The parameter of relative stability SA approaches
unity when the variance in the direction of c is small,
compared to the variance of the first principal compo-
nent (the direction of maximum variance), and close to
zero in the opposite case. The case SA ≈ 0 may take
place when the direction of the first principal compo-
nent is close to the direction of the vector c (substantial
variations in the risk direction), or all eigenvalues of Vx
slightly differ from each other (chaotic variations).
Here we discussed the case of immediately estimating
the distribution parameters. Now let us move on to the
examples of regression estimation of parameters.
5.2. Estimating the parameters of the production
function
This function takes the form
Y = aKα1 Lα2 ,
where K is the capital input (funds); L is the human re-
sources resources (labor); Y is the output obtained from
the monitoring data by using the equation of linear re-
gression for logarithms:
ln Yi = ln a + α1 ln Ki + α2 ln Li + εi(i = 1, 2, . . . , n).
(22)
There is a strong conviction among economists that
the true values of parameters α1 and α2 satisfy the rela-
tion
α1 + α2 = 1, (23)
i.e. they lie on the straight line (23) in a plane with co-
ordinates (α1, α2).
This usually translates to writing the production func-
tion as
α 1−α
Y.A. Pichugin /St. Petersburg Polytechnical University Journal: Physics and Mathematics 1 (2015) 181–191 189
Table 1
Output, capital input, and labor indices in the USSR for
1958–1990 [12].
Year Y K L
1958 43.20 30.83 61.97
1959 46.45 33.94 64.19
1960 50.17 38.1 68.74
1961 53.59 41.59 73.06
1962 56.63 44.97 75.72
1963 58.90 49.79 78.16
1964 64.38 54.31 81.26
1965 68.81 60.16 85.25
1966 74.39 68.11 88.36
1967 80.85 78.00 91.24
1968 87.55 86.68 94.35
1969 91.68 93.01 97.45
1970 100.00 100.00 100.00
1971 105.65 107.84 102.88
1972 109.81 116.64 105.54
1973 119.62 125.98 108.09
1974 125.98 135.32 110.64
1975 131.73 145.69 113.30
1976 139.48 156.78 115.52
1977 145.81 167.69 117.96
1978 153.32 179.45 120.40
1979 157.10 191.56 122.62
1980 164.82 203.74 124.72
1981 173.55 216.58 126.39
1982 186.64 230.2 127.72
1983 195.43 244.73 128.71
1984 203.11 259.8 129.49
1985 206.29 274.32 130.60
1986 211.03 288.73 131.37
1987 214.41 303.50 131.49
1988 223.85 318.14 129.93
1989 229.43 333.94 127.94
1990 220.26 349.49 125.17
Notations: Y is the output, K is the capital input, L is the
labor resources. The data of 1970 is taken for 100%.
Fig. 2. Parameter values of the production function from the data of
Table 1: 1 is the OLS-estimate; 2, 3 are the central and the orthogonal
projections; 4 is the point of maximum likelihood.In practice, however, the obtained OLS-estimates of-
ten satisfy the inequality α 1 + α 2 < 1. In this case, it
is customary in economics to take, as a net result, the
values [11]:
αe1 =

α1

α1 + α2 , α
e
2 =

α2

α1 + α2 ,
that on the coordinate plane (α1, α2) correspond to an
intersection point of the straight line (23) and of the one
going through the origin (0;0) and the point (α 1, α 2).
The thus obtained point (vector)
αe = (αe1, αe2)T
is a central projection from the origin.
If we drop a perpendicular from point (α1, α2) on
the line (23) (orthogonal projection), then we obtain the
point
αo = (αo1, αo2)T
with coordinates
αo1 =
1 + α1 − α2
2
, αo1 =
1 + α2 − α1
2
.
In a regression model (22) it is convenient to use the
centered values when there is no ln a term, which allows
to directly obtain a (2×2)-matrix Vα of the OLS-estimate
vector α = (α 1, α 2)T . Otherwise, this matrix would be
a lower right-hand block of a similar (3×3)-matrix for
the vector
(

α 0,

α 1

α 2)
T , α0 = ln a.
If the elements of the matrix Vα are designated as
vi,j (i = 1, 2; j = 1, 2), then for the coordinates of the
boundary point of maximum likelihood that lies on the
line (23), we obtain the following convenient formulae
from the solution of (21):
α∗1 = α1 + λ(v1,1 + v1,2),
α∗2 = α2 + λ(v2,1 + v2,2),
λ = 1 −

α1 − α2
v1,1 + v1,2 + v2,1 + v2,2 .
In this problem we faced the situation when in testing
the hypothesis HG : α ∈ G the area G coincides with its
own boundary G = ∂G, since G is a straight line (23).
Example. Table 1 lists the outputs, capital input, and
labor indices in the USSR for 1958–1990.
Table 2 lists the results obtained from the data of
Table 1; they are also shown graphically in Fig. 2.
As seen from Table 2, the points obtained by projec-
tion procedures do not pass the statistical test, i.e. the
hypotheses Hе : α = αe and H0 : α = αo are rejected for
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Table 2
The results of processing the data of Table 1.
Production function parameter Parameter value
α1 α2 r q |s1| |s2|
OLS-estimate (n = 33) 0.63 0.26 – – – –
Central projection 0.71 0.29 252.86 126.43 0.08 15.9
Orthogonal projection 0.69 0.31 169.83 84.91 0.39 13.03
Point of maximum likelihood 0.58 0.42 3.07 1.53 1.74 0.18
For α = 0.05 χ2
2
(α) = 5.99, F2, 30(α) = 3.32, tα/230 (α) = 2.36α = 0.05. However, none of the inequalities (8)–(10)
are satisfied for the point of maximum likelihood, and
therefore, the hypothesis H∗ : α = α∗ is accepted. The
condition (23) thus proves to be satisfied. For α = 0.01
everything remains the same.
This rather unexpected result is explained by the fact
that the matrix Vα is close to singular (i.e. the distri-
bution of vector α is also close to singular (degener-
ate)). This is indicated by the eigenvalues of the matrix
differing by two orders of magnitude: λ1 = 8.6210−3;
λ2 = 2.7010−5; and, consequently, the axes of the el-
lipsoid of concentration (or the reliability ellipsoid, see
Section 2) differ by an order of magnitude. Therefore,
the directed segment (α → α∗) with the coordinates
(−0.046; 0.155) is almost collinear to the first eigen-
vector of the matrix Vα (collinear to the direction of
maximum variance, i.e. the first column of Q, (see
Eq. (4)) with the coordinates (−0.294; 0.956).
5.3. Space safety problem
One problem is estimating the de-orbiting probabil-
ity of spacecraft such as communication or navigation
satellites, etc. Let us consider, at a first approximation,
the simplest model of a spacecraft orbiting. Let us as-
sume, in keeping with Kepler’s laws, that the orbit is
elliptic and lies in a plane going through the geocenter
that coincides with one of the foci of the orbital ellipse.
In this case, the orbit can be described in standard polar
coordinates (ρ,ϕ) by an equation of the form [13]
1/ρ = θ0 + θ1 cos ϕ + θ2 sin ϕ.
The orbit parameters form a three-dimensional vec-
tor θ = (θ0, θ1, θ2)T . An orbit that does not intersect
and is not even tangent to a sphere of a specific radius
RG(RG > R0, R0 is the Earth radius) will be considered
safe.
Let us assume that an estimate of the vector

θ =
(

θ 0,

θ 1,

θ 2)
T of the orbit parameters and a mutual
covariance matrix V
θ
for this estimate were obtained
from the sample of instrumental observations {(ρi, ϕi),i = 1, 2,…, n} and using the formulae (6). In this case,
the elements of the regression model Y = Xθ + ε are
the following: vector Y is of dimension n, X is the (n
× 3)-matrix, and their components are calculated by the
formulae
yi = 1/ρi, xi1 = 1, xi2 = cos ϕi,
xi3 = sin ϕi(i = 1, 2, . . . , n),
respectively.
Then from Eq. (21) we find the boundary point of
maximum likelihood θ∗ for the distribution N (

θ, V
θ
). In
this case, the formulae, as in the above examples, take the
simple but fundamentally different, ϕ-dependent form:
θ∗(ϕ) =

θ + λV
θ
c(ϕ),
λ = (cG − c(ϕ)T

θ)(c(ϕ)T V
θ
c(ϕ))−1 (24)
since the boundary ∂G is given by the condition
c(ϕ)T θ = cG,
where c(ϕ) = (1, cos ϕ, sin ϕ)T , cG = R−1G
With the obtained values of θ∗(ϕ) we can calculate
the ellipsoid of reliability (see Section 2) and thus prob-
abilistically assess the safety of a spacecraft, or to test
the hypothesis of the catastrophic situation:
HG : c(ϕ)T θ ≥ cG.
For a true hypothesis HG we have a full set of statistics
(4), (5) and (7):
s j ∼ tn−3( j = 1, 2, 3), r ∼ χ23 , q ∼ F3,n−3.
The dependence of point θ∗(ϕ) (24) on the angular
coordinate ϕ allows to find the moment when a catas-
trophic situation occurs. Finally, it bears repeating that
we discuss only the general concept of solving the prob-
lem, and yet the solution will change insignificantly if
we complicate the model by taking into account all nec-
essary and sufficient factors.
Concluding the brief review of problems where the
procedure of testing complex multi-dimensional statis-
tical hypotheses may be applied, let us describe, in the
most general terms, two more rather important areas.
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We can obtain a sample of vectors of measured pa-
rameters and the respective statistical estimates for a test
run of an experimental prototype. This allows assessing
whether the prototype meets the technical requirements
that entail the vector of parameters belonging (or not) to
a certain domain. When the parameters are measured di-
rectly, without using the linear regression procedure, and
the estimates are made through averaging, the problem
differs from the Altman model only in that the boundaries
of the domain of required parameter values are deter-
mined by the problem itself, with the designed machine
intended for solving it.
5.5. Mathematical modeling of real processes
As noted in Section 1, the problem in applying dif-
ferential equations is in estimating the parameters from
the monitoring data of the simulated process. This raises
the question whether the true values of the parameter
vector belong to some domain responsible for the sys-
tem behavior, e.g. whether these values belong to the
domain of solution stability. We refer to Ref. [1] which
also presents an example of estimating the parameters
by a set of regression equations. The observation about
F-statistics made in the end of Section 3 should be kept
in mind.
6. Conclusion
Obviously, the suggested approach to testing com-
plex statistical hypotheses pertaining to the parameter
vector allows solving a rather broad array of mathemat-
ical modeling problems. The method is illustrated in the
previously published work [1] and in the present paper
by a number of examples.
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