Abstract-The gradient projection anti-windup (GPAW) scheme was recently proposed as an anti-windup method for nonlinear multi-input-multi-output systems/controllers, the solution of which was recognized as a largely open problem in a recent survey paper. This report analyzes the properties of the GPAW scheme applied to an input constrained first order linear time invariant (LTI) system driven by a first order LTI controller, where the objective is to regulate the system state about the origin. We show that the GPAW compensated system is in fact a projected dynamical system (PDS), and use results in the PDS literature to assert existence and uniqueness of its solutions. The main result is that the GPAW scheme can only maintain/enlarge the exact region of attraction of the uncompensated system. We illustrate the qualitative weaknesses of some results in establishing true advantages of anti-windup methods, and propose a new paradigm to address the anti-windup problem, where results relative to the uncompensated system are sought.
I. INTRODUCTION
T HE gradient projection anti-windup (GPAW) scheme was proposed in [1] as an anti-windup method for nonlinear multi-input-multi-output (MIMO) systems/controllers.
It was recognized in a recent survey paper [2] that antiwindup compensation for nonlinear systems remains largely an open problem. To this end, [3] and relevant references in [2] represent some recent advances. The GPAW scheme uses a continuous-time extension of the gradient projection method of nonlinear programming [4] , [5] to extend the "stop integration" heuristic outlined in [6] to the case of nonlinear MIMO systems/controllers. Application of the GPAW scheme to some nominal controllers results in a hybrid GPAW compensated controller [1] , and hence a hybrid closed loop system.
Here, we apply the GPAW scheme to a first order linear time invariant (LTI) system stabilized by a first order LTI controller, where the objective is to regulate the system state about the origin. This case is particularly insightful because the closed loop system is a planar dynamical system whose vector field is easily visualized, and is highly tractable because there is a large body of relevant work, eg. [12] - [18] .
After presenting the generalities in Section II, we address the existence and uniqueness of solutions to the GPAW compensated system. Due to discontinuities of the governing vector field of the GPAW compensated system on the saturation constraint boundaries, classical existence and uniqueness results based on Lipschitz continuity of vector fields [7] - [10] do not apply directly. We show that the GPAW compensated system is in fact a projected dynamical system (PDS) [19] - [22] in Section III. Observe that PDS is a significant line of independent research that has attracted the attention of economists and mathematicians, among others. The link to PDS thus enables cross utilization of ideas and methods, as demonstrated in [23] . Using results from the PDS literature, existence and uniqueness of solutions to the GPAW compensated system can thus be easily established, as shown in Section IV. In Section V, equilibria of the systems are characterized, leading to the study of the associated region of attraction (ROA).
It is widely accepted as a rule that the performance of a control system can be enhanced by trading off its robustness [24, Section 9.1]. As such, we consider an antiwindup scheme to be valid only if it can provide performance enhancements without reducing the system's ROA. The first question to be addressed is whether the GPAW scheme satisfy such a criterion, and is shown to be affirmative in Section VI.
Numerical results further illuminate this property of GPAW compensated systems.
In Section VII, we illustrate some qualitative weaknesses of some results in the anti-windup literature, and propose a new paradigm in addressing the anti-windup problem, in which results relative to the uncompensated system are sought. This is the case for the main result of this report, Proposition 4.
II. PRELIMINARIES
Let the system to be controlled be described bẏ
where the saturation function is defined by
u, if u min < u < u max , u min , if u ≤ u min , and x, u ∈ R are the plant state and control input respectively, a, b, u min , u max ∈ R are constant plant parameters with u min , u max satisfying u min < 0 < u max . Let the nominal controller beẋ c =cx c +dx,
where x c , u ∈ R are the controller state and output respectively, x ∈ R is the measurement of the plant state, and c,d,ẽ ∈ R are controller gains chosen to globally stabilize the unconstrained system, ie. when u max = −u min = ∞.
Remark 1:
It is important that the output equation of the nominal controller, namely u =ẽx c , depends only on the controller state x c and independent of measurement x. That is, if the output equation is u =ẽx c +f x, then we requirẽ f = 0. This property ensures that full controller state-output consistency, ie. sat(u) = u, can be maintained at "almost all"
times (stated more precisely as Fact 1 below) when applying the GPAW scheme. For general nominal controllers, this requirement and its consequences on the GPAW compensated controller are detailed in [25] , together with remedies when the nominal controller does not have the required structure.
A simple transformation of (2) yields the equivalent con-
with c :=dẽ, d :=c. Applying the GPAW scheme [1] 
which is similar to the "conditionally freeze integrator" method [26] . This is expected since the GPAW scheme can be viewed as a generalization of this idea to MIMO nonlinear controllers. Observe that the first order GPAW compensated controller is independent of the GPAW tuning parameter Γ introduced in [1] , which is true for all first order controllers.
Furthermore, inspection of (4) reveals the following.
Fact 1 (Controller State-Output Consistency): If for some T ∈ R, the control signal of the GPAW compensated controller (4) at time T satisfies u min ≤ u(T ) ≤ u max , then u min ≤ u(t) ≤ u max holds for all t ≥ T .
That is, the GPAW compensated controller maintains full controller state-output consistency, sat(u) = u, for all future times once it has been achieved for any time instant. In particular, if the controller state is initialized such that sat(u(0)) = u(0), then sat(u(t)) = u(t) holds for all t ≥ 0. The nominal constrained closed-loop system, Σ n , is described by (1) and (3), Σ n : ẋ = ax + b sat(u),
while the GPAW compensated closed-loop system, Σ g , is described by (1) and (4),
Each of these systems can be expressed in the formż = f (z) with f : R 2 → R 2 . The representing functions (vector fields)
for systems Σ n and Σ g will be denoted by f n and f g respectively. The following will be assumed.
Assumption 1:
The controller parameters c, d satisfy
ad − bc > 0,
III. GPAW COMPENSATED CLOSED LOOP SYSTEM AS A PROJECTED DYNAMICAL SYSTEM
Two of the most fundamental properties required for a meaningful study of dynamic systems is the existence and uniqueness of their solutions. As evident from the definition of the GPAW compensated controller (4), the vector field of the GPAW compensated system, f g , is in general discontinuous on the saturation constraint boundaries ∂K +out (⊂ ∂K + ) and ∂K −out (⊂ ∂K − ). Classical results on the existence and uniqueness of solutions [7] - [10] rely on Lipschitz continuity of the governing vector fields, and hence do not apply to GPAW compensated systems. While results in [27] can be used to assert such properties, we will use results from the projected dynamical system (PDS) [19] - [22] literature to assert the existence and uniqueness of solutions to GPAW compensated systems. First, we show here that the GPAW compensated system, Σ g , is in fact a PDS.
Observe that the setK is a closed convex set (in fact, a closed convex polyhedron). The interior and boundary ofK are K and ∂K + ∪ ∂K − respectively. Let P : R 2 →K be the projection operator [19] defined for all y ∈ R 2 by
with · as the Euclidean norm. It can be seen that for any (x, u) ∈ R 2 , P ((x, u)) = (x, sat(u)). Next, for any y ∈K, v ∈ R 2 , define the projection of vector v at y by [19] , [20] π(y, v) = lim δ↓0 P (y + δv) − y δ .
Note that the limit is one-sided in the above definition [20] .
With f n being the vector field of Σ n , written explicitly as Fig. 1 : Closed loop vector fields (f n , f g ) of systems Σ n , Σ g and the unconstrained system (Σ u , f u ), associated with an open loop unstable system (plant and controller parameters:
. Vector fields of systems Σ n , Σ g and Σ u (f n , f g , f u ) are shown on the left, while the vector field differences (f n − f u , f g − f n ) are shown on the right. Fig. 2 : Closed loop vector fields (f n , f g ) of systems Σ n , Σ g and the unconstrained system (Σ u , f u ) associated with an open loop stable system (plant and controller parameters: a = −1, b = 1, c = −1, d = 0.5, −u min = u max = 1). Vector fields of systems Σ n , Σ g and Σ u (f n , f g , f u ) are shown on the left, while the vector field differences (f n − f u , f g − f n ) are shown on the right.
we have the following, the corollary of which is the desired result.
Claim 1: For all (x, u) ∈K, the vector field f g of the GPAW compensated closed loop system Σ g satisfy
Proof: If (x, u) ∈ K, the result follows from [20, Lemma 2.1(i)] and Fact 2. Next, consider a boundary point, (x, u) ∈ ∂K +in ∪ {z + }. On this segment, we have u = u max and cx + du max ≤ 0 from definition of the set ∂K +in ∪ {z + }.
Since sat(u max +δβ) = u max +δβ for β ≤ 0 and a sufficiently small δ > 0, we have
for all (x, u) ∈ ∂K +in ∪{z + }, where the final equality follows from Fact 2. Finally, consider a boundary point (x, u) ∈ ∂K +out . On this segment, we have u = u max and cx + du max > 0 from the definition of ∂K +out . Since sat(u max + δβ) = u max for β > 0 and a sufficiently small δ > 0, we have
for all (x, u) ∈ ∂K +out . The above established the claim for all points onK \ ∂K − . The verification on the boundary ∂K − is similar to that for ∂K + .
Corollary 1:
The GPAW compensated system Σ g is a projected dynamical system [19] governed bẏ
where z = (x, u).
Corollary 1 will be used in the next section to assert the existence and uniqueness of solutions to system Σ g . See [19] - [21] for a detailed development of PDS, and [23] for known relations to other system descriptions.
IV. EXISTENCE AND UNIQUENESS OF SOLUTIONS
Here, we assert the existence and uniqueness of solutions to both the nominal constrained system and GPAW compensated system.
Claim 2:
The nominal system Σ n has a unique solution for all initial conditions (x(t 0 ), u(t 0 )) ∈ R 2 and all t ≥ t 0 .
Proof: For all z := (x, u) ∈ R 2 , the vector field f n can be written as 
for all z := (x, u) ∈ R 2 ,z := (x,ũ) ∈ R 2 . By [8, Theorem 3.2, pp. 93], Σ n has a unique solution defined for
We will need the following assumption used to assert the existence and uniqueness of solutions to PDS.
Assumption 2 ( [19, Assumption 1]): There exists B < ∞ such that the vector field f n :
where x, y denotes the dot product of x and y.
The following result is stated without proof in the remark following [19, Assumption 1] .
holds.
for all z,z ∈K. Fix anyz ∈K and define α := L z + f n (z) (< ∞) and B := max{L, α} (< ∞), so that the preceding inequality becomes
which proves (8) .
By the Cauchy-Schwarz inequality, we have
for all z,z ∈K, which proves (9).
Remark 3: Both Assumption 2 and Claim 3 are stated for general vector fields f n and regionsK in R k , but will be specialized to vector fields and regions in R 2 in the sequel.
The following is the main result of this section.
Proposition 1:
The GPAW compensated system Σ g has a unique solution for all initial conditions (x(t 0 ), u(t 0 )) ∈ R 2 and all t ≥ t 0 .
Proof: Since f n : R 2 → R 2 is globally Lipschitz (see (7) 
where L out = |a| < ∞. Secondly, from Fact 2, f g and f n coincide inK +in := K +in ∪ ∂K +div , so that f g is also Lipschitz inK +in . For any z 1 , z 2 ∈K +in , we have
(see (7)). The last case corresponds to z 1 and z 2 being in different regions,K +in andK +out . Without loss of generality, let z 1 ∈K +in and z 2 ∈K +out . The straight line in R 2 connecting z 1 and z 2 then contains a pointz ∈ ∂K +div with the property thatz ∈K +in ∩K +out , z 1 −z ≤ z 1 − z 2 , and z 2 −z ≤ z 1 − z 2 . Then we have
which, together with the first two cases, shows that f g is Lipschitz in K + . By [9, Theorem 3.1, pp. 18 -19] , Σ g has a unique solution contained in K + whenever (x(t 0 ), u(t 0 )) ∈ K + . If the solution stays in K + for all t ≥ 0, the claim holds.
Otherwise, by [9, Theorem 2.1, pp. 17], the solution can be continued to the boundary of K + , ∂K + ⊂K. In this case, the first part of the proof shows that there is a unique continuation inK for all t ≥ 0.
Remark 4:
Care is due when interpreting the existence and uniqueness results of Proposition 1. Let φ n (t, z 0 ) be the unique solution of system Σ n starting from z 0 ∈ R 2 at time t = 0.
For system Σ n , existence and uniqueness of solution implies that no two different paths intersect [9, pp. 38] , and
That is, proceeding forwards and then backwards in time by the same amount, the solution always reaches its starting point. some interior point z 0 ∈ K, then traversing backwards in time, the solution will never reach z 0 .
Existence and uniqueness of solutions of system Σ g means that if two distinct trajectories, φ g (t, z 1 ), φ g (t, z 2 ), intersect at some time, then they will be identical for all future times, ie.
Specifically, they can never diverge into two distinct trajectories.
V. EQUILIBRIUM POINTS
In this section, we characterize all equilibria of systems Σ n and Σ g . Of primary importance is the origin, stated below. Claim 4: The origin z eq0 := (0, 0) is the only equilibrium point of systems Σ n and Σ g in K, and it must be either a stable node or stable focus. Proof: In K, the vector fields f n and f g coincide (see Fact 2) , and can be written as f n (z) = f g (z) =Ãz, wherẽ A = a b c d . It is clear that the origin is an equilibrium point due to f n (z eq0 ) = f g (z eq0 ) =Ãz eq0 = 0 ∈ R 2 . From (6), the matrixÃ is invertible and hence, z eq0 must be the only equilibrium point in K. Additional equilibria of the nominal system Σ n are characterized below. Claim 5: Apart from the origin z eq0 , the nominal system Σ n admits two additional isolated equilibrium points defined by Moreover, if z eq+ and z eq− are equilibria of Σ n , they are saddle points and lie strictly in K + and K − respectively, ie. z eq+ , z eq− ∈ (∂K + ∪ ∂K − ).
Remark 5: When z eq+ and z eq− are equilibria of Σ n , it can be verified that they must lie in ∂K +div and ∂K −div respectively.
Proof: All equilibria of Σ n are determined from the condition f n (z) = 0. It can be verified from the conditions ax + b sat(u) = 0 (from f n (z) = 0) and bc = 0 of Assumption 1, that whenever the open loop system is marginally stable, ie. a = 0, there can be no equilibria apart from z eq0 .
Similarly, whenever d = 0, the conditions cx + du = 0 (from f n (z) = 0), bc = 0, and ax + b sat(u) = 0 implies that there can be no additional equilibria apart from z eq0 . Together, this means ad = 0, and z eq+ and z eq− are well-defined. A simple computation shows that apart from z eq0 , the additional equilibria are z eq+ and z eq− , provided z eq+ ∈ K + ∪ ∂K + and z eq− ∈ K − ∪ ∂K − . These hold if and only if ad = 0 and The Jacobian of f n at the isolated equilibrium points z eq+ ∈ K + and z eq− ∈ K − are identical and given by
Since its eigenvalues are a, d, and ad < 0, the equilibria z eq+ and z eq− must be saddle points.
The following characterizes additional equilibria of the GPAW compensated system Σ g . Claim 6: Apart from the origin z eq0 , the GPAW compensated system Σ g admits additional equilibria only when (i) the open loop system is unstable (a > 0). Additional equilibria are all points in the two connected sets defined
(ii) the open loop system is strictly stable (a < 0) and controller parameter satisfies d ∈ (0, −a). Additional equilibria are all points in the two connected sets defined by
Remark 6: Observe that whenever Σ n has additional equilibria other than z eq0 , so does Σ g . The converse statement is also easily verified. Moreover, observe that z eq+ and z eq− belongs to, and lies on the endpoints of the sets Z eq+ and Z eq− respectively.
Proof: All equilibria of Σ g are determined from the condition f g (z) = 0. It can be verified from the conditions ax + b sat(u) = 0 (from f g (z) = 0) and bc = 0 of Assumption 1, that whenever the open loop system is marginally stable, ie. a = 0, there can be no equilibria apart from z eq0 .
Computation shows that apart from z eq0 , all points in the sets
are also equilibria of Σ g , provided these sets are non-empty.
Considering the conditions u ≥ u max and du ≥ (5) and (6) reduces to a < 0 and bc < 0 respectively, which implies loop system is unstable, or strictly stable with d ∈ (0, −a), Σ n has two more isolated equilibrium points z eq+ and z eq− which are saddle points, and Σ g has a continuum of equilibria Z eq+ and Z eq− .
VI. REGION OF ATTRACTION
The purpose of anti-windup schemes is to provide performance improvements only in the presence of control saturation. It is widely accepted as a rule that the performance of a control system can be enhanced by trading off its robustness [24, Section 9.1]. To distinguish anti-windup schemes from conventional control methods, we consider an antiwindup scheme to be valid only if it can provide performance enhancements without reducing the system's region of attraction (ROA). We show in this section that GPAW compensation can only maintain/enlarge the ROA of the nominal system Σ n .
In other words, the ROA of system Σ n is contained within the ROA of Σ g .
While there may exist multiple equilibria for systems Σ n and Σ g , we are primarily interested in the ROA of the equilibrium point at the origin, z eq0 . A distinguishing feature is that the results herein refers to the exact ROA in contrast to ROA estimates that is found in a significant portion of the literature on anti-windup compensation. For clarity of presentation, we present the result in two parts, where the ROA containment is shown for the unsaturated regionK and saturated region R 2 \K separately. Some numerical examples will illustrate typical ROAs and show that the said ROA containment can hold strictly for some systems. In the sequel, we will state and prove results only for one side of the state space, namely with respect to K + ∪ ∂K + . The analogous results with respect to K − ∪ ∂K − can be readily extended, and will not be expressly stated. Let φ n (t, z 0 ) and φ g (t, z 0 ) be the unique solutions of systems Σ n and Σ g respectively, both starting at initial state z 0 at time t = 0. The ROA of the origin z eq0 for systems Σ n and Σ g are then defined by [8, pp . 314]
respectively. We recall the notion of transverse sections and ω limit sets. R 2 is said to be an ω limit point of a trajectory φ(t, z 0 ) if there exists a sequence of times t n , n ∈ {1, 2, . . . , ∞} such that t n ↑ ∞ as n → ∞ for which lim n→∞ φ(t n , z 0 ) = z. The set of all ω limit points of a trajectory is called the ω limit set of the trajectory. For convenience, let the straight line connecting two points α, β ∈ R 2 be denoted by l(α, β) (= l(β, α)), and defined by
Observe that l(α, β) does not contain the endpoints α, β, except for the degenerate case of identical endpoints, in which case, l(α, α) = {α}. Next, the ROA containment in the unsaturated and saturated regions are shown separately, which combines to yield the desired result.
A. ROA Containment in Unsaturated Region
What follows is a series of intermediate claims to arrive at the main result of this subsection, Proposition 2. Let the straight lines connecting the origin to the points z + and z − be
respectively. Consider a point z 0 ∈ ∂K +in with the property that z 0 ∈ R n and φ n (t, z 0 ) ∈ K + for all t ≥ 0. In other
A case where the solution enters K − and also intersects σ + is shown on the left, while a case where the solution never enters K − and never intersects σ + is shown on the right.
words, z 0 is in the ROA of system Σ n and its solution stays inK ∪K − for all t ≥ 0. As a consequence of Fact 4, φ n (t, z 0 ) can never intersect ∂K +out for all t ≥ 0. Let
That is, t int is the first time instant that the solution starting from z 0 at t = 0 intersects σ + , or ∞ if it does not intersect σ + . If t int < ∞, the path
is well defined. Otherwise, the path
is well defined. Now, define the path
which can be verified to be closed and connected. Let the open, bounded region enclosed by η(z 0 ) be D(z 0 ), and its closure beD(z 0 ). The region D(z 0 ) is illustrated in Fig. 3 .
The following result states thatD(z 0 ) is a positive invariant set [9, pp. 47], and it must contain the origin z eq0 .
Claim 7:
If there exists a point z 0 ∈ ∂K +in such that z 0 ∈ R n and φ n (t, z 0 ) ∈K ∪ K − for all t ≥ 0, thenD(z 0 ) ⊂ K ∪ K − is a positive invariant set for system Σ n , and it must contain z eq0 , ie. z eq0 ∈D(z 0 ).
Remark 8:
The claim states specifically that under the assumptions, it is not possible for φ n (t, z 0 ) to intersect σ + without having η(z 0 ) enclose z eq0 , a case not illustrated in Fig. 3 .
otherwise.
We first show thatσ + is a transverse section to f n , and that f n always points intoD(z 0 ) onσ + . Let α ∈ {−1, +1} be chosen
c u max ) is orthogonal to z + . Then αT z+ z+ is the unit normal ofσ + that points intoD(z 0 ). Henceσ + is a transverse section to f n , and f n points intoD(z 0 ) onσ + if and only if αT z + , f n (z) > 0 holds with strict inequality for all z ∈σ + .
Since z 0 ∈ ∂K +in , we have from the definition of ∂K +in that z 0 = (x 0 , u max ) for some x 0 that satisfies cx 0 +du max < 0.
Since θ ∈ (0, 1] for any z ∈σ + , we have from (6) that αT z + , f n (z) > 0, which shows thatσ + is a transverse section to f n and that f n always points intoD(z 0 ) onσ + .
It is clear that l(z 0 , z + ) ⊂ ∂K +in is also a transverse section to f n , and that f n always points intoD(z 0 ) on l(z 0 , z + ). Both of these results show that any solution originating inD(z 0 ) cannot exitD(z 0 ) through the line segmentsσ + or l(z 0 , z + ).
Furthermore, since the solution is unique and no two different paths can intersect [9, pp. 38], the regionD(z 0 ) enclosed by η(z 0 ) must be a positive invariant set [9, pp. 47] for system
Finally, from the assumption z 0 ∈ R n , we have φ n (t, z 0 ) → z eq0 as t → ∞. SinceD(z 0 ) is a positive invariant set and z 0 ∈D(z 0 ), we have φ n (t, z 0 ) ∈D(z 0 ) for all t ≥ 0. The conclusion z eq0 ∈D(z 0 ) then follows from the fact thatD(z 0 ) is closed and hence contains all its limit points.
Claim 8:
If there exists a point z 0 ∈ ∂K +in such that z 0 ∈ R n and φ n (t, z 0 ) ∈K for all t ≥ 0, then all points inD(z 0 ) ⊂ K also lie in the ROA of system Σ n , ie.D(z 0 ) ⊂ R n .
Remark 9: Specifically, the conclusion implies (5), regionD(z 0 ) contains no closed orbits. As a result, the ω limit sets must consist of equilibrium points only, and it must be z eq0 since it is the only equilibrium point inK. The conclusion follows by observing thatD(z 0 ) is a positive invariant set, and any trajectory starting in it must converge to the ω limit set {z eq0 } due to [8, Lemma 4.1, pp. 127].
The pointsz + ∈ ∂K + andz − ∈ ∂K − , defined bỹ
and the line segments
will be needed in the subsequent development.
Claim 9:
If the open loop system is stable or marginally stable, ie. a ≤ 0, then f g points towards z + on ∂K +out , ie.
If the open loop system is unstable, ie. a > 0, then f g points towards z + on ξ + , f g (z + ) = 0, and f g points away from z + on ∂K +out \ (ξ + ∪ {z + }).
Proof: From the definition of ∂K +out , any z ∈ ∂K +out has the form z = (x 0 , u max ) for some x 0 satisfying cx 0 + du max > 0. For any z ∈ ∂K +out , we have f g (z) = (ax 0 + bu max , 0) and
If a = 0, (6) reduces to bc < 0 and (11) follows. If a < 0, we have from (6) and cx 0 + du max > 0 that c(ax 0 + bu max ) < acx 0 + adu max = a(cx 0 + du max ) < 0,
and (11) holds. This proves the first statement of the claim.
Finally, consider the case a > 0. Then (11) 
It can be verified that −du max < − bc a u max due to (6). The above condition (12) can be decomposed and rewritten as
b a u max for some θ ∈ (0, 1). In other words, f g (z) points towards z + if and only if z ∈ ξ + . The fact that f g (z + ) = 0 can be verified by substitution, and the last statement of the claim follows.
Remark 10: It is clear that when a > 0,z + ∈ Z eq+ where Z eq+ is the set of equilibria defined in Claim 6.
Claim 10:
If the open loop system is unstable, ie. a > 0, and z 0 ∈ ∂K +out ∩ R n , then z 0 ∈ ξ + .
Proof: We will show that if a > 0 and z 0 ∈ ∂K +out \ ξ + , then z 0 ∈ R n (see Appendix B). If z 0 ∈ R n , we have φ n (t, z 0 ) → z eq0 as t → ∞. Since z eq0 ∈ K, it is sufficient to show that if a > 0 and z 0 ∈ ∂K +out \ ξ + , then φ n (t, z 0 ) ∈ K for all t ≥ 0. Let z 0 = (x 0 , u max ) ∈ ∂K +out so that cx 0 + du max > 0. At the point z 0 , we have f n (z 0 ) = (ax 0 + bu max , cx 0 +du max ). It follows thatu(0) = cx 0 +du max > 0 at time t = 0, and u(t) must increase (and hence sat(u(t)) = u max ) at least for some non-zero interval. The initial value problem to be considered iṡ
whose solution will coincide with the solution of Σ n , ie. φ n (t, z 0 ), as long as it remains outside K. We will show that u(t) ≥ u max for all t ≥ 0, so that φ n (t, z 0 ) ∈ K for all t ≥ 0.
t) is non-decreasing at least until u(t) < u max . Hence x(t) ≥ x 0 and cx(t) ≥ cx 0 during this interval.
In either case, we havė
as the differential inequality governing u(t). 
Since a > 0, it follows from (5) that d < −a < 0 and hence
With these, the above inequality becomes
The above results are summarized below. Claim 11: If there exists a z 0 ∈ ∂K +out ∩ R n , then for
Proof: If a ≤ 0, the result is a direct consequence of Claim 9 and the fact that ∂K +out ∪ {z + } contains no equilibrium points of Σ g . If a > 0, then the result follows from Claim 10 and Claim 9, and the fact that ξ + ∪ {z + } contains no equilibrium points of Σ g . Remark 11: Observe that under the assumptions, the solution of the GPAW compensated system φ g (t, z 0 ) slides along the line segment ∂K +out (or ξ + as appropriate) to reach z + .
Note that Fact 1 corroborates this observation. Next, we will show that a solution of Σ n converging to the origin can intersect ∂K +out or ∂K −out only in a specific way, namely that subsequent intersection points, if any, must steadily approach z + or z − .
Claim 12: If z 0 ∈ ∂K +out ∩ R n and there exists a T ∈ (0, ∞) such that φ n (T, z 0 ) ∈ ∂K +out , then φ n (T, z 0 ) ∈ l(z 0 , z + ).
Proof: We will show that if φ n (T, z 0 ) ∈ l(z 0 , z + ), then z 0 ∈ R n . Let z 1 := φ n (T, z 0 ) and assume z 1 ∈ ∂K +out \ l(z 0 , z + ). If z 1 = z 0 , then the solution forms a closed orbit, and due to uniqueness of solutions, φ n (t, z 0 ) will stay on the orbit for all t ≥ 0 and never approach z eq0 . Hence z 0 ∈ R n .
Otherwise, we have z 1 ∈ ∂K +out \ (l(z 0 , z + ) ∪ {z 0 }). Let the closed bounded region enclosed by the closed path
beD(z 0 ). Note that φ n (t, z 0 ) must necessarily intersect ∂K +in and enter K before it can intersect ∂K +out at time T due to Fact 4. It can be seen that l(z 0 , z 1 ) ⊂ ∂K +out is a transverse section to f n , with f n pointing out ofD(z 0 ) on l(z 0 , z 1 ). HenceD(z 0 ) is a negative invariant set of system Σ n . If z eq0 ∈D(z 0 ), then there is no way for φ n (t, z 0 ) to reach z eq0 , which will prove the claim. We will show that z eq0 must be contained inD(z 0 ) using index theory [7, Section 2. has only one node or focus at the origin with possibly two additional saddle points, the only way forη(z 0 ) to have an index of +1 is for it to enclose the origin z eq0 alone. That is, z eq0 ∈D(z 0 ).
Remark 12:
The above proof is most evident by visualizing the vector field f n on the pathη(z 0 ).
The following is the main result of this subsection. The proof amounts to using the solution of Σ n to bound the solution of Σ g .
Proposition 2:
The part of the ROA of the origin of system Σ n contained inK, is itself contained within the ROA of the origin of system Σ g , ie. (R n ∩K) ⊂ R g .
Remark 13:
The distinction between the solutions of systems Σ n and Σ g , namely φ n (t, z) and φ g (t, z), and their ROAs, R n and R g , should be kept clear when examining the proof below.
Proof:
The following argument will be used repeatedly in the present proof. If for some z ∈K, we have φ n (t, z) ∈K for all t ≥ 0, then Fact 4 implies that φ n (t, z) cannot intersect ∂K +out or ∂K −out , ie. φ n (t, z) ∈K \ (∂K +out ∪ ∂K −out ) for all t ≥ 0. Fact 2 shows that f n and f g coincide inK \ (∂K +out ∪ ∂K −out ), which implies φ g (t, z) = φ n (t, z) for all t ≥ 0. If in addition, we have lim t→∞ φ n (t, z) = z eq0 , then lim t→∞ φ g (t, z) = lim t→∞ φ n (t, z) = z eq0 . In summary, if φ n (t, z) ∈K for all t ≥ 0 and z ∈ R n , then z ∈ R g . For ease of reference, we call this the coincidence argument.
We need to show that if z 0 ∈ R n ∩K, then z 0 ∈ R g . Let z 0 ∈ R n ∩K, so that φ n (0, z 0 ) = z 0 ∈K, and φ n (t, z 0 ) → z eq0 as t → ∞. Consider the case where φ n (t, z 0 ) stays inK for all t ≥ 0. It follows from the coincidence argument that z 0 ∈ R g . Now, we let the solution φ n (t, z 0 ) enter K + and consider all possible continuations. Due to Fact 4, φ n (t, z 0 ) must intersect ∂K +out at least once. If φ n (t, z 0 ) intersects ∂K +out multiple times, it can only intersect it for finitely many times. Otherwise, there is an infinite sequence of times t m , m ∈ {1, 2, . . . , ∞} such that t m ↑ ∞ as m → ∞ for which φ n (t m , z 0 ) ∈ ∂K +out . Since z 0 ∈ R n , it follows that φ n (t m , z 0 ) ∈ ∂K +out ∩ R n for every m. As a consequence of Claim 12, we have lim m→∞ φ n (t m , z 0 ) = z + , which shows that z + is an ω limit point of φ n (t, z 0 ). But this is impossible because lim t→∞ φ n (t, z 0 ) = z eq0 = z + . Similarly, if φ n (t, z 0 ) intersects ∂K −out multiple times, it can only intersect it for finitely many times.
Hence, let T 1 and T 2 be the first and last times for which φ n (t, z 0 ) intersects ∂K +out , and let T 3 be the (only) time after T 2 that φ n (t, z 0 ) intersects ∂K +in . Then we have 0 ≤ T 1 ≤ T 2 < T 3 < ∞ and φ n (t, z 0 ) ∈ K + for all t ∈ (T 2 , T 3 ), φ n (T 1 , z 0 ), φ n (T 2 , z 0 ) ∈ ∂K +out , and φ n (T 3 , z 0 ) ∈ ∂K +in , with behavior after T 3 to be specified. Let z 1 = φ n (T 1 , z 0 ) ∈ ∂K +out , z 2 = φ n (T 2 , z 0 ) ∈ ∂K +out and z 3 = φ n (T 3 , z 0 ) ∈ ∂K +in . Since z 0 ∈ R n , we have z 1 , z 2 ∈ ∂K +out ∩ R n and
for all t > T 2 , the only possible continuations from time T 3 (> T 2 ) onwards are (i) φ n (t, z 0 ) stays inK for all t ≥ T 3 , or (ii) φ n (t, z 0 ) enters K − at some finite time.
Consider case (i), which impliesD(z 3 ) ⊂K. Claim 8 yields z + ∈D(z 3 ) ⊂ R n , and Claim 7 shows thatD(z 3 ) is a positive invariant set for system Σ n . Then we have φ n (t, z + ) ∈D(z 3 ) ⊂K for all t ≥ 0. It follows from the coincidence argument that z + ∈ R g . Because φ g (t, z + ) = φ g (t, φ g (T 1 +T 1 , z 0 )) for all t ≥ 0, we have z 0 ∈ R g , as desired. Now, consider case (ii). Due to Fact 4, φ n (t, z 0 ) must intersect ∂K −out at least once. From the above discussion, φ n (t, z 0 ) can intersect ∂K −out only finitely many times. Let T 4 be the first time (after T 3 ) and T 5 be the last time for which φ n (t, z 0 ) intersects ∂K −out , and let T 6 be the (only)
and z 6 = φ n (T 6 , z 0 ) ∈ ∂K −in . Since z 0 ∈ R n , we have z 4 , z 5 ∈ ∂K −out ∩ R n and z 6 ∈ ∂K −in ∩ R n . Now, the only possible continuation after T 6 is for φ n (t, z 0 ) ∈K for all t ≥ T 6 . Recall the definition of η(z) andD(z) for some z ∈ ∂K +in ∩ R n , as illustrated in Fig. 3 . It is clear that z + ∈D(z 3 ). Claim 7 shows thatD(z 3 ) (with a portion in K − ) is a positive invariant set for system Σ n , so that φ n (t, z + ) ∈ D(z 3 ) for all t ≥ 0. Recall also, that φ g (T 1 +T 1 , z 0 ) = z + and we want to show that z + ∈ R g . There are two possible ways for the solution φ n (t, z + ) to continue. Either φ n (t, z + ) stays inD(z 3 ) ∩K for all t ≥ 0, or it entersD(z 3 ) ∩ K − at some finite time. If φ n (t, z + ) ∈D(z 3 ) ∩K for all t ≥ 0, then as in the proof of Claim 8, Bendixson's Criterion [8, Lemma 2.2, pp. 67] and the absence of saddle points in D(z 3 ) ∩K means that {z eq0 } is the ω limit set of φ n (t, z + ) and hence z + ∈ R n . By the coincidence argument, we have z + ∈ R g . It follows from φ g (t, z + ) = φ g (t, φ g (T 1 +T 1 , z 0 )) for all t ≥ 0, that z 0 ∈ R g . Finally, consider when φ n (t, z + ) entersD(z 3 ) ∩ K − at some finite time. By Fact 4, φ n (t, z + ) must intersect ∂K −out at least once. LetT 2 < ∞ be such that φ n (T 2 , z + ) ∈ ∂K −out and φ n (t, z + ) ∈ K for all t ∈ (0,T 2 ), and letz 2 = φ n (T 2 , z + ) ∈ ∂K −out . Because the boundary of D(z 3 ) intersects ∂K −out at z 4 andz 2 ∈D(z 3 ) ∩ ∂K −out , we have thatz 2 ∈ l(z 4 , z − ). Since z 4 ∈ ∂K −out ∩ R n , we have by (the analogous counterpart to) Claim 11 that there exists ã T 3 < ∞ such that φ g (T 3 ,z 2 ) = z − . Since z 6 ∈ ∂K −in ∩R n , it follows from (the analogous counterparts to) Claims 8 and 7 that z − ∈D(z 6 ) ⊂ R n ,D(z 6 ) is a positive invariant set, and φ n (t, z − ) ∈D(z 6 ) ⊂K for all t ≥ 0. The coincidence argument then yields z − ∈ R g . Since φ n (t, z + ) ∈ K ∪ {z + } for all t ∈ [0,T 2 ), Fact 2 implies that φ g (t, z + ) = φ n (t, z + ) for all t ∈ [0,T 2 ]. We can trace back the path to z 0 by
In similar manner, it can be shown that if z 0 ∈ R n ∩K and the solution φ n (t, z 0 ) enters K − first, then z 0 ∈ R g . Observe that the partial result stated in Proposition 2 is practically meaningful because the controller state can usually be initialized in a manner such that the system state is in the unsaturated region.
B. ROA Containment in Saturated Region
In this subsection, we show that the ROA containment also holds in the saturated region. What follows is a series of intermediate claims to arrive at the main result of this subsection, Proposition 3. Define the line segments
It can be verified that σ +div = l(z + , z eq+ ), σ −div = l(z − , z eq− ), z eq+ ∈σ +div and z eq− ∈σ −div whenever ad < 0. Proof: Since σ +div ⊂ ∂K +div ⊂ K + , we only need
c u max ). For case (i) (respectively, (ii)), it can be verified thatT z+ z+ is a unit normal of ∂K +div (respectively, σ +div ). We need to show that T z + , f n (z) = 0 for all z ∈ ∂K +div (respectively, z ∈ σ +div ). Any z ∈ ∂K +div can be expressed as z = (x, u) = (− d c u, u) for some u > u max . On any point z ∈ ∂K +div , direct computation yields
For case (i), we have ad ≥ 0, so that adu ≥ adu max > bcu max , where the last inequality is due to (6) . Then adu − bcu max > 0, and we have T z + , f n (z) = 0 for all z ∈ ∂K +div , as desired.
For case (ii), it can be verified that ad < 0 due in part to (5) (d < −a < 0 when a > 0). Then bc ad > 1 due to (6) and σ +div = ∅. On ∂K +div , T z + , f n (z) = 0 can hold if and only if adu − bcu max = 0. This is assured on any point z = (x, u) ∈ σ +div ⊂ ∂K +div due to u < bc ad u max . Remark 14: For case (ii), the proof also shows thatσ +div \ {z eq+ } is also a transverse section to f n .
Claim 14:
If the open loop system is (i) strictly stable with an unstable controller (a < 0 and d ∈ (0, −a)), or
(ii) unstable (a > 0), and z 0 ∈ R n , then z 0 ∈σ +div .
Proof: We will show that if z 0 ∈σ +div , then z 0 ∈ R n .
If z 0 ∈ R n , we have φ n (t, z 0 ) → z eq0 as t → ∞. Since z eq0 ∈ K, it is sufficient to show that if z 0 ∈σ +div , then φ n (t, z 0 ) ∈ K for all t ≥ 0. It can be verified that ad < 0, due in part to (5) (d < −a < 0 when a > 0). Then (6) yields 
whose solution will coincide with φ n (t, z 0 ) as long as it remains in K + ∪ ∂K + . Solving for x(t) yields
We will show that u(t) ≥ u max for all t ≥ 0, so that φ n (t, z 0 ) ∈ K for all t ≥ 0.
Consider case (i) (a < 0 and d ∈ (0, −a)). Define v = u − u 0 so thatv =u = cx + du = dv + (cx + du 0 ), and
Clearly, if v(t) = u(t) − u 0 ≥ 0 for all t ≥ 0, then u(t) ≥ u 0 ≥ bc ad u max > u max for all t ≥ 0, and the conclusion follows. Since d > 0, a sufficient condition is for the input of the preceding ordinary differential equation to satisfy cx(t) + du 0 ≥ 0 for all t ≥ 0. Using cx 0 + du 0 = 0 and the solution of x(t), we have 
for all t ≥ 0, due to cx 0 + du 0 = 0. Then u(t) is governed by the differential inequalitẏ
In similar manner as the proof of Claim 10, defineṽ = −u, so thatv 
where T n ∈ (0, ∞) is such that the solution of the nominal system satisfy φ n (T n , z 0 ) ∈ ∂K +in and φ n (t, z 0 ) ∈ K + for all t ∈ [0, T n ). Moreover, T g < T n < ∞ holds.
Proof: Let z 0 = (x 0 , u 0 ) ∈ K +out ∩ R n , so that u 0 > u max , cx 0 + du 0 > 0, and φ n (t, z 0 ) → z eq0 as t → ∞.
Since z eq0 ∈ K and z 0 ∈ K +out ⊂ K + , Fact 3 shows that φ n (t, z 0 ) must intersect ∂K +in at some finite time. Let T n be the first time instant that φ n (t, z 0 ) intersects ∂K +in . Then T n ∈ (0, ∞), φ n (T n , z 0 ) ∈ ∂K +in and φ n (t,
The solution of the nominal system, φ n (t, z 0 ) = (x n (t), u n (t)), is governed bẏ
as long as u n (t) ≥ u max , ie. for all t ≤ T n . The solution of the GPAW compensated system, φ g (t, z 0 ) = (x g (t), u g (t)), is governed bẏ
where
as long as u g (t) ≥ u max . We need to show that there
Solving the initial value probleṁ
for all t ≥ 0. It can be seen that x n (t) = x(t) for all t such that u n (t) ≥ u max , and x g (t) = x(t) for all t such that u g (t) ≥
the first time instant that φ g (t, z 0 ) intersects ∂K +in , or ∞ if φ g (t, z 0 ) never intersects ∂K +in . With T := min{T n , T g }, the preceding relations yield x n (t) = x g (t) = x(t) for all t ∈ [0, T ]. Hence x n (t) and x g (t) are well defined at least for all t ∈ [0, T ], and we have
Observe that whenever cx(t) + du g (t) ≥ 0, we have
The solution of u g (t) is clearly governed by the differential
To obtain a strict inequality, observe that cx(0) + du n (0) = cx(0) + du g (0) = cx 0 + du 0 > 0 holds with strict inequality. Then for any sufficiently small δ > 0 such that
we have u g (δ) = u 0 due tou g (t) = 0 for all t ∈ [0, δ]. In other words, defining u δ := u 0 + , we havė
Applying Lemma 1 (see Appendix C) to the preceding, we get the strict condition u g (t) < u n (t) for all t ∈ [δ, T ]. Since δ > 0 is only required to be small but otherwise arbitrary, we
Assume for the sake of contradiction that φ g (t, z 0 ) never intersects ∂K +in . Then T g = ∞ by its definition and
This, coupled with u g (0) = u 0 > u max and continuity of u g (t) means that there exists aT ∈ (0, T n ) such that u g (T ) = u max . This contradicts the assumption that φ g (t, z 0 ) never intersects ∂K +in , and also
Since z 0 ∈ K +out and φ n (T n , z 0 ), φ g (T g , z 0 ) ∈ ∂K +in , both φ n (t, z 0 ) and φ g (t, z 0 ) must intersect ∂K +div at least once. Let T ndiv ∈ (0, T n ) and T gdiv ∈ (0, T g ) be the first time instants that φ n (t, z 0 ) and φ g (t, z 0 ) intersect ∂K +div , so
, and let the closed bounded region enclosed by the closed path
If the open loop system is marginally stable (a = 0) or strictly stable with a stable controller (a < 0 and d ≤ 0), Claim 13 shows that ∂K +div is a transverse section to f n .
Since φ n (t, z 0 ) traverses from K +out through z n ∈ ∂K +div to K +in , all trajectories of Σ n intersecting the transverse section ∂K +div can only pass from K +out to K +in , ie. they cannot pass from K +in to K +out through ∂K +div . This implies that φ n (t, z 0 ) can never return to K +out within the interval
If the open loop system is strictly stable with an unstable controller (a < 0 and d ∈ (0, −a) ), or unstable (a > 0), the assumption z 0 ∈ R n and Claim 14 implies z n ∈ σ +div , and that φ n (t, z 0 ) ∈σ +div for all t ∈ [0, T n ]. Claim 13 shows that σ +div is a transverse section to f n , which by the same reasoning, implies that φ n (t, z 0 ) can never return to K +out
By Claim 2, the solutions of system Σ n are unique, so that no two different paths can intersect [9, pp. 38].
Hence, no solution starting inD(z n ) \η φn (z n ) can reach η φn (z n ), or exitD(z n ) through the segmentη φn (z n ). This, together with the fact that l(z + , z n ) is a transverse section
can exit the regionD(z n ) only through the line segment l(z + , φ n (T n , z 0 )) ⊂ ∂K +in . By Fact 2, f n and f g coincide
Remark 15: In fact, a weaker version of Claim 15 (where the conclusion is that a T g ≤ T n exists such that φ g (T g , z 0 ) ∈ l(z + , φ n (T n , z 0 )) ∪ {φ n (T n , z 0 )}) suffices for the purpose of proving Proposition 3. The proof would have been shorter, as the condition u g (t) < u n (t) for all t ∈ (0, T ] would be unnecessary. We present this marginally stronger result to confirm the intuitively reasonable conclusion.
Consider a point z 0 ∈ ∂K +in ∩ R g . From Fact 1, we have φ g (t, z 0 ) ∈K for all t ≥ 0. Recall the definition of σ + (see (10) ), and let
In other words, t int is the first time instant that the solution of the GPAW compensated system φ g (t, z 0 ) intersects σ + , or ∞ if it does not intersect σ + . If t int < ∞, the path
is well defined. Now, define the path γ(z 0 ) ∈ R 2 by
which can be verified to be closed and connected. Let the open, bounded region enclosed by γ(z 0 ) be E(z 0 ), and its closure beĒ(z 0 ). The region E(z 0 ) is illustrated in Fig. 4 .
The following result is analogous to Claims 7 and 8 combined, with respect toĒ(z 0 ).
Claim 16: If z 0 ∈ ∂K +in ∩ R g , thenĒ(z 0 ) ⊂K is a positive invariant set for system Σ g . Moreover,Ē(z 0 ) is contained in the ROA of system Σ g , and it must contain z eq0 , ie.Ē(z 0 ) ⊂ R g and z eq0 ∈Ē(z 0 ).
Observing from Fact 2 that f n and f g coincide onσ + ⊂ K ∪ {z + }, it can be verified as in the proof of Claim 7, that σ + is a transverse section to f g and f g always points intō is unique due to Proposition 1, which implies that no solution originating inĒ(z 0 ) can exit it through the boundary γ 0φg (z 0 ) (or γ intφg (z 0 ) as appropriate) (see Remark 4) . These show that the regionĒ(z 0 ) enclosed by γ(z 0 ) must be a positive invariant set for system Σ g . Fact 1 shows that φ g (t, z 0 ) ∈K for all t ≥ 0, which impliesĒ(z 0 ) ⊂K. This proves the first statement.
Since z 0 ∈ R g , we have φ g (t, z 0 ) → z eq0 as t → ∞. Sincē E(z 0 ) is a positive invariant set and z 0 ∈Ē(z 0 ), we have
then follows from the fact thatĒ(z 0 ) is closed and hence contains all its limit points.
It remains to show thatĒ(z 0 ) ⊂ R g . IfĒ(z 0 ) ∩ ∂K +out = ∅, it can be verified that it must lie in the line segments
Hence any solution of Σ g starting inĒ(z 0 ) that intersects ∂K +out must intersect φ g (t, z 0 ) at some time. Since lim t→∞ φ g (t, z 0 ) = z eq0 , it follows from uniqueness of solutions that any solution starting from a pointz ∈Ē(z 0 ) that intersects ∂K +out must converge to z eq0 , ie.z ∈ R g . In similar manner, any solution starting from a pointẑ ∈Ē(z 0 ) that intersects ∂K −out must converge to z eq0 , ie.ẑ ∈ R g . It suffices to consider solutions that do not intersect ∂K +out ∪ ∂K −out , ie. solutions contained iñ
It can be verified from Claim 6 that any equilibria of Σ g apart from z eq0 contained inĒ(z 0 ) must lie in ∂K +out ∪ ∂K −out . Then the only equilibrium point inẼ(z 0 ) (⊂Ē(z 0 )) is z eq0 , which must be a stable node or focus. Observe the absence of saddle points inẼ(z 0 ) means that {z eq0 } is the ω limit set of every solution contained inẼ(z 0 ). Hencẽ E(z 0 ) ⊂ R g , and the conclusion follows.
The following is the main result of this subsection.
Proposition 3:
The part of the ROA of the origin of system Σ n contained in R 2 \K, is itself contained within the ROA of the origin of system Σ g , ie. (R n ∩ (R 2 \K)) ⊂ R g .
Proof:
We need to show that if z 0 ∈ R n ∩ (R 2 \K), then
We will show that if z 0 ∈ R n ∩ K + , then z 0 ∈ R g . The proof where z 0 ∈ R n ∩ K − is similar. Let z 0 ∈ R n ∩ K + . Since z 0 ∈ R n and z eq0 ∈ K, Fact 3 shows that φ n (t, z 0 ) must intersect ∂K +in at least once. Let T be the first time instant that φ n (t, z 0 ) intersects ∂K +in , so that φ n (T, z 0 ) ∈ ∂K +in and φ n (t, z 0 ) ∈ K + for all t ∈ [0, T ).
We claim that φ n (t, z 0 ) must be contained in K +in ∪ ∂K +div (and hence cannot enter K +out ) for all t ∈ [0, T ). Otherwise, φ n (t, z 0 ) must intersect ∂K +div at some finite timeT ∈ (0, T ) and then pass into K +out . Claims 13 and 14 shows that φ n (t, z 0 ) must pass through ∂K +div or σ +div , which are transverse sections. By similar reasoning as in the proof of Claim 15, φ n (t, z 0 ) can never return to K +in during the
In that case, φ n (t, z 0 ) can never intersect ∂K +in , which is a contradiction that establishes the immediate claim.
Since
Proposition 2 then shows that φ g (T, z 0 ) ∈ R g , so that z 0 ∈ R g , as desired.
Next, consider when z 0 ∈ R n ∩ K +out ⊂ R n ∩ K + .
Claim 15 shows that there exists a
Observing that φ n (T, z 0 ) ∈ ∂K +in ∩ R g , Claim 16 shows that
Finally, by observing that
the conclusion follows.
C. Main Result
The following is the main result, which shows that the GPAW scheme can only maintain/enlarge the ROA of the uncompensated system. This establishes the GPAW scheme as a valid anti-windup method for this simple system.
Proposition 4:
The ROA of the origin of system Σ n is contained within the ROA of the origin of system Σ g , ie.
R n ⊂ R g .
Proof:
Observing that
the result follows immediately from Propositions 2 and 3.
D. Numerical Examples
Here, we show numerical results on the exact ROAs of systems Σ n and Σ g . The reader is reminded that in these When the same system is subjected to asymmetric saturation constraints, the ROAs are illustrated in Fig. 5b . Clearly, the set containment R n ⊂ R g is strict. In Fig. 5c Again, the set containment R n ⊂ R g is strict. Fig. 5 : Numerical examples to illustrate the ROAs of systems Σ n and Σ g , which shows that the ROA containment R n ⊂ R g of Proposition 4 can hold strictly. The vector field f n is shown in the background, light purple regions represent R n (⊂ R g ), and light blue regions represent R g \ R n . In (a), the open loop system is unstable and the saturation limits are symmetrical (a = 1, b = 1, c = −3, d = −1.2, u max = −u min = 1), resulting in R n = R g . The pair of solutions starting at z 0 = (0.85, −4) ∈ R n ∩ R g converges to the origin, while the pair of solutions starting at z 0 = (−0.66, 4) ∈ R n ∪ R g failed to converge to the origin. Cases (b) and (c) shows that R n ⊂ R g holds strictly. Case (b) is identical with case (a), except with asymmetric saturation limits (a = 1, b = 1, c = −3, d = −1.2, u max = 1.5, u min = −1). Two pairs of solutions starting from z 0 = (0.9, −1.9) ∈ R n ∩ R g and z 0 = (0.37, −4.37) ∈ R g \ R n are also included. A case where the open loop system is stable with an unstable controller is shown in (c) (a = −1, b = 1, c = −1, d = 0.5, u max = −u min = 1), together with two pairs of solutions starting from z 0 = (−3.7, −2.54) ∈ R n ∩ R g and z 0 = (4, 1.6) ∈ R g \ R n . ordinary differential equationṡ
which can be rewritten as
Consider the continuously differentiable function
We will show that V (u,u) is positive definite when ad ≥ 0, which is implied by a ≤ 0 and d ≤ 0. Clearly, it is sufficient to show thatṼ (u) := u 0 adτ − bc sat(τ ) dτ is positive definite.
When u min ≤ u ≤ u max , we havẽ
so that from (6),Ṽ (u) > 0 for all u ∈ [u min , u max ] \ {0}.
Next, consider when u =ũ + u max > u max , whereũ > 0.
Direct computation yields
Clearly, when ad ≥ 0, (6) impliesṼ (u) > 0 for all u > u max .
The case when u < u min can be shown similarly. Hence V (u,u) is positive definite. The above expressions also show that V (u,u) is radially unbounded.
Taking the time derivative yieldṡ
By (5), we haveV (u,u) ≤ 0, ie. negative semidefinite.
To complete the proof for global asymptotic stability, it is sufficient to show thatV (u,u) ≡ 0 impliesu ≡ 0 and u ≡ 0.
The first condition is obtained immediately. Whenu ≡ 0,
reduces toü = −adu + bc sat(u), Proof: Claim 17 shows that the origin z eq0 is globally asymptotically stable for system Σ n , which implies R n = R 2 .
Proposition 4 then yields R g ⊃ R n = R 2 , which implies There are three cases to consider, namely when I sat = {i ∈ {1, 2} | h i (u) ≥ 0} = ∅, I sat = {1}, or I sat = {2}, corresponding to candidate solution sets J = {∅}, J = {∅, {1}}, or J = {∅, {2}} respectively. Thus the possible candidate solutions to [1, subproblem (11) 
APPENDIX B SIMPLIFYING SOME LOGICAL STATEMENTS
In some of the proofs in this report, we need to assert the truth of statements of the form "if z ∈ α and z ∈ β, then z ∈ γ". Here, we show explicitly that this statement is equivalent to "if z ∈ α \ γ, then z ∈ β". Note that ¬, ∧, ∨, ⇒, ⇔, represents logical negation ("NOT" operator), conjunction ("AND" operator), disjunction ("OR" operator), implication, and equivalence respectively. In other words, the original statement is equivalent to "if z ∈ α and z ∈ γ, then z ∈ β", or more compactly, "if z ∈ α \ γ, then z ∈ β". Moreover, observe that we can always replace A by more complex statements to get an analogous equivalence relation.
For example, if A = (D ∨ E) ∧ F , then
In fact, the more complex form is often used in this report. 
where f (t, u) is continuous in t and locally Lipschitz in u, for all t ≥ 0 and all u ∈ J ⊂ R, J a connected set. Let [t 0 , T ) (T could be infinity) be the maximal interval of existence of the solution u(t), and suppose u(t) ∈ J for all t ∈ [t 0 , T ). Let v(t) be a continuous function whose upper right-hand derivative D + v(t) satisfies the differential inequality
with v(t) ∈ J for all t ∈ [t 0 , T ). Then v(t) < u(t) for all t ∈ [t 0 , T ).
Remark 21:
Observe that the fundamental qualitative difference with [8, Lemma 3.4, is the strict inequality of the initial condition v(t 0 ) < u 0 , and the conclusion v(t) < u(t) for all t ∈ [t 0 , T ). The requirement of J being a connected set is purely technical, as seen in the proof. Proof: Consider the initial value probleṁ w = f (t, w), w(t 0 ) = v(t 0 ) < u 0 .
With the assumptions, [8, Theorem 3.1, pp. 88 -89] implies existence and uniqueness of solutions of (16) and (17) . Let
[t 0 , T w ) be the maximal interval of existence of the solution w(t) such that w(t) ∈ J for all t ∈ [t 0 , T w ). DefineT := min{T, T w }.
We claim that w(t) = u(t) for all t ∈ [t 0 ,T ) (due to w(t 0 ) = u(t 0 )). Otherwise, there exists aT ∈ [t 0 ,T ) such that w(T ) = u(T ). By solving (16) and (17) backwards in time from t =T to t = t 0 , we obtain w(t 0 ) = u(t 0 ) due to uniqueness of solutions. This contradicts w(t 0 ) = u(t 0 ) and establishes the claim.
Since w(t 0 ) < u(t 0 ), and w(t) = u(t) for all t ∈ [t 0 ,T ), continuity of both w(t) and u(t) shows that w(t) < u(t) holds with strict inequality for all t ∈ [t 0 ,T ). The Comparison Lemma [8, Lemma 3.4, pp. 102 -103] applied to (17) and the differential inequality yields v(t) ≤ w(t) for all t ∈ [t 0 ,T ).
Then we have v(t) ≤ w(t) < u(t) for all t ∈ [t 0 ,T ).
This, together with the connectivity of J and the condition u(t), v(t) ∈ J for all t ∈ [t 0 , T ) implies w(t) ∈ J for all t ∈ [t 0 , T ), ie. T w ≥ T andT = T . Hence the conclusion v(t) < u(t) holds with strict inequality for all t ∈ [t 0 , T ).
