In silico prediction for toxicity of chemicals is required to reduce cost, time, and animal testing. However, predicting hepatocellular hypertrophy, which often affects the derivation of the No-Observed-Adverse-Effect Level in repeated dose toxicity studies, is difficult because pathological findings are diverse, mechanisms are largely unknown, and a wide variety of chemical structures exists. Therefore, a method for predicting the hepatocellular hypertrophy of diverse chemicals without complete understanding of their mechanisms is necessary. In this study, we developed predictive classification models of hepatocellular hypertrophy using machine learning-specifically, deep learning, random forest, and support vector machine. We extracted hepatocellular hypertrophy data on rats from 2 toxicological databases, our original database developed from risk assessment reports such as pesticides, and the Hazard Evaluation Support System Integrated Platform. Then, we constructed prediction models based on molecular descriptors and evaluated their performance using independent test chemicals datasets, which differed from the training chemicals datasets. Further, we defined the applicability domain (AD), which generally limits the application for chemicals, as structurally similar to the training chemicals dataset. The best model was found to be the support vector machine model using the Hazard Evaluation Support System Integrated Platform dataset, which was trained with 251 chemicals and predicted 214 test chemicals inside the applicability domain. It afforded a prediction accuracy of 0.76, sensitivity of 0.90, and area under the curve of 0.81. These in silico predictive classification models could be reliable tools for hepatocellular hypertrophy assessments and can facilitate the development of in silico models for toxicity prediction.
Animal testing is predominantly used in toxicity assessment of chemicals. However, in vivo animal tests are costly, timeconsuming, and antithetical to animal welfare. Further, in accordance with the principles of the 3Rs (Replacement, Reduction, Refinement), which is the set of international principles for appropriate enforcement of animal experiments, there is increasing demand for reduced toxicity testing using animals (Balls et al., 1995; EU, 2010; Russell and Burch, 1959; Smyth, 1978) . Computational toxicology is a mathematical and computer-based method that uses comprehensive information on various chemicals and pathological findings to understand and predict the toxicity caused by chemicals. Numerous in silico methods for toxicity prediction have been developed (Raies and Bajic, 2016) .
In toxicological evaluation, hepatocellular hypertrophy often becomes a significant endpoint because it might lead to adverse effects such as hepatotoxicity or carcinogenicity. Therefore, hepatocellular hypertrophy, which is an increase in the average size of the hepatocytes, often affects the No-ObservedAdverse-Effect Level in repeated dose toxicity (RDT) studies.
Hepatocellular hypertrophy involves several phenomena depending on the kinds of chemicals. For example, it occurs in several parts of the liver, such as the centrilobular area and the midlobular area, and also presents as diffuse changes in all areas of the liver lobule. Moreover, hepatocellular hypertrophy accompanies enzyme induction, and the metabolic enzyme types depend on the chemicals (Hall et al., 2012; Yoshida et al., 2015) . Consequently, defining the correlation between chemical structures and hepatocellular hypertrophy, which has multiple mechanisms and types, is difficult. Thus, developing prediction methods of hepatocellular hypertrophy of diverse chemicals without comprehensive knowledge of these mechanisms is desirable.
The quantitative structure-activity relationship (QSAR) model, which uses molecular descriptors, is familiar in the in silico method (Deeb and Goodarzi, 2012) . The "local" QSAR approach, which investigates the relationship between chemical structures and biological activity on structurally very similar chemicals, is useful for highly similar and narrow range chemicals (Hansch and Fujita, 1964) . On the other hand, the "global" QSAR model covers a wide variety of chemicals with different mechanisms of action in specific toxicological endpoints (Raies and Bajic, 2016) . Because RDT is found in various chemicals and toxicological mechanisms are often unknown, "global" QSAR has been used in a few RDT evaluation studies (Liu et al., 2015; Low et al., 2011; Takeshita et al., 2017) .
This study was conducted with the objective of constructing an in silico classification model of hepatocellular hypertrophy in RDT studies. In this study, we applied machine learning, specifically, deep learning (DL), random forest (RF), and support vector machine (SVM), to hepatocellular hypertrophy prediction. The DL model was developed based on deep artificial neural networks Hinton and Salakhutdinov, 2006) , which has recently become a very useful machine learning method in pharmacology and bioinformatics (Pastur-Romay et al., 2016) . RF is an ensemble learning method that uses a large number of decision trees (Breiman, 2001) . SVM is a pattern classification method (Cortes and Vapnik, 1995) .
As reliable data on a wide variety of chemicals are required in order to construct a robust prediction model using machine learning, we utilized the following 2 databases. (1) Our original risk assessment reports database (ORAD: Original Risk Assessment reports Database) developed from risk assessment reports published by the Food Safety Commission of Japan, which are highly reliable reports that scientifically evaluate risks such as pesticides that may be contained in foods. (2) The Hazard Evaluation Support System Integrated Platform (HESS), a database on the results of RDT studies conducted on the basis of Good Laboratory Practice standards, which consists of chemicals subject to the Chemical Substance Control Law in Japan (Sakuratani et al., 2013) .
QSAR prediction models need the high reliability in addition to the prediction accuracy (ACC). Defining an applicability domain (AD) increases the reliability of prediction. Only the query chemicals that cover the chemical space of the prediction model are inside the AD, the rest are outside. In the Organization for Economic Cooperation and Development (OECD) QSAR validation principle, clear definition of the application area of the QSAR prediction model is required (OECD, 2007) . In this study, we also defined the AD for hepatocellular hypertrophy prediction for the 3 machine learning models established.
MATERIALS AND METHODS
Data collection. In this work, 2 datasets composed of hepatocellular hypertrophy-positive or hepatocellular hypertrophynegative chemicals were used. We extracted only rats data in the RDT studies because hepatocellular hypertrophy differs based on species. The first dataset comprised pesticides, food additives, and veterinary medical products data extracted by us from the risk assessment reports in Japanese published by the Food Safety Commission of Japan (called the ORAD dataset) (http://www.fsc.go.jp/english/index.html, accessed on January 2015). The second dataset comprised industrial chemicals data obtained from HESS by the National Institute of Technology and Evaluation, and which is freely available (called the HESS dataset) (http://www.nite.go.jp/en/chem/qsar/hess-e.html, accessed on January 2016). For these datasets, we collected all data on rats for exposure 28 days or more. Regardless of the exposure term, chemicals with any hepatocellular hypertrophy were labeled "hepatocellular hypertrophy-positive." Conversely, chemicals with no hepatocellular hypertrophy, even after 90 days or more of exposure, were labeled "hepatocellular hypertrophynegative". A combined dataset containing both the ORAD dataset and the HESS dataset, and no duplicate items, was also constructed (called the combined dataset). In the combined dataset, some chemicals that had a different activity in the ORAD and HESS datasets were excluded.
Molecular descriptors calculation. The chemicals were represented by molecular descriptors derived from their chemical structures. The CAS number, SDF files, and SMILES were retrieved from PubChem (https://pubchem.ncbi.nlm.nih.gov/). Complex mixtures, inorganic chemicals, and polymers were removed from the datasets. The SDF files and SMILES for salts, cis/ trans isomers, and R/S enantiomers were carefully checked in ChemDraw Professional 13.0 (PerkinElmer., Waltham, Massachusetts) and only canonical SDF files and SMILES were imported into DRAGON 6 (Talete srl., Milano, Italy) to calculate descriptors. Although DRAGON 6 can calculate 4885 descriptors, only 3214 2D descriptors were employed for model building ( Table 1 shows the number of 2D descriptors calculated for each block.). Three preselections were subsequently performed in DRAGON: (1) removal of descriptors with one or more missing values; (2) exclusion of descriptors with standard deviation less than 0.01; and (3) removal of 1 of a pair of descriptors if their correlation was greater than or equal to 0.85. Finally, approximately 800 molecular descriptors were obtained to represent the chemicals in each dataset, and these were used for further variable selection. Each descriptor was normalized such that the arithmetic mean was zero and the dispersion was one.
Principal component analysis. Principal component analysis (PCA) was performed to compare the data distribution of the ORAD and HESS datasets. PCA (Wold et al., 1987) is a procedure based on the transformation of multidimensional data into lowdimensional space. In this study, PCA was performed on the descriptors used for construction of the prediction models. Multidimensional data were reduced to 3D data, and all the data were visualized to interpret the chemical data's information.
Deep learning. The DL model in the R package h2o, which is a multilayer feedforward artificial neural network, was utilized. It is trained using the stochastic gradient descent algorithm via back-propagation (Candel et al., 2016) . The neural network consisted of 3 types of layers: input layer, intermediate layer, output layer. DL can include multiple hidden layers in the intermediate layer. To optimize the DL model, we adjusted several parameters, such as the activation functions, hidden layer sizes, and epochs (number of dataset iterations).
Random forest. RF was implemented using the R package randomForest. RF is an ensemble of decision trees induced from separate bootstrap samples of the training data (Breiman, 2001) . During tree growing, bootstrap sampling is selected randomly with duplication from the chemicals in the training data. In this sampling, the chemicals that are not used for the composition of the tree are called out-of-bag (OOB) data. When trees are added to the forest, OOB data are used to estimate the classification error. The average OOB error is used to evaluate the prediction ACC of the full forest. Two parameters of the RF model were optimized for improvement of model performance: ntree (the number of trees in the forest) and mtry (the number of variables randomly sampled at each tree node).
Support vector machine. The SVM model was implemented using the R package e1071. SVM finds the best hyperplane with the largest margin to classify groups. The ACC of SVM relies on optimization of the model parameters. SVM models a nonlinear relationship between toxicological endpoint and molecular descriptors by using a suitable kernel function and transforming the nonlinear relationship into linear form. In this work, the Gaussian radial basis function (RBF) was employed as the kernel function. Two RBF kernel parameters, gamma (which controls the shape of the separating hyperplane) and cost (which represents the penalty associated with large errors), were optimized using 8-fold cross validation via grid search (Hsu et al., 2016) .
Model validation. The performance of each model for predicting hepatocellular hypertrophy was evaluated in terms of prediction ACC, sensitivity, specificity, precision (positive predictive value), F-measure, and the area under the receiver operating characteristic (ROC) curve (AUC). These performance metrics are defined as follows:
where TP is true positive, TN is true negative, FP is false positive, and FN is false negative. F-measure is the harmonic mean of sensitivity (recall) and precision, with one signifying the best value. ROC curves are constructed by plotting the true positive rate versus the false positive rate at various threshold settings. AUC is used to assess the classification ACC of a model. The larger is the AUC (the closer it is to one), the higher is the model prediction performance.
Applicability domain. In this study, the data distance was used to define the AD (Tetko, 2008) . If the average of the distance between the query chemical and all training chemicals was equal to or less than the threshold value D T , it was considered inside the AD; otherwise, if it exceeded the application area, it was deemed to be outside the AD. The threshold D T setting of the applicable area was made using the following equation:
where Y is the average Euclidean distance between all training chemicals, r is the standard deviation of the Euclidean distances, and Z is an arbitrary value (in the range 0-1) (in this study, Z ¼ 0.5).
Euclidean distance was defined as follows:
where x i (i ¼ 1, . . ., n) signifies a v-dimensional descriptor vector of a particular training chemical and x j (j ¼ 1, . . ., n q ) signifies either a training chemical or a query chemical (Mathea et al., 2016) .
Statistical analysis. Mathematical processing for data normalization, PCA, and machine learning models building were performed using the R (version 3.3.1) statistical computing environment for Windows (https://www.r-project.org/). As stated earlier, DL, RF, and SVM were implemented via the R packages h2o (The H2O.ai team, 2016), randomForest (Liaw et al., 2015) , and e1071 (Meyer et al., 2017) , respectively. Logistic regression analysis was performed using the statistical software JMP Pro 12.1.0 (SAS Institute Inc., Cary, North Carolina).
RESULTS

Datasets
In this study, the 3 datasets used were ORAD, HESS, and combined-a combination of ORAD data and HESS data. The ORAD dataset consisted of 346 hepatocellular hypertrophy pieces of data, comprising 122 positive chemicals and 224 negative chemicals. The HESS dataset consisted of 503 pieces of data, comprising 339 positive and 164 negative chemicals. The combined dataset consisted of 810 pieces of data, comprising 425 positive and 385 negative chemicals. The chemicals in each dataset were randomly divided into a training dataset and a test dataset in a ratio of 1:1 (Martin et al., 2012) . The training dataset was used to construct the prediction model, and the test dataset was used to assess the performance of the model. The chemical names, CAS numbers, and the in vivo data of the hepatocellular hypertrophy-positive and negative chemicals are shown in Supplementary Table 1 .
Imbalanced Data Problems
Imbalanced datasets, in which the amount of data belonging to one class of a binary classification differs from that of the other class, are a critical issue in machine learning. In imbalanced datasets, information about the minority class cannot be obtained for accurate prediction by machine learning. There are 2 different methods for handling imbalanced data (Longadge et al., 2013) : (1) data-preprocessing and (2) cost-sensitive learning. In data-preprocessing, either a new sample is added to the existing data (known as over-sampling) or a sample is removed from the existing data (known as under-sampling). In this study, we used over-sampling to balance the data for the DL and RF models by duplicating the data from the minority class (Lunardon et al., 2015) . Cost-sensitive learning was used in our SVM model to adjust the imbalanced data. Different weights were applied for the major class and the minor class to increase the penalty for incorrect answers in the major class. In the ORAD dataset, the number of hepatocellular hypertrophypositive chemicals was small; conversely, in the HESS dataset, the number of hepatocellular hypertrophy-negative chemicals was small. Because the combined dataset consisted of balanced data, it was not necessary to adjust the combined dataset.
Variable Selection
We selected variables from molecular descriptors calculated and standardized by DRAGON 6 for the following 3 reasons: improvement of model interpretation, reduction of the curse of dimensionality, and improvement of generalization ability (Guyon and Elisseeff, 2003) . Important variables were selected by multiple methods. We selected the top 170 kinds of variables for each method, and the sum of the variable importance was scaled to one. The variable importance for each method were summed, and the one with cumulative contribution ratio exceeding 99.9% was used. Variable importance was calculated using 36 methods, such as Relief, information gain, and Gini in the R package CORElearn (Robnik-Sikonja and Savicky, 2017). Finally, to build the prediction models, we selected 433, 417, and 385 descriptors for the ORAD, HESS, and combined datasets, respectively (Supplementary Table 2 ). The top 170 kinds of variables for each of 36 methods are presented in Supplementary  Table 3 .
Data Distribution Analysis
The data distributions of hepatocellular hypertrophy-positive chemicals and hypertrophy-negative chemicals contained in the 2 datasets were compared via PCA. PCA was performed on 810 chemicals of the combined dataset (344 pieces of the ORAD data, comprising 121 positive chemicals and 223 negative chemicals, and 466 pieces of the HESS data, comprising 304 positive chemicals and 162 negative chemicals) using 552 unique descriptors (We summed 433 descriptors of the ORAD dataset, 417 of the HESS dataset, and 385 of the combined dataset. Then, duplicates and missing values were removed from the total descriptors). Figure 1 shows score plots of the chemicals in the ORAD and HESS datasets for the first 3 principal components (PCs). In the score plot, with respect to the first 3 PCs, similar chemicals are located close to each other and different chemicals are located far away from each other. For example, all hepatocellular hypertrophy-negative pyrazine derivatives occurred closer together in the score plot (data not shown). For hepatocellular hypertrophy-positive chemicals, data were uniformly distributed in both the evaluation for the ORAD dataset and the HESS dataset ( Figure 1A ). PC-1 showed 10% variance, PC-2 showed 6%, and PC-3 showed 5%. The total variance associated with the first 3 components was found to be 21%. Conversely, in the hepatocellular hypertrophy-negative chemicals, there was a bias in the data distribution, and differences were found among the 2 datasets ( Figure 1B ). In this case, PC-1 showed 16% variance, PC-2 showed 7%, and PC-3 showed 5%. Further, the total variance associated with the first 3 components was found to be 28%.
Prediction Model Building Via Machine Learning
Using the ORAD, HESS, and combined datasets, DL, RF, and SVM models for prediction of hepatocellular hypertrophy were constructed. To ensure that the models derived from the training dataset had good prediction ability, an independent test dataset was used for validation. In this study, we also set the AD to determine the space of the chemical structure that can be reliably predicted. Table 2 summarizes the number of training chemicals, test chemicals, and test chemicals inside the AD for each dataset. In all cases, the number of test chemicals outside the AD was >10% of all the chemicals in the test dataset. In the ORAD and HESS datasets, an over-sampling training dataset was used for the DL and RF models. There were 226 ORAD training chemicals, comprising 114 positive and 112 negative chemicals. The HESS training chemicals numbered 325, comprising 169 positive and 156 negative chemicals. The combined dataset was not adjusted for balanced data. For model building, 433, 417, and 385 descriptors were used for the ORAD, HESS, and combined dataset, respectively. All descriptors used for the training dataset, the test dataset, and the test dataset inside the AD were the same. The prediction results for the DL, RF, and SVM models are shown in Table 3 . In this study, we used a decision threshold of 0.50 for the classification of class probabilities and compared the prediction results in the test dataset inside the AD. Because it is more important to identify hepatocellular hypertrophypositives than hepatocellular hypertrophy-negatives, sensitivity and F-measure were emphasized, in addition to ACC and AUC. The optimized parameters for each model are shown in Supplementary Table 4. For the ORAD dataset, the SVM model achieved the best prediction results on the test dataset inside the AD, with an ACC of 0.75, sensitivity of 0.67, F-measure of 0.66, and AUC of 0.81. For the HESS dataset, the best model on the test dataset inside the AD was the SVM model, with an ACC of 0.76, sensitivity of 0.90, F-measure of 0.83, and AUC of 0.81. Although ACC and AUC were virtually the same between the ORAD and HESS dataset, sensitivity and F-measures were better for the HESS dataset. The combined dataset was constructed as a large training dataset to expand the chemical space. For the combined dataset, all models in the test dataset inside the AD showed similar performance. For sensitivity and F-measures, the RF model was best, with a sensitivity of 0.84 and F-measures of 0.75. In comparison among datasets (the ORAD, HESS, and combined dataset), ACC and AUC of the combined dataset were the lowest among all models, and sensitivity and F-measure were higher than the ORAD dataset.
Comparing the prediction results, although there was a difference depending on the dataset, there was no significant difference in performance among the machine learning algorithms. Thus, to further improve the prediction performance of these models, we developed consensus models. The majority principle, which is commonly employed for classification models, was used (Chavan et al., 2016; Pavan et al., 2005) . In the consensus model, matching results were adopted for 2 or more models based on the 3 machine learning algorithms DL, RF, and SVM. The prediction results of the consensus models using the test dataset inside the AD are shown in Table 3 . For the ORAD and HESS dataset, the consensus models and the individual models gave similar predictive performance. On the other hand, in the combined dataset, the results of the consensus model for ACC and F-measure were slightly better than those for individual ones. Then, using the consensus model of the combined dataset, we ascertained the number of chemicals of the test dataset inside the AD that were correctly predicted by the consensus model and the individual models, DL, RF, and SVM (Figure 2 ). The consensus model correctly predicted 248 of the 355 chemicals in the test dataset inside the AD. Two hundred and four (204) of these 248 chemicals were predicted correctly by all 3 individual models, whereas the consensus model incorrectly predicted 107 chemicals. Of these 107 chemicals, 78 were incorrectly predicted by all 3 models. The prediction results of each test chemical are shown in Supplementary  Table 1 .
Hepatocellular Hypertrophy-Related Functional Groups
The information of characteristic structures for hepatocellular hypertrophy is useful for detecting potential toxic chemicals and elucidating the mechanism. In this study, the characteristic structure for hepatocellular hypertrophy-positive and -negative was investigated to further understand which chemical structures were most responsible for hepatocellular hypertrophy. One hundred and fifty-four (154) functional groups were used to describe the chemicals in both the ORAD dataset (346 chemicals) and the HESS dataset (503 chemicals) via DRAGON 6. Next, logistic regression analysis was employed to investigate the functional groups associated with hepatocellular hypertrophy. First, the universal structure of chemicals such as the number of hydrogen-bonds was removed. Functional groups possessing 5% or more of all the chemicals were used as variables. Then, the variance inflation factor was employed to check for multicollinearity. The variables used are listed in Supplementary  Table 5 .
We analyzed positive and negative differences in the outcomes of hepatocellular hypertrophy with logistic regression. It was used to calculate p-value, odds ratios, and their 95% CIs. Further, the stepwise selection method was used to automatically choose the variables. The results are summarized in Table 4 . In the ORAD dataset, ArOR (ethers on aromatic ring), ArX (halogen on aromatic ring), pyrazoles, and RCN (nitriles) were associated with hepatocellular hypertrophy-positive. In the HESS dataset, ArORADX, CONN (urea derivatives), pyridines, ROR (ethers), and triazoles had a positive characteristic. Hydroxyl groups were negative characteristic functional groups in both the ORAD and HESS datasets. From these results, aromatic ring, ethers and heterocycle might be related to hepatocellular hypertrophy-positive. Pyrazine was a characteristic negative result despite heterocycle, but this is due to the fact that pyrazine derivatives are frequently used for flavoring food additives and there are many negative hepatocellular hypertrophies.
DISCUSSION
In this study, in silico models were applied to predict hepatocellular hypertrophy from molecular descriptors on the basis of diverse sets of chemicals using 3 different machine learning approaches. In the ORAD and HESS datasets, hepatocellular hypertrophy data were collected from reliable in vivo RDT studies. As the ORAD dataset primarily comprises pesticides toxicity and the HESS dataset primarily contains industrial chemicals toxicity, we used the 2 datasets to expand the chemical space in prediction model building. Using 3 types of machine learning methods-specifically, DL, RF, and SVM-we were able to predict hepatocellular hypertrophy containing complicated mechanisms from only easily available chemical structures information. The test dataset inside the AD of the SVM model using the HESS dataset showed the best and most reliable hepatocellular hypertrophy prediction performance. Its prediction ACC was 0.76, sensitivity was 0.90, F-measure of 0.83, and AUC was 0.81; thus, it was considered to be a reliable model. For the independent datasets (the ORAD and HESS datasets), an ACC of 0.71 or more and AUC of 0.74 or more were obtained for the test datasets inside the AD of all models. Meanwhile, for the combined dataset, the performance of ACC and AUC was less than that of the independent dataset results. In machine learning, the prediction performance increases with the amount of learning data used (Bishop, 2006) . Because the ORAD and HESS datasets had similar data distributions of hepatocellular hypertrophy-positive chemicals, as shown in the results of PCA ( Figure 1A ), in the combined dataset, the amount of training data of positive chemicals increased, and sensitivity and F-measure became higher than the ORAD dataset. On the other hand, because the data distribution of hepatocellular hypertrophynegative chemicals differed for the ORAD and HESS datasets ( Figure 1B) , it was presumed that the prediction results for ACC and AUC of the integrated dataset were low. For all models in the combined dataset, specificity was lower than sensitivity (Table 3 ). The ORAD dataset comprised pesticides, food additives, and veterinary medical products data, whereas the HESS dataset comprised industrial chemicals data. In the HESS dataset, the number of hepatocellular hypertrophy-negative pieces of data was small because only a small portion of the hepatocellular hypertrophy information was for more than 90 days. In the combined dataset, it can be considered that only the learning data of a certain area increased.
In the consensus model, which was based on 3 machine learning algorithms (DL, RF, and SVM), the combined dataset had an improved prediction performance over the individual models for some metrics (ACC of 0.70 and F-measure of 0.76) ( Table 3 ). As analysis of the chemicals that were not correctly predicted by our 3 models gives useful information for model refinement, based on the results of the consensus models, we identified the chemicals that all models failed to predict. Most chemicals with wrong prediction in both the ORAD and combined datasets were false positives. For example, flufenoxuron (CAS No. 101463-69-8 ) is a benzoylphenyl urea-based insecticide, which is hepatocellular hypertrophy-negative in rat RDT study. However, it is hepatocellular hypertrophy-positive in mouse carcinogenicity study. There are species differences in hepatocellular hypertrophy, but some chemical structure information may be common. In addition, if the prediction models of other animals can be prepared, more accurate prediction and understanding of hepatocellular hypertrophy might be possible.
Furthermore, as external validation is useful for evaluating the prediction performance of the model, we conducted evaluations using the HESS dataset, with 466 chemicals, for training and the ORAD dataset, with 275 chemicals, for validation. The test set defined the AD and used 385 descriptors. In all 3 models, ACC was low, whereas AUC was similar to the results obtained using the internal validation consisting of the same datasets; therefore, our models can be considered as acceptable (Table 5) . Because of the difference in the data distribution of the hepatocellular hypertrophy-negative chemicals between the ORAD and HESS datasets, these models achieved high sensitivity but low specificity.
In this study, the AD, which generally limits application to chemicals structurally similar to the training chemicals, was applied in the test datasets based on the distance of the descriptor. In particular, in the external validation, the distribution of the training dataset differed from that of the test dataset. Hence, it was important that the AD was applied and limited to predicting chemicals similar to the training dataset. In this case, the number of test chemicals outside the AD was >20% of all the chemicals in the test dataset. It should be noted that not all the chemicals inside the AD are correctly predicted, and that not all predictions of chemicals outside the AD are incorrect (Sahigara et al., 2012) .
The results of statistical analysis of the functional groups indicated that ether, halogen on aromatic ring, and heterocycle were characteristic partial structures of hepatocellular hypertrophy-positive chemicals in both the ORAD and HESS datasets. In addition, hydroxyl groups were found to be characteristic functional groups of hepatocellular hypertrophynegative in both datasets (Table 4) . These results will be useful information for detection of potentially toxic chemicals and interpretation of hepatocellular hypertrophy mechanisms that are complicated or unknown.
Pyrazine was a partial structure of the hepatocellular hypertrophy-negative result despite the heterocycle. In our analysis, pyrazine derivatives were frequently used in the flavors of food additives and showed as hepatocellular hypertrophy-negative in RDT studies on rats. Although pyrazine derivatives are classified into structural groups that may suggest toxicity from structures and presumed metabolic pathways (Cramer et al., 1976) , there is no concern about safety at the low doses used for flavoring foods (EFSA, 2008) .
Here, it should be noted that only the structure of the parent chemicals was analyzed in this study. When the metabolite shows toxicity, the metabolite and the parent chemical may have different functional groups. For example, in acetaminophen, the metabolite N-acetyl-p-benzoquinone imine shows hepatotoxicity (Dahlin et al., 1984) . Because ascertaining all active metabolites is difficult, we analyzed the relationship between parent chemicals and activity, including the effect of metabolism. Transparent validation and objective determination of the reliability of QSAR models are essential in order to further enhance the regulatory acceptance of QSAR models. OECD defined 5 validation principles to facilitate the consideration of a QSAR model for regulatory purposes (OECD, 2007) . Our compliance with those 5 principles are as follows. (1) For a defined endpoint, we built models for hepatocellular hypertrophy. (2) For an unambiguous algorithm, we evaluated 3 unambiguous algorithms (DL, RF, and SVM). (3) For a defined domain of applicability, we evaluated the AD. (4) For appropriate measure of goodness-offit, robustness, and productivity, we evaluated our models on external test datasets. (5) For a mechanistic interpretation (if possible), here no consideration was given to the possibility of a mechanistic association between the descriptors used in a model and the endpoint being predicted. Therefore, instead of interpreting the prediction model, we statistically analyzed the characteristic partial structure of hepatocellular hypertrophy chemicals. This information will be useful for the detection of potential toxic chemicals and comprehension of the mechanisms.
Risk assessment of chemicals is currently conducted via animal tests, which is time-consuming, requires many animals, and incurs a high cost. Our hepatocellular hypertrophy predictive classification methods using machine learning, which is a "global" QSAR, provide a new approach for evaluation of the risk of chemicals quickly and reliably using only the molecular descriptors of chemicals. This method can be used to prioritize in vivo RDT studies. By making effective use of vast amounts of past RDT data, it is possible to predict the hepatocellular hypertrophy of new chemicals at a low cost using a personal computer instead of a supercomputer. Such in silico methods are useful for urgent toxicity evaluation. Obtaining a wide range and reliable in vivo RDT information about various chemicals, these in silico prediction methods may be extensively used for toxicity assessment of chemicals. Further, accurate prediction of toxicity using in silico QSAR models will help us better understand the toxicity of chemicals.
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