Abstract. In this paper we study sequences of matrix polynomials that satisfy a non-symmetric recurrence relation. To study this kind of sequences we use a vector interpretation of the matrix orthogonality. In the context of these sequences of matrix polynomials we introduce the concept of the generalized matrix Nevai class and we give the ratio asymptotics between two consecutive polynomials belonging to this class. We study the generalized matrix Chebyshev polynomials and we deduce its explicit expression as well as we show some illustrative examples. The concept of a Dirac delta functional is introduced. We show how the vector model that includes a Dirac delta functional is a representation of a discrete Sobolev inner product. It also allows to reinterpret such perturbations in the usual matrix Nevai class. Finally, the relative asymptotics between a polynomial in the generalized matrix Nevai class and a polynomial that is orthogonal to a modification of the corresponding matrix measure by the addition of a Dirac delta functional is deduced.
Introduction
In the last decade the asymptotic behavior of matrix orthonormal polynomials, the distribution of their zeros as well as their connection with matrix quadrature formulas have paid a increasing attention by many researchers. A big effort was done in this direction in the framework of the analytic theory of such polynomials by A. J. Durán, W. Van Assche and coworkers, among others (cf. [9, 13, 14, 16, 25] ).
In this work we study outer ratio asymptotics for matrix orthogonal polynomials belonging to a new class, the so called generalized matrix Nevai class, and for these matrix orthogonal polynomials we obtain some new analytic results. We say that a matrix of measures M belongs to the generalized matrix Nevai class M (A, B, C) if some of the corresponding sequences of matrix orthogonal polynomials belongs to M (A, B, C).
In order to to study the generalized matrix Nevai class we will recover a vector interpretation of the matrix orthogonality that was presented for the first time in [7] . Let (P N ) * be the linear space of vector linear functionals defined on the linear space P N of vector polynomials with complex coefficients.(P N ) * is said to be the dual space. A vector of functionals U = [u 1 · · · u N ] T acting in P N over M N ×N (C) is defined by
where "." means the symbolic product of the vectors U and P T , where P T = [p 1 · · · p N ], p i ∈ P, the standard linear space of polynomials with complex coefficients. The degree of P is given by deg(P) = ⌊( max Given a polynomial h, with deg h = N, the set {1, x, . . . , x N −1 , h(x), xh(x), . . . , x N −1 h(x), h 2 (x), xh 2 (x), . . .} is a basis for the linear space of polynomials, P. Furthermore, {P j } j∈N , with P j defined by P j (x) = (h(x)) j P 0 (x), where
T , is also a basis for the linear space of vector polynomials P N . The vector of linear functionals (x k U) acting in P N over M N ×N (C) is defined by (x k U)(P) := ((x k U).P T ) T = U(x k P) .
So, with this definition and taking into account that {P j } j∈N is a basis for the linear space of vector polynomials P N , the j-th moment associated with the vector of linear functionals x k U is given by (x k U)(P j ) = U Notice that, we can always write B m in the matrix form
where V m is am degree N × N matrix polynomial and
Similarly, a sequence of matrix polynomials {G m } m∈N , with degree of G m equal to m, is said to be right-orthogonal with respect to the vector of linear functionals U if
where Θ m is a non-singular lower triangular matrix.
In [7] necessary and sufficient conditions for the quasi-definiteness of U, i.e., for the existence of a vector (matrix) sequence of polynomials left-orthogonal (rightorthogonal) with respect to the vector of linear functionals U are obtained.
These sequences of polynomials satisfy non-symmetric three-term recurrence relations. So, if {B m } m∈N is a vector sequence of polynomials left-orthogonal with respect to U and if {G m } m∈N is a sequence of matrix polynomials, then there exist sequences of numerical matrices {A m } m∈N , {B m } m∈N , and {C m } m∈N , with A m a non-singular lower triangular matrix and C m a non-singular upper triangular matrix, such that
with B −1 (x) = 0 1×N and B 0 (x) = P 0 (x) , where
with G −1 (z) = 0 N ×N and G 0 (z) = U(P 0 ) −1 . Notice that these three-term recurrence relations completely characterize each type of orthogonality.
Furthermore, right and left vector orthogonality are connected with right and left matrix orthogonality. Indeed, consider the generalized Markov matrix function F associated with U defined by
Here U x represents the action of U on the variable x and P 0 (x) the same as before In fact, see [7] , the matrix sequence {G n } n∈N and the vector sequence {B m } m∈N are bi-orthogonal with respect to U, i.e.,
if and only if matrix the sequences {G n } n∈N and {V m } m∈N , where
are bi-orthogonal with respect to F, i.e.
where C is a closed path in {z ∈ C : |z| > |h(x)|, x ∈ L}. The sequences of matrix polynomials {V m } m∈N and {G m } m∈N presented here are orthogonal with respect to a matrix of measures which is not necessarily positive definite. These sequences satisfy the three-term recurrence relations (1) and (3), respectively. On the other hand, these recurrence relations yield a characterization of right and left matrix orthogonality.
The sequences of matrix polynomials {B (1) m } m∈N and {G (1) m } m∈N given by
are said to be the sequences of associated polynomials of the first kind for U and {B m } m∈N and {G m } m∈N , respectively. Here U x represents the action of U on the variable x.
As a consequence of the definition of associated polynomials of the first kind for B m and G m , we get
The sequences of associated polynomials of the first kind {B
m } m∈N satisfy respectively the three-term recurrence relations (1) and (3) with initial conditions B
(1)
The sequences of matrix polynomials {V m } m∈N and {G m } m∈N satisfy a Christoffel-Darboux type formula
with x, z ∈ C and its confluent form
with x ∈ C. The Christoffel-Darboux formula characterizes the matrix orthogonality (cf. [6] ) and allows us to deduce the following result.
Theorem 1 (Liouville-Ostrogradski type formula). Let {V m } m∈N and {G m } m∈N be the sequences of matrix polynomials bi-orthogonal with respect to F with {V m } m∈N defined by (4). Let {B (1) m } m∈N and {G (1) m } m∈N be, respectively, the sequences of associated matrix polynomials of the first kind for {B m } m∈N and {G m } m∈N . Then,
where A m is the non-singular coefficient that appears in the recurrence relation (2).
Proof. The sequences of polynomials {V m } m∈N , {G m } m∈N , {B m−1 } m∈N satisfy, respectively, the recurrence relations (1) and (3) with standard initial conditions.
To prove this result we proceed by induction. For m = 0 the result follows from the initial conditions. We assume the formula
p , is true for p = 1, . . . , m − 1. To prove that this relation is also valid for p = m we consider the following steps. First, we use the recurrence relation in B 
Second, we prove that B
Multiplying by G m in the right side of (5) and multiplying by V m in the left side of (6) , changing m by m − 1 in the relations (5) and (6) , and then subtracting these equations, we get
Adding and subtracting (G
in the last relation and taking in consideration the left and right orthogonalities, the result follows.
Using the above result we have
Again, using the recurrence relations for G m and G
we get
Using this relation in (10) we obtain
According to the hypothesis of induction the result follows.
Let U be a quasi-definite vector of linear functionals and let {V m } m∈N and {G m } m∈N be sequences of bi-orthogonal polynomials. We denote the kernel polynomial by
Notice that, even though we don't have K m (x, y) = K T m (y, x) like in the matrix symmetric case, the reproducing property for the kernel holds.
Theorem 2. Let U be a quasi-definite vector of linear functionals, {B m } m∈N and {G m } m∈N be, respectively, the left vector and right matrix orthogonal polynomials with respect to U. Given a vector polynomial π ∈ P N of degree m, i.e., (11), using the bi-orthogonality and taking into account
Hence, the result follows.
Let J be the block matrix defined by
that is known in the literature as N -Jacobi matrix. When the matrix polynomials satisfy a symmetric recurrence relation, it was proved in [15] that the zeros of the m-th orthogonal polynomial are the eigenvalues of J m . This result can be generalized for sequences of orthogonal polynomials satisfying non-symmetric recurrence relations. Thus, for m ∈ N, the zeros of the matrix polynomials G m and V m are the zeros of the polynomial det(tI mN ×mN − J m ), with the same multiplicity, where I mN ×mN is the identity matrix of dimension mN × mN and J m is the truncated N -block Jacobi matrix of dimension mN × mN . Also, for a matrix of measures W and for any polynomial V with degree less than or equal to 2m − 1 the following quadrature formula holds
where x m,k , k = 1, . . . , s, are the zeros of the matrix polynomial V m , in general, complex numbers as well as s ≤ mN , and Γ m,k are the matrices
for k = 1, . . . , s, where l k is the multiplicity of the zero x m,k . Using the above quadrature formula, in [7] we have obtained the following asymptotic result: lim
The structure of the manuscript is as follows. In section 2, sequences of matrix orthogonal polynomials belonging to the generalized matrix Nevai class are studied. Furthermore, the outer ratio asymptotics of two consecutive polynomials belonging to this class is obtained. We also study the generalized matrix Chebyshev polynomials and we present their explicit formulas as well as the corresponding generalized Markov function. The example presented in this section does not belong to the cases studied by A. J. Durán in [12] and also can't be converted in these cases by the method presented by H. Dette and coworkers (see [8] ).
In section 3, we introduce a modification of a vector of linear functionals by adding a Dirac delta. This yields a reinterpretation and an extension of a perturbation in the usual matrix Nevai class (see [24, 27, 28] ). On the other hand, the meaning of any discrete Sobolev inner product in vector terms is clarified and this is clearly related with sequences of polynomials satisfying higher order recurrence relations (cf. [7, 9, 13, 23, 29, 30, 31, 32] ). We also find necessary and sufficient conditions for the quasi-definiteness of the modified functional. The quasi-definiteness conditions obtained by the authors in [1, 2, 21] for some special examples coincide with our general result. To conclude this section, we describe the generalized Markov function associated to a modification by a Dirac delta functional.
Finally, in section 4 we present the relative asymptotics between a sequence of matrix polynomials that belongs to the generalized matrix Nevai class and a sequence of matrix polynomials that is orthogonal with respect to a modification by a Dirac delta functional of this class. This result generalizes those obtained by F. Marcellán and coworkers (see [27] ).
Generalized matrix Nevai class
Let M be a matrix of measures in the generalized matrix Nevai class M (A, B, C). Notice that M can belong to several Nevai classes because of the non-uniqueness of the corresponding sequences of orthogonal polynomials.
If A and C are non-singular matrices we can introduce the sequence of matrix polynomials {U A,B,C m } m∈N defined by the recurrence formula
with initial conditions U A,B,C 0
According to an extension of the matrix Favard's theorem (see [7] ) this sequence is orthogonal with respect to a matrix of measures M A,B,C that is not necessarily positive definite. This sequence of matrix polynomials is said to be the sequence of matrix generalized second kind Chebyshev polynomials.
The continued fraction associated with (13) or, equivalently, the generalized Markov function F A,B,C is given by
where 1/X denotes the inverse of the matrix X. Matrix continued fractions of different types were studied by many authors (cf. [3, 18, 26, 33] ). In [33] the reader can find a detailed study about matrix continued fractions and matrix Chebyshev polynomials, where the author emphasyzes how continued fractions are used to develop the notion of matrix Chebyshev polynomials in some symmetric cases. Now, let us consider a sequence of vector polynomials {B m } m∈N left-orthogonal with respect to the vector of linear functionals U satisfying the recurrence relation
with initial conditions B −1 (z) = 0 N ×1 and B 0 (z) = P 0 (z), where A and C are non-singular matrices. It is straightforward to prove that the sequence of matrix polynomials {V m } m∈N , defined by B m (z) = V m (h(z))P 0 (z), and the sequence {B (1) m } m∈N , of associated polynomials of the first kind for U and {B m } m∈N , satisfies the same recurrence relation with the following initial conditions
, respectively. These conditions are said to be the standard ones.
Rewriting the recurrence equations for {V m } m∈N and {B (1) m } m∈N in a blocks matrix form, we have
Since the matrix A is non-singular the last equation is equivalent to
For some particular choices of A, B, and C the matrix T m has the spectral decomposition T m = SD m S −1 where D is a diagonal. Using this decomposition we can determine L m and then, obtain V m and B As a sake of example, in the case of matrix polynomials of dimension 2 × 2, if we consider the same problem but with different initial conditions, for instance, 
Using this relation we get,
In the next example, we illustrate how can we determine the generalized Markov function associated with generalized second kind Chebyshev polynomials for a particular choice of the recurrence coefficients with standard initial conditions. Example 1. Let us consider A, B, and C as
The matrices T and L 0 are
Matrix T have the following eigenvalues
and the corresponding eigenvectors are
Then, the matrix T m has the following spectral decomposition
, where λ i and v i , for i = 1, . . . , 4 are, respectively, the eigenvalues and the eigenvectors of the matrix D. Thus we can determine L m+1 and then, obtain V m and B
m−1 as follows
By a straightforward calculation we obtain V 
m−1 . Taking the limit when m → ∞, we get
This example inspired us to prove the ratio asymptotics between two consecutive polynomials in the generalized matrix Nevai class. Indeed, without loss of generality, we consider a sequence of matrix polynomials {V m } m∈N defined by (1) such that V 0 (z) = I N ×N . But first, we need to introduce the following result. Proof. Let us consider the N -block Jacobi matrix, J (see (12) ), associated with the recurrence relation (1). Remember also, that the zeros of V m are the eigenvalues of J m where J m is the truncated matrix of J, with dimension mN × mN .
Taking into account that the sequences {A m } m∈N , {B m } m∈N , {C m } m∈N converge, and using the Gershgorin disk theorem for the location of eigenvalues, it follows that there exists M > 0 such that if x m,k is a zero of V m then x m,k ∈ D where D = {z ∈ C : |z| < M }. So, Γ defined by 
where F A,B,C is the Markov transform of the matrix of measures for the generalized second kind Chebyshev polynomials. Moreover, the convergence is locally uniformly for compact subsets of C \ Γ, where Γ = ∩ N ≥0 M N , M N = ∪ m≥N Z m , and Z m is the set of the zeros of V m .
Proof. First, we consider the sequence of discrete matrix measures {µ m } m∈N defined by
where y m,k are complex numbers such that h(y m,k ) = x m,k , with x m,k , k = 1, . . . , s, the zeros of the polynomial V m , and the matrix Γ m,k is given by
, k = 1, . . . , s, l k being the multiplicity of the zero x m,k , l k ≤ N, and {B
m−1 } m∈N the sequence of associated polynomials of the first kind for {B m } m∈N and U. Notice that Γ m,k is the weight in the quadrature formula. Hence, it follows that
The decomposition, (cf. [19] ),
is always possible even though the zeros of V m are complex or have multiplicity greater than one (see [5, 7, 11] ). Then, we have
Applying the generalized Liouville-Ostrogradski formula (9) and taking into account that for every b, a zero of a matrix polynomial V m , (see [10] )
. From the definition of the matrix of measures µ m we get
Let us consider the generalized Chebyshev matrix polynomials of second kind {U
A,B,C m } m∈N defined by (13) . We can prove by induction that
To do it, we just use the same technicalities as in [12] .
We are now ready to prove
If not, we can find a complex number z ∈ C \ Γ, an increasing sequence of nonnegative integers {n l } l∈N , and a positive constant C such that
where . 2 denotes the spectral norm of a matrix, i.e.,
Since {µ m } m∈N is a sequence of matrices of measures with support contained in a disk D (see lemma 1) and taking into account that dµ m = I N ×N , by using the Banach-Alaoglu theorem, we can obtain a subsequence {r l } l∈N from {n l } l∈N , defined on a curve γ M contained in the disk D, with the same k-th moments of the vector of linear functionals U, for k ≤ 2r l − 1, such that
for any continuous matrix function f defined in D.
.
From (15) we have
But, the sequence of matrix polynomials {U 
on compact subsets of C\Γ, for k = 1, 2, . . . .
The locally uniformly convergence in (17) means that every entry of the left hand-side of (17) is locally uniformly convergent to its corresponding entry in the right hand-side of (17).
Delta functionals
In this section we deal with a vector of linear functionals that results of a modification by a Dirac delta functional and we will illustrate it with a nice application related to Sobolev inner products. Thus, we can reinterpret these inner products in a vectorial form and it is a motivation for the study of these modifications.
In a generic way, we can say that a Dirac delta functional is a vector of linear functionals where the functional components are linear combinations of Dirac deltas and their derivatives in a finite set of points in the real line.
If the polynomial h of fixed degree N consider in the previous sections is such that
where M j + 1 is the multiplicity of each c j ∈ N as a zero of h, then we can define a new vector of linear functionals as the result of a modification by the addition of a Dirac delta functional with respect to h as follows.
Definition 2. The vector of linear functionals U defined by
with Λ a numerical matrix of dimension N × N where
where
is called vector of linear functionals modified by a Dirac delta functional associated with h.
First, as a motivation for the study of these modifications, we will consider the following example. It gives a vectorial reinterpretation of a Sobolev inner product. It is important to refer that with the same technics presented in this example, a vector reinterpretation for any general discrete Sobolev inner product holds.
Example 2 (see [21] ). Let us consider the discrete Sobolev inner product
To establish the parallelism between vector orthogonality and Sobolev inner products, let { p n } n∈N be a sequence of scalar polynomials orthonormal with respect to the inner product (20) , i.e.
Notice that the multiplication by the polynomial h(x) = x 2 yields a symmetric operator with respect to the above Sobolev inner product, i.e.,
and, as a consequence, the corresponding sequence of orthonormal polynomials { p n } n∈N satisfies, for n ≥ 0, a five-term recurrence relation
On the other hand, taking into account the vectorial approach given in [7] , the recurrence relation (22) yields the following vector expression
, and B m = c 2m,0 c 2m+1,1 c 2m+1,1 c 2m+1,0 .
Notice that B m = B T m as well as we are dealing with a symmetric case. Then, by Favard's type theorem (see [7] ), there exists a vector of linear functionals
T such that the sequence of vector polynomials { B m } m∈N is left-orthogonal with respect to U and
where ∆ m is a non-singular upper triangular matrix.
From the definition of a vector of linear functionals, the previous orthogonality conditions are given explicitly, for all k = 0, . . . , m − 1 and m ∈ N by
The vector of linear functionals U represents a Sobolev inner product like (20) only if it is a modification by a Dirac delta functional, as we will describe in the sequel. In fact, the vector of linear functionals U has the representation
and where u is a linear functional on the linear space of scalar polynomials P such that u(p(x)) = I p(x) dµ(x). Here µ is the weight function that appears in the Sobolev discrete inner product (20) .
To illustrate that the orthogonality conditions (21) and (23) are equivalent, first, take k = 0 in (23),
Thus, these relations show us that the orthogonality conditions (21) and (23) are equivalent and it means that the discrete Sobolev inner product (20) can be represented in the vectorial form by (24) .
Motivated by this example the first question naturally imposed consists to know when U defined by (19) is quasi-definite, i.e., when there exists a sequence of vector polynomials { B m } m∈N left-orthogonal with respect to U. Then, the next step is to obtain necessary and sufficient conditions for the quasi-definiteness of U.
In the sequel, we denote by {B m } m∈N the vector sequence of polynomials leftorthogonal with respect to U and { B m } m∈N the sequence of polynomials associated with U defined by (19) , i.e., the sequence of polynomials satisfying U B m = 0 N ×N , m ≥ 1, and U B 0 is a non-singular matrix.
As above, we will denote by { V m } m∈N the sequence of matrix polynomials defined by B m (x) = V m (h(x))P 0 (x),
T . Before the statement of conditions that give us quasi-definiteness for U, we need the following auxiliary result.
Lemma 2. Let {B m } m∈N be a vector sequence of polynomials left-orthogonal with respect to the vector of linear functionals U and { B m } m∈N be a vector sequence of polynomials associated with U defined by (19) and verifying (25) . Then, the following statements hold
Proof. The proof of this result is straightforward taking into account that for any vector polynomial P ∈ P N , we have
and the result follows.
In the literature about discrete Sobolev orthogonal polynomials (see for example [1, 2, 4, 17, 20, 21, 22] ) the reader could find the same conditions that we will achieve in the next result. Another interesting work related with this topic is [27] . There, the authors studied the outer relative asymptotics between a matrix polynomial belonging to a matrix Nevai class and a matrix polynomial that is orthogonal to a perturbation of such a matrix of measures in the matrix Nevai class. There the existence of matrix orthogonal polynomials with respect to perturbations in the matrix Nevai class is assumed. The next theorem gives necessary and sufficient conditions for the existence of such matrix polynomials in a more general case.
Theorem 4. Let U be a quasi-definite vector of linear functionals, {B m } m∈N be the vector sequence of polynomials left-orthogonal with respect to U and { B m } m∈N be the associated vector sequence of polynomials, verifying (25) , to the vector linear functional U defined by (19) . The vector of linear functionals U is quasi-definite if and only if
is a non-singular matrix for all c l zero of h defined by (18) .
Proof. For the vector sequences {B m } m∈N and { B m } m∈N , we can consider the sequences of matrix polynomials {V m } m∈N and { V m } m∈N such that
Using the reproducing property for the kernel we get
Similarly, we can write
where δ δ δ z is the Dirac delta functional acting on z. Notice that in the right hand side of the above identity
, holds for any zero c l of the polynomial h, independently of its multiplicity. From now on, we write h(c l ) = 0.
Again, since
we use the definition of the kernel x) ) and consider the following representation for
Hence,
) if and only if { B m } m∈N is left-orthogonal with respect to U z , satisfying the orthogonality conditions
where ∆ m is a non-singular matrix. Thus,
is completely determined by the data if and only if
is a non-singular matrix for any zero c l of the polynomial h, independently of its multiplicity.
If we apply this result to the previous example, then it is straightforward to deduce that these conditions are the same as those obtained in [21] for the existence of a sequence of orthogonal polynomials with respect to the Sobolev inner product (20) .
In the sequel h is a polynomial of fixed degree N defined by (18) Theorem 5. Let U be a quasi-definite vector functional, U quasi-definite vector functional defined by (19) , and h be a polynomial of fixed degree N . Let F and F be the generalized Markov functions associated with U and U, respectively. Then,
Proof. From the definition of F we have
as we wanted to show. Theorem 6. Let {V m } m∈N be a sequence of matrix polynomials left-orthogonal with respect to the generalized Markov function F and satisfying the three-term recurrence relation
Let { V m } m∈N be the sequence of matrix polynomials left-orthogonal with respect to F defined by (27) . Then, the sequence of matrix polynomials
with α 
Proof. From the proof of Theorem 4 we have
For the sake of simplicity, we denote by L m the matrix
Using the definition of the kernel as well as the three-term recurrence relation that {V m } m∈N satisfies, then
Then the comparison of the coefficients in (28) leads to the representation of α 
we get that 
Relative Asymptotics
The works about perturbations in the matrix Nevai class (see [27, 28] ) motivated us to study the outer relative asymptotics in the case of the generalized matrix Nevai class.
First, we present how can we reinterpret the model studied by the authors from a vectorial point of view. Second, the outer relative asymptotics is deduced.
Let { G n } n∈N and { B m } m∈N be bi-orthogonal with respect to U, i.e.,
where U = U + Λ δ δ δ with Λ a numerical matrix of dimension N × N ,
and h is defined by (18) . By a straightforward calculation in (29) we have
where c l is any zero of the polynomial h. Since h(c l ) = 0 and
By the bi-orthogonality, we have the following matrix interpretation
where we get the same model studied by F. Marcellán, M. Piñar, and H. O. Yakhlef when we choose all zeros of the polynomial h equal to c, i.e., h(x) = (x − c) N . Next, we will deduce the outer relative asymptotics of { V m (V m ) −1 } m∈N when {V m } m∈N belongs to the generalized matrix Nevai class. To prove it, the following lemma is needed as an auxiliary result. 
Proof. Taking into account (26), we have 
This means that
and the statement follows. To prove this theorem we need the following lemma. 
