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Abstract
We devise a generalisation of the energy momentum-method for studying the
stability of non-autonomous Hamiltonian systems with a Lie group of Hamiltonian
symmetries. A generalisation of the relative equilibrium point notion to a non-
autonomous realm is provided and studied. Relative equilibrium points of non-
autonomous Hamiltonian systems are described via foliated Lie systems, which
opens a new field of application of such differential equations. We reduce non-
autonomous Hamiltonian systems via the Marsden-Weinstein theorem and we pro-
vide conditions ensuring the stability of the projection of relative equilibrium points
to the reduced space. As an application, we study the stability of relative equi-
librium points for a class of mechanical systems, which covers rigid bodies as a
particular instance.
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1 Introduction
Symplectic geometry has a fruitful history of applications to classical mechanics [2, 8, 9].
Its origin can be traced back to the pioneering works by Lagrange, who carefully analysed
in [13] the rotational motion of mechanical systems.
Toward the end of the XXth century, the Marsden-Weinstein reduction theorem [18]
was devised so as to describe the reduction of Hamiltonian systems on a symplectic
manifold admitting a certain Lie group of symmetries of the Hamiltonian of the system
and the symplectic form of the manifold. This theorem, an improvement of previous ideas
by Lie, Smale, and Cartan [19], led to relevant applications in classical mechanics as well
as many extensions to other types of geometric structures [3, 5, 17].
Let Φ : G×P → P be a Lie group action having a family of Hamiltonian fundamental
vector fields relative to a symplectic form ω on P , i.e. a Hamiltonian Lie group action, and
leaving invariant h ∈ C∞(P ). Following techniques in [19], Weinstein and Marsden used
Φ and ω to define the so-called momentum-map J : P → g∗, where g∗ is the dual to the Lie
1
algebra g of G. By assuming J to obey certain conditions, e.g. to be equivariant, Marsden
and Weinstein reduced the Hamiltonian problem h on P to a problem on Pµ := J
−1(µ)/Gµ
for a regular point µ ∈ g∗ of J and an appropriate Lie subgroup Gµ ⊂ G acting freely
and properly on J−1(µ). Remarkably, Pµ admits a canonically defined symplectic form,
ωµ, while the Hamiltonian system h on P leads to a new one on Pµ given by the unique
function kµ such that kµ ◦ πµ := h on J
−1(µ) for πµ : J
−1(µ) → Pµ being the quotient
map.
The Hamiltonian system kµ on Pµ has equilibrium points, i.e. stable points relative to
the evolution given by the Hamilton equations for kµ in Pµ, that are the projection of not
necessarily equilibrium points of the Hamilton equations for h on P , the referred to as
relative equilibrium points of h relative to Φ [16]. One wonders which are the properties
of the solutions to h that project onto equilibrium points of kµ. It is also interesting
to study the stability of the Hamilton equations for kµ close to its equilibrium points.
The energy-momentum method was developed to study these problems [16]. Instead of
analysing straightforwardly the reduced system on Pµ, the energy-momentum method
studies the Hamiltonian problem on Pµ via the properties of the initial function h on P ,
which is easier as it avoids the necessity of constructing Pµ and kµ explicitly (cf. [16]).
There has been several generalisations of the energy-momentum method as well as
some improvements and many applications of the developed theories (see [22, 23, 24, 25]
and references therein). In this work, we present a time-dependent generalisation of the
energy-momentum method on symplectic manifolds. The Marsden–Weinstein theorem
can also be applied to a function h : R × P → R relative to a Hamiltonian Lie group Φ
relative to the symplectic form ω on P and leaving invariant h (cf. [18]). We suggest a
definition of a relative equilibrium point for h relative to Φ. We study the structure of
the space of relative equilibrium points in P . It is proven that the dynamics of h on the
space of relative equilibrium points for h : R× P → R can be described through foliated
Lie systems [7]. The work [7] details only the potential application of the foliated Lie
system notion in integrable Hamiltonian systems, our work instead shows another, much
different, potential field of applications to the t-dependent energy-momentum method.
The stability of the Hamilton equations for kµ, obtained through the reduction of
h : R × P → R via the Marsden-Weinstein theorem, close to its equilibrium points is
addressed by studying the properties of h. As in the standard energy-momentum method
[16], this simplifies the study of the problem as one does not need to construct the spaces
Pµ and the functions kµ. Theoretically, our analysis requires the use of time-dependent
Lyapunov stability theory [12, 27], which is much more complicated than in the time-
independent case (see for instance Lemma 6.1 and Theorems 6.2 and 6.5). Meanwhile,
our theory retrieves quite easily the results of the time-independent energy-momentum
method. As an application, we study an orbiting mechanical system that, as a particular
case, retrieves the rigid body and the standard theory developed by Marsden and Simo in
the pioneering work [16]. Relevantly, it is simple to see that our methods can be extended
to study the energy-Casimir method and other of its generalisations quite easily. Due
to the many applications of the energy-momentum methods and their generalisations
[23, 25], our results may have many potential applications.
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The work goes as follows. Section 2 details some general results on Lyapunov sta-
bility for non-autonomous differential equations. Section 3 details some basic notions on
symplectic manifolds and the conventions to be used hereafter. It also gives some general-
isations to the t-dependent realm of results on autonomous Hamiltonian systems. Section
4 generalises the notion of relative equilibrium point to time-dependent Hamiltonian sys-
tems. Section 5 studies the relation between the manifold of relative equilibrium points
and foliated Lie systems. Section 6 analyses the stability of trajectories around relative
equilibrium points of non-autonomous Hamiltonian systems. Section 7 details an example
of our theory. Finally, our results are summarised and an outlook of further research is
presented in Section 8.
2 Fundamentals on the Lyapunov stability of non-
autonomous systems
From now on, and if not otherwise stated, we assume all structures to be smooth and
globally defined. This stresses the key ideas of our presentation.
Let us provide a simple adaptation of the basic Lyapunov stability theory on Rn to
manifolds. This will allow us to use this theory to study differential equations on manifolds
(see [12, 21, 27] for details on Lyapunov stability theory on Rn). It is simple to see that
our approach retrieves the standard Lyapunov theory when restricted to problems on a
Euclidean space Rn. Our final aim is to apply these techniques to studying the stability
of Hamilton equations of reduced t-dependent Hamiltonian systems by the Marsden–
Weinstein theorem close to its equilibrium points.
Recall that any manifold P admits a Riemannian metric [4]. Moreover, the integral
of the curvature of a Riemannian metric over a manifold P by the Gauss–Bonet theorem
is 2πX (P ), where X (P ) stands for the Euler characteristic of P (see [11]). If X (P ) 6= 0,
the curvature of the Riemannian metric will not be zero everywhere. Then, not every
manifold admits a flat Riemannian metric.
If we assume P to be endowed with a Riemannian metric g, one can define a distance
between two points x1, x2 ∈ P as the smallest length, d(x1, x2), of a curve from x1 to x2
relative to g. Let us define Br,xe to be the ball of radius r around xe relative to g, namely
Br,xe := {x ∈ P : d(x, xe) < r}.
Hereafter, t stands for the physical time. Let X : (t, x) ∈ R × P 7→ X(t, x) ∈ P
be a t-dependent vector field, namely a t-parametric family of vector fields Xt : x ∈
P 7→ X(t, x) ∈ TP with t ∈ R (see [14] for details). Let us consider the following
non-autonomous dynamical system
dx
dt
= X(t, x), x ∈ P, t ∈ R (2.1)
whereX is assumed to be smooth enough for (2.1) to satisfy the conditions of the Theorem
of existence and uniqueness of solutions.
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Let R¯ = R+ ∪ {0} be the space of non-negative real numbers. A point xe ∈ P is an
equilibrium point of (2.1) if X(t, xe) = 0 for every t ∈ R. An equilibrium point is stable if
for every t0 ∈ R and ball Bǫ,xe there exists a ball Bδ(t0,ǫ),xe such that every solution x(t) to
(2.1) with x(t0) ∈ Bδ(t0 ,ǫ),xe satisfies that x(t) ∈ Bǫ,xe for all time t ≥ t0. An equilibrium
point is uniformly stable if for every ǫ > 0, one can chose δ(t0, ǫ) to be independent of t0.
An equilibrium point is unstable if it is not stable.
An equilibrium point xe is asymptotically stable if xe is stable and for every t0 ∈ R
there exists an open neighbourhood Br(t0),xe of xe such that every solution x(t) to (2.1)
with x(t0) ∈ Br(t0),xe converge to xe. Moreover, xe is uniformly asymptotically stable if
r(t0) can be chosen to be independent of t0.
Definition 2.1. A continuous function M : R¯ × P → R is a positive definite function
from t = t0 if for some r > 0 and some continuous, strictly increasing function g : R¯→ R
with limt→0 g(t) = 0, satisfies the following
M(t, xe) = 0, M(t, x) ≥ g(d(x, xe)), ∀x ∈ Br,xe, ∀t ≥ t0.
Definition 2.2. A continuous functionM : R¯×P → R is decrescent from t = t0 if for some
ǫ > 0 and some continuous, strictly increasing function σ : R¯ → R with limt→0 σ(t) = 0,
is fulfilled
M(t, x) ≤ σ(d(x, xe)), ∀x ∈ Bǫ,xe, ∀t ≥ t0.
Above definitions are significant to understand Theorem 2.3, which allows us to de-
termine the stability of (2.1) by studying the properties of an appropriate function.
Since all distances are locally equivalent [1], the stability of points will be independent
of the metric employed. In particular, we are interested on applying Theorem 2.3 that
applies to stability problems on linear spaces relative to the distance induced by a norm.
In this regard, a much simpler version of the above constructions and definitions can be
considered. For every point p of a manifold P , one can map an open neighbourhood U of
p onto an open subset φ(U) of Rn via a chart φ : U → Rn of the differentiable structure
of the manifold P . Since Rn admits a Euclidean metric, the open subset φ(U) can be
considered as a flat Riemannian space with a metric g. Moreover, the map φ : U → φ(U)
allows us to endow U with a flat Riemannian metric φ∗g. In coordinates, this approach
allows us to study stability of dynamical systems as we were in Rn.
Theorem 2.3. (Basic Lyapunov’s Theorem [12, 21, 27]) Let M(t, x) be a non-
negative function and let M˙(t, x) stand for the total derivative in terms of time of M
along a particular solution xp(t) of (2.1) with initial condition xp(t) = x and P = R
n.
Then, one has the following results:
1. If M(t, x) is locally positive definite and M˙(t, x) ≤ 0 for x locally around xe and for
all t, then xe is locally stable.
2. If M(t, x) is locally positive definite and decrescent, and M˙(t, x) ≤ 0 locally around
xe and for all t, then xe is uniformly locally stable.
3. If M(t, x) is locally positive definite and decrescent, and −M˙(t, x) is locally positive
definite around xe, then xe is uniformly locally asymptotically stable.
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3 Some results on symplectic geometry
Let us review some known facts on symplectic geometry while stabilising the notions
to be used hereafter and proving some non-autonomous extensions of classical results
concerning autonomous Hamiltonian systems. For details on the topics and standard
results provided in this section, we refer to [2, 6].
A symplectic manifold is a pair (P, ω), where P is a manifold and ω is a closed differ-
ential two-form on P that is non-degenerate, namely the mapping ω̂ : TP 7→ T ∗P such
that ω̂(vp) := ωp(vp, ·) ∈ T
∗
pP for every p ∈ P and every vp ∈ TpP , is a diffeomorphism.
We call ω a symplectic form.
From now on, (P, ω) will always stand for a symplectic manifold. The symplectic
orthogonal of a subspace Vp ⊂ TpP is defined as V
⊥
p := {wp ∈ TpP : ωp(wp, vp) =
0, ∀vp ∈ Vp}. Let τ : T
∗Q → Q be the canonical projection and let 〈·, ·〉 be the pairing
between covectors and vectors. The canonical one-form on T ∗Q is defined to be
(θQ)αp(vαp):=〈αp, Tαpτ(vαp)〉, ∀αq ∈ T
∗
qQ, ∀q ∈ Q.
On local adapted coordinates {xi, pi}i=1,...,n to T
∗Q, one has θQ :=
∑n
i=1 pidx
i. Then,
ωQ := −dθQ =
∑n
i=1 dx
i∧dpi is a symplectic form, the referred to as canonical symplectic
form on T ∗Q.
Let X(P ) be the Lie algebra of vector fields on P . A vector field X ∈ X(P ) is
Hamiltonian if the contraction of ω with X is an exact differential one-form, i.e. ιXω = df
for some f ∈ C∞(P ). Then, f is called a Hamiltonian function of X .
Since ω is non-degenerate, every f ∈ C∞(P ) is the Hamiltonian function of a unique
Hamiltonian vector field Xf . Then, the Cartan’s magic formula [2] yields LXfω = ιXfdω+
dιXfω = 0, where LXfω is the Lie derivative of ω with respect to Xf . Let us define a
bracket {·, ·} : (f, g) ∈ C∞(P )×C∞(P ) 7→ ω(Xf , Xg) ∈ C
∞(P ). This bracket is bilinear,
antisymmetric, and, since dω = 0, it obeys the Jacobi identity, which makes {·, ·} into a
Lie bracket. Moreover, {·, ·} obeys the Leibniz property, i.e. {f, gh} = {f, g}h+ g{f, h}
for all f, g, h ∈ C∞(P ). Due all such properties, {·, ·} is called a Poisson bracket. Since
ι[Xf ,Xg] = LXf ιXg − ιXgLXf for every f, g ∈ C
∞(P ) (see [2]), we get
ι[Xf ,Xg]ω = LXf ιXgω − ιXgLXfω = LXf ιXgω = dXfg = d{g, f}
and X{g,f} = [Xf , Xg]. It is worth noting that other conventions in previous definitions,
e.g. ιXfω = −df , may lead to different expressions differing in a sign, e.g. Xf,g = [Xf , Xg]
(see [26]).
The fundamental vector field of a Lie group action Φ : G× P → P related to ξ ∈ g is
the vector field on P given by
(ξP )p :=
d
dt
∣∣∣∣
t=0
Φ(exp(tξ), p), ∀p ∈ P.
Our convention in the definition of fundamental vector fields gives rise to an anti-morphism
of Lie algebras ξ ∈ g 7→ ξP ∈ X(P ) (cf. [7]). If Φ is known from context, we write gp
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instead of Φ(g, p) for every g ∈ G, p ∈ P . By the constant rank theorem, the orbits of Φ
are immersed submanifolds in P (see [2]). We also define
Φg : p˜ ∈ P 7→ gp˜ ∈ P, Φ
p : g˜ ∈ G 7→ g˜p ∈ P, ∀g ∈ G, ∀p ∈ P.
Each Φg has an inverse Φg−1 . Thus, Φg is a diffeomorphism. The isotropy subgroup of Φ
at p∈P is Gp := {g ∈ G : gp = p} ⊂ G. Let Gp stand for the orbit of p ∈ P relative to
Φ, i.e. Gp := {gp : g ∈ G}. Then Tp˜Gp={(ξP )p˜ : ξ ∈ g} for each p˜ ∈ Gp.
Recall that each g ∈ G acts as a diffeomorphism on G in the following manners:
Lg : h ∈ G 7→ gh ∈ G, Rg : h ∈ G 7→ hg ∈ G, Adg : h ∈ G 7→ ghg
−1 ∈ G.
We hereafter assume that G acts on g via the adjoint action, namely
Ad : (g, ξ) ∈ G× g 7→ Adg(ξ) ∈ g, (3.1)
where Adg(ξ) := Te(Rg−1◦Lg)ξ. The fundamental vector field of the adjoint action related
to ξ ∈ g is given by
(ξg)v =
d
dt
∣∣∣∣
t=0
Adexp(tξ)(v) = [ξ, v] =: adξv, ∀v ∈ g,
where [·, ·] denotes the Lie bracket in g. While (ξg)v ∈ Tvg, one has that adξv ∈ g.
Although belong to different spaces, (ξg)v ∈ Tvg and adξv ∈ g are assumed to be equal
because, for every finite-dimensional vector space V , there exists a natural isomorphism
v ∈ V ≃ Dv ∈ TwV , at each w ∈ V , identifying each v ∈ V to the tangent vector at w
associated with the derivative at w in the direction v. Let Oξ be the orbit of the adjoint
action passing through ξ ∈ g. Then, TνOξ = {(ξg)ν : ξ ∈ g} for every ν ∈ O.
The group G also acts on g∗ through the co-adjoint action Ad∗ : (g, µ) ∈ G × g∗ 7→
Ad∗g−1µ ∈ g
∗, where Ad∗g is the transpose of Adg, i.e. 〈Ad
∗
g(µ), ξ〉 = 〈µ,Adg(ξ)〉 for all
ξ ∈ g, and where 〈·, ·〉 denotes the duality pairing on g∗ × g. One has that,
(ξg∗)µ =
d
dt
∣∣∣∣
t=0
Ad∗exp(−tξ)(µ) = −〈µ, [ξ, ·]〉 = −ad
∗
ξµ. (3.2)
Given the co-adjoint orbit of µ ∈ g∗, i.e. Sµ := {Ad
∗
g−1(µ) :g ∈ G}, we have TνSµ =
{(ξg∗)ν : ξ ∈ g} at every point ν ∈ Sµ. Then, ξg and ξg∗ are related as follows
〈(ξg∗)ν , v〉 = 〈−ad
∗
ξν, v〉 = −〈ν, (ξg)v〉, ∀v ∈ g, ∀ν ∈ g
∗.
A Lie group action Φ : G × P → P is Hamiltonian if its fundamental vector fields
are Hamiltonian relative to ω. An equivariant momentum map for a Lie group action
Φ : G× P → P is a map J : P → g∗ such that:
• 1) J(gp) = Ad∗g−1(J(p)), for all g ∈ G and every p ∈ P .
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• 2) (ιξPω)p = d〈J(p), ξ〉 =: (dJξ)p, for all ξ ∈ g, every p ∈ P , and Jξ : P ∋ p 7→
〈J(p), ξ〉 ∈ R.
We obtain that 2) gives
ξPJν =
d
dt
∣∣∣∣
t=0
〈J(exp(tξ)p), ν〉 =
d
dt
∣∣∣∣
t=0
〈Ad∗exp(−tξ)J(p), ν〉 = J[ν,ξ],
for all ξ, ν ∈ g and p ∈ P . Then, {Jν, Jξ} = J[ν,ξ]. Hence, J gives rise to a Lie algebra
morphism ν ∈ g 7→ Jν ∈ C
∞(P ).
A Lie group action Ψ : G × Q → Q induces a new Lie group action Φ : (g, αq) ∈
G× T ∗Q 7→ Φg(αq) ∈ T
∗Q such that
〈Φg(αq), vgq〉 = 〈αq, TgqΦg−1(vgq)〉, ∀q ∈ Q, ∀vgq ∈ TgqQ,
the so-called cotangent lift of Ψ. This notion is ubiquitous in physics and provides easily
derivable momentum maps.
Proposition 3.1. Every Lie group action Ψ : G × Q → Q has a cotangent lift Φ :
G× T ∗Q→ T ∗Q, admitting an equivariant momentum map J : T ∗Q→ g∗ such that
Jξ(αq) =: 〈J(αq), ξ〉, Jξ(αq) := 〈αq, (ξQ)q〉, ∀αq ∈ T
∗Q, ∀ξ ∈ g. (3.3)
We hereafter assume that µ ∈ g∗ is a regular value of J. Hence, J−1(µ) is a submanifold
of P and Tp(J
−1(µ)) = ker(TpJ) for every p ∈ J
−1(µ)
Proposition 3.2. If p ∈ J−1(µ) and Gµ is the isotropy group at µ ∈ g
∗ of the coadjoint
action of G, then:
• a) Tp(Gµp) = Tp(Gp) ∩ Tp(J
−1(µ)),
• b) Tp(J
−1(µ)) = (TpGp)
⊥ω .
Let us enunciate the Marsden-Weinstein theorem ([2, p. 300]).
Theorem 3.3. Let Φ : G × P → P be a Hamiltonian Lie group action of G on the
symplectic manifold (P, ω) admitting an equivariant momentum map J : P → g∗. Assume
that µ ∈ g∗ is a regular point of J and Gµ acts freely and properly on J
−1(µ). Let
ιµ : J
−I(µ)→ P denote the natural embedding and let πµ : J
−1(µ)→ J−1(µ)/Gµ =: Pµ be
the canonical projection. There exists a unique symplectic structure ωµ on Pµ such that
π∗µωµ = ι
∗
µω.
Definition 3.4. A G-invariant Hamiltonian system is a 5-tuple (P, ω, h,Φ,J), where
Φ is a Lie group action of G on P with an equivariant momentum map J, and h is a real
function on R× P satisfying h(t,Φ(g, p)) = h(t, p) for every g ∈ G, t ∈ R, and p ∈ P .
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From now on, (P, ω, h,Φ,J) will always stand for a G-invariant Hamiltonian system.
Proposition 3.5 analyses the evolution of J : P → g∗ under the dynamics of Xh for a
(P, ω, h,Φ,J). In particular, let us briefly prove that J : P → g∗ is conserved for the
dynamics of Xh; i.e. the flow F of the t-dependent vector field X leaves the set J
−1(µ)
invariant and commutes with the action of Gµ on J
−1(µ) . Our proof is just an analogue
of the t-independent case that can be found in any standard reference [2].
Proposition 3.5. Let Φ : G × P → P be a Lie group action on a symplectic mani-
fold P and let h : R × P → R be a G-invariant t-dependent Hamiltonian function, i.e.
h(t,Φ(g, p)) = h(t, p) for every p ∈ P , t ∈ R, and g ∈ G. Let J : P → g∗ be an equivari-
ant momentum map for Φ. Then, J is invariant relative to the evolution of h, i.e. if F
is the flow of the t-dependent vector field Xh : (t, p) ∈ R× P 7→ X(t, p) ∈ TP , then
J(F (t, p)) = J(p), ∀p ∈ P, ∀t ∈ R.
Proof. On the one hand,
d
dt
∣∣∣∣
t=0
Jξ(Ft) = Xh(t)Jξ = {Jξ, h(t)} = −XJξh(t) = −ξPh(t) = 0, ∀ξ ∈ g,
where the last equality stems from the fact that h(t) is invariant by assumption relative
to the fundamental vector fields of the action of G on P , namely, the vector fields ξP .
Since the Jξ are invariant relative to the dynamics of h(t) for every ξ ∈ g, we get that
J is invariant relative to the evolution in time of the Hamiltonian system determined by
h(t).
The G-invariance property of h also yields that F induces canonically a Hamiltonian
flow on the reduced phase space Pµ = J
−1(µ)/Gµ associated with a Hamiltonian function
hµ : R × Pµ → R defined in a unique way via the equation hµ(t, ◦πµ(p)) = h(t, iµ(p))
for every p ∈ J−1(µ), the referred to as reduced Hamiltonian. The proof of this fact is a
straightforward generalisation of the t-independent proof (cf [2, 18]). Let us prove certain
facts on the geometry of the regular elements of J for (P, ω, h,Φ,J) that seems to be
absent in the literature.
Theorem 3.6. If µ is a regular value for the momentum map J of (P, ω, h,Φ,J), then
every µ′ belonging to the coadjoint orbit, Oµ, of µ ∈ g
∗ is also a regular value. If Gµ acts
properly and freely in J−1(µ), then Gµ′ acts also freely and properly on J
−1(µ′) for every
µ′ ∈ Oµ.
Proof. If µ is a regular point of J, then J has maximal rank on the points of J−1(µ).
The equivariance of J yields that, for any g ∈ P and p ∈ J−1(µ), one has that J(gp) =
Ad∗g−1(J(p)). Hence, if p ∈ J
−1(µ), then gp ∈ J−1(Ad∗g−1µ). Since Φg is a diffeomorphism,
it follows that
J−1(Ad∗g−1µ) = ΦgJ
−1(µ), ∀g ∈ G, ∀µ ∈ J(P ).
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Moreover, TgµJ = Ad
∗
g−1TµJ and J has maximal rank on J
−1(Ad∗g−1µ) for every g ∈ G
and regular value µ ∈ J(P ) of J.
Note that GAd∗
g−1
µ = AdgGµ for every g ∈ G and µ ∈ J(P ). Let us set µ
′ := Ad∗g−1µ.
Moreover, if Φ : Gµ × J
−1(µ) → J−1(µ) is free and proper, by the equivariance of Φ, it
follows that Φ : Gµ′ × J
−1(µ′)→ J−1(µ′) is also.
To prove that J−1(Oµ) is a submanifold of P , we recall that if f :M → N , S ⊂ N is a
submanifold of N , and ImTpf +TsS = TsN for every s ∈ S and p ∈ f
−1(s), we say that f
is transversal to S, then f−1(S) is a submanifold of M (see [2]). Since µ is a regular point
of J, one has that ImTpJ = TJ(p)g
∗ for every p ∈ P . Consequently, ImTpJ+ TsOµ = Tsg
∗
for every p ∈ J−1(Oµ). Therefore, J is transversal to Oµ and J
−1(Oµ) is a submanifold
of P .
4 Relative equilibrium points
Let us extend Poincare´’s terminology of a relative equilibrium point for a t-independent
Hamiltonian function to the realm of t-dependent Hamiltonian systems on symplectic
manifolds.
Definition 4.1. A relative equilibrium point for (P, ω,H,Φ,J) is a point ze ∈ P such
that, for every t ∈ R, there exists a curve ξ(t) in g so that
(Xh(t))ze = (ξ(t)P )ze , ∀t ∈ R. (4.1)
The following proposition explains why ze can be called a relative equilibrium point.
Proposition 4.2. Every solution p(t) to (P, ω, h,Φ,J) passing through a relative equilib-
rium point ze ∈ P projects onto the point πµ(ze).
Proof. By applying Proposition 3.5, every solution p(t) to the Hamilton equations of h(t)
is contained in a certain submanifold J−1(µ). Moreover, the solution projects, via πµ,
onto a curve in Pµ := J
−1(µ)/Gµ, where Gµ is the isotropy subgroup of µ relative to
the coadjoint action, that is a solution to a Hamiltonian system (Pµ, ωµ, kµ(t)), where
kµ is the only function on Pµ such that kµ(t, πµ(p)) = h(t, p) for every p ∈ J
−1(µ).
Indeed, the πµ(p(t)) is the integral curve to the t-dependent vector field Yµ on Pµ given
by (Yµ)t := πµ∗(Xh(t)) for every t ∈ R. If p(t) passes through ze and since Xh(t) = ξ(t)P for
a certain curve ξ(t) and every t ∈ R, then ((Yµ)t)πµ(ze)πµ∗zeξ(t)P = 0 for every t ∈ R. As a
consequence, the integral curve of the t-dependent vector field Yµ passing through πµ(ze)
is just πµ(ze). Hence, πµ(p(t)) = πµ(ze) for every t ∈ R. Therefore, p(t) ∈ π
−1
µ (ze) for
every t ∈ R. Then, the projection of every solution passing through ze is just a stability
point of the reduced Hamiltonian system Yµ on Pµ.
Proposition 4.2 yields that every solution passing through a relative equilibrium point
satisfies that p(t) = g(t)ze for a certain curve g(t) in Gµ for µ = J(ze). Let us show that
the converse is also true.
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Proposition 4.3. If every solution p(t) to (P, ω,H,Φ,J) passing through a point ze
projects onto πµ(ze), then ze is a relative equilibrium point.
Proof. Let p(t) be the solution to (P, ω,H,Φ,J) passing through ze at t = t0. By our
assumptions, πµ(p(t)) projects onto πµ(ze). Consequently, there exists a curve g(t) in Gµ
such that p(t) = Φ(g(t), p(t0)) and g(t0) = e. Therefore,
dp
dt
(t0) =
d
dt
∣∣∣∣
t=t0
(g(t)ze) = Te expze
(
dg
dt
(t)
)
= (νP )ze ,
for a certain ν(t0) ∈ gµ. Since the above holds for every t ∈ R, we obtain that ze is a
relative equilibrium point.
Note that if p(t) is a solution to (P, ω,H,Φ,J) and p(t) = g(t)p, Proposition 3.5
ensures that J(p(t)) = J(p). Hence, the action of g(t) leaves invariant the value of J(p)
and it belongs to Gµe for µe = J(p). From previous results, we have the following corollary.
Corollary 4.4. The following two conditions are equivalent:
• The point ze ∈ P is a relative equilibrium point of (P, ω,H,Φ,J),
• Every particular solution to (P, ω,H,Φ,J) passing through ze ∈ P is of the form
p(t) = g(t)ze for a curve g(t) in G.
It is remarkable that, in t-dependent systems, the Hamiltonian need not be a constant
of the motion since
dh
dt
=
∂h
∂t
+ {h, h} =
∂h
∂t
. (4.2)
Meanwhile, Corollary 4.4 ensures that p(t) = g(t)ze and then h(p(t)) = h(t, ze) and h is a
constant of the motion for the Hamiltonian along solutions to h passing through relative
equilibrium points. It is remarkable that the fact that h is not a constant of motion will
make the analysis of the stability of solutions of Hamiltonian systems kµ on Pµ much
more complicated, as kµ will not be in general autonomous and much of the procedures
given in standard stability analysis must be changed (cf. [16]).
Instead of characterising relative equilibria as critical points of h(t, z) for every t ∈
R subject to the constraint z ∈ J−1(J(ze)), it is easier to remove the condition δz ∈
ker[TzeJ] ⊂ TzeP by introducing Lagrange multipliers. Let us explain this process in the
following proposition.
Proposition 4.5. (Time-Dependent Relative Equilibrium Theorem) A point ze ∈
P is a relative equilibrium for (P, ω, h,Φ,J) if and only if there exists a curve ξ(t) in g
such that ze is a critical point of hξ,t : P → R given by
hξ,t := ht − [Jξ(t) − 〈µe, ξ(t)〉] = ht − 〈J− µe, ξ(t)〉
for every t ∈ R and µe := J(ze).
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Proof. Assume first that ze is a point of relative equilibrium. The definition of the mo-
mentum map and Corollary 4.4 yield (Xht)ze−(XJξ(t))ze = 0 for every t ∈ R. Since P is
symplectic, the latter is equivalent to ze being a critical point of ht−Jξ(t) for every t ∈ R,
which is the same as being a critical point of hξ,t for every t ∈ R, namely (dhξ,t)ze = 0.
The conditions (dhξ,t)ze = 0 are in turn equivalent to (Xhξ,t)ze = 0 and/or ze being a
stationary point of Xhξ,t .
Conversely, assume ze is a critical point of hξ,t, namely ze is a stationary point of the
dynamical system Xht−Jξ(t) for every t ∈ R. In view of Corollary 4.4, one has that ze
becomes a relative equilibrium point.
5 Foliated Lie systems and relative equilibria sub-
manifold
This section shows that the set of relative equilibrium points for aG-invariant Hamiltonian
system (P, ω, h,Φ,J) is given by a sum of immersed submanifolds. Moreover, we also show
that the restriction of the original t-dependent Hamiltonian system to such immersed
submanifolds has the structure of a foliated Lie system [7].
Proposition 5.1. If ze is a relative equilibrium point of (P, ω, h,Φ,J), then Gze is an
immersed submanifold of P consisting of relative equilibrium points.
Proof. Since ze is a relative equilibrium point, every solution passing through ze is of the
form p(t) = g(t)ze for a certain curve g(t) in G. Since h ◦ Φg = h and Φ
∗
gω = ω for every
g ∈ G, one obtains that
ιXh(t)ω = dh(t)⇒ (ιY ιΦg∗Xh(t)ω)(gp) = [(Φ
∗
gω)(Xh(t),Φg−1∗Y )](p)
= ω(Xh(t),Φg−1∗Y )(p) = 〈dh(t),Φg−1∗Y 〉(p) = 〈dΦ
∗
g−1h, Y 〉(gp) = 〈dh(t), Y 〉(gp),
for every g ∈ G and p ∈ P . Therefore, Φg∗Xh(t) = Xh(t). Hence, every solution z
′(t)
passing through gze is such that g
−1z′(t) is a solution p(t) to Xh(t) passing through ze.
Thus, p′(t) = g(p(t)) = gg(t)z0 = gg(t)g
−1gz0. In other words, gze is a relative equilibrium
point for (P, ω, h,Φ,J). Since Gze is an immersed submanifold of P , the result follows.
A foliated Lie system on a manifold N is a first-order system of differential equations
taking the form
dx
dt
= X(t, x),
so that
X(t, x) =
r∑
α=1
gα(t, x)Xα(x), ∀t ∈ R, ∀x ∈ P,
where X1, . . . , Xr span an r-dimensional Lie algebra of vector fields, i.e.
[Xα, Xβ] = c
γ
αβXγ, α, β, γ = 1, . . . , r,
11
for certain constants cγαβ , and the functions gα,t : x ∈ M 7→ gα(t, x) ∈ R, for every t ∈ R
and α = 1, . . . , r, are first integrals of X1, . . . , Xr.
Let us show how foliated Lie systems appear while studying the relative equilibrium
points for G-invariant Hamiltonian systems.
Theorem 5.2. Let ze be a relative equilibrium point for (P, ω, h,Φ,J) and let µe := J(ze).
Then, Xh(t) can be restricted to J
−1(Oµe) and it becomes on it a foliated Lie system with
a Vessiot–Guldberg Lie algebra V := {ξP |J−1(Oµe ) : ξ ∈ gµe}.
Proof. Proposition 5.1 ensures that every ze ∈ J
−1(Oµe) is a relative equilibrium point.
Then, every integral curve to Xh(t) passing through it takes the form p(t) = g(t)ze for a
certain curve g(t) in G. Proposition 3.5 yields that J is constant on integral curves of
Xh(t). Consequently, the integral curves of Xh(t) are contained in J
−1(µe) ⊂ J
−1(Oµe).
Hence,
0 =
d
dt
J(p(t)) =
d
dt
J(g(t)ze) =
d
dt
Ad∗g−1(t)J(ze) = −[ξ(t)g∗ ]µe .
Therefore, ξ(t) ∈ gµe and the theorem follows.
6 Stability on the reduced space
Theorem 4.5 characterises the relative equilibria as the extremum of the Hamiltonian
subject to the constraint of the constant momentum map. Then, hξ,t := ht−〈J−µe, ξ(t)〉
is to be optimised and ξ(t) ∈ g is a Lagrange multiplier depending on time.
The study of the stability of equilibrium points in J−1(µe) for non-autonomous Hamil-
tonian systems requires the use of t-dependent Lyapunov analysis. This is much more
complicated than the autonomous case, which relies on searching a minimiun for the
Hamiltonian of the system (see [16]). To tackle the non-autonomous problem, we will use
Theorem 2.3 and a more general approach, which easily retrieves the standard stability
theory for time-independent Hamiltonian systems.
Let ze be a relative equilibrium point of (P, ω, h,J,Φ). Let us analyse the function
hze : R× P → R given by
hze(t, z) := h(t, z)− h(t, ze), ∀(t, z) ∈ R× P.
Then, hze(t, ze) = 0 for every t ∈ R. If p(t) is the particular solutions to our G-invariant
Hamiltonian system (P, ω, h,J,Φ) with initial condition z, then
d
dt
hze(t, p(t)) :=
d
dt
h(t, p(t))−
d
dt
h(t, ze).
Recall that the time derivative of a Hamiltonian function h along the solutions of its
Hamilton equations is given by
dh
dt
=
∂h
∂t
+ {h(t), h(t)} =
∂h
∂t
.
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Thus,
d
dt
hze(t, p(t)) :=
∂h
∂t
(t, p(t))−
∂h
∂t
(t, ze) =
∂hze
∂t
(t, p(t)).
Note that hze(t, gz) = hze(t, z) for every g ∈ G and (t, z) ∈ R × P , i.e. hze(t, z) is
G-invariant. Then, we can define a function Hze : R× Pµe → R of the form
Hze(t, [z]) := hze(t, z), ∀z ∈ J
−1(ze),
where we recall that [z] is the equivalence class of z ∈ J−1(µe) in J
−1(µe)/Gµe . Moreover,
d
dt
Hze(t, [z]) =
∂hze
∂t
(t, z).
Let us use Hze to study the stability of [ze] in Pµe . In particular, we will study the
conditions on h to ensure that Hze gives rise to stability a stability point in [ze]. With
this aim, consider a coordinate system {x1, . . . , xn} on an open neighbourhood U of [ze]
in J−1(µe)/Gµe such that xi([ze]) = 0 for i = 1, . . . , n. Let α = (α1, . . . , αn), with
α1, . . . , αn ∈ N ∪ {0}, be a multi-index with n := dimJ
−1(µe)/Gµe . Let |α| :=
∑n
i=1 αi
and Dα := ∂α1
x1
· · ·∂αnxn .
Lemma 6.1. Let us define the t-parametric family of matrices, M(t), with entries
[M(t)]ij :=
1
2
∂2Hze
∂xi∂xj
(t, [ze]), ∀t ∈ R, (6.1)
and let spec(M(t)) stand for the spectrum of the matrix M(t) at t. Assume that there
exists a constant λ > 0 such that λ < inft∈Rmin spec(M(t)). Assume also that there exists
a real constant c such that
c ≥ max
|α|=3
max
[y]∈O
|DαHze(t, [y])|
for a certain open neighbourhood O of [ze]. Then, there exists an open neighbourhood U
of [ze] where the function Hze : R¯ × U → R is locally positive definite. If additionally
there exists a constant Λ such that supt∈Rmax spec(M(t)) ≤ Λ, then Hze : R¯× U → R is
a decreasing function.
Proof. Since ze is a point of relative equilibrium of (M,ω, h,J, φ) , then Hze(t, ·) has a
critic point at [ze] for every t ∈ R. By the Taylor expansion of Hze(t, ·) around [ze] and
the fact that ze is a relative equilibrium point of each Hze(t, ·), one has
Hze(t, [z]) =
1
2
∂2Hze
∂xi∂xj
(t, [ze])xixj +Rt([z]), [z] ∈ U.
Since M(t) is symmetric, it can diagonalised via an orthogonal transformation Ot for
each t ∈ R. Let λ1(t), . . . , λn(t) be the (possibly repeated) eigenvalues of M(t) and
let w = (w1, . . . , wn)
T be the coordinated vector corresponding to z = (x1, . . . , xn)
T
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on the diagonalising basis induced by Ot. Then, z
TM(t)z = wTD(t)w, where D(t) =
diag(λ1(t), . . . , λn(t)). Thus, w
TD(t)w =
∑n
i=1 λi(t)w
2
i . Then,
1
2
∂2Hze
∂xi∂xj
(t, [ze])xixj = z
TM(t)z = wTD(t)w ≥ λ(t)‖w‖2,
where λ(t) := mini=1,...,nλi(t). By our assumption on the existence of λ > 0 and since Ot
is orthogonal, one gets that
1
2
∂2Hze
∂xi∂xj
(t, [ze])xixj ≥ λ(t)‖z‖
2 ≥ λ‖z‖2.
Recall that the third-order Taylor remainder Rt around [ze] can be written as
Rt([z]) =
∑
|β|=3
Bβ(t, [z])z
β, zβ := xβ11 · . . . · x
βn
n ,
on points [z] of the open coordinate subset U for certain functions Bβ : R×U → R. The
Bβ are known to be bounded by
|Bβ(t, [z])| ≤
1
3!
max
|α|=3
max
y∈O
|DαHze(t, [y])|, ∀[z] ∈ O
on any open subset O of [ze]. By our assumptions, there exists a constant c > 0 satisfying
c ≥
1
3!
max
|α|=3
max
y∈O
|DαHze(t, [y])|, ∀t ∈ R,
for a particular open neighbourhood O of [ze]. Let us prove that
1
2
∂2Hze
∂xi∂xj
(t, [ze])xixj +Rt([z])− λ‖z‖
2
is bigger or equal to zero for every t ∈ R and every [z] ∈ U ∋ [ze] for a certain open
neighbourhood U of [ze]. By our general assumptions, λ < inft∈R λ(t). Note that λi(t)−
λ ≥ λ(t)−λ and λ(t)−λ is larger than a certain properly chosen λ′ > 0 and every t ∈ R.
Then,
1
2
∂2Hze
∂xi∂xj
(t, [ze])xixj − λ‖z‖
2 = wTdiag(λ1(t)− λ, . . . , λn(t)− λ)w ≥ λ
′‖w‖2 = λ′‖z‖2.
Then, the first bracket in the following expression(
1
2
∂2Hze
∂xi∂xj
(t, [ze])xixj − λ‖z‖
2 − λ′‖z‖2
)
+ (λ′‖z‖2 +Rt([z])).
is larger or equal to zero. Let us prove the same for the second bracket. Note that
|Rt([z])| ≤
∑
|β|=3
|Bβ(t, [z])|x1|
β1 · . . . · |xn|
βn ≤ c
∑
|β|=3
|x1|
β1 · . . . · |xn|
βn.
14
The function
λ′‖z‖2 − c
∑
|β|=3
λβx
β,
where the {λβ} is any set of constants such that λβ ∈ {±1} for every multi-index β with
|β| = 3, admits a minimum at [ze] as follows from standard differential calculus arguments.
As a consequence, the above function is bigger or equal to zero on a neighbourhood U{λβ}.
Considering the intersection of all the possible open subsets U{λβ} for every set of constants
λβ, we obtain an open neighbourhood U of [ze]. Assume that [z] is such that
0 > λ′‖z‖2 − c
∑
|β|=3
|x|β
Then,
0 > λ′‖z‖2 − c
∑
|β|=3
sgn
(
n∏
i=1
xβii
)
xβ,
where sgn(a) is the sign of the constant a. Then, [z] cannot belong to U . In other words,
λ′‖z‖2 − c
∑
|β|=3
|x|β ≥ 0 (6.2)
on U . Since |Rt([z])| ≤ c
∑
|β|=3 |x|
β, then
λ′‖z‖2 +Rt([z]) ≥ 0
for every [z] ∈ U . Finally, one gets that
Hze(t, [z]) ≥ λ‖z‖
2, ∀[z] ∈ U , ∀t ∈ R.
Hence, the restriction Hze : R¯ × U → U of Hze to R¯ × U is a locally partially definite
function.
Now, the orthogonal change of variables Ot allows us to write
1
2
∂2Hze
∂xi∂xj
(t, [ze])xixj = z
TMh(t)z = w
TD(t)w ≤ Λ(t)‖w‖2 = Λ(t)‖z‖2,
for Λ(t) := maxi=1,...,nλi(t). By assumption, Λ ≥ Λ(t). Hence,
1
2
∂2Hze
∂xi∂xj
(t, [ze])xixj ≤ Λ‖z‖
2.
Recall the expression (6.2) for every t ∈ R¯ and [z] ∈ U . Then, one has that
Hze(t, [z]) ≤ Λ‖z‖
2 + λ′‖z‖2
and Hze is decreasing on R¯× U .
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By using the above lemma, we obtain the following immediate theorem.
Theorem 6.2. Let assume that there exist λ, c > 0 and an open U of [ze] so that
λ < min(spec(M(t))), c ≥
1
3!
max
|α|=3
max
[y]∈U
|DαHze(t, [y])|,
∂H
∂t
∣∣∣∣
U
≤ 0,
for every t ≥ t0 and a certain t0, then [ze] is a stability point of the Hamiltonian system kµ
on J−1(µe)/Gµe. If there exists Λ such that max(spec(M(t))) < Λ, then kµ is uniformly
locally stable.
Proof. Consider a coordinated open neighbourhood of [ze] (we assume without loss of gen-
erality than it is the U of the enunciate of our theorem) with local coordinates {x1, . . . , xn}.
The coordinates allow us to identify U with an open subset of the Euclidean space Rn
and to apply Lyapunov stability theory on it. By Lemma 6.1 and our given assumptions,
Hze(t, [z]) is a locally positive definite function. By Theorem 2.3 and ∂Hze/∂t ≤ 0, we
obtain that [ze] is locally stable. If additionally Λ exists, then again Theorem 2.3 shows
that [ze] is uniformly locally stable.
The main idea of the momentum-energy method is to determine properties of h on a
neighbourhood of ze in J
−1(µe) to ensure that the conditions needed for a certain type
of stability at the stability points of kµ on J
−1(µe)/Gµe. In particular, we want to give
conditions on the matrix m(t) of second derivatives of hµe : (t, z) ∈ R × J
−1(µe) 7→
h(t, z) ∈ R and ∂hµe/∂t to ensure that the spectrum of the matrix (6.1) is bounded from
below or from above for every t ∈ R. Instead of checking M(t), which can be complicated
as it is defined on a submanifold, we will search for conditions on m(t), which is more
practical. The following ideas are pretty much similar to the t-independent formulation
of the energy-momentum method.
Proposition 6.3. Let ze ∈ P be a relative equilibrium point for (P, ω, h,Φ,J). Then,
(δ2hξ,t)ze((ηP )ze , vze) = 0, ∀η ∈ g, ∀vze ∈ TzeJ
−1(µe), ∀t ∈ R (6.3)
Proof. The G-invariance of h : R × P → R and the equivariance condition for J yields
hξ,t(gp) = h(t, gp)−〈J(gp), ξ〉+〈µe, ξ〉 = h(t, p)−〈Ad
∗
g−1(J(p)), ξ〉+〈µe, ξ〉 and hξ,t(gp) =
h(t, p)− 〈J(p),Adg−1(ξ)〉+ 〈µe, ξ〉, for any g ∈ G and p ∈ P . Substituting g := exp(sη),
with η ∈ g, and differentiating with respect to the parameter s, one obtains
(ιηP dhξ,t)(p) = −
〈
J(p),
d
ds
∣∣∣∣
s=0
Adexp(−sη)(ξ)
〉
= 〈J(p), [η, ξ]〉.
Taking variations relative to p ∈ P above, evaluating at ze, since (dhξ,t)ze = 0 because ze
is a critical point, (δ2hξ,t)ze((ηP )ze , vp) = 〈TzeJ(vp), [η, ξ]〉, which vanishes if TzeJ(vp) = 0,
i.e. if vp ∈ ker[TzeJ] = TzeJ
−1(µe).
Propositions 6.3 and 3.1 yield the following.
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Corollary 6.4. (δ2hξ,t)ze vanishes identically on Tze(Gµeze).
Proof. Proposition 3.1 shows that Tze(Gµeze) = Tze(Gze) ∩ ker[TzeJ]. Since Tze(Gµeze) ⊂
Tze(Gze), the result follows from (6.3) by taking vze := (ξP )ze , with ξ ∈ gµe .
By Corollary 6.4, there exists a t-parametric family of bilinear mappings ĝt,[ze] :
T[ze]J
−1(µe)× T[ze]J
−1(µe)→ R of the form
ĝt,[ze]([v], [v
′]) = (δ2hξ,t)(v, v
′), ∀v, v′ ∈ TzeJ
−1(µe)
for [v], [v′] being the equivalence classes of elements v, v′ in TzeJ
−1(µe)/Tze(Gµeze). Note
that the spectrum of M(t) is given by the eigenvalues of ĝt,[ze].
Recall that we assume that Gµ acts freely and properly on J
−1(µe). Consider a set
of coordinates {y1, . . . , ys} on an open A ⊂ J
−1(µ) containing ze. Note that due to the
Gµe-invariance of hµe , one has that there exists c such that
c ≥
1
3!
max
|ϑ|=3
max
y∈A
|Dϑhµe(t, y)|
where ϑ is a multi-index ϑ = (ϑ1, . . . , ϑs) if and only if
c ≥
1
3!
max
|α|=3
max
y∈O
|DαHze(t, y)|
where O is an open neighbourhood of [ze].
Therefore, we obtain the following theorem.
Theorem 6.5. Let assume that there exist λ, c > 0 and an open U of [ze] so that
λ < min(spec(ĝt,[ze])), c ≥
1
3!
max
|ϑ|=3
max
y∈A
|Dϑhµe(t, y)|,
∂h
∂t
∣∣∣∣
A
≤ 0, (6.4)
for every t ≥ t0 for a certain t0, then [ze] is a stability point of the Hamiltonian system
kµ on J
−1(µe)/Gµe for t ≥ t0. If there exists Λ such that max(spec(M(t))) < Λ, then [ze]
is uniformly locally stable.
Recall that in the case of an autonomous Hamiltonian, the third condition in (6.4) is
immediately satisfied. Moreover, assuming h to be smooth enough, there always exists
the required c for a certain open neighbourhood A of ze. Finally, the condition on λ boils
down to the standard condition on the positiveness of the eigenvalues of ĝt,[ze] (cf. [16]).
7 Example: The almost-rigid body
Let us illustrate our t-dependent energy-momentum method via a generalisation of the
standard example of the freely spinning rigid body [16]. Let SO3 be the Lie group of all
orthogonal unimodular linear automorphisms on the Euclidean space R3. The Lie algebra
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of SO3, let us say so3, consists of all the 3× 3 skew-matrices and it can be identified with
R3 via the isomorphism
φ : R3 → so3, Ω 7→ Ω̂ :=
 0 −Ω3 Ω2Ω3 0 −Ω1
−Ω2 Ω1 0
 , (7.1)
where Ω := (Ω1,Ω2,Ω3)T . Let × be the vector product in R3. Then, Ω̂r = Ω×r, [Ω̂, Θ̂] =
Ω̂×Θ, and ΛΘ̂ΛT = Λ̂Θ for every Λ ∈ SO3, and every Θ,Ω ∈ R
3. Hence, φ is a Lie
algebra isomorphism between R3 (which is a Lie algebra relative to the vector product)
and so3 with the commutator of matrices.
The adjoint action Ad : SO3× so3 → so3 defined geometrically in (3.1) reduces to the
expression AdΛΘ̂ = ΛΘ̂Λ
T , as Λ−1=ΛT , for all Λ ∈ SO3 and Θ ∈ R
3. Moreover,
Λ̂(r×s) = Λr̂×sΛT = Λ[̂r, ŝ]ΛT = [Λr̂ΛT ,ΛŝΛT ] = [Λ̂r, Λ̂s] = Λ̂r×Λs, ∀r, s ∈ R3.
One can identify TΛSO3 with so3 via two isomorphisms. Recall that LΛ : Θ ∈ SO3 7→
ΛΘ ∈ SO3 is a diffeomorphism for every Λ ∈ SO3. Then, TId3LΛ : TId3SO3 ≃ so3 7→
TΛSO3, where Id3 is the 3 × 3 identity matrix, is an isomorphism. We define Θ̂Λ :=
(TId3LΛ)Θ̂ =: (Λ,ΛΘ̂), for every Θ ∈ R
3. Then, Θ̂Λ is called the left invariant extension
of Θ̂. Meanwhile, we set θ̂Λ := (TId3RΛ)θ̂ := (Λ, θ̂Λ), for every θ ∈ R
3. It is said that θ̂Λ
is the right invariant extension of θ̂. We omit the base point, if it is known from context.
We write ΛΘ̂ and Θ̂Λ for Θ̂Λ and θ̂Λ, respectively.
Since so3 is a simple Lie algebra, its Killing metric, κ, is non-degenerate, which gives
an isomorphism
Θ̂ ∈ so3 7→ κ(Θ̂, ·) ∈ so
∗
3. (7.2)
In paricular, κ reads, up to a non-zero optional proportional constant, as κ(Θ̂, Ω̂) =
1
2
tr(Θ̂T Ω̂), for all Θ,Ω∈R3. Moreover, Π · Υ = κ(Π̂, Υ̂), for all Π,Υ ∈ R3. This extends
to
〈Π̂Λ, Θ̂Λ〉 :=
1
2
tr(Π̂TΛΘ̂Λ) =
1
2
tr(Π̂T Θ̂) = Π ·Θ, ∀Θ, Π ∈ R3.
We will denote the elements of so∗3 by Π̂, where Π ∈ R
3, (or π̂ with π ∈ R3) and
elements of T ∗ΛSO3 by π̂Λ = (Λ, π̂Λ) and Π̂Λ = (Λ,ΛΠ̂). If π̂Λ = Π̂Λ, then π̂ = ΛΠ̂Λ
T ,
which matches the coadjoint action. Indeed,
〈Ad∗ΛT Π̂, ·〉 =
1
2
Tr(Π̂TAdΛT (·)) =
1
2
Tr(Π̂TΛT (·)Λ)
=
1
2
Tr(ΛΠ̂TΛT (·)) =
1
2
Tr((ΛΠ̂ΛT )T (·)) = 〈π̂, ·〉.
Using (7.1), we get π = ΛΠ. The mechanical framework to be hereafter studied goes
as follows: the configuration manifold is SO3, whilst T
∗SO3 is endowed with its canonical
symplectic structure. It is remarkable that our framework retrieves the dynamics of a
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solid rigid under no exterior forces as a particular case. Moreover, we have the following
elements:
i) A t-dependent Hamiltonian h : R× T ∗SO3 → R of the form
ht :=
1
2
π · I−1t π, It := ΛJtΛ
T . (7.3)
where It is the time-dependent inertia tensor (in spatial coordinates) and Jt is the inertia
dyadic given by Jt =
∫
R3
̺ν(t, X)[‖X‖
21 − X ⊗ X ]d3X. Here, ̺ν : R × B → R is the
reference density. Note that Jt can be understood as a matrix depending only on time.
We understand h in (7.3) as a function h : R × SO3 × so
∗
3 → R, with so
∗
3 ≃ R
3∗. This
amounts to regarding h as a function on R× T ∗SO3 via the isomorphism
(Λ, π) ∈ SO3 × R
3∗ 7→ (Λ, π̂Λ) =: π̂Λ ∈ T
∗
ΛSO3. (7.4)
However, h(t,Λ, π) is more appropriate for calculations. Note that h is the kinetic energy
of the mechanical system, which we call a quasi-rigid body (cf. [16]).
ii) Invariance properties - Since π̂ = ΛΠ̂ΛT , the t-dependent Hamiltonian (7.3) be-
comes
ht =
1
4
tr(π̂TΛJ−1t Λ
T π̂) =
1
4
tr((ΛT π̂)TJ−1t Λ
T π̂) =
1
4
tr((Π̂ΛT )TJ−1t Π̂Λ
T ) =
1
4
tr(Π̂TJ−1t Π̂) =
1
2
Π · J−1t Π, (7.5)
which illustrates the left invariance of h relative to the action of SO3. Thus, the left
reduction by SO3 induces a function on the quotient R× T
∗SO3/SO3 ≃ R× so
∗
3.
As a consequence, ht is only a quadratic function on the momenta π̂. Consequently,
the second condition in (6.4) is immediatelly satisfied since
iii) Momentum map - We consider G = SO3 to act on Q = SO3 by left translations,
i.e. Ψ : (A,Λ) ∈ G×Q 7→ LAΛ := AΛ ∈ Q. Hence, the cotangent lift of Ψ, let us say Ψ̂,
is by left translations. In particular
Ψ̂(Λ′, (Λ, π̂Λ)) = (Λ′Λ, Λ̂′πΛ), ∀Λ′,Λ ∈ SO3, ∀π ∈ (R
3)∗.
Since (ξ̂so3)Λ =
d
dt
∣∣
t=0
exp(tξ̂)Λ = ξ̂Λ, for every ξ ∈ so3, Proposition 3.1 yields that
J
ξ̂
(π̂Λ)=
1
2
tr[π̂TΛξso3 ]=
1
2
tr[ΛT π̂T ξ̂Λ]=
1
2
tr[π̂T ξ̂]=π · ξ. (7.6)
Thus, J(π̂Λ) = π̂, Jξ̂(π̂Λ) = π · ξ. Then, every π ∈ so
∗
3 is a regular value of J. Moreover,
Gπ is given by the elements of SO3 that leave invariant π. Hence, Gπ ≃ SO2 for π 6= 0
and G0 = SO3. Moreover J
−1(π) = SO3 for every π ∈ R. Since each Gπ are always
compact, it acts properly on J−1(π). Moreover, the action of Gπ on J
−1(π) is always free.
Hence, J−1(π)/Gπ is always a well-defined two-dimensional manifold for π 6= 0, a sphere
indeed, and a zero-dimensional manifold for π = 0.
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Let us study
hξ,t = ht − [Jξ − πe · ξ] =
1
2
π · I−1t π − ξ · (π − πe),
and look into its critical points. To derive the first variation, it is appropriate to consider
hξ,t as a function of (Λ, π) ∈ SO3 × R
3∗. If π̂Λe := (Λe, π̂eΛe) ∈ T
∗SO3 is a relative
equilibrium point, then, for any δθ ∈ R3, we can build the curve ǫ 7→ Λǫ := exp[ǫδ̂θ]Λe in
SO3. Let δπ ∈ R
3∗ and consider the curve in R3∗ defined as ǫ 7→ πǫ := πe + ǫδπ ∈ R
3∗.
These constructions induce a curve ǫ 7→ π̂Λǫ ∈ T
∗SO3 through the isomorphism (7.4),
that is π̂Λǫ := (Λǫ, π̂ǫΛǫ). Let us compute the first variation.
i) First variation - By using the chain rule, we can establish
0 = δhξ,t
∣∣
e
:=
d
dǫ
∣∣∣∣
ǫ=0
hξ,t,ǫ =
d
dǫ
∣∣∣∣
ǫ=0
(
1
2
πǫ · I
−1
t,ǫ πǫ − ξ · (πǫ − πe)
)
, (7.7)
where I−1t,ǫ := ΛǫJ
−1
t Λ
T
ǫ . At equilibrium, (π − πe) · η = 0 for all η ∈ R
3, from varying the
Lagrange multiplier. Recall that
1
2
πe ·
d
dǫ
∣∣∣∣
ǫ=0
I−1t,ǫ πe =
1
2
πe · [δ̂θI
−1
t,e − I
−1
t,e δ̂θ]πe =
1
2
[πe · δθ × I
−1
t,e πe − I
−1
t,e πe · δθ × πe] = δθ × (I
−It
t,e πe × πe), (7.8)
by using elementary vector product identities. By (7.8), expression (7.7) reduces to
δhξ,t
∣∣
e
= δπ · [I−1t,eπe − ξ] + δθ · [I
−1
t,eπe × πe] = 0. (7.9)
Thus,
ξ × πe = 0, I
−1
t,e ξ = λtξ, (7.10)
where λt > 0 due to the positive definiteness of It,e = ΛeJtΛ
T
e . These conditions yield
that πe lays along a principal axis, and that the rotation is around this axis. Moreover,
πe = It,eωe and πe = It,eξ.
ii) Second variation - By (7.9), we obtain at equilibrium
(δ2hξ,t)
∣∣
e
:=
d
dǫ
∣∣∣∣
ǫ=0
[δπ · (I−1t,ǫ πǫ − ξ) + δθ(I
−1
t.ǫ πǫ × πǫ)].
Proceeding as to obtain (7.9) and using (7.10), we obtain each
(δ2hξ,t)
∣∣
e
= [δπT δθT ]
[
I−1t,e (I
−1
t,e − λt1 )π̂e
−π̂e(I
−1
t,e − λt1 ) −π̂e(I
−1
t,e − λt1 )π̂e
] [
δπ
δθ
]
.
Let us restrict the (δπ, δθ) ∈ R3∗ × R3. We already know that J(π̂Λ) = π̂. Hence,
µe = π̂e and Tze(Gµeze) are the generators of infinitesimal rotations around the axis πe.
Moreover, we can choose S = {(δπ, δθ) : δπ = 0, δθ ⊥ πe}. Since δθ is a variation that
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infinitesimally rotates πe on the sphere Oπe := {π ∈ R
3 : ‖π‖2 = ‖πe‖
2}, which is the
co-adjoint orbit passing through πe. Checking the positive definiteness of δ
2hξ,µ reduces
to checking
δ2hξ,µ
∣∣
e
= δθ · (π̂Te (I
−1
t,e − λ1 )π̂e)δθ = (πe × δθ) · (I
−1
t,e − λ1 )(πe × δθ).
If λt is the largest or smallest eigenvalue of It, then δ
2hξ,µ|e will be definite as the null
space of I−1t − λ1 consists of vectors parallel to πe, which have been excluded. Moreover,
S is a 2-dimensional space and δ2hξ,µ|e represents a 2 × 2 matrix. In those cases with
∂h/∂t < 0 and if the eigenvalues of δ2h are bounded as in our previous assumptions,
one can ensure the stability of the projection of relative equilibrium points of J−1(π) to
J−1(π)/Gπ.
8 Conclusions and outlook
This work has extended the formalism for the energy-momentum method on symplectic
manifolds to the t-dependent realm. This has required the use of more complicate tech-
niques to study the stability of t-dependent problems. A simple example concerning a
modification of a rotating quasi-solid rigid has been used to illustrate our techniques.
Note that the energy-momentum method has extensions to concern problems on Pois-
son manifolds [16]. Our techniques should be easily extended to such a new realm. We
plan to study the topic in the future. We additionally search for new applications of our
techniques in physics. In particular, we are interested in the study of foliated Lie systems
appearing in the study of relative equilibrium points of mechanical systems.
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