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Abstract
This paper presents a method to specify a strictly stationary univariate time series model with particular em-
phasis on the marginal characteristics (fat tailedness, skewness etc.). It is the first time in time series models
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marginal aspect are separated and the information contained within the order statistics allow to efficiently model
a discretely-varied time series. The estimation is done through Bayesian method. The method is invariant to any
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1 Introduction
Limitations and rigidness of time series models is well documented. Their construction has
always depended upon the exact nature of the data, and do not easily accommodate other types
of data (non-normal random variables). By separating the characteristics specific to the data
from the time-varying properties, we are able to specify a general method through copula to
model any strictly stationary time series.
In Finance, copula models have recently gained popularity, as they provide an alternative
to the assumption of normality in data (see Embrechts et al. (1999)). Copula applications
range from Value at Risk (VaR) analysis of Cherubini and Luciano (2001) and Embrechts et al.
(2003), to studies of financial contagion of Rodriguez (2007). Common to all these works is the
emphasis on how copula models provide a solutions when the assumptions of normality and
linear dependency fail. Bouye´ et al. (2007) present a detailed coverage of copula methodology
and other applications in finance. In Economics, instead, the copula based literature remains
limited to few studies. In Economics and Econometrics, analysis involving discrete data is
unavoidable and this represents a complication, as alike other joint analysis techniques, copula
models do not cope well with the limitations posed by discrete data. Nevertheless, the advan-
tage gained through non-normality and non-elliptical joint distribution, has lead researchers to
address problems otherwise not possible. Smith (2003) uses copula framework to study self-
selection problem. Demarta and McNeil (2005) among others, analyze categorical data from
clinical trials. Zimmer and Trivedi (2006) employ a trivariate copula for dependency between
health insurance status for couples and their demand for health care. Trivedi and Zimmer
(2006) cover various aspects of copula estimation for discrete type data. Hoff (2007) proposes
a Bayesian technique which addresses the discreteness of data in a semi-parametric copula set-
ting, and employs it on cross-sectional data (U.S. labour force) of continuous and discrete type.
Patton (2006) introduces copulas in modelling of economic time series (continuous data).
Most of the copula literature in general deals with modelling contemporaneous dependence
among random variables, there has been quite a lot of work in specifying a Markov chain
through a copula. Most of such work has been theoretical dealing with probability and weak
dependence properties. Darswo and Olsen (1992) specify the necessary and sufficient condi-
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tions for constructing stationary first-order Markov models based on a copula. They show
that the Chapman-Kolmogorov equations are satisfied for such models. Ibragimov (2009) ex-
tend the conditions presented by Darswo and Olsen (1992) for higher-order Markov models.
Chen and Fan (2002), Chen et al. (2009) and Beare (2010a,b) present the persistence proper-
ties of stationary copula-based Markov chains. Chen and Fan (2002) state conditions under
which copula-based Markov models are β-mixing with either exponential or polynomial de-
cay rates, and the conditions are independent of the marginal distribution specification, but
only dependent upon the copula specification, they also show EFGM and Gaussian copula are
indeed geometric β-mixing. Beare (2010a) provides strong sufficient conditions for geometric
β-mixing, which rules out copula families exhibiting asymmetric and tail dependence, for whom
β-mixing with exponential decay rates is established. Lentzas and Ibragimov (2008) show a
Clayton copula-based model behaves like a long memory time series with high persistence,
but Chen et al. (2009) show in terms of the mixing properties, such a model is weakly de-
pendent and short memory and models generated through Clayton, Gumbel and t-copula are
indeed geometric β-mixing. Beare (2010b) shows for Archimedean copulas that the regular
variation of the generator at zero and one implies geometric ergodicity. Joe (1997) shows in a
fully-parametric copula setting that various Maximum likelihood (ML) based estimators to be
consistent and asymptotically normal under some regularity conditions. Chen and Fan (2002)
propose a semi-parametric copula estimation (empirically computed margins) using ML, and
also prove consistency and asymptotic normality. Chen et al. (2009) state an efficient sieve ML
estimation procedure for copula-based Markov chains.
We specify a univariate time series through a copula-based Markov chain, which is not only
specific to discretely varying data (i.e. count data), but also to time series of continuous random
variable type. The novelty of our paper is two fold, first, this is the first time in literature for
time series models with specified marginal distribution (parametric), a non-parametric based
specification is being introduced, which like the other models does acknowledge and identify
marginal behaviour but is non-parametric. The transition density is given through a copula
function. Secondly, this paper also introduces Bayesian methodology for copula-based Markov
chain estimation. The advantages of such a technique is we are able to separate out using
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copula, the marginal behaviour (like fat tailedness and skewness) of a time series from the
dependence structure (like asymmetric persistence in extreme values or other non-linear depen-
dence structure) of any type of random variable. One such time series could be the number of
patents a firm acquires over time, the outcomes could be of poisson type and having larger per-
sistence over time for high number of patents obtained as compared to low number of patents.
This is generally observed for growing firms.
The modelling is similar to an AR type process, where we specify the current value to
be some function of its own lags. But unlike previous models, where the assumption on the
marginal distribution dictates the conditional distribution (normality etc.), we model these dis-
tributions separately and they are not bounded to each other. Our method is general across
various data types, as we make no assumption regarding the marginal distribution and treat it
completely as unknown. The estimation of the copula parameters (conditional dependency) is
based only on the order statistics of the observed time series which is similar to Hoff (2007), but
he deals with cross-sectional data, and specifies a sampling scheme suitable only to a Gaussian
copula. To keep the intuition clear, we model a first-order Markov chain, which can be adopted
for high order processes. The marginal distribution is completely left unspecified, and we treat
the uniform variables (generally obtained through the marginal distribution for copula mod-
elling) as latent variables which along with the copula parameters are estimated in a Bayesian
framework.
We use a real data application, which is based on the count of weekly firearm homicides
observed in Cape Town, South Africa. Crime in general is quite persistent, and our period of
analysis consists of a time when there was urbanisation in and around Cape Town. Hence we
could model such persistent through copulas. We successfully capture temporal dependence
first through a Gumbel copula, and then to show our method is invariant to different cop-
ula families (also applying a Gaussian copula separately). In terms of the Bayesian methods
applied, standard diagnostics are used to confirm the Markov Chain Monte Carlo (MCMC)
performs well.
The paper sets out with a brief discussion on copula models, most importantly on copula-
based Markov chain specification. In Section 3, we set out the modelling framework based on
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the order statistics. The two-stage Bayesian sampling scheme for the latent copula arguments
and the copula parameters in Section 3. We then in Section 4 apply our technique on to a real
data application and concluding in Section 5.
2 Copula-based Markov chain
2.1 Copula Definition
A copula is multivariate distribution able to separate out the marginal distribution of the
random variables, and the dependence among them. This enables modelling dependency more
rigorously and entails features not available within other commonly employed multivariate
distributions (like a Multivariate Normal distribution). Let us consider a bivariate case for
simplicity, then the theorem of Sklar (1959) states that a bivariate distribution H can be
decomposed into a copula C capturing the dependence and two marginal distribution F and G
of random variables X and Y respectively
H(x, y) = C(F (x), G(y)), (2.1)
which could be reformulated as
C(u, v) = H(F−1(u), G−1(v)).
C : [0, 1]× [0, 1] 7→ [0, 1] is the joint Cumulative Distribution Function (CDF) with the uniform
margins as input arguments. The marginals F and G transform the observed x and y to
uniformly distributed variables, u and v respectively. C is a uniquely defined copula if H
is continuous, otherwise it is defined over the range of both F and G. The attraction of
copula models is, that it allows to disentangle characteristics specific to the marginals from the
dependence strcture, allowing flexibility and their independent selection process. There exists
a wide choice of copulas, differing in the type of dependence they capture (i.e. asymmetric and
tail dependence). Joe (1997) and Nelsen (2007) provide a detailed survey of various copula
families and their properties.
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2.2 Markov chain through Copula
We can specify a strictly stationary process through a copula, assuming {Yt}Tt=1 is Markov
chain of order one, and let F be its true invariant continuous distribution along with H being
the joint distribution of Yt−1 and Yt. Then there exists a unique copula capturing the transition
distribution, given as,
H(yt, yt−1) = C(F (yt), F (yt−1)). (2.2)
The above equation would be true for al the T − 1 pairs. Given that F is continuous, then we
can take the partial derivatives w.r.t both yt and yt−1 of (2.2) which yields
∂H2(yt, yt−1)
∂yt∂yt−1
= h(yt, yt−1) = c(F (yt), F (yt−1)).f(yt).f(yt−1), (2.3)
where h is the joint density and c denotes the copula density. From (2.3) we can now state the
conditional density of yt given yt−1 as
ht|t−1(yt|yt−1) = c(F (yt−1), F (yt)).f(yt), (2.4)
where ht|t−1 denotes the conditional density. If F was assumed to be a normal distribution
and C a Gaussian copula, then (2.4) would correspond to normal conditional density, hence an
AR(1) process with normally distributed errors.
Suppose now F is discrete distribution, hence Yt takes non-negative integers. Then (2.2)
would be given as,
H(yt, yt−1) = C(F (yt), F (yt−1))− C(F (yt − 1), F (yt−1))
−C(F (yt), F (yt−1 − 1)) + C(F (yt − 1), F (yt−1 − 1)).
(2.5)
Then we can also derive the conditional density equation.
There are quite a few problems associated with employing discrete copula. First, the copula
in the joint distribution H is not identified, which implies there could be several functions A
in (2.2), such that,
H(yt, yt−1) = A(F (yt), F (yt−1)). (2.6)
6
We can solve the above equation for A, but it is not necessarily a copula function or even a
distribution function. This is referred to as the identifiability issue, as we require some set of
copulas for which we can replace A by, such copulas of course require their own lower and upper
bounds. We refer interested reader to Genest and Nes˘lehova´ (2007) for more details.
Within continuous copula setup, the copula dependence parameter is usually converted to
a meaningful measure such as Kendall’s tau or Spearman’s rho. Both of these measures are
defined on [0, 1] and are independent upon the marginal specifications. However, in case of
discrete data both measures are not invariant to the choice of the marginal distributions. Also
rank-based estimators are not useful due to the ties observed in the ranks of discrete data, and
dealing with them by either splitting or ignoring creates a bias in the estimate of the copula
parameters.
Trivedi and Zimmer (2006) mention maximization of likelihood with discrete margins poses
computational difficulties and proposes to perform continuation transformation, where each
discrete margin is made continuous by adding some noise (Uniform [0, 1] draw), then proceed
with copula estimation, with continuous margins, but such a process of course creates a bias
through misspecification.
Hoff (2007) calls marginal parameters as nuisance parameters, especially for discrete data,
and derives a likelihood which treats the copula arguments as latent variables and relies on the
fact that they have the same order statistics, as the observed data. Other similar Bayesian
methods are specified in Pitt et al. (2006) and Smith and Khaled (2012) to deal with discrete
margins. Generally the interpretation of θ (copula parameter) does not have the same meaning
in case of discrete margins as it has for continuous margins.
We now provide a method similar to Hoff (2007) for specifying a copula-based Markov chain
for all types of data, which is invariant to the choice of the copula family.
3 Framework
Let Y = (Y1, Y2, . . . , YT ) be a strictly stationary time series originating from an unknown
marginal distribution F , and U = (U1, U2, . . . , UT ) be the series of uniforms, with each instance
being in [0, 1]. Let the Markov chain be generated through copula C, then we can specify the
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Data Generating Process (DGP) for a first-order Markov chain as
c(ut|ut−1; Θ), for t = 2, . . . , T,
yt = j, if max
{
us; F : j − 1 7→ us
}
< ut < min
{
us; F : j + 1 7→ us
}
,
where j ∈ J (discrete outcomes).
Where Θ is the parameter vector associated to C, and j is a discrete observation belonging to
set of possible values in J . Each ut ∈ [0, 1] is generated through the conditional copula density
c, and the corresponding yt determined through the maximum and minimum of the uniforms
corresponding to the neighbouring order statistics of j, as seen in Figure 1. The DGP described
above is set out for a discretely-varied time series, in case we are dealing with a time series of
continuous type random variables, the correspondence of ut to yt is one-to-one.
Figure 1: Mapping of generated ut
If F is known, and belongs to either a parametric family or non-parametric (empirical dis-
tribution), then one of the estimators stated in Section 2.4 could be employed for Θ. For a
continuous margin such estimators would yield constant and asymptotically normal estimates
of Θ, but in case F is a discrete distribution, ML methods can fail with convergence of the
likelihood and results will be biased from using continuous transformation.
We treat F as completely unknown, and hence U is unobtainable and considered as a series
of latent variables. The only available information available related to F is that it is a non-
decreasing monotonic function, and could either be a continuous or a discrete distribution. In
8
case the margin is continuous, F−1 will be a one-to-one mapping function, and for a discrete
margin a many-to-one function. It is the first time a completely non-parametric specification
has been assumed for the marginal distribution using for Markov chain type time series frame-
work, both for continuous and discrete type outcomes. This overcomes any form of marginal
misspecification, and allows to combine any type of marginal behaviour with non-gaussian type
of temporal dependence.
Given that F is non-decreasing, we know the order statistics of the uniforms generated
through the unknown F will be dictated by the order statistics of the observed Y, and this
is the only information known with certainty. But there is still the uncertainty of the actual
value of U, and the degree of uncertainty depends upon the discrete data (low count implying
more uncertainty). In case we have a time series of binary outcomes, there is really only two
ranks, and hence we have more uncertainty. We can provide a formal definition for the order
statistics of the time series.
Definition 3.1 Let the rank of the observation at time t, yt, be denoted as kt. Hence yt = y
(kt),
and for each t
y(kt−1) < yt < y(kt+1), and,
u(kt−1) < ut < u(kt+1).
y(kt) is the order statistic of yt. ut has the same rank kt, as yt.
Definition 3.1 simply states that given that F is non-decreasing and monotonic, the unobserved
U have to obey the same order statistics as that of Y. We keep the time indexing on the ranks,
as unlike cross-sectional analysis, the time stamp on an observation is important. Note, we
have strict-inequality for the ranks of the observed data, implying any ties are left unresolved.
As we are capturing the temporal dependence of the series U, each instance ut is related
to its neighbor in time and the corresponding order statistic through Y. This is perhaps best
understood by employing a Directed Acyclic Graph (DAG) in Figure 2, where we see that
U is a Markov chain, and the observation yt are independent of each other conditional upon
ut. Starting from u1 the chain moves forward till the last value uT . We see how each ut is
connected to its neighbors in time (ut−1 and ut+1) and the corresponding yt, from which the
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Figure 2: DAG of Latent Variable
only information retrieved is kt, the rank.
Using the above framework of the DAG, we can now model the structure of the Markov
chain in a Bayesian setup.
4 Bayesian Sampling Scheme
We specify a general sampling scheme to estimate the copula parameters, which will capture
the temporal dependence within a stationary Markov chain. The estimation technique is general
to any copula family and makes no assumption regarding the marginal distribution, and hence
can accommodate both continuous and discrete type margins. The sampling scheme can be
separated into two different stages, the first stage involves sampling U conditional upon the
copula parameter Θ, and in the second stage we draw Θ conditional upon U. This implies all
the uniforms are considered as auxiliary variables and have to be sampled.
Before proceeding with the sampling scheme, let us define the necessary notation. Through
Bayes theorem, let the posterior of Θ be given as
p(Θ|U) ∝ p(Θ)× p(U|Y; Θ), (4.1)
where pi denotes the posterior of Θ. To make our scheme general across various copula families,
we need to re-parametrize the copula parameter vector Θ. Copula families support different
ranges, for a Gaussian and Student-t copula the dependence parameter lies in [−1, 1]. Whereas
for most Archimedean copulas the upper or lower bounds are defined up to infinity, like the
range of Clayton copula parameter is (0,∞). We can transform them all to be defined over the
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real line R. Let the mapping be Z(Θ) = Ψ, where Ψ ∈ R and Z (See Appendix A for various
transformations) represents a vector of functions, which has the same dimension as Θ. This
re-parametrization will change the posterior defined in (4.1). The prior distribution p(θ) has
to be transformed over to prior of Ψ, and we have to consider the Jacobian matrix associated
to such a reformulation. The prior p(Ψ) for Ψ will then be defined as
p(Ψ) ∝ p(Θ)
∣∣∣∣∂Θ∂Ψ
∣∣∣∣,
where
∣∣∣∣∂Θ∂Ψ
∣∣∣∣ is the determinant of the Jacobian matrix. Regardless of which copula is now
chosen, we have a support over the real line for the parameters associated. The posterior
defined in (4.1) now becomes
p(Ψ|U) ∝ p(Ψ)× p(U|Y; Ψ).
Finally, we can now proceed with specifying the two stage sampling scheme, where first we
sample from p(U|Y; Ψ), followed by sampling from p(Ψ|U).
4.1 Sampling from p(U|Y; Ψ)
We see from Figure 2 how each instance of U is linked by its neighbours in time and the
corresponding order statistic from Y. Assuming a first-order Markov chain, we can write the
conditional probability for each ut, where 1 < t < T as
p(ut|U\t,Y; Ψ) = p(ut|ut−1, ut+1, yt; Ψ), (4.2)
where U\t is the complete series U without ut. Given that we have a Markov chain of order
one and using the information from the DAG, the conditioning of U\t can be reduced to ut’s
connected neighbours in time (i.e. ut−1 and ut+1). As we mentioned previously, the only
information available from conditioning ut on yt is, if y
(kt) is the order statistic of yt then kt is
also the rank of ut. This implies ut has to lie between u
(kt−1) < ut < u(kt+1) to maintain the
order statistics, and the size of the interval depends upon the degree on discreteness. So we
can simplify (4.2) as
p(ut|ut−1, ut+1, u(kt−1), u(kt+1); Ψ) = p(ut|ut−1, ut+1; Ψ)I(u(kt−1) < ut < u(kt+1)). (4.3)
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We cannot directly sample from (4.3) through a bivariate copula density (a first-order Markov
chain corresponding to bivariate copula), but applying Bayes theorem further, we can write
p(ut|ut−1, ut+1; Ψ) as
p(ut|ut−1, ut+1; Ψ) ∝ p(ut|ut−1; Ψ)× p(ut+1|ut; Ψ).
Now we have two conditional distributions and we introduce the conditional copula, let C be
the copula distribution, and let ct|t−1 be the bivariate conditional copula density of ut given
ut−1, corresponding to C (see Appendix A.1 for various copulas density formulation). We model
the conditional probability of ut through the conditional copula density as,
p(ut|ut−1; Ψ) = ct|t−1(ut|ut−1; Ψ).
Hence the copula represents the transition density of the Markov chain. The same holds
for conditioning of ut+1 to ut. Now we can easily sample from the conditional distribution
Ct|t−1(ut|ut−1; Ψ), and evaluate the draw through Metropolis-Hasting (M-H) algorithm using
ct+1|t(ut+1|ut; Ψ). The sampling scheme is given as
for each ut, (t = 1, . . . , T ),
compute u(kt−1) and u(kt+1), given (y(kt−1) < yt < y(kt+1)),
sample u∗t fromCt|t−1(ut|ut−1; Ψ)I(u(kt−1) < ut < u(kt+1)),
compute αu = min
{
1,
ct+1|t(ut+1|u∗t ; Ψ)
ct+1|t(ut+1|ut; Ψ)
}
.
Sampling from Ct|t−1 is easier than ct|t−1, as most copulas have a closed inverse form for the
conditional distribution. The above scheme is repeated for all ut. The truncated intervals are
updated if the drawn u∗t is accepted. The sampling is performed in the order of the U dictated
by the time order, but the intervals have to be maintained regardless of time. Through this
scheme we obtain an updated sample of U. For large enough T (for continuous data) and high
count data (discrete data), the interval (u(kt−1), u(kt+1)) becomes smaller and the acceptance
probability αu gets close to one. In fact anything uniformly sampled through the interval
can be accepted, and we would not need to pass them through the M-H step to evaluate the
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conditional copula of ut+1. Missing values can also be generated through this scheme. We could
also consider higher-order Markov chain, for example for a second-order Markov chain, we will
require a trivariate copula and proceed with similar sampling procedure.
4.2 Sampling from the Posterior p(Ψ|U)
Now we can proceed with sampling from the posterior of Ψ. Unlike the Gaussian copula
(see Hoff (2007)), most copula families do not have the full conditional available to sample
from, and a Markov Chain Monte Carlo (MCMC) based on M-H algorithm has to be adopted.
Within the M-H framework, we have to choose an adequate proposal distribution g(Ψ). A
multivariate t-distribution with the mean equal to the mode of the posterior, and the variance
equal to the negative inverse of the information matrix computed at the mode, can be used as
a proposal distribution. Such a Laplace-type proposal has been used in the literature (see Chib
and Greenberg (1998), Chib and Winkelmann (2001) and Pitt et al. (2006)). A multivariate
t-distribution with ν degrees-of-freedom as opposed to a Normal distribution is preferred, as it
would dominate in the tails of the true density. The advantage of such a proposal density is we
do not need to consider tuning of parameters, to attain some acceptance probability.
We choose a flat prior for Θ, p(Θ) = 1. Hence the re-parametrized Ψ’s prior will be
p(Ψ) ∝
∣∣∣∣∂Θ∂Ψ
∣∣∣∣. To use a Laplace approximation, we need to employ a Maximum a Posterior
Probability (MAP).
Ψ̂MAP (U) = arg max
Ψ
p(U|Y; Ψ)p(Ψ),
where Ψ̂ denotes the estimated mode of Ψ. The log of the posterior can then be written as
log p(Ψ|U) ≈ log g(Ψ|Ψ̂;V ).
V = −I−1 and I =
[
∂2p(U|Y;Ψ)p(Ψ)
∂Ψ∂Ψ′
]
Ψ=Ψ̂
is the information matrix evaluated at the mode. We
can finally draw from
Ψ ' tν(Ψ̂, V ),
let the drawn value be denoted as Ψ∗ and the current value be Ψ, then Ψ∗ can be evaluated
using M-H with the following acceptance probability
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αΨ = min
{
1,
pi(Ψ∗)tν(Ψ|Ψ̂, V )
pi(Ψ)tν(Ψ∗|Ψ̂, V )
}
,
where tν(Ψ|Ψ̂, V ) denotes the density of tν(Ψ̂, V ) evaluated at Ψ. The acceptance ratio is
very high, as the proposal density is close to the true density. We arbitrarily choose ν = 6
to dominate in the tails. A new mode Ψ̂ is found at each iteration, conditional on the new
updated U sample. To avoid computational burden of finding a new mode at each iteration,
we could update the mode every hundredth time or so, but we cannot not change it as the U
get sampled at each iteration. Numerical techniques such as Newton-Raphson are required to
locate the mode, and they are found within few steps of the algorithm search. Re-estimating
the mode at each iteration could become computationally intensive, and could be avoided by
updating it at regular intervals.
5 Data Example (Firearm Homicides)
We now present a real data application, where there could be persistence within a discretely-
varied time series. To be specific, we are looking at the weekly firearm homicides in Cape Town,
South Africa from the period of 1st January 1986 up to 31st February 1991 (275 observations)1,
as given in Figure 3.
Generally the period of the data sample corresponds to a time when areas in and around
Cape Town experienced rapid urbanization. Through such development local gangs form in
these areas, and clustering of high count of homicides could be associated with it. Cape Town
also attracted people from different regions of South Africa to settle in, and differences in social
norms could be another contributing reason.
We could employ various copula models to capture some specific form of temporal depen-
dence present in such a series. Two copula families will be employed here, first a Gumbel copula
which is a one-parameter copula exhibiting greater dependence in the right tail. Secondly, to
emphasis that our method is general across copula families a standard Gaussian copula with
no tail dependence parameter will be used, for the transition density.
The MCMC scheme is performed for 50,000 iterations. To deal with posterior correlation,
1Data obtained from MacDonald and Zucchini (1997).
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Figure 3: Firearm Homicides South Africa
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we perform thinning by saving every 30th iterate for posterior analysis, also the first 5000 it-
erations are discarded for burn-in. Figure 4 presents the trace plot for both the Gumbel and
the Gaussian copula, where we see the chain mixes well. We also present the autocorrelations
plot of the final posterior sample for both of the used copulas in figure 5. The autocorrelation
is lower than 0.02 after the 4th and 3rd lag for the Gumbel and the Gaussian copula param-
eter respectively. Further to ensure convergence to the stationary distribution, we performed
multiple runs from different initial values. The reason for finding such high correlation, is due
to the sampling of each ut at a time, and then sampling Ψ based on the whole sample of U. In
a time series framework it is difficult to overcome such posterior correlation.
Apart from obtaining the posterior mean of Θ, we also compute the Kendall’s Tau rank
correlation coefficient for the copulas, which provides a meaningful interpretation of the depen-
dence as it is defined over [−1, 1]. Computed as
τ = 4
∫∫
[0,1]2
C(u, v)dC(u, v)− 1. (5.1)
For most copula families, a simple analytical solution for (5.1) exists, else it has to be numer-
ically computed. From using both of the copulas, we see there is evidently some temporal
dependence present within this time series, suggesting persistence. The Kendall’s tau measure
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Figure 4: Trace Plots: Gumbel & Gaussian Copula
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Figure 5: Autocorrelation Plots: Gumbel & Gaussian Copula
Table 1: Posterior Distribution Inference (Firearm Homicides)
Copula C E(pi(Θ)) τ λU
(Posterior mean) (Kendall’s tau) (Upper tail dep.)
Gumbel 1.278 0.138 0.182
(0.069) (0.026) (0.033)
Gaussian 0.209 0.134 -
(0.031) (0.020)
through both copulas is the same. For the Gaussian copula the tail dependence (lower and
upper) parameter is 0, but for the Gumbel copula we can compute the upper tail dependence
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parameter through,
λU = lim1−
1− 2u+ C(u, u)
u
,
where lim1− is the limit approaching from the left. From Table 1 we can see there is significant
upper tail dependence, which implies, through Gumbel copula there seems to be higher prob-
ability of observing high homicides counts this week if in the previous week there were high
number of homicides.
Apart from the persistence observed within the time series, there could be other explanatory
variables to determine the current period firearm homicides, like number of police deployment
in local boroughs of Cape town over time, policy implementation, number of people moving
to Cape Town from rural areas around and others. Such covariates can be considered either
within copula framework where we could choose separate copula families to present the contem-
poraneous dependence or if our interest is not on these covariates but solely on the temporal
dependence, we can filter out the unexplained variation in homicides through a regression where
the covariates are considered.
6 Conclusion
Time series models fail to be flexible enough to capture complex temporal dependence for
data of different types (binary, count, ordered etc.). The entanglement of the marginal distri-
bution with the conditional (transition) distribution, confine most models to specific problems.
Models constructed for data of continuous type cannot normally be applied to discrete data
type. Copula models are generally used to capture contemporaneous dependence, but recently
they have been considered to describe a time series process (see ?, Chen and Fan (2002) and
Chen et al. (2009) among others). Lentzas and Ibragimov (2008) show a copula-based Markov
chain can act like long memory process. ? proposes a parametric copula-based Markov chain
for continuous data, where both the marginal distribution and the copula are parametrically
specified. Chen and Fan (2002) present a semi-parametric copula-based Markov chain, where
the marginal distribution is computed through an empirical distribution and employing Maxi-
mum Likelihood for the copula parameters, yields consistent and asymptotically normal results.
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However, for discrete data types such methods can create computational problems (algorithm
failing to converge) and induce bias.
Hoff (2007) proposes a technique for cross-sectional data of mixed type (continuous-discrete),
where the marginals are left completely unspecified and based only on the information contained
in the order statistics a multivariate Gaussian copula is estimated. We extended Hoff’s tech-
nique in a time series framework and make it general across various copula families. Such a
technique can accommodate time series of both discretely and continuously varying random
variables. A Bayesian sampling scheme is proposed, where we first sample the latent uniform
variables conditional upon the copula parameters, and then the copula parameter conditional
upon the sampled uniform series. To make the methodology general across copula families, a
Laplace-type proposal for the posterior is presented, where each draw is evaluated through a
Metropolis-Hasting algorithm. The novelty of our work is in the class of time series models
with specified margins, it is the first time a non-parametric specification has been proposed for
the marginal density, avoiding misspecification for discrete data which is quite easy and not
having to estimate nuisance parameters associated to the marginal distribution.
We use a real data application based on the weekly count of firearm homicides in Cape
Town, South Africa. Employing both a Gumbel and a Gaussian copula separately, we capture
the significant persistence present within such a time series. Various quantities of interest, like
tail dependence can also be computed through copulas. The MCMC technique works well.
Appropriate thinning and discarding of the initial posterior draws is performed to ensure no
autocorrelation in the final posterior sample.
A Copula Families and Conditional Distribution
A.1 Copula Transformations
We can obtain analytical formulas for important copula properties through the general
distribution function C. For the copula density c given the distribution function is twice
differentiable
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c(u, v|Θ) = ∂
2C(u, v|Θ)
∂u∂v
.
And the conditional distribution of a copula given as
Cu|v(u|v; Θ) = ∂C(u, v|Θ)
∂v
.
The conditional copula density cu|v(u|v; Θ) = c(u, v|Θ).
A.2 Clayton Copula
The Clayton copula is an Archimedean copula exhibiting strong joint left tail dependency.
It is a one-parameter based copula. The various transformations for Clayton copula are given
as
C(u, v|α) = (u−α + v−α − 1)−1/α),
c(u, v|α) = (1 + α)[uv]−α−1(u−α + v−α − 1)−2−1/α,
cu|v(u|v;α) = v−α−1(u−α + v−α − 1)−1−1/α,
C−1u|v(u|v; θ) =
[
(uvθ+1)−θ/(1+θ) + 1− v−θ
]−1/θ
,
where u, v ∈ [0, 1], and the copula parameter α ∈ [0,∞].
A.3 Gumbel Copula
Gumbel copula is an Archimedean copula exhibiting strong joint right tail dependency. It
is a one-parameter based copula. The various transformations for Gumbel copula are given as
C(u, v|α) = exp
[
− (u˜α + v˜α)1/α
]
,
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c(u, v|α) = C(u, v|α)(uv)−1 (u˜.v˜)
α−1
(u˜α + v˜α)2−(1/α)
[
(u˜α + v˜α)1/α + α− 1
]
,
Cu|v(u|v;α) = v−1exp
[
− (u˜α + v˜α)1/α
][
1 + (
u˜
v˜
)
α]−1+(1/α)
,
where u˜ = −Logu and v˜ = −Log v, u, v ∈ [0, 1], and the copula paramater α ∈ [0,∞].
The inverse of the conditional gumbel distribution can not be solved analytically and hence we
have to rely on a numerical method.
A.4 Gaussian Copula
Gaussian copula is an Elliptical copula, which is completely symmetric and has zero prob-
ability for any left/right extreme dependency. It is a one-parameter based copula. The various
transformations for Gaussian copula are given as
C(u, v|ρ) = C(u, v|ρ) =
∫ Φ−1(u)
−∞
∫ Φ−1(v)
−∞
1
2pi(1− ρ2) 12
{
− x
2 − 2ρxy + y2
2(1− ρ2)
}
,
c(u, v|ρ) = 1
(1− ρ2)1/2 exp
{
[ρ2(Φ−1(u))2 − 2ρΦ−1(u)Φ−1(v) + ρ2(Φ−1(v))2]
2(1− ρ2)
}
,
Cu|v(u|v; ρ) = Φ
(
Φ−1(u)− ρΦ−1(v)√
1− ρ2
)
,
C−1u|v(u|v; ρ) = Φ
(
Φ−1(u)
√
1− ρ2 + ρΦ−1(v)
)
.
Φ−1(.) is the standard normal quantile function. u, v ∈ (0, 1), and the correlation paramater
ρ ∈ (−1, 1).
A.5 Student-t Copula
Student-t copula is an Elliptical copula and is symmetric. It has tail dependency dictated
by the degrees of freedom. It is two-parameter based copula. The various transformations for
Student-t copula are given as
C(u, v|Θ) = C(u, v|ρ, ν) =
∫ t−1ν (u)
−∞
∫ t−1ν (v)
−∞
Γ( (ν+2)
2
)
Γ(ν
2
)piν(1− ρ2) 12 exp
{
1 +
(x2 − 2ρxy + y2)
ν(1− ρ2)
}−(ν+2)/2
,
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c(u, v|ρ, ν) = Γ(
ν+2
2
)Γ(ν
2
)√
1− ρ2[Γ(ν+1
2
]2]
,
× ([1 +
(t−1ν (u))2
ν
][1 + (t
−1
ν (v))
2
ν
])
ν+1
2
[1 + (t
−1
ν (u))2+(t
−1
ν (v))2−2ρt−1ν (u)t−1ν (v)
ν(1−ρ2) ]
ν+2
2
,
Cu|v(u|v; ρ, ν) = tν+1
{
t−1ν (u)− ρt−1ν (v)√
ν+(t−1ν (v))2(1−ρ2)
ν+1
}
,
C−1u|v(u|v; ρ, ν) = tν
{
t−1ν+1(u)
√
ν+(t−1ν (v))2(1−ρ2)
ν+1
+ ρt−1ν (v)
}
,
where Γ(a) is the gamma function equal to
Γ(a) =
∫∞
0
x(a− 1)e−xdx.
t−1(.) denotes the standardized student-t quantile function. u, v ∈ [0, 1] and the correlation
paramater ρ ∈ (−1, 1), and the degrees-of-freedom parameter ν > 0.
B Re-Parametrization
Copula families generally vary across in terms of their respective parameters ranges. We
propose a re-parameterization for a copula. Such a method unifies the range and makes the
proposal’s distribution support over the real line R.
If the transformation is Z : Θ 7→ Ψ, then for various copula families,
Clayton Copula
α ∈ (0,∞), Z(α) = exp(ψ).
Gumbel Copula
α ∈ [1,∞), Z(α) = exp(ψ) + 1.
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Gaussian Copula
ρ ∈ [−1, 1], Z(ρ) = 1− e
−ψ
1 + e−ψ
.
Student-t Copula
ρ ∈ [−1, 1], Z1(ρ) = 1− e
−ψ1
1 + e−ψ1
.
ν ∈ [1,∞), Z2(ν) = exp(ψ2) + 1.
C Sampling from a Truncated Copula
Each ut is sampled from the conditional copula distribution conditional on ut−1 and trun-
cated through the order statistics. As we showed before the neighbouring instances are simply
to ensure truncation.
Let a and b be the lower and upper limit, for a draw u to lie in. Then as seen, the conditional
copula distribution is given as
Cu|v(u|v; Θ) = ∂C(u, v|Θ)
∂v
.
Let CTru|v(u|v; Θ, a, b) be the truncated conditional copula, such that
CTru|v(u|v; Θ, a, b) =
∫ u
a
ct|v(t|v; Θ)dt
Cb|v(b|v; Θ)− Ca|v(a|v; Θ),
=
Cu|v(u|v; Θ)− Ca|v(a|v; Θ)
Cb|v(b|v; Θ)− Ca|v(a|v; Θ) .
Let CTru|v(u|v; Θ, a, b) = w, then we can re-arrange equation above to
w · [Cb|v(b|v; Θ)− Ca|v(a|v; Θ)] + Ca|v(a|v; Θ) = Cu|v(u|v; Θ).
Let the L.H.S in above equation be equal x, so
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x = Cu|v(u|v; Θ), where now by simply inverting the conditional distribution we get
u = C−1x|v(x|v; Θ).
u ∈ (a, b). Hence we simply need the inverse of the conditional distribution to successfully draw
truncated instances.
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