Abstract-We describe a method for the automatic recognition of air pollution and fog from a vehicle. Our system consists of sensors to acquire main data from cameras as well as from Light Detection and Recognition (LIDAR) instruments. We discuss how this data can be collected, analyzed and merged to determine the degree of air pollution or fog. Such data is essential for control systems of moving vehicles in making autonomous decisions for avoidance. Backend systems need such data for forecasting and strategic traffic planning and control. Laboratory based experimental results are presented for weather conditions like air pollution and fog, showing that the recognition scenario works with better than adequate results. This paper demonstrates that LIDAR technology, already onboard for the purpose of autonomous driving, can be used to improve weather condition recognition when compared with a camera only system. We conclude that the combination of a front camera and a LIDAR laser scanner is well suited as a sensor instrument set for air pollution and fog recognition that can contribute accurate data to driving assistance-and weather alerting-systems.
INTRODUCTION
Driving assistance functions are core technologies of intelligent vehicles. Well-known applications are lane keeping, traffic sign detection and interpretation, light assistant and adaptive cruise control. All of those functions are capable to scan visual images and to determine lanes, signals and lights of preceding or opposite traffic. The recognition of the contextual air pollution situation in means of the surrounding weather such as fog and aerosols is a real challenge and can provide important auxiliary information for many other driving applications considering the degree of air pollution. The spectrum of air pollution and fog condition information obtained by this combination of instruments is categorized with both quantitative and qualitative methods.
In metropolitan areas, nearly all anthropogenic air pollutants like sulphur dioxide (SO2), nitrogen oxides (NOx), carbon monoxide (CO), hydrocarbons (VOC), ozone (O3) and aerosols (dust, soot) present increased concentrations. They become visible only if they occur in a very large concentration in the air, from about 1,000,000 particles per cubic centimeter. In this case the term smog is used. The diameter of the particles is from 0.5 nm up to several 10 μm. As LIDAR uses short wavelengths of light in the visible spectrum, typically ultraviolet, visible or near infrared, is it possible to image an object or feature only about the same size as the wavelength or larger. This makes it particularly sensitive to aerosols, cloud particles and air molecules. Since nowadays research vehicles are equipped with laser scanners on wavelengthes about 900 nm, pollutants such as carbon dioxide, sulphur dioxide and methane are all detectable with vehicle's LIDAR.
LIDAR bases on a similar principle than radar. Instead of using radio waves ultraviolet, infrared or light pulses are emitted into the atmosphere, where they are scattered and absorbed by the pollutants such as molecules and particles. Fig. 1 illustrates the detection and absorptions by the main focused pollutants. [6] LIDAR technology enables advanced object recognition, used for more qualified detection in quality and quantity (fog, dust, drizzle, mist, aerosol). LIDAR is a promising technology for air pollution and fog detection, due to its very high sensitivity and spatial resolution; this active detection technique enables efficient location of air pollution and weather effects during both day and night and over a considerable range.
The fusion of camera and LIDAR air pollution and fog data is a valuable input for gaining reliable and robust information on certain pollution, vision and weather effects.
Finally, a neural-network technique for automatic recognition of severe air pollution and fog signatures on incoming camera and LIDAR data is considered and several neural-network architectures and learning algorithms are evaluated and presented.
II. CAMERA BASED RECOGNITION Cameras are inexpensive and widely used. Vehicle onboard mounted cameras capture the visual signal in which the driver needs to drive safely. Processing this in real time allows detecting pavement markings, road signs or hazards such as obstacles, in order to assess time to lane crossing, time to collision or other risk indicators. It is also possible to detect reduced visibility conditions such as fog, smog, rain, or glare, and even to quantify their impact on sight distance or target visibility, in order to provide speed warning, distance warning to vehicles ahead or to control light beams.
The camera could be an effective tool to detect pollution as the participating chemical elements have an impact on the visual resources (see Fig.1 ). It is based on how certain molecules and particles that are present in the air absorb, luminesce, refract, reflect, or scatter the red, green, and blue (RGB) visible light spectrum in a measurable manner. Nitrogen oxide is absorbing for instance mainly the blue wavelength so the result would look dark brown. Carbon oxide absorbs all wavelengths and scatters almost nothing so the resulting sky would be dark. Unpolluted haze on the other side, as all particles equal sized, would scatter all wavelengths equally and it appears grey or even white.
Pollutants and suspended particles will cause different level of absorptions, scattering and refraction in the colour spectrum than that for clean air. Analysing the RGB colour channel histogram with Haar wavelet could provide evident of pollution [8] .
III. LIDAR BASED AIR POLLUTION & FOG RECOGNITION

A. The LIDAR priciples and pulse reflection recognition
The principle behind LIDAR is quite simple. Shine a small light at a surface and measure the time it takes to return to its source. When you shine a torch on a surface what you are actually seeing is the light being reflected and returning to your retina. Light travels very fast -about 300,000 kilometres per second or 0.3 metres per nanosecond. The equipment required needs to operate extremely fast. Only with the advancements in modern computing technology this has become feasible.
The actual calculation to measure how far a returning light photon has travelled to and from an object is quite simple:
The LIDAR sends rapid pulses of laser light at a surface ( fig. 2 ), some at up to 150,000 pulses per second. A sensor on the device measures the amount of time it takes for each pulse to bounce back ( fig. 3) . Light moves at a constant and known speed so the LIDAR can calculate the distance between itself and the target with high accuracy. By repeating this in quick succession the device builds up a complex 'map' of the surface scanned. Lasers are categorised by their wavelength. 600-1000nm lasers are more commonly used for non-scientific purposes but, as they can be focused and easily absorbed by the eye, the maximum power has to be limited to make them 'eyesafe'. Lasers with a wavelength of 1550nm are a common alternative as they are not focused by the eye and are 'eyesafe' and can be used at higher power levels [7] .
For a LIDAR sensor mounted on vehicles, it is necessary to determine the absolute position and the orientation of the sensor to retain useable data. Global Positioning Systems provide accurate geographical information regarding the position of the sensor and an Internal Measurement Unit (IMU) records the precise orientation of the sensor at that location. These two devices provide the method for translating sensor data into static points for use in a variety of systems. The backscattered light is registered by a sensitive detector and analysed by the integrated software, delivering time and spatially resolved data on the pollutant's concentration. In this way, the LIDAR allow the determination of the pollutants down to a few μg/m³ and with a spatial resolution down to a few meters.
If there is an increased pollution at the atmosphere, for example, due to smog, individual pulses are reflected at the particles in the air (Fig. 4) . Depending on the optical design of the system, this may lead to saturation behaviour in the receiver and a measure of traffic objects is then no longer possible.
There are several measurement methods to be used of infrared sensors. The most widely used in the vehicle Method is the "Time-of-flight measurement". The duration of the transmission of light (laser) pulse to the reception of the backscattered radiation is proportional to the distance between measuring system and object to detect. In "Timeof-flight measurement" one or more light pulses are emitted and reflected by an object. The time until the reception of the reflected signal will then be proportional to the distance.
B. Object detection out of the pulse reflection cloud
For the research vehicle the LIDAR system IBEO-LUX has been used. The system produces as output a stream of range and angle tuples; this data is projected into the local coordinate system using the vehicle's position in the local coordinate system (continuously updated as the vehicle moves) and the sensor's position in the vehicle's coordinate system (determined off-line). The result is a stream of 3D points in the local coordinate frame where all subsequent sensor fusion takes place. The LIDAR returns detected objects marked as ground, dirt, rain, snow, spray and fog. The first phase of the data processing is to classify each return as "ground", "dirt", or "rain/spray/fog". The first step is to filter out the stream of points that correspond only to weather objects (removing ground and outliers). By accomplishing this step, the high resolution of LIDAR data enables us to implement a sophisticated air pollution classifier. This is essential for our work, which set out to develop a strategy for identifying objects that are likely to be remarkable air pollution or weather objects; those of immediate importance for driving condition recognition. Other points in the cloud that are far enough above the ground model (and satisfy other criteria designed to reject outliers) are output as air pollution or weather detections.
Particle filters such as Kalman have been the subject of research and verification processes in our project. They are used to classify and quantity the examined air pollution or weather type objects. Given the non-conformity of the airborne moisture laden entities being detected it is suggested that allometric scaling algorithms may be useful for analysis of cloud/fog/hail/haze and mist entities, especially from visual onboard instruments located in moving vehicles. These are being investigated for inclusion in the set of techniques potentially applicable to the domain of research being described in this paper. Not only topographic characterization for entity shape is applicable in this domain, with LIDAR bathymetric methods also being considered for the useful provision of detected moisture content.
Both of these geometric recognition and characterization methods are to be the subject of ongoing investigation in the work.
C. Detection of fog, dust, haze and mist
During weather effects such as fog, dust, haze and mist, the backscatter leads to the perception of an atmospheric veil. Therefore, we look at the LIDAR reflected signal power (Form. 2) and the backscatter coefficient . The power P r received by the LIDAR is defined by the LIDAR equation (Measures, 1984) where El is the output laser pulse energy, c the speed of light, the mean backscattering coefficient of the medium, A r the effective receiver area, τ T and τ R the transmitter and receiver efficiencies (the latter is mostly defined by a special filter confining the bandwidth), and is the extinction coefficient [2] .
The backscattering coefficient is an average over the area illuminated by the laser beam as well as along the line-of-sight within the range ct p /2 , where t p is the laser pulse duration. The extinction coefficient α is controlled by the aerosol scattering fact. For object and obstacle detection for adaptive cruise control (ACC) or highly automated driving the weather influence, such as air pollution and fog, is filtered out (resulting as backscatter and power of the received LIDAR reflection). For obtaining qualified weather object information the LIDAR reflections have to be particle filtered via Kalman filters. A particular focus is put on the backscatter coefficient ß for variation of the filter.
Estimates for fog, mist, haze or pollution intensity are statistically calculated using a Kalman filter algorithm in an ensemble of error correcting procedures to produce a most probable estimate value for air pollution intensity. This method has become known as the Ensemble Kalman Filter (EnKF) method. An estimate value is provided to the algorithm as an initial prior that is sensitized by intervention values from the sensor data to provide a posterior value, which recursively becomes the new prior (estimate) for the next iteration of the filter. The Kalman filter correlates the historic data of previous sample data with the value of the new prior, producing an error value (the corrected most probable value), which becomes the estimate, or estimated intensity value as illustrated in fig. 5 . We examine a set of filters under lab conditions to determine air pollution weather condition information from the vehicle's trajectory when in a 200m range of known objects. The set of weather condition data comprises: At fig. 6 you can see the LIDAR based air pollution on rain detection scenario on the research vehicle. The associated camera image is illustrated within fig. 7 . The object and obstacle detection is outlined. As result of the air pollution depiction, the LIDAR point cloud around the rain object recognition can be seen. A Kalman filter was utilized throughout the implementation. The pseudo code at fig. 8 visualizes the parameterization for the air pollution weather detection purposes; fig. 9 reflects the stochastic calculation. 
IV. CATEGORIZATION OF AIR POLLUTANTS AND
AEROSOLES
The expected impulse response of a fixed object (e.g., vehicle, pedestrian, static obstacles) has the form of a Gaussian curve as illustrated in Fig. 9 Fig . 8 Large object pulse response [6] Air pollutants, raindrops and fog particles have a flat and extended receiving echo. In this way it is possible to distinguish whether the received signal originates from a pollutant, a fog particle or a vehicle. The shape of the signal also provides information about the absorption degree of the atmospheric disturbance. The "signal length" x in Figure 10 is a measure of the visibility.
The received light intensity, in the case that the beam entrance face is smaller than the object, will be described as follows: Fig. 9 Air pollutant response [6] If the target is smaller than the beam entrance surface (at a larger distance), the following relationship applies Arrows mark the main sensors; in particular the LIDAR scanners are highlighted as lasers. For the different types of eco-data (air pollution and fog) conditions, particular test runs have been executed. Input and output has been captured for further studies to optimize the recognition algorithms. The outcome of the near field environmental (eco-) recognition is valuable eco-driving and drivingsecurity information for the driver. Additionally, such ecological data can be correlated with the current geo position (map location) and submitted to eco-telematics services or other collaborative traffic systems. On board of the vehicle itself many autonomous driving functions can subscribe these eco information's. Thus the adaptive cruise control (ACC) can automatically reduce the desired speed in case the eco conditions are getting worse. The same applies for highly automated driving. The recommended maximum speed setting, the driving attitude or the proposed routing can be adjusted automatically too.
In self-driving mode the driver will be informed about his current status of eco-driving. In case of a certain level of air pollution detected by the vehicles sensors an alert message would be issued and visualized. An example is the left red instrument within fig. 12 . Fig. 12 Vehicles eco-driving instrument panel Fig. 13 illustrates the average distribution of idle, acceleration, deceleration and cruise modes related to travel time, distance traveled, fuel use and emissions. A set of around eight test vehicles where used on selected signalized primary main roads to obtain these test results. Fig. 13 Emission distribution by driving mode [9] VI. CONCLUSION Increasingly the automotive industry is developing and producing innovative driving assistance functions to support vehicle drivers. Well understood as being a very important goal is to improve the eco driving ability. In this context it is an essential functionality to capture local eco-data (airpollution, fog or even weather) in the vicinity of the car.
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Many dependent functions within a vehicle can be advantaged by subscribing to an automated, reliable ecodata source. Focusing on the ecological and collaborative aspects of traffic systems existing today and as planned for the future will accelerate the process of producing eco friendly and reliable autonomous driving systems. It is clear that the detection of eco-data (and thus, road conditions) is a principal element and data source in this quest. Sharing information from vehicles with the sensors described in this paper is regarded as an intrinsic benefit for future green eco driving and so is being investigated for viability as part of our research work. Cloud based technologies are thought to be key for resolving the data communications aspects of this scenario, with traffic management and eco-data information systems interacting at the data level in a Cloud technology space. In our scenario, the data and software in this source would provide both driver information and vehicle control system data relating to vehicle position on the road, speed and road conditions, supplemented by eco-data such as air pollution and fog condition information to minimize the emissions of greenhouse gases.
