Many schemes of iterative learning control (ILC) have been developed for continuous-time, non-linear dynamic systems to improve tracking performance. Two schemes, D-type and P-type, have been the bases for many ILC designs. Recently, the anticipatory ILC scheme has been introduced, on the basis of a di erent approach (Wang 1998a (Wang , 1999 . In this paper, these basic schemes are compared from both analysis and implementation view points. The anticipatory ILC scheme is designed on the basis of a causal pair of the action taken and its resulting state variables. This approach has the anticipatory characteristics of the D-type ILC and the simplicity for implementation of P-type ILCs. A sampled-data ILC scheme is presented as another form of this anticipatory ILC scheme. Furthermore, control device saturation is taken into account and tracking error convergence results are established, with proofs. The convergence results are also provided in the presence of uncertainties, disturbances and measurement noises. Experimental results are presented to show the e ectiveness of this scheme.
Introduction
Consider the continuous-time, non-linear dynamic systems described by the following state and output equations :
where the subscript i indicates the operation cycle, x…t † 2 R n the state vector, y…t † 2 R p the output vector and u…t † 2 R r the input vector. The vector and matrix functions f , g and B are known to have only certain properties. Given a desired output trajectory y d …t † for a ® xed operation period Gˆ‰0;T Š, the aim is to ® nd a desired feed-forward term u d …t † in an iterative manner, i.e. as i ! 1, u i …t † ! u d …t † and thus y i …t † ! y d …t †. In practice, convergence to a speci® ed neighbourhood of the desired trajectories will be su cient for most applications. The control u i …t † should be updated on the basis of the actions taken and its results produced in the previous operation cycle(s), i.e. u i ‡1 …t †ˆu i …t † ‡ L …¢;e j …½ † † …3 † where j µ i, ½ 2 G, e j …½ †ˆy d …½ † ¡ y i …½ † and L …¢ † is a function chosen by the designer. In most existing ILCs, ½ is set to t. In this paper, we consider an anticipatory iterative learning scheme of the form, with D > 0 being a small number, u i ‡1 …t †ˆu i …t † ‡ L …¢;e i …t ‡ D † † …4 †
The rest of the paper is organized as follows. Section 2 reviews the basic D-type and P-type ILCs and lists some observations for comparative analysis. Section 3 describes the anticipatory ILC design in detail and provides convergence proof. Section 4 presents the sampleddata ILC design as another form of the anticipatory ILC scheme. Section 5 presents experimental results. Section 6 provides concluding remarks.
Revisiting D-type and P-type ILC
Most existing ILCs are of either D-type or P-type or their variations (Hauser 1987 , Bien and Huh 1989 , Arimoto 1990 , Heinzinger et al. 1992 , Kuc et al. 1992 , Moore et al. 1992 , Ahn et al. 1993 , Saab 1994 , Chien and Liu 1996 , Cheah and Wang 1998b , Wang and Cheah 1998 , Xu 1998 , Xu and Zhu 1999 . Here we revisit these two controllers for comparisons and to motivate the proposed anticipatory ILC approach.
D-type IL C
The basic form of D-type ILC is given as follows (Hauser 1987 , Arimoto 1990 , Heinzinger et al. 1992 u i ‡1 …t †ˆu i …t † ‡ L …¢ †…_ y d …t † ¡ _ y i …t † † …5 † Some observations of this ILC scheme can be obtained as follows.
(1) The right-hand side of the updating law (5) uses a causal pair of the action taken and the result produced …u i …t †; _ y i …t † †. In the ith operation cycle, the input action u i …t † is used at time moment t and its directly produced result, seen from (1), is _ x i …t † which is then transmitted to the output derivative _ y…t † using the di erentiation of equation (2), i.e. _ y i …t †ˆg x …x i …t †;t † _ x…t † ‡ g t …x i …t †;t † …6 † All these transmissions are algebraic and occur at the same time moment t when the input action is applied. Based on (2) and (6), this pair is causal and algebraically related. The convergence proofs of the D-type ILC and many advanced Dtype-based ILC controllers are straightforward and the convergence ensures zero tracking errors in the absence of uncertainties and noises (Arimoto 1990 , Heinzinger et al. 1992 , Wang and Cheah 1998 .
(2) When the D-type ILC is used, the highest order derivative signals of a dynamic system are required. This requirement makes implementation di cult because the highest derivatives normally are not measurable and are very noisy from numerical di erentiation. Most robots are equipped with only joint position sensors but not velocity and acceleration sensors. The acceleration signals have to be obtained by numerically di erentiating the position measurements twice, and can contain severe noises. Furthermore, high noise levels reduce the e ectiveness and accuracy. It is well known that the bounds of converged tracking errors are proportional to the noise levels (Hac 1990 , Heinzinger et al. 1992 , Oh et al. 1994 , Wang and Cheah 1998 . This implies that high-level noises in measurements can severely reduce the e ectiveness of the D-type ILC in practice, despite the promises shown in theory and simulations.
P-type IL C
P-type ILCs are given as one of the following two basic forms (Arimoto 1990 , Kuc et al. 1992 , Saab 1994 , Chien and Liu 1996 , with and without a scalar forget-
Some observations of the P-type updating law (7) or (8) can be made as follows.
(1) The pair …u i …t †;y i …t † † on the right-hand side of the updating laws (7) and (8) (2) Up to now, the convergence results of P-type ILCs (7) and/or (8), found in Arimoto (1990) , Kuc et al. (1992) , Saab (1994) and Chien and Liu (1996) provide only limited success in showing theoretically the e ectiveness of the P-type scheme for general non-linear dynamic continuous-time systems. As pointed out in Chien and Liu (1996) , the form (8) is able to ensure the convergence of tracking errors only in the absence of uncertainties and/or disturbances. It is not robust to perturbation from the initial state or output errors. It is easily seen that, when y d …0 † ¡ y i …0 † 6 0, 8i ¶ 0, then (8) can result in u i …0 † ! 1 as i ! 1. To gain robustness against uncertainties, the forgetting factor is used in P-type learning (7) (Arimoto 1990 , Saab 1994 , Chien and Liu 1996 . It has been shown in Arimoto (1990) , Saab (1994) and Chien and Liu (1996) that the tracking errors will be bounded under various assumptions. Arimoto (1990) considers only the robotic systems. For general systems, the boundedness is established in Saab (1994) under a very strict and uncheckable assumption (A5). In Chien and Liu (1996) , the bounds on the tracking errors, stated in Theorem 4.1 and de® ned in equations (3.22), (3.23) and (3.24), are inversely proportional to the forgetting factor. This implies that, the smaller the forgetting factor, the larger are the tracking error bounds. Thus, suppressing the tracking error bounds is in con¯ict with the aim of the forgetting factor. The forgetting factor ® in (7) should be small, ideally zero, to`forget' the arbitrary initial guessed input u 0 …t †. From (7), if the forgetting factor is non-zero, it is easy to see that the necessary condition for achieving y i …t †ˆy d …t † and u i ‡1 …t †ˆu i …t †ˆu d …t † simultaneously as i ! 1 is u 0 …t †ˆu d …t †. Thus a selective learning scheme (Arimoto et al. 1991 ) is introduced to reduce the error u 0 …t † ¡ u d …t † by replacing u 0 …t † with a better u i …t † that is closer to u d …t †, if such a u i …t † is found after certain number of operations.
(3) The P-type ILC does not require the highest order derivative signals in the dynamic system. Implementation requires only measurements of state variables, which are normally available and less noisy. When P-type ILCs are used together with D-type ILCs, so called PD-type ILCs, this has been shown to be e ective in ensuring the convergence of the tracking errors (Heinzinger et al. 1992).
An Anticipatory ILC Scheme
We wish to propose an anticipatory scheme which should have the following features.
(1) Use a causal pair of the action taken and its result produced from the ith operation cycle to compute the action to be taken in the …i ‡ 1 †th operation cycle.
(2) Capture the trend/direction information from the recorded errors in the previous operations but avoid using the highest order derivatives of the dynamic system.
(3) Keep the noise levels down in the measurement process for easy implementation.
From the dynamic state equation (1), the e ects produced by u i …t † can be seen from _ x i …t † at time moment t, or from state variable x i …t ‡ D † at time moment t ‡ D.
The latter can be seen from
. It is logical that the next input action is updated on the basis of the actions and their produced results in the previous operation cycle. Thus fu i …t †;y i …t ‡ D †g is a causal pair of dynamically related cause and e ect in the ith operation. The iterative learning control scheme (4) is e ect-driven. It has an anticipatory nature because y i …t ‡ D † is comparable to _ y i …t † in capturing the trend/directional information. In particular, equation (4) can take a simpler form, with control device saturations being taken into account, as follows
The design parameter D and the learning gain L …¢ † are to be chosen.
To state and prove the convergence of the ILC updating law (10), the following assumptions and properties are stated.
so is the corresponding state sequence x d …t †, t 2 G. At the desired state, equations (1)± (2) take the following form
Assumption 2: T he output function g…x…t †;t † is continuous and di erentiable in …x;t † with g xˆ@ g=@x and g tˆ@ g=@t. T he functions f …x…t †; t †, B…x…t †;t †, g…x…t †;t †, g x …x…t †;t † and g t …x…t †;t † are globally uni-
for t 2 G and positive constants c for 2 ff ;B; g; g x ;g t g.
Assumption 3: T he functions f …x…t †;t †, B…x…t †;t †, g…x…t †;t †, g x …x…t †;t † and g t …x…t †; t † are bounded in the sense of k …x…t †;t †k µ b for …x;t † 2 R p £ G and positive constants b , where 2 ff ;B;g;g x ;g t g.
Assumption 4: All operations start from the initial con-
Note that Assumption 1 implies v d …t †ˆu d …t † and that Assumption 4 is made for simplicity in presentation. Uncertainties in initial state, dynamic¯uctuations, disturbances and measurement noises can be taken into account and convergence can be established to a similar line of proof. More discussions are given in Remark 4 and Theorem 2 later in this paper.
Theorem 1: Applying the anticipatory iterative learning control (10) to the dynamic system (1)± (2). Under Assumptions 1± 4, if the following inequality
holds for all x 2 R n , t 2 G and D is chosen small enough, as operations repeat, i ! 1, the control input error
Furthermore, the state and output tracking errors also converge into some speci® ed bounds.
For convergence proof, the ¶-norm is de® ned as follows.
De® nition 1:
The ¶-norm for a function b…t † is
where ¶ is a positive scalar.
De® nition 2:
The 1-norm for a function b…t † is
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For convenience of presentation, we de® ne the following shorthand notations
Proof of Theorem 1: Taking the di erence between (12) and (2) at time t ‡ D yields
From the anticipatory law (10), we have the following input error equation
Taking norms on both sides and using (13)
The saturation feature in (10) leads to the following two inequalities
…19 † and k¯u i …t †k µ k¯v i …t †k …20 † Using these two inequalities in equation (18) yields
…21 †
Multiplying both sides by e ¡ ¶t , with ¶ being a positive constant, we have, in ¶-norm,
Applying the Bellman± Gronwall inequality (Flett 1980) to equation (1) produces
Multiply both sides of (24) by e ¡ ¶t , with ¶ > h 1 . Equation (24) becomes, in ¶-norm,
Substituting this inequality into equation (22), we obtain
…27 †
In view of the fact that » < 1, it is possible to choose ¶ su ciently large to ensure
…28 †
For any such ® xed ¶, it is possible to choose D small enough such that
Combining the above two inequalities implies that -» < 1 and that equation (26) is a contraction. We have
…30 †
Using (10) and noting that u d …t †ˆv d …t † and
Finally, using equations (2) and (12) produces
…33 †
This completes the proof. & Remark 1: The tracking error bounds in (30), (32) and (33) are proportional to the time shift D. The an-ticipatory scheme requires D > 0 but it can be small enough to specify the bounds as required. (10) is di erent from the di erential approximation of the D-type ILC (5) which normally takes the form of (Tso and Ma 1993, Cheah et al. 1994 )
with h being the sampling time interval, and is basically a numerical di erentiation that is the source of severe noise in practical implementations. This learning law (10) is di erent from the P-type ILC (7) because this anticipatory ILC scheme requires D > 0. If Dˆ0 is chosen, (13) is not satis® ed and the resulting controller from (10) is not an anticipatory ILC.
Remark 4: In practical applications, control systems involve state resetting uncertainties, measurement noises and disturbances. In Theorem 1, convergence is established in the absence of these uncertainties, measurement noises and disturbances. However, robustness of this anticipatory iterative learning law can be easily established, as stated in the following theorem.
Consider the following dynamic system with disturbances, measurement noises and state resetting uncertainties 
some constants proportiona l to constants b x0 , b ² , and b ¹ , linearly and independently.
The proof of this result follows the same lines of that for Theorem 1 and thus is omitted.
Remark 5: The ® rst terms in convergence error bounds (38), (39) and (40) can be speci® ed by the design parameter D whereas the second terms cannot. Thus, in practical applications, the ® rst terms in these bounds are not dominant when D is chosen small enough.
Sampled-data ILC approach
This proposed anticipatory scheme can be easily implemented using a sampled-data approach (Wang 1995 , Zhang 1996 , Chien 1998 , Longman 1998 . Here we propose a sampled-data ILC taking into account the saturation of the control device. Fix a sampling interval DˆhˆT =N and choose u i …t †ˆu i …kD † …41 † for k 2 Nˆf0;1;2;. . . ;Ng and t 2 ‰kD; …k ‡ 1 †D †. The sampled-data anticipatory ILC takes the following form, with consideration of control device saturation
Remark 6: The right-hand side of the updating law (42) uses the causal pair fu i …kD †;y i ……k ‡ 1 †D †g which are the input action taken during the sampling period t 2 ‰kD; …k ‡ 1 †D † and its result produced at the end of the same period, tˆ…k ‡ 1 †D.
Remark 7: After each operation cycle, this updating law will be used N times to compute N values of u i ‡1 for the next operation cycle. This o -line computation is not demanding and time saving.
The design of (41) and (42) implies that the input remains constant for the whole sampling period, and its produced result is taken from the end of the sampling period. We can state the convergence results using (42) at the sampling instances as follows.
Theorem 3: Consider the system (1) and (2) with the IL C (41) and (42). Under Assumptions 1± 4, if the learning gain L …¢ † is chosen such that the following inequality
Two norms of a positive real function q : N ! R are de® ned for the proof of Theorem 3:
De® nition 2:
The ¬-norm is de® ned as kq…¢ †k ¬ŝ up k2N q…k †¬ k with 0 < ¬ µ 1.
De® nition 3:
The 1-norm is de® ned as kq…¢ †k 1ŝ up k2N q…k †:
Note that these two norms are equivalent by noting that kq…k †k ¬ µ kq…k †k 1 µ …1=¬ † n kq…k †k ¬ .
Proof of Theorem 3:
In the following proof, z…k † 7 …kD †, for z 2 fx; y; u; v;f ;B;g;g x ;g t g. Taking the di erence between (2) at the desired state and (2) at the ith operation cycle yields, at sampling instant tˆ…k ‡ 1 †D,
In the above equation and the following development, the continuous-time t or ½ is dropped and functions are represented in short, i.e. z…x i …t †;t † being denoted as z i and z…x d …t †;t † as z d for z 2 ff ;B;g;g x ;g t g, when and where confusion does not occur. We also use¯z i to denote z d ¡ z i for z 2 fx; y; u; v;f ;B;g;g x ;g t g.
Substituting the above equation into (42) and using
Taking norms on both sides of the above equation yields
where, noting inequality (43),
and some constants are de® ned as:
On the other hand, from equation (1), for t 2 G,
Taking norms on both sides of the above equation, we get 
In ¬-norm, the above equation becomes, noting that
When D tends to zero, lim D!0 …e Dh 1 ¡ 1 †ˆ0: Thus the sampling interval D can be chosen small enough so that » < 1. In this case, equation (49) is a contraction mapping of k¯vk ¬ . Therefore, when operations increase, k¯vk ¬ and k¯uk ¬ converge to zero
Similarly, we can show that the states converge to the desired trajectory. From equation (47), setting tˆ…k ‡ 1 †D, and multipling both sides by ¬ k ‡1 ,
In ¬-norm,
Finally, the convergence of the output tracking error can be established as, using equation (2),
This completes the proof. & Remark 8: In the above development, convergence is established without considering uncertainties, measurement noises and disturbances. However, robustness of this sampled-data learning law can be easily established against the presence of state disturbances, output measurement noise and initial state uncertainties. Proof of the convergence follows similar lines to those for Theorem 3. The results can be stated in the following theorem, with proof omitted.
Theorem 4: Consider the system (36) and (37) with the IL C (41) and (42). Under the assumptions 1± 3 and 4 0 if the learning gain L …¢ † is chosen such that the inequality (43) holds for all …x; k † 2 R p £ N and D is small enough, as i ! 1, we have, at the sampling time instances
proportiona l to constants b x0 , b ² , and b ¹ , linearly and independently.
Remark 9: The results developed above are for continuous-time dynamic systems. In discrete-time domain, many ILCs have been developed on the basis of the causal pairs of actions and results (Rogers and Owens 1992 , Amann et al. 1995 , Xu 1997 , Longman 1998 , Wang 1998b , Cheah and Wang 1998a for di erent systems and applications.
Experiments
In the experimental study, we test the anticipatory scheme using two experimental setups. Both experiments provide positive results to con® rm the proposed theory.
Experiment 1
We use a mechanism of a dc-motor driving a single rigid link through a gear, as shown in ® gure 1. An optical encoder is mounted on the link side to measure the link angle position. All parameters are unknown, except we know that the dynamics of the system is governed by the following second-order di erential equation 
…54 †
where m ;J m ;B m and l ;J l ;B l are the motor and link angles, inertia and damping coe cients, respectively, n is the gear ratio, u is the motor torque, M is the lumped mass and l is the centre of mass from the axis of motion. The motor is controlled by a PC with a power ampli® er. The operation cycle is set as Gˆ3 s and the desired trajectory is given as ld …t †ˆº t 2 6 ¡ ºt 3 27 rad
…55 †
The starting position (08) of the link is vertically upwards and the ending position (908) is horizontal, pointing out where the gravity e ect is the greatest. The state di erential equation (36) can be derived from (53) with xˆ…x 1 ;x 2 † Tˆ… m ; _ m † T , y. y 1 ; y 2 † Tˆ… l ; _ l † T and the following functions
…57 †
The state disturbances ²…k † include the frictions and ampli® er and circuit uncertainties. The output equation takes the form (37) with g…x…t †; t †ˆx 1 …t †=n x 2 …t †=n … † …58 † The output noises ¹…t † include the sensor noises and numerical di erentiation errors.
In the experiment, the sampled-data ILC (42) is used with the sampling time interval set to Dˆ50 ms. The set of sampling instances is Nˆf0;1;. . . ;60g. The ® rst equation of (42) is given as
The learning control gain matrix has two gains as Lˆ‰l 1 ;l 2 Š. The convergence condition (43) becomes
…60 †
It is easy to choose a learning gain to satisfy the inequality. In the experiment, l 1ˆl2ˆ2 are chosen. No on-line feedback control is used and the initial input is set to zero, i.e. u 0 …k †ˆ0, for k 2 N .
The experimental results are given in ® gures 2 and 3. They clearly show that, through iterations, the position trajectory converges to the desired trajectory de® ned in (55).
Experiment 2
This experiment is performed using an industrial robot, SEIKO TT3000, which is a SCARA type robotic manipulator, as shown in ® gure 4. Joints 2 and 3 control the two links moving in a horizontal plane. The dynamics of these two links possess the non-linear and coupling characteristics and thus joints 2 and 3 are used to test our proposed controllers. The dynamics of these two links are given as …m 2 ‡ m 3 †a 2 2 ‡ m 3 a 2 3 ‡ 2m 3 a 2 a 3 cos 2 m 3 a 2 3 ‡ m 3 a 2 a 3 cos 3 m 3 a 2 3 ‡ m 3 a 2 a 3 cos 3
where j , f , F cj and ½ j ; jˆ2;3 are the joint angles, viscous frictions, Coulomb frictions and control torques of joints 2 and 3, respectively. m j and a j , jˆ2;3; are the masses and centres of mass of links 2 and 3, respectively. The values of these parameters are unknown for our ILC design. The second-order di erential equation (61) can be rewritten in the form (36) in terms of state variables x…t †ˆ‰ 2 ; 3 ; _ 2 ; _ 3 Š T The output equation (2) 
where n 2 and n 3 are the unknown gear ratios of joints 2 and 3. The robot control system consists of the industrial robot SEIKO TT3000 and an open architecture controller, as shown in ® gure 5. The robot controller has two levels of computer systems. The lower level is the realtime platform using a VME bus-based system with multiprocessor motion controllers. It includes the host computer MVME 147 consisting of an MC68030-based system, 4MB DRAM and 25 MHz system clock, and the target computer MVME104 consisting of an MC68010based system, 10 MHz CPU clock frequency and 512 k byte random access memory. The MVME104 is also responsible for I/O operations, including four channels encoder input ports and four channels A/D converters. The second level is the PC platform, which is mainly responsible for task management and data processing.
The joint angle values are measured in real-time at MVME104 and then passed to the motion control algorithm which is in MVME147 for control input calculations. The control signal is converted to analogue signals for PWM power ampli® ers with working switching frequency as high as 40 KHz. These outputs are channelled to control the joint motors. The sensing and control inputs are run at the frequency of fˆ244 Hz.
The desired velocity trajectory of joint 2 is given as follows
for 300=f µ t < 600=f 0:15…0:3 cos …t ¡ 600=f † ‡ 0:7 †;
for t ¶ 600=f 8 > > > > > > < > > > > > > :
and the desired velocity trajectory of joint 3 is given as
The desired position trajectories for joints 2 and 3 are given as jd …t †ˆ… t 0 _ jd …½ † d½ ‡ jd …0 † with jˆ2;3 and integration constants (desired initial joint angle positions) 2d …0 †ˆ0:5 rad and 3d …0 †1
:786 rad.
The controllers for both joints are given in the form of, for jˆ2; 3, u j …t †ˆu jf b …t † ‡ u jf f …t † …63 †
where u jf b …t † are the feedback PD controllers to ensure stability. The position and velocity gains are chosen as k p2ˆkp3ˆ5 0 and k v2ˆkv3ˆ5 0. u jf f …t † is the feed-forward input which is updated using the anticipatory ILC law of the form (42). The sampling interval is chosen as Dˆ0:02 s. The learning gain matrix is chosen as L …¢ †ˆdiag‰l p2 ;l v2 ;l p3 ;l v3 Šˆdiag ‰60;6;37:5;1:25Š
The experimental results, in ® gures 6± 9, clearly show the convergence of the tracking errors in both joints 2 and 3, respectively. This experiment demonstrates the e ectiveness of the proposed anticipatory ILC scheme and its robustness against uncertainties in robot repeatability, frictions and measurement noises.
Conclusion
In this paper, continuous-time non-linear dynamic systems with relative degree one are considered and the convergence of iterative learning control is studied. The proposed anticipatory ILC scheme uses a causal pair of the input action taken and its produced result D-type and P-type IL C designs 899 in state variable measurement to compute the required input action for the next operation cycle. The time shift ahead in the output errors installs anticipatory characteristics in the updating laws (4), (10) and (42). When the sampled data form is used, this ILC scheme saves computation time and achieves convergent results. Experimental results show its e ectiveness and robustness against uncertainties in the robot repeatability, frictions and measurement noises. 
