We present a variational approach to the seismic inverse problem of determining the coefficients C and ρ of the hyperbolic system of partial differential equations
Introduction
In every elastic media , the stress τ and the strain e are linked by the relation
where C is the fourth-order elasticity tensor. Because of the symmetry of the strain and stress tensors, the three-dimensional elasticity tensor has at most 36 independent entries and in the case of perfect elasticity only 21 independent entries. If the properties of the elastic solid vary with direction, then the elasticity tensor has indeed up to 36 or 21 independent entries: this is the so-called anisotropic case; while if the properties of the solid do not vary with the direction, then the elasticity tensor is called isotropic and has only two independent entries: the so-called Lamé parameters λ and µ. The elements of C are in general not continuous or differentiable but bounded. In this work, we confine ourselves to the isotropic case where the elements of the elasticity tensor satisfy C i,j,k,l = λδ i,j δ k,l + µ(δ i,l δ j,k + δ i,k δ j,l ).
The seismic wave equations are defined by
over × (0, ∞) with initial conditions for u(x, 0) ∈ L 2 (0, T ; H 1 ( )) and ∂ t u(x, 0) ∈ L 2 ( × (0, T )) and either Dirichlet boundary conditions
when we have measurements of the displacement on the boundary, or Neumann boundary conditions
when we have measurements of the traction on the boundary. The infinite time interval is a matter of convenience since a typical seismic event takes place over a fixed time period and thus the signal may eventually taken to be zero. This is the direct problem for the seismic wave equation. An important condition on the unique solvability of the seismic wave equation in the isotropic case is the strong convexity condition
This can be guaranteed if the associated Poisson ratio λ 2(λ + µ) (7) takes values only in the interval [0, 0.5]. In this paper, we shall be concerned with the seismic inverse problem in the isotropic case, that consists of recovering the Lamé coefficients and the density from measurements of displacement-traction pairs on the boundary.
Formulation of the problem
Let be an open, simply connected subset of R n with C 1,1 boundary. We will often consider sub-matrices C i,k , 1 i, k n, of the elasticity tensor C, defined by
In accordance with (2) and (6), we make the following assumptions on C and ρ:
where α and β are constants in R and X, Y R n×n = i,j X i,j Y i,j . Under these assumptions, the seismic direct problem has a unique solution and depends continuously on the given data (see for example [16] ). However, the seismic direct problem can only be solved if one knows the coefficients C and ρ in (3) . The seismic inverse problem can be formulated as follows: Problem 2.1 (the seismic inverse problem). Given u(x, 0), ∂ t u(x, 0) in × {0} and independent measurements of displacement-traction pairs ( m , τ m ), m = 1, 2, . . . , on ∂ × (0, T ), recover the elasticity tensor C and the density ρ in .
Our approach to solving problem 2.1 is inspired by a method developed by Knowles for elliptic problems (see for example [10, 11] ). Briefly, this consists of defining a suitable functional F (E, ) which has the property that F (E, ) 0 and F (E, ) = 0 ⇐⇒ (E, ) = (C, ρ). The numerical algorithm commences with an arbitrary guess for (C, ρ), then a gradient descent method is applied until F (E, ) = 0. Of course, there are many functionals that have this property but the one defined in [12] is inspired by much experience in solving elliptic problems and seems to have no spurious local minima. Since (3) is not an elliptic equation but a hyperbolic equation, we have to transform it first, in order to apply our method. Therefore, we apply a Laplace transformation
to (3). The transformed equation is then given by
The boundary conditions (4) and (5) then have the form
in the Dirichlet case or
in the Neumann case. Being independent of t, the tensor C and the density ρ have not changed under the transformation and we can restrict ourselves, in what follows, to the transformed equation. For this reason, we will write u, and τ instead ofû,ˆ andτ , respectively. The boundary problem we want to work with is then given by
and either
in the Neumann case. Equation (16) has the following properties:
(i) Since C and ρ do not depend on s, we do not have to solve (16) for all s ∈ C and we can restrict ourselves to one (or finitely many) real s. (ii) All the occurring variables are real-valued.
(iii) The partial differential equation (16) is strongly elliptic, since C, ρ and s 2 are all positive, and therefore the corresponding Dirichlet and Neumann problems have exactly one solution.
We make the following definition.
Definition 2.2. In the case of Dirichlet boundary conditions, we define the differential operator
In the case of Neumann boundary conditions, we define the operatorÃ C,ρ :
Since the system of partial differential equations (16) is strongly elliptic, there exists for each ∈ H 1/2 (∂ ) n a unique solution u(x) that satisfies (16) and the Dirichlet boundary condition (17) . We can therefore define a Dirichlet-Neumann map C,ρ :
where u satisfies (16) and u| ∂ = . The seismic inverse problem can then be formulated as follows:
Remark. Knowledge of the Dirichlet-Neumann map assumes that the waves are created by applying displacements m on the surface. In our computations in section 3, we will assume that the waves are created by tractions τ m . Thus, τ m is noise-free, but m might contain noise.
In the isotropic case, we have the following uniqueness result due to Nakamura and Uhlmann (see [18] ). (See [21] and [18] .)
Theorem 2.4 (uniqueness of the inverse problem
Therefore, under the above assumptions, any solution of the inverse problem can be uniquely recovered from the Dirichlet-Neumann map. The smoothness assumptions on λ, µ and ρ in the above theorem are of a technical nature, since the proof makes extensive use of pseudodifferential operators. We remark that this result does not hold anymore, in the anisotropic case, where the entries of C can vary with direction (see [15] ). However, one of us (MJ) has recently shown [5] that the support of the coefficients may be recovered even in this case by an extension of Kirsch's factorization method (see [7] ).
To solve the seismic inverse problem, we want to define a functional G(E, ), on some domain D G , that has a unique global minimum for (E, ) = (C, ρ). We now discuss this concept and start by introducing some notation. 
Notation 2.5 (subindices and superindices
With the help of the above definitions, we can now define a functional G that will prove to have the desired properties we need for a successful descent procedure. We define the domain of the functional G as follows:
Remark. The domain D G implies that we know the tensor C and thus the Lamé coefficients λ and µ on the boundary. This is certainly a restriction; however, in most physical applications this is justified. In the following, we will write u andũ instead of u E, andũ E, when it is clear to which E and we are referring. An obvious property of G is the following.
Definition 2.6 (the functional G). We define the functional
G(E, ) on D G by G(E, ) = ∞ m=1 γ m i,k E i,k ∇ u E, m,k −ũ E, m,k · ∇ u E, m,i −ũ E, m,i + i s 2 u E, m,i −ũ E, m,i 2 dx,(24)
Theorem 2.7. G(E, ) 0 and if uniqueness holds for the seismic inverse problem, we also have
Proof. The fact that G(E, ) 0 follows from (9) and (11) .
satisfy the same strongly elliptic partial differential equation, they can only be equal if they satisfy the same boundary conditions. Therefore,
C,ρ and therefore by uniqueness (E, ) = (C, ρ).
Before we can prove more properties of the functional G, we need some intermediate results.
and is fixed, the following holds:
where u E+H and u E solve (16) for C = E + H and C = E, respectively.
Analogously, we have if (E, ) ∈ D G , (E, + h) ∈ D G and E is fixed:
where u +h and u solve (16) for ρ = + h and ρ = , respectively.
Proof. The proof of lemma 2.8 is standard and therefore omitted.
We also need the Fréchet differentiability of the solution u as a function of E and as a function of ρ.
Lemma 2.9. The Fréchet derivative of u(E) ∈ H 1 ( ) n as a function of the tensor E is given by
u (E)H = A −1 E (∇ · (H ∇ · u E )).
Here we have omitted the dependence on the density , since we do not allow it to vary. The Fréchet derivative of u( ) with respect to the density is given by
Here we have omitted the dependence on the tensor E, since here we always use the same E.
Proof. The proof is again a standard proof and therefore omitted. The interested reader can find it in [4] .
Another result that we shall need is the following.
Lemma 2.10. For any tensor
n×n×n×n in a neighbourhood N of ∂ and κ| ∂ = 0, the following inequality holds: Proof. We define a functional F :
where K does not depend on H, because of lemma 2.8 and since H L ∞ < ε. Therefore,
From this we can conclude
This completes the proof.
We shall now calculate the Gâteaux derivative of the functional G. The formula for the Gâteaux derivative of G(E, ) = m g(E, , m ), where 
Definition 2.11. We define the generic functional g(E, ) by
g(E, ) = i,k E i,k ∇ u E, k −ũ E, k · ∇ u E, i −ũ E, i + i s 2 u E, i −ũ E, i 2 dx.(25)
Therefore, g(E, ) represents an arbitrary addend of G(E, ).
The last five lemmas enable us to prove one of the main theoretical results needed in our approach to solving the seismic inverse problem.
Theorem 2.12 (Gâteaux derivative of G). For (E, ), (E + H, + h) ∈ D G , the Gâteaux derivative G (E, )(H, h) of the functional G is given by

G (E, )(H, h)
Proof. As we pointed out above, it is sufficient to prove this for the functional g(E, ). As it will be clear throughout this proof to which (E, ) we are referring to, we omit the superscripts of u andũ in this proof. Now we take r ∈ R and differentiate the expression
with respect to r. Since we know from lemma 2.9 that u andũ are differentiable with respect to r, we can calculate w k = ∂u k ∂r r=0
andw k = ∂ũ k ∂r r=0
. The functions w andw then satisfy the following equation:
From (22) we get
since does not depend on r, and from (23) we get
since again C does not depend on r and also since H | ∂ = 0. Now we can calculate
Consider now the function T defined by
We get
Now we apply (28) and (29) to deduce that the boundary integrals are zero and substitute expressions (16) and (27) giving
We can do the same for
Again we apply (16) and (27)- (29) to get
If we now use these expressions for T and S, we get
As we can see in the previous expression, the second part of the last integral as well as the whole second line from the bottom vanishes. If we now make a further integration by parts and note that H | ∂ = 0, we get
Therefore, the Gâteaux derivative of G is given by (26).
Before we show that the Gâteaux derivative is also a Fréchet derivative, we calculate the second Gâteaux derivative. 
Proof. We use the fact that
and conclude
(31) Again we will restrict ourselves to the generic functional g(E, ) being a representative of any addend of G(E, ). Then,
An integration by parts, (31) and the formula a
dx.
The result now follows from (30), (31) and lemmas 2.8, 2.10 and 2.9. This completes the proof.
Since we calculated a uniform limit in the above proof of the second Gâteaux derivative, we can conclude Corollary 2.14. The functional G is Fréchet differentiable.
The form of the second Fréchet derivative of G does not enable us to conclude that G is convex (and G is probably not convex). However, if we want to apply a steepest descent procedure to the functional G, we have to make sure that G has not more than one local minimum, since otherwise we could get trapped throughout our minimization procedure in one of these minima and would end up with wrong results. We do not give a proof for a unique local minimum here; however, numerical experiments indicate that the functional G is essentially convex, i.e.
G (E, )[H, h] = 0, ∀(H, h), implies G(E, )
= 0. This assumption is also supported by the fact that a similar scalar functional for the EIT problem has this property (see [9] ). Now we summarize our results. We have defined a functional G, which has both a unique global for exactly the tensor C and the density function ρ which we want to recover. We have further reason to believe that this is the only local minimum as well. Therefore, the functional G satisfies all the conditions for a successful minimization procedure by steepest descent.
The only remaining theoretical question for our recovery procedure is whether the Dirichlet-Neumann maps E, converge to C,ρ as the functional G tends to zero. Since the tensor C and the density ρ are uniquely determined by the Dirichlet-Neumann map, this is a very crucial condition on the functional G (see our later discussion on an appropriate stopping criterion 
since by (23) we have
Therefore, we can conclude that The last theorem ends the discussion of the theoretical results needed by our algorithm. In the next section, we will discuss the numerical implementation of the algorithm.
The algorithm
To minimize the functional G we apply a variant of the conjugate gradient method, the PolakRibiere scheme, to the functional G. To do this we start with starting coefficients (λ 0 , µ 0 , ρ 0 ) and update them by the following procedure: 
As we can see, the first thing we have to do, to apply this scheme, is to calculate the gradient of G. 
and the function κ m is given by
Remark. We are discussing lists here and not vectors, since the elements of the lists are not members of the same vector spaces. However, this simplifies the notation. With this list notation, we can write the Gâteaux derivative of G as
G (E, )(H, h) = ∇G,H ,
whereH is the list given bỹ
and by abuse of notation, the 'artificial' inner product ∇G,H is the sum over the appropriate inner products of the entries of ∇G.
One of the major error sources in steepest descent methods is that the updated functional after a descent step does not continue to lie in the domain of the functional anymore. In our case, this presents a major problem. The update direction of the tensor E must vanish on the boundary of , since the tensors E ∈ D G have to satisfy the condition (E − C)| ∂ = 0. However, the terms
do not vanish on ∂ in general. We overcome this problem by using a Neuberger gradient ϑ (see [19] ) for the update direction of the tensor E. In this situation, we give the following definition of the Neuberger gradient.
Definition 3.1. In our case, the definition of the Neuberger gradient is given by
We can easily see that the Neuberger gradient vanishes on the boundary. We also have to ensure that it is a properly defined gradient and descent direction. By an integration by parts it is easily verified that, if we omit the dependence on , the Neuberger gradient satisfies
G (E)(H ) = ϑ, H H
1 0 ( ) n×n×n×n .
Remark. ϑ is not only a good decent direction, since it solves equation (37), but also is given by ϑ m,i,j,k,l = ( − I )
, and therefore it is a preconditioned version of η. Since the entries of ϑ belong to H 1 0 , we expect that it is easier to recover smooth functions with the Neuberger gradient than with the L 2 -gradient. However, it might be a slight disadvantage to use the Neuberger gradient to recover discontinuous functions. In the one-dimensional case of the inverse spectral problem for the Sturm-Liouville equation, this is certainly the case (see the paper by Brown et al [1] ). We do not have enough experimental evidence in our case yet, but first experiments indicate that this might also be true in our case.
Another condition that is crucial for the definition of the domain D G is that the tensor E has to be positive definite and that the density ρ satisfies ρ > 0. Since we are interested in the recovery of the Lamé parameters λ and µ, the condition of positive definiteness is equivalent to µ > 0 and 2µ + λ > 0 (see (6) ). Therefore, we have to make sure that the updated values of λ and µ satisfy this condition. This is one characteristic of the ill-posedness of our problem, since if E is not positive definite anymore, we lose the strong ellipticity of our system of partial differential equations (16) with (C, ρ) replaced by (E, ). As a consequence of this, we cannot guarantee anymore the existence and uniqueness of the solutions of (16) and our numerical elliptic solver would become unstable and our whole recovery procedure would fail. We control this problem by cutting off the values of λ, µ and ρ after each iteration, if they are below a certain cut-off value. This is often justified on physical grounds by the usual presence of earlier measurements of data, which allows one to establish a minimum for Lamé parameters and by what we know about the Poisson ratio, which takes its values in the interval (0.22, 0.35) (cf (7)). Assuming that the density ρ has a positive lower bound is natural. We are thus getting a better condition for our algorithm and making it well-posed. The slight disadvantage of introducing a cut-off value is that our algorithm is not a real descent algorithm anymore, but an iterative algorithm and we are not descending that fast anymore. However, this is a small price to pay, if we get a stable minimization procedure for it. In our case, we choose a cut-off value of 0.5 for λ, µ and ρ. The remaining condition specified in the definition of D G is that the Lamé parameters have to be elements of H 1/2+ε ∩ L ∞ . Since the Neuberger gradient is an element of H 1 ( ), the updated Lamé parameters must still be elements of H 1/2+ε . That they are also elements of L ∞ follows from a regularity estimate by Morrey (see [17] or [2, p 82]). The proof that ϑ m,i,j,k,l is an element of L ∞ , for 1 i, j, k, l < n, can be found in [12, pp 11-2] .
The stopping criteria
An important issue is that of a stopping criterion for our algorithm. Since G tends to zero, one might suggest to stop the algorithm if G is small enough. This is not a very good criterion since we have no guarantee that if G is below a certain value, then the recovered coefficients must be good approximations. Especially in the presence of noise, the minimal value of G need not be zero any longer and therefore the above criterion would certainly fail. Another criterion would be to measure the norm of the L 2 -gradient and if it is small enough, to abort the algorithm since the functional G has only one local minimum. However, we cannot be sure that the gradient does not have a small norm away from the local minimum. However, we know that if G tends to zero, the Dirichlet-Neumann maps also converge (see theorem 2.15). Since the coefficients are uniquely determined by the Dirichlet-Neumann map, we can expect satisfactory results, if the difference between the Dirichlet-Neumann map for the recovered coefficients and the Dirichlet-Neumann map for true coefficients is sufficiently small. Therefore, we suggest the following stopping criteria:
(i) Check if the norm of the L 2 -gradient is below a certain value. (ii) If (i) is true, check whether the difference between the Dirichlet-Neumann maps is sufficiently small.
The implementation
The given data consist of displacement-traction pairs ( m , m ), with m = C,ρ m , m = 1, 2, . . . , M, where M is a finite number. Therefore, we have to change the definition of the functional G to
Since we are working with a finite sum now, we can set γ m = 1, 1 m M. Although the proof for the uniqueness result 2.4 is not valid for n = 2, we do all our implementations for the two-dimensional case and choose
. This is justified by the facts that we do not know of any counterexample for the two-dimensional case, and that for the inverse EIT problem the uniqueness result for the function p,
is still valid for n = 2 (see [6] ). However, if we deal with the scalar equation −∇ · (p∇u) + qu = 0, then one Dirichlet-Neumann map does not uniquely identify p and q simultaneously (see for example [3] ). Another reason for implementing the method in two dimensions is that the computing resources for a three-dimensional implementation have not been available.
All our computations were done on a single PC with a 2.4 GHz processor and 1 GB DDR RAM. Needless to say, this is by no means optimal and it would be desirable to do the computations on parallel processors as there is natural parallelism in the algorithm. This was not possible in our case, since we have not had the resources to do this.
We create our data by choosing the Neumann data as polynomials P r,s = r,s α s,r x r y s , where the coefficients α s,r are constants and r, s N , for some N ∈ N. Since we are dealing with relatively nice Neumann data, it is sufficient to set M = 5 and N = 2. Thus, the functions we use as traction data are of the form α 0,1 x + α 1,0 y + α 1,1 xy + α 0,2 x 2 + α 2,0 y 2 .
The Dirichlet data are attained by solving equation (16) . In two later examples (see figures 4 and 5), we will use noisy and time-dependent data to show that our proposed method is stable and that applying a Laplace transformation is not ruining the data.
The most natural way of stabilizing our algorithm is to choose more than one Laplace parameter s in our transformation of the hyperbolic system (3) to the elliptic system (16) . This way we get more Dirichlet-Neumann maps-one for each s-that all uniquely identify the Lamé parameters λ and µ and the density ρ. In our computations, we use between 1 and 12 Dirichlet-Neumann maps. It is probably better to use even more than 12 Dirichlet-Neumann maps (we would like to try 20-40), but this is not feasible on a single PC (see also the table with values for the average time for one descent step). The choice of the correct Laplace parameters depends on the domain and the expected values of the functions in equation (16) . In our case, we choose the Laplace parameters s in such way that 0.5 < s 2 ρ 12. We divide = [0, 1] × [0, 1] into a regular finite-element grid using 7200 triangles. The numerical derivatives arising from (39) are computed by Matlab's 'pdegrad' function, which uses central differences. This proved to be sufficient for most of our implementations. However, if the given data contain a lot of noise (see figure 4) , better differentiation techniques (see for example [13] ) are probably necessary. All integrations are done by Simpson's quadrature rule. The line minimization in each descent step is done by Matlab's 'fminbnd' function, which is similar to the function 'Brent' in [20, chapter 10] . Now we present some numerical results for the recovered Lamé coefficients, λ and µ, and the density ρ. As we mentioned earlier, we always choose
. We present implementations for the case of smooth, continuous or just bounded functions. In our implementations, we vary the number Z of Dirichlet-Neumann maps that we use. We also distinguish between the cases λ = µ and λ = µ. We start with an example with for a non-smooth λ. We set ρ(x) ≡ 1 and
We can see from figure 1 that the recovery procedure works well and one DirichletNeumann map is sufficient to recover λ. We also did implementations for functions with more smoothness. In the case of λ ∈ C ∞ ( ), we were able to recover λ with an L 1 -error of just 0.0073.
Next we consider the case λ = µ. Again we set ρ(x) ≡ 1 and use four Dirichlet-Neumann maps for our calculations. Although we get satisfactory results for λ and µ, the results indicate that it is easier to recover the Lamé parameter µ than the Lamé parameter λ. This is not an unexpected result since we have seen that the coefficients of the elasticity tensor C are given by
We see that µ appears more often than λ in the definition of C and that its influence on the elasticity tensor is bigger than of λ. Therefore, one can expect that it is easier to recover µ. Now we consider an example where all three coefficients λ, µ and ρ are unknown. 
We can see from the figures below that we got quite satisfactory results for the Lamé coefficients, λ and µ, as well as for the density ρ. This is very encouraging, since it shows that we can recover all the unknown parameters in the seismic wave equation simultaneously, True λ 4 Computed λ 4 , 10% noise, L 1 -error = 0.2240 from measurements on the boundary. It also shows that our method provides a decent recovery method in the isotropic case even for three unknown parameters. We also obtained satisfactory results for the sole recovery of ρ with known λ and µ.
Since real data are never noise-free, we want to consider an example with noise. Again we implement the function λ 4 (x) = µ 4 (x) = 2.0, if |x 1 | < 0.5 and |x 2 | < 0.5, 0.5, otherwise, and assume that ρ(x) ≡ 1. We apply noise of 10% to our Dirichlet data, but no noise to the Neumann data. We can see from figure 4 that the algorithm remains stable under perturbation. The corresponding L 1 -error is about three times higher than for the unperturbed function. Considering that we have only used one Dirichlet-Neumann map, this result is still acceptable. It is therefore desirable to try recovering perturbed Lamé coefficients with more Dirichlet-Neumann maps. One might also get better results by using a better differentiation method than central differences, since differentiation is itself an inverse problem and the error in the data has a huge effect on the calculated differences. Examples of regularization methods for numerical differentiation can be found in [8, 14] .
Finally, we want to consider an example with time-dependent data to show that a Laplace transformation does not ruin the above results. We try to recover the function as traction data and apply a finite Laplace transformation over the interval (0, 5). Apart from the effects of the Laplace transformation, we also apply a noise of 1% to the Dirichlet data. After 300 iterations, we obtained the following results. As we can see from figure 5 , the Laplace transformation does not have any crucial effect on the recovery of the coefficients. Finally, we want to point out that although we can in theory use as many DirichletNeumann maps as we want, we have to consider the much higher computing costs as can be seen from table 1. We can see that the higher stability of our descent procedure comes along with a corresponding higher computing cost. The number of iterations also depends highly on the smoothness of the coefficients. For smooth coefficients, 200-300 iterations were (This figure is in colour only in the electronic version) sufficient. For discontinuous coefficients our method needs between 400 and 2000 iterations, which also depends on how many Dirichlet-Neumann maps are used. Since there is natural parallelism in the algorithm, it seems desirable to run it on parallel machines to reduce the computing costs.
