Particle-size distribution and the concentration of polystyrene particles suspended in water were accurately recovered from the inversion of spectral extinction data measured with a commercial spectrophotometer. The instrument was modified by placing a spatial filter in the collection optics to prevent low-angle scattered light from affecting the measurement of transmitted power. The data were inverted by use of a nonlinear iterative algorithm. When the extinction coefficient is measured in the range of 0.3-1.1 m, the particle distributions can be retrieved over a diameter range of 0.6 -2.8 m for a wide interval of sample concentrations. The average diameters are recovered with a precision of better than Ϯ1% and with accuracies consistent with the uncertainties by which the nominal diameters are known. The relative standard deviations of distributions corresponding to monodisperse samples are Ϯ5-10%, whereas the accuracy on the measured concentrations is ϳ5%.
Introduction
Particle sizing has been a topic of increasing interest over the last years. The fields of applied science that deal with particle sizing are numerous, ranging from monitoring atmospheric aerosols and combustion exhausts to characterizing many biological, chemical, and physical systems of interest for industrial processes. 1 Among the experimental techniques that deal with particle sizing, optical methods are undoubtedly very popular, because, in many cases, they allow measurements to be performed in situ and in real time. Optical methods 2,3 include static and dynamic light scattering, lidar techniques, multispectral extinction methods, and many others. Among them, the spectral extinction method is one of the most convenient because it requires a simple optical layout and can be realized by adaptation of a commercial spectrophotometer.
All the methods reported above are based on the assumption that the radius particle distribution N͑r͒ can be recovered by inverting the experimental data, which are usually described by a first-kind Fredholm integral equation. However, this kind of equation belongs to the class of ill-posed problems where, in the presence of noise on the data, the solutions might be highly unstable and truly unphysical as well. Great effort has gone into finding inversion techniques that are, at the same time, accurate and reliable and impose no constraint on the distributions. A review of inverse problems and inversion algorithms can be found in Ref. 4 and references therein.
In this paper, a nonlinear iterative inversion algorithm recently proposed by Ferri et al. 5 was applied to the inversion of experimental multispectral extinction data measured on samples of polystyrene particles suspended in water. The data were taken with a commercial two-arm spectrophotometer whose optical layout was modified by the addition of a spatial filter to the measuring arm. This prevents lowangle scattered light from entering the collection optics and affecting the measurement of transmitted power. The data were inverted, taking into account the dispersion of the refractive indices of both the solvent ͑water͒ and polystyrene as a function of the wavelength. Reported results show that accurate particle-size distributions can be easily recovered over a diameter range of the same order of magnitude as the measured wavelength range. In particular, it is shown that, when the spectrophotometer is operated between 0.3 and 1.1 m, it is possible to recover particle distributions over a diameter range between 0.6 and 2.8 m. In this interval, the recovered distributions corresponding to monodisperse samples have a relative standard deviation of approximately 5-10%, whereas the average diameters are recovered with fairly high precision ͑better than Ϯ1%͒ and ac-curacies consistent with the uncertainties associated with the nominal diameters. The proposed method is also able to recover the sample concentrations, expressed in terms of volume fractions, with accuracies within Ϯ5%.
Theory
Multispectral extinction techniques are based on measurement of the extinction coefficient ␣͑͒ at different wavelengths ; ␣͑͒ is defined through
which is known as the Beer-Lambert law 6 and describes the attenuation of a monochromatic beam through a sample of length L. P T and P o denote the powers of the transmitted and incident beams, respectively, and Eq. ͑1͒ is valid only for samples in which multiple scattering can be neglected. If the sample is a homogeneous suspension of noninteracting polydisperse spheres, the extinction coefficient ␣͑͒ is given by
where N͑r͒dr is the number concentration of particles ͑cm
Ϫ3
͒ with a radius between r and r ϩ dr and Q ext is the extinction efficiency given by the Mie theory. 6 Here is the wavelength of the radiation in the medium and m is the refractive index of the particles relative to the medium. Equation ͑2͒ is a first-kind Fredholm integral equation where ␣͑͒ is provided by the experiment, r 2 Q ext is the kernel, and N͑r͒ is the distribution to be recovered. This is a typical example of an ill-posed problem, which means that different distributions can fit the data ␣͑͒ with the same level of accuracy, when some noise is present in the data. Therefore the inversion of Eq. ͑2͒ is not a trivial task, because the recovered distributions might be unphysical and ambiguous. The less the noise level, the higher the chances to recover the correct distribution. So, to invert Eq. ͑2͒ successfully, we need accurate data, possibly with noise levels within a few percentage points, as well as an inversion method that is stable and reliable with respect to noise.
The inversion of Eq. ͑2͒ was carried out by a nonlinear iterative algorithm, 5 which was obtained by modifying the method proposed by Chahine in the field of atmospheric physics. 7, 8 A similar algorithm, known as the expectation maximization method, was applied by Richardson 9 and Lucy 10 to medical imaging and emission tomography analysis. The fundamental equation describing the algorithm is reported below, whereas a comprehensive description of the method together with its performance can be found in Ref. 5. According to this algorithm, the distribution to be recovered is approximated by a histogram characterized by a number of classes equal to the number of wavelengths at which the extinction coefficient ␣͑͒ is measured. The range of recoverable radii is determined with the socalled criterion of the maximum. Following this criterion, because the extinction coefficient corresponding to a single particle exhibits a maximum at a given *, which depends on its radius, it is possible to establish a one-to-one correspondence between radii and wavelengths. As a consequence, the smallest recoverable radius, r min , is that for which * ϭ min , whereas the largest radius, r max , is that for which * ϭ max . If N j p denotes the number concentration of particles belonging to the jth class recovered after p iterations, at the next iteration one has
where ␣ meas ͑ i ͒ represents the signal at each wavelength i of the measurement, whereas ␣ calc p ͑ i ͒ is the signal calculated on the basis of the distribution recovered at the pth iteration. Note that the content of the jth class is adjusted by multiplying the population of the same class at the previous iteration by the average value of the ratios ͓␣ meas ͑ i ͒͞␣ calc
The average is computed over the entire range with a normalized weight function W ij , which has the same shape of Q ext . Therefore the highest weight is given to i at which the contribution to the extinction coefficient given by the class being corrected presents its maximum.
In Ref. 5 it was reported that the algorithm described by Eq. ͑3͒ is reliable with respect to experimental noise, it converges at a stable solution, and it is independent from the estimated starting distribution. Finally, such an algorithm is quite powerful when applied to the inversion of spectral extinction data and permits an accurate recovery of both the sample concentration and its particle-size distribution.
Measurements and Results
The measurements of the extinction coefficient ␣͑͒ were carried out on aqueous suspensions of polystyrene particles at room temperature. The particle samples were from Interfacial Dynamics Corporation, Portland, Ore.; they have diameters between 0.653 and 2.75 m. The size distribution of each sample was nearly monodisperse with a standard deviation of a few percentage points, as measured by a transmission electron microscope. All the samples were diluted in distilled water that had been filtered through a 0.22-m Millipore membrane and they were measured in 10-mm quartz cells.
The measurements were carried out with a commercial two-arm spectrophotometer ͑Perkin Elmer Model -2͒ that has a spectral resolution of 2 nm and a nominal noise level corresponding to a minimum detectable absorbance of 3 ϫ 10
Ϫ4
. Although the instrument can operate in the 0.190 -1.100-m range, measurements were taken only between 0.300 and 1.100 m, because polystyrene has strong absorption bands in the UV region. 11 In this range, ␣͑͒ was measured at 50 wavelengths, selected so that their spacing increased according to a geometric progression. As described in Section 2 and reported in Ref. 5 , the particle distribution is recovered by approximating it to a histogram characterized by 50 classes, which have a relative width of ϳ3% and cover a diameter range from 0.6 to 2.8 m.
The optical layout of the instrument was modified by adding a spatial filter to the measurement arm ͑see Fig. 1͒ . 1 This prevents low-angle scattered light from entering the collection optics and affecting the measurement of transmitted power. It is known that we can realize a spatial filter by placing a properly sized pinhole in the back focal plane of the collecting lens. In practice, this is not so simple because both the size of the pinhole and its position depend on wavelength because of the dispersion of the lens material ͑fused silica͒. Indeed the focal distance of such a lens varies by ϳ2 mm from 21.55 mm at 0.300 m to 23.37 mm at 1.100 m. In addition, the beam impinging on the sample is far from diffraction limited. Thus its beam waist is larger than expected and rather asymmetric. Nevertheless the use of a single pinhole placed at a fixed distance beyond the collecting lens is sufficient for improving significantly the quality of extinction coefficient measurements, as reported below.
In Figs. 2͑a͒ and 2͑b͒ are reported the measured value of ␣͑͒ as a function of for particles with diameters of 1.06 and 2.75 m, respectively. The different curves refer to different pinhole sizes, ranging from a diameter of 0.5 mm to the case of no pinhole, which roughly corresponds to a diameter of 6 mm. It is evident from the figures that the absence of the pinhole, or a pinhole that is too large, leads to a substantial underestimation of the measured ␣͑͒. This effect is more pronounced for large particles and, except for the wavelengths at which ␣͑͒ presents its minima, is larger in percentage at small wavelengths. In the case of 1.06-m particles, the curves corresponding to the 0.5-and 1-mm pinholes were identical within ϳ0.5% peak to peak. When 2.75-m particles were used, small differences, of the order of 2.5%, were observed only at small wavelengths. With pinholes smaller than 0.5 mm, no differences were appreciated, but there was a noticeable increase in the noise. Note that, for all the above data, the pinholes were placed at a distance beyond the collecting lens, which corresponds to the focal length of the lens at ϭ 0.677 m. When the pinholes were placed at different positions, no differences within the experimental noise were observed.
Substantially different particle distributions were obtained from the inversion of the data taken with and without the pinhole. Figure 3 shows the distributions recovered from two of the curves reported in Fig. 2͑a͒ . The solid line is the distribution retrieved by inverting the data taken with a 0.5-mm pinhole, whereas the dotted line corresponds to no pinhole. In the latter case, there is an appreciable underestimation of the sample concentration and a slight overestimation of both the average diameter and the standard deviation. On the contrary, with the 0.5-mm pinhole the average diameter and the number concentration were recovered with accuracies of better than 0.5% and 4%, respectively.
For a quantitative estimation of the errors that can be made if we use pinholes that are too large, in Fig.  4 we report, as a function of the pinhole size, the percentage errors on the retrieved average diameter, the percentage errors on the retrieved number concentration, and the relative width of the retrieved distribution. Note that the use of a small pinhole improves the accuracy of the results by a factor of ϳ7 for the average diameter and by a factor of ϳ4 for the Fig. 1 . Modified optical layout of the spectrophotometer. In the measuring arm a spatial filter was added to keep low-angle scattered light from falling onto the detector. number concentration. At the same time, the retrieved distributions are narrower, with standard deviations of the order of 5%, which is consistent with the resolution of the inversion algorithm. 5 Considering these results, we take all the subsequent measurements, using a 1-mm pinhole. We carried out the inversion of the experimental data, taking into account the dependence of the refractive indices of both the solvent ͑water͒ and the particles on the wavelength. Indeed the dispersion effect is rather pronounced in the wavelength range considered. According to Ref. 12, the refractive index of water ranges from n ϭ 1.36 at 0.300 m to n ϭ 1.32 at 1.100 m, whereas, according to Ref. 13 , the polystyrene refractive index has a stronger variation from n ϭ 1.666 at 0.300 m down to n ϭ 1.546 at 1.100 m. The refractive indices at all the wavelengths used were estimated from the formulas reported in Refs. 12 and 13. If one does not take into account such dependencies, relevant errors are made in the retrieved particle distributions. For example, in the case of 1.06-m particles, Figs. 5͑a͒ and 5͑b͒ show, respectively, the recovered size distribution and the computed signals whether the indices dispersion is taken in account ͑solid lines͒ or not ͑dotted lines͒. In the last case, when both refractive indices are kept constant with n solv ϭ 1.33 for water and n polyst ϭ 1.584 for polystyrene, the retrieved distribution in Fig. 5͑a͒ is quite different from the expected one, with an error in the average diameter of ϳ20%. At the same time, Fig. 5͑b͒ shows that large and systematic deviations between the calculated signals ͑dotted curve͒ and the experimental data ͑circles͒ are present. Instead, by taking into account the wavelength dependence of both the refractive indices, we observe only small nonsystematic deviations, of the order of 0.6% rms. The system's performance in the case of bimodal distributions was tested with a mixture of 1.06-and 1.78-m particles with a similar number of concentrations equal to 1.50 and 1.53 ϫ 10 7 cm
Ϫ3
, respectively. The retrieved distribution, shown in Fig.  6͑a͒ , presents two well-resolved peaks that corre- Fig. 3 . Retrieved particle distributions obtained by inverting two of the data shown in Fig. 2͑a͒ . The solid line shows the distribution when a 0.5-mm pinhole is used, whereas the dotted line shows the distribution when no pinhole is used. Fig. 4 . Behavior of the parameters characterizing the retrieved distributions for 1.06-m particles with a number concentration of 3.81 ϫ 10 7 cm Ϫ3 as a function of the pinhole size. The inversion was carried out by inverting the same data shown in Fig. 2͑a͒ . Vice versa the dotted lines show the results when the refractive indices are kept constant ͑n solv ϭ 1.33, n polyst ϭ 1.584͒. In this second case the quality of the signal reconstruction is fairly poor, whereas the retrieved distribution is fairly different and far from that expected. spond to the above diameters with accuracies of ϳ5% for the 1.06-m particles and ϳ4% for the 1.78-m particles. The number concentrations were recovered with accuracies of ϳ6% and ϳ12%. Figure 6͑b͒ shows that the recovery of the signals was excellent, with rms deviations of ϳ1%.
The consistency of the above results with respect to the performance of the inversion algorithm 5 was checked by numerical simulations. Focusing on the 1.06-m particles, we generated synthetic signals ␣͑͒ according to the nominal distribution that describes the sample, i.e., a Gaussian with ͗d͘ ϭ 1.06 m, ͗͞d͘ ϭ 2.2%, and c ϭ 3.81 ϫ 10 7 cm
. The simulation was carried out at the same wavelengths used in the experiment. Then the distribution recovered by inversion of the synthetic data was compared with that retrieved by inversion of the experimental data. Figure 7 shows the nominal distribution ͑dotted curve͒, the distribution retrieved from the simulated data ͑dashed line͒, and that recovered from the experimental data ͑solid line͒. The two recovered distributions are quite similar to each other. Their average diameters differ by only ϳ0.5% from the true value, but their widths are somewhat larger than expected, being ͗͞d͘ of the order of 5%. This is due to the finite resolution of the method and shows that the minimum relative full width of a distribution corresponding to an almost monodisperse sample is, for 1.06-m particles, of the order of 10%. This corresponds to approximately three classes.
Finally, the overall performance of the system was investigated with different samples that span the entire range of recoverable diameters, from 0.6 to 2.8 m. For most of the samples, measurements were taken at different concentrations, over a range of approximately a decade, corresponding to absorbances ranging from ϳ0.1 to ϳ1. In particular, the concentration of the 1.06-m particles was varied over more than 2 decades, reaching absorbances as low as ϳ0.01. All these results are summarized in Figs. 8 -11.
In Fig. 8 the deviations of the recovered average diameters from the respective nominal values are reported as a function of sample concentration, for , respectively. The average diameters corresponding to the two peaks are recovered with accuracies of ϳ5% and ϳ4%. The rms deviations between the experimental data and the retrieved signals are ϳ1%. Fig. 7 . Comparison between the experimental results and the performances of our inversion algorithm as estimated by computer simulations and described in Ref. 5 . The nominal distribution corresponding to particles with a 1.06-m diameter and a relative standard deviation 2.2% ͑dotted line͒, the retrieved distribution obtained by inverting the simulated data generated according to the nominal distribution ͑dashed curve͒, and the retrieved distribution obtained by inverting the experimental data ͑solid line͒ is shown. Note that, with the exception of the lowest concentration of the 1.06-m particles ͑because of higher noise͒ and for the 2.75-m particles ͑at the very right end of the recoverable diameters range͒, the data corresponding to each particle diameter are reproducible within Ϯ0.5%. This means that the precision of the data is remarkably good and much better than the accuracy by which the average sample diameters are known. Figure 9 shows that, except for the 2.75-m particles, the relative standard deviations of the recovered distributions are of the order of 5-10%. Taking into account that the samples have a polydispersity of a few percentage points, this result is consistent with the expected resolution of the inversion method, as shown in Fig. 7 and reported in Ref. 5 . Note that, in the case of the 1.06-m particles, there is a slight tendency toward larger standard deviations at lower concentrations. This trend is correlated with the higher levels of noise on the experimental data that are expected for very dilute suspensions. Figure 10 reports the behavior of the rms deviations of the data with respect to the fit as a function of sample concentration. The data are reconstructed fairly well over most of the concentration range and, with the exception of the 2.75-m particles, have rms deviations of the order of 1.5% or less. In the case of the 1.06-m particles the rms deviations become larger at lower concentrations and are of the order of 3.5% at ϳ10 6 particles͞cm
3
. This is consistent with the performance of the spectrophotometer. Indeed, for the 1.06-m particles at concentrations of 10 6 cm
Ϫ3
, the average absorbance is ϳ10 Ϫ2 , whereas the nominal noise level of the spectrophotometer is ϳ3 ϫ 10
Ϫ4
. Finally, Fig. 11 shows, as a function of sample concentration, the relative errors on the recovered volume fractions with respect to the actual ones. We determined these last ones with uncertainties of Ϯ1% by weighing the sample stock suspensions before and after they are dried in the oven at 60°C for 10 h and by weighing the successive dilutions as well. Figure  11 shows that, with the same exceptions as above, all the considered concentrations can be recovered within accuracies of Ϯ5% and that the retrieved volume fractions tend to decrease at high sample concentrations. We have no explanation for this behavior, but we suggest that it is probably a result of the presence of multiple scattering. Indeed, for the highest concentrations in Fig. 11 , the absorbances were between approximately 1 and 1.5, corresponding to an attenuation of the transmitted beam of approximately 90 -97%.
As a final comment, note that, in the case of the 1.06-m particles, measurements were taken at concentrations even lower than those reported above, i.e., to as low as ϳ10 5 cm
Ϫ3
. At these concentrations the noise level of the data was very high ͑Ͼ10% rms͒, and thus the recovered distributions tend to be noisy and rather unreliable. 
Conclusions
The combined use of a commercial spectrophotometer and of a proper nonlinear inversion algorithm 5 was demonstrated to be an easy and reliable method of performing accurate particle sizing on suspensions of colloidal particles. Two key aspects have been highlighted. First, the optical layout of the spectrophotometer needs to be modified by placement of a spatial filter in the measuring arm to prevent lowangle scattered light from entering the collection optics. Second, the inversion algorithm must be applied with care, by taking in account properly the wavelength dispersion of the refractive indices of both the solvent and the particles' material.
The measurements of the extinction coefficient were carried out with a two-arm spectrophotometer that was operated in the 0.300 -1.100-m range. Extinction data were acquired at 50 wavelengths spaced according to a geometric progression, and the particle-size distributions were retrieved over a diameter range of 0.6 -2.8 m. The average diameters were recovered with very high precision, better than Ϯ1%, and within the accuracies by which the nominal diameters of the samples are known ͑Ϯ5%͒. The sample concentrations, expressed as volume fractions, were retrieved with accuracies of Ϯ5% and the resolution of the method was approximately 10 -20%. Besides, the match between the experimental data and the extinction signals calculated with the Mie theory on the basis of the retrieved distributions was always very good. The deviations were nonsystematic and of the same order of the noise present on the data, typically near 1-2% rms.
The results above were obtained by taking into account the dispersion of the refractive indices of both the water and the polystyrene as a function of the wavelength. If such dependence is neglected, the accuracy of the method deteriorates and the retrieved distributions become less reliable.
Finally, note that all these results are consistent with the performance of the inversion algorithm, investigated and reported in Ref. 5 .
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