This work presents a robust system for people detection in RGB images. The proposal increases the robustness of previous approaches against partial occlusions, and it is based on a bank of individual detectors whose results are combined using a multimodal association algorithm. Each individual detector is trained for a different body part (full body, half top, half bottom, half left and half right body parts). 
INTRODUCTION
In recent decades, topics such as the analysis of video sequences and image interpretation have become increasingly important because of its potential applications (Poppe, 2010) as security, video surveillance (Reid et al., 2013; Arroyo et al., 2015) , smart spaces or oriented marketing. More specifically, the detection of people for recognition of their activities (Martínez et al., 2016 ) is a topic that arouses a great interest in the scientific community. Within this context, in this paper we present a work that implements a robust solution for people detection in RGB video sequences, specifically focused on videosurveillance scenarios. This proposal has been validated using the well known CAVIAR (cav, 2005) and INRIA (Weinland et al., 2006) datasets, and the main results are shown in this paper.
There are several works in the literature whose aim is the robust detection of people in RGB images. The main works can be divided into three groups depending on the features used in order to extract information from the images. The first group includes the alternatives based on segmentation (Gu et al., 2009) . These works use a prior knowledge of the background in order to separate it from the foreground corresponding to people that have to be detected. These proposals are not robust against lighting changes, dynamic backgrounds or camera movements. On the other hand, there are detectors based on the Implicit Shape Model (ISM) Seemann et al., 2005; Wohlhart et al., 2012) , but these alternatives only work properly in high resolution images. Finally, there are several works based on a sliding window approach, that obtain a feature vector for a local region (window) that moves along the image. The extracted features are classified using a previously trained classifier (Papageorgiou and Poggio, 2000; Viola and Jones, 2004) , in order to determinate if they correspond to a person or not.
Within the sliding window detectors, the selection of a suitable feature vector is essential in order to obtain correct results. The features used in the state of the art can be divided into different groups depending on the provided information. Thus, the main approaches are the ones based on Histograms of Oriented Gradients (HOG) (Dalal and Triggs, 2005; Zhu et al., 2006) , shape features (Gavrila and Philomin, 1999; Gavrila, 2007) , movement features (Viola et al., 2005) , and features based on joints and human body parts. Among these features, the ones that show a better performance for people detection are the HOG (Dalal and Triggs, 2005) . However, many of them only work properly if there are not partial occlusions of people to be detected. The proposal in this paper avoids this problem, improving the robustness of the people detector against partial occlusions.
In the last years, they have been published several 532 approaches that are able to cope with partial occlusions for objects (Wohlhart et al., 2012; Bera, 2015) or people detection (Wu and Nevatia, 2005; Shu et al., 2012; Li et al., 2014; Chan et al., 2015) and tracking (Wu and Nevatia, 2006; Shu et al., 2012) . These approaches are all based on parts detection using different alternatives, such as AdaBoost detectors (Wu and Nevatia, 2005) , AdaBoost combined with HOG features (Li et al., 2014) or Implicit Shape Models (Wohlhart et al., 2012) . Additionally, and in order to complete the introduction of this work, it has to be pointed out that in the field of computer vision it is common to use a public dataset in order to quantitatively compare the obtained results within the different ones reached by the scientific community proposals. In this context, there are several datasets that are widely used for people detection and activity recognition, such as KTH (kth, 2011; Schuldt et al., 2004) , Muhavi (Singh et al., 2010) or MSR (msr, ; Wang et al., 2012 ), all of them described in (Chaaraoui et al., 2012) . As mentioned before, the proposal hereby presented is validated using the well known CAVIAR (cav, 2005) and INRIA (Weinland et al., 2006) .
The rest of the paper is organized as follows: Section 2 presents the proposal for robust people detection; detailed experimental results are presented in Section 3; and finally Section 4 describes the main conclusions achieved.
ROBUST PEOPLE DETECTION
The aim of this stage is determining if there are people in the image. If so, the detector provides both the position and size in the image plane for each detected person. Two steps are included in the people detection proposal in order to accomplish the partial occlusion's robustness pursuit, both of which are described in the following sections.
Basic Detector
As it has been explained in the introduction, there are several approaches for people detection, being the most widely used those based on a sliding window and HOG descriptors (Dalal and Triggs, 2005) .
The proposal in this work, also uses HOG descriptors (which have demonstrated if efficacy for people detection) and a sliding window based detector, but it has been modified in order to increase its robustness against partial occlusions. In order to do that, the proposal is composed by five different part detectors for the full body, as well as for the half top, half bottom, half left and half right parts or the body, as shown in Figure 1 . Any of these detectors have the classical structure for a detector, including two different modules: the feature extraction and the classification. The first stage of each part detector is the feature extraction. In this stage, the HOG descriptors are obtained for a given input image. This is carried out using different sizes for the sliding window, depending on their aspect ratio (related to the full body window size: 64 × 128 pixels). Moreover, HOG descriptors are obtained for 64 different scales of the input image, in order to detect people with different sizes in the scene.
• Full body descriptor: obtained with a 64 × 128 pixels window, 16 × 16 pixels blocks, and 8 × 8 pixels cells.
• Half top body descriptor: obtained with a 64 × 64 pixels window, 16 × 16 pixels blocks, and 8 × 8 pixels cells.
• Half bottom body descriptor: obtained with a 64× 64 pixels window, 16×16 pixels blocks, and 8×8 pixels cells.
• Half left body descriptor: obtained with a 32 × 128 pixels window, 16 × 16 pixels blocks, and 8 × 8 pixels cells.
• Half right body descriptor: obtained with a 32 × 128 pixels window, 16 × 16 pixels blocks, and 8 × 8 pixels cells.
Then, a different binary Support Vector Machine (SVM) classifier is trained for each body part, using images from INRIA dataset (Weinland et al., 2006) , which includes a set of 64x128 pixels images, each of them presenting a properly centered person. These images have been cropped in order to have only a body part instead of a full person. An example of the cropped images used for training is shown in Figure 2 .
Regarding the SVM parameters, they have been adjusted experimentally, using k-fold cross validation. Moreover, different kernels have been consid- Once the trained has been performed, the extracted features are classified using the corresponding SVM. So, each of the SVM provides, for each detected person, its position and size (width and height) in the image, as well as the distance of the detection to the classification hyperplane, which is therefore related to the reliability of the detection. These detections are then associated using a multimodal approach, that is explained in Section 2.2. A general block diagram of the proposal, including all the explained stages is shown in Figure 3. 
Multimodal Detector
The term multimodal is used to qualify a particular type of the global people detector architecture proposed, based on the detection of different parts of the same person. Thus, the multimodal detector groups the detections of different parts, in order to increase the robustness in detecting partially occluded persons.
To describe the multimodal detector proposed, the following definitions have to be taken into account: a set of m detection sub-windows in the image Each of the k partial detections performed
is thus related to the i classifier, and the b r i region. In order to perform the grouping process that allows the multimodal detection, a nor-
(1) where
The grouping process proposed to obtain the multimodal associated people detector is incrementally performed from all the i = 1, ..., m − 1 partial detections in matrices D n i = {d n i k } m i −1 k=0 in the corresponding m B r sub-windows. Thus a new global multimodal detections matrix D n is created, initially being just a copy of the first partial detections one D n 0 , and incrementally including those elements from the next partial detections matrix, with low similarity S(d n i k , d n h ) with all m T increasing number of elements already in the multimodal detections matrix D n = {d n h } m T −1 h=0 , and modifying those with high similarity, till the last partial detection matrix D n m is reached. The association process mentioned is based on the Hungarian Algorithm (Kuhn, 1955) and described in 1, in which the similarity function S for every
h=0 , is also defined.
EXPERIMENTAL RESULTS
Once the global people detector proposed is detailed presented, in this section a complete set of results and its analysis is included, in order to determine the contribution of the different parts of the proposal, i.e. partial detectors and multimodal one and their behaviour within different types of SVM classifiers. First, the different kernels considered for the SVM classifier have been evaluated using a set of test images belonging to INRIA dataset (Weinland et al., 2006) . 1 presents the precision (ACC) obtained using the expression in equation 3 where T P is the number of true positives, FP is the number of false positives, T N is the number of true negatives and FN is the number of false negatives.
As it can be seen in table 1, the highest accuracy is obtained using a RBF Kernel. However, the computational cost for this kernel increases notably. For linear and polynomial Kernels, the multimodal detector has the highest accuracy. Regarding the body parts detectors, the full body and half top body detectors present a better performance than the other body parts. Once the different alternatives have been analysed, the linear kernel is selected because of its balance between the accuracy and the computational cost. The F 1 score, defined in equation 4 has also been computed, and the obtained results are shown in table 2. This metric gives information about both, the precision and recall of the classification algorithm, and as in the previous case, the body part detectors for full and half top body are the ones that present a better performance. Regarding the multimodal detector (associating information from all partial detectors) it shows a F 1 score similar to the full body detector one. The error rates of the algorithm have also been analysed bay using DET (Detection Error Trade-off) graphs, where the x-axis represents the False Acceptance Rate (FAR), and the y-axis represents the False Rejection Rate (FRR) defined in equations 5 and 6.
As in the previous results, the DET graphs are shown for each single detector, for the multimodal
Algorithm 1: Association algorithm for the multimodal detector. detector and for each kernel: lineal (Figure 5 ), polynomial ( Figure 6 ) and RBF ( Figure 7) . As it was expected, for the lineal and polynomial SVM, the lowest error rates are obtained for the full body detector and the multimodal one, followed by the half top body detector. On the other hand, the highest error rates correspond to the half bottom body detector. Thus, this results confirm that the full body and the half top body detectors are the part detectors that provide the highest precision.
Next, figure 8 shows the DET graph for the multimodal detector for the three kernels. In this figure, it can be observed that for the multimodal detector, the polynomial kernel is the one with the lowest error.
Finally, an example of the different stages of the detection process is shown. The presented results are obtained for an image belonging to CAVIAR dataset (cav, 2005) . First, Figure 9 . Figure 10 shows the detections for full body (left) and the top half body (right) detectors. The detections are then grouped obtaining the results shown in fig 11. Finally, all the results are combined using the multimodal association algorithm described in Section 2.2, in order to get the final result shown in Figure 12 . interest, being the main one his big and day by day increasing applicability. Among all the possible applications for this kind of technology it is in video surveillance where it presents a greater (mainly economic) interest, and thus, this is the focus of the work hereby presented.
In it, it has been evaluated the feasibility of an automatic people detection system with monocular images and without information about the background. Besides, a pretty good set of results and analysis of different and new techniques has been included.
This work also makes some important contributions that keep open some lines of research and development related to improvements in people detection systems. Within these, the following lines must be pointed out to be taken in consideration as main conclusions of the paper:
• New multimodal detectors with basic HOG descriptors. This proposal provides additional information to basic detectors that allows a more robust behaviour in complex situations.
• Mapping of reliability. In addition, this work has presented a simple way to build reliability maps of objects detection that have proven to improve surveillance task.
On the other hand, as a future work already in process, an improvement in the algorithm computational efficiency is needed to be applied to videosurveillance applications, in order to make it run in real time. With this focus in mind, the proposal presented can be easily computationally parallelized and programmable on GPU.
