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1. INTRODUCTION AND MAIN RESULTS
Consider the Dirichlet boundary value problem
−u = f x u + hx for a.e. x ∈ u = 0 on ∂ (1)
where  ⊂ RNN ≥ 1 is a bounded domain, f 
  × R −→ R is a
Carathe´odory function, that is, f x t is measurable in x for every t ∈ R
1Project 19871067 supported by the National Natural Science Foundation of China and
Project 00C024 supported by the Educative Department of Hunan Province.
321
0022-247X/01 $35.00
Copyright © 2001 by Academic Press
All rights of reproduction in any form reserved.
322 liu and tang
and continuous in t for a.e. x ∈ , and h ∈ L2. Let λkk = 1 2    be
the kth distinct eigenvalue of the eigenvalue problem
−u = λu in  u = 0 on ∂
and Eλk k = 1 2    be the eigenspace corresponding to λk. Set
Fx t ≡
∫ t
0
f x sds
for all t ∈ R and a.e. x ∈ .
In this paper, we obtain an existence theorem by the least action prin-
ciple for problem (1) in the critical growth case and a multiplicity result
is obtained by using the minimax methods in the critical point theory,
and in particular, a three-critical-point theorem proposed by Brezis and
Nirenberg [4] in the subcritical growth case. The main results are the fol-
lowing theorems.
Theorem 1. Suppose that there exist a constant C1 > 0 and a real func-
tion γ ∈ L1 such that
f x t ≤ C1t2
∗−1 + γx (2)
for all t ∈ R and a.e. x ∈ , where 2∗ ≡ 2N/N − 2 if N ≥ 3 and 2∗ may
be replaced by any number in 1+∞ if N = 1 or 2, and that
Fx t − 1
2
λ1t
2 →−∞ (3)
as t → ∞ uniformly for a.e. x ∈ . Assume that h ∈ L2 satisﬁes that∫

hxψxdx = 0 (4)
where ψ is the normalized eigenfunction corresponding to λ1, ψx > 0 for all
x ∈ . Then problem (1) has at least one solution in H10, where H10 is
a Hilbert space with the norm given by
u =
(∫

∇u2 dx
) 1
2

Theorem 2. Suppose that
h = 0 (5)
and that there exist C2 > 0 and 2 < p < 2N/N − 2 for N ≥ 3(2 < p <
+∞, for N = 1 2) such that
f x t ≤ C2tp−1 + 1 (6)
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for all t ∈ R and a.e. x ∈ . Assume that (3) holds and that there exists an
integer m ≥ 1 b > 0, and δ > 0 such that
λm ≤
f x t
t
≤ λm+1 − b (7)
for all 0 < t ≤ δ and a.e. x ∈ . Then problem (1) has at least two nonzero
solutions in H10.
Many papers deal with the case that
lim
t→∞
f x t
t
= λ1 (8)
uniformly for a.e. x ∈ (see [1, 3, 5, 8, 10, 11, 13, 17–20] and their refer-
ences), which is called resonant at the ﬁrst eigenvalue. Note that (8) implies
that
A∞x = λ1
for a.e. x ∈ , where
A∞x ≡ lim sup
t→∞
2Fx t
t2
for a.e. x ∈ . The more general case that
A∞x ≤ λ1
for a.e. x ∈  is considered by many authors (see [6, 7, 9, 14] and the
references therein).
The existence results are given for problem (1) in [1, 3, 5–11, 13, 14,
17–20]. In [2, 12, 21] some multiplicity theorems are obtained by using
the topological degree technique and the variational methods, respectively.
Except for [7, 14], the linear case is only treated. Reference [14] allows
subcritical growth on f x t and in [7] the critical growth on f x t is
considered.
Remark 1 There are functions f x t and hx satisfying our
Theorem 1 and not satisfying those in [1–3, 5–14, 16–20]. In fact, let
f x t = λ1t −
2t
1+ t2 + 2
∗t2
∗−1 cos t2
∗
and h ∈ L2 satisfying (4). Then f x t does not satisfy the theorems in
[1–3, 5, 6, 8–14, 16–20] for it is growing critically. Moreover f x t does
not satisfy the theorems in [7] yet because A∞x = λ1 in this case,
inf
v∈H10  vL2=1
{∫

∇v2 dx−
∫
v =0
A∞xv
}
dx = 0
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(see Theorem 1 in [7]). But
Fx t = 1
2
λ1t
2 − ln1+ t2 + sin t2∗
satisﬁes (2) and (3). Hence f x t and hx satisfy our Theorem 1.
Remark 2 There are functions f x t satisfying our Theorem 2 and not
satisfying those in [2, 12, 21]. In fact, let
f x t =
{
λmt t ≤ δ
C3λ1t − 2t/1+ t2 + ptp−2t cos tp t ≥ δ,
where C3 = λmλ1 − 2/1 + δ2 + pδp−2 cos δp−1 and 2 < p < 2N/
N − 2 for N ≥ 3(2 < p < +∞, for N = 1 2). Then f x t satisﬁes our
Theorem 2. But this f x t does not satisfy the theorems in [2, 12, 21] for
it is not linearly growing.
2. PROOF OF THEOREMS
Let
ϕu = 1
2
∫

∇u2 dx−
∫

Fx udx−
∫

hudx
for u ∈ H10. In a way similar to Theorem 1.4 in [15] we can prove that
ϕ ∈ C1H10 R. It is well known that u ∈ H10 is a solution of problem
(1) if and only if u is a critical point of ϕ. For u ∈ H10, set
u¯ =
(∫

∇u∇ψdx
)
ψ u˜ = u− u¯
Then one has
u¯ ∈ Eλ1 u˜ ∈ Eλ1⊥
Proof of Theorem 1 First there exist a real function g ∈ L1, and
G ∈ CRR which is subadditive, that is,
Gs + t ≤ Gs +Gt (9)
for all s t ∈ R, and coercive, that is,
Gt → +∞ (10)
as t → ∞, and satisﬁes that
Gt ≤ t + 4 (11)
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for all t ∈ R, such that
Fx t − 1
2
λ1t
2 ≤ −Gt + gx (12)
for all t ∈ R and a.e. x ∈ . In fact, since Fx t − 12λ1t2 → −∞ as t →∞ uniformly for a.e. x ∈ , there exists a sequence of positive integers (nk)
with nk+1 > 2nk for all positive integer k such that
Fx t − 1
2
λ1t
2 ≤ −k (13)
for all t ≥ nk and a.e. x ∈ . Let n0 = 0 and deﬁne
Gt = k+ 2 + t − nk−1
nk − nk−1
(14)
for nk−1 ≤ t < nk, where k ∈ N .
By the deﬁnition of G we have
k+ 2 ≤ Gt ≤ k+ 3 (15)
for nk−1 ≤ t < nk. It follows that
Fx t − 1
2
λ1t
2 ≤ −Gt + gx
for all t ∈ R and a.e. x ∈ , where
gx = C1
2∗
n2
∗
1 + n1γx +
λ1
2
n2∗1 + n1 + 4
In fact, by (2) one has∣∣∣∣Fx t − 12λ1t2
∣∣∣∣ ≤ C12∗ t2
∗ + γxt + λ1
2
t2∗ + t (16)
for all t ∈ R and a.e. x ∈ . For every t ∈ R there exists k ∈ N such that
nk−1 ≤ t < nk
In the case that k = 1 we have
Fx t − 1
2
λ1t
2 ≤ C1
2∗
n2
∗
1 + γxn1 +
λ1
2
n2∗1 + n1
= gx − 4
≤ −Gt + gx
for all t ≤ n1 and a.e. x ∈  by (16) and (15).
In the case that k ≥ 2, one has
Fx t − 1
2
λ1t
2 ≤ −k− 1 ≤ −k+ 3 + gx ≤ −Gt + gx
for all nk−1 ≤ t ≤ nk and a.e. x ∈  by (13) and (15).
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It is obvious that G is continuous and coercive. Moreover one has
Gt ≤ t + 4
for all t ∈ R. In fact, for every t ∈ R there exists k ∈ N such that
nk−1 ≤ t < nk
which implies that
Gt ≤ k+ 3 ≤ nk−1 + 4 ≤ t + 4
for all t ∈ R by (15) and the fact that nk ≥ k for all integers k ≥ 0.
Now we only need to prove the subadditivity of G. Let
nk−1 ≤ s < nk nj−1 ≤ t < nj
and m = maxk j. Then we have
s + t ≤ s + t < nk + nj ≤ 2nm < nm+1
Hence we obtain, by (15),
Gs + t ≤ m+ 4 ≤ k+ 2 + j + 2 ≤ Gs +Gt
which shows that G is subadditive.
Second, the functional
∫
 Gvdx is coercive on Eλ1. If not, there exist
C0 > 0 and a sequence vn in Eλ1 such that vn → ∞ and
∫
 Gvndx ≤
C0, which implies that
lim sup
n→∞
∫

Gvndx ≤ C0 < +∞ (17)
It follows from the ﬁrst part of the proof of Lemma 3.2 in [3] that for every
α > 0 there exists m
α
> 0 such that
measx ∈   vx < mαv < α
for all v ∈ Eλ1. For the convenience of the reader we state another proof.
If it does not hold, there exist α0 > 0 and a sequence vn∞n=1 ⊂ Eλ1 such
that
meas
{
x ∈  vnx <
1
n
vn
}
≥ α0
for all n, which implies that vn = 0 for all n. By the homogeneity of the
above inequality we may assume that vn = 1 and
meas
{
x ∈  vnx <
1
n
}
≥ α0
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for all n. It follows from the compactness of the unit sphere of Eλ1 that
there exists a subsequence, say vn, such that vn converges to some v in
Eλ1. Hence v = 0 and vn − v∞ → 0 as n → ∞ by the equivalence of
the norms on the ﬁnite-dimensional space Eλ1. For every positive integer
m, there exists N ≥ 2m such that vn − v∞ < 1/2m whenever n ≥ N .
Hence one has{
x ∈   vNx <
1
N
}
⊂
{
x ∈   vx < 1
m
}
which follows from the inequality
vx ≤ vN − v∞ + vNx ≤
1
2m
+ 1
N
≤ 1
m
for all x ∈  with vNx < 1/N . Thus we have
meas
{
x ∈  vx < 1
m
}
≥ α0
for all m, which implies that v = 0 on a positive measure subset. It contra-
dicts the unique continuation property of the eigenfunction.
Let
An = x ∈   vnx ≥ mαvn
Then one has meas\An < α. For every β > 0, there exists M > 0 such
that
Gt ≥ β
for all t ≥M by the coercivity of G. Let
Bn = x ∈   vnx ≥M
For x ∈ An, one has
vnx ≥ mαvn
which implies that An ⊂ Bn for large n. Now we have, by (11),∫

Gvndx ≥ β measBn − M + 4 meas \Bn
≥ β measAn − M + 4 meas \An
≥ βmeas− α − M + 4α
for large n. Hence one has
lim inf
n→∞
∫

Gvndx ≥ βmeas− α − M + 4α
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Letting α→ 0, we obtain
lim inf
n→∞
∫

Gvndx ≥ β meas 
By the arbitarity of β we have
lim inf
n→∞
∫

Gvndx = +∞
which contradicts (17).
Third, the functional ϕ is coercive. In fact, from (12), (9), and (11) one
obtains ∫

Fx udx− 1
2
λ1
∫

u2 dx
≤ −
∫

Gudx+
∫

gxdx
≤ −
∫

Gu¯ −G−u˜dx+
∫

gxdx
≤ −
∫

Gu¯dx+ u˜L1 + 4meas +
∫

gxdx
≤ −
∫

Gu¯dx+ C4u˜ + 1
for all u ∈ H10 and some
C4 = C + 4 meas +
∫

gxdx
where C is a positive constant in Sobolev’s inequality,
uL1 ≤ Cu uL2 ≤ Cu
for all u ∈ H10. Hence we have
ϕu= 1
2
∫

∇u2dx− 1
2
λ1
∫

u2dx−
(∫

Fxudx− 1
2
λ1
∫

u2dx
)
−
∫

hudx
≥ 1
2
∫

∇u˜2dx− 1
2
λ1
∫

u˜2dx+
∫

Gu¯dx−C4u˜+1−
∫

hudx
≥ 1
2
(
1− λ1
λ2
)∫

∇u˜2dx−C5u˜+1+
∫

Gu¯dx
for all u ∈ H10 and some C5 = C4 + ChL2, which implies that ϕ is
coercive by the coercivity of the functional
∫
 Gvdx on Eλ1 and the
fact that
u2 = u¯2 + u˜2
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At last, the functional ϕ is weakly lower semicontinuous. Indeed, from
(12) and (15) we obtain
Fx t ≤ 1
2
λ1t
2 + gx
for all t ∈ R and a.e. x ∈ . In a way similar to the ﬁrst part of the proof of
Theorem 1 in [7], one can prove that ϕ is weakly lower semicontinuous. It
follows from the least action principle (see, e.g., Theorem 1.1 in [15]) that
ϕ has a minimum. Hence problem (1) has at least one solution in H10,
which completes our proof.
Now we prove Theorem 2. For the convenience of the reader we state
a three-critical-point theorem proposed by Brezis and Nirenberg (see
Theorem 4 in [4]).
Lemma 1 [4]. Let X be a Banach space with a direct sum decomposition
X = X1
⊕
X2
with dim X2 <∞ and let ϕ be a C1 function on X with ϕ0 = 0, satisfying
the (PS) condition. Assume that, for some δ0 > 0,
ϕv ≥ 0 for v ∈ X1 with v ≤ δ0
and
ϕv ≤ 0 for v ∈ X2 with v ≤ δ0
Assume also that ϕ is bounded from below and infX ϕ < 0. Then ϕ has at
least two nonzero critical points.
Proof of Theorem 2. Let X2 be a ﬁnite-dimensional subspace of X =
H10 given by X2 = Eλ1 ⊕ · · · ⊕ Eλm and let X1 = X⊥2 . Then there
exists δ0 > 0 such that
ϕu≤ 0 for all u ∈ X2 with u ≤ δ0
ϕu≥ 0 for all u ∈ X1 with u ≤ δ0
(18)
In fact, from (7) one obtains
λmt
2 ≤ tf x t ≤ λm+1 − bt2
for all t < δ and a.e. x ∈ , which implies that
λmt
2s ≤ tf x st ≤ λm+1 − bt2s
for all 0 < s ≤ 1 t < δ and a.e. x ∈ . Noting that Fx t =∫ 1
0 tf x stds, we obtain
1
2
λmt
2 ≤ Fx t ≤ 1
2
λm+1 − bt2
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for all t < δ and a.e. x ∈ . By the equivalence of the norms on the
ﬁnite-dimensional space X2 there exists C6 > 0 such that
u∞ ≤ C6u
for all u ∈ X2. Hence one has
ϕu ≤ 1
2
∫

∇u2 dx− 1
2
λm
∫

u2 dx ≤ 0
for all u ∈ X2 with u ≤ δ/C6 by (5).
By (6) we have
Fx t ≤ C2p−1tp + t
for all t ∈ R and a.e. x ∈ . Thus one has
Fx t ≤ C2p−1 + δ1−ptp = C7tp
for all t ≥ δ and a.e. x ∈ . Hence we obtain, by (7),
Fx t ≤ 1
2
λm+1 − bt2 + C7tp
for all t ∈ R and a.e. x ∈ . It follows from (5) that
ϕu ≥ 1
2
∫

∇u2 dx− 1
2
λm+1 − b
∫

u2 dx− C7upLp
≥ b
2λm+1
u2 − C7Cpup
≥ 0
for all u ∈ X1 with u ≤ b/2λm+1C7Cp1/p−2, where C > 0 is a con-
stant such that
uLp ≤ Cu
for all u ∈ H10 by Sobolev’s embedding theorem.
It is obvious that ϕ is a C1-function with ϕ0 = 0. By the proof of
Theorem 1, ϕ is coercive and bounded from below. Thus ϕ satisﬁes the
(PS) condition by the subcritical growth of f x t and the coercivity of ϕ.
In the case that infX ϕ < 0, Theorem 2 follows from Lemma 1.
In the case that infX ϕ ≥ 0, by (18) one has ϕu = infX ϕ = 0 for all
u ∈ X2 with u ≤ δ, which implies that all u ∈ X2 with u ≤ δ are
solutions of problem (1). Therefore Theorem 2 is proved.
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