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Abstract 
Globally, natural disasters frequently cause large numbers of death and much 
destruction. For instance, earthquakes, volcanic eruptions, and tsunamis, resulting 
in large losses of human life and property. These disasters can also greatly damage 
communication systems; for example, outages and communication failures 
caused by tsunamis have occurred in many areas. The associated increase in 
communication (including massive amounts of voice calls, messages, and 
Internet traffic) exacerbate network congestion. Current network technologies are 
very vulnerable to natural disasters. Disseminating information in a timely and 
effective manner during and after a disaster is very important because it could 
help suppress the negative effects of the disaster. [24] 
This dissertation provides a reliable disaster information sharing system that 
utilizes information-centric networking technology. The system effectively 
utilizes a current network system to quickly and effectively provide emergency 
information services for people in disaster areas. [24] 
This thesis is logically separated into two main parts. The first part introduces 
how natural disasters affect the network communications and how people utilize 
network communications to reduce the impact of disasters. The disaster and ICT 
(information and communication technology) based disaster management system 
conflicts with each other.  Disseminating information timely can help us to reduce 
losses, but the large-scale disaster will also impact the communication system. 
How do we build a robust disaster information system? The current 
communication technology (such as TCP/IP) may reach its bottleneck. As the 
Next Generation Network (NGN), Information-Centric Networking (ICN) has 
shown merits regarding mobility, security, power consumption, and network 
traffic. ICN was designed to replace the host-to-host data communication through 
  
the named data and content-centric principle.  During a disaster, many network 
services will become unavailable because its system relied too much on the 
server/client model. Any kind of damages, such as network congestion, link 
failure, large numbers of simultaneous connections, the overload will make the 
service inaccessible. By using the ICN, we are not only seeking data on specific 
location; the named data can help us find the desired data from the closest node. 
In the rest parts, three ICN based technologies will be introduced. These 
technologies will help us to create a robust network service. Each technology has 
been evaluated by simulation and field experiment. [24] 
The thesis is organized into six chapters, all chapters are summarized below: 
Chapter 1 provides a general introduction that describes the impact of disasters 
on network services and describes how emergency network services could help 
people escape from dangerous areas, which could reduce losses. [24] 
Chapter 2 describes related studies and technologies. Information-centric 
networking (ICN) and node named networks (3N) are introduced. Chapter 2 also 
introduces the current solution for disaster scenarios. [24, 25, 26] 
In Chapter 3, the ICN-based Disaster Information Sharing System (DISS) is 
proposed. DISS could provide robust information sharing service during disasters. 
DISS uses name prefixes composed from geographic information, and 
coordinates are part of the name prefix. Users can share information on the ICN 
network using their current coordinates. With giving a coordinate range, terminals 
would enumerate all possible names of users to retrieve information. According 
to the network conditions, items of interest would be sent to either servers or 
specific nodes. The ICN-based DISS could reduce the probability of network 
congestion when a large number of simultaneous connections occur. DISS is 
simulated in two disaster scenarios. [24] 
  
 In chapter 4, the 3N-based node name routing (NNR) strategy is provided. This 
strategy is especially valuable for use in disaster areas because when Internet 
service is down during a disaster, our strategy can be used to set up a self-
organizing network using cell phones or other terminal devices that have a sharing 
ability in a way that does not rely on a base station (BS) or similar providers. Our 
proposed strategy can solve the multiple name problem that has arisen in 3N 
proposals as well as the dead loop problems in both ad hoc 3N networks and ad 
hoc TCP/IP networks. To evaluate the NNR strategy, it is compared with the 
optimized link state routing protocol (OLSR) and the dynamic source routing 
(DSR) strategy. Comprehensive computer-based simulations show that our NNR 
proposal exhibits better performance in this environment when all users are 
moving randomly; with a growing number of users, our NNR protocol performs 
better in terms of packet delivery, routing cost, etc. DISS and NNR can also be 
implemented as drone-based systems. [25] 
In chapter 5, the artificial neural network (ANN)-based distributed ICN system 
(ANN-based DICNS) is proposed for reducing the network traffic and node 
payload caused by disaster information dissemination. The distributed nodes are 
connected like a neural network. When a client utilizes DICNS, the data flow 
from the source to the consumer node like the signal traveling from an input layer 
to an output layer in a neural network. By using ICN, our proposal can 
significantly reduce network consumption, and the named data can help DICNS 
effectively manage and classify data. [26] 
Finally, chapter 6 summarizes the proposed technologies. 
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Chapter 1 
Introduction 
Earthquakes strike the Japanese archipelago almost 5000 times per year [1]. Huge 
disasters, such as in the Great East Japan Earthquake on March 11, 2011, could 
result in many injuries and deaths. In addition to the primary disaster, the high-
magnitude Great East Japan Earthquake also resulted in a series of secondary 
disasters, including tsunamis, fires, and nuclear hazards. Data from the National 
Police Agency (NPA) of Japan reveal that 311 earthquakes have caused more than 
15000 human deaths [2]. Our world is full of disasters. Humans are too weak in the 
face of a disaster. [24] 
After a disaster, disseminating information quickly and effectively could help 
people escape from the disaster area, which could reduce losses. Published disaster 
information should include a warning, description, a safety confirmation or an SOS 
Figure 1.1: Disaster warning methods. [3] 
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message. There are many solutions for disseminating disaster information, such as 
sounding an alarm; however, although people will notice the disaster warning 
immediately when they hear an alarm, this kind of alarm cannot carry any detailed 
information about the disaster. Additionally, the alarm must keep sounding, which 
could be impossible during an outage. Another dissemination method is 
broadcasting a message to terminals, which requires a fully functional 
communication system and for the details of disaster information to be determined 
by publishers (Figure 1.1). [24] 
Disasters can also greatly damage communications systems. For example, 
outages and communication failures caused by a tsunami during the previously 
mentioned disaster occurred in many areas. The increase in communication 
(including massive amounts of voice calls, messages, and Internet traffic) 
exacerbated network congestion. In addition, the Japan Ministry of Internal Affairs 
and Communications (MIC) indicated that 65.4% of respondents’ mobile phone 
voice communications became unavailable on the day of the earthquake (i.e., March 
11) [4]. In contrast, only 11.3% found that web services were unavailable. Thus, to 
provide efficient and robust disaster information services, website-based disaster 
information sharing services should be utilized. Disaster information could be 
retrieved by visiting a specific website through browsers from various kinds of 
terminals. However, this system relies too much on web servers. Any damage, such 
as network congestion, link failure, a large number of simultaneous connections and 
overload, would render the service inaccessible. [24] 
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Chapter 2 
Related Work 
2.1 Overview of ICN 
Information-centric networking (ICN) is also known as content-centric networking 
(CCN [5]) or named data networking (NDN [6]). ICN is designed to replace host-
to-host data communication through named data. In ICN, the host-centric principle 
is replaced by a content-centric principle. ICN provides two data types: interest and 
content. There are several optional elements that can be specified within interest 
Figure 2.1: A comparison of IP and ICN protocol stacks. [5] 
 9 
and content. Generally, an ICN node (i.e., a node with an ICN protocol stack) should 
function as a content store (CS), as a content cache organized for retrieval by a 
prefix match lookup of names, and as a forwarding information base (FIB), which 
is a table of outbound faces used to forward interest to potential sources of matching 
content. The PIT is a table of sources for unsatisfied interests that keeps track of the 
interests forwarded upstream to the content source. The content can also be sent 
downward to its subscriber. [24] 
2.1.1 Named Data and Data Types 
There are two packet types in ICN: interest and content (data or content object) 
(Figure 2.2). As shown in the figure below, both of these packets have name 
elements. The name is given by the publisher and is used to find and identify content. 
Several optional elements can be specified within interest and content. The name 
“nonce” is a name component with a random number that was designed to forward 
an interest to a specific source without a cache hit. The “exclude” flag represents a 
description of name components so that undesired content can be filtered out. 
 
Figure 2.2: ICN packets. [5] 
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2.1.2 ICN Stack and Forwarding Engine 
Generally, an ICN node (i.e., a node with an ICN protocol stack) should function as 
a CS and as a content cache organized for retrieval via prefix match lookup on 
names. The CS can temporarily store content. The FIB is a table of outbound faces 
used to forward interests to potential sources of matching content. The ICN FIB is 
similar to the IP FIB, but it allows multiple outgoing faces. The pending interest 
table (PIT) is a table of sources for unsatisfied interests that tracks interests that are 
forwarded upstream to content sources. The content can also be sent downward to 
subscribers. [24] 
In ICNs, users can send interests to seek wanted content. Once ICN nodes with 
name-matched content receive the interests, they are being selected to deliver the 
content. Users can receive content not only from the central server but also from 
nodes with matched content. The primary ICN working mechanism is shown below 
[24]: 
1) Receive Interest 
(a) Search for the interest in the CS. If the content is found in the CS, the 
node will return that object to the previous hop, then discard the interest. 
(b) Search for the interest in the PIT. If a match is found, the node will add 
the arrival face of the interest to the existing PIT entry. If there is no 
match, the interest is added to the PIT. 
(c) If the interest is not found in the PIT, then the interest name is searched 
for in the FIB. If the interest name is found, the interest is forwarded to 
the resulting face set. If not, this interest will be discarded, and the PIT 
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entry will be removed, or the interest will be forwarded to the default 
face. 
2) Receive Content 
(a) Lookup the content in the PIT. If a match is found, this node will 
forward the content to all faces represented in the matched PIT entry; 
then, the satisfied PIT entry is removed. If a match is not found, the 
content should be dropped. 
(b) Save the content in the CS. 
The ICN can reduce network congestion and enable serverless service when 
users cannot connect to servers. 
 
Figure 2.3: ICN packet forwarding engine. [5] [24] 
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In ICNs, users can send interests to seek the desired content. Once ICN nodes with 
name-matched content receive interests, they will be selected to deliver the content. 
Users can get content not only from the central server but also from nodes with 
matched content. However, in traditional ICN architectures, mobility concerns are 
still a challenge. [24] 
2.1.3 Named Node Network 
To solve the mobility problem, 3N (node name network) [7], which uses a seamless 
architecture that seeks to create an alternative to TCP/IP, is proposed. [25] 
This method was chosen because 3Ns consider the need for efficient and flexible 
content distribution in environments where users are generally mobile; 3Ns use a 
complete network naming architecture, as described by Dr. Saltzer in his RFC 1498 
[8], which has separate and unique namespaces for content and nodes. In particular, 
the node namespace is strictly managed using a topological structure specifically 
for enrolling in and unenrolling from the 3N network. The 3N also defines two main 
types of Protocol Data Units (PDUs), mechanism PDUs and data transfer PDUs, to 
clearly distinguish between PDUs that affect the configuration of the network and 
PDUs that are used to transport content from one side of the network to another. [7] 
The 3N uses a fundamental way to solve the mobility problem in ICNs. The 3N 
proposes adding two new, completely independent namespaces to the ICN network 
layer. 
The 3N maintains ICN’s standard content naming namespace without 
modifying its structure. To avoid confusion between network layers and 
namespaces, we renamed the namespace used to name content as the service 
namespace. The service namespace is used to identify content or services that run 
within the network. These services run on top of nodes, which are identified by the 
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node name namespace. Names belonging to the service namespace will be referred 
to as ICN names. [7] 
The node name namespace is specifically created to name nodes participating in 
an ICN. Names belonging to this namespace will be called 3N names. This 
namespace complies with the requirements for being a metrizable topological space, 
which implies that names should be logically close, determined by a particular 
distance function, and continue to be proportionally close to each other in any 
namespace mapping. The simplest type of namespace that fits this requirement is a 
metrizable hierarchical namespace, which will be used in our examples. The node 
name namespace consists of a single, complex, multilevel structure into which all 
3N names fit. The namespace is organized starting from a single root into which 
sectors are placed. Each sector can contain either individual 3N names or more 
specific subsectors. The name partitioning scheme used for a network will depend 
greatly on the network’s physical distribution and scale. The 3N does not require 
any particular limit for the partitioning as long as topologically significant naming 
can be maintained. [7] 
A 3N name is composed of labels ranging in length from 1 character to the full 16 
characters permitted in the name. A name can have as many labels as required, 
separated by a period (“.”), as long as the total number of characters used in a name 
does not exceed 16 hexadecimal characters. This allows variably sized names that 
range from half an octet to a maximum of 8 octets. When a label is defined, the 
remaining character positions in the namespace can be delegated as desired to create 
a hierarchical, topological structure that will permit the aggregation of names, 
specifically in routing tables. A label represents what we call a sector. Following 
the limitations described, there can be as many subsectors as desired. The grammar 
found in Figure 2.4 can help clarify what is considered a valid 3N name. Figure 2.5 
shows valid examples of 3N names. [7] 
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Figure 2.4: Grammar for 3N name. 
 
Figure 2.5: 3N name examples.  
The node name namespace will act as a level of indirection for the service 
namespace and (Points of Attachment) PoA namespace. 
The PoA namespace consists of the names typically used by physical interfaces 
to identify themselves, such as the common ethernet MAC address. Names 
belonging to this namespace will be referred to as PoA names. 
With this new naming structure, a mobile node will get its 3N name from an 
edge node to which the mobile node is physically linked by any available medium. 
By obtaining a 3N name and having the network maintain updated mappings 
between the three defined namespaces, the mobile node can be reached, regardless 
of its current location, as long as only one mapping at a time is changed. For 
instance, if a content packet returns from a CS, then the content router finds the 
node’s 3N name, checks the mappings for any updates, and uses the updated 3N 
name to reach its destination. [7] 
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Figure 2.6: PDU types. [7] 
3N PDUs (the PDU packet types are shown in Fig. 2.6) work in a connectionless 
fashion using known procedures of packet-switching networks. Similar to ICNs [5], 
3Ns concentrate on content distribution by utilizing interconnected and 
communicating CSs to decrease the server load on particular content producers and 
ensuring a low delay and higher network bandwidth efficiency than other current-
generation networks. The main motivation behind 3N is a critique of the accounting 
capabilities of ICN, which inspires doubts about connecting, managing, and 
controlling an ICN if it were deployed in a mission-critical scenario. Additionally, 
this lack of accounting has the unintended side effect of ICN not being able to 
ensure reliability in scenarios in which low delay and high user mobility are key 
factors. The topological naming of nodes in a 3N ensures that these types of 
scenarios can be managed in a clear and efficient way. Moreover, source-only (SO) 
packets and dual-unit (DU) packets are utilized in this paper; their architectures can 
be found in Fig. 2.7 and Fig. 2.8, respectively. [7] [25] 
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Figure 2.7: SO packet. [7] [25] 
 
Figure 2.8: DU packet. [7] [25] 
2.2 Disaster Management System 
Recently, the disaster management system has become more efficient by utilizing 
information communication technology (ICT). Japan, like the one of most 
earthquake-prone countries in the world, has many countermeasures for disasters 
that use ICTs. When seismometers detect P-waves produced by an earthquake, the 
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Japan Meteorological Agency (JMA) issues Earthquake Early Warning (EEW) [9] 
information before the S-waves begin. Televisions, telecom operators and Internet 
content providers broadcast EEW information to the public. For example, users can 
receive warning messages (for severe weather, earthquakes, etc.) from servers by 
utilizing the disaster alert application provided by yahoo.co.jp (Figure 2.9) [10] [24]. 
 
Figure 2.9: Disaster alert application provided by Yahoo Japan Corp. [10] [24] 
Most Japanese telecom operators provide disaster messaging services, such as 
the Disaster Message Board, to allow information exchange between customers 
when a large earthquake happens [11]. Safety confirmation is the basic function of 
the Disaster Message Board. Users can post and verify their safety status. Google 
Person Finder [12] and the SAHANA system [13] provide services similar to the 
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Disaster Message Board to help people find each other. In addition, the SAHANA 
system provides a web-based platform for sharing and managing emergency 
information, and it can plot this information on maps by utilizing Open Street Map 
(OSM) [14] [32] [24] (Figure 2.10). 
 
Figure 2.10: SAHANA system.  [15] [24] 
In previous research, a website-based disaster information sharing system [16] 
was developed (Figure 2.11). Users can share information by uploading text 
messages, pictures or videos to the website. This system can display refuge and 
disaster information on maps through the Google Maps API [17] [24]. 
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Figure 2.11: Web-based disaster information system. [16] [24] 
However, most Internet services are based on a client-server model in TCP/IP 
networks. These services will be out of reach when servers become unavailable. 
Thus, the development of a robust disaster alarm system that can work without 
servers is of great importance [24]. 
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2.3 ANN-Based Distributed ICN 
ANNs have been widely used in many fields, such as computer vision and natural 
language processing (NLP) [33]. An ANN consists of a collection of connected 
artificial neurons (i.e., processing units). A signal traveling in an ANN comes from 
the input layer, goes through the hidden layers and finally arrives at the output layer. 
Data processing in the network service is similar to that in the ANN. The packet 
takes the data from the source to the server nodes, and the processed data are 
forwarded to the client. The data source can be considered the input layer of an 
ANN. Along with server nodes, such as the hidden layer, a client can obtain the 
desired result from the output layer. By utilizing ANN, we can remodel the 
architecture of the network service as follows [26]. 
Decentralized architecture: we can divide the network service into discrete 
functions and distribute these functions on the path between the source and the 
client. [26] 
Result oriented: when designing the network service, we should consider the 
user’s requirements, the meaning of the data and the results from the service. [26] 
Artificial neural network (ANN): we should treat the network service as a 
computing process, not as a specific application. As a process, we can use ANN to 
optimize the network service. [26] 
The full network service can be fragmented into distributed systems. The 
connections between the systems are organized like an ANN (Fig. 2.12). Data are 
forwarded from the source to the consumer and processed by the distributed 
systems; finally, the consumer can obtain the desired result. Data processing and 
exchange in a distributed system are not like those in a single ANN system, as 
distributed systems may generate more overhead and traffic. [26] 
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Figure 2.12: ANN-based distributed system. [26] 
 
Figure 2.13: Bottleneck in a distributed neural network. [26] 
In the application of ANNs in various fields, certain tasks that train large-scale 
datasets require fast processors. Although hardware technology has advanced in 
recent years, it still creates a bottleneck (Fig. 2.13). Moreover, training the ANN on 
a single machine takes a long time. To overcome the hardware bottleneck, 
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researchers have started focusing their attention on distributed systems. A 
significant amount of research has already been done on distributed neural networks. 
There are two solutions for parallelizing the tasks [26]. 
Model parallelism is defined by several nodes in a distributed system that are 
responsible for the various parts of the ANN model and may generate additional 
traffic. Data parallelism is defined by several nodes of the same parallelism and 
requires a server to manage the training data. Model and data parallelism models 
do not conflict with each other, and the two parallelism models can sometimes be 
implemented simultaneously [18] [26]. 
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Chapter 3 
Disaster Information Sharing System 
In this chapter, the ICN-based DISS that can provide information exchange to solve 
the aforementioned problem is presented [24]. 
3.1 System Overview 
Information exchange is the basic mechanism of ICN-based DISS. In my design, I 
define one piece of disaster information as a content object. In this case, disaster 
information can be acquired by forwarding the interests of disaster information. 
Figure 3.1 shows the ICN-based DISS working mechanism. [24] 
 
Figure 3.1: ICN-based DISS working mechanism. [24] 
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Users can publish the disaster information to ICN-based DISS servers or local 
terminal repositories. In ICN, name prefixes are used to identify content. Under this 
condition, if a DISS server is available, users can send interests to the DISS server 
and retrieve an index of disaster information. If the server is unavailable, users can 
send interests to specific nodes. Figure 3.2 shows the DISS architecture. [24] 
 
Figure 3.2: DISS architecture. [24] 
3.2 Definition of Disaster Information 
The MIC’s white paper [4] indicates that during the period from the occurrence of 
the 3/11 earthquake to the end of April, most Internet users preferred to choose the 
administrative agencies’ websites and search engines for collecting information 
during the disaster. A website is composed of many web pages and a large amount 
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of multimedia content. To help users comprehend disaster information, multimedia 
content is used to describe the status of a location. Disaster information can be in 
the form of text, images, voice messages, videos, etc. DISS users are publishers and 
subscribers. Users can publish safety confirmation, search notices, and warning 
messages via text, picture, audio or video. When most mobile terminals are 
equipped with a camera, it is feasible for users to take vivid pictures or videos of 
disaster situations occurring where they are (Figure 3.3). [24] 
 
Figure 3.3: User creates disaster information with a terminal. [24] 
3.3 DISS Naming Strategy 
The names of disaster information are assigned by the DISS naming strategy. In an 
ICN, the name prefix is organized by a URI-based [31] hierarchical structure. In 
this structure, DISS uses name prefixes composed of message type, geographical 
names and coordinates. Figure 3.4 shows an example of a disaster information name 
prefix. [24] 
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The first component of the name prefix is message type, which DISS uses to 
differentiate normal content from disaster information. The next component is the 
geographical name. This is a variable-length readable string used to forward a 
packet to a specific source. As shown in Figure 3.4, disaster information might be 
stored in the No. 2 Network at Waseda University, Okubo Campus in Shinjuku 
District, Tokyo. [24] 
 
Figure 3.4: Example of disaster information name prefix. [24] 
City information will be presented using the string tokyo/shinjuku/waseda-
u/okubo-c/net2 as its geographical name. The final component of the name prefix 
is composed of latitude and longitude information. Coordinates (i.e., latitude, 
longitude) are used to identify the exact location of disaster information. Currently, 
most mobile terminals are equipped with a GPS receiver. In addition, even if the 
GPS function is unavailable, there are still many methods by which coordinates can 
be obtained. For example, an IP address could be used to estimate a user’s location. 
The DISS server maintains an index file of disaster information. When users 
retrieve disaster information from the DISS server, the geographical name should 
be the DISS server’s location. [24] 
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The resolution of the coordinates determines the maximum amount of disaster 
information within a given area. By using the Spherical Law of Cosines, the 
distance between two coordinates can be calculated as Equation 1. [24] 
𝐷𝐷 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑎𝑎𝑠𝑠𝑠𝑠(𝜑𝜑1) ∙ 𝑎𝑎𝑠𝑠𝑠𝑠(𝜑𝜑2) + 𝑎𝑎𝑎𝑎𝑎𝑎(𝜑𝜑1) ∙ 𝑎𝑎𝑎𝑎𝑎𝑎(𝜑𝜑2) ∙ 𝑎𝑎𝑎𝑎𝑎𝑎(𝛥𝛥𝛥𝛥)) ∙ 𝑅𝑅   (1) 
φ_1 and φ_2 are the latitudes of two given coordinates. is the difference between 
two given longitudes, and the radius R of Earth is 6371 km. Thus, one second of 
one coordinate is approximately 30m in the Tokyo area. In the DISS prototype, 0.1 
second is set as the default minimum unit of coordinates in the naming strategy, and 
locations within a unit area share the same coordinates. [24] 
By calculating the area of Waseda University Okubo Campus according to 
Equation 2, the maximum number of disaster information units in this area is 4494. 
Disaster Information𝑀𝑀𝑀𝑀𝑀𝑀 = 𝐴𝐴𝐴𝐴𝐴𝐴𝑀𝑀𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑀𝑀𝑀𝑀𝑀𝑀    (2) 
The more accurate the resolution, the bigger the maximum number of disaster 
information units within an area; thus, resolution influences the disaster information 
retrieval time. As the capacity of information in this area increases, the probability 
of the retransmission of disaster information will increase due to the traffic increase 
caused by simultaneous content retrievals. Because network delay is primarily 
caused by retransmission, the retrieval time will very likely increase. The low 
precision of the minimum coordinate unit will cause the occurrence of multiple 
disaster information units that use the same name prefix. In current design, 0.1 
second, which is the highest precision from the GPS receiver, is used as the 
minimum coordinate unit. In an ICN, as a basic principle, one interest packet gets 
one content packet. Detailed discussion of the appropriate minimum number of 
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coordinate units, including topics such as population density and utilizing 
timestamp in name prefix. [24] 
3.4 Publishing and Retrieval Strategy 
Users can publish disaster information to a DISS server or a local terminal 
repository. Before publishing the disaster information from a terminal, the 
information should obtain a DISS name. As mentioned before, the terminal obtains 
the current coordinates from the GPS receiver and converts the coordinates into a 
readable geographic name, creating the current DISS name. Different locations 
should correspond to different coordinates. Because the accuracy of the civil GPS 
function is not very high, two users in the same location may receive different 
coordinates due to GPS errors. Thus, different disaster information describing the 
same location can be published and may not be covered. In some cases, different 
users may publish disaster information with the same name prefix. To avoid 
duplicate names, terminals should perform a name retrieval on adjacent nodes. If a 
match is found, the user can change the name prefix. Figure 3.5 shows the basic 
process of the DISS publishing strategy. [24] 
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Figure 3.5: DISS publishing strategy. [24] 
In this case, if the terminal wants to make a connection to the DISS server, the 
terminal should upload its disaster information to the server to help the DISS server 
maintain the disaster information and the index file. If the DISS server is 
unavailable, then the terminal should publish the disaster information to its local 
repository. [24] 
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To present the retrieval of disaster information under different network 
conditions, two types of retrieval strategies are presented: a server-oriented strategy 
and location-oriented strategy (i.e., server-based DISS and serverless DISS). 
According to the unified naming strategy, terminals should send interests to retrieve 
and plot the matched content on the local map system (Figure 3.6). [24] 
 
Figure 3.6: Plotting disaster information. [24] 
During a disaster, campuses usually serve as refugees. Most campuses cover a wide 
area and have large-scale networks to support a great deal of terminals. Thus, the 
NMS campus network model (Figure 3.7) [19] is adopted here as the network 
topology. [24] 
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Figure 3.7: NMS campus network mode.l [24] 
This retrieval strategy is designed to publish disaster information to an ICN-
based DISS server. The disaster information is stored in the DISS server, and users 
need to send interests to the server to retrieve index files of disaster information. As 
shown in Figure 3.7, the DISS server is established in the No. 1 network of the 
campus. The name prefix of the server-oriented strategy should resemble that in 
Figure 3.8. [24] 
 
Figure 3.8: Name prefix for the server-oriented retrieval strategy. [24] 
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This method is similar to the client/server model of TCP-/IP-based network 
services; however, the caching functionality of the ICN will be utilized. ICN nodes 
will retain copies of disaster information in CSs. If subsequent interests come from 
other nodes, duplicated content will be returned. This will reduce server load and 
network traffic. If the server updates the index content, the name “nonce” could be 
used to forward interests to the server and retrieve a response from an authoritative 
source. [24] 
This retrieval strategy is designed to forward ICN packets to a specific server in 
case some servers are unavailable or inaccessible for DISS. Moreover, disasters 
could damage communication systems and the physical links that connect to servers 
may be congested or even broken. In these situations, the disaster information server 
cannot gather disaster information and receive interests. To solve this problem, in 
my proposal, DISS provides another retrieval strategy, called a location-oriented 
retrieval strategy. [24] 
In ICN-based DISS servers, names with geographical information are attached 
to each node, which is good for distributing whole-area disaster information to a 
specific node or network located in the area. Under this circumstance, before users 
retrieve disaster information, they need to select a search area. According to DISS’s 
naming strategy, coordinates can be converted into a readable geographical name 
via reverse geocoding. Thus, all possible names within the area can be calculated. 
Figure 3.9 shows a terminal traversing a name tree and enumerating all possible 
names within the coordinate range. [24] 
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Figure 3.9: Disaster information name tree traversal. [24] 
In this case, interests with possible names corresponding to the ICN nodes in 
one area can execute the retrieval. Although the complete disaster information for 
the given area is located in the repository of the corresponding terminals or in the 
CS of the ICN nodes; it is not necessary for users to receive all the information at 
their terminals. In contrast, the first interest will fetch a disaster information index 
for this area. With the help of the index, subscribers can select the needed disaster 
information and send subsequent interests to it (Figure 3.10). [24] 
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Figure 3.10: DISS retrieval strategy. [24] 
DISS terminals should re-express content-matched interests using an exclusion 
filter. The exclusion filter includes a hash of retrieved content. Then, the DISS 
continues expressing interests until it receives no further responses. This procedure 
could help avoid issues of duplicated names. [24] 
3.5 Application and Evaluation 
The DISS application is a Java-based information sharing system that uses DISS 
theory and CCNx [20]. 
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Users could publish and retrieve disaster information using this application. 
When the application is launched, it will start a GIS-like GUI. Users could observe 
disaster information on the right of the application window. The DISS application 
shows a local map and realizes reverse geocoding by invoking OSM [32]. The 
reverse geocoding could help DISS convert GPS coordinates into a geographic 
name. By calling the local CCNx stack, the DISS application could transmit 
interests and receive content via ICN. The disaster information will be published to 
the terminal’s local repository and cache. When several terminals send interests 
relevant to this disaster information, the local terminal will forward these data to 
the subscriber. Figure 3.11 shows a DISS application that found matched disaster 
information. [24] 
 
Figure 3.11: DISS Application. [24] 
The topology in the simulation is composed of a server node and an LAN 
consisting of variable nodes. TCP- and ICN-based DISS servers are established on 
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the server node. Between the server node and the LAN, the maximum online 
transmission rate is set to 10 Mbps to clearly show the saturation performance using 
a small number of nodes. [24] 
Table 1 DISS Simulation Conditions. [24] 
 TCP Server ICN Server Serverless 
Nodes Server: 1 LAN: 10 to 100 
Server: 1 
LAN: 10 to 100 
Server: 0 
LAN: 1000 
Transmission Data Data File: 1 MB Contents: 1000  (Content size: 1024 Bytes) 
Contents: 1000 
(Content size: 1024 Bytes) 
Link Interface 
Bottleneck Link:  
10 Mbps 1 ms 
LAN Link:  
1000 Mbps 1 ms 
Bottleneck Link:  
10 Mbps 1 ms 
LAN Link:  
1000 Mbps 1 ms 
LAN Link:  
1000 Mbps 1 ms 
Simulator NS3 NS3 ndnSim NS3 ndnSim 
 
Figure 3.12: Simulation Topology. 
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In this simulation, three dissemination models were designed according to 
different network conditions: a server-based TCP DISS model, an ICN-based DISS 
model, and a serverless ICN-based DISS model. In the server-oriented TCP- and 
ICN-based DISS models, terminals in the LAN simultaneously download a 1-MB 
data file from the server node. In the location-oriented ICN-based DISS model, the 
terminals send all possible interests to the whole LAN for retrieval of 1 MB of data 
from the LAN nodes. To simulate network failure in a disaster, an error model was 
added to the data source; the error rate ranges from 0.001 to 0.005. In this simulation, 
by setting the error rate to 0.1, approximately 10% of the packets will be lost. [24] 
Test results are shown in Figure 3.13. When the number of terminals is less than 
30, the TCP-based DISS shows performs better than the ICN-based DISS performs. 
As the number of terminals increases, the download time of the TCP-based DISS 
total increases linearly, and the ICN-based DISS elapsed time remains constant. 
Once the LAN nodes cache the content, the terminal will download the content from 
the LAN. [24] 
The second test simulated the DISS model working under harsh network 
conditions (Figure 3.14). The error rate was increased, and it was found that the 
server-based DISS download time increased significantly while the ICN-based 
serverless DISS maintained an almost constant download time. This result is based 
on the impact of the packet retransmission rate on the total download time. [24] 
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Figure 3.13: Total download time in a normal network. [24] 
Dropped packets should be sent again, which will require more time to finish the 
task. In the serverless model, data sources are distributed on each LAN node, and 
each node is set to have content with a total size of 1 MB. The serverless model acts 
like a distributed system, and improves the stability of the DISS. The subscribers 
should flood all possible interests to each node. The interest hit rate is (Equation 3) 
[24]: 
𝐻𝐻𝑠𝑠𝐻𝐻𝑅𝑅𝑎𝑎𝐻𝐻𝑠𝑠𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐴𝐴𝐴𝐴𝐼𝐼𝐴𝐴𝐴𝐴𝐼𝐼𝐴𝐴𝐼𝐼𝐼𝐼 = 1 𝑇𝑇𝑎𝑎𝐻𝐻𝑎𝑎𝑇𝑇𝑇𝑇𝑠𝑠𝐻𝐻𝑇𝑇𝑇𝑇𝑇𝑇𝑎𝑎𝐻𝐻𝑎𝑎�   (3) 
Although the interest hit ratio is lower than those for the other two models, the 
data source being distributed on each node reduces the possibility of content loss. 
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The simulation results reveal that the decentralized network service (serverless 
DISS) can maintain high efficiency during network failures. [24] 
 
Figure 3.14: Total download time during network failure. [24] 
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Chapter 4 
NNR and Drone-Based DISS 
In this chapter, the node name routing (NNR) [25] strategy is proposed for ad hoc 
information-centric networks based on named node networking (3N). This strategy 
is especially valuable in disaster areas because when Internet service is down during 
a disaster, it can be used to set up a self-organizing network via cell phones or other 
terminal devices that have the ability to share, and it does not rely on a base station 
(BS) or similar providers. Our proposed strategy can solve the multiple name 
problem that has arisen in prior 3N proposals and the dead loop problems in ad hoc 
3N networks and ad hoc TCP/IP networks. The NNR strategy was evaluated by 
comparing it with the optimized link state routing protocol (OLSR) [28]and the 
dynamic source routing (DSR) [29] strategy. Comprehensive computer-based 
simulations showed that our NNR proposal performs well in this environment when 
all users are moving randomly. We further observed that, as the number of users 
grows, NNR protocol performs better in terms of packet delivery and routing cost. 
[25] 
4.1  NNR in Ad Hoc Networks for Disaster Areas 
With the help of NNR in ad hoc networks, a self-organized network can be set up 
in a timely way whenever a disaster occurs. Moreover, NNR can always forward 
packets to the nearest data source because it can flood the network, compare the 
distances among all group nodes, and select the shortest route, which is especially 
valuable under disaster emergency network conditions wherein the user can deliver 
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an SOS or alarm information to the nearest area seeking rescue. Additionally, NNR 
can reduce broadcast packets and network load. Because NNR is a low-latency, 
low-speed, self-organized network, useful information (i.e., SOS and alarms) can 
be transmitted to the disaster area. By using SO and DU packets, 3N nodes can 
maintain a node name signature table (NNST) [7] and construct the best path from 
consumer to producer. In this design, we assume that each node has a 3N stack and 
has been assigned a 3N node name and that the CS function is enabled in all nodes. 
Furthermore, NNR is table driven and uses on-demand routing. [25] 
4.2 3N node name 
The 3N node name is used to provide host-centric communication support. When 
the links are stable, the desired node can be accessed via the 3N name space. In 
addition, the data are related to the node in 3N. When one node has multiple 
network interface controllers (NICs), the media access control (MAC) and IP 
addresses are nonunique, which will result in conflict. However, with our 3N node 
name space, the previous node can always successfully reach the next node while 
establishing the routing path; thus, the conflict can be eliminated in this case. [25] 
Nodes obtain 3N node names and set up the named node network using the 
method described in this section. As shown in Fig.4.1, to obtain a 3N name, there 
should be at least one node with a 3N node name. The 3N node name enrollment 
procedure is a timer-based dynamic host configuration protocol (DHCP) [30] 
service. After obtaining a 3N name, a node can broadcast new names to other nodes. 
[25] 
We observed that, in some situations, the 3N node receives different names from 
several name sources. Thus, to build the best route to the name root, we chose a 3N 
name candidate according to the following principles: (1) shortest name first and 
(2) first come, first serve. For instance, the name a.1 was issued by node a; thus, 
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node a.1 discards the longer names issued by a.0 and a.0.0. Node a.1.0 chooses the 
shorter name issued by node a.1, which can be found in Fig. 4.2. [25] 
 
Figure 4.1: 3N node Enrollment procedure. [25] 
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Figure 4.2: Obtaining a node name in 3N. [25] 
4.3 Routing to the nearest data source 
The basic NNR can always find the best route from the consumer to the data source 
by flooding SO packets, retrieving DU packets and maintaining the NNST. The 
basic forwarding engine is shown in Fig. 4.3 at the top of the next page. [25] 
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4.4 Route Discovery 
NNR is on-demand routing driven by consumer demand. Flooding is a basic 
mechanism that is frequently used in ad hoc networks. When a data request is 
generated by the consumer, the consumer will issue the SO packets and flood the 
interest in the whole network. The ICN node will not forward duplicated interests 
and content, which will reduce bandwidth consumption. [25] 
 
Figure 4.3: Routing to the nearest data source. [25] 
The topology of routing discovery is shown in Fig. 4.4. The consumer at node 
a.1.0 wants to obtain data from the ad hoc network. We assume that node a is the 
data source. The SO packet combines the 3N header and interests. The consumer 
will flood each node with SO packets to locate the data source, and a path to the 
data source will be created. The procedures of data source seeking in NNR are 
similar to those for the route request (RREQ) in DSR, but with a data request 
(interest). The consumer’s node name is included in the SO’s 3N header. Each node 
should de-encapsulate the 3N header, using an OnSO strategy to maintain the NNST. 
[25] 
 45 
Assume that node a receives an SO packet. The producer will then be able to 
recognize the sender from the source node name. The producer will issue the 
content in a DU packet and forward it by following the upward path of the SO 
packet. The nodes on the path can read the DU’s 3N header and proceed with the 
OnDU strategy (while the node is receiving the DU packet, refer to Algorithm 2 
and [7]) to update the NNST. When a DU packet with content reaches consumer 
a.1.0, the consumer will not only receive the desired data but also obtain the 
destination node name. Afterward, with the source’s node name, the consumer can 
get the DU packet of interest to node a. The node in the path could use NNST to 
find the next hop with the shortest distance. [25] 
 
Figure 4.4: Routing Discovery. [25] 
 46 
4.4.1 Next-Hop and Link-State in NNST In NNST, we used a cross-layer design so that when a node receives a packet, the 
physical layer sends the received signal strength (RSS) to the 3N layer and then 
layer 2 (the MAC layer) pushes the packet source MAC address to the 3N layer. 
This information could help maintain an NNST with next-hop and link status. The 
source MAC address, which is included in the frame header, could be used to track 
the last hop and inform the next hop with regard to the incoming DU packet. [25] 
The RSS could be used to measure the link status. At the receiver, the RSS is 
assigned one of three statuses, green (G), yellow (Y) or red (R), as follows [25]: 
• Green: The sender signal strength is strong. 
• Yellow: The sender signal strength is medium. 
• Red: The sender signal strength is weak. 
In Section 4.1, we flood each node with SO packets. In some cases, a node will 
receive multiple SO packets. In this regard, the time to live (TTL) in the SO’s 
header will choose the shorter path. If the TTL values are the same, the NNR will 
use RSS and the link status to choose the best route. [25] 
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4.4.2 Routing Algorithm  
Algorithm 1 OnSO Update NNST [25]  1: INPUT: SO, MAC(Source), Signal(SO), TTL(SO), Name(SO) 2: Convert Signal to S (Green=2, Yellow=1, Red=0) 3: NNST.entry = NNST → Lookup (Name) 4: if NNST.entry == null then 5: AddNNST.entry(Name,MAC,Lease,Face,S,TTL,Metric) 6: else 7: if NNST.entry! = null then 8: if NNST.entry → GetTTL() < TTL then 9: Update NNST.entry (Name, MAC, Face, S, TTL, Metric) 10: end if 11: end if 12: else 13: if NNST.entry → GetTTL() = TTL and NNST.entry → GetStatus() < S then 14: Update NNST.entry (Name, MAC, Face, S, TTL, Metric) 15: end if 16: end if    
Algorithm 2 OnDU Update NNST [25]  1: INPUT: DU, MAC(Source), TTL(DU), Name(DU) 2: NNST.entry = NNST → Lookup (Name) 3: if NNST.entry == null then 4: Add NNST.entry(Name, MAC, Lease, Face, S, TTL, Metric) 5: else 6: if NNST.entry! = null then 7: if NNST.entry → GetTTL() < TTL then 8: Update NNST.entry (Name, MAC, Face, S, TTL, Metric) 9: end if 10: end if 11: end if  
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Algorithm 1 illustrates how 3N nodes process the SO’s header and update the 
NNST using the lease-mean-lease-time strategy. In our prototype, we use a fixed 
time, for example, 200 seconds. We assume that each node has only one NIC; 
therefore, the face value should remain the same. The metric is designed for 
multiple NICs; in our case, it is equal to 1. [25] 
Algorithm 2 illustrates how 3N nodes process the DU’s header and update the 
NNST. Using algorithm 1, the DU packet could find the shortest path to the 
consumer. If the consumer wants to send a DU packet to the producer, that the 
network must establish next-hop mapping to the producer. [25] 
4.4.3 Data transmission and path recovery 
In ICNs, one interest can receive one content item. The consumer sends the interest 
and pulls the desired content back. If no path from the consumer to the producer is 
available, a content timeout will occur on the consumer side. To avoid frequently 
broadcasting SO packets, we set a timeout frequency counter. If many timeouts 
occur within a short time, the consumer will retrieve the SO packet and broadcast 
it to all nodes to rediscover the best route. [25] 
4.5 Drone-Based DISS Field Experiment 
In this section, we will provide detailed information about our drone&ICN-based 
DISS. First, the proposed drone- and ICN-based DISS is introduced. Then, we 
provide details on our geography coordinate naming scheme and its execution 
procedure [27].  
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Figure 4.5: Drone- and ICN-based DISS overview. [27]. 
In this paper, to overcome the aforementioned weak points in conventional 
TCP/IPs and C/S structure-based emergency networks, a drone- and ICN-based 
DISS system is proposed. The scope of our system can be found in Figure 4.5. As 
shown, we use the drone platform as the router and network provider to embed 
wireless connections and provide wireless fidelity (WiFi) to the coverage area over 
which the drones fly. The communication procedure is based on our geography 
coordinate naming ICN strategy but not the conventional TCP/IP and its C/S 
structure. Under this structure, all users can be either a producer or a consumer to 
provide information or obtain information, respectively (compared to acting only 
as a client in TCP-/IP-based networks, wherein all network services are provided 
by a remote center). The information can be either gained directly by the producer 
while the connection is on (when the drone- and ICN-based DISS flies over) or by 
some postprocessing method. The latter case is particularity important when all 
connections to the core network are down. Using the information stored in the cache, 
information can still be gained by producers when the DISS flies over. However, in 
previous studies, it was impossible to provide such communication when the 
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connections to the core network were down because, regardless of the method 
(wireless or optical fiber), connections to the core network or center are needed in 
conventional networks. [27] 
Consider that, within the disaster area, all connections are down such that the 
server cannot be visited in a TCP-/IP-based network. Here, our drone- and ICN-
based DISS can still be used as the emergency network for rescue and survey 
because multiple drones with embedded autonomous networks can be utilized to 
cover the disaster area. As our DISS uses the ICN-based geography coordinate 
naming scheme (which will be discussed in detail later), all requests and responses 
can be executed using naming interests and without the conventional TCP/IP 
address. [27] 
In this section, we provide an example of the application of DISS in a disaster 
area. The specific communication procedure can be found in Figure 4.6. Here, to 
avoid improper content retrieval, save bandwidth consumption and optimize the 
QoE of DISS, we define metadata containing brief information about the contents 
(e.g., generation time, format, and size). We further assume that our DISS provides 
two modes of application, consumer mode, and producer mode and that all users 
can employ both modes. [27] 
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Figure 4.6: Drone-based DISS Communication Procedure. [27] 
Suppose that the consumer and producer want to communicate using our DISS. 
In consumer mode, the interest packet is generated and sent to the drone node. Then, 
the user picks an area of interest on the GUI. The application will generate and 
broadcast interest packets containing geography coordinate information based on 
the coordinates of the area provided by the GPS function in the form of packet 
names. When these interest packets arrive at the drone, the drone will broadcast 
these interest packets to whoever is located within its covered area. Meanwhile, the 
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drone will check its CS to find whether satisfactory meta content exists in the CS, 
thus dividing the process into two portions. [27] 
A. If satisfactory meta content exists in the CS, the drone will create metadata 
packets and retrieve them to the consumer app. 
B. If satisfactory meta content does not exist in the CS, the drone will search 
the PIT for the content name (which contains geography coordinate information). 
If PIT entries already exist, which means that the interest packets should be 
regarded as duplicates, the PIT entries will be updated with the incoming face. 
Otherwise, the FIB will be searched for the content name (which contains 
geography coordinate information), and interest packets will be forwarded. [27] 
In producer mode, the published data are stored on a local repository and 
indexed by a geography coordinate tree. The geography coordinate tree contains all 
unit area coordinates and is constructed by latitude, then longitude. When the 
producer mode application receives interest packets (which contain geography 
coordinate information), satisfactory contents are searched for in the CS or local 
repository. Metadata packets will be generated and sent to the drone if contents can 
be found. The drone will cache the metadata packets in its CS in case other users 
are interested in the information. [27] 
When the producer-mode application receives interest packets (which contain 
geography coordinate information), satisfactory contents are searched for in the CS 
or local repository. Metadata packets will be generated and sent to the drone if 
contents can be found. The drone will cache the metadata packets in its CS in case 
other users are interested in the information. [27] 
When the consumer-mode application receives metadata packets, the user will 
decide whether they are the contents demanded. If the metadata packets contain the 
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user’s desired content, the consumer-mode application will send interest packets for 
the rest of the content. If the content does not meet the user’s needs, interest packets 
(which contain geography coordinate information) will be retransmitted. This 
mechanism is especially useful when the producer is out of power, as content can 
be stored in other consumers’ caches for transmission. Then, while searching for 
the same content, information can be gained from the caches. In constant prior 
networks, this step would be impossible if the producer’s power were down. We 
will further evaluate our DISS systems for real environments in this section. Note 
that, in this paper, only three nodes are used to model the real application, as stated 
in the previous section in Fig. 4.7. Here, the three nodes serve as the consumer, the 
producer, and the ICN node, and one drone performs the drone platform in this 
model of the drone- and ICN-based DISS to provide network connections to the 
nodes, as shown in Fig. 4.7. Here, we use the separated BS to represent all prior 
connections being down, which means that the connection to the consumer or the 
producer is damaged for both wireless and optical fiber connections. [27] 
 
Figure 4.7: Basic DISS Model. [27] 
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Assume that the producers are publishing content while the consumer is 
requesting content (i.e., searching and surveying in a disaster area). When the 
consumer wants information for a specific area, the consumer will send a request 
using our geography-coordinate-based ICN interest. If the drone platform flew over 
the area and the connection to the consumer is rebuilt, the consumer can always get 
the desired content. The content can be verified by the metadata; all content will be 
downloaded. If not, the remaining content will be discarded, as shown in Fig. 4.4 
on the left side. In another case, consider when the power of the producer is down. 
As the content is possibly stored in other consumer’s caches, the requesting 
consumer can still receive the content from the caches. Thus, we can still find 
people using our geography coordinated ICN DISS even if they do not have 
network access. In previous proposals, this would be impossible once the 
producer’s power is down. [27] 
To verify the feasibility of our DISS model, we tested it in a case with two 
consumers and one producer. The characteristics of our modeling environment can 
be found in Table 2 and Fig. 4.8. Two laptops are used to represent the terminal 
nodes (consumer and producer), while our ICN node using the Intel Ultra-Slim 
Computer [39] with a cache memory of 2 GB to store temporary content if any. The 
drone platform is based on the ARF KIT F550 hexacopter platform (DJI, Shenzhen, 
China), which can sustain a maximum weight of 1200 g while flying. The operating 
system (OS) is Ubuntu. [27] 
When the system is on, and all initializations are finished, the producer will 
publish three pieces of content (i.e., disaster information) to the DISS, after which 
consumers can gain the content by sending interests. That is, when consumer 1 
floods the interests (with our geography-coordinate-based ICN naming strategy) to 
the whole network, once the producer receives the interests, the producer will return 
the matched content to consumer 1. Thus, the operator will decide whether to 
 55 
download the content (as there may be some unwanted content or misoperation). In 
the next step, we turn off the producer (which is represented by the power of the 
producer being off). Consumer 2 can still receive the content from the cache of 
consumer 1 (in this case, consumer 1 takes the role of producer); this scenario is 
shown in Fig. 4.8 in which the two higher curves denote the download data traffic 
of the disaster content. Thus, we can say that our DISS system and the geography-
coordinate-based ICN naming strategy are feasible. [27] 
 
Figure 4.8: Drone-based DISS field experiment. [27] 
Furthermore, to evaluate the total traffic performance of our proposed 
geography-coordinate-based ICN naming strategy, we evaluated our DISS system 
using one consumer and mass producers to select the broadcasting strategy while 
floating the interest indices to search for matching content In this case, if the disaster 
leads to heavy traffic, then we suggest that the strategy is not a good choice, as 
content download requires a large enough bandwidth. [27] 
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 Table 2 Hardware Specifications. [27] 
Name Characteristics Terminal Node (Consumer) Lenovo ThinkPad x220i Processor: Intel Core i3-2310M Memory: 8 GB NIC: IEEE 802.11 a/b/g/n wireless adapter GPS Receiver: G-STAR IV OS: Ubuntu Desktop 14.04 Terminal Node (Producer) Lenovo ThinkPad x240  Processor: Intel Core i7-4600U Memory: 8GB NIC: IEEE 802.11 a/b/g/n wireless adapter GPS Receiver: G-STAR IV OS: Ubuntu Desktop 14.04 Drone ICN Node Intel Ultra-Slim Computer Processor: Atom Memory: 2 GB NIC: IEEE 802.11 a/b/g/n wireless adapter OS: Ubuntu Server 14.04 Drone Platform DJI Flame Wheel ARF KIT F550 Flight Controller: NAZA-M V2 Battery: LiPo 4S 14.8v 10000 mAh Takeoff Weight: 1200 g - 2400 g 
 
Our evaluation results are shown in Figs. 4.9, 4.10, 4.11, 4.12 and 4.13, in which 
the numbers of producers are 2, 10, 100, 400, and 700, respectively. It is clear that 
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the total traffic is low (considering that the vertical coordinate takes the scale of 
bytes). We further provide the detailed average throughput of each case in Table 2. 
Observations from the figures and Table 2 show that our proposed geography-
coordinate-based ICN naming strategy occupies less volume. Thus, we can say that 
our geography-coordinate-based ICN naming strategy is a feasible solution for the 
naming rule in ICN. Thus, such a DISS system with the geography-coordinate-
based ICN naming strategy is especially useful for disaster areas because it can 
provide network service even under low transmission rates. [27] 
 
 
Figure 4.9: Two consumers with one producer. [27] 
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Figure 4.10: One consumer with 10 producers. [27] 
 
Figure 4.11: One consumer with 100 producers. [27] 
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Figure 4.12: One consumer with 400 producers. [27] 
 
Figure 4.13: One consumer with 700 producers. [27] 
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4.6 Evaluation 
In this section, NNR is evaluated by nnnSIM [7] [21] with an NNR strategy. We 
simulated OLSR and DSR with NS3. The detailed parameters of our simulation can 
be found in Table 3. In our simulation, we selected a node number of 100 because 
the ad hoc network is a low-speed and battery-powered network (like a cell phone, 
laptop, etc.) that cannot bear a large number of nodes. As the range of smartphone- 
or laptop-based WiFi is approximately 10 m, multiplied by 100, its coverage area 
will be approximately 10000 m2, which is enough for the disaster emergency 
network. Nodes are randomly distributed within the area. A node can be taken as an 
end device that requires data from the network. Note that our disaster emergency 
network is for emergency use, and although its speed and battery life are low, it is 
useful when a disaster occurs. [25] 
Table 3 Simulation Parameter [25]  Simulation parameters Category Parameter Value Application Data payload 512 bytes Routing Strategy NNR  OLSR  DSR  
Access Technology 802.11b Propagation Delay Constant Speed Propagation Propagation Loss Nakagami Propagation Loss Model Radio range 20 m Scenario Area 150 x 200 m2 Simulation time 60 s Node Speed 0, 0.5, 1.0, 1.5, 2.0 m/s Number of Nodes 100 
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     When a disaster occurs, people travel to safe places and avoid the disaster 
areas. Assuming that, after the disaster, the backbone and the access point would 
be damaged, an ad hoc emergency network can be set up to share and deliver 
disaster information (alarm, SOS signal, etc.). We simulated this content request 
scenario using a random node moving speed and compared our NNR with OLSR 
and DSR in an ad hoc network. [25] 
 
Figure 4.14: Delay time comparison. [25] 
Fig. 4.14 shows the delay time comparison between our 3N and the OLSR and 
DSR strategies. It is clear that the 3N showed a better delay performance than the 
other two strategies, which is because, with caching in each router, the content 
request can be met through the cached information in each router and the routers do 
not need to deliver the request to the remote center and download the requested 
content there, whereas in the OLSR or DSR protocols, the routers have no such 
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ability. As OLSR was mostly designed for fixed networks, its delay time increases 
sharply as node speed increases. With a shorter delay time, we can obtain disaster 
information (SOS, alarms, etc.) more quickly, and thus, people and property can be 
rescued in a timely manner. [25] 
 
Figure 4.15: An Overhead comparison. [25] 
Fig. 4.15 shows a comparison of the overhead of these three strategies. Because 
OLSR needs to flood all core network to maintain its routing table, its overhead is 
higher than those of DSR and 3N. A route-floating request occurs only when a 
request is incoming. Thus, if there is no request, there is no route floating. Therefore, 
overhead can be reduced in comparison to the prior timing float strategy, and DSR 
overhead fluctuates as node speed increases. This method is valuable in disaster 
areas where all other network connections are down because, with an ad hoc, self-
organized, low-speed network, lower overhead means that more useful information 
can be transmitted. [25] 
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Figure 4.16: Packet delivery ratio comparison. [25] 
 
Figure 4.17: Packet delivery ratio. [25] 
 64 
Fig. 4.16 and Fig. 4.17 show the packet delivery ratios of the whole network 
based on the node speed and the number of consumers (i.e., those sending content 
requests). Denoting d as the link density in the mobility network, the fixed overhead 
(OLSR, DSR) can be calculated as [22] [25] 
(hd + τγδ)N2, 
while the mobility overhead (our NNR) can be calculated as [22] 
(4) 
3min(µL,h)αN2, (5) 
where τ, γ, δ, N denote the topology broadcast rate, the broadcast optimization factor 
(γ=R/N), the average size of the topology broadcast packets, and the number of 
nodes, respectively; and µ, L, α, and h represent the link breakage rate, the average 
length of a route, the number of active routes, and the hello rate, respectively. [25] 
As mentioned above, with a caching strategy added to each router, the requested 
content can be obtained from the caching store without downloading it from a 
remote center. Thus, OLSR and 3N exhibit better delivery performances than the 
OLSR strategy, and as the node speed increases, 3N shows better delivery 
performance than DSR, which is especially vital in disaster areas and emergency 
networks because, with a better packet delivery ratio, more information can be 
transmitted, and thus more people can be rescued when a disaster occurs. [25]
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Chapter 5 
ANN-Based Distributed ICN system 
5.1 Overview 
ANNs are computational models that refer to the structure and function of 
biological neural networks. ANNs are used to solve various tasks, such as image 
recognition, computer vision, and classification. Network services are also used for 
a variety of tasks. [26] 
ANN is not a kind of communication network in which the connections between 
neurons act as synapses. The process of transmitting and processing data in a 
computer network is similar to that of a signal traveling in a neural network. The 
data source in the network service may be considered as an input layer in an ANN. 
The hidden layer and the distributed computing node have the same function of 
processing input data. Ultimately, the output layer and client receive the results. 
[26] 
In developing the decentralized service, data transmission and processing should 
be considered as a whole. The service will distribute compactional tasks on the path 
between the client and the data source. [26] 
The ANN-based distributed information-centric network service (DICNS) uses 
ICN as the transport protocol. The named data and the CS can significantly reduce 
duplicate data and bandwidth consumption. ICN can help deploy service rapidly 
and efficiently. [26] 
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5.2 Architecture 
Different ANN models are used when solving different tasks, and the architecture 
of the distributed system is also changed according to network service; it is 
impossible to use a single architecture to solve all problems. The design of the 
architecture should consider the computational task, the available resources and the 
expected results. In this section, we propose a general architecture for ANN-based 
distributed ICN services. (Fig. 5.1) [26] 
The general architecture is organized into three layers: input, hidden and output. 
The data source is at the input layer. The hidden layer is divided into two parts, and 
the nodes at hidden layer 1 can realize data parallelism while the nodes at hidden 
layer 2 can be used as model parallelism. As a consumer, the client is at the output 
layer. [26] 
In this architecture, the forward propagation is from the source to the client. The 
nodes at hidden layer 1 can perform parallel computations, and the data from the 
source will be assigned to different nodes. After passing hidden layer 1, the data 
will be forwarded to hidden layer 2. Hidden layer 2 is similar to the fully connected 
layer, realizing model parallelism. There is a large amount of duplicate data between 
hidden layers 1 and 2. Transmitting the data using TCP/IP will consume significant 
bandwidth. In ICN, the nodes at hidden layer 1 will not send the duplicated data. 
Once a DICNS node (such as an ICN router) caches the data, the nodes at hidden 
layer 2 will retrieve the data from that DICNS node. Ultimately, the client will 
receive the desired result from hidden layer 2. [26] 
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Figure 5.1: ANN-based DICNS overview. [26] 
5.3 Deployment Strategy 
An ANN-based DICNS can be deployed using the following steps (Figure 5.2) [26]:  
1) Discovering resources 
The client will flood interests to the entire network, seeking the data source and 
detecting the available nodes for distributed computing.  
The data source will return the data to the client via ICN content messages. The 
available distributed computing nodes will respond to the client’s interest messages. 
The nodes’ information will be embedded in the prefix as a parameter. After 
collecting all information, the client will assign tasks to the network. 
2) Assigning tasks 
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By responding to the interest messages, the client will send the tasks and 
parameters to the distributed nodes in content messages. The distributed nodes will 
launch various tasks. [26] 
3) Retrieving data 
After task allocation, the client will initiate the service and send interest 
messages to retrieve the desired data. The individual ICN naming systems will be 
applied in several layers. [26] 
 
Figure 5.2: Deployment Strategy. [26] 
5.4 Naming Strategy 
In an ICN, the content will not be pushed to the destination: it will be retrieved 
by a name-matched interest message. As is the essence of an ICN, the naming 
strategy is the most important part. [26] 
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The ICN name is designed to match data that exists in both interest and content 
messages. The name prefix is organized in a hierarchical structure: one name is 
matched with one content item.  
Table 4: Naming Strategy [26] 
 
Within the DICNS, there are multiple pieces content coexisting, and different 
naming systems are needed for different data. Based on the proposed architecture, 
the data name in each layer is shown in Table 4. In the naming system, the root 
name “source” should be given by the data source. If the client needs raw data from 
the source, it can issue the interest “/source/…” to the data source to retrieve raw 
data. [26] 
“SyncNo#” is designed to manage, track, and synchronize data in the distributed 
service. If the service fails on a certain node, the service will generate feedback or 
receive a timeout. When faults occur, nodes from different layers can flood the 
interest to seek the missing content item with “SyncNo#”. [26] 
“(Node-ID)” is an optional field in the name prefix, which will be enabled when 
the interest needs the best route to specific nodes, such as when executing 
convolutional computation. [26] 
After processing the data, some features might be extracted. The nodes can set 
the required features in the name prefix. Then, the interest will receive matched 
content. This will improve the service efficiency. [26] 
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“(parameters)” will not be involved in matching data but will be used to deliver 
the parameters to nodes to adjust the function or weights. [26] 
5.5 Forward and Backward propagation 
While training ANNs, backward propagation is typically used to correct weights 
and other information. In ICN, content is driven by interest. The consumer sends 
interests, thus pulling content from the producer. In DICNS, the content flow can 
be perceived as forwarding propagation, and the interest flow can be perceived as 
backward propagation. In the naming strategy section, we described how to embed 
parameters in the name prefix. Interests can be used to both retrieve data and 
conduct backward propagation. [26] 
5.6 Use Case 
Based on the field experiments [38], we upgraded the system to an ANN-based 
DICNS. (Fig. 5.3). 
In this case, the distributed nodes are organized like a convolution neural network 
(CNN). The input layer node obtains a 4K video stream and detects motion areas 
from a Panasonic 4K surveillance camera [23]. The nodes at hidden layer 1 send 
interests for retrieving the image of the motion area and perform the convolutional 
computation. The nodes at hidden layer 2 act as the classification. Four trained 
classifiers issue interests to hidden layer 1 nodes to gain the object features. The 
client sends interests to classifiers and receives the result. [26] 
Between hidden layers 1 and 2, there is an ICN router. The features from hidden 
layer 1 will be cached in the ICN router. When the classifiers request the same 
feature, they will receive matched data at the ICN router. Which will reduce the 
payload of hidden layer 1. The consumer will receive the results of the current 
number of people and the name list. [26] 
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Figure 5.3: Use case. [26] 
5.7 Evaluation 
In this section, an ANN-based DICNS is evaluated by an NS3-based ndnSIM [21]. 
We simulated the communication scenario using TCP/IP and DICNS. The detailed 
parameters of our simulation can be found in Table 5. In our simulation, we set up 
1 data source as the input layer and one client as the output layer. In hidden layers 
1 and 2, there are eight nodes. In the DICNS scenario, 2 ICN routers are attached 
with an input layer and a hidden layer. The named data and ICN cache will help us 
reduce traffic caused by duplicate data. [26] 
Table 5: Simulation Parameters. [26] 
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The client obtains information from the source through a distributed system. 
Each node is connected like in an ANN. When data passes through a distributed 
node, the node will process the data and reduce traffic. Hidden layers 1 and 2 should 
be fully connected. Finally, the client receives the result. [26] 
 
Figure 5.4: TCP/IP-based distributed system. [26] 
 
Figure 5.5: ICN-based distributed system. [26] 
The evaluation results are shown in Fig. 5.6. Both scenarios are organized like 
an ANN. The ICN-based system shows significant advantages for network usage. 
 73 
Once the ICN router caches the feature, the interest for identical data will hit the 
matched data at the ICN router. The nodes of hidden layer 1 will not forward the 
same features again. [26] 
 
Figure 5.6: Network Usage. [26] 
5.8 Field Experiment In this section, we performed a series of field experiments to evaluate the performance of DISS and DICNS. We chose the city Minami-Cho, Tokushima, Japan, as the field experiment site because the geographical location here is more vulnerable to natural disasters such as tsunami. 
The experiment uses an IoT platform named DISS box with data processing 
capabilities. DISS boxes set along the street actively collect data to obtain useful 
information by machine learning during the experiment and automatically push the 
information to the disaster prevention center’s server or terminals of affected people.  
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Figure 5.7: Overview of DISS box. 
The DISS box consists of Intel Compute Stick [52], LPWAN (Low Power Wide 
Area Network) module, GPS module, Camera and Battery Module (Figure 5.7). The 
DISS and ICN stack are installed in the compute stick.  
The camera module captures video of street view. The motion area in the video 
will be extracted and forwarded to DISS nodes. The motion images will be 
forwarded to DISS nodes, the images of motion area will be identified by 
Tensorflow [41] object detection API, then publish to DISS as the disaster 
information. The recognition object names will be encapsulated in the DISS name 
prefix. The emergency control center will issue the interests to seek the required 
desired information (such as people counting) or objects (such as images of people, 
vehicles).  
The LPWAN module in the field experiment is IM920 [53], a 902MHz 
communication module which transmission rate ta 50kbps and range at 400m. In 
the field experiment, we used the mesh LPWAN in the same channel because it was 
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easy to manage the whole network as one and simple to disseminate disaster 
information and other contents. In this architecture, the communication system 
floods packets to whole network whenever a content is generated.  
 
Figure 5.8: Normal ICN based DISS communication heatmap. 
 
Figure 5.9: ANN based DICNS DISS communication heatmap. 
 76 
In normal ICN, the LPWAN based DISS will generate too many packets, leading 
to the network solution becoming messy (Figure 5.8); as a result, the routing path 
cannot be optimized, and it will waste the scarce network bandwidth. Instead of 
blindly flooding packets to mesh network nodes, NNT actively update the NNST in 
the nodes and finds best route for the content delivery.  This method means only the 
related nodes in the path of the content delivery route consume the network 
resource(Figure 5.9);. The ANN based DICNS optimized the communication, the 
distributed nodes will process the data from the publisher to the subscriber 
(Emergency Control Center), minimize users’ desired data. 
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Chapter 6 
Conclusion 
6.1 Summary  
In this thesis, I proposed and developed an ICN-based disaster information sharing 
system (DISS). A new ICN naming strategy was designed for the DISS using a 
URI-based hierarchical structure and GPS coordinates (i.e., latitude and longitude) 
as part of the name prefix to identify the disaster information. My proposals were 
verified via comprehensive computer-based simulation results. Location-oriented 
retrieval could provide an information exchange service even if the server is 
unavailable and saves time when using a location-oriented forwarding strategy 
rather than a flooding strategy. The DISS provided a robust emergency information 
sharing platform. Users can share the disaster information by unified geographic 
naming strategy. By giving a coordinate range, the DISS terminals will enumerate 
all possible ICN names for users to retrieve disaster information. The DISS can be 
utilized normally even if the server unavailable or link failure.  
To improve the DISS, I proposed an ad hoc NNR-based network for use in 
disaster areas. The use of an NNR solved the prior multiple names and dead loop 
problems of ICN. The simulation results demonstrate that our NNR performs well 
in terms of delay time and packet delivery ratio, which is especially valuable in 
disaster areas where network connections are down because, through this self-
organized network, an emergency network can be set up. With our NNR, the 
mobility problem of ad hoc networks can be solved by finding the shortest link 
between the consumer and the publisher. Additionally, short delays, low overhead, 
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and high delivery ratio are especially important in disaster emergency networks due 
to low transmission speeds. 
In the final section, I upgraded DISS using ANN. The new service is organized 
like an ANN. The ANN-based DICN system can solve complex tasks, which 
reduces the performance requirements, and the network can be deployed on a low-
performance, embedded system. The ICN plays a very important role in the system. 
The named data can describe the processed data more intuitively and reduce the 
number of control messages between the distributed nodes. The interest will retrieve 
the desired data bank without requiring the content index from the various layers. 
The CS will significantly reduce traffic even if the nodes are organized like a fully 
connected layer. The data flow from the source was distributed to ANN-based 
DICNS. Each arriving content will be processed by distributed nodes. The ANN-
based DICNS is not only simplified forwarding the subscribers’ desired data but 
also processing data and sending the desired result to the subscribers. The ANN-
based DICNS was evaluated by field experiment at Minami-Cho, Tokushima. The 
DICNS could significantly reduce the network traffic and system payloads.  
  The three proposed ICN based technologies in this dissertation provided a new 
emergency information sharing solution. These technologies have shown the 
advantages of disseminating, processing information during a disaster scenario.  
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