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Abstract
This paper deals with a technique that can support the re-engineering of parallel programs
based on point-to-point communication primitives by detecting typical process interaction patterns
in the code. Pattern detection is performed by the static analysis of the parallel program and by
solving Diophantine sets of inequalities. The objective is to determine process interactions and
to classify them into a set of commonly occurring interaction patterns.
Information on the patterns contained in the program, besides being useful for code com-
prehension and documentation, makes it possible to obtain more structured and, possibly, ef-
5cient versions of the same programs through the use of collective communication constructs.
These are primitives for collective data movement or computation often available in current
message-passing programming environments.
After the presentation of the basic program analysis technique, several examples involving
the detection of common communication patterns are shown. Then the structure of PPAR, a
prototype tool that allows the analysis of parallel programs written in Fortran 77 with calls to
PVM or MPI unstructured communication primitives is outlined, and conclusions are drawn.
c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
One of the main trends in the evolution of programming models for parallel comput-
ers is the progressive decoupling from the physical characteristics of the target archi-
tectures. A programming model is essentially an abstraction of the machine provided to
the programmer. The abstraction speci5es how parts of the program running in parallel
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exchange information and synchronize their activities. In early approaches to parallel
architecture design, there was a tight coupling between a particular programming model
and the underlying hardware organization. In some cases, the communication abstrac-
tion provided by the hardware coincided with the programming model. More often, the
physical topology of the communication network inBuenced the programming models,
and parallel programs were designed to best exploit speci5c interconnection topologies
(e.g., ring, grid, hypercube [21]). Subsequently, the progress in compiler technology
and the development of general-purpose communication libraries has provided a fairly
high degree of abstraction and decoupling. This has given a great boost to the port-
ing of parallel code across diEerent platforms and architectural designs, and to the
maintenance of existing parallel applications.
The development of programs for distributed memory architectures has traditionally
been dominated by Hoare’s Communicating Sequential Processes (CSP) programming
paradigm [27] in one of its various instances, the so-called message-passing languages
and libraries. Among these, it is worth mentioning OCCAM [28], p4 [8], Chameleon
[25], Express [33], PARMACS [6] and, among the more recent proposals, PVM [23]
and MPI [31]. Early environments provided language constructs (or library functions)
for expressing the interactions among processes by means of point-to-point communi-
cation primitives. In its simplest form, a send primitive speci5es a local data buEer
containing the data to be transmitted and a receiving process, whereas a receive primi-
tive speci5es a sending process and a local data buEer into which the transmitted data
are to be placed. The joint execution of a send and a matching receive leads to a data
transfer and (sometimes) to the exchange of a synchronization event between the two
involved processes.
This basic way of expressing communication among processes, though Bexible and
suitable for the implementation of every possible kind of interaction, is nevertheless
completely unstructured. The use of low-level communication primitives, such as the
basic send and receive described above, often leads to complex, involved and error-
prone coding, even when customary process interaction structures are to be imple-
mented. As a matter of fact, the study of the parallel programs developed so far has
shown that in most cases the process interaction or coordination structure can be clas-
si5ed into a very limited number of categories [7,11,36]. These categories, commonly
referred to as interaction paradigms, interaction patterns or parallel skeletons, are
thoroughly reviewed by Andrews [2] and Campbell [9]. The structured composition of
parallel skeletons has been also proposed as a powerful high-level programming model
for parallel architectures. Many structured coordination notations and languages, such
as PCN [20] and Fortran M [19] and, at a higher level, P3L [12] and SCL [14], are
in fact based on this approach.
Even if not completely structured as the above-mentioned languages, current message-
passing environments (e.g., PVM and MPI) provide a set of collective communication
operations. These are primitives for collective data movement, used to rearrange data
among processes, or for collective computation operations, like reductions. The use
of these high-level, structured primitives has obvious advantages as far as program
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coding, debugging, and maintenance are concerned. Furthermore, it makes it possible
for the message-passing environment to exploit the knowledge of the hardware and
interconnection structure of the target architecture in order to optimize communication
performance. As a result, the complete decoupling between the virtual machine pro-
vided to the user and the physical target machine is not obtained at the expense of
performance. In fact, very often the execution of a single collective communication
is faster than the execution of the corresponding sequence of point-to-point operations
[39].
The 5nal objective of our research is to provide support for re-engineering message-
passing parallel code based on point-to-point communication primitives. In particular,
we would like to obtain structured, portable, and, possibly, more eIcient versions
of the original programs. In light of the above, a restructuring process based on the
replacement of code fragments implementing common interaction patterns through se-
quences of point-to-point primitives by suitable collective communication structures
appears to be the most eEective way to achieve these goals. An alternative solution
may be the transformation of low-level code into a version based on a high-level, struc-
tured, coordination notation or language. Although this seems a promising approach, it
is not viable at the state of the art. This is due mainly to the lack of stable program-
ming environments and compilers capable of generating eIcient code for coordination
languages.
In this paper the stress will be on the very 5rst step of this re-engineering pro-
cess, namely the analysis of unstructured message-passing code for the detection of
relevant process interaction patterns. The pattern detection technique presented here
is based on the static analysis of the parallel program and the solution of Diophan-
tine sets of inequalities. A Diophantine set of inequalities is a mathematical frame-
work used widely in the static analysis of sequential programs for the study of data
dependencies involving array elements, and thus for detecting potential parallelism
to be exploited by parallelizing compilers [1,5,18,24,29,37,38,40]. However, to the
best of our knowledge, Diophantine set of inequalities have never been applied to
the analysis of parallel message-passing code. The main result presented in this pa-
per is a method that allows the use of well known and widely understood analysis
techniques to restructure sets of processes communicating by message-passing. The
objective is to detect the interactions of these processes (which, roughly speaking,
are the equivalent in parallel programs of data dependencies in traditional sequen-
tial programs) and to classify them into a set of commonly occurring interaction
patterns. The resulting pattern detection technique can directly support the replace-
ment of unstructured message-passing code with suitable collective communication
primitives. In fact, the technique is fairly general, in that it can also detect inter-
action patterns which do not correspond to any of the collective communication prim-
itives de5ned in current message-passing environments. The detection of additional
patterns can be useful for supporting the translation of message-passing, unstructured
code into one of the above-mentioned high-level structured coordination notations and
languages.
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Even if the primary objective of our research is parallel program restructuring, it
is worth pointing out explicitly that our pattern detection technique lends itself to
other possible utilizations. After all, detecting the interaction structure of parallel code
means to gain insight on program behavior and helps to understand its inner structure.
Hence, the availability of information on the patterns contained in the input program
code has obvious consequences as far as program comprehension and documentation
are concerned. As a matter of fact, very often the development of parallel message-
passing code starts by determining the required process interaction patterns and adding
successively the sequential code fragments.
This paper is structured as follows. Firstly, the static analysis technique for interaction
patterns detection and classi5cation is presented, discussing all the basic assumptions
made about the program to be analyzed and the type of message-passing languages to
which it can be applied. Then we will consider several relevant examples of program
skeletons implementing very common interaction patterns through point-to-point com-
munication primitives, showing how these patterns can be detected and classi5ed. In
some cases, the classi5cation of the pattern requires the analysis of the data exchanged.
After dealing with this additional problem, we will show through a case study how
the pattern detection technique can support the replacement of unstructured message-
passing code with suitable collective communication primitives. Next, we will outline
the structure and the current implementation status of PPAR, a prototype tool for the
analysis of parallel programs written in Fortran 77 with calls to PVM or MPI unstruc-
tured communication primitives.1 Finally, we will draw our conclusions and discuss the
guidelines of our future research.
2. Automatic detection of interaction patterns
In this section, we present the method used for the automatic detection of interaction
patterns that is the base of the parallel program restructuring procedure dealt with in
this paper. More informal and incomplete descriptions of the detection method can be
found in previous papers by our research group [15,16].
2.1. Preliminary assumptions
First of all, it is worth formalizing the target language of the detection procedure.
As brieBy mentioned in the introduction, there is a wide variety of parallel program-
ming languages and run-time environments based on message-passing communication
primitives. Even if the joint execution of a send and receive primitive leads in any
case to the exchange of data between the sending and the receiving process (this is the
1 As mentioned before, both the PVM and MPI environments include collective communication
primitives. However, most existing codes (especially in the PVM world) are still based on point-to-point
communications.
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essence of message-passing, after all), there are non-trivial diEerences in the syntax
and semantics of the primitives used, and in the associated timing. A description of the
various types of communication primitives available in current parallel programming
languages and the associated terminology can be found in the already referenced paper
by Andrews [2].
Our pattern detection procedure assumes that point-to-point communication primitives
with explicit receive are used, and that a direct process naming scheme is adopted.
In other words, the exchange of data involves only two processes, and it requires
the explicit execution of a receive primitive in the destination process. Furthermore,
the communication endpoints are determined by naming the partner process explicitly.
This means, among other things, that the detection procedure cannot be adopted in the
form described below to analyze programs where processes communicate by means of
mailboxes or ports.
Without loss of generality, we can assume that processes are identi5ed uniquely by a
task identi5er (tid), as in the PVM programming environment [23]. Furthermore, let us
assume that every process knows the identity of all running processes, whose tids are
stored in a local array PROCS(1..nprocs). This is not a very restrictive assumption,
as in environments where the PROCS vector is not directly available to all processes,
can be constructed by a preliminary round of message exchanges, and possibly be
updated as the number of processes changes.
As far as the following exposition is concerned, the basic (point-to-point) commu-
nication primitives can thus be formalized as follows:
send(PROCS(receiver), sndbuffer) ,
receive(PROCS(sender), rcvbuffer) .
receiver and sender are integer R-values used to select the receiver and sender, re-
spectively, in the array PROCS. sndbuffer and rcvbuffer are pointers to the buEers
that contain the data to be sent and that are to be 5lled with the received data, respec-
tively. For the time being, we can ignore the possible use of message tags, used to
select among several diEerent messages sent by the same source process, and of “wild
cards” as the 5rst parameter of the receive primitive, indicating the willingness of
the receiver process to accept messages from any source. Tags and wild cards will be
dealt with in the next subsection. It should be pointed out explicitly that communication
statements where the identity of the sender or receiver is not expressed by indexing
the PROCS array, but instead is given by a tid constant or a tid expression reducible
to a constant by constant propagation, can be converted into the form shown above by
scalar forward substitution [40].
An issue of paramount importance is that no assumption regarding the communica-
tion timing behavior is actually necessary. In fact, the only objective of the detection
procedure is to identify typical process interaction patterns, and not to consider program
timing behavior. This means that the programs to be analyzed can contain synchronous
and asynchronous communication primitives, or even a mixture of them if both options
are supported.
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2.2. An informal description
Before giving a formal exposition of the pattern detection technique, it is worth
presenting a simple example just to give the reader the Bavor of the method. Roughly
speaking, the identi5cation of an interaction pattern consists of the identi5cation of the
communication primitives that match as the program is executed (i.e., the send and
receive statements that actually lead to communication among the executing processes).
This is no easy task, as the indexes of the PROCS array are not typically constants but
instead expressions containing, for example, loop control variables. Furthermore, the
communication statements are usually nested within control structures, so that they
may be executed or not, depending on the current value of certain local variables. It
is important to stress that the detection method outlined below is a static one, that is,
it can analyze only code in which the conditions required for communication do not
depend on run-time data, but only on constants or expressions that may be reduced to
a constant.
Let us consider the following SPMD 2 code fragment: 3
if (mytid .eq. PROCS(1))
do k = 2,nprocs
send(PROCS(k), somedata)
else
receive(PROCS(1), somevariable)
This is a simple example, but one that allows us to introduce all the distinctive elements
of our analysis technique, which are formally de5ned in the next subsection. In the
code above, one process, namely the one with tid = PROCS(1), sends some data to
all other processes, those with tid = PROCS(2); : : : ; PROCS(nprocs). The outer if
controls whether the process is the sender or one of the receivers, and hence the type
of interaction carried out by the executing process. The do loop is used by the sender
to dynamically de5ne the communication end-point (i.e., the identity of the receiver
process). In this particular example, the other communication end-point (i.e., the sender
process) is 5xed. As execution proceeds and, in particular, as the do loop is executed
in the sender process, the repeatedly executed send statement in the if branch will
match exactly one receive in the else branch.
The analysis carried out above by simple inspection of the code is exactly the one to
be carried out automatically for interaction pattern detection. In this case, the detection
procedure has to recognize that one process is broadcasting somedata to all other
processes. Unfortunately, the code to be analyzed is not always so plain, and the
2 Single-program multiple-data. The use of a single code for all processes, which diEerentiate their ac-
tivities by evaluating suitable conditions on tid values, is a very common programming practice [13].
3 For the sake of clarity, we have chosen to present in the rest of this paper pseudo-code, made up of
Fortran 77 statements with calls to generic point-to-point primitives. In the communication primitives, all
irrelevant parameters are purposely omitted.
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detection method typically has to cope with communication statements nested deeply
within loops and other control structures.
2.3. Program analysis technique
We can now introduce the following de5nitions:
Denition 1 (Matching communication primitives). Let S(P; Pr) be a send statement
belonging to process P and referring to process Pr . Analogously, let R(Q; Ps) be a
receive statement belonging to process Q and referring to process Ps. The pair {S; R}
of send-receive point-to-point communication primitives is said to match if at some
time during program execution they lead to a communication between P and Q.
It can be proven easily that:
A pair {S(P; Pr); R(Q; Ps)} of send-receive communication primitives matches if both
of the following conditions are true:
• S and R are actually executed within their respective processes (i.e., if they are
reached by the control Bow of P and Q, respectively)
• at the time of the execution of S and R, Pr =Q and Ps=P.
Denition 2 (Interaction pattern statements (IPS)). Interaction pattern statements
(IPS) are the statements that implement within one process any relevant communi-
cation interaction (interaction pattern) 4 with other processes. An IPS is made up
of a set of communication statements (CS) and of control statements identifying the
communication end-points (Controlling endpoint statements, denoted by CEPS). Thus
IPS=CEPS ∪CS.
Denition 3 (Controlling interaction pattern statements (CIPS)). Controlling inter-
action pattern statements (CIPS) are the statements belonging to one process that
control the execution of an IPS.
In order to clarify the above de5nitions, we refer again to the following SPMD code
fragment:
if (mytid .eq. PROCS(1))
do k = 2,nprocs
send(PROCS(k), somedata)
else
receive(PROCS(1), somevariable)
4 The concept of interaction pattern is purposely vague, since, as will be apparent later, there is no
restriction on the communication schemes that one may wish to detect in a parallel program.
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Here, the if and else statements belong to the CIPS set; the do statement belongs
to the CEPS set; the send and receive statements belong to the CS set.
The 5rst goal of the analysis procedure is to 5nd within the message-passing code all
the matching pairs of point-to-point communication primitives, and to identify, for each
of them, the corresponding IPS and CIPS sets. We will see examples of these sets
in Section 5. The adopted analysis technique is static; this introduces the restriction
that the communication end-points must be determined at compile-time. Apart from
communication end-points, the analyzed code can be dependent on run-time data.
The analysis procedure starts with the generation of a structural representation of
the code by means of a program dependence graph (PDG) [18]. In particular, a PDG
for each of the programs composing the parallel code is generated. There is only one
PDG if the code is in SPMD form. This representation summarizes the control and
data dependence information for the code to be analyzed.
For each point-to-point communication primitive CP (such as send(PROCS(f); : : : )
or receive(PROCS(f); : : : ), where PROCS is the vector of processor tids and f is an
expression which identi5es the communication end-point of the communication primi-
tive), the following actions are taken:
• The set of control dependence statements (CDS) is computed, as the transitive clo-
sure of the sources of the control dependence 5 relationship, whose sink is the CP
communication statement.
• From the CDS statements, the CEPS subset is extracted, by considering the control
statements which are sources of a data dependence whose sink is the CP commu-
nication statement, and whose dependence variable appears in the expression f.
• Among the CEPS statements, the LCEPS subset made up of loop constructs is
extracted. The corresponding loop induction variables and loop bounds are then
computed for each loop construct, using suitable static analysis techniques such as
the ones described in Ref. [40].
• From the statements of the set CDS–CEPS, the path condition (PC) associated to
the communication primitive statement is computed. 6
• The CIPS set is computed, as the subset of CDS–CEPS that is the transitive closure
of the sources of control dependence whose sinks are the CEPS.
In order to 5nd the matching communication primitives, and thus to identify the
interaction patterns, the following check must be performed for each pair {S; R} of
communication primitives in the program under analysis.
Let us assume that:
• S is a send statement send(PROCS(f(I ; p)); : : : )
5 A statement Y is control dependent [40] on X (X is the source, Y the sink), if (a) following one or
more edges of the control Bow graph out of X; Y will be eventually executed; (b) following at least one
other edge out of X; Y will never be reached by the program control Bow.
6 The path condition [10] associated with a statement describes the condition under which control Bow
reaches the given statement. It is speci5ed by a Boolean expression, composed of the conditional expressions
of branches that you follow to reach the statement.
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• R is a receive statement receive(PROCS(g(I ′; p)); : : : )
• The associated LCEPS and LCEPS′ sets are respectively a d-nested loop and a
d′-nested loop, 7 with d; d′ ¿ 0. 8
• I =(I1; : : : ; Id) and I ′ =(I ′1 ; : : : ; I ′d′) are the loop iteration vectors, with I1; : : : ; Id and
I ′1 ; : : : ; I
′
d′ loop indices.
• f; g are functions of I1; : : : ; Id; p and I ′1 ; : : : ; I ′d′ ; p′ respectively, with p;p′ representing
any variable having the semantics of the task number of the process.
The condition required for a communication match between S and R, that is, for a
communication between the process p (sender) and p′ (receiver) at iteration I (for
the sender) and I ′ (for the receiver), is that the system of Diophantine inequalities
(shown below) has solutions.
Li 6 Ii 6 Ui ∀i ∈ (1; : : : ; d);
L′i 6 I
′
i 6 U
′
i ∀i ∈ (1; : : : ; d′);
Lp 6 p6 Up;
Lp 6 p′ 6 Up;
p = p′;
f(I1; : : : ; Id; p) = p′ AND PCf(I1; : : : ; Id; p) = true;
g(I ′1; : : : ; I
′
d′ ; p
′) = p AND PCg(I ′1; : : : ; I
′
d′ ; p
′) = true:
(1)
In this system, PCf; PCg are the path conditions of the statements to which f and g
belong, and Li; Ui; L′i ; U
′
i are the loop bounds. Thus, 5nding the communications that
actually occur, means to 5nd the set of values (the interaction set, shown below)
which satisfy the system of Diophantine inequalities (1):
(p;p′; I1; : : : ; Id; I ′1; : : : ; I
′
d′): (2)
It is possible to prove that it is always possible to solve the system (1) under the
following assumptions [5]:
Assumption 2.1. f and g are linear expressions of I1; : : : ; Id; p and I ′1 ; : : : ; I
′
d′ ; p
′;
respectively.
Assumption 2.2. PCf and PCg are linear expressions of I1; : : : ; Id; p and I ′1 ; : : : ; I
′
d′ ; p
′,
respectively.
Assumption 2.3. The loop bounds Li; Ui; L′i ; U
′
i are constant or linear expressions of
the indices of the more external loops.
If the system has solutions, they can be found in linear time by applying the Omega
test, which implements a linear programming technique based on the Fourier–Motzkin
7 If the program is in SPMD form, the sets can have some loop statements in common, or even coincide.
8 d=0 or d′ =0 means that the respective P set is empty.
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variable elimination method [34]. The above test must be performed for all the com-
binations of pairs {S; R} of primitives which are present in the parallel code. The
computational complexity of the technique is O(N 2), where N is the number of com-
munication primitives present in each program.
So far, we have ignored for the sake of clarity the presence of “tag” parameters in
communication primitives. The matching of tags represents a further constraint on the
matching of communication primitives. This constraint is nevertheless equivalent to the
constraint imposed by end-point parameter matching, and can be dealt with in exactly
the same way. 9 The presence of wild cards as end-point parameters (e.g., “receive
from any”) does not represent a problem, since in this case the corresponding constraint
(e.g., the equality g(· · ·)=p) in system (1) is replaced by a suitable inequality (e.g.,
16 p6 nprocs).
The described analysis technique makes it possible to 5nd, under Assumptions
2:1–2:3, all the matching communication primitives present in the code. However, it
is also possible to exploit the ability of this approach to detect and classify particular
interaction patterns within the analyzed code. In fact, the detected interactions can be
classi5ed by analyzing the associated interaction set as belonging to relevant interac-
tion pattern categories, some of which correspond to available collective communication
primitives. Each relevant interaction pattern can in fact be characterized by a unique
interaction set. In order to classify the detected interaction, it is suIcient to match the
associated interaction set with a database of interaction sets, associated to relevant or
prede5ned interaction patterns. 10
In Section 3, we will 5rst present the interaction sets that characterize several com-
mon interaction patterns. Then we will show how a message-passing code fragment
can be recognized to be the implementation of an interaction pattern, by matching the
computed interaction set with that corresponding to the given pattern.
3. Examples of interaction pattern detection
In this section, we show how our technique can detect the presence of typical
interaction patterns in unstructured message-passing code. To enhance readability here,
we will deal only with the most common and widely used patterns, namely those
characterizing the interaction structure of the main collective communication primitives
provided by the MPI environment [31]. The detection of further interaction patterns,
9 If the tag expressions tag and tag′ do not depend on run-time data, the corresponding CTS and LCTS
sets of control and loop control statements are de5ned and computed in the same way as the CEPS and
LCEPS sets for the end-point parameters. If the tag expressions tag and tag′ are linear expressions of the
loop induction variables of the LCTS constructs, then the equation tag == tag′ is added to the system
(1), together with the inequalities involving loop bounds and loop induction variables of the LCTS set. The
CTS set of constructs becomes part of the interaction pattern.
10 The Omega library [34], the package for linear systems solution and set computation and manipula-
tion that is used for the implementation of the communication pattern recognition technique, also provides
operators for set production and comparison which make it easy to perform such matching automatically.
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Fig. 1. Some collective operations illustrated for a group of four processes. Each row of boxes represents
data local to one process.
which do not correspond to collective communication primitives available in current
message-passing environments, but can be related to skeletons de5ned in coordination
notations and languages, is dealt with in a companion paper [17].
Collective communication primitives provided by the MPI environment include:
• broadcast from one member to all other members of a group of processes,
• gather data from all group members to one member,
• scatter data from one member to all members,
• gather data from all members to all members (all-gather),
• scatter data from all members to all members (also called complete exchange or
all-to-all).
The semantics of these primitives are diagrammed in Fig. 1, which shows the data
available in every process before and after communication. These data are illustrated
on the left and right side of the 5gure, respectively.
In the following subsections we present, for each of the interaction patterns cor-
responding to these collective primitives, examples of their implementation by point-
to-point communication, the corresponding system of Diophantine inequalities which
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characterizes the pattern, and the interaction sets obtained by solving the system. A
graphical representation of these sets is also presented to help recognize the structure
of the associated interaction pattern.
3.1. Broadcast and scatter primitives
The only diEerence between the broadcast and scatter primitives is in the data
delivered to the recipients (same data in the broadcast, diEerent data in the scatter).
Since our goal in this phase is to detect a communication pattern (to capture only the
interaction structure among processes), in this context the diEerence between the two
primitives is meaningless, and thus we can de5ne a single pattern for both of them. In
Section 4 we will show how to discriminate between the two kinds of data exchanges.
An example Fortran 77 pseudo-code fragment implementing the pattern is the
following:
if (mytid .eq. procs(sender))
do k = 1,nprocs
if (procs(k) .ne. mytid)
send(procs(k),...)
else
receive(procs(sender),...)
where sender is a constant value, or reducible to a constant by constant propagation.
The system of equations which is derived from the above code fragment is shown
below.
16 k 6 nprocs
16 p;p′ 6 nprocs
p = p′
k = p′ AND k = p AND p = sender
p = sender AND p′ = sender
(3)
The system (3), as represented by the Omega library, is (with nprocs=5 and sender
=2) the following:
S := {[p,p’,k] : 1<=k<=5 && 1<=p, p’<=5
&& p != p’
&& k=p’ && k != p && p = 2
&& p’ != 2
};
The resulting set of (p;p′; k) values, as computed by the Omega library, is the
following:
{[2; p′; p′]: 36 p′ 6 5} ∪ {[2; 1; 1]}: (4)
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Fig. 2. Broadcast=scatter: communications between p and p′, for all communication steps k, and for all
values of sender (nprocs=5).
This set, together with the sets obtained analogously for sender=1 and sender=3
is represented graphically in Fig. 2.
3.2. Gather primitive
A code fragment implementing the gather pattern is the following:
if (mytid .eq. procs(receiver))
do n = 1,nprocs
if (procs(n) .ne. mytid)
receive(procs(n),...)
else
send(procs(receiver),...)
where receiver is a constant value, or reducible to a constant by constant
propagation.
The system of equations which is derived from the code above is the following:
16 n′ 6 nprocs;
16 p; p′ 6 nprocs;
p = p′;
p = n′ AND n′ = p′ AND p′ = receiver;
p′ = receiver AND p = receiver:
(5)
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Fig. 3. Gather: communications between p and p′, for all communication steps n′, and for all values of
receiver (nprocs=5).
The system (5), as represented by the Omega library, is (with nprocs=5 and
receiver=2) the following:
S := {[p,p’,n’] : 1<=n’<=5 && 1<=p, p’<=5
&& p = n’ && n’!=p’ && p’ = 2
&& p’ != 2
};
The resulting set of (p;p′; n′) values, as computed by the Omega library, is the
following:
{[p; 2; p]: 36 p6 5} ∪ {[1; 2; 1]}: (6)
This set, together with the sets obtained analogously for receiver=1 and
receiver=3, is represented graphically in Fig. 3.
3.3. All-to-all primitive
In the all-to-all interaction pattern, each process gathers data from all (or a subset of)
other processes. Then, possibly after a computation phase, it scatters diEerent data (or
broadcasts the same data) to all the interacting processes. This pattern, which can be
obtained as the composition of the broadcast=scatter and gather, models the interaction
component of the compute-aggregate-broadcast algorithmic skeleton, de5ned in Ref.
[32]. It also models the interaction behavior of the MPI collective communication
primitives all-gather and all-to-all, shown in Fig. 1. (In order to discriminate between
the two, it must be detected if the composing broadcast=scatter interaction pattern is
actually a broadcast or a scatter. We will show how this can be done in Section 5.)
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A code fragment implementing the all-to-all pattern is the following:
do k = 1,nprocs
if (procs(k) .ne. mytid)
send(procs(k),...)
do n = 1,nprocs
if (procs(n) .ne. mytid)
receive(procs(n),...)
The system of equations which can be derived from the code above is the following:
16 k 6 nprocs;
16 n′ 6 nprocs;
16 p;p′ 6 nprocs;
p = p′;
k = p′ AND k = p;
p = n′ AND n′ = p′;
(7)
The system (7), as represented by the Omega library, is (with nprocs=5) the
following:
S := {[p,p’,n’,k] : 1<=k<=5
&& 1<=n’<=5 && 1<=p, p’<=5
&& k=p’ && k != p
&& n’ = p && n’ != p’
};
The resulting interaction set ((p;p′; n′; k) values), as computed by the Omega library,
is the following:
{[p;p′; p; p′]: 16 p′ ¡ p6 5} ∪ {[p;p′; p; p′]: 16 p ¡ p′ 6 5}: (8)
In order to represent the computed interaction set graphically, we can draw two sections
of the interaction space, which represent the communications between p and p′, (a)
as the step k varies, and (b) as the step n′ varies. By means of the Omega library,
it is possible to 5nd the two corresponding sections of the space. The results are two
3-dimensional matrices of values S3 = (p;p′; k) and S4 = (p;p′; n′), as follows:
S3 = {[p;p′; p′]: 16 p′ ¡ p6 5} ∪ {[p;p′; p′]: 16 p ¡ p′ 6 5};
S4 = {[p;p′; p]: 16 p′ ¡ p6 5} ∪ {[p;p′; p]: 16 p ¡ p′ 6 5}: (9)
The above sets S3 and S4 can be represented graphically as shown in Fig. 4.
It is worth relating set S3 (shown in Fig. 4(a)) to set (4) (shown in Fig. 2) and set
S4 (shown in Fig. 4(b)) to set (6) (shown in Fig. 3). S3 and S4 actually represent the
union of all sets (4) and (6), obtained as the process id const assumes all the values
1 · · · nprocs. It is apparent that the whole interaction set of the all-to-all primitive
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Fig. 4. All-to-all: communications between p and p′, as the communication steps k (a) and n′ (b) vary
(nprocs=5).
is the composition of the patterns broadcast=scatter and gather for all the interacting
processes.
4. Data exchange analysis
The analysis technique described and exempli5ed above describes the interaction be-
havior of processes, but it does not take into account the data exchanged by the two
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communicating processes. Knowing which data are actually exchanged (i.e., consider-
ing the sequence of accesses to local variables carried out by each involved process
while interactions take place) is not completely useless. In general, this information
is required strictly to perform the translation from sequences of point-to-point to col-
lective communication primitives. For example, let us consider the broadcast-scatter
interaction pattern. As mentioned in the previous section, both broadcast and scatter
share the same interconnection pattern. Hence, the choice of the collective commu-
nication primitive to be used in the restructured program cannot be performed solely
on the basis of an analysis limited to the interaction structure. In other words, it is
necessary to consider which data are actually exchanged in the original unstructured
program.
The data exchange analysis problem can be tackled by using the interaction pattern
detection together with well-known techniques for data dependence analysis at the array
elements level, techniques that were originally developed for the analysis of sequen-
tial programs [40]. We have de5ned an extension of these techniques that allows the
analysis of message-passing programs to be performed. In particular, we add the send
and receive primitives to the set of sequential data access statements considered by
the analysis framework. The send is treated as a sequential read, and the receive as a
sequential write statement, applied to the block of elements of the (array) data struc-
ture being exchanged by the primitives. We thus obtain data dependence relationships
(labeled with dependence vectors and represented through a data dependence graph)
among sequential access statements and point-to-point primitives. These relationships
can be analyzed successively in order to decide if a collective communication prim-
itive can be applied in the program restructuring process, and to discriminate among
collective primitives which share the same interaction structure.
As an example of the data exchange analysis procedure, let us consider the analysis
steps which are to be performed in order to select between a broadcast or a scatter
primitive when a broadcast-scatter interaction is detected. It can be proven easily that
a block of code containing send statements is equivalent to a broadcast of a block of
elements of the x array if both of the following conditions are true:
Condition 4.1. No data dependence relationship occurs among the CEPS statements
and the send primitive.
Condition 4.2. No data dependence relationship occurs among statements that are
control dependent on the CEPS statements and the send primitive.
It should be noted that the extended data dependence analysis is applied only to
the set of statements which are control dependent on the CEPS statements of the
interaction pattern, and the analysis is limited to the elements of the send bu?er of
the send primitive (e.g., the x array), and to the (scalar) variables appearing in its
subscript expressions. Stated another way, the data dependencies considered are only
those involving elements of x.
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Condition 4.1 states that the subscript expressions of the x array are independent
of the CEPS statements. It thus guarantees that the block or, in general, the set of
elements of the x array involved in the communication does not change during diEerent
executions of the send primitive (controlled by the CEPS statements), and thus that
the send buEer remains the same. On the other hand, Condition 4.2 ensures that none
of the elements of the x array to be delivered to the recipients changes its value during
diEerent executions of the send primitive.
If both Conditions 4.1 and 4.2 are ful5lled, the replacement of the IPS statements
with a suitable broadcast primitive is straightforward. In fact, these conditions are also
suIcient conditions to apply loop distribution transformations safely. These transfor-
mations can be used to factor out any sequential statement control depending on the
CEPS statements, and to isolate the IPS set of statements to be replaced.
On the other hand, if either of the conditions is not true, the interaction pattern is
actually a scatter, since diEerent blocks of the x array or diEerent values buEered in the
same block of x are delivered to the recipients. In this case, a number of conditions
on the data dependencies are to be ful5lled in order to isolate safely the IPS set
of statements and to replace it with a suitable scatter primitive. The analysis can be
performed by distinguishing the following three cases:
• If Condition 4.1 is true and Condition 4.2 is not, diEerent values are computed
and buEered in the same block of x when delivered to the diEerent recipients.
In this case, it is suIcient to restructure the code fragment in order to displace
the computed values to be delivered to the diEerent recipients on diEerent, ad-
jacent and equally sized blocks of the send buEer (possibly introducing a diEe-
rent buEer of suitable size in the place of x). Then the code fragment that
computes the values can be factored out safely from the IPS by loop distribu-
tion. After this, the IPS can be replaced with a call to a standard scatter prim-
itive (i.e., to one that delivers adjacent, equally sized blocks of the send buEer
to the diEerent recipients) in an order causing the ith block to be sent to the ith
process.
• If neither condition is true, diEerent values are computed and buEered in diEer-
ent blocks of x when delivered to the diEerent recipients. In order to replace the
IPS set with a call to a standard scatter primitive, we need to guarantee that
(1) the blocks of x updated before being delivered to the diEerent processes do
not overlap, and (2) the blocks of x being delivered are adjacent and equally
sized. The 5rst condition can be checked by controlling the data dependencies
involving the send primitive. If there is no loop-carried dependence, whose
carriers are the LCEPS statements, it means that no element of x is accessed
in diEerent iterations of the LCEPS statements, and thus updated again after
being delivered to the proper process. The second condition can be checked by
controlling that the sendcount parameter of the send primitive is not data
dependent on the CEPS statements (it means that the size of messages deliv-
ered during the diEerent executions of the send does not change), and that the
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index expression of the x buEer is a linear expression of the loop indices of
the LCEPS statements, with the expression of the sendcount parameter as coeI-
cient. In this case, we can safely factor out the code fragment computing the values
of x from the IPS set, and replace the latter with a call to a standard scatter
primitive.
• The last case (Condition 4.1 is not true, while Condition 4.2 is) can be managed
essentially as the previous one. In fact, diEerent blocks of x are delivered to dif-
ferent processes, but their values are not computed inside the code fragment im-
plementing the interaction pattern (i.e., there is no code fragment accessing the
elements of x) whose execution is controlled by the CEPS statements. In order to
replace the interaction pattern with a call to a standard scatter primitive, it is suf-
5cient to check only that the blocks of x being delivered are adjacent and equally
sized.
Examples of data exchange analysis will be proposed in the next section by examining
several diEerent parallel implementations of a numerical application.
5. A case study
In this section we present the application of the described technique to two
diEerent versions of (unstructured) parallel message-passing code implementing the
Jacobi method for iterative solution of systems of linear equations, written in
Fortran with calls to PVM point-to-point communication primitives. Both versions
are characterized by the all-to-all interaction pattern, but diEer as far as the data
exchange is concerned. The aim of the analysis is the replacement of the code frag-
ments implementing the interaction pattern with calls to corresponding collective com-
munication primitives. Collective primitives characterized by this interaction pattern
are present only in the MPI library: we thus need to move from the PVM to the
MPI environment, and thus to translate the Fortran+PVM code into a Fortran+MPI
code.
A Fortran+PVM message-passing code fragment (in SPMD form) implementing the
algorithm follows:
....
call pvmfmytid(mytid)
call pvmfparent(parenttid)
if (parenttid.eq.PvmNoParent) then
tids(1) = mytid
m = 1
call pvmfspawn("sor",PVMDEFAULT," ",nprocs,tids(2:nprocs),rcode)
do i = 2, nprocs
call pvmfinitsend(PvmDefault,bufid)
call pvmfpack(integer,i,1,...)
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call pvmfpack(integer,tids,nprocs,: : :)
call pvmfsend(tids(i),any,info)
enddo
else
call pvmfrecv(parenttid,any)
call pvmfunpack(integer,m,1,: : :)
call pvmfunpack(integer,tids,nprocs,: : :)
endif
converged = .false.
do while (converged .eq. .false.)
do j = (m-1)*NPERPROC+1, m*NPERPROC
do i = 1,NELEM
x(j) = x(j) + w(i,j)*x(i)
enddo
enddo
do l = 1, nprocs
if (l.ne.m) then
call pvmfinitsend(PvmDefault,bufid)
call pvmfpack(real4,x((m-1)*NPERPROC+1),NPERPROC,1,info)
call pvmfsend(tids(l),any,info)
endif
enddo
do n = 1, nprocs
if (n.ne.m) then
call pvmfrecv(tids(n),any)
call pvmfunpack(real4,x((n-1)*NPERPROC+1),NPERPROC,1,info)
endif
enddo
....
enddo
....
In this parallel implementation, the w two-dimensional coeIcient array is distributed
by blocks on the second dimension, while the x array that will contain the
solutions is replicated. The mth process performs locally the update of the subset
of the (m − 1) ∗ NPERPROC + 1; : : : ; m ∗ NPERPROC elements of x by using the
old values of all the other elements, and the block of w assigned to it. Then it
broadcasts the newly computed elements to the other processes, and receives
the ones computed by them in the proper blocks of the x array. Here the routines
whose name starts with pvmf are PVM routines for message packing/
unpacking and point-to-point communication. nprocs is the number of processes;
m is the process identi5er; NPERPROC is the number of items owned by a
process.
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The detection of the interaction pattern is performed as follows. The PDG of the
code is computed. The CDS and CEPS sets of statements for the two communication
primitives pvmfsend and pvmfrecv are determined by PDG traversing; the CEPS
statements are highlighted in italics in the following:
....
do l = 1, nprocs
if (l.ne.m) then
call pvmfinitsend(PvmDefault,bufid)
call pvmfpack(real4,x((m-1)*NPERPROC+1),NPERPROC,1,info)
call pvmfsend(tids(l),any,info)
endif
enddo
do n = 1, nprocs
if (n.ne.m) then
call pvmfrecv(tids(n),any)
call pvmfunpack(real4,x((n-1)*NPERPROC+1),NPERPROC,1,info)
endif
enddo
....
The CIPS set of statements is then determined, from the set implementing the (can-
didate) interaction pattern IPS. Below the two sets are shown in bold and in italics,
respectively:
....
do while (converged .eq. .false.)
....
do l = 1, nprocs
if (l.ne.m) then
call pvmfinitsend(PvmDefault,bufid)
call pvmfpack(real4,x((m-1)*NPERPROC+1),NPERPROC,1,info)
call pvmfsend(tids(l),any,info)
endif
enddo
do n = 1, nprocs
if (n.ne.m) then
call pvmfrecv(tids(n),any)
call pvmfunpack(real4,x((n-1)*NPERPROC+1),NPERPROC,1,info)
endif
enddo
....
enddo
....
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After this phase, the system of Diophantine equations for performing the matching test
is computed. It is the following:
16 l6 nprocs;
16 n′ 6 nprocs;
16 p;p′ 6 nprocs;
p = p′;
l = p′ AND l = p;
n′ = p AND n′ = p′;
(10)
The interaction set derived from system (10) is the following:
{[p;p′; p; p′] : 16p′¡p6nprocs} ∪ {[p;p′; p; p′] : 16p¡p′6nprocs}:
(11)
This can be classi5ed easily (see (8) for comparison) as an all-to-all interaction.
In order to restructure the code by replacing the all-to-all interaction with a suitable
call to an MPI collective primitive, we need to analyze the data exchange. In fact, there
is a number of MPI primitives, all sharing the same all-to-all interaction structure, but
exchanging the data in a diEerent way. The ones we consider are MPI ALLGATHER
and MPI ALLTOALL, graphically described in the lower half of Fig. 1. In the 5rst
one, each process performs a broadcast, while in the second one each process performs
a scatter. We thus need to determine if the broadcast-scatter interaction, making up the
all-to-all interaction, is actually a broadcast or a scatter. Since Conditions 4:1 and 4:2
are true, the exchange of data is actually a broadcast. In fact, the mth process sends the
same mth block of the x array (the send buEer, in this case) to all the other processes,
each of them placing it in the mth block of the same x array (the receive buEer, in this
case). The IPS set of statements (together with the packing=unpacking PVM primitives)
can thus be replaced by a call to the collective MPI primitive MPI ALLGATHER,
as follows:
....
do while (converged .eq. .false.)
....
MPI ALLGATHER(x((m-1)*NPERPROC+1),NPERPROC,MPI INT,
x((n-1)*NPERPROC+1),NPERPROC,MPI INT,comm,ierr)
....
enddo
Now let us consider this diEerent version of the same algorithm:
....
converged = .false.
do while (converged .eq. .false.)
do l = 1, nprocs
do j = (l-1)*NPERPROC+1 ,l*NPERPROC
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tempa(j) = 0
do i = 1, NPERPROC
tempa(j) = tempa(j) + w(i,j)*x(i)
enddo
enddo
if (l.ne.m) then
call pvmfinitsend(PvmDefault,bufid)
call pvmfpack(real4,tempa((l-1)*NPERPROC+1),NPERPROC,1,info)
call pvmfsend(tids(l),any,info)
endif
enddo
do n = 1, nprocs
if (n.ne.m) then
call pvmfrecv(tids(n),any)
call pvmfunpack(real4,tempa((n-1)*NPERPROC+1),NPERPROC,1,info)
endif
do j = 1, NPERPROC
x(j) = x(j) + tempa((n-1)*NPERPROC+j)
enddo
enddo
....
enddo
....
In the code above, the w two-dimensional coeIcient array is distributed by blocks on
the 5rst dimension rather than on the second; the array of unknowns x is distributed by
blocks. Now the processes cannot perform the update of the x elements locally, because
they do not own all the coeIcients necessary for the update of one element (a column
of w for each element of x). Thus the mth process performs a partial computation
for updating all the elements of x (instead of a subset only), by using the elements
of x and the elements of w assigned to it, and stores the partial results in the buEer
tempa. Then it scatters the partial results computed (blocks of tempa) to the proper
processes, which store them in the mth block of the same buEer tempa. Each process,
after receiving the partial results pertaining to it from all the other processes, reduces
them and updates the elements of x assigned to it.
The detection of the interaction pattern is performed as in the previous version of
the code, and the same all-to-all interaction pattern is detected. The CIPS and IPS
sets of statements are shown below in bold and in italics, respectively.
....
converged = .false.
do while (converged .eq. .false.)
do l = 1, nprocs ⇐
do j = (l-1)*NPERPROC+1 ,l*NPERPROC
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tempa(j) = 0
do i = 1, NPERPROC
tempa(j) = tempa(j) + w(i,j)*x(i) ←
enddo
enddo
if (l.ne.m) then
call pvmfinitsend(PvmDefault,bufid)
call pvmfpack(real4,tempa((l-1)*NPERPROC+1),NPERPROC,1,info)⇐
call pvmfsend(tids(l),any,info)
endif
enddo
do n = 1, nprocs
if (n.ne.m) then
call pvmfrecv(tids(n),any)
call pvmfunpack(real4,tempa((n-1)*NPERPROC+1),NPERPROC,1,info)
endif
do j = 1, NPERPROC
x(j) = x(j) + tempa((n-1)*NPERPROC+j)
enddo
enddo
....
enddo
....
The analysis of the data exchanged shows that the broadcast-scatter interaction, mak-
ing up the all-to-all interaction, is actually a scatter. In fact, neither Condition 4:1 nor
4:2 is true. The 5rst one is not true because the send primitive (for precision’s sake,
its pvmfpack part) is data dependent on the do statement belonging to the CEPS
set, via the index variable l (see the statements above marked with the symbol ⇐).
Condition 4:2 is not true because the pvmfpack call is data dependent on the state-
ment which computes the tempa elements (see the statements above marked with the
symbol ←).
However, both the conditions for replacing the code with a standard scatter primitive
are true. In fact:
(1) The blocks of tempa updated before being delivered to the diEerent processes do
not overlap. 11 This means that no element of x is accessed in diEerent iterations
of the do statement, and thus updated again after being delivered to the proper
process.
11 This is because there is no loop-carried dependence for the tempa elements, carried by the do statement
of the CEPS set (indicated by the ⇐).
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(2) The blocks of tempa being delivered are adjacent and equally sized. 12
Thus we can safely factor out the code fragment computing the values of tempa
from the IPS set. This fragment (together with the packing=unpacking PVM primitives)
can then be replaced by a call to the collective MPI primitive MPI ALLTOALL:
....
converged = .false.
do while (converged .eq. .false.)
do l = 1, nprocs
do j = (l-1)*NPERPROC+1 ,l*NPERPROC
tempa(j) = 0
do i = 1, NPERPROC
tempa(j) = tempa(j) + w(i,j)*x(i)
enddo
enddo
enddo
MPI ALLTOALL(tempa,NPERPROC,MPI INT,tempa,NPERPROC,MPI INT,
co mm,ierr)
do n = 1, nprocs
do j = 1, NPERPROC
x(j) = x(j) + tempa((n-1)*NPERPROC+j)
enddo
enddo
....
enddo
....
6. PPAR: a tool for parallel program analysis and restructuring
In order to test the analysis technique illustrated in the previous sections and to get
feedback on its validity for understanding and restructuring existing parallel software,
we have implemented a prototype analysis tool. This tool is called parallel program
analysis and restructuring (PPAR) (pronounced pee-par). However, at the state of the
art PPAR implements only the automatic detection of interaction patterns, and does not
yet provide any support for their replacement with collective communication primitives.
The phases of the static analysis technique implemented in PPAR (shown in Fig. 5)
are the following:
12 This is because the sendcount parameter of the pvmfpack call is not data dependent on the do
statement (the size of messages delivered do not change), and the subscript expression of tempa is a linear
expression of the loop index l of the do statement, with NPERPROC, an expression of the sendcount
parameter, as coeIcient.
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Fig. 5. Detection of parallel program intersection patterns in PPAR.
(1) The structural analysis of the parallel message-passing code (a single SPMD
program or a set of programs, one per process) is performed, building an abstract
representation made up of one PDG for each process.
(2) The set of PDGs is used as input for interaction pattern detection: the analysis
techniques described in Sections 2 and 4 are applied to each pair of point-to-point
communication primitives contained in the code of the processes, in order to
identify the matching primitives. For each of them, the corresponding interaction
set is produced, together with the IPS and CIPS sets of statements, representing
the code fragments implementing the interaction pattern (including the matching
communication primitives) and the code fragment controlling its execution.
(3) The computed interaction patterns are classi5ed, by comparing them to relevant
interaction patterns stored in an interaction patterns database.
Currently, the only output of PPAR is information on the detected and classi5ed inter-
action patterns. These patterns and their position in the analyzed code are provided to
the user in a fairly cryptic way. The implementation within PPAR of a further step,
the support to restructuring phase, is planned for the near future. The objective is to
present the interaction patterns detected in the input code to the user through a graph-
ical code browser. This will show several alternative representations of the parallel
code, highlighting the IPS statements implementing the interaction patterns and the
CIPS statements controlling their execution.
It is worth pointing out explicitly that the PPAR is nothing more than the imple-
mentation of the techniques proposed in this paper. As such, it has the same strength
and drawbacks. Being based upon static analysis, PPAR is not able to detect matching
point-to-point communication statements (not to mention complex interaction patterns)
where the conditions for communication taking place depend on data not available be-
fore program execution. But even when these conditions do not depend on run-time
data, the match among communication statements can be detected only if the code is
structured in such a way that Assumptions 2.1–2.3 are valid. Fortunately, this is almost
always the case as well-behaved programs have, roughly speaking, a 5xed (i.e., inde-
pendent of run-time data) communication structure. Otherwise, PPAR signals explicitly
to the user that the detection cannot be performed. The use of dynamic information
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(i.e., information collected in previous runs of the program) is in theory possible, but
needs further research.
PPAR can analyze FORTRAN 77 code containing PVM or MPI point-to-point
message-passing communication primitives. The structural analysis module has been
built by using the COCKTAIL compiler construction toolkit [26]. The syntax tree and
PDG representations have instead been built through the Ast and Puma [35] tools.
The implementation of the interaction patterns detection and classi5cation phases has
been achieved utilizing the Omega library [34], the already mentioned package for
linear systems solution and for set computation and manipulation. The forthcoming
code browser will be implemented on top of the DaVinci graph drawing toolkit [22].
7. Conclusions and future work
In this paper, we have proposed a novel approach to parallel program analysis and
restructuring based on the detection of interaction patterns. Our approach relies es-
sentially upon the application to message-passing parallel programs of static analysis
techniques for the study of data dependencies involving array elements. We have shown
that in the parallel programming context, under not particularly restrictive assumptions,
the symbolic evaluation and solution of Diophantine sets of inequalities makes it pos-
sible to 5nd matching communication statements (i.e., statements that will eventually
lead to a communication during program execution). Furthermore, the analysis of the
sets of matching statements allows to detect several typical process interaction patterns
within the code.
Finding interaction patterns within the unstructured message-passing code that has
been written for years (and is still used today) can be highly useful for program un-
derstanding or documentation. However, we think that the natural consequence of the
availability of these patterns is their manual or automatic replacement with structured
communication constructs. These are currently available in most message-passing pro-
gramming environments and coordination languages. This replacement can be bene5cial
both to code structure and performance, as collective communication typically adopts
optimized message exchanges. Discussing the advantages gained through code restruc-
turing is indeed out of the scope here. The evaluation of the performance bene5ts that
can be achieved by this technique in current programming environments and parallel
hardware platforms will be the object of a future paper.
The proposed pattern detection technique has been implemented within PPAR, a
tool that allows the analysis of parallel programs written in FORTRAN 77 with calls
to PVM or MPI communication primitives. This tool is currently a not particularly
user-friendly prototype and lacks any support for program restructuring. However, it
has helped us to understand that our analysis technique is applicable to a large part
of existing message-passing programs, stimulating our research in this 5eld. Currently,
we are implementing the graphical code browser for PPAR, which should allow the
prototype to better support the user during code replacement and restructuring. In the
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long term, we wish to have complete automatic replacement of code implementing
interaction patterns with collective primitives.
We are also working on integrating the analysis technique with techniques for per-
formance prediction of parallel programs on heterogeneous architectures. The idea is
to devise a preprocessing phase for PS, a tool for performance prediction analysis of
parallel applications based on simulation [4]. We think that interaction pattern detection
can help to reduce the simulation complexity for iterative codes. In fact, the detection
of interaction patterns inside loops, when communication end-points are independent
from iteration count number, allows the simulated execution of such patterns to be
performed just once, instead of for all iterations. Further details on this topic can be
found in Ref. [3].
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