The set of probability measures on (X, F ) will be denoted by P(F ). A mapping π : X × F → R + is a quasi-probability kernel if π( · , F ) is an F -measurable mapping for each F ∈ F and π(x, · ) is a measure on (X, F ) with π(x, X) either 0 or 1 for each x ∈ X, and so π(x, · ) is either an element of P(F ) or the zero measure.
The objects of interest here are quasi-probability kernels, which perhaps raises the question: Why work with quasi-probability and not just with probability kernels? One reason is that quasi-probability kernels arise naturally, for example in the study of continuous models or models with unbounded spins in statistical mechanics. In such models there is a family of kernels {π Λ } defined in terms of a Hamiltonian and there is no sensible way of defining π Λ (x, · ) as a probability measure for all x ∈ X. Another reason is that, even when the basic objects of study are probability kernels, many operations result in what are really quasiprobability kernels. They are then often artificially modified to turn them into probability kernels, but no advantage is incurred by doing this. For the topics to be considered below quasi-probability kernels are much easier to deal with than probability kernels, which is another reason for using them when there are no intrinsic reasons for not doing so.
If π is a quasi-probability kernel then the set {x ∈ X : π(x, X) = 1} is called the support of π and will be denoted by S π . If E is a sub-σ-algebra of F then π is said to be E-measurable if π( · , F ) is E-measurable for each F ∈ F . A probability measure µ ∈ P(F ) is said to be trivial on E if µ(E) ∈ {0, 1} for all E ∈ E.
In what follows let E be a sub-σ-algebra of F and let π be an E-measurable quasiprobability kernel. Associated with such a kernel π is the set J E (π) consisting of those probability measures µ for which π( · , F ) is a version the conditional expectation E µ (I F |E) for each F ∈ F . In other words, J E (π) = µ ∈ P(F ) : µ(E ∩ F ) = I E π( · , F ) dµ for all E ∈ E, F ∈ F .
In many applications one the main tasks is to analyse the set J E (π). For this it is useful to be able to exploit additional properties of the kernel π, and let us first mention a property that always holds (see Proposition 2):
(0) If µ ∈ J E (π) is trivial on E then µ = π(x, · ) for some x ∈ S π .
The most important properties (which do not always hold) are probably those occurring in the following definitions:
(1) π is said to be proper if π( · , E ∩ F ) = I E π( · , F ) for all E ∈ E, F ∈ F .
(2) π will be called adapted if π(x, · ) ∈ J E (π) for all x ∈ S π .
(3) π is called normal if it is adapted and π(x, · ) is trivial on E for all x ∈ S π .
The term normal is taken from Dynkin [2] . Being adapted corresponds to what Dynkin [2] , [3] calls a (J E (π), E)-kernel. It is well-known -and will be shown in Lemma 2 -that a proper kernel is normal. If π is normal then (0) implies that µ ∈ J E (π) is trivial on E if and only if µ = π(x, · ) for some x ∈ S π .
The reason why normal kernels are important is because of the following: Denote the extreme points of the convex set J E (π) by ext J E (π). Then it is well-known (and a proof is provided in Proposition 4) that an element of J E (π) is extreme if and only if it is trivial on E. It follows that if the kernel π is normal then ext J E (π) consists of exactly the elements in J E (π) having the form π(x, · ) for some x ∈ S π , and it is this fact which plays a crucial role in applications. Now it may be that π itself fails to have one of these three properties but that it is possible to modify π to obtain a normal (resp. adapted resp. proper) kernel ̺ such that J E (̺) = J E (π) holds. The analysis of the set J E (π) can then be carried out using ̺ instead of π. This is the topic to be discussed here, and so let us start by describing how the kernels will be modified.
If D ∈ E then putting ̺(x, F ) = I D (x)π(x, F ) for all F ∈ F , x ∈ X defines an E-measurable quasi-probability kernel ̺ with S ̺ = D ∩ S π , which will be called the restriction of π to D. An E-measurable quasi-probability kernel ̺ will be called a refinement of π if ̺ is the restriction of π to D for some D ∈ E and J E (̺) = J E (π). If E is countably generated then it is straightforward to show that there exists a proper refinement of π, and this will done in the proof of Theorem 1. Very similar results for probability -rather than quasi-probability -kernels can be found in The proof of Theorem 2 makes use of a fact first noted by Blackwell and Dubins in [1] : There is a least sub-σ-algebra S π such that π is S π -measurable (namely the σ-algebra generated by the mappings π( · , F ), F ∈ F ) and the assumption that F is countably generated implies that S π is also countably generated. We can thus consider π as an S π -measurable kernel and apply Theorem 1 to obtain a proper and hence normal refinement ̺ of π. Of course, at first glance ̺ is only normal as an S π -measurable kernel, but J E (π) ⊂ J Sπ (π), since S π ⊂ E, and thus J E (π) = J Sπ (π), since J Sπ (π) ⊂ J ⋆ (π) and J E (π) = J ⋆ (π). From this it will follow that ̺ is also normal as an E-measurable kernel.
Before going any further let us introduce some more convenient notation for measures and kernels. For each sub-σ-algebra F 0 of F denote the set of bounded F 0 -measurable mappings from X to R + by B(F 0 ). If µ is a finite measure on (X, F ) then for each f ∈ B(F ) we write µ(f ) instead of f dµ. The measure is thus considered as a mapping µ : B(F ) → R + , and what was previously µ(F ) now becomes µ(I F ).
In the same way, let ̺ : X × F → R + be a bounded kernel, meaning that ̺( · , F ) is an F -measurable mapping for each F ∈ F and there exists N ≥ 0 such that ̺(x, · ) is a finite measure on (X, F ) with ̺(x, X) ≤ N for each x ∈ X. Then for each f ∈ B(F ) and each x ∈ X we write ̺(f )(x) instead of f (y) ̺(x, dy). Thus, since the mapping x → f (y)̺(x, dy) defines an element of B(F ), the kernel is considered as a mapping ̺ : B(F ) → B(F ), and what was previously ̺(x, F ) now becomes ̺(I F )(x).
Let τ, ̺ : B(F ) → B(F ) be bounded kernels; then the bounded kernel ̺τ , which using the old notation is defined by (̺τ )(x, F ) = τ (y, F )̺(x, dy), is now given as a mapping ̺τ : B(F ) → B(F ) by (̺τ )(f ) = ̺(τ (f )), and so the 'product' of the kernels is just functional composition. Moreover, if µ is a finite measure then the finite measure µτ : B(F ) → R + , which using the old notation is defined by (µτ )(F ) = τ ( · , F ) dµ, is now given as a mapping µτ : B(F ) → R + by (µτ )(f ) = µ(τ (f )), which is again functional composition. In particular, there are no problems with the associativity of the various operations, since this holds trivially for the composition of mappings.
For each x ∈ X let ε x ∈ P(F ) be the point mass at x, and thus ε x (f ) = f (x) for all f ∈ B(F ). For each x ∈ X there is the measure ε x π, and by definition (ε x π)(f ) = π(f )(x) for all f ∈ B(F ). With the previous notation this means that (ε x π)(I F ) = π(x, F ). In particular, π will be normal if and only if ε x π ∈ J E (π) with ε x π trivial on E for all x ∈ S π .
We will often make use of the fact that µ(I Sπ ) = 1 for all µ ∈ J E (π), which holds since µ(I Sπ ) = µ(π(1)) = (µπ)(1) = µ(1) = 1. Note that if D ∈ E then the restriction ̺ of π to D is given by ̺(f ) = I D π(f ) for all f ∈ B(F ). 
, and therefore µ ∈ J E (̺). On the other hand, if µ ∈ J E (̺) then µ(I D ) = 1 (since D ⊃ S ̺ and µ(I S̺ ) = 1) and so for all f ∈ B(F ), g ∈ B(E) we have µ(gπ(f )) = µ(gI D π(f )) = µ(g̺(f )) = µ(gf ). Hence µ ∈ J E (π) and thus J E (̺) = J E (π), which shows that ̺ is a refinement of π. Suppose conversely that ̺ is a refinement of π; then, since D ⊃ S ̺ , it follows that µ(I D ) = 1 for all µ ∈ J E (̺) = J E (π).
Lemma 2 If π is proper then it is also normal.
Proof Let x ∈ S π ; then π(1)(x) = 1 and hence for all f ∈ B(F ), g ∈ B(E)
The next proposition gives some properties of adapted kernels.
Proposition 1 Suppose π is adapted; then:
(2) Let τ be an arbitrary quasi-probability kernel with
On the other hand, if x / ∈ S π then ε x π = 0, hence
and therefore (πτ )(f )(x) = π(f )(x) for all f ∈ B(F ), x ∈ X, which means that
Note that if ̺ is an adapted refinement of π then by Proposition 1 ̺π = ̺, since here
Since F is countably generated there exists a countable subset G of B(F ) which determines finite measures in that if µ 1 , µ 2 are finite measures on (X, F ) then µ 1 = µ 2 if and only if µ 1 (f ) = µ 2 (f ) for all f ∈ G. For example, there exists a countable algebra A with σ(A) = F and then {I A : A ∈ A} has this property.
In what follows let G be such a countable determining set.
We now come to the first result about the existence of refinements.
Theorem 1 If the sub-σ-algebra E is countably generated then there exists a
proper E-measurable refinement ̺ of π.
Proof As well as the countable determining set G choose a countable determining set G ′ for finite measures on (X, E). Let
and hence for all g ∈ B(E), since g → (ε x ̺)(gf ) and g → g(x)(ε x ̺)(f ) are both finite measures on (X, E).
and therefore ̺ is a proper E-measurable kernel.
For each µ ∈ P(F ) put ∆ π µ = {x ∈ S π : ε x π = µ}. One reason for requiring F to be countably generated is that it ensures the measurability of sets such as ∆ π µ :
Proof Let x ∈ S π ; then
To increase the legibility we use ∆ 
Suppose µ is trivial on E; then µ(gf ) = µ(g)µ(f ) does hold for all g ∈ B(E), and hence µ(I D f ) = 1 for all f ∈ B(F ). But by Lemma 3 ∆ π µ = f ∈G D f and hence µ(∆ π µ ) = 1, since G is countable. Suppose conversely that µ(∆ π µ ) = 1, let E ∈ E and put h = I E ; then ∆ π µ ⊂ D h and so µ(I D h ) = 1, which implies that µ(gh) = µ(g)µ(h) for all g ∈ B(E). In particular, with g = h, it follows that µ(h 2 ) = (µ(h)) 2 , i.e., µ(I E ) = (µ(I E )) 2 and therefore µ(I E ) ∈ {0, 1}. This shows that µ is trivial on E.
In the proof of Lemma 4 we used the fact that if F 0 is a sub-σ-algebra of F and
}. This will also be made use of several times below.
Proof This follows immediately from Lemma 4.
For each x ∈ S π let ∆ π x = {y ∈ S π : ε y π = ε x π}; thus ∆ 
Proposition 3 π is normal if and only if it is adapted and (ε
Proof There is a least sub-σ-algebra S π of F such that π is S π -measurable, this being the intersection of all such sub-σ-algebras; thus S π ⊂ E. The next fact (taken from Theorem 1 in Blackwell and Dubins [1] ) follows from the assumption that F is countably generated.
Lemma 5
The sub-σ-algebra S π is countably generated.
Proof Since F is countably generated there exists a countable algebra A with F = σ(A). Let S ′ π be the least sub-σ-algebra of F such that π(I A ) ∈ S ′ π for all A ∈ A. Then S ′ π ⊂ S π and S ′ π is countably generated, since {π(I A ) : A ∈ A} is a countable set of mappings. Let F ′ = {F ∈ F : π(I F ) ∈ S ′ π }; then F ′ contains A and is a monotone class and hence by the monotone class theorem F ′ = F . Thus π is S ′ π -measurable and so S π ⊂ S ′ π , i.e., S π = S ′ π , which shows that S π is countably generated.
Since S π ⊂ E it follows immediately that J E (π) ⊂ J Sπ (π). Together with the assumption that J E (π) = J ⋆ (π) this gives us J E (π) = J Sπ (π).
Consider π as an S π -measurable kernel; then by Lemma 5 and Theorem 1 there exists a proper refinement ̺ of π. More precisely: There exists D ∈ S π such that ̺ is the restriction of π to D, J Sπ (̺) = J Sπ (π) and such that ̺ is proper as an S π -measurable kernel. By Lemma 1 µ(I D ) = 1 for all µ ∈ J Sπ (π) and by Lemma 2 ̺ is a normal S π -measurable kernel.
Now consider π and ̺ as E-measurable kernels. Then by Lemma 1 ̺ is still a refinement of π, since D ∈ E and J E (π) = J Sπ (π). Therefore J E (̺) = J E (π), and so J E (̺) = J E (π) = J Sπ (π) = J Sπ (̺), i.e., J E (̺) = J Sπ (̺). It follows that ̺ is an adapted E-measurable kernel and hence by Proposition 3 ̺ is a normal E-measurable kernel, since the condition (ε x ̺)(∆ ̺ x ) = 1 for all x ∈ S ̺ does not depend on which of the sub-σ-algebras S π and E is being used.
This completes the proof of Theorem 2.
Below we will need the following simple fact about proper kernels:
Lemma 6 π is proper if and only if π(I
Proof If π is proper then π(I E ) = π(I E 1) = I E π(1) for all E ∈ E. Thus suppose conversely that π(I E ) = I E π(1) for all E ∈ E. Let F ∈ F and E ∈ E; then π(I E I F ) ≤ π(I E ) = I E π(1) and π(I E I F ) ≤ π(I F ), since I E I F ≤ min{I E , I F }; thus π(I E I F ) ≤ I E π(1)π(I F ) = I E π(I F ). In the same way π(I X\E I F ) ≤ I X\E π(I F ). But π(I E I F ) + π(I X\E I F ) = π(I F ) + I E π(I F ) + I X\E π(I F ) and so in particular π(I E I F ) = I E π(I F ). Hence π is proper.
We now consider some conditions which are equivalent to the kernel π being normal. As in the proof of Theorem 2 let S π denote the least sub-σ-algebra of F such that π is S π -measurable. Since π is S π -measurable, it follows from Lemma 3 that ∆ π x ∈ S π . Note that x ∈ ∆ π x for all x ∈ S π and if x 1 , x 2 ∈ S π then either ∆
then N π is a sub-σ-algebra of F and ∆ π x ∈ N π for each x ∈ S π .
Lemma 7
The kernel π is N π -measurable, and so in particular S π ⊂ N π .
Proof Let f ∈ B(F ), B ∈ B + and put E = {x ∈ X : π(f )(x) ∈ B}. Consider x ∈ E and suppose ∆ π x ∩ E = ∅; there thus exists y ∈ ∆ π x ∩ E and so ε y π = ε x π and (ε x π)(f ) = π(f )(y) ∈ B. Let z ∈ ∆ π x ; then ε z π = ε x π = ε y π and hence π(f )(z) = (ε z π)(f ) = (ε y π)(f ) ∈ B. This shows that ∆ π x ⊂ E and so E ∈ N π . It follows that π is N π -measurable.
Lemma 8 π is a proper N π -measurable kernel if and only if
Proof If π is a proper N π -measurable kernel then for each x ∈ S π we have (ε x π)(∆ ∈ N. Therefore in both cases π(I N )(x) = (ε x π)(I N ) = I N (x), and thus by Lemmas 6 and 7 π is a proper N π -measurable kernel.
Put E π = E ∩ N π ; thus E π = {E ∈ E : ∆ π x ⊂ E or ∆ π x ∩ E = ∅ for all x ∈ S π } is a sub-σ-algebra of F and by Lemma 7 S π ⊂ E π ⊂ E. Moreover, π is an E π -measurable kernel.
Theorem 3 The following statements are equivalent:
(1) π is a normal E-measurable kernel.
(2) π is an adapted E-measurable kernel and (ε x π)(∆ (3) ⇒ (4): Since π is E π -measurable and E π ⊂ N π it follows that π is a proper E π -measurable kernel. Moreover, J E (π) ⊂ J Eπ (π) ⊂ J ⋆ (π), since E π ⊂ E, and by Proposition 1 (1) J E (π) = J ⋆ (π). Hence J Eπ (π) = J E (π).
(4) ⇒ (2): Lemma 2 implies that π is a normal E π -measurable kernel, and thus by Proposition 3 π is an adapted E π -measurable kernel and (ε x π)(∆ π x ) = 1 for all x ∈ S π . But J Eπ (π) = J E (π) and so π is also an adapted E-measurable kernel. As mentioned near the beginning, there is a further property equivalent to that of being normal, namely that ε x π ∈ ext J E (π) for all x ∈ S π . The equivalence follows immediately from the well-known fact that an element of J E (π) is extreme if and only if it is trivial on E. For the sake of completeness we now present a proof of this:
Proposition 4 An element of J E (π) is extreme if and only if it is trivial on the σ-algebra E.
Proof We first need a lemma. Note that if µ ∈ P(F ) and h ∈ B(F ) with µ(h) = 1 then the measure µ·h (given by (µ·h)(f ) = µ(hf ) for each f ∈ B(F )) is also a probability measure.
Lemma 9 Let µ ∈ J E (π) and h ∈ B(F ) with µ(h) = 1. Then µ·h ∈ J E (π) if and only if there exists
h ′ ∈ B(E) such that µ(hf ) = µ(h ′ f ) for all f ∈ B(F ).
Moreover, in this case we can take
for all f ∈ B(F ), g ∈ B(E) and hence µ·h ∈ J E (π). Conversely, if µ·h ∈ J E (π) and f ∈ B(F ) then µ(hπ(f )) = µ(π(h)π(f )) = µ(π(h)f ) (since µ ∈ J E (π) and π(h), π(f ) ∈ B(E)) and therefore
If µ ∈ J E (π) is not extreme then there exist µ 1 , µ 2 ∈ J E (π) with µ 1 = µ 2 and 0 < a < 1 such that µ = aµ 1 + (1 − a)µ 2 . Then µ 1 ≪ µ and so by the RadonNikodym Theorem there exists h ∈ B(F ) with µ 1 = µ·h, and µ(h) = µ 1 (1) = 1. Therefore by Lemma 9 there exists h ′ ∈ B(E) such that µ(h ′ f ) = µ(hf ) for all f ∈ B(F ), and in particular this implies µ(h ′ ) = µ(h) = 1. Now µ = µ 1 and so let f ∈ B(F ) with µ(f ) = µ 1 (f ) = µ(hf ). Then µ(h ′ f ) = µ(hf ) = µ(f ) = µ(h ′ )µ(f ) and hence µ is not trivial on E.
Conversely, suppose µ is not trivial on E, and therefore there exists E ∈ E with 0 < µ(I E ) < 1. Put a = µ(I E ) and let µ 1 = µ·g 1 and µ 2 = µ·g 2 with g 1 = a −1 I E and g 2 = (1 − a) −1 I X\E . Then g j ∈ B(E) and µ(g j ) = 1 and so by Lemma 9 µ j ∈ J E (π) for j = 1, 2. However µ = aµ 1 + (1 − a)µ 2 and clearly µ 1 = µ 2 ; hence µ / ∈ ext J E (π). This completes the proof of Proposition 4.
We next present a condition which is equivalent to the existence of a proper E-measurable refinement.
If D is a sub-σ-algebra of F and A ⊂ X then the trace σ-algebra D |A is the σ-algebra of subsets of A given by {B ⊂ A : B = A ∩ D for some D ∈ D}. If A ∈ D then D |A just consists of the subsets of A which lies in D. If D is countably generated then the trace σ-algebra D |A is also countably generated for each A ⊂ X. The next fact is essentially part of Theorem 1 in Blackwell and Dubins [1] :
Lemma 10 If π is proper then the trace σ-algebra E |Sπ is countably generated.
Moreover (S π ) |Sπ ⊂ E |Sπ , since S π ⊂ E, and hence E |Sπ = (S π ) |Sπ . But (S π ) |Sπ is countably generated, since S π is, and therefore E |Sπ is countably generated.
Consider the special case in which π is a probability kernel (and so S π = X). Then in particular Lemma 10 shows that E is countably generated. This implies that if E is not countably generated then there are no proper E-measurable probability kernels.
Let us say that a set D is π-full if D ∈ E and µ(I D ) = 1 for all µ ∈ J E (π)
Theorem 4
The following statements are equivalent:
(1) There exists a proper E-measurable refinement of π.
(2) The trace σ-algebra E |D is countably generated for some π-full set D.
Proof (2) ⇒ (1): Since D ∩ S π is also π-full and E |D∩Sπ is countably generated, we can assume that D ⊂ S π . Extend each mapping g ∈ B(D) to a mapping g * ∈ B(X) by putting g * (x) = 0 for all x ∈ X \ D; thus if g ∈ B(E |D ) then g * ∈ B(E), since D ∈ E. As well as the countable determining set G for finite measures on (X, F ) choose a countable determining set G ′ for finite measures on (X, E |D ). Let
, and so µ(I C g,h ) = 1, since µ(I D ) = 1. Hence µ(I C ) = 1, since G × G ′ is countable, which shows that C is π-full. Now let ̺ be the restriction of π to C; thus by Lemma 1 ̺ is a refinement of π. Exactly as in the proof of Theorem 1 it follows that ̺(g * f ) = g * ̺(f ) for all f ∈ B(F ) and g ∈ B(E |D ). In particular, if x ∈ C = S ̺ then we have
Let g ∈ B(E) and h be the restriction of g to S D ; then h ∈ B(E |D ) and h * = I D g. Thus if x ∈ C then for all f ∈ B(F )
On the other hand, if x ∈ X \ C then ̺(gf )(x) = 0 = g(x)̺(f )(x), which shows that ̺(gf ) = g̺(f ) for all g ∈ B(E), f ∈ B(F ) and therefore that ̺ is a proper E-measurable kernel.
(1) ⇒ (2): If ̺ is a proper E-measurable refinement of π then by Lemma 10 the trace σ-algebra E |S̺ is countably generated. Moreover S ̺ is ̺-full and thus π-full (since J E (π) = J E (̺)).
We now apply Theorems 1 and 2 to present a prototype of a result which occurs in Dynkin's construction of an entrance boundary (Dynkin [2] and [3] ) and in Föllmer's representation of Gibbs states on the tail σ-algebra (Föllmer [4] ). The result given below (Theorem 5) is a modification of the account to be found in Preston [9] .
In what follows let {E n } n≥1 be a decreasing sequence of sub-σ-algebras of F and for each n ≥ 1 let π n be an E n -measurable quasi-probability kernel such that the sequence {J En (π n )} n≥1 is decreasing, i.e., J En (π n ) ⊂ J Em (π m ) whenever m ≤ n.
We suppose for each n ≥ 1 that either the σ-algebra E n is countably generated or that J E (π n ) = J ⋆ (π n ). In the first case there exists by Theorem 1 a proper E n -measurable refinement ̺ n of π n . In the second Theorem 2 guarantees the existence of a normal refinement ̺ n of π n . Since J E (̺ n ) = J E (π n ) for each n the sequence {J En (̺ n )} n≥1 is also decreasing. Moreover, ̺ n is normal for each n and therefore by Proposition 1 (2) the sequence of kernels {̺ n } n≥1 is compatible in that ̺ n ̺ m = ̺ n whenever m ≤ n. Let E = n≥1 E n .
Theorem 5 Suppose that (X, F ) is a standard Borel space. Then there exists a normal E-measurable quasi-probability kernel ̺ such that
Proof This is divided into two parts. The first only requires F to be countably generated and shows that if there exists an E-measurable quasi-probability kernel π such that n≥1 J En (π n ) ⊂ J E (π) then there exists a restriction ̺ of π which is normal and such that n≥1 J En (π n ) = J E (̺). The second part shows that if (X, F ) is a standard Borel space then there does exist an E-measurable quasiprobability kernel π such that n≥1 J En (π n ) ⊂ J E (π).
Proposition 6 Suppose (X, F ) is a standard Borel space. Then there exists an E-measurable quasi-probability kernel ̺ such that
Proof Put J = n≥1 J En (π n ). Since (X, F ) is a standard Borel space there exists what Dynkin [2] calls a support system. This is a countable determining set G for finite measures on (X, F ) having the additional property that if {µ n } n≥1 is a sequence from P(F ) such that lim n µ n (f ) exists for each f ∈ G then there exists (a unique) µ ∈ P(F ) such that lim n µ n (f ) = µ(f ) for all f ∈ G. Let
We first show that X 0 ∈ E and µ(I X 0 ) = 1 for each µ ∈ J . For each f ∈ G let X f denote the set of those elements x ∈ X for which the limit lim n π n (f )(x) exists, thus X 0 = f ∈G X f and therefore, since G is countable, it is enough to show for each f ∈ G that X f ∈ E and µ(I X f ) = 1 for each µ ∈ J . Now since X f doesn't depend on the first m terms of the sequence {π n (f )} n≥1 for any m ≥ 1 it follows that X f ∈ E. Let µ ∈ J ; then µ(hπ n (f )) = µ(hf ) for all h ∈ B(E n ), which means that π n (f ) is a version of the conditional expectation of f with respect to E n (with the measure µ here fixed). Thus by the backward martingale convergence theorem µ(I X f ) = 1. For each f ∈ G there is an element τ f ∈ B(E) given by
Note that if x ∈ X 0 then τ 1 (x) ∈ {0, 1}, since π n (1)(x) ∈ {0, 1} for all n. Let X 1 = {x ∈ X 0 : τ 1 (x) = 1}, so X 1 ∈ E. If x ∈ X 1 then (ε x π n )(1) = π n (1)(x) = 1 for all n ≥ n x for some n x ≥ 1, which means that {ε x π n } n≥nx is a sequence of probability measures with lim n (ε x π n )(f ) = τ f (x) for all f ∈ G. Thus, since G is a support system, there exists µ x ∈ P(F ) such that
Then π(f ) = τ f ∈ B(E) for all f ∈ G (noting that π(f )(x) = 0 = τ f (x) for all x ∈ X 0 \ X 1 ) and it is straightforward to show that π is an E-measurable quasiprobability kernel. Let µ ∈ J ; if g ∈ B(E) and f ∈ G then µ(gf ) = µ(gπ n (f )) for each n ≥ 1 and µ(I X 0 ) = 1; thus by the dominated convergence theorem µ(gf ) = lim n µ(gI X 0 π n (f )) = µ(gτ f ) = µ(gπ(f )). Since G is a generator for B(F ) it follows that µ(gf ) = µ(gπ(f )) for all f ∈ B(F ), which implies that µ ∈ J E (π). Therefore J ⊂ J E (π).
Theorem 5 now follows immediately from Propositions 5 and 6.
As a final topic we look at a problem considered in Sokal [11] , Goldstein [6] and Preston [10] : Again let {E n } n≥1 be a decreasing sequence of sub-σ-algebras of F and assume now that E n is countably generated for each n ≥ 1. Fix µ ∈ P(F ). Does there then exist a proper E n -measurable quasi-probability kernel ̺ n for each n ≥ 1 such that ̺ n ̺ m = ̺ n whenever m ≤ n and µ ∈ J En (̺ n ) for all n ≥ 1? We will see that if (X, F ) is a standard Borel space then there do exist kernels with these properties; this follows more-or-less directly from the arguments found in Sokal [11] .
Lemma 11 Let E and E ′ be sub-σ-algebras of F with E ⊂ E ′ and E countably generated. Suppose µ ∈ J E (π) ∩ J E ′ (π ′ ), where π is an E-measurable and π ′ an E ′ -measurable quasi-probability kernel. Then there exists a proper E-measurable quasi-probability kernel ̺ with ̺π ′ = ̺ and µ ∈ J E (̺).
Proof Let D = {x ∈ X : (ππ ′ )(f )(x) = π(f )(x) for all f ∈ B(F )}; by Lemma 3 D = f ∈G D f , where D f = {x ∈ X : π(π ′ (f ))(x) = π(f )(x)} and so in particular D ∈ E. If g ∈ B(E) then µ(gπ(π ′ (f ))) = µ(gπ ′ (f )) = µ(gf ) = µ(g(π(f )), since µ ∈ J E (π) ∩ J E ′ (π ′ ), and thus µ(gπ(π ′ (f ))) = µ(gπ ′ (f )) = µ(gf ) = µ(g(π(f )). Hence µ(I D f ) = 1 for each f ∈ G and therefore µ(I D ) = 1. Let τ be the restriction of π to D; if x ∈ S τ = D then (τ π ′ )(f )(x) = (ππ ′ )(f )(x) = π(f )(x) = τ (f )(x) for all f ∈ B(F ) and if x / ∈ S τ then (τ π ′ )(f )(x) = 0 = τ (f )(x), which implies that τ π ′ = τ . Moreover, µ(gτ (f )) = µ(gI D π(f )) = µ(gπ(f )) = µ(gf ) for all f ∈ B(F ) and g ∈ B(E), since µ(I D ) = 1, and so µ ∈ J E (τ ). Now by Theorem 1 there exists a proper refinement ̺ of τ and in particular µ ∈ J E (τ ) = J E (̺). Also by Proposition 1 ̺τ = ̺ and hence ̺ = ̺τ = ̺(τ π ′ ) = (̺τ )π ′ = ̺π ′ .
Theorem 6
Suppose that (X, F ) is standard Borel. Then for each n ≥ 1 there exists a proper E n -measurable quasi-probability kernel ̺ n such that ̺ n ̺ m = ̺ n whenever m ≤ n and µ ∈ J En (̺ n ) for all n ≥ 1.
Proof Since (X, F ) is a standard Borel space there exists for each n ≥ 1 an E n -measurable quasi-probability kernel π n such that µ ∈ J En (π n ) (Jiřina [8] ). By Theorem 1 there exists a proper refinement ̺ 1 of π 1 and in particular µ ∈ J E 1 (̺ 1 ). Let n ≥ 1 and suppose for j = 1, . . . , n there exists a proper E j -measurable quasi-probability kernel ̺ j such that µ ∈ J E j (̺ j ) for all 1 ≤ j ≤ n and ̺ j ̺ k = ̺ j whenever k ≤ j ≤ n. By Lemma 11 there then exists a proper E n+1 -measurable quasi-probability kernel ̺ n+1 such that µ ∈ J E n+1 (̺ n+1 ) and ̺ n+1 ̺ n = ̺ n+1 . Now if m ≤ n then ̺ n+1 = ̺ n+1 ̺ n = ̺ n+1 (̺ n ̺ m ) = (̺ n+1 ̺ n )̺ m = ̺ n+1 ̺ m which implies that ̺ j ̺ k = ̺ j whenever k ≤ j ≤ n + 1, since by Proposition 1 ̺ n+1 ̺ n+1 = ̺ n+1 . The result therefore follows by induction on n.
