Introduction

Data management, preprocessing and imputation
Package bigsnpr currently takes as input a variety of formats (e.g. vcf, bed/bim/fam, ped/map).
which gives an unbiased estimator of the number of genotypes that have been wrongly imputed 143 for that particular SNP. (Lehoucq and Sorensen 1996) . Pack-152 age bigstatsr use the same PCA algorithm as FlashPCA2 called Implicitly Restarted Arnoldi 153 Method (IRAM), which is implemented in R package RSpectra. The main difference between 154 the two implementations is that FlashPCA2 computes vector-matrix multiplications with the 155 genotype matrix based on the binary PLINK file whereas bigstatsr computes these multiplica-156 tions based on the FBM format, which enables parallel computations and easier subsetting.
157
SNP thinning improves ascertainment of population structure with PCA (Abdellaoui et al. 158 2013). There are at least 3 different approaches to thin SNPs based on Linkage Disequilibrium, 159 two of them named pruning and clumping, address SNPs in LD close to each others because 160 of recombination events, while the third one address long-range regions with a complex LD 161 pattern due to other biological events such as inversions (Price et al. 2008) . First, pruning, the 162 most naive approach, is an algorithm that sequentially scan the genome for nearby SNPs in LD, 163 performing pairwise thinning based on a given threshold of correlation. A variant of pruning 164 is clumping. Clumping is useful if a statistic is available to sort the SNPs by importance, e.g.
165
association with a phenotype, and for discarding SNPs in LD with a more associated SNP 166 relatively to the phenotype of interest. Furthermore, we advise to always use clumping instead 167 of pruning (by using the minor allele frequency as the statistic of importance, which is the 168 default) because, in some particular cases, pruning can leave regions of the genome without 169 any representative SNP at all 3 .
As mentioned above, the third approach that is generally combined with pruning or clump-171 ing consists of removing SNPs in long-range LD regions (Price et al. 2008) . Long-range LD 172 regions for the human genome are available as an online table that our packages can use to 173 discard SNPs in long-range LD regions while computing PCs 4 . However, the pattern of LD 174 might be population specific, so we developed an algorithm that automatically detects these 175 regions and removes them. This algorithm consists in the following steps: first, PCA is per-176 formed using a subset of SNP remaining after clumping, then outliers SNPs are detected using Any test statistic that is based on counts could be easily implemented because we provide fast counting summaries. Among these tests, the Armitage trend test and the MAX3 test statistic are already provided for binary outcome (Zheng et al. 2012) . We also implement statistical tests based on linear and logistic regressions. For the linear regression, for each SNP j, a t-test is performed on β (j) wherê
and K is the number of principal components and L is the number of other covariates (such as the age and gender). Similarly, for the logistic regression, for each SNP j, a Z-test is performed
K COV L , andp = P(Y = 1) and Y denotes the binary phenotype.
The R packages also implement functions to compute Polygenic Risk Scores using two ap- (Table 1) . Overall, the computations with our two R packages for an association study and a 262 polygenic risk score are of the same order of magnitude as when using PLINK and EIGEN-
263
SOFT (Tables 1 and 2) . However, the whole analysis pipeline makes use of R calls only; there is no need to write temporary files and functions have parameters which enable subsetting of 265 the genotype matrix without having to copy it.
266
On our desktop computer, we compared the computation times of FastPCA, FlashPCA2 267 to the similar function big_randomSVD implemented in bigstatsr. For each comparison, we 268 used the 93,083 SNPs which were remaining after pruning and we computed 10 PCs. We (Table S1 ). We compared the PCs of genotypes obtained after 283 applying snp_autoSVD with the PCs obtained after removing pre-determined long-range LD 284 regions 5 and found a mean correlation of 89.6% between PCs, mainly due to a rotation of PC7 285 and PC8 (Table S2 ). For the Celiac dataset, we found 5 long-range LD regions (Table S3 ) and 286 a mean correlation of 98.6% between PCs obtained with snp_autoSVD and the ones obtained 287 by clumping with removing of predetermined long-range LD regions (Table S4 ).
288
For the Celiac dataset, we further compared results of PCA obtained when using snp_autoSVD 289 and when computing PCA without removing any long range LD region (only clumping at 290 R 2 > 0.2). When not removing any long range LD region, we show that PC4 and PC5 291 don't capture population structure and correspond to a long-range LD region in chromosome 292 8 ( Figures S1 and S2) . When automatically removing some long-range LD regions with 293 snp_autoSVD, we show that PC4 and PC5 reflect population structure ( Figure S1 ). Moreover, 294 loadings are more equally distributed among SNPs after removal of long-range LD regions 295 ( Figure S2 ). This is confirmed by Gini coefficients (measure of dispersion) of each squared 296 loadings that are significantly smaller when computing SVD with snp_autoSVD than when no 297 long-range LD region is removed ( Figure S3 ). Input files of many types (ped/map, bed/bim/fam, vcf, etc.) Conversion and quality control (call rates, maf, hwe, etc.) Figure S1: PC4 and PC5 of the celiac disease dataset. Left panel, PC scores obtained without removing any long range LD region (only clumping at R 2 > 0.2). Individuals are coloured according to their genotype at the SNP that has the highest loading for PC4. Right panel, PC scores obtained with the automatic detection and removal of long-range LD regions. Individuals are coloured according to their population of origin. Figure S2 : Loadings of first 6 PCs of the celiac disease dataset plotted as hexbins (2-D histogram with hexagonal cells). On the left, without removing any long range LD region (only clumping at R 2 > 0.2). On the right, with the automatic detection and removal of long-range LD regions. Figure S3 : Boxplots of 1000 bootstrapped Gini coefficients (measure of statistical dispersion) of squared loadings without removing any long range LD region (only clumping at R 2 > 0.2) and with the automatic detection and removal of long-range LD regions. The dashed line corresponds to the theoretical value for gaussian loadings. Figure S4 : Histogram of the minor allele frequencies of the POPRES dataset used for comparing imputation methods. Figure S5 : Histogram of the number of missing values by SNP. These numbers were generated using a Beta-binomial distribution. Figure S6 : Number of imputation errors vs the estimated number of imputation errors by SNP. For each SNP with missing data, the number of imputation errors corresponds to the number of individuals for which imputation is incorrect. The estimated number of errors is a quantity that is returned when imputing with snp_fastimpute, which is based on XGBoost (Chen and Guestrin 2016).
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