In this paper, a novel approach is made to discard the degradations in full shoe prints and partial shoe prints, in processing those images for recognition. A pass band DCT coefficient has been used to extract feature vectors. A more robust approach has been dealt with to find the matching between the partial shoe prints and the images in the data base. This method makes the shoe print recognition process more robust against degradations like noises, orientations and blurred images which are common in shoe print images and also helps in saving the processing time and memory consumption.
INTRODUCTION
In forensic analysis, shoe marks provide valuable information as evidence against accused persons. In many cases, shoe prints can be positively identified as having been made by a specific shoe to the exclusion of all other shoes. The identification is based on the physical match of individual designs. The evidence provided by a positively identified shoe mark is as strong as the evidence from fingerprints, tool marks, and typewritten impressions [1] . But this matching alone may not be the only criteria to identify the suspected person in crime scene. But, still this information is a valuable one. Due to the infinite designs available in the market, with distinctive outsole patterns, this implies that there exists specific general population of shoe prints [1] . If the model of a shoe can be determined from its mark, then this can abruptly narrow the search for a particular suspect. So, at least the forensic department can narrow down their search of suspected persons. The data base formation is the first step in shoe print processing. So matching algorithm starts with image acquisition process. An image of a shoe print is first obtained using a technique such as photography, electrostatic lifting or by making a cast when the impression is in soil, snow or sand. Further, in the forensic laboratories, the image of the shoe mark is compared with the shoeprints and shoe impressions of known shoe samples. A process of detection and recovery of footwear impression evidence and of comparison of the impressions with suspect shoes has been explained in [1] . The photograph of the impression or of the lifted impression or cast can be subsequently scanned and a digital image is produced. Forensic analysis requires comparison of this image against specific databases. These databases include, database of prints made by shoes of already existing criminals and previously available on the market and database of shoe prints found at other crime scenes. Comparing crime scene shoe mark images to databases is currently a difficult task and it is usually conducted manually by searching paper catalogues or computer databases. Our task is to simplify the matching process against degradations and help the forensic scientists for faster search.
EXISITING WORK
Matching of shoe prints by several methods has been reported early [2] [3] [4] [5] [6] [7] [8] [9] . However, several practical difficulties exist in the classification of shoeprints-both manual and automated.
Statistical techniques have been widely used for shoe recognition and in shoe print analysis to extract the matched image from the data base. Dimensionality reduction is essential for extracting effective features and reducing computational complexity in classification stage. Principal component analysis (PCA) [12] , [13] , Linear discriminate analysis (LDA) [14] and Discrete cosine transform (DCT) [15] are the main techniques used for data reduction and feature extraction in the appearance based approaches. DCT, Eigen faces [12] and Fisher faces [16] have been proved to be very successful among the others. All these methods that extract features to optimally represent test shoe image belong to a class and separate the shoe prints. In the literature it has been found that most efforts are given mainly on developing feature extraction methods and employing powerful classifiers such as Euclidean distance Classifier, Hidden Markov Models (HMMs) [17] and support vector machine (SVM). In this work, it is proposed to reduce the dimensions, in the initial stage itself, which gives two advantages, one being the reduced memory requirement and the other being the robust against degradations such as noise and lighting conditions. The full shoe print image using DCT is shown in section 3. Partial Shoe print processing is given in section 4. The rest of the paper deals with results and performance analysis.
SYSTEM FOR FULL SHOE PRINT
In this paper we propose an integrated technique for a full shoe print recognition system based on the DCT components analysis in FLD with PCA and partial shoe print recognition using overlapping block method. The following steps are involved in this preprocessing of a full shoe print image.
Resizing
The captured images may be in different sizes. It depends on the place where the image has been captured. So before processing the image, it should be converted into a particular size. Here, the images are made to standard size as 400×300.
Normalization
Normalization is used to standardize the intensity values in an image by adjusting the range of grey-level values so that it lies within a desired range of values. Normalization is pixel-wise operation. The main purpose of normalization is to reduce the variation in gray level values, and to facilitate the subsequent processing steps.
Orientation estimation
The orientation image represents an intrinsic property of the shoeprint images. In this work an automatic orientation correction is proposed before the images are trained. The shoe (bottom sole) image in horizontal view, is first processed to find the binary image using a fixed threshold. This is followed by detecting the contour and then by finding the extreme end points. The angle joining this line AB is the tilt angle. So based on this angle rotation, correction is performed using Radon Transforms ( Figure 1 and Figure 2 ). 
Discrete Cosine Transform
A discrete cosine transform (DCT) expresses a sequence of finitely many data points in terms of a sum of cosine functions oscillating at different frequencies. The DCT is conceptually similar to the discrete Fourier transform(DFT), except that the DCT does a better job of concentrating energy into lower order coefficients than does the DFT for image data also the DCT is purely real (only magnitude).
A DCT operation on a block of pixels produces coefficients that are similar to the frequency domain coefficients produced by a DFT operation. An N-point DCT has the same frequency resolution as and is closely related to a 2N-point DFT. The N frequencies of a 2N point DFT correspond to N points on the upper half of the unit circle in the complex frequency plane. For most images, after transformation the majority of signal energy is carried by just a few of the low order DCT coefficients. These coefficients can be more finely quantized than the higher order coefficients. Many higher order coefficients may be quantized to 0 (this allows for very efficient run-level coding).
The input image is divided into several horizontal and vertical blocks, with each block sizing 8x8. So, in this case, N is typically 8 and the DCT is applied to each row and column of the block. The result is an 8 × 8 transform coefficient array in which the (0,0) element (top-left) is the DC (zero-frequency) component and entries with increasing vertical and horizontal index values represent higher vertical and horizontal spatial frequencies. With reference to [18] , the DCT coefficients are reordered by the zigzag scan. This scan method reorders all the DCT coefficients from low frequency to high frequency. For most images, it is equivalent to sorting according to importance, since the perturbation in the low frequency components is generally more perceivable to human eyes than high frequency components.
Zigzag scanning process is performed on DCT coefficients as shown in Figure. 3. After zigzag scanning, (1x64) vector is produced. This vector contains coefficients of DCT block from low frequency to high frequency. Low-pass, Band-pass, Highpass filters are applied to this vector for constructing a feature vector about whole spectrum range of the sub block. After this, FLD and PCA is performed on the DCT coefficients. Fisher's linear discriminant is a classification method that projects high-dimensional data onto a line and performs classification in this one-dimensional space. The projection maximizes the distance between the means of the two classes while minimizing the variance within each class. This defines the Fisher criterion, which is maximized over all linear projections, w:
where m represents a mean, s 2 represents a variance, and the subscripts denote the two classes. In signal theory, this criterion is also known as the signal-to-interference ratio. Maximizing this criterion yields a closed form solution that involves the inverse of a covariance-like matrix. This method has strong parallels to linear perceptrons. We learn the threshold by optimizing a cost function on the training set. Fisher's linear discriminant is the first step on the way to discriminant Factor Analysis. It can be generalized to more than just 2 classes. If the data sits in a n dimensional space and there are p classes with p<n, then (p-1) orthogonal 1-D projection lines may be defined. The first one is just the generalized Fisher's linear discriminant. The second one is defined as sitting in the (n-1) dimensional subspace orthogonal to it, and maximizing the generalized Fisher's criterion for the classes once projected in that subspace. These are the discriminant factors.
Principal Component Analysis
PCA also known as Karhunen-Loeve method is a technique commonly used for dimensionality reduction in computer vision, particularly in face recognition. A method called Eigenface, based on PCA was used in face recognition in [12] . In our proposed work, the PCA, the principal components of the distribution of shoe prints or the eigenvectors of the covariance matrix of the set of shoe print images are sought treating an image as a point in a very high dimensional space. These eigenvectors can be thought of as a set of features that together characterize the variation between shoe print images. Each image contributes to each eigenvector so that a sort of ghostly shoe print called eigenshoe can be formed. These features vectors from FLD and PCA are now extracted during the training phase. Later a test image is selected, whose target image stored in the test data base is also run through this same algorithm and feature vectors are extracted. Euclidean distance is calculated between this test feature vector and all the feature vectors of train data base obtained during training phase. The index of the minimum distance, is taken as the most relevant image and shown as matched image.
SYSTEM FOR PARTIAL SHOE PRINT
In actual scenario, partial shoeprints are much more common at crime scenes than full shoeprints and can provide valuable forensic evidence. Hence, the performance of a system in processing partial images of shoeprints becomes valid interest. Partial Shoe prints may be of two categories (i) Acquired partial shoe print and (ii) Generated partial shoe print. We generated partial shoe prints as follows.
Generation of Partial-Prints
Partial print images were generated from each full-print image. They were generated in conventional methods as follows: They were divided into four sub images. So template input was in the order of 25% or little lesser than that. So it is worth to enhance the matching process, using FFT using the phase information. In our work, we use 5% to 10% of the total area of the full shoe print images. This performance is achieved by means of block overlapping method as given in the Figure 4 . The matching performance was carried out for 235 full shoe print images. A query images were given as input with added additive white Gaussian noise with mean zero and variance 0.01 and matched image is obtained .
Overlapped Block Method
Fourier Transforms (FT) have been used for classification of partial prints [10, 11] . The FT is invariant to translation and rotation and this approach shows that although footwear impressions are processed globally, they are encoded in terms of the local information evident in them. In our proposed work, overlapped blocks have been used as shown in the Figure 4 . Though this increases the fuzziness in the system, it gives better performance. 
OUTPUTS
The outputs have been shown in GUI window as shown in Figure 5 to Figure 8 , developed with MATLAB image processing tool box. The experiment had been conducted with a data base of 235 shoe print images. Initially the test image was corrupted by Gaussian noise with mean 0 and Variance 0.01 and filtered with median filter. The results obtained are as follows. 
PERFORMANCE ANALYSIS
From the obtained results as shown in Figure 9 , it is seen that as the noise variance increases, the Euclidean distance of the target image also increases for a fixed 48 number of DCT coefficients in an 8x8 matrix. This implies that the algorithm is immune to noise, if the noise variance is in the order of 0.01 . More over by varying the number of DCT coefficients in an 8x8 matrix, it is proved that only with one coefficient it is possible to recognize the target image, as it is evident with the least value of Euclidean distance of 0.00 when a match with noiseless input is attempted. Moreover, the performance without noise is optimum when the coefficients are taken around 32 as it is clear from Figure 10 . So, it is shown that the dimensionality reduction has been achieved. This is very useful in ASIC implementation, as this reduces the computation time, which is because we take only few number of DCT coefficients], instead of taking the whole 64 coefficients. Also in EPROM, it is enough to store only those few coefficients, which reduces the total memory consumed. Though there exists so many works, to the best of our knowledge, the works concentrate only on efficient recognition rather than the memory consumed for the process.
As it is necessary to implement a prototype model, it is mandatory to reduce the processing time and the memory consumed during the process. 
of DCT Coefficients Vs Euclidean distance
Keeping this as a primary issue it is suggested to reduce the dimensions of the feature vectors extracted in recognition process. In conventional systems, with a full shoe print image size of 400x300, the total memory consumption is 120k bytes which acts as a buffer from where the FLD based feature vectors are extracted. In our proposed work, instead of image pixels, DCT coefficients [18, 19] are applied as input to FLD process.
As we do selection process in zigzag scan, it results in reduced dimensions, which is just 60k bytes,(if the number of DCT coefficients taken is 32 ). In addition to this, PCA also reduces the dimension of the feature vectors which is an additional advantage. In this work it is proved that the memory requirement is less for the real time hardware implementation, without any compromise in the recognition by feature vectors. Hence it is evident that both computation time and the memory requirement is reduced. There is a saving of 0.4 seconds in recognition time. As we introduce, DCT coefficient choosing process in this work, it is transparent that, the algorithm running time increases, but even then we are able to save recognition time. More over, the main advantage is that the memory consumption is reduced approximately by 16 times, any how this depends on the noise level in the input query image.
CONCLUSION
In this work, a new shoe print recognition work had been done with dimensionality reduction with pass band DCT and FLD combined with PCA. Hence it is claimed that, many advantages are enjoyed as mentioned in the previous section. All other conventional systems do not focus on the memory constraint. Though those works focus on speed of computations, it makes use of the full dimension of the actual image or their coefficients. In our work, efforts have been taken to solve this memory constraint. By reducing the number of DCT coefficients, to be considered for FLD and PCA based feature extraction. Also partial shoe prints have been taken into account and the matching had been performed using phase information under noisy environment..
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