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Re´sume´ – Cet article est consacre´ a` l’e´tude des performances d’algorithmes du second-ordre d’estimation de DOA de sources complexes
non circulaires rencontre´s en communication nume´rique (PSK2 ou OQPSK) base´s sur les deux matrices de covariance spatiales  
	
et
   
	
. Il a pour objectif de pre´ciser le gain en performances de diverses me´thodes utilisant la deuxie`me matrice de covariance pour
ame´liorer la localisation de sources non circulaires en les rapportant a` des bornes de variance minimale dans le cadre d’estimateurs du second-
ordre. Apre`s avoir donne´ une expression analytique commune de la variance minimale de tout estimateur du second-ordre de DOA de sources
complexes gausiennes ou non, circulaires ou non, nous pre´sentons une me´thodologie permettant d’e´tudier les performances asymptotiques de
tout algorithme de type sous espace. Nous de´montrons diverses proprie´te´s ge´ne´rales des matrices de covariance d’estimateurs fournis par de tels
algorithmes et e´tudions en particulier deux algorithmes base´s sur les deux matrices de covariance [3],[4] dont les performances n’avaient e´te´
e´tudie´es que par simulations. Enfin diverses simulations illustrent ces re´sultats.
Abstract – This paper is focused on asymptotic performance of second-order algorithms for estimating direction of arrival (DOA) of narrow-
band complex non-circular sources in the context of digital communication (PSK2 ou OQPSK) based on the two spatial covariance matrices
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	
. it aims to specify the performance improvement of different algorithms that use the second covariance matrice to im-
prove the localization of non-circular sources, by comparison to the asymptotically minimum variance second-order algorithms. After giving a
common closed-form expression for the asymptotic covariance valid for Gaussian or non Gaussian and complex circular or non-circular sources,
we present a general methodology to study the asymptotic performance of arbitrary subspace algorithms. We prove different properties of the
asymptotic covariance of such algorithms and we particularly study two algorithms that has been introduced in the literature [3],[4] by simulation
only. Numerical examples illustrate the results.
1 Mode`le et notations
Nous conside´rerons une antenne de  capteurs recevant 
signaux sources, caracte´rise´s par leur DOA ﬁﬀﬃﬂ    ﬂ ! . Les
enveloppes complexes des signaux observe´s sont mode´lise´es
par les " observations inde´pendantes.
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($ et +-$ sont suppose´s complexes
centre´s et inde´pendants l’un de l’autre. +$ est suppose´ gaussien
complexe circulaire, spatialement non corre´le´ avec @A + $ +-B$  %
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riance HJI 698;:% @A ( $ (B$  et H)K
I
6L8;:
%
@M
(
$
(ON
$
 . En conse´quence,
#
$ a pour matrices de covariance :
H)P
%Q&
H)I
&
B
*RC
D
E
F/G et H K
P
%S&
H
K
I
&
N'T
%2UV4
W
H)P
.
H)K
PX
est ge´ne´ralement parame´trise´ par le parame`tre re´el
Y
%

Y
ﬀ
.
Y
D
 avec
Y
ﬀ
698;:
%
Zﬀ
.4544[.
L!\
N et ou`
Y
D
de´signe CDE
et les parties re´elles et imaginaires des termes de H]I et de HJK
I
.
Ce parame`tre
Y
est suppose´ identifiable a` partir de
W
H)P
.
H
K
PX
et
les matrices de covariance de #$ sont classiquement respective-
ment estime´es par
H)PZﬂ
N
%
1
"
N
^
$
ﬁﬀ
#
$
#
B
$ et H K
Pﬂ
N
%
1
"
N
^
$
ﬁﬀ
#
$
#
N
$
4
2 Estimateurs du second ordre de va-
riance minimale
Dans le cas de signaux non circulaires d’ordre deux, la deu-
xie`me matrice de covariance H_K
P
apporte une information sur
Y
ﬀ comparable a` celle apporte´e par H P . Ainsi, nous avons
de´montre´ [1], qu’un algorithme MUSIC base´ sur H P seule et
un algorithme de type MUSIC base´ sur H_K
P
seule conduisent
dans le cas d’une source non circulaire de puissance CﬁD
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ou` j ﬀ est un facteur purement ge´ome´trique.
Pour e´valuer, l’effet de la non circularite´ des signaux sur les
performances statistiques d’algorithmes du second-ordre base´s
sur H PZﬂ
N
seule ou sur
W
H
Pﬂ
N
.
HJK
Pﬂ
N
X
, nous avons besoin d’un
algorithme de re´fe´rence et d’une borne infe´rieure sur la matrice
de covariance des estime´es de DOA. Aux estimateurs du maxi-
mum de vraisemblance et a` la borne de Cramer Rao (difficile
a` calculer ici) qui servent habituellement de re´fe´rence, nous
pre´fe´rons les estimateurs du second-ordre de variance asympto-
tique minimale (AMV) mises en oeuvre par des algorithmes de
type COMET [1] base´s sur HJPﬂ
N
seule ou sur
W
H)PZﬂ
N
.
HJK
Pﬂ
N
X
,
et leur matrice de covariance associe´e qui joue le roˆle de borne
minimale pour la covariance asymptotique de tout algorithme
du second-ordre au sujet de laquelle il a e´te´ de´montre´ [2] :
The´ore`me 1 Pour des signaux sources gaussiens ou non gaus-
siens, complexes circulaires ou non circulaires, la covariance
de la distribution asymptotique gaussienne de l’estimateur de
variance minimale (AMV) base´ sur H PZﬂ
N
ou sur
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du parame`tre DOA seul, a respectivement pour expression :
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3 Algorithmes de type sous espace
Pour envisager des algorithmes de type sous espace faisant
appel a` la fois a` HJPﬂ
N
et a` H /
Pﬂ
N
, nous conside´rons la matrice
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. Puisque
le gain apporte´ par l’utilisation de H /
P
est surtout sensible dans
le cadre de signaux sources spatialement non corre´le´s [2], nous
allons nous concentrer sur ce cas particulier. Nous y distingue-
rons le cas de signaux de non circularite´ maximale ( a  % 1 .CB %
1 .4454/.
 ) (cas 1, par exemple des modulations PSK2 ou OQPSK
non filtre´es) qui conduit a` DﬂEH 8I  %  et aux algorithmes
propose´s dans la litte´rature [3] note´ Alg ﬀ et [4] note´ Alg
D
, et le
cas ou` ces signaux peuvent eˆtre filtre´s (cas 2), ce qui conduit a`
une non circularite´ non maximale ( a GF 13.HB_% 13.5444[.  ) et a`
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sont respectivement des matrices hermitiennes
et syme´triques complexes. Les estime´es de DOA fournies par
les algorithmes pre´ce´demment cite´s sont obtenues graˆce a` 
minima locaux :
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. Cet algorithme peut d’ailleurs
eˆtre e´tendu a` un re´seau de structure quelconque :
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Dans le cas 2 ou` K ﬀ/ﬂ
D
%2U
, nous proposons l’algorithme :
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4 Analyse de performance
Avant d’e´tudier les performances d’algorithmes du second-
ordre qui utilisent a` la fois H_Pﬂ
N
et H)K
PZﬂ
N
, commenc¸ons par
examiner l’influence de la non circularite´ sur les algorithmes du
second-ordre traditionnels base´s sur H]Pﬂ
N
seule. Nous de´mon-
trons le re´sultat suivant :
Proprie´te´ 1 En cas de bruit temporellement non corre´le´, les
performances asymptotiques de tout algorithme du second-ordre
base´ sur H)PZﬂ
N
seule qui n’utilise pas l’hypothe`se e´ventuelle de
non corre´lation spatiale des sources sont identiques a` celles du
cas d’observations gaussiennes complexes circulaires inde´pen-
dantes.
Preuve : Elle est base´e sur le re´sultat [5] suivant. Sous les hypo-
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Puisque les estimateurs de type MUSIC du paragraphe 3 sont
des fonctions alg(.) diffe´rentiables de K ﬀ/ﬂ
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les distributions asymptotiques des estime´es fournies par ces
algorithmes et plus ge´ne´ralement par tout algorithme de type
sous espace, sont directement de´duites de la distributionasymp-
totique de K
N
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 . Nous de´montrons
pour cela le the´ore`me suivant :
The´ore`me 2 Dans le cas d’observations inde´pendantes, les sui-
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convergent en loi vers des lois gaussiennes centre´es de premie`res
matrices de covariance respectives :
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Indication de preuve (par manque de place) :
La preuve [1] repose sur le the´ore`me central limite classique :
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Sous les meˆmes hypothe`ses, la proprie´te´ 1 s’e´tend sous la
forme suivante :
Proprie´te´ 2 Les distributionsasymptotiques de tout algorithme
du second-ordre de type sous espace construit a` partir de H PZﬂ
N
et H)K
PZﬂ
N
sont identiques a` celles du cas d’observations gaus-
siennes complexes inde´pendantes de meˆmes circularite´es.
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En ce qui concerne les estimateurs de type MUSIC du para-
graphe 3 nous de´montrons le re´sultat suivant :
Proprie´te´ 3 Les distributions asymptotiques des algorithmes
Alg ﬀ , Alg
D
et Alg
d
sont identiques (mais comme nous le montre-
rons dans le paragraphe 5, ces trois algorithmes auront des
performances diffe´rentes en dehors du re´gime asymptotique)
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ou` j ﬀ est le meˆme facteur ge´ome´trique qu’au paragraphe 2.
Preuve :
L’expression de   
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ACB ). Par suite en utilisant la preuve de [6, Theorem 3.2], les
algorithmes Alg ﬀ et Alg
d
ont les meˆmes performances asympto-
tiques.
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d
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calculs de perturbation (en tout point semblable a` celui de [7]
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car ces deux algorithmes satisfont la meˆme e´quation de perturba-
tion :
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Quant a` Alg
m
propose´ lorsque a F 1 pour toutes les sources,
notons que ces performances sont critiques de`s que la non circu-
larite´ d’une source s’approche de la non circularite´ maximale.
Car dans ce cas la matrice pseudo inverse :
 de :
 de rang
I
 a une norme qui tend vers l’infini et par suite    
e
aussi.
Ces performances s’obtiennent comme celle de l’algorithme
MUSIC classique :
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, qui donne dans le cas particulier d’une
seule source :
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Ce re´sulat s’e´tend par calcul nume´rique dans le cas de plusieurs
sources.
5 Simulations
Dans les quatre simulations pre´sente´es, nous conside´rons un
re´seau line´aire e´quidistant de  %   capteurs avec deux sources
de meˆme puissance (SNR 698;:% e
  
) e´mettant des signaux BPSK
filtre´s ou non de meˆme module de circularite´ ( a 698;:% a ﬀ % a
D
)
et de phase de circularite´ 1 ﬀ et 1
D
. La dure´e d’observation et le
nombre de re´alisation de Monte Carlo sont respectivement de
"
% ;L; et 1 ;L; ; .
Sur la Fig.1, est mis en e´vidence, le rapport
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en fonction de a pour diverses valeurs de ) 698;:% 
D
W Zﬀ . Elle
met en e´vidence le gain apporte´ par la matrice de covariance
H)K
P
pour de faibles valeurs de ) , y compris pour des signaux
de circularite´ non maximale. Par contre pour des grandes valeurs
de ) , le gain n’est apporte´ qu’au voisinage de a % 1 .
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Fig.1 SNR=  , ﬀﬂﬁﬃ  et "!#ﬂﬁﬃ$ .
Sur les Fig.1 et 2 sont mis en e´vidence  9
i
e
pour les diffe´-
rents algorithmes. Elle met en e´vidence la bonne efficacite´ des
algorithmes (alg   ﬁﬀ/ﬂ
D
ﬂ
d
si on rapporte leur variance asympto-
tique a` celle de l’algorithme AMV base´ sur H P et H)K
P
. Par
contre les domaines asymptotiques de ces diffe´rents algorithmes
sont tre`s diffe´rents. L’algorithme AMV base´ sur H P et H)K
P
surpasse de ce point de vue les trois algorithmes (alg    ﬁﬀ/ﬂ
D
ﬂ
d
et parmi ceux-ci, l’algorithme alg
D
de type Root est le meilleur.
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Fig.3 +-,&ﬂ". / , %&(' , )ﬀ0ﬁﬃ1 et 2!3ﬂﬁﬃ$ .
Enfin la Fig.4 montre le roˆle des phases 1  de la circulari-
te´. Par calcul nume´rique, nous avons montre´ que pour tous les
algoritmes pre´sente´s, dans les conditions e´tudie´es, les variances
asymptotiques ne de´pendent pas de 1 pour 1 698;:%=1 ﬀ %<1
D
et ne
de´pendent que de
l
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ﬀ W
1
D
l
pour 1 ﬀ T% 1
D
. Dans ce dernier cas,
les performances se de´gradent fortement pour de faibles valeurs
de ) et de
l
1
ﬀ W
1
D
l
. Par contre pour de grandes valeurs
de ) % ` , les variances asymptotiques ne se de´gradent plus
lorsque
l
1
ﬀ
W
1
D
l
devient faible (on retrouve le cas K=1.
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.
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