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HOMOLOGICAL INVARIANTS OF CAMERON–WALKER GRAPHS
TAKAYUKI HIBI, HIROJU KANNO, KYOUKO KIMURA, KAZUNORI MATSUDA,
AND ADAM VAN TUYL
Abstract. Let G be a finite simple connected graph on [n] and R = K[x1, . . . , xn] the
polynomial ring in n variables over a field K. The edge ideal of G is the ideal I(G) of R
which is generated by those monomials xixj for which {i, j} is an edge ofG. In the present
paper, the possible tuples (n, depth(R/I(G)), reg(R/I(G)), dimR/I(G), deg h(R/I(G))),
where deg h(R/I(G)) is the degree of the h-polynomial ofR/I(G), arising from Cameron–
Walker graphs on [n] will be completely determined.
Introduction
Among the current trends of commutative algebra, the role of combinatorics is distin-
guished. In particular, the combinatorics of finite simple graphs has created fascinating
research projects in commutative algebra. Let G be a finite simple graph on the vertex
set [n] = {1, . . . , n} and let E(G) be the set of edges of G. Let R = K[x1, . . . , xn] denote
the polynomial ring in n variables over a field K. The edge ideal of G, denoted by I(G),
is the ideal of R generated by those monomials xixj with {i, j} ∈ E(G).
In the present paper, we focus on the invariants depth(R/I(G)), reg(R/I(G)), dimR/I(G),
and deg h(R/I(G)), where reg(R/I(G)) denotes the (Castelnuovo–Mumford) regularity
of R/I(G) and deg h(R/I(G)) denotes the degree of the h-polynomial of R/I(G); see
Section 1 for the definitions. The relations among these have been studied, for example,
in [7, 8, 9, 10, 12, 14, 15]. In particular, Kumar, Kumar, and Sarkar ([12, Theorem 4.13])
proved that, in general, there is no relation between depth(R/I(G)) and reg(R/I(G)), or
depth(R/I(G)) and deg h(R/I(G)). However the inequality
deg h(R/I(G))− reg(R/I(G)) ≤ dimR/I(G)− depth(R/I(G))
holds ([18, Corollary B.4.1]). (In fact, this inequality holds for any homogeneous ideal of
R.) Also the first, and last two authors proved, in [10, Theorem 13], the inequality
reg(R/I(G)) + deg h(R/I(G)) ≤ n.
In the previous paper [9], motivated by the above relation among the regularity, the degree
of the h-polynomial, and the number of vertices of G, the authors investigated the possible
tuples (reg(R/I(G)), deg h(R/I(G))) as one varies over all connected graphs G on a fixed
number of vertices. In particular, it was shown in [9] that when we restrict to the family
of Cameron–Walker graphs, one can completely determine all such pairs.. (We will recall
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the definition of a Cameron–Walker graph in Section 3; see also [6, 8, 16].) Furthermore,
in [8] it was proved that
depth(R/I(G)) ≤ reg(R/I(G)) ≤ dimR/I(G) = deg h(R/I(G))
for any Cameron–Walker graph G.
In the present paper, we first focus on the relation between depth(R/I(G)) and dim(R/I(G))
and investigate the possible ordered pairs (depth(R/I(G)), dimR/I(G)) arising from con-
nected graphs G on a fixed number of vertices (Section 2). In particular, when we restrict
to Cameron–Walker graphs, we completely determine such pairs (Theorem 3.15). More-
over, when we restrict to the case that G is a Cameron–Walker graph, we completely
determine all the possible sequences
(|V (G)|, depth(R/I(G)), reg(R/I(G)), dimR/I(G), deg h(R/I(G))),
which is the main result of the paper (see Theorem 4.4).
Our paper is organized as follows. First, the required background is briefly summarized
in Section 1. Section 2 is devoted to finding the possible pairs (depth(R/I(G)), dimR/I(G))
arising from finite simple connected graphsG on [n]. Background information on Cameron–
Walker graphs is presented in Section 3. Also, all possible tuples (depth(R/I(G)), dimR/I(G))
arising from Cameron–Walker graphs G on [n] are completely determined. The highlight
of this paper is Section 4, where Theorem 4.4 is finally proved.
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1. Background
We recall some of the relevant prerequisites about homological invariants, graph theory
and edge ideals.
1.1. Homological Invariants. Let R = K[x1, . . . , xn] denote the polynomial ring in n
variables over a field K with deg xi = 1 for each i. For any ideal I of R, the dimension
of R/I, denoted dimR/I, is the length of the longest chain of prime ideals in R/I. The
depth of R/I, denoted depth(R/I), is the length of the longest regular sequence in R/I.
If I ⊆ R is a homogeneous ideal, then the Hilbert series of R/I is
HR/I(t) =
∑
i≥0
dimK [R/I]it
i
where [R/I]i denotes the i-th graded piece of R/I. If dimR/I = d, then the Hilbert series
of R/I is the form
HR/I(t) =
h0 + h1t+ h2t
2 + · · ·+ hst
s
(1− t)d
=
hR/I(t)
(1− t)d
,
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where each hi ∈ Z ([1, Proposition 4.4.1]) and hR/I(1) 6= 0. We say that
hR/I(t) = h0 + h1t+ h2t
2 + · · ·+ hst
s
with hs 6= 0 is the h-polynomial of R/I. We put deg h(R/I) := deg hR/I(t).
If I is a homogeneous ideal of R, then the (Castelnuovo–Mumford) regularity of R/I is
given by
reg(R/I) = max{j − i | βi,j(R/I) 6= 0}
where βi,j(R/I) denotes the (i, j)-th graded Betti number in the minimal graded free
resolution of R/I. (For more details see, for example, [13, Section 18].)
1.2. Graph theory. Let G = (V (G), E(G)) be a finite simple graph (i.e., a graph with
no loops and no multiple edges) on the vertex set V (G) = {x1, . . . , xn} and edge set E(G).
For a subset W ⊂ V (G), the induced subgraph of G on W , denoted by GW , is the graph
whose vertex set is W and edge set is the set of all edges of G contained in W . For a
vertex xi ∈ V (G), we denote by NG(xi), the set of all neighbours of xi in G:
NG(xi) = {xj ∈ V (G) | {xi, xj} ∈ E(G)}.
A subset S ⊂ V (G) is an independent set of G if {xi, xj} 6∈ E(G) for all xi, xj ∈ S. In
particular, the empty set ∅ is an independent set of G.
The S-suspension ([7, p.313]) of a graph G will play an important role in Section 2;
we recall this construction. Let G = (V (G), E(G)) be a finite simple graph. For any
independent set S ⊂ V (G) = {x1, . . . , xn}, we construct a graph G
S with vertex and edge
set given by:
• V (GS) = V (G) ∪ {xn+1}, where xn+1 is a new vertex, and
• E(GS) = E(G) ∪ {{xi, xn+1} | xi 6∈ S} .
That is, we add a new vertex xn+1 and join it to every vertex not in S. The graph G
S
is called the S-suspension of G. We note that this construction still holds in the case of
S = ∅.
1.3. Edge ideals. In this subsection, we define the edge ideal of a finite simple graph.
Let G = (V (G), E(G)) be a finite simple graph on V (G) = {x1, . . . , xn}. We associate
with G the quadratic square-free monomial ideal
I(G) = (xixj | {xi, xj} ∈ E(G)) ⊆ R = K[x1, . . . , xn].
The ideal I(G) is called the edge ideal of the graph G.
It is known that the dimension of R/I(G) is given by
Lemma 1.1.
dimR/I(G) = max {|S| | S is an independent set of G} .
Let G be a finite simple graph, and let S ⊂ V (G) be an independent set of G. The
following lemma describes the relationship between homological invariants of I(G) and
I(GS).
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Lemma 1.2. Let G be a finite simple graph on V (G) = {x1, . . . , xn} and G
S the S-
suspension of G for some independent set S of G. If I(G) ⊆ R = K[x1, . . . , xn] and
I(GS) ⊆ R′ = K[x1, . . . , xn, xn+1] are the respective edge ideals, then
(i) dimR′/I(GS) = dimR/I(G) if |S| ≤ dimR/I(G)− 1.
(ii) depth(R′/I(GS)) = depth(R/I(G)) if |S| = depth(R/I(G))− 1.
(iii) depth(R′/I(GS)) = 1 if S = ∅.
Proof. By virtue of [7, Lemma 1.5], we have (i).
We show (ii) and (iii). Let us consider the following short exact sequence:
0→ R′/(I(GS) : (xn+1)) (−1)
×xn+1
−−−−→ R′/I(GS)→ R′/(I(GS) + (xn+1))→ 0.
First note that (I(GS) : (xn+1)) = (xi | xi 6∈ S ∪ {xn+1}). Then it follows that
depth(R′/(I(GS) : (xn+1))) = |S|+ 1 and depth(R
′/(I(GS) + (xn+1))) = depth(R/I(G))
since R′/(I(GS) : (xn+1)) ∼= K [xi | xi ∈ S ∪ {xn+1}] and R
′/(I(GS) + (xn+1)) ∼= R/I(G).
By virtue of the Depth Lemma as given in [17, Lemma 3.1.4], we have the desired con-
clusion. 
As an easy application of Lemmas 1.1 and 1.2, we compute the dimension and the
depth of the edge ideal of a star graph. Recall that a star graph is a graph joining some
paths of length 1 at one common vertex (see Figure 1).
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Figure 1. The star graph
Proposition 1.3. Let G a star graph with n ≥ 2 vertices. Then
dimR/I(G) = n− 1 and depth(R/I(G)) = 1.
Proof. We set V (G) = {x1, . . . , xn} and E(G) = {{xi, xn} | i = 1, . . . , n − 1}. Then the
set {x1, . . . , xn−1} ⊂ V (G) is independent with maximal cardinality. Hence Lemma 1.1
implies dimR/(G) = n− 1.
Let G0 be the graph consisting of n−1 isolated vertices x1, . . . , xn−1. Then G coincides
with the S-suspension of G0 with S = ∅. Hence Lemma 1.2 (iii) implies depth(R/I(G)) =
1. 
2. The set Graphdepth,dim(n)
Let Graph(n) denote the set of all finite simple connected graphs with n vertices and let
Graphdepth,dim(n) denote the set of all possible pairs (depth(R/I(G)), dimR/I(G)) arising
from G ∈ Graph(n), i.e.,
Graphdepth,dim(n) = {(depth(R/I(G)), dimR/I(G)) |G ∈ Graph(n)}.
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In this section we discuss which pairs (a, b) ∈ N2 are elements of Graphdepth,dim(n). Note
that if (a, b) ∈ Graphdepth,dim(n), then 1 ≤ a ≤ b ≤ n because of the well-known inequality
1 ≤ depth(R/I(G)) ≤ dimR/I(G) ≤ n for any finite simple graph G on [n].
We can easily compute Graphdepth,dim(n) when n is small.
Example 2.1. We compute Graphdepth,dim(n) when n = 1, 2, 3:
(1) Graphdepth,dim(1) = {(1, 1)}. Actually, a graph G with one vertex consists of
one isolated vertex. Hence I(G) = (0) ⊂ R = K[x1] and depth(R/I(G)) =
dimR/I(G) = 1.
(2) Graphdepth,dim(2) = {(1, 1)}. Indeed, a connected graph G with two vertices con-
sists of two vertices connected by an edge. Hence I(G) = (x1x2) ⊂ R = K[x1, x2].
Then depth(R/I(G)) = dimR/I(G) = 1.
(3) Graphdepth,dim(3) = {(1, 1), (1, 2)}. A connected graph G with three vertices is
either a line graph with three vertices or a triangle. In the former (resp. latter)
case, we can write I(G) = (x1x2, x2x3) ⊂ R (resp. I(G) = (x1x2, x1x3, x2x3) ⊂
R) where R = K[x1, x2, x3]. Then depth(R/I(G)) = 1, dimR/I(G) = 2 (resp.
depth(R/I(G)) = dimR/I(G) = 1).
We give some observations on Graphdepth,dim(n). The first one is an easy consequence
of Proposition 1.3.
Lemma 2.2. For all n ≥ 2, we have (1, n− 1) ∈ Graphdepth,dim(n).
The second one relies heavily on the S-suspension construction.
Lemma 2.3. For all n ≥ 1, we have Graphdepth,dim(n) ⊆ Graphdepth,dim(n + 1).
Proof. Assume that (a, b) ∈ Graphdepth,dim(n). Then there exists G ∈ Graph(n) with
depth(R/I(G)) = a and dimR/I(G) = b. Let S be an independent set of G with
|S| = depth(R/I(G))−1 = a−1. This is possible, since depth(R/I(G)) ≥ 1 for all graphs
G, and since there is an independent setW with |W | = dimR/I(G) > depth(R/I(G))−1.
By virtue of Lemma 1.2, we have depth(R′/I(GS)) = a and dimR′/I(GS) = b. Hence
(a, b) ∈ Graphdepth,dim(n + 1) since |V (G
S)| = n+ 1. 
Third, we prove the following fact about Graphdepth,dim(n).
Lemma 2.4. Let a, b be integers with 1 ≤ a ≤ b. Then (a, b) ∈ Graphdepth,dim(a + b).
In order to prove Lemma 2.4, we introduce a new class of graphs.
Construction 2.5. Let m ≥ 1 and 1 ≤ s1 ≤ s2 ≤ · · · ≤ sm be positive integers. Then
we define the graph G(m; s1, s2, . . . , sm) as follows:
• V (G(m; s1, s2, . . . , sm)) = {v1, . . . , vm} ∪
m⋃
i=1
{
x
(i)
1 , . . . , x
(i)
si
}
;
• E (G(m; s1, s2, . . . , sm)) = {{vi, vj} : 1 ≤ i < j ≤ m}
∪
⋃
1≤k≤m
{
{vk, x
(k)
1 }, . . . , {vk, x
(k)
sk
}
}
.
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Namely, the graph G(m; s1, s2, . . . , sm) is the finite connected graph consisting of the
complete graph on {v1, . . . , vm} such that each vi has si leaf edges, where a leaf edge is
an edge having a vertex of degree one. Note that G(1; s1) is a star graph.
Example 2.6. Let m = 3, s1 = 1, s2 = 2 and s3 = 3. Then the graph G(3; 1, 2, 3) is as in
Figure 2:
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Figure 2. The graph G(3; 1, 2, 3)
We investigate the invariants for G(m; s1, s2, . . . , sm).
Proposition 2.7. Let m ≥ 1 and 1 ≤ s1 ≤ s2 ≤ · · · ≤ sm be positive integers and
G = G(m; s1, s2, . . . , sm) the graph as in Construction 2.5. Then |V (G)| = m +
∑m
i=1 si
and
(i) dimR/I(G) =
m∑
i=1
si.
(ii) depth(R/I(G)) = 1 +
m−1∑
i=1
si.
Proof. In order to prove (i), we use Lemma 1.1. Suppose that there exists an indepen-
dent set S ⊆ V (G) of G with |S| >
∑m
i=1 si. Since |S| >
∑m
i=1 si, one of v1, . . . , vm is
contained in S. We first assume that v1 ∈ S. As S is an independent set of G, one has
x
(1)
1 , . . . , x
(1)
s1 , v2, . . . , vm 6∈ S. Then |S| ≤ |V (G)|−s1−(m−1) =
∑m
i=1 si−s1+1 ≤
∑m
i=1 si,
a contradiction. Similarly we have a contradiction if vi ∈ S for i = 2, . . . , m. Hence there
is no independent set with cardinality more than
∑m
i=1 si. Because V (G) \ {v1, . . . , vm}
is an independent set of G of size
∑m
i=1 si, we have dimR/I(G) =
∑m
i=1 si by virtue of
Lemma 1.1.
We prove (ii) by induction on m. If m = 1, then G is a star graph joining s1 paths of
length one at one common vertex v1. Hence depth(R/I(G)) = 1 by Proposition 1.3.
Next, we assume that m > 1. Then one has
I(G) + (vm) = (vm) + I(G(m− 1; s1, s2, . . . , sm−1)),
I(G) : (vm) = (v1, v2, . . . , vm−1) +
(
x
(m)
1 , x
(m)
2 , . . . , x
(m)
sm
)
.
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Hence it follows that
R/(I(G) + (vm))
∼= K
[
x
(m)
j : 1 ≤ j ≤ sm
]
⊗K K [V (G(m− 1; s1, . . . , sm−1))] /I(G(m− 1; s1, . . . , sm−1)),
and
R/(I(G) : (vm)) ∼=
m−1⊗
i=1
K
[
x
(i)
j : 1 ≤ j ≤ si
]
⊗K K[vm].
Thus by induction we have
depth(R/(I(G) + (vm))) = 1 +
m−2∑
i=1
si + sm, and
depth(R/(I(G) : (vm))) = 1 +
m−1∑
i=1
si.
Hence depth(R/I(G)+(vm)) ≥ depth(R/I(G) : (vm)) since sm ≥ sm−1. Thus, by applying
the Depth Lemma ([17, Lemma 3.1.4]) to the short exact sequence
0→ R/(I(G) : (vm)) (−1)
×vm−−→ R/I(G)→ R/(I(G) + (vm))→ 0,
one has depth(R/I(G)) = depth(R/I(G) : (vm)) = 1 +
m−1∑
i=1
si. 
Lemma 2.4 is now easily derived by using the graph in Construction 2.5.
Proof of Lemma 2.4. The graph G = G(a; 1, 1, . . . , 1, b− a+1) has |V (G)| = a+ b. Then
Proposition 2.7 says that depth(R/I(G)) = a and dimR/I(G) = b. 
Lemmas 2.3 and 2.4 imply that for any pair (a, b) of integers with 1 ≤ a ≤ b, one
has (a, b) ∈ Graphdepth,dim(n) for all n ≫ 0. However for fixed n, we have the fol-
lowing theorem. Note that when G ∈ Graphdepth,dim(n) has an edge, then n ≥ 2 and
dimR/I(G) ≤ n− 1.
Theorem 2.8. Let 1 ≤ a ≤ b and n ≥ 2 be integers. Assume that b ≤ n − 1. If
a ≤ b+ 1−
⌈
b
n−b
⌉
, then (a, b) ∈ Graphdepth,dim(n).
Proof. Assume that n − b ≥ a. Then a + b ≤ n. By virtue of Lemma 2.3 together with
Lemma 2.4, we have (a, b) ∈ Graphdepth,dim(a + b) ⊆ Graphdepth,dim(n).
Next, we assume that n− b < a. Then b < n− 1 because if b = n− 1, then n− b < a
implies 1 < a, and a ≤ b+ 1−
⌈
b
n−b
⌉
implies a ≤ 1, a contradiction.
We write a − 1 = q(n − b − 1) + t where q and t are integers and 0 ≤ t < n − b − 1.
Note that q ≥ 1. If t = 0, then we set s1 = · · · = sn−b−1 = q. If t 6= 0, then we set
s1 = · · · = sn−b−1−t = q and sn−b−t = · · · = sn−b−1 = q+1. We note that in each case one
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has
∑n−b−1
i=1 si = a− 1. Also set sn−b = b − a + 1. We claim that sn−b ≥ sn−b−1. Indeed
since
a ≤ b+ 1−
⌈
b
n− b
⌉
≤ b+ 1−
b
n− b
,
one has a− 1 ≤ b(n− b− 1)/(n− b). Hence b/(n− b) ≥ (a− 1)/(n− b− 1). Therefore
sn−b = b− a+ 1 ≥
⌈
b
n− b
⌉
≥
⌈
a− 1
n− b− 1
⌉
= sn−b−1.
Let us consider the graph G = G(n − b; s1, . . . , sn−b−1, sn−b). Then |V (G)| = n, and
Proposition 2.7 says that depth(R/I(G)) = a and dimR/I(G) = b. Hence (a, b) ∈
Graphdepth,dim(n).

For n ≥ 3, we set
C−(n) := {(1, n− 1)} ∪
{
(a, b) ∈ N2
∣∣∣ a ≤ b, 1 ≤ a ≤ ⌊n
2
⌋
, 1 ≤ b ≤ n− 2
}
⊆ N2
and
C+(n) :=
{
(a, b) ∈ N2
∣∣ 1 ≤ a ≤ b ≤ n− 1} ⊆ N2.
The following theorem is the main result of this section, which says that the set Graphdepth,dim(n)
is sandwiched by these convex lattice polytopes.
Theorem 2.9. For all n ≥ 3, C−(n) ⊆ Graphdepth,dim(n) ⊆ C
+(n).
We use the following lemma to prove Theorem 2.9.
Lemma 2.10. Let n ≥ 6 be an integer. If
⌈
n
2
⌉
+ 1 ≤ b ≤ n− 2, then
(2.1) b+ 1−
⌈
b
n− b
⌉
≥
⌊n
2
⌋
.
Proof. Set b =
⌈
n
2
⌉
+ c. Then 1 ≤ c ≤
⌊
n
2
⌋
− 2, and
b+ 1−
⌈
b
n− b
⌉
=
⌈n
2
⌉
+ c+ 1−
⌈⌈
n
2
⌉
+ c⌊
n
2
⌋
− c
⌉
=


n
2
+ c+ 1−
⌈
n + 2c
n− 2c
⌉
, if n is even,
n + 1
2
+ c+ 1−
⌈
n+ 1 + 2c
n− 1− 2c
⌉
, if n is odd.
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First, we assume that n is even. Then
b+ 1−
⌈
b
n− b
⌉
−
⌊n
2
⌋
=
n
2
+ c+ 1−
⌈
n+ 2c
n− 2c
⌉
−
n
2
= c+ 1 +
⌊
−
n + 2c
n− 2c
⌋
=
⌊
(c+ 1)(n− 2c)− (n+ 2c)
n− 2c
⌋
=
⌊
−2c2 + (n− 4)c
n− 2c
⌋
.
Since n− 2c > 0, in order to prove (2.1), it is sufficient to show −2c2 + (n− 4)c ≥ 0.
Consider the function f(x) = −2x2 + (n − 4)x. Then f(x) is convex-upward and
f(x) ≥ 0 for all 0 ≤ x ≤ (n − 4)/2. Since 0 < 1 ≤ c ≤
⌊
n
2
⌋
− 2 = (n − 4)/2, we have
f(c) ≥ 0, as desired.
Next, we assume that n is odd. Then
b+ 1−
⌈
b
n− b
⌉
−
⌊n
2
⌋
=
n + 1
2
+ c + 1−
⌈
n+ 1 + 2c
n− 1− 2c
⌉
−
n− 1
2
= c+ 2 +
⌊
−
n + 1 + 2c
n− 1− 2c
⌋
=
⌊
(c+ 2)(n− 1− 2c)− (n+ 1 + 2c)
n− 1− 2c
⌋
=
⌊
−2c2 + (n− 7)c+ n− 3
n− 1− 2c
⌋
.
Since n−1−2c > 0, in order to prove (2.1), it is sufficient to show −2c2+(n−7)c+n−3 ≥ 0.
Consider the function f(x) = −2x2+(n−7)x+n−3. Then f(x) is convex-upward. Also
f(1) = 2n− 12 > 0 and f(
⌊
n
2
⌋
− 2) = f(n−5
2
) = 2 imply f(x) ≥ 0 for all 1 ≤ x ≤
⌊
n
2
⌋
− 2.
Since 0 < 1 ≤ c ≤
⌊
n
2
⌋
− 2, we have f(c) ≥ 0, as desired.

Now we are in position to prove Theorem 2.9.
Proof of Theorem 2.9. Take (a, b) ∈ C−(n). Since we know (1, n− 1) ∈ Graphdepth,dim(n)
by Lemma 2.2, we may assume (a, b) 6= (1, n − 1). Then a ≤ b, 1 ≤ a ≤
⌊
n
2
⌋
and
1 ≤ b ≤ n − 2. If a + b ≤ n, then (a, b) ∈ Graphdepth,dim(a + b) ⊆ Graphdepth,dim(n) by
virtue of Lemmas 2.3 and 2.4.
Assume that a+b ≥ n+1. Since a ≤
⌊
n
2
⌋
and b ≤ n−2, one has
⌈
n
2
⌉
+1 ≤ b ≤ n−2. It
then also follows that n ≥ 6. By virtue of Lemma 2.10, we have b+1−
⌈
b
n−b
⌉
≥
⌊
n
2
⌋
≥ a.
Thus one has (a, b) ∈ Graphdepth,dim(n) by Theorem 2.8. Therefore we have C
−(n) ⊆
Graphdepth,dim(n).
It is easy to see that Graphdepth,dim(n) ⊆ C
+(n) since 1 ≤ depth(R/I(G)) ≤ dimR/I(G) ≤
n− 1 for all G ∈ Graph(n). 
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Figure 3. Graphdepth,dim(n) for n = 4, 5, 6
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Figure 4. Graphdepth,dim(n) for n = 7, 8, 9
We compare C−(n) or C+(n) with Graphdepth,dim(n) for small n.
Example 2.11. Using Macaulay2 [4], we computed Graphdepth,dim(n) for n = 4, . . . , 9.
The results of these computations are summarized in Figures 3 and 4.
We observe that there are big gaps between Graphdepth,dim(n) and C
+(n) though C−(3) =
C+(3) = Graphdepth,dim(3). On the other hand, when 3 ≤ n ≤ 9, the gap between
Graphdepth,dim(n) and C
−(n) is rather small. Actually, Graphdepth,dim(n) = C
−(n) for
3 ≤ n ≤ 8 and Graphdepth,dim(9) = C
−(9) ∪ {(5, 6)}.
A subset M⊆ N2 is said to be convex if the following conditions hold:
• if (a, b1), (a, b2) ∈M with b1 < b2, then (a, b) ∈M for all b1 < b < b2;
• if (a1, b), (a2, b) ∈M with a1 < a2, then (a, b) ∈ M for all a1 < a < a2.
We see that Graphdepth,dim(n) is convex for 1 ≤ n ≤ 9 by Examples 2.1 and 2.11. This
suggests the following question:
Question 2.12. Is Graphdepth,dim(n) ⊆ N
2 a convex subset for all n ≥ 1 ?
3. Cameron–Walker graphs
In this section, we focus on Cameron–Walker graphs, which are defined below. Let
CW(n) denote the set of all Cameron–Walker graphs with n vertices and let CWdepth,dim(n)
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denote the set of all possible pairs (depth(R/I(G)), dimR/I(G)) arising from G ∈ CW(n):
CWdepth,dim(n) = {(depth(R/I(G)), dimR/I(G)) : G ∈ CW(n)}.
In what follows, we assume n ≥ 5 because any Cameron–Walker graph has at least five
vertices. The purpose of this section is to determine the set CWdepth,dim(n) for n ≥ 5.
3.1. Definition of a Cameron–Walker graph. In this subsection, we recall the defi-
nition of a Cameron–Walker graph. As before we recall some terms from graph theory. A
subsetM⊂ E(G) is said to be a matching of G if e∩e′ = ∅ for any e, e′ ∈M with e 6= e′.
A matching M of G is called an induced matching of G if for e, e′ ∈M with e 6= e′, there
is no edge f ∈ E(G) with e ∩ f 6= ∅ and e′ ∩ f 6= ∅. The matching number m(G) of G
is the maximum cardinality of a matching of G. Similarly, the induced matching number
im(G) of G is the maximum cardinality of an induced matching of G. Because an induced
matching is also a matching, we always have im(G) ≤ m(G).
By virtue of [2, Theorem 1] together with [6, Remark 0.1], we have that the equality
im(G) = m(G) holds if and only if G is one of the following graphs:
• a star graph;
• a star triangle, i.e., a graph joining some triangles at one common vertex (see
Figure 5);
• a connected finite graph consisting of a connected bipartite graph with vertex
partition {v1, . . . , vm} ∪ {w1, . . . , wp} such that there is at least one leaf edge
attached to each vertex vi and that there may be possibly some pendant triangles
attached to each vertex wj; see Figure 6, where si ≥ 1 for all i = 1, . . . , m and
tj ≥ 0 for all j = 1, . . . , p. Note that a pendant triangle is a triangle whose two
vertices have degree 2 and the remaining vertex has degree more than two.
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
rrrrrrrrrrrr
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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Figure 5. The star triangle
Definition 3.1. A finite connected simple graph G is said to be a Cameron–Walker graph
if im(G) = m(G) and if G is neither a star graph nor a star triangle.
For a Cameron–Walker graph G with notation as in Figure 6, we denote by Gbip the
bipartite part of G, namely, the induced subgraph of G on {v1, . . . , vm} ∪ {w1, . . . , wp}.
We collect some known formulas from [6, 8, 9] for homological invariants of Cameron–
Walker graphs for later use. Here we set
i(G) = min{|A| : A is an independent set of G with A ∪NG(A) = V (G)},
where NG(A) =
⋃
v∈ANG(v) \ A as in [3, Section 4].
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connected bipartite graph on {v1, . . . , vm} ∪ {w1, . . . , wp}
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Figure 6. A Cameron–Walker graph
Theorem 3.2 ([6, 8, 9]). Let G be a Cameron–Walker graph with notation as in Figure
6. Then
(i) |V (G)| = m+ p+
m∑
i=1
si + 2
p∑
j=1
tj.
(ii) ([8, Proposition 1.3])
dimR/I(G) = deg h(R/I(G)) =
m∑
i=1
si +
p∑
j=1
tj + |{j : tj = 0}|.
(iii) ([6, Corollary 3.7]) depth(R/I(G)) = i(G).
(iv) ([8, Lemma 2.1]) The inequalities
m+ |{j : tj > 0}| ≤ depth(R/I(G)) ≤ min
{
p+
m∑
i=1
si, m+
p∑
j=1
tj
}
hold. Moreover, if the bipartite part of G is the complete bipartite graph, then
depth(R/I(G)) = min
{
p+
m∑
i=1
si, m+
p∑
j=1
tj
}
.
(v) ([9, Lemma 4.2]) reg(R/I(G)) = m +
p∑
j=1
tj. In particular, depth(R/I(G)) ≤
reg(R/I(G)).
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The formula depth(R/I(G)) = i(G) (Theorem 3.2 (iii)) is a characterization of depth(R/I(G))
in terms of the combinatorics of a Cameron–Walker graph G. However we can describe
i(G), and thus depth(R/I(G)), according to the structure of a Cameron–Walker graph
G. We will use this characterization in Section 4 for the proof of Theorem 4.4.
Theorem 3.3. Let G be a Cameron–Walker graph with notation as in Figure 6. For a
subset V ⊂ {v1, . . . , vm}, we set
f(V ) =
∑
vi∈V
si +m− |V |+
∑
NGbip(wj)6⊂V
tj +
∣∣{j : NGbip(wj) ⊂ V }∣∣ .
Then i(G) = min
V⊂{v1,...,vm}
{f(V )}. In particular,
depth(R/I(G)) = min
V⊂{v1,...,vm}
{f(V )} .
Proof. First, let A be an independent set with A ∪ NG(A) = V (G). We set Av = A ∩
{v1, . . . , vm} and Aw = A ∩ {w1, . . . , wp}. Note that
• if vi 6∈ Av, then x
(i)
k ∈ A for all 1 ≤ k ≤ si;
• if wj 6∈ Aw and tj > 0, then y
(j)
ℓ,1 ∈ A or y
(j)
ℓ,2 ∈ A for all 1 ≤ ℓ ≤ tj ;
• if vi ∈ Av, then NGbip(vi) ∩Aw = ∅;
• if wj ∈ Aw, then NGbip(wj) ∩ Av = ∅; and
• if wj 6∈ Aw and NGbip(wj) ∩ Av = ∅, then tj > 0.
Hence we have
|A| =
∑
vi 6∈Av
si + |Av|+
∑
wj 6∈Aw
tj + |Aw|
and
f({v1, . . . , vm} \ Av)
=
∑
vi 6∈Av
si +m− (m− |Av|) +
∑
NGbip (wj)∩Av 6=∅
tj +
∣∣{j : NGbip(wj) ∩Av = ∅}∣∣
=
∑
vi 6∈Av
si + |Av|+
∑
NGbip (wj)∩Av 6=∅
tj +
∣∣{j : NGbip(wj) ∩Av = ∅}∣∣
=
∑
vi 6∈Av
si + |Av|+
∑
NGbip
(wj )∩Av 6=∅
wj 6∈Aw
tj +
∣∣{j : NGbip(wj) ∩Av = ∅, wj 6∈ Aw}∣∣+ |Aw|
≤
∑
vi 6∈Av
si + |Av|+
∑
NGbip
(wj )∩Av 6=∅
wj 6∈Aw
tj +
∑
NGbip
(wj )∩Av=∅
wj 6∈Aw
tj + |Aw|
=
∑
vi 6∈Av
si + |Av|+
∑
wj 6∈Aw
tj + |Aw| = |A|.
Thus it follows that min
V⊂{v1,...,vm}
{f(V )} ≤ i(G).
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Next, take a subset V ⊂ {v1, . . . , vm}. Then we consider the following subset A(V ) ⊂
V (G):
A(V ) =
(⋃
vi∈V
{
x
(i)
1 , . . . , x
(i)
si
})
∪ ({v1, . . . , vm} \ V )
∪

 ⋃
NGbip
(wj ) 6⊂V
tj>0
{
y
(j)
1,1, . . . , y
(j)
tj ,1
}

 ∪ {wj : NGbip(wj) ⊂ V } .
It is easy to see that A(V ) is an independent set with A ∪NG(A) = V (G) and |A(V )| =
f(V ). Hence one has min
V⊂{v1,...,vm}
{f(V )} ≥ i(G). Therefore we have the desired conclusion.

Remark 3.4. In [8, Lemma 2.1], the authors derived Theorem 3.2 (iv) by investigating
i(G). We can obtain the same result using minV⊂{v1,...,vm} {f(V )}. The proof is as follows:
Let G be a Cameron–Walker graph with notation as in Figure 6. Since si ≥ 1, for any
subset V ⊂ {v1, . . . , vm}, one has
f(V ) =
∑
vi∈V
si +m− |V |+
∑
NGbip (wj)6⊂V
tj +
∣∣{j : NGbip(wj) ⊂ V }∣∣
= m+
(∑
vi∈V
si − |V |
)
+
∑
NGbip
(wj ) 6⊂V
tj>0
tj +
∣∣{j : NGbip(wj) ⊂ V, tj > 0}∣∣
+
∣∣{j : NGbip(wj) ⊂ V, tj = 0}∣∣
≥ m+
∣∣{j : NGbip(wj) 6⊂ V, tj > 0}∣∣ + ∣∣{j : NGbip(wj) ⊂ V, tj > 0}∣∣
= m+ |{j : tj > 0}|.
Hence m+ |{j : tj > 0}| ≤ depth(R/I(G)).
On the other hand, f({v1, . . . , vm}) = p +
∑m
i=1 si and f(∅) = m +
∑p
j=1 tj imply the
upper bound for depth(R/I(G)).
For the latter assertion, assume that the bipartite part of G is the complete bipartite
graph. If V = {v1, . . . , vm}, then f(V ) =
m∑
i=1
si + p. If V ( {v1, . . . , vm}, then
f(V ) =
∑
vi∈V
si +m− |V |+
p∑
j=1
tj ≥ m+
p∑
j=1
tj = f(∅)
since si ≥ 1 for all 1 ≤ i ≤ m. Therefore we have the desired conclusion.
In order to investigate CWdepth,dim(n), we require more relations among |V (G)|, depth(R/I(G)),
and dimR/I(G).
Lemma 3.5. Let G be a Cameron–Walker graph with notation as in Figure 6. Then
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(i) 2 ≤ depth(R/I(G)) ≤
⌊
|V (G)|−1
2
⌋
.
(ii) depth(R/I(G)) + dimR/I(G) ≤ |V (G)|.
(iii) |V (G)| < depth(R/I(G)) + 2 dimR/I(G).
(iv) If R/I(G) is Cohen-Macaulay, then |V (G)| = 2m+3p and dimR/I(G) = depth(R/I(G)) =
m+ p.
Proof. (i) It follows from Theorem 3.2 (v), [8, Proposition 2.8] and [9, Theorem 5.1].
(ii) It follows from Theorem 3.2 (ii), (v) and [10, Theorem 13].
(iii) By virtue of Theorem 3.2 (i), (ii), (iv), we have
|V (G)| − dimR/I(G) = m+ p+
p∑
j=1
tj − |{j : tj = 0}|
= m+ |{j : tj > 0}|+
p∑
j=1
tj
< depth(R/I(G)) + dimR/I(G).
Hence one has |V (G)| < depth(R/I(G)) + 2 dimR/I(G).
(iv) Assume that R/I(G) is Cohen-Macaulay. Then si = tj = 1 for all 1 ≤ i ≤ m and
for all 1 ≤ j ≤ p by virtue of [6, Theorem 1.3]. Thus we have |V (G)| = 2m+ 3p
and depth(R/I(G)) = dimR/I(G) = m+ p from Theorem 3.2 (i), (ii).

Remark 3.6. The inequalities (i), (ii) and (iii) of Lemma 3.5 do not hold for non-
Cameron–Walker graphs in general. We give some examples.
(i) Let G = G(2; 1, 1) be the graph in Construction 2.5. Then depth(R/I(G)) = 2 >
1 =
⌊
|V (G)|−1
2
⌋
by virtue of Proposition 2.7.
(ii) Let G = G(2; 2, 2) be the graph in Construction 2.5. Then depth(R/I(G)) +
dimR/I(G) = 7 > 6 = |V (G)| virtue of Proposition 2.7.
(iii) Let G = K4 be the complete graph with 4 vertices. Then |V (G)| = 4 > 3 =
depth(R/I(G)) + 2 dimR/I(G).
3.2. Special families of Cameron–Walker graphs. In this subsection, we introduce
some special families of Cameron–Walker graphs and compute invariants of its edge ideal
for later use. The first special family is constructed as follows:
Construction 3.7. Let m, p, t ≥ 1 be integers. Let G = G
(1)
m,p,t be the Cameron–Walker
graph whose bipartite part is the complete bipartite graph Km,p with s1 = · · · = sm = 1,
t1 = · · · = tp−1 = 1 and tp = t; see Figure 7.
We can compute the homological invariants of the edge ideal of G
(1)
m,p,t by Theorem 3.2.
Lemma 3.8. Let G = G
(1)
m,p,t be the Cameron–Walker graph in Construction 3.7. Then
|V (G)| = 2m+3p+2t−2, dimR/I(G) = deg h(R/I(G)) = reg(R/I(G)) = m+p+ t−1,
and depth(R/I(G)) = m+ p.
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Km,p on {v1, . . . , vm} ∪ {w1, . . . , wp−1, wp}
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Figure 7. The Cameron–Walker graph G
(1)
m,p,t
The second special family is as follows:
Construction 3.9. Let m ≥ 2, s ≥ 1 and t ≥ 1 be integers. Let G = G(2)m,s,t be the
Cameron–Walker graph with p = 2, s1 = · · · = sm−1 = 1, sm = s, t1 = t, and t2 = 0 such
that
E(Gbip) =
{
{v1, w1}, {v1, w2}, {v2, w2}, . . . , {vm, w2}
}
;
see Figure 8.
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Figure 8. The Cameron–Walker graph G
(2)
m,s,t
We compute the homological invariants of the edge ideal of G
(2)
m,s,t.
Lemma 3.10. Let G = G
(2)
m,s,t be the Cameron–Walker graph in Construction 3.9. Then
|V (G)| = 2m+s+2t+1, dimR/I(G) = deg h(R/I(G)) = m+s+t, depth(R/I(G)) = m+1
and reg(R/I(G)) = m+ t.
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Proof. We only check the depth. The other invariants are easily follows from Theorem
3.2.
Let A = {v2, . . . , vm, w1, x
(1)
1 }. Then A is an independent set of V (G) with A∪NG(A) =
V (G). Hence one has depth(R/I(G)) = i(G) ≤ |A| = m + 1 by virtue of Theorem 3.2
(iii). Moreover, Theorem 3.2 (iv) says that depth(R/I(G)) ≥ m + 1. Thus we have
depth(R/I(G)) = m+ 1. 
3.3. Cameron–Walker graphs of small depth. In this subsection we will deal with all
the Cameron–Walker graphs of depth ≤ 2. Such graphs are classified in [8, Proposition
2.8]. We will compute homological invariants of them and determine the elements in
CWdepth,dim(n) of the form (2, b). As an application, we prove that CWdepth,dim(n) is not
convex for all odd integers n ≥ 9.
We first recall a classification for the Cameron–Walker graphs of depth ≤ 2.
Lemma 3.11. ([8, Proposition 2.8]) There is no Cameron–Walker graph G on n vertices
with depth(R/I(G)) = 1.
Let G be a Cameron–Walker graph with depth(R/I(G)) = 2. Then G belongs to one of
the following families of Cameron–Walker graphs with the notation as in Figure 6:
(e1) m = 2 and tj = 0 for all 1 ≤ j ≤ p;
(e2) m = p = 1 and t1 = 1;
(e3) m = p = 1, t1 ≥ 2 and s1 = 1.
We compute the homological invariants of Cameron–Walker graphsGwith depth(R/(G)) =
2.
Lemma 3.12. Let G be a Cameron–Walker graph with depth(R/I(G)) = 2. With the
notation as in Figure 6, the invariants of R/I(G) are:
(1) When G is type (e1) in Lemma 3.11, |V (G)| = s1 + s2 + p + 2, dimR/I(G) =
deg h(R/I(G)) = s1 + s2 + p, and reg(R/I(G)) = 2.
(2) When G is type (e2) in Lemma 3.11, |V (G)| = s1+4, dimR/I(G) = deg h(R/I(G)) =
s1 + 1, and reg(R/I(G)) = 2.
(3) When G is type (e3) in Lemma 3.11, |V (G)| = 2t1 + 3 and dimR/I(G) =
deg h(R/I(G)) = reg(R/I(G)) = t1 + 1.
Proof. We can derive these results by Theorem 3.2. 
By virtue of Lemmas 3.11 and 3.12, we have the following
Proposition 3.13. Let n ≥ 5 be an integer. Assume that n is even (resp. odd). Then
(2, b) ∈ CWdepth,dim(n) if and only if b = n − 2 or b = n − 3 (resp. b = n − 2, b = n − 3
or b = (n− 1)/2).
Proof. If (2, b) ∈ CWdepth,dim(n), then it is easy to see that b = n− 2 or b = n − 3 when
n is even; b = n− 2, b = n− 3 or b = (n− 1)/2 when n is odd by Lemma 3.12.
We check the other implication.
18 T. HIBI, H. KANNO, K. KIMURA, K. MATSUDA, AND A. VAN TUYL
First assume that b = n − 2. Then the Cameron–Walker graph G of type (e1)
in Lemma 3.11 with s1 = s2 = 1 and p = b − 2(≥ 1) satisfies |V (G)| = n and
(depth(R/I(G)), dimR/I(G)) = (2, b) by Lemma 3.12.
Next assume that b = n−3. Then the Cameron–Walker graph G of type (e2) in Lemma
3.11 with s1 = b− 1(≥ 1) satisfies |V (G)| = n and (depth(R/I(G)), dimR/I(G)) = (2, b)
by Lemma 3.12.
Lastly, assume that n is odd and b = (n − 1)/2. When n ≥ 7, the Cameron–Walker
graph G of type (e3) in Lemma 3.11 with t1 = b − 1(≥ 2) satisfies |V (G)| = n and
(depth(R/I(G)), dimR/I(G)) = (2, b) by Lemma 3.12. When n = 5 (then b = 2), the
Cameron–Walker graph G of type (e2) in Lemma 3.11 with s1 = 1 satisfies |V (G)| = n
and (depth(R/I(G)), dimR/I(G)) = (2, b) = (2, 2) by Lemma 3.12. 
As a corollary, we have
Corollary 3.14. If n ≥ 9 is an odd integer, then CWdepth,dim(n) is not convex.
Proof. When n is odd, (n − 3) − (n − 1)/2 = (n − 5)/2. Hence if n ≥ 9, there is a gap
between (2, n− 3) and (2, (n− 1)/2). 
3.4. Lattice points of CWdepth,dim(n). Now we determine the set CWdepth,dim(n) for any
integer n ≥ 5. Note that by Lemma 3.5, if (a, b) ∈ CWdepth,dim(n), then inequalities
a ≤ b, 2 ≤ a ≤
⌊
n− 1
2
⌋
, a + b ≤ n, n < a+ 2b
hold. The following theorem is the main result of this section.
Theorem 3.15. Let n ≥ 5 be an integer. Then
CWdepth,dim(n) = CW2,dim(n) ∪
{
(b, b) ∈ N2
∣∣∣ n
3
< b <
n
2
}
∪
{
(a, b) ∈ N2
∣∣∣∣ 3 ≤ a ≤
⌊
n− 1
2
⌋
, max
{
a,
n− a
2
}
< b ≤ n− a
}
,
where
CW2,dim(n) =


{(2, n− 2), (2, n− 3)} , if n is even,{
(2, n− 2), (2, n− 3),
(
2,
n− 1
2
)}
, if n is odd.
As a corollary, we have:
Corollary 3.16. The set CWdepth,dim(n) is convex if and only if n is even or n = 5, 7.
We give some examples.
Example 3.17. By virtue of Theorem 3.15, one can determine CWdepth,dim(n) for all n.
In Figure 9, we have plotted the elements of CWdepth,dim(n) for n = 8 and n = 9. Observe
that when n = 9, the set is not convex.
We close this section by proving Theorem 3.15.
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n = 8 n = 9
Figure 9. CWdepth,dim(n) for n = 8, 9
Proof of Theorem 3.15. (⊆) : Let (a, b) ∈ CWdepth,dim(n). Then there exists a Cameron–
Walker graph G with |V (G)| = n such that depth(R/I(G)) = a and dimR/I(G) = b.
Then one has a ≤ b. Also note that a ≥ 2 by Lemma 3.11.
If a = 2, then one has (a, b) ∈ CW2,dim(n) by Proposition 3.13.
Assume that 3 ≤ a = b. Then R/I(G) is Cohen-Macaulay. Hence one has n = 2m+3p
and b = m+ p with the notation as in Figure 6 by Lemma 3.5 (iv). Thus n/3 < b < n/2.
Assume that 3 ≤ a < b. Then one has 3 ≤ a ≤
⌊
n−1
2
⌋
, a < b ≤ n− a and (n− a)/2 < b
by virtue of Lemma 3.5 (i), (ii) and (iii).
Now we have the desired conclusion.
(⊇) : The inclusion CWdepth,dim(n) ⊇ CW2,dim(n) follows by Proposition 3.13.
Let b be an integer with n/3 < b < n/2. Then the graph G
(1)
3b−n,n−2b,1 which appears in
Construction 3.7 guarantees (b, b) ∈ CWdepth,dim(n). Indeed,
• |V (G
(1)
3b−n,n−2b,1)| = 2(3b− n) + 3(n− 2b) + 2− 2 = n,
• depth(R/I(G
(1)
3b−n,n−2b,1)) = (3b− n) + (n− 2b) = b, and
• dimR/I(G
(1)
3b−n,n−2b,1) = (3b− n) + (n− 2b) + 1− 1 = b
by virtue of Lemma 3.8. Hence {(b, b) ∈ N2 | n/3 < b < n/2} ⊆ CWdepth,dim(n).
Next, let a, b be integers such that 3 ≤ a ≤
⌊
n−1
2
⌋
, max{a, (n− a)/2} < b ≤ n− a. We
distinguish with 3 cases: b < n/2; n/2 ≤ b < n− a; b = n− a.
If b < n/2, then the graph G
(1)
a+2b−n,n−2b,b−a+1 which appears in Construction 3.7 guar-
antees (a, b) ∈ CWdepth,dim(n). Indeed Lemma 3.8 says that
• |V (G
(1)
a+2b−n,n−2b,b−a+1)| = 2(a+ 2b− n) + 3(n− 2b) + 2(b− a+ 1)− 2 = n,
• depth(R/I(G
(1)
a+2b−n,n−2b,b−a+1)) = (a+ 2b− n) + (n− 2b) = a, and
• dimR/I(G
(1)
a+2b−n,n−2b,b−a+1) = (a + 2b− n) + (n− 2b) + (b− a + 1)− 1 = b.
If n/2 ≤ b < n − a, then the graph G
(2)
a−1,−n+2b+1,n−a−b which appears in Construction
3.9 guarantees (a, b) ∈ CWdepth,dim(n). Indeed Lemma 3.10 says that
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• |V (G
(2)
a−1,−n+2b+1,n−a−b)| = 2(a− 1) + (−n+ 2b+ 1) + 2(n− a− b) + 1 = n,
• depth(R/I(G
(2)
a−1,−n+2b+1,n−a−b)) = (a− 1) + 1 = a, and
• dimR/I(G
(2)
a−1,−n+2b+1,n−a−b) = (a− 1) + (−n + 2b+ 1) + (n− a− b) = b.
If b = n − a, then the Cameron–Walker graph G such that m = a, p = 1, si = 1
(1 ≤ i ≤ a − 1), sa = b − a and t1 = 0 with the notation as in Figure 6 guarantees
(a, b) ∈ CWdepth,dim(n). Indeed, by virtue of Theorem 3.2, one has
• |V (G)| = a + 1 + (b− 1) = a+ b = n,
• dimR/I(G) = (b− 1) + 1 = b, and
• depth(R/I(G)) = min{b, a} = a.
Hence one has{
(a, b) ∈ N2
∣∣∣∣ 3 ≤ a ≤
⌊
n− 1
2
⌋
,max
{
a,
n− a
2
}
< b ≤ n− a
}
⊆ CWdepth,dim(n).
This completes the proof. 
4. Lattice points of CWdepth,reg,dim,deg h(n)
Let n ≥ 5 be an integer. In previous section, we determined the set CWdepth,dim(n),
which is the set of all possible pairs (depth(R/I(G)), dimR/I(G)) arising from G ∈
CW(n). On the other hand, in [9, Theorem 5.1], the authors determined the set CWreg,deg h(n),
which is the set of all possible pairs (regR/I(G), deg h(R/I(G))) arising from G ∈ CW(n).
Theorem 4.1 ([9, Theorem 5.1]). Let n ≥ 5 be an integer. Then (r, d) ∈ CWreg,deg h(n)
if and only if
2 ≤ r ≤
⌊
n− 1
2
⌋
and max{r,−2r + n+ 1} ≤ d ≤ n− r.
In this section, we determine
CWdepth,reg,dim,deg h(n)
which is the set of all possible tuples
(depth(R/I(G)), reg(R/I(G)), dimR/I(G), deg h(R/I(G)))
arising from G ∈ CW(n) (Theorem 4.4).
We note that by virtue of Theorem 3.2 and Lemma 3.11, we know if (a, r, b, d) ∈
CWdepth,reg,dim,deg h(n), then 2 ≤ a ≤ r ≤ b = d. In particular, an element belonging to
CWdepth,reg,dim,deg h(n) is always of the form (a, r, d, d) with 2 ≤ a ≤ r ≤ d. In order to
determine CWdepth,reg,dim,deg h(n), we need more information about the relations among
the homological invariants of I(G) for a Cameron–Walker graph G.
Lemma 4.2. Let G be a Cameron–Walker graph. Then
(i) |V (G)|+ 1 ≤ depth(R/I(G)) + reg(R/I(G)) + dimR/I(G).
(ii) Assume that |V (G)| + 1 = depth(R/I(G)) + reg(R/I(G)) + dimR/I(G) and
depth(R/I(G)) < reg(R/I(G)). Then reg(R/I(G)) = dimR/I(G).
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Proof. We use the notation as in Figure 6.
(i) By virtue of [9, Theorem 5.2] and Theorem 3.2 (iii), one has
|V (G)| − reg(R/I(G))− dimR/I(G)
= |{j : tj > 0}| ≤ depth(R/I(G))−m ≤ depth(R/I(G))− 1.
Hence we have the desired conclusion.
(ii) Assume that |V (G)| + 1 = depth(R/I(G)) + reg(R/I(G)) + dimR/I(G). Then,
by the argument of (i), we have m = 1. Hence we may assume that tj > 0 for all
1 ≤ j ≤ p. Then by Theorem 3.2 (ii), (v), one has reg(R/I(G)) = 1+
∑p
j=1 tj and
dimR/I(G) = s1 +
∑p
j=1 tj . Thus in order to prove (ii), it is sufficient to show
s1 = 1.
In this case, the bipartite part of G is a complete bipartite graph. Hence Theo-
rem 3.2 (iv), (v) and the assumption that depth(R/I(G)) < reg(R/I(G)) implies
that depth(R/I(G)) = min{1 +
∑p
j=1 tj , p + s1} = p + s1. Also by Theorem 3.2
(i), one has |V (G)| = 1 + p+ s1 + 2
∑p
j=1 tj . Thus it follows that
p = |V (G)| − reg(R/I(G))− dimR/I(G)
= depth(R/I(G))− 1
= p+ s1 − 1.
Hence s1 = 1, as desired.

Remark 4.3. The proof of Lemma 4.2 (ii) implies that a Cameron–Walker graph satis-
fying the assumption (ii) of Lemma 4.2 must have the form m = 1, s1 = 1, and tj > 0 for
all 1 ≤ j ≤ p.
Now we come to the main theorem in this paper.
Theorem 4.4. Let n ≥ 5 be an integer. Then
CWdepth,reg,dim,deg h(n) = CW2,reg,dim,deg h(n)
∪
{
(a, d, d, d) ∈ N4
∣∣∣∣ 3 ≤ a ≤ d ≤
⌊
n− 1
2
⌋
, n < a + 2d
}
∪
{
(a, a, d, d) ∈ N4
∣∣ 3 ≤ a < d ≤ n− a, n ≤ 2a+ d− 1}
∪
{
(a, r, d, d) ∈ N4
∣∣∣∣ 3 ≤ a < r < d < n− r,n + 2 ≤ a + r + d
}
,
where
CW2,reg,dim,deg h(n)
=


{(2, 2, n− 2, n− 2), (2, 2, n− 3, n− 3)}, if n is even,{
(2, 2, n− 2, n− 2), (2, 2, n− 3, n− 3),
(
2,
n− 1
2
,
n− 1
2
,
n− 1
2
)}
, if n is odd.
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Proof. (⊆) Take an element of CWdepth,reg,dim,deg h(n). As noted in the beginning of this
section, it is of the form (a, r, d, d) with 2 ≤ a ≤ r ≤ b. Let G be a Cameron–Walker
graph with |V (G)| = n, depth(R/I(G)) = a, reg(R/I(G)) = r, and dimR/I(G) =
deg h(R/I(G)) = d. We distinguish the proof with 4 cases: a = 2; 3 ≤ a ≤ r = d;
3 ≤ a = r < d; and 3 ≤ a < r < d.
First consider the case a = 2. In this case, we have (a, r, d, d) ∈ CW2,reg,dim,deg h(n) by
Lemma 3.12.
Second assume that 3 ≤ a ≤ r = d. Then Theorem 4.1 says that 3 ≤ a ≤ d ≤
⌊
n−1
2
⌋
.
Moreover, one has n < a + 2d by Lemma 3.5 (iii).
Third assume that 3 ≤ a = r < d. Then Theorem 4.1 says that n ≤ 2r + d − 1 =
2a+ d− 1. Moreover, one has d ≤ n− a by Lemma 3.5 (ii).
Finally, assume that 3 ≤ a < r < d. Note that d ≤ n−r by Theorem 4.1. Suppose that
d = n− r. Then tj = 0 for all 1 ≤ j ≤ p by virtue of [9, Theorem 5.2]. Then [8, Corollary
2.4] says that a = r, but this is a contradiction. Thus we have d < n− r. Moreover, one
has n+ 2 ≤ a+ r + d by Lemma 4.2.
Therefore we have the desired conclusion.
(⊇) First we consider the inclusion CW2,reg,dim,deg h(n) ⊆ CWdepth,reg,dim,deg h(n). The
graphs provided in the proof of Proposition 3.13 guarantee the inclusion.
Second, let a, d be integers with 3 ≤ a ≤ d ≤
⌊
n−1
2
⌋
and n < a + 2d. Consider the
graph G
(1)
a+2d−n,n−2d,d−a+1 which appears in Construction 3.7. Note that d ≤
⌊
n−1
2
⌋
implies
n− 2d ≥ 1. Then we have
• |V (G)| = 2(a + 2d− n) + 3(n− 2d) + 2(d− a+ 1)− 2 = n,
• depth(R/I(G)) = (a+ 2d− n) + (n− 2d) = a, and
• dimR/I(G) = reg(R/I(G)) = (a+ 2d− n) + (n− 2d) + (d− a + 1)− 1 = d
by virtue of Lemma 3.8. Hence one has (a, d, d, d) ∈ CWdepth,reg,dim,deg h(n), and thus{
(a, d, d, d) ∈ N4
∣∣∣∣ 3 ≤ a ≤ d ≤
⌊
n− 1
2
⌋
, n < a+ 2d
}
⊆ CWdepth,reg,dim,deg h(n).
Third, let a, d be integers with 3 ≤ a < d ≤ n− a and n ≤ 2a+ d− 1.
When d < n−a, we consider the Cameron–Walker graph G such that its bipartite part
is a complete bipartite graph, m = 2a+ d−n, p = n− a− d, si = 1 for all 1 ≤ i ≤ m− 1,
sm = d− a+ 1, and tj = 1 for all 1 ≤ j ≤ p with notation as in Figure 6. Then Theorem
3.2 says that
• |V (G)| = (2a + d− n) + (n− a− d) + (a+ 2d− n) + 2(n− a− d) = n,
• depth(R/I(G)) = min{(2a + d− n) + (n− a− d), (n− a − d) + (a + 2d− n)} =
min{a, d} = a,
• reg(R/I(G)) = (2a+ d− n) + (n− a− d) = a, and
• dimR/I(G) = (a + 2d− n) + (n− a− d) = d.
Hence one has (a, a, d, d) ∈ CWdepth,reg,dim,deg h(n).
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When d = n−a, we consider the Cameron–Walker graph G such that its bipartite part
is a complete bipartite graph, m = a, p = d − a, si = 1 for all 1 ≤ i ≤ m and tj = 0 for
all 1 ≤ j ≤ p with notation as in Figure 6. Then Theorem 3.2 says that
• |V (G)| = a + (d− a) + a = a+ d = n,
• depth(R/I(G)) = min{a, d− a+ a} = min{a, d} = a,
• reg(R/I(G)) = a, and
• dimR/I(G) = a + (d− a) = d.
Hence one has (a, a, d, d) ∈ CWdepth,reg,dim,deg h(n).
Therefore we have{
(a, a, d, d) ∈ N4
∣∣ 3 ≤ a < d ≤ n− a, n ≤ 2a+ d− 1} ⊆ CWdepth,reg,dim,deg h(n).
Finally, let a, r, d be integers with 3 ≤ a < r < d < n− r and n+ 2 ≤ a+ r + d.
When n ≥ a + 2r, we consider the Cameron–Walker graph G such that
• m = 2 and p = n− d− r + 1(≥ 2),
• E(Gbip) = {{v1, w1}, {v1, w2}, . . . , {v1, wn−d−r+1}, {v2, wn−d−r+1}},
• s1 = a + r + d− n− 1(≥ 1) and s2 = n− a− 2r + 2(≥ 2), and
• t1 = 2r + d− n− 1(> s1), tj = 1 for all 2 ≤ j ≤ n− d− r and tn−d−r+1 = 0
with notation as in Figure 6. Then Theorem 3.2 says that
• |V (G)| = m+ p+ s1 + s2 + 2
∑p
j=1 tj = n,
• reg(R/I(G)) = m+
∑p
j=1 tj = r, and
• dimR/I(G) = s1 + s2 +
∑p
j=1 tj + |{j : tj = 0}| = d.
We prove depth(R/I(G)) = a. Then we have (a, r, d, d) ∈ CWdepth,reg,dim,deg h(n).
Let f(V ) be the function which appears in Theorem 3.3. Then f(∅) = r > a, f({v1}) =
a, f({v2}) = n − a − r + 1 > a and f({v1, v2}) = n − 2r + 2 > a. Thus one has
depth(R/I(G)) = a.
When n < a+ 2r, we consider the Cameron–Walker graph G such that
• m = a+ 2r + 1− n(≥ 2) and p = n− d− r + 1(≥ 2).
• The edge set of the bipartite part is
E(Gbip) = {{v1, w1}, {v1, w2}, . . . , {v1, wn−d−r+1}}
∪ {{v2, wn−d−r+1}, {v3, wn−d−r+1}, . . . , {va+2r+1−n, wn−d−r+1}} .
• s1 = d− r(≥ 1) and si = 1 for all 2 ≤ i ≤ a + 2r + 1− n.
• t1 = d− a(> s1), tj = 1 for all 2 ≤ j ≤ n− d− r and tn−d−r+1 = 0
with notation as in Figure 6. Then Theorem 3.2 says that
• |V (G)| = m+ p+
∑m
i=1 si + 2
∑p
j=1 tj = n,
• reg(R/I(G)) = m+
∑p
j=1 tj = r, and
• dimR/I(G) =
∑m
i=1 si +
∑p
j=1 tj + |{j : tj = 0}| = d.
We prove depth(R/I(G)) = a. Then we have (a, r, d, d) ∈ CWdepth,reg,dim,deg h(n).
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We use Theorem 3.3 again. Let V be a subset of {v1, . . . , vs}. If v1 6∈ V , then
f(V ) = r > a. If v1 ∈ V and V 6= {v1, . . . , va+2r+1−n}, then f(V ) = a. Moreover,
f({v1, . . . , va+2r+1−n}) = a + 1. Hence we have depth(R/I(G)) = a.
Therefore one has{
(a, r, d, d) ∈ N4
∣∣∣∣ 3 ≤ a < r < d < n− r,n+ 2 ≤ a+ r + d
}
⊆ CWdepth,reg,dim,deg h(n).

Example 4.5. By virtue of Theorem 4.4, we have
CWdepth,reg,dim,deg h(8) = {(2, 2, 5, 5), (2, 2, 6, 6), (3, 3, 3, 3), (3, 3, 4, 4), (3, 3, 5, 5)}.
and
CWdepth,reg,dim,deg h(9) = {(2, 2, 6, 6), (2, 2, 7, 7), (2, 4, 4, 4), (3, 4, 4, 4),
(4, 4, 4, 4), (3, 3, 4, 4), (3, 3, 5, 5), (3, 3, 6, 6), (4, 4, 5, 5)}.
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