READING THE BOOK OF LIFE
With the publication of the human genome sequence, we are passing into a new phase in the analysis of what is popularly being called the 'Book of Life'. However symbolic the shift, it is nevertheless palpable: the data will be in a more or less contiguous, more or less stable form, constituting a reference text against which coding and regulatory regions, polymorphisms, model organism sequences, genetic phenomena, etc., can be systematically and reliably pinned. The role of the bioinformatics practitioner may also be expected to change, by degrees: one may become less like an archaeologist, discovering and poring over shards of evidence to piece together rudimentary translations, and more like a literary critic, attuned to theme and variation, elucidating ever more subtle nuances of meaning and interrelationship in a well-worn textus receptus. Indeed, the integrative task at hand has been characterized as 'biosequence exegesis' (Boguski, 1999) .
The notion of genome as literature may be seen as an extension of the linguistic metaphor that has dominated molecular biology from its inception, as is evident from the terminology used in the field. In fact, the span of modern molecular biology over the last half-century has some striking parallels to developments in the field of linguistics. In 1953, Michael Ventris and John Chadwick succeeded in deciphering Linear B, showing it to be a dialect of Mycenean Greek written in an early syllabic script that was an important milestone on the path to alphabetic languages (Robinson, 1995) . This achievement, of course, occurred just at the time that Watson and Crick were establishing the same sort of lexical foundation for our present understanding of the genome. (Students of history, and of irony, may be interested to learn that Ventris and Chadwick were crucially aided in their endeavor by earlier groundbreaking efforts of a woman, Alice Kober, whose premature death denied her any possibility of achieving similar renown.)
Just four years later, Crick went on to posit the central dogma of molecular biology, that genetic information flows by transcription of DNA to RNA, which is then translated to protein via what proved to be an essentially universal genetic code. In that same year, 1957, Noam Chomsky postulated a universal 'deep structure' underlying all human language, which he conceived as arising via generation from grammars and subsequently undergoing further surface transformation according to another set of rules (Chomsky, 1957) . It is interesting to note that these stepwise processes were given names by biologists using linguistic terminology ('transcription', 'translation'), while those in the linguistic realm were identified with rather organic notions ('generation', 'transformation').
The correspondences do not stop with these lexical and syntactic parallels. For example, in 1955 an important distinction was made by the philosopher J. L. Austin between linguistic utterances that he termed constative, which convey information and may be said to be true or false, and those he called performative, which in themselves accomplish the action they denote (Austin, 1975) . Thus, 'He promised to be there' is a constative statement, while 'I promise to pay you' is said to be a performative 'speech act'. In that same year Crick proposed his adaptor hypothesis, which foresaw that the informational universe of DNA (and what came to be identified as mRNA) required some sort of mechanical connector to the structural universe of amino acids and protein (Judson, 1979) . These adaptors proved to be tRNAs, which along with rRNA-and much later, even catalytic RNAs-demonstrated that nucleic acids not only convey information but may also possess a structure-based function in their own right.
While such coincidences may be dismissed as mere curiosities in the history of science, there may well be deeper parallels that suggest actual utility. The molecular biologist's hierarchy of 'sequence' to 'structure' to 'function', lately augmented with an additional step to 'role' so as to capture the importance of a macromolecule's purpose in a larger physiological context and not just its mechanistic function in isolation, corresponds remarkably well to a similar progression long used by computational linguists, viz.:
That is, primary sequence corresponds to the lexical 'string' level of linguistics, while syntax can be seen as dealing with structures not only in an informational but also a conformational sense, when one views parse trees as capturing distant dependencies induced by interactions within 'folded' structures. Arguably, the function of a protein can be seen as its semantics, albeit determined not by logic and experience but by thermodynamics and biochemistry; analogous issues arise in the meaningful interpretation of structures in either field, such as the possibility of a so-called compositional semantics by which the properties of the whole can be determined by and from those of the parts. Finally, linguists have long recognized the need, for many reasons, to analyze utterances in the larger context of a discourse, a discipline called pragmatics (Jurafsky and Martin, 2000) .
Nor are the parallels confined to a conceptual level. Tools and techniques of a linguistic character have proven 
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useful in biological sequence analysis, especially in the trend toward algorithms that model the syntactic features of the domain with increasing sophistication. Gene-finding programs are more effective today than 10 years ago because they have moved on from a strictly lexical view of the DNA substrate, i.e. looking only for statistical correlates of coding potential, to a syntactic view that takes into account the higher-order structure of genes and the rules implicit in the transcriptional and translational machinery of the cell. Tools based on hidden Markov models, which have gained a strong foothold in bioinformatics, have come to embody increasingly detailed domain models of a distinctly linguistic cast, and in fact the associated algorithms were pioneered in the speech processing community. More generally, both computational linguistics and computational biology have seen in recent years an influx of statistical approaches, e.g. statistical parsing and Bayesian methods, that have allowed for rapid advances in each field (Durbin et al., 1998) . There are even instances of biologists latterly reinventing techniques already known to linguists, such as performing what amounts to collocation analysis to infer protein interactions from catalogs of gene fusions and taking intersections of languages to find the common 'minimal sets' of words (so-called 'Swadesh lists') on the one hand, and genes on the other.
This past February the author, together with Aravind Joshi and Sean Eddy, convened a three-day workshop at the University of Pennsylvania which brought together dozens of the leading lights of the computational biology and computational linguistics communities, for the express purpose of comparing methodological notes (see www.ircs.upenn.edu/modeling2001). While deemed something of a risk, the apposition of these two groups in fact proved to be a resounding success, with lively discussions of analogies between the domains and exchanges of ideas and techniques. (Perhaps most significantly, the intellectual ferment resulting from this cross-fertilization was noted by the several funding agencies that were in attendance.) With the vast new corpus of the human genome now before us, it has never been more evident that there is much to be gained by approaching the various 'languages of life' with a view to a common set of tools, or at the very least an awareness of the abstractions that may be of use across the domains.
One can even, with tongue firmly in cheek, imagine a future discipline of bioinformatics that verges on a new branch of literature. Might the methodologies of textual criticism and literary theory also carry over to analysis of the genome? Will academic factions arise (The Bayesian School? Sequence/Structuralism?) and perhaps compete? Will there be a Comparative Literature of species? Will Post-Genomics partake of Post-Modernism? While the comparison may seem fanciful, there are clearly instructive analogies to be drawn between genomic and literary texts, and perhaps it is not so great a stretch to contemplate the grammar of genes, the poetics of proteins, and the essential kinship of philology and phylogenetics.
