AROUND INDEPENDENCE AND DOMINATION IN METRIC ABSTRACT ELEMENTARY CLASSES, UNDER UNIQUENESS OF LIMIT MODELS.
I
In the study of the Stability Theory of Abstract Elementary Classes (for short, AEC, in this paper), various versions of independence linked to splitting (introduced originally by Shelah in the discrete AEC case [Sh 394]) have played an important rôle. Various categoricity transfer results, as well as the development of stability theory in AEC have so far used nonsplitting as one of the main independence notions.
In the metric continuous case (a generalization of both usual, or "discrete" AEC and "First Order" Continuous Model Theory), notions of independence have been used with some success in a strongly homogeneous ω-stable, (Löwenheim-Skolem number ℵ 0 ) case by Åsa Hirvonen [Hi] .
We focus here in a notion of independence, called smooth independence (see 2.2), that generalizes non-splitting to the metric context, and works well under the existence of various sorts of limit models. We study conditions under which smooth independence satis es appropriate variants of transitivity, stationarity, extension, existence (Section 2). We also study the continuity of this independence notion (see 2.15).
Date: May 7, 2014. The second author wants to thank the rst author for the time devoted to advising him for his Ph.D. 's thesis, one of whose fruits is this paper. He also thanks Tapani Applications of these techniques include the study of "superstable" metric AEC (limit models and smooth towers [ViZa] ), and steps towards a generalization of the main theorem in [GrVaVi] (Uniqueness of Limit Models in AEC under superstability-like assumptions under categoricity). They also include notions of domination appropriate for both discrete and metric continuous (superstable) AEC.
In [Ba1] , J. Baldwin does a study of a weak notion of domination which is based on a rough notion of independence in terms of on intersections of models, although he assumes uniqueness of limit models as a superstabilitylike assumption.
In superstable rst order theories, getting a decomposition (up to equidomination) of stationary types as a nite product of regular types provides us a proof of the following fact due to Lachlan: A countable superstable theory has 1 or in nitely many countable models. Also, there are versions of this decomposition theorem in not necessarily stable theories (see [OnUs2] ) such as rosy and dependent theories (see [OnUs1] ), settings where there is a very well-behaved independence notion.
In section 3, we introduce a notion of dominance in the setting of superstable MAEC. We base our work on [Ba1] , but we de ne our notion of dominance using smooth independence and not just using intersections as J. Baldwin does in his paper. We prove that under suitable assumptions, given a tuple (M, M, a, N) (where M is a resolution of M which witnesses that M is a limit model over some model M 0 ) such that a ⌣ | M 0 M 0 M (and therefore ga-tp(a/M) is a stationary type because M is an universal model over M 0 ), there exist N that generalizes the "First Order Continuous" setting of [BeBeHeUs] by removing the assumption of uniform continuity 1 . We follow the de nitions given by Åsa Hirvonen and Tapani Hyttinen (see [Hi] ).
De nition 1.2. Let K be a class of L-structures (in the context of Continuous Logic) and ≺ K be a binary relation de ned in K. We say that (K, ≺ K ) is a Metric Abstract Elementary Class (shortly MAEC) if:
(1) K and ≺ K are closed under isomorphism.
(2) ≺ K is a partial order in K.
(1) Any continuous elementary class (see [BeBeHeUs] ) with the usual elementary substructure relation is an MAEC. Important cases include (a) Hilbert spaces with a unitary operator (Argoty and Berenstein, see [ArBe] ). (b) Nakano spaces with compact essential rank (Poitevin, see [Po] . (c) Probability Spaces. (d) Compact Abstract Theories, see [Be1, Be2] (2) Gelfand triplets (see [Za] and forthcoming [GaZa] ). (3) Hilbert Spaces, with various classes of unbounded operators. (4) A subclass of completions of metric spaces which satisfy approximately a positive bounded theory, where ≺ K is interpreted by the approximate elementary submodel relation (see [HeIo] ). (5) Various classes of Banach spaces, where ≺ K is interpreted by the closed subspace relation 2 (see [Hi] ).
1 Uniform continuity guarantees logical compactness in their formalization, but we drop compactness in AEC-like settings.
2 Notice that several of these classes fall under case (1) -however, in general, natural classes of Banach spaces are not axiomatizable in the context of [BeBeHeUs] .
De nition 1.4. We call a function f :
De nition 1.5 (Amalgamation Property, AP). Let K be an MAEC. We say that K satis es Amalgamation Property (for short AP) if and only if for
De nition 1.6 (Joint Embedding Property, JEP). Let K be an MAEC. We say that K satis es Joint Embedding Property (for short JEP) if and only if for every M 1 , M 2 ∈ K there exist N ∈ N and K-embeddings f i :
Remark 1.7. Notice that if K has a prime model, then AP implies JEP.
Remark 1.8 (Monster Model). If K is an MAEC which satis es AP and JEP and has large enough models, then we can construct a large enough model M (which we call a Monster Model) which is homogeneous -i.e., every isomorphism between two K-substructures of M can be extended to an automorphism of M-and also universal -i.e., every model with density character < dc(M) can be K-embedded into M.
De nition 1.9 (Galois type). Under the existence of a monster model M as in remark 1.8, for all a ∈ M and N ≺ K M, we de ne ga-tp(a/N) (the Galois type of a over N) as the orbit of a under Aut(M/N) := {f ∈ Aut(M) : f ↾ N = id N }. We denote the space of Galois types over a model M ∈ K by ga-S(M).
Throughout this paper, we assume the existence of a homogenous and universal monster model as in remark 1.8.
De nition 1.10 (Distance between types). Let p, q ∈ ga-S(M). We de ne
De nition 1.11 (Continuity of Types). Let K be an MAEC and consider (a n ) → a in M. We say that K satis es Continuity of Types Property 3 (for short, CTP), if and only if, if ga-tp(a n /M) = ga-tp(a 0 /M) for all n < ω then ga-tp(a/M) = ga-tp(a 0 /M). Remark 1.12. In general, distance between types d (see De nition 1.10) is just a pseudo-metric. But it is straightforward to see that the fact that d is a metric is equivalent to CTP.
Throughout this paper, we also assume CTP (so, distance between types is in fact a metric).
De nition 1.13 (Universality). Let K be an MAEC and N ≺ K M. We say that M is λ-universal over N i for every N ′ ≻ K N with density character λ there exists a K-embedding f :
is a ⊆-increasing and continuous (in the metric sense) chain of K-embeddings, then there exists a K-embedding f : i<µ M i → M which extends g := i<µ f i :
Proof. Let a ∈ i<µ M i , so there exist elements a n ∈ i<µ M i for n < ω, such that (a n ) n<ω → a. As (a n ) n<ω is a Cauchy sequence, (g(a n )) n<ω is also a Cauchy sequence (since g is an isometry). So, there exists b ∈ M such that (g(a n )) n<ω → b. De ne f(a) := b. Proceed in a similar way for every a ∈ i<µ M i . The function f is well-de ned: if we take (a
Proof. As (a n ) n<ω → a and (a ′ n ) n<ω → a, there exists N < ω such that for all n ≥ N we have that d(a n , a) < ε ′ /2 and d(a ′ n , a) < ε ′ /2, so for all n ≥ N we have that d(a n , a
and by claim 1.15, there exists M < ω such that for all n ≥ M we have that d(g(a n ),
and so f is well-de ned.
We have that f extends g: let a ∈ i<ω M i , so taking a n := a (n < ω) we have that (a n ) n<ω → a and (g(a n )) n<ω is also a constant sequence. So, f(a) := lim n<ω g(a n ) = g(a).
, so there exists a ∈ i<µ M i such that f(a) = c, so there exists (a n ) n<ω a sequence in i<µ M i such that (a n ) n<ω → a and c := lim n<ω g(a n ).
n<ω is a Cauchy sequence and g is an isometry, we have that (b n ) n<ω is also a Cauchy sequence. So, there exists a ∈ i<µ M i such that (b n ) n<ω → a, and therefore f(a) : 
, f is compatible with the interpretation of σ in i<µ M i : f is a limit of K-embeddings -function symbols on these limits are uniquely interpreted by Axiom 4(a), and f being a limit of K-embeddings, distances to interpretations of predicates are preserved. Therefore f is a K-embedding which extends g. 
The following lemma is useful for later constructions -usually, it is easier in the metric case to realize dense subsets of typespaces ga-S(M); the lemma provides a criterion for relative metric Galois saturation. Lemma 1.18. Suppose that we have an increasing ≺ K -chain of models (N n : n < ω) such that N n+1 realizes a dense subset of ga-S(N n ). Then, every type in ga-S(N 0 ) is realized in N ω := n<ω N n .
Proof. Given p := ga-tp(b/N 0 ) there exists q 0 ∈ ga-S(N 0 ) which is realized in N 1 (by assumption) and
. Let a 0 be a realization of q 0 . By corollary 1.17 there exists
The key idea is to build two Cauchy sequences (a n ) n<ω and (b n ) n<ω such that a n ∈ N n+1 , ga-tp(b n /N 0 ) = ga-tp(b/N 0 ) for every n < ω and also a n and b n are closed enough, so if c := lim n<ω b n = lim n<ω a n then by CTP (De nition 1.11) we have that ga-tp(c/N 0 ) = ga-tp(b 0 /N 0 ) = p. Since c = lim n<ω a n , then c ∈ N ω := n<ω N n , and so p is realized in N ω .
The construction: Consider n > 0. Since N n+1 realizes a dense subset of ga-S(N n ), take a n ∈ N n+1 a realization of a type q n ∈ ga-S(N n ) which satis es d(ga-tp
We have that (a n ) n<ω is a Cauchy sequence: as
n 2 , so we have that (a n : n < ω) is a Cauchy sequence.
Therefore, there exists c := lim n<ω a n , c ∈ N ω and also c = lim n<ω b n . So, we are done. 
S MAEC
Throughout this section, every model has density cardinal µ (unless we specify a di erent density).
De nition 2.1 (ε-splitting and ⌣ | ε ). Let N ≺ K M and ε > 0. We say that ga-tp(a/M) ε-splits over N i there exist
We call smooth independence the notion of independence given above, inspired by [BaSh] . In that paper, J. Baldwin and S. Shelah de ned smoothness as a nice property of an abstract class of models K which involves increasing chains of models, context where the existence of a kind of monster model holds.
Next, we prove some basic properties of smooth independence.
Since this holds for every ε > 0, then a ⌣ |
Proposition 2.6 (Monotonicity of non-ε-splitting).
Proof. Since N 1 is universal over N 0 , then there exists a K-embedding g :
Doing a similar argument, it is easy to prove that
Therefore,
Proof. Since M is universal over N, there exists a K-embedding h ′ :
. So, given n < ω there exists i n < σ such that
By monotonicity of non-ε-splitting (Proposition 2.6), we may conclude
Since N 2 := M, we have that ga-tp(a/M) = ga-tp(h −1 (a)/M). This nishes the proof of claim 2.9
Claim 2.9
. This now ends the proof of Proposition 2.8.
Prop. 2.8
Proposition 2.10 (Stationarity (2)
Proof. By proposition 2.8, there exists at least an extension p * := ga-tp(b/M ′ ) of p with the desired property.
Let q * := ga-tp(c/M ′ ) ⊃ p be another extension with satis es the desired property. So,
The following property of smooth independence (called antire exivity ) is the metric version of the following property of thorn-forking in the rst order setting: if a ⌣ | thorn B a then a ∈ acl(B).
Proof. Let ε > 0 and i ε < θ be such that a ⌣ | 
is the unique realization of ga-tp(c/N 2 ). Therefore, we can nd a ′ | = ga-tp(a/N 2 ) such that d(a ′ , c) < ε (by denition of distance between types). De ne χ := min{κ : 2 κ > µ}. So, χ ≤ µ and 2 <χ ≤ µ.
We will construct a sequence of models M α , N α,1 , N α,2 : α < χ in the following way: First, take M 0 ≺ K N as any submodel of density character µ.
Suppose α := γ + 1 and that M γ (with density character µ) has been constructed. Then p ε-splits over M γ . Then there exist M γ ≺ K N γ,1 , N γ,2 ≺ K N with density character µ and F γ :
Let us construct a sequence M * α : α ≤ χ of models and a tree h η : η < α (α ≤ χ) of K-embeddings such that:
(
If α is limit, take M * α := γ<α M * γ and if η ∈ α 2 de ne h η := γ<α h η↾γ , the unique extension of γ<α h η↾γ to M α = γ<α M γ .
If α := γ + 1, let η ∈ γ 2. Take h η ⊃ h η any automorphism of the monster model M (this is possible because M is homogeneous).
Notice that h η • F γ (N γ,1 ) = h η (N γ,2 ) . De ne h η ⌢ 0 as any extension of h η • F γ to M γ+1 and h η ⌢ 1 as h η ↾ M γ+1 . Take M * γ+1 ≺ K N as any model with density character µ which contains h η ⌢ l (M γ+1 ) for any η ∈ γ 2 and l = 0, 1. Now, for every η ≤ χ 2, let H η be an automorphism of M which extends h η , We have that dc(M * χ ) = µ, but claim 2.13 says that there are at least 2 χ > µ many types mutually at distance at least ε. Therefore dc(ga-S(M * χ )) > µ, which contradicts µ-d-stability.
Prop. 2.12
Proposition 2.14 (Existence). Let K be a µ-d-stable MAEC. Then, for every a ∈ M and every N ∈ K there exists M ≺ K N with density character µ and a resolution M :
Proof. Let n < ω. By proposition 2.12, there exists M n ≺ K N with density character µ such that a ⌣ | 
Let K < ω be such that for every n ≥ K we have that
Since h is an isometry, we have that (h(b n )) → h(b) and also for every
Therefore, for any n ≥ K we have that
Proposition 2.16 (stationarity (3)).
N (by de nition and monotonicity of non-ε-splitting). Since M i+1 is universal over M i and M i ≺ K N, there exists and
Doing a similar argument, we have that
On the other hand, we have that
Therefore, ga-tp(a/N) = ga-tp(b/N).
Prop. 2.16

D ,
The study of Zilber's trichotomy for strongly minimal sets in understanding the classi cation -up to bi-interpretability-of uncountably categorical strongly minimal theories is an important step toward geometric stability theory (although restricted to ω 1 -categoricity). The non-nite axiomatizability of totally categorical theories -works of Cherlin, Harrington, Lachlan and Zilber-is the main initial step toward geometric stability theory. Buechler used generalizations of this machinery outside of totallycategorical and ω 1 -categorical settings and obtained a proof of his famous dichotomy theorem on the collection D of realizations of stp(a/A) for a any realization of a weakly minimal type, which says that either D is locally modular or p has Morley rank 1 [Bu2] .
In Superstable First Order theories, the development of Geometric Stability Theory (see [Pi, Bu1] ) includes generalizations of results studied in the categorical settings. In his doctoral thesis, E. Hrushovski extended this work to Stable First Order Theories [Hr] . Also, this study has been extended to Rosy Theories by A. Onshuus and A. Usvyatsov (see [OnUs1] ). In abstract settings, S. Shelah provided some extensions of these results in AEC Good Frames (see [Sh705] ), which corresponds to a setting that J. Baldwin calls intermediate stability theory because it does not really consider more re ned techniques of geometric stability theory, e.g. group con gurations and Hrushovski's analysis.
This chapter is devoted to the study of some basic geometrical notions of classical stability theory: domination, orthogonality and parallelism. These notions correspond in the MAEC setting to the well-known notions going by the same names in stable rst order theories. We will study some of their properties in MAEC settings exhibiting behavior akin to (variants of) superstability, and will extend results due to Baldwin ([Ba1] ) and Shelah [Sh705] .
Assumption 3.1. Throughout this section, we assume AP, JEP, CTP, existence of arbitrarily large enough models and the following assumptions (we sometimes abusively call them "superstability" -but we do not attempt to de ne that notion at this stage): For every a and every increasing and continuous ≺ K -chain of models M i : i < σ and M j a resolution of M j (j < σ): Assumption 3.3 (Uniqueness of limit models). If M and N are limit models of the same density character µ over the same model M 0 , then there exists an isomorphism f : M → N xing M 0 pointwise.
Domination in MAEC.
In this section, we de ne a natural adaptation of the notion of domination in the setting of superstable MAECs that exhibit the superstability-like assumption 3.1. We base the development of this section on [Ba1] but we use s-independence instead of intersections as Baldwin does.
According to S. Buechler ([Bu1] ), the motivating question which takes us to the notion of domination is whether nonorthogonal ( rst order syntactical) types p and q have bases relative to a model M (i.e., maximal Morley sequences of p and q respectively over the domain of the respective types contained in M) with the same cardinality. In such context, domination is a kind of opposite notion to orthogonality. In rst order, we say that a (possibly in nite) set B dominates another (possibly in nite) set A over C if and only if for any set D, if B ⌣ | C D then A ⌣ | C D. But in our setting, we cannot de ne independence on sets because, in general, Galois types are de ned on models. Because of that, we have to adapt this notion to our general context. De nition 3.7. Given (M, M, N, a) , we say that a dominates N over M relative to M (denoted by a ⊲ Remember that in rst order, B dominates A over C if and only if for any set D, if B ⌣ | C D then A ⌣ | C D. Because in our general context Galois types are de ned on models instead of sets, we have to adapt this notion to our setting. Notice that
, agreeing with the rst order notion of domination.
The following proposition says that domination over a model M α implies domination over a K-superstructure M ≻ K M α if there is some independence from M over M α (i.e., the information given over M is the same over M α ).
Proposition 3.8. Let (M, M, N, a) (where M := {M i : i < θ} witnesses that M is a limit model) and
The following proposition is a kind of reciprocal of proposition 3.8. This says that under some independence from M over M α , domination over M implies domination over M α .
Proposition 3.9. Let (M, M, N, a) (where M := {M i : i < θ} witnesses that M is a (µ, σ)-limit model) and
by downward Löwenheim-Skolem axiom) and M * ≻ KM be a limit over M -and so M * is a limit model over M, where M * * is a witness of that-.
(by de nition of ≺ nf ) and M ′ is universal over M α , by the extension property of smooth independence (proposition 2.8), there exists
M, so by transitivity (proposition 2.17, since M and M α are limit models over M 0 ) N ⌣ | Mα M * , and by monotonicity (proposition 2.5)
). So, we have that a ⊲
Mα
Mα N.
Prop. 3.9
The following proposition says that given any tuple (M, M, N, a), we can nd some extensions
Proof. Suppose not. This allows us to construct an ≺ nf -increasing and continuous sequence of tuples
. By assumption 3.1, given any c there exists α c < µ In the same way we de ne B γn and γ n for every n < ω. Notice that (γ n : n < ω) is an increasing sequence of ordinals < µ + .
De ne γ := sup{γ n : n < ω}. Notice that γ < µ
, there exists β < γ such that b k ∈ N β . Since β < γ := sup{γ n : n < ω}, there exists m < ω such that β < γ m , so b k ∈ N γm . Since by construction we have that B γm = N γm , there exists a sequence (c n ) ∈ B γm such that (c n ) → b k . By proposition 2.15 again, there exists l < ω such that c :
. By construction, α c < γ m+1 < γ < γ + 1 < µ + , then by proposition 2.5 (monotonicity of ⌣ | ) we have that c ⌣ |
. Therefore, the proposition is true. Prop. 3.10 The following proposition says that under the conclusions of the previous proposition, we can nd an extension N because M is an universal model over M α ), there exist N * and a resolution M * which witnesses that M is a limit model over M 0 such that a ⊲⊳
Question 3.14. In general, we cannot assure the existence of prime models in metric and discrete AECs. In superstable rst order theories, we can prove that if p is a stationary syntactic type, there exist regular types p 1 , · · · , p n such that p ⊲⊳ p 1 ⊗· · ·⊗p n . Setting (a 1 , · · · , a n ) | = p 1 ⊗· · ·⊗p n and a | = p, it is known that M[a 1 , · · · a n ] = M[a] (i.e., the a-prime model over M ∪ {a} and the a-prime model over M ∪ {a 1 , · · · , a n } agree). In Hilbert spaces with a unitary operator (see [ArBe] ), a ⌣ | M N i P M (a) = P N (a) (i.e., the respective orthogonal projections of a over M and N agree). Considering this independence notion instead of smooth-independence, corollary 3.13 would say that that given a ∈ H (where H is a monster Hilbert space with a unitary operator) and M a Hilbert space with a unitary operator such that M is saturated enough and a / ∈ M, there exists a Hilbert space with a unitary operator N * ⊃ acl(Ma) extending M such that for every Hilbert space with a unitary operator
: a determines the projections on M of all elements in N * . A natural question that arises at this point is naturally connected to the question on existence of prime models over sets in MAECs: under which assumptions can we guarantee that existence.
3.2. Orthogonality. Orthogonality arose from the question on the existence of bases -maximal Morley sequences-of arbitrary size in a model, for ( rst order syntactical types) p and q (see [Bu1] ).
In this section, we adapt the study of orthogonality which S. Shelah did in the setting of good frames in (discrete) Abstract Elementary Classes (see [Sh705, Sh600] ). Shelah provided a suitable study of superstability in (discrete) AECs via good frames, without assuming the existence of a monster model as in 1.8 and with an abstract notion of independence. Most of the de nitions in this section are inspired on Shelah's work ([Sh705] ), with some exceptions (e.g., the de nition of domination of types, which we dene in this thesis in order to prove that domination corresponds to a kind of nonorthogonality). However, we point out some di erences between our results and the analysis done in [Sh705] : although we are assuming the existence of a homogeneous monster model (thereby losing generality), we are using a xed notion of independence (smooth independence). In this section, we obtain an adaptation of the notions given by Shelah to our setting and prove some basic facts which were not proved in [Sh705] .
However, we have to point out that there might be problems proving the existence of weakly orthogonal types, with our de nition of weak orthogonality is being de ned. Still, we develop this section and show some important properties, consequence of uniqueness of limit models. Notation 3.15. (M, M, N, b, α) means M := {M i : i < δ} is a resolution of M which witnesses that M is a limit model, α < δ is a limit ordinal,
Hence, weak orthogonality corresponds to a stronger notion of orthogonality. In spite of that, the notion of independence de ned at the beginning of this subsection (independence of sequences, de nition 3.16) allows us to catch such independence between a realization a of p and a realization b of q.
Example 3.18. Consider the class of Hilbert spaces. As in Hilbert spaces together with a unitary operator (see [ArBe] ), independence is characterized by agreeing with the respective projections (i.e., a ⌣ | N M if and only if P N (a) = P M (a)). In this case, replacing this notion of independence instead of smooth-independence, p ⊥ wk q (both of them in ga-S(M)) means that for every Hilbert space N ≥ M which contains a realization of q and given any realization a of p, P M (a) = P N (a). If M = 0 and N = b , notice that weak orthogonality implies that 0 = P M (a) = P N (a), therefore a and b are orthogonal in the sense of the inner product in Hilbert spaces. ∈ N 1 since a / ∈ N 0 (since p is non-algebraic and by antirre exivity, proposition 2.11).
De ning a 0 := b and a 1 := a, notice that {N 0 , N 1 , N 2 ; a 0 , a 1 } witness that b, a is independent in (M, N ′ ).
Prop. 3.19
The following proposition says that given p, q ∈ ga-S(M)) and N ≻ K M has a realization of q, then p is weakly orthogonal to q if and only if p has just one extension in ga-S(N).
As we stated in section 3.1, orthogonality corresponds (in rst order) in some way to nonorthogonality. In order to prove a similar result in our context, we adapt the notion of domination of types.
De nition 3.23. Let p, q ∈ ga-S(M) be non-algebraic Galois types such that p, q ⌣ | However, for the sake of completeness, we provide the de nition of parallelism once more. But we have to point out that in this subsection, we require that if (p, N) ∈ St(M), then M is a limit model over N, instead of just being a universal model over N. Because of that, we de ne a stronger notion of strong type, which we call strong limit type. In this thesis, we use the notion of strong limit typeinstead of strong types because we want to use uniqueness of limit models to prove some properties of parallelism, e.g. proposition 3.31 (2) and (3).
De nition 3.26 (strong limit type). Let M be a (µ, σ)-limit model Remark 3.28. Consider the class of Hilbert spaces. Let us suppose that we could set N 1 = N 2 = 0 ⊂ R 3 -the space generated by the origin-(despite this is not a universal model) and let M := M 1 = M 2 = {(x, 0, 0) : x ∈ R}. Remember that we stated in 3.18 that, as in a Hilbert space with a unitary operator (see [ArBe] ), independence in Hilbert spaces means the respective projections agree. Let p i ∈ ga-S(M), a | = p 1 and b | = p 2 be such that a and b are independent from M over 0 ; i.e.: 0 = P M (a) = P M (b), therefore a and b are orthogonal to M. , then by stationarity (proposition 2.10) q * = q ′ = q. So, uniqueness is proved.
Prop. 3.30
Next, we prove that weak orthogonality is preserved under parallelism. Before giving its proof, we prove that weak orthogonality is invariant under isomorphisms and that weak orthogonality is preserved under Ksubmodels and K-superstructures if we have suitable independence conditions.
Proposition 3.31.
(1) Given p, q ∈ ga-S(M), M := {M i : i < δ} a resolution of M which witnesses that M is a limit model such that p, q ⌣ | 
