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Abstract
In this paper, we consider the planar forced N-pendulum equation. Multiple rota-
tional solutions are obtained.
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1 Introduction and main results
Let mi ,ℓi be positive constants, i = 1,2, · · · ,N, and
α j =
N∑
s= j
ms, β j =α jℓ j , j = 1,2, · · · ,N. (1.1)
The motion of the coplanar N-pendulum is governed by the Lagrangian
L(q, p)= 1
2
A(q)p · p+V (q), (1.2)
where
q= (q1,q2, · · · ,qN ), p= (p1, p2, · · · , pN ) ∈RN ,
A(q)p · p=
∑
16i6N
αiℓ
2
i p
2
i +
∑
16i< j6N
2α jℓiℓ j cos(qi− q j)pi p j , (1.3)
V (q)= g
N∑
j=1
β j cos(q j), (1.4)
1
In the following, we add an periodic forcing term f (t)= ( f1(t), · · · , fN (t)). The cor-
responding system of equations are
d
dt
Lp(q, q˙)−Lq(q, q˙)= f (t), (1.5)
Periodic motions for the N-pendulum are solutions of (1.5) satisfying
q(t+T)− q(t)= 2πv, v ∈ZN , ∀t ∈R. (1.6)
In (1.6), if v = 0, solutions are oscillatory. Existences and multiplicities of
oscillations for planar double, triple and N-pendulum have been studied in [3, 8,
4, 17, 15] and references therein. In [14], Rabinowitz showed the existence of at
least N+1 2π-periodic forced oscillations for more general Lagrangian functions.
In this paper, we consider solutions with
v= (v1,v2, · · · ,vN ) 6= 0,
which are called rotational solutions and non-contractible on TN. Note that if q(t)
is a solution, then q(kT+ t)−q(t) ≡ kv. We restrict choices of rotational vectors to
Z
N
1
defined as follows.
Definition 1. A rotational vector v = (v1,v2, · · · ,vN) ∈ ZN \ {0} is called prime,
if one of its coordinates equals to 1 while others are zero, or two of them are
relatively prime. Denotes by ZN
1
the set of all prime rotational vectors in ZN .
For v ∈ZN
1
, let
q(t)= x(t)+ 2πvt
T
, q˙(t)= x˙(t)+ 2πv
T
, (1.7)
and define a functional L :E =W1,2(S1,RN )→R by
L (x)=
∫T
0
(
L(q(t), q˙(t))+ f (t) · q(t)
)
dt. (1.8)
Its critical points give rotational solutions. When we study multiplicities, the
following symmetries are involved:
Z
N -symmetry. Note that E can be orthogonally decomposed as
E =E0⊕ E˜, (1.9)
where E0 denotes the subspace of constant functions and E˜ denotes the subspace
of functions with zero mean value. Since the function L is 2π-periodic in qi for
all 16 i 6 N and f ∈ E˜, the functional L defined by (1.8) is also 2π-periodic in
all qis. Hence it can be defined on
E =E/(2πZN)= TN × E˜. (1.10)
S1-symmetry. If f ≡ 0, there is an S1-action involved in the problem. Given
v ∈ZN
1
and T > 0, let
θ · x(t)= x(t+θ)+ 2πv
T
θ, (1.11)
2
where we use the representation of S1 by
{
exp
(
2π
p
−1
T
θ
) ∣∣∣ θ ∈ [0,T]}. Then L
is S1-invariant. Moreover, this action is free.
Denote by P (v,T) the set of distinct rotational solutions of (1.5) with given
rotational vector v and period T.
Theorem 1. Assume that f satisfies
f ∈ L2(R/(TZ),RN),
∫T
0
f (t)dt= 0. (1.12)
For every v ∈ZN
1
and T > 0, we have
(i) If f 6≡ 0, then
#
P (v,T)>N+1.
If all solutions are nondegenerate, then #P (v,T)> 2N .
(ii) If f ≡ 0, then
#
P (v,T)>N.
If all solutions are nondegenerate, then #P (v,T)> 2N−1.
Similarly to [8, 4], the aim of this paper is to establish additional rotational so-
lutions for special arrangement of massesm j and lengths ℓ j instead of the nonde-
generate assumption. In the following result, we consider v= (v1,v2, · · · ,vN) ∈ZN1
with zero components. Let
N0 = #
{
i
∣∣ 16 i6N, vi = 0}. (1.13)
Theorem 2. Assume that f satisfies (1.12) and
| f (t)|6M0, ∀t ∈R. (1.14)
If 16 N0 6 N −1, there exist masses m j , lengths ℓ j (16 j 6 N), and constants
T1,T2 > 0 such that for each T ∈ [T1,T2], we have
(i) If f 6≡ 0, then
#
P (v,T)> (N−N0+1)2N0 .
(ii) If f ≡ 0, then
#
P (v,T)> (N−N0)2N0 .
2 Variational settings
For x= (x1,x2, · · · ,xN ) ∈ E , denote by ||x|| the standard L2-norm of x(t), i.e.,
||x||2 =
∫T
0
|x(t)|2dt=
N∑
i=1
∫T
0
x2i (t)dt.
The functional L : E→R defined by (1.8) can be written as
L (x)=L1(x)+L2(x)+L3(x), (2.1)
3
where
L1(x)=
1
2
〈A(q)q˙, q˙〉, L2(x)=
∫T
0
V (q)dt, L3(x)=
∫T
0
f (t) · qdt. (2.2)
According to (1.10), we write x ∈ E as
x= x¯+ x˜, x¯= (x¯1, x¯2, · · · , x¯N) ∈ TN , x˜= (x˜1, x˜2, · · · , x˜N ) ∈ E˜.
Since the matrix A(q) defined by (1.3) is positive definite and periodic in q, there
exists a constant λ> 0 depending only on masses and lengths such that
λ= inf
{
A(q)p · p
|p|2
∣∣ q ∈ TN , p ∈ RN \{0}} . (2.3)
Let
γ1 = 2π2
(
N∑
i=1
αiℓ
2
i v
2
i +
∑
i< j,vi=v j
2α jℓiℓ jviv j
)
. (2.4)
We have
Proposition 2.1.
L1(x)>
λ
2
||x˙||2+T−12π2|v|2λ, (2.5)
L1(x¯)6T
−1γ1, L2(x¯)= T
∑
i∈I0
βi cos x¯i, L3(x¯)=
∫T
0
f (t) · 2πvt
T
dt= fv, (2.6)
|L2(x)−L2(x¯)|6
T
3
2
2π
N∑
i=1
βi ||x˙i ||, (2.7)
|L3(x)−L3(x¯)|6
T
2π
N∑
i=1
|| f || · ||x˙i ||6
T
3
2
2π
N∑
i=1
M0||x˙i ||. (2.8)
Proof. For (2.5), by (2.2) and (2.3), we have
L1(x)=
1
2
〈A(q)q˙, q˙〉L2 >
λ
2
∣∣∣∣∣∣∣∣x˙+ 2πvT
∣∣∣∣∣∣∣∣2 = λ2 ||x˙||2+ 2π
2|v|2λ
T
.
For (2.6), we claim that
∫T
0
cos
(
x¯i+2πvi
t
T
)
dt=
{
0, vi 6= 0,
T cos x¯i , vi = 0,
16 i6N, (2.9)∣∣∣∣∣
∫T
0
cos
(
xi+2πvi
t
T
)
dt−
∫ T
0
cos
(
x¯i+2πvi
t
T
)
dt
∣∣∣∣∣6 T
p
T
2π
||x˙i ||. (2.10)
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In fact ∣∣∣∣∣
∫T
0
cos
(
xi+2πvi
t
T
)
dt−
∫T
0
cos
(
x¯i+2πvi
t
T
)
dt
∣∣∣∣∣
=
∣∣∣∣∣
∫T
0
(
cos
(
xi+2πvi
t
T
)
−cos
(
x¯i+2πvi
t
T
))
dt
∣∣∣∣∣
=
∣∣∣∣∣−2
∫T
0
sin
(
x˜i
2
+ x¯i+2πvi
t
T
)
sin
(
x˜i
2
)
dt
∣∣∣∣∣
6 2
(∫T
0
sin2
(
x˜i
2
+ x¯i+2πvi
t
T
)
dt
) 1
2
(∫T
0
sin2
x˜i
2
dt
) 1
2
6 2
p
T
(∫T
0
sin2
x˜i
2
dt
) 1
2
6 2
p
T
(∫T
0
x˜2
i
4
dt
) 1
2
=
p
T||x˜i ||6
T
p
T
2π
||x˙i ||.
The last inequality follows from the Wirtinger’s inequality.
By (2.2), (1.3), (1.7) and (2.9), we have
L1(x¯)=
N∑
i=1
αiℓ
2
i ·2π2v2i
1
T
+
∑
16i< j6N
α jℓiℓ j ·
4π2
T2
viv j
∫T
0
cos
(
x¯i− x¯ j +2π(vi−v j)
t
T
)
dt
= 2π
2
T
N∑
i=1
αiℓ
2
i v
2
i +
∑
i< j,vi=v j
α jℓiℓ j ·
4π2
T2
viv j
∫T
0
cos(x¯i− x¯ j)dt
6
2π2
T
N∑
i=1
αiℓ
2
i v
2
i +
4π2
T
∑
i< j,vi=v j
α jℓiℓ jviv j = T−1γ1.
By (2.2), (1.7), (1.4) and (1.12), we have
L2(x¯)=
∫T
0
V
(
x¯+2πv t
T
)
dt
=
∫T
0
N∑
i=1
βi cos
(
x¯i+2πvi
t
T
)
dt= T
∑
i∈I0
βi cos x¯i ,
L3(x¯)=
∫T
0
f (t) ·
(
x¯+2πv t
T
)
dt=
∫T
0
f (t) · 2πvt
T
dt.
The inequality (2.7) follows from (2.2), (1.4) and (2.10).
For (2.8), by (2.2), (1.7) and (1.12), we have
|L3(x)−L3(x¯)| =
∣∣∣∣∣
∫T
0
f · qdt−
∫ T
0
f 2πv
t
T
dt
∣∣∣∣∣=
∣∣∣∣∣
∫T
0
f · (x¯+ x˜)dt
∣∣∣∣∣
=
∣∣∣∣∣
∫T
0
f · x˜dt
∣∣∣∣∣=
∣∣∣∣∣
∫T
0
N∑
i=1
f i · x˜idt
∣∣∣∣∣6 N∑
i=1
∫T
0
| f i | · |x˜i |dt
6
N∑
i=1
|| f i || · ||x˜i ||6
N∑
i=1
|| f i || ·
T
2π
||x˙i ||6
T|| f ||
2π
||x˙||.
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The third equality follows from (2.6), and the last inequality follows from the
Wirtinger’s inequality.
By the above Proposition, we have
∣∣L2(x)+L3(x)− (L2(x¯)+L3(x¯))∣∣6 T 32
2π
N∑
i=1
(βi+M0)||x˙i ||. (2.11)
Proposition 2.2. For the functional L defined by (1.8), we have
(i) L is bounded from below.
(ii) L satisfies the (PS) condition.
Proof. For (i), by , we have
L (x)>
λ
2
||x˙||2+T−12π2|v|2λ−T
N∑
i=1
βi−
T
3
2 || f ||
2π
||x˙||+ fv
= λ
2
N∑
i=1
(
||x˙||− T
3
2 || f ||
2πλ
)2
+a0, ∀x ∈ E , (2.12)
where
a0 = T−12π2|v|2λ+ fv −T
N∑
i=1
βi−
T3|| f ||2
8π2λ
. (2.13)
For (ii), let {xm} be a sequence in E such that
L (xm)6C and L
′(xm)→0 as m→∞. (2.14)
Then (2.12) yields that
||x˙m||6 ||xm||E 6C′, (2.15)
i.e., {xm} is bounded in E since T
N is compact. Without loss of generality, assume
that xm* x0 ∈ E and xm→x0 ∈C(S1,RN ) as m→∞, i.e.,
lim
m→∞ ||xm− x0||C0 = 0. (2.16)
Note that for arbitrary x, y ∈ E , by using the substitution (1.7) for simplicity,
we have
L
′(x)y=L ′1(x)y+〈V ′(q)+ f , y〉, (2.17)
where
L
′
1(x)y= 〈A(q)q˙, y˙〉+
〈(
A′(q)y
)
q˙, q˙
〉
,〈(
A′(q)y
)
q˙, q˙
〉
=
∫T
0
∑
α jℓiℓ j
(
−sin(qi − q j)(yi− yj)
)
q˙i q˙ jdt.
Then
L
′
1(x+ y)y−L ′1(x)y= 〈A(q+ y)(q˙+ y˙), y˙〉+
〈
(A′(q+ y)y)(q˙+ y˙), q˙+ y˙
〉
−〈A(q)q˙, y˙〉−
〈(
A′(q)y
)
q˙, q˙
〉
= 〈A(q+ y) y˙, y˙〉+
〈(
A(q+ y)−A(q)
)
q˙, y˙
〉
+
〈(
A′(q+ y)y−A′(q)y
)
q˙, q˙
〉
+2
〈(
A′(q+ y)y
)
q˙, y˙
〉
+
〈(
A′(q+ y)y
)
y˙, y˙
〉
>λ|| y˙||2+ o
(
||y||
)
.
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We have
L
′
1(xm)(xm− x0)−L ′1(x0)(xm− x0)>λ||x˙m− x˙0||2+ o(||xm− x0||). (2.18)
By (2.17) and (2.18), we have
L
′(xm)(xm− x0)−L ′(x0)(xm− x0)
=L ′1(xm)(xm− x0)+〈V ′(qm)+ f ,xm− x0〉
−L ′1(x0)(xm− x0)−〈V ′(q0)+ f ,xm− x0〉
>λ||x˙m− x˙0||2+ o(||xm− x0||).
Then (2.14) and (2.16) yield ||x˙m− x˙0||→0 as m→∞. Hence xm→x0 in E .
Proof of Theorem 1. For (i), by Proposition 2.2 and Ljusternik-Schnirelman
theory, we have
#
P (v,T)> cat(TN)=N+1.
If all solutions are nondegenerate, by Morse inequalities, we have
#
P (v,T)> the sum of Betti numbers of TN = 2N .
For (ii), by Proposition 2.2 and S1-equivariant Ljusternik-Schnirelman the-
ory, we have
#
P (v,T)> cat(TN /S1)= cat(TN−1)=N.
If all solutions are nondegenerate, by Morse inequalities, we have
#
P (v,T)> the sum of Betti numbers of TN−1 = 2N−1.
3 An abstract critical point result
In [4], K. C. Chang, Y. Long and E. Zehnder prove an abstract critical point result
(Theorem 3.1) and apply it to oscillatory solutions of (1.5). In this section, we
establish corresponding result and apply it to rotational solutions. The difference
is that N0 defined by (1.13) satisfies
N0
{
=N, oscillatory case, i.e.,v= 0,
6N−1, rotational case, i.e.,v 6= 0.
The main idea is to find an m-dimensonal subtorus Tm ⊂ TN with an (m−1)-
dimensonal subtorus Tm−1 ⊂ Tm such that the inclusion
(Tm,Tm−1) ,→ (Ib, Ia)
induces an injective map in homology and a surjective map in cohomology. By
Ljusternik-Schirelman theory, there exist at least m critical points between the
two levels a and b.
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I
b
I
a
T
m−1
T
m
Let
n= 2N0 . (3.1)
For each 16 k6 n, represent k−1 by binary numbers as follows
k−1=
N0∑
i=1
τi(k)2
N0−i , τi(k) ∈
{
0,1
}
, (3.2)
and set
z(k)=
(
z1(τ1(k)), z2(τ2(k)), · · · , zN0 (τN0 (k))
)
∈ TN0 , (3.3)
where zi :
{
0,1
}
→S1, 16 i6N0, are injective maps.
Define an (N−N0)-dimensional subtorus Sk ⊂ TN by
Sk = {z(k)}×TN−N0 . (3.4)
For k, j satisfying 16 j6 k and
k− j = 2N0−m, for some 16m6N0,
define an (N −N0 + 1)-dimensional subtorus Tk, j ⊂ TN containing subtorus Sk
and S j as follows
Tk, j =
{
(x1, · · · ,xN0 ) ∈TN0
∣∣ xi = zi(τi(k)), i 6=m}×TN−N0 ∼= TN−N0+1. (3.5)
For 16 k6 n, 16 i6N0, let
TN−1k, i =
{
(y1, · · · , yN )
∣∣ yi = zi(1−τi(k)) and yj ∈ S1 for j 6= i}∼= TN−1,
Qk =
N0⋃
i=1
TN−1k, i , Mk =
n⋂
j=k
Q j . (3.6)
By the proof of Lemma 3.1 of [4], there is a strong deformation retraction
rk : T
N \Sk→Qk. (3.7)
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Let
Wk = TN \
[
Sn∪
(
n−1⋃
i=k
r−1n · · · r−1i+1(Si)
)]
, (3.8)
Rk = rk ◦ rk+1 ◦ · · · ◦ rn : dom(rk ◦ rk+1 ◦ · · · ◦ rn)=Wk→TN . (3.9)
Proposition 3.1. Assume I ∈C1(E ,R) satisfies (PS) condition and a0 = inf
x∈E
I(x)>
−∞. If there exist real numbers a0 < a1 < ·· · < an, where n= 2N0 such that
ITN×{0} < an, I|Mk+1×{0} < ak < I|p−1R−1
k+2(Sk+1)
, 16 k6 n−1, (3.10)
(Here we set R−1
n+1(Sn) = Sn). Denote by Crit(I) the set of critical points of I, we
have
#Crit(I)> (N−N0+1)2N0 .
If I is S1-equivariant, then
#Crit(I)> (N−N0)2N0 .
Proof. For brevity, let
m=N−N0+1.
We claim that
#
(
Crit(I)∩ I˚a1
)
>m, k= 1, (3.11)
#
(
Crit(I)∩
(
I˚ak \ I˚ak−1
))
>m, 26 k6 n−1, (3.12)
#
(
Crit(I)∩
(
E \ Ian−1
))
>m, k= n, (3.13)
where
Ia = {x ∈ E | I(x)6 a} and I˚a = {x ∈ E | I(x)< a}.
By (3.11)-(3.13), we have
#Crit(I)>m+ (n−2)m+m=mn= (N−N0+1)2N0 .
Case 1. k= 1. By (3.15), there exists δ1 ∈ (0,a1−a0) such that
S1× {0}⊂ Ia1−δ1 .
The Ljusternik-Schnirelman category of Ia1−δ1 is
cat(Ia1−δ1)> cat(S1)= cat(Tm−1)=m.
As a0 = inf I >−∞ and I satisfies (PS), we conclude (3.11).
Case 2. 26 k6 n−1. We proceed in several steps.
Step 1. Choose δ ∈ (0,ak−ak−1) sufficiently small, abbreviate
b= ak−δ, a= ak−1
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and set
X = E \
[
p−1(Sn)∪ p−1R−1n (Sn−1)∪·· ·∪ p−1R−1k+2(Sk+1)
]
,
X ′ = E \
[
p−1(Sn)∪ p−1R−1n (Sn−1)∪·· ·∪ p−1R−1k+1(Sk)
]
,
Y = Ib, Y ′ = Ia, Z =Mk+1× {0}, Z′ =Mk× {0}.
By (3.15), we have
X ⊃ Y ⊃ Z
∪ ∪ ∪
X ′ ⊃ Y ′ ⊃ Z′.
Step 2. Consider the following inclusion maps
(Tk,k′ ,Sk′ )
ρ−→ (Mk+1,Mk)
β−−−−−→
x 7→(x,0)
(Z,Z′)
j−→ (Y ,Y ′).
By the proof on page 195 of [4], the continuous map
ψ= j ◦β◦ρ : (Tk,k′ ,Sk′ )→(Ib, Ia)
induces a monomorphism
ψ∗ :H∗(Tk,k′ ,Sk′ )→H∗(Ib, Ia),
and an epimorphism
ψ∗ :H∗(Ib)→H∗(Tk,k′).
Step 3. We claim that
Hq(Tk,k′ ,Sk′ )
∼=Hq
(
Tm,Tm−1
)
6= 0, 16 q6m.
In fact, the first isomorphism follows from (3.4) and (3.5). Consider the following
long exact sequence
· · ·→Hq(Tm−1)
iq−−−→Hq(Tm)
jq−−−→Hq(Tm,Tm−1)
∂q−−−→Hq−1(Tm−1)
iq−1−−−−→ ···
We have
Hq(T
m−1)∼=Keriq⊕ Imiq ∼=ZC
q
m−1 ,
Hq(T
m)∼=Ker jq⊕ Im jq ∼=ZC
q
m ,
Hq(T
m,Tm−1)∼=Ker∂q⊕ Im∂q,
Imiq =Ker jq, Im jq =Ker∂q, Im∂q =Keriq−1.
Hence, for 16 q6m, the q-th Betti-number of the pair (Tm,Tm−1) satisfies
bq(T
m,Tm−1)= dimHq(Tm,Tm−1)
=Cqm−Cqm−1+dimKeriq+dimKeriq−1
>C
q
m−Cqm−1> 1.
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Step 4. Choose homology classes
0 6= [uq] ∈Hq(Tk,k′ ,Sk′ ), 16 q6m,
and a cohomology class 0 6= θ ∈H1(Tk,k′)∼=H1(Tm) such that
[uq+1]∩θ = [uq], 16 q6m−1.
Let
[σq]=ψ∗[uq], 16 q6m,
and choose
ω ∈ (ψ∗)−1(θ),
then
0 6= [σq] ∈Hq(Ib, Ia) and 0 6=ω ∈H1(Ib).
By Proposition 5.6.16 (on page 254) of [16], we have
[σq+1]∩ω=
(
ψ∗([uq+1])
)
∩ω=ψ∗([uq+1∩ψ∗ω])
=ψ∗([uq+1∩θ])=ψ∗([uq])= [σq], 16 q6m−1.
By definition 1.1 (on page 10) of [5], we have
[σ1]< [σ2]< ·· · < [σm].
Apply the Ljusternik-Schnirelman theory (see Corollary 3.3 (on page 106) of [5]),
we conclude (3.12).
Case 3. k= n. The proof is similar to that of Case 1. In Step 1, we set
X =Y = E , Z = TN×
{
0
}
, Z′ =Mn× {0}=Qn×
{
0
}
,
and conclude N−N0+1 critical points above the level an−1.
If I is S1-equivariant, then replace X ,Y ,Z,X ′ ,Y ′,Z′ by their quotient spaces
under the S1-action. We have
cat(Ia1−δ1 /S1)> cat(S1/S1)= cat(Tm−2)=m−1,
Hq(Tk,k′ /S
1,Sk′ /S
1)∼=Hq
(
Tm/S1,Tm−1/S1
)
∼=Hq
(
Tm−1,Tm−2
)
6= 0, 16 q6m−1.
Then repeat Step 4 in Case 2 by replacing m by m−1.
For each homeomorphism
φ : TN→TN , (3.14)
set
S˜k =φ−1 (Sk)∼= TN−N0 , T˜k, j =φ−1
(
Tk, j
)∼= TN−N0+1,
T˜N−1k, i =φ−1
(
TN−1k, i
)∼= TN−1, Q˜k =φ−1 (Qk) , M˜k =φ−1 (Mk) ,
r˜k =φ−1 ◦ rk, W˜k =φ−1 (Wk) , R˜k =φ−1 ◦ (Rk)= r˜k ◦ r˜k+1 ◦ · · · ◦ r˜n : W˜k→TN .
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By (3.7), the map
r˜k : T
N \ S˜k→Q˜k,
is a strong deformation retraction. By (3.6), we have
Q˜k =
N0⋃
i=1
TN−1k, i , M˜k =
n⋂
j=k
Q˜ j .
Since the above homeomorphism φ induces isomorphisms in homology and
cohomology, by Proposition 3.1, we have
Corollary 1. Assume I ∈C1(E ,R) satisfies (PS) condition and a0 = inf
x∈E
I(x)>−∞.
If there exist real numbers a0 < a1 < ·· · < an, where n= 2N0 such that
ITN×{0} < an, I|M˜k+1×{0} < ak < I|p−1 R˜−1k+2(S˜k+1), 16 k6 n−1, (3.15)
(Here we set R−1
n+1(Sn) = Sn). Denote by Crit(I) the set of critical points of I, we
have
#Crit(I)> (N−N0+1)2N0 .
If φ and I are S1-equivariant, then
#Crit(I)> (N−N0)2N0 .
In (3.3), we set
z(k)=
(
π(1−τ1(k)),π(1−τ2(k)), · · · ,π(1−τN0 (k))
)
. (3.16)
The following result will be utilized in the proof of Theorem 2.
Proposition 3.2. For 26 k6 2N0 −1, let
Ok =
{
(y1, y2, · · · , yN ) ∈TN
∣∣∣∣ yi = 0, if τi(k)= 1} . (3.17)
Then
Sk ⊂R−1k+1(Sk)⊂Ok. (3.18)
Proof. For induction on N0 and brevity, let m=N0,
z(m)(k)= z(k), S(m)
k
= Sk, O(m)k =Ok,
Q
(m)
k
=Qk, M(m)k =Mk, rm,k = rk, Rm,k+1 =Rk+1.
The map rm,k = rk : TN \S(m)k →Q
(m)
k
is defined by(
y(m), y′
)
7→
(
σy(m)+ (1−σ)z(m)(k), y′
)
,
where σ > 1 is uniquely determined by k and y(m) (c.f. Lemma 3.1 of [4]). We
have
r−1m,k
(
w(m),ωm+1
)
=
{
λw(m)+ (1−λ)z(m)(k)
∣∣∣ 0<λ6 1}× {ωm+1}, (3.19)
12
r−1m,s+1r
−1
m,s
(
O(m)
k
)
= r−1m,s+1
(
r−1m,s
(
O(m)
k
)
∩Q(m)
s+1
)
, k+16 s6 2m, (3.20)
r−1m,q · · · r−1m, p(ω)⊂
{
λq · · ·λpω+
q−1∑
i=p
λq · · ·λi+1(1−λi)z(m)(i)
+(1−λq)z(m)(q)
∣∣∣∣ 0<λi 6 1}×TN−m. (3.21)
Note that Rm,k+1
(
S(m)
k
)
= S(m)
k
. We claim that
R−1m,s
(
O(m)
k
)
⊂O(m)
k
, k6 2m−1, s= 1, k+1. (3.22)
16 k6 2m−1 2m−1+16 k6 2m
z(m)(k)
(
π, z(m−1)(k)
) (
0, z(m−1)
(
k−2m−1
))
S
(m)
k
{π}×S(m−1)
k
{0}×S(m−1)
k−2m−1
O(m)
k
S1×O(m−1)
k
{0}×O(m−1)
k−2m−1
Q
(m)
k
(
{0}×TN−1
)⋃(
S1×Q(m−1)
k
) (
{π}×TN−1
)⋃(
S1×Q(m−1)
k−2m−1
)
If m= 2, we have 26 k6 22−1= 3,
O(2)
2
= S1× {0}×TN−2,
O
(2)
3
= {0}×S1×TN−2.
Then
R−12,3
(
O
(2)
2
)
= r−12,4r−12,3
(
O
(2)
2
)
= r−12,4
(
r−12,3
(
O
(2)
2
)
∩Q(2)
4
)
⊂ r−12,4
(
O
(2)
2
)
⊂O(2)
2
,
R−12,1
(
O(2)
2
)
= r−12,4r−12,3r−12,2r−12,1
(
O(2)
2
)
= r−12,4r−12,3r−12,2
(
r−12,1
(
O(2)
2
)
∩Q(2)
2
)
⊂ r−12,4r−12,3r−12,2
(
O
(2)
2
)
= r−12,4r−12,3
(
r−12,2
(
O
(2)
2
)
∩Q(2)
3
)
⊂ r−12,4r−12,3
(
O(2)
2
)
⊂O(2)
2
,
R−12,4
(
O(2)
3
)
= r−12,4
(
O(2)
3
)
⊂O(2)
3
, R−12,1
(
O(2)
3
)
= r−12,4r−12,3r−12,2r−12,1
(
O(2)
3
)
=;.
Assume (3.22) holds for m= p. We carry out the proof for m= p+1 as follows.
Case 1. 26 k6 2m−1−1. We have O(m)
k
= S1×O(m−1)
k
. Then
r−1
m,2m−1 · · · r
−1
m,s
(
O(m)
k
)
⊂ S1×R−1m−1,s
(
O(m−1)
k
)
⊂ S1×O(m−1)
k
, s= 1, k+1,
R−1m,s
(
O(m)
k
)
=R−1
m,2m−1+1
(
r−1
m,2m−1 · · · r
−1
m,s
(
O(m)
k
))
⊂R−1
m,2m−1+1
(
S1×O(m−1)
k
)
⊂ S1×
(
O(m−1)
k
∪R−1m−1,1
(
O(m−1)
k
))
⊂O(m)
k
.
13
Case 2. k= 2m−1. We have O(m)
2m−1
= S1×O(m−1)
2m−1
. Then
R−1
m,2m−1+1
(
O(m)
2m−1
)
⊂ S1×
(
O(m−1)
2m−1
∪R−1m−1,1
(
O(m−1)
2m−1
))
⊂O(m)
2m−1
,
R−1m,1
(
O(m)
2m−1
)
=R−1
m,2m−1+1
(
r−1
m,2m−1 · · · r
−1
m,1
(
O(m)
2m−1
))
⊂R−1
m,2m−1+1
(
S1×R−1m−1,1
(
O
(m−1)
2m−1
))
⊂R−1
m,2m−1+1
(
S1×O(m−1)
2m−1
)
⊂ S1×
(
O(m−1)
2m−1
∪R−1m−1,1
(
O(m−1)
2m−1
))
⊂O(m)
2m−1
.
Case 3. 2m−1 + 1 6 k 6 2m − 1. We have 1 6 k− 2m−1 6 2m−1 − 1, O(m)
k
=
{0}×O(m−1)
k−2m−1 and
r−1m,s
(
O(m)
k
)
= {0}× r−1
m−1,s−2m−1
(
O(m−1)
k−2m−1
)
, k+16 s6 2m.
Then
R−1m,k+1
(
O(m)
k
)
= r−1m,2m · · · r−1m,k+1
(
O(m)
k
)
= {0}×R−1
m−1,k−2m−1+1
(
O(m−1)
k−2m−1
)
⊂ {0}×O(m−1)
k−2m−1 =O
(m)
k
,
R−1m,1
(
O
(m)
k
)
=R−1
m,2m−1+1
(
r−1
m,2m−1 · · · r
−1
m,1
(
O
(m)
k
))
=R−1
m,2m−1+1
(
{0}×R−1m−1,1
(
O(m−1)
k−2m−1
))
⊂R−1
m,2m−1+1
(
{0}×O(m−1)
k−2m−1
)
= {0}×R−1m−1,1
(
O
(m−1)
k−2m−1
)
⊂ {0}×O(m−1)
k−2m−1 ⊂O
(m)
k
.
4 Proof of Theorem 2
4.1 Restrictions of masses, lengths and periods
Choose a permutation σ of
{
1,2, · · · ,N
}
such that
I0 =
{
σ(1), σ(2), · · · , σ(N0)
}
,
σ(1)<σ(2)< ·· · <σ(N0).
Define a homeomorphism φ : TN→TN by
(x1,x2, · · · ,xi , · · · ,xN ) 7→ (xσ(1),xσ(2), · · · ,xσ(i), · · · ,xσ(N)).
Let
β(k)=
N0∑
i=1
(−1)1−τi(k)βσ(i), 16 k6 n= 2N0 , (4.1)
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γ= min
16k6n−1
(β(k+1)−β(k)), (4.2)
γ2 =
1
8π2λ
N∑
i=1
(βi+M0)2, (4.3)
T1 =
√
γ1
γ
, T2 =
√
γ
γ2
. (4.4)
Proposition 4.1. Assume that
γ>pγ1γ2. (4.5)
Then
γT2> γ1+γ2T4, ∀T ∈ [T1,T2]. (4.6)
Proof. By (4.4) and (4.5), we have T1 < T2. For each T ∈ [T1,T2], we have
γT2 >max
{
γ1, γ2T
4
}
.
Proposition 4.2. Let
Γ=
{
1
2
(
β(k+1)−β(k)
) ∣∣∣∣ 16 k6 n−1} . (4.7)
Then
Γ=
{
βσ(N0)
}⋃{
βσ(i)−
N0∑
j=i+1
βσ( j)
∣∣∣∣ 16 i6N0−1
}
.
Proof. Let
u(k)= (1−τ1(k), · · · ,1−τN0 (k)).
Case 1. N0 = 1. n= 2N0 = 2. We have k= 1,
u(2)= 0, β(2)=β1,
u(1)= 1, β(1)=−β1.
Then Γ=
{
β1
}
.
Case 2. N0 > 2, n= 2N0 > 4.
u(k+1)= (u′,0,1, · · · ,1︸ ︷︷ ︸
i
),
u(k)= (u′,1,0, · · · ,0︸ ︷︷ ︸
i
),
06 i6N0−1.
Then
1
2
(
β(k+1)−β(k)
)
=

βσ(N0), i = 0,
βσ(N0−i)−
N0∑
j=N0−i+1
βσ( j), i = 1, · · · ,N0−1.
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4.2 Some estimates on potential energy part
Proposition 4.3. For 16 k6 2N0 −1, we have
V |M˜k+1 6β(k)< β(k+1)6V |R˜−1k+2(S˜k+1). (4.8)
Proof. For 16 s6m, let
Vs (ξm−s+1 · · · ,ξm)=
m∑
j=m−s+1
βσ( j) cosξ j , (4.9)
and
hs(k)=
m∑
j=m−s+1
(−1)1−τ j(k)βσ( j). (4.10)
Then
Vm|M(m)
k
=V |M˜k , Vm
∣∣
R−1
m,k+1
(
S(m)
k
) =V ∣∣
Rˆ−1
k+1
(
S˜k
), hm(k)=β(k)
and
hm(k)−hm−1(k)= (−1)1−τ1(k)βσ(1). (4.11)
By (3.18), we have
Vm
∣∣
R−1
m,k+1
(
S
(m)
k
)>Vm∣∣O(m)
k
> hm(k).
We claim that
Vm|M(m)
k
6 hm(k−1). (4.12)
M(m)
k
Vm
∣∣
M
(m)
k
6
26 k6 2m−1 {π}×M(m−1)
k
−βσ(1)+Vm−1|M(m−1)
k
k= 2m−1+1 {π}×TN−1 −βσ(1)+
m∑
j=2
βσ( j) =β
(
2m−1
)
2m−1+26 k6 2m
(
{π}×TN−1
)⋃(
S1×M(m−1)
k−2m−1
)
βσ(1)+Vm−1|M(m−1)
k−2m−1
Case 1. 26 k6 2m−1. Assume that Vm−1|M(m−1)
k
6 hm−1(k−1). Then
Vm|M(m)
k
6−βσ(1)+Vm−1|M(m−1)
k
6−βσ(1)+hm−1(k−1)= hm(k−1).
Case 2. k= 2m−1+1. We have
(k−1)−1= 2m−1−1= 0 ·2m−1+1 ·2m−2+·· ·+1 ·20,(
τ1(k−1),τ2(k−1), · · · ,τm(k−1)
)
= (0,1,1, · · · ,1),
hm−1(k−1)=
m∑
j=2
(−1)1−τ j(k−1)βσ( j) =
m∑
j=2
βσ( j).
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Then Vm|M(m)
k
6−βσ(1)+
m∑
j=2
βσ( j) =−βσ(1)+hm−1(k−1)= hm(k−1).
Case 3. 2+2m−16 k6 2m. We have
(k−1)−1= 2m−1+
[(
k−1−2m−1
)
−1
]
, 06
(
k−1−2m−1
)
−16 2m−1−2.
Then
τ j(k−1)=
{
1, j = 1,
τ j
(
k−1−2m−1
)
, 26 j6m.
Assume that
Vm−1|M(m−1)
k−2m−1
6 hm−1
(
k−2m−1−1
)
.
We have
Vm
∣∣
S1×M(m−1)
k−2m−1
6βσ(1)+Vm−1|M(m−1)
k−2m−1
6βσ(1)+hm−1
(
k−1−2m−1
)
=βσ(1)+hm−1(k−1)= hm(k−1).
Note that
Vm
∣∣
{π}×Tm−1 6−βσ(1)+
m∑
j=2
βσ( j) 6βσ(1)−
m∑
j=2
βσ( j)
6βσ(1)+hm−1(k−1)= hm(k−1).
Hence Vm|M(m)
k
6 hm(k−1).
4.3 Proof of Theorem 2
For γ1 define by (2.4) and β(k) defined by (4.1), let
C1(k)= T−1γ1+Tβ(k)+ fv, 16 k6 n−1, (4.13)
C2(k)= T−12π2|v|2λ+Tβ(k+1)+ fv −T3γ2, (4.14)
where
fv =
∫T
0
f (t) · 2πvt
T
dt.
By (4.6), we have
C2(k)−C1(k)> T(β(k+1)−β(k))−T−1γ1−T3γ2
> T ·γ−T−1γ1−T3γ2 > 0. (4.15)
Let
an = T−1γ1+T
N0∑
i=1
βi+ fv+1, (4.16)
ak =
1
2
(C1(k)+C2(k)), 16 k6 n−1. (4.17)
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By (4.15), we have
C1(k)< ak <C2(k). (4.18)
We claim that
a1 < a2 < ·· · < an. (4.19)
and
L |TN×{0} < an, L |M˜k+1×{0} < ak <L |p−1R˜−1k+2(S˜k+1), 16 k6 n−1, (4.20)
Step 1. In fact, by (4.17) and (4.15), we have
ak+1−ak =
1
2
(C2(k+1)−C2(k)+C1(k+1)−C1(k))
= T
2
(β(k+2)−β(k+1)+β(k+1)−β(k))
>
T
2
(γ+γ)= Tγ> 0.
Step 2. We prove L |M˜k+1×{0} < ak. In fact, by the definition of L2, we have
L2|M˜k+1×{0} = TV |M˜k+1 , L2|p−1R˜−1k+2(S˜k+1) = TV |R˜−1k+2(S˜k+1).
By Proposition 2.1 and Proposition 3.2, we have
L1|M˜k+1×{0} 6T
−1γ1, L2|M˜k+1×{0}6 Tβ(k), L3|M˜k+1×{0} = fv.
Then
L |M˜k+1×{0} 6 T
−1γ1+Tβ(k)+ fv =C1(k)< ak.
Step 3. We prove L |p−1R˜−1
k+2(S˜k+1)
> ak. In fact, by Proposition 3.2, we have
L2|p−1R˜−1
k+2(S˜k+1)
> Tβ(k+1).
For each x ∈ p−1R˜−1
k+2(S˜k+1), by Proposition 2.1, we have
L (x)>
N∑
i=1
[
λ
2
||x˙i ||2−
T
p
T
2π
(βi+M0)||x˙i ||
]
+T−12π2|v|2λ+L2(x¯)+ fv
>−
N∑
i=1
(
T
p
T
2π
(βi+M0)
)2
2λ
+T−12π2|v|2λ+Tβ(k+1)+ fv
=−T3γ2+T−12π2|v|2λ+Tβ(k+1)+ fv =C2(k)> ak.
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