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Abstract
Étant donné un graphe orienté G, le problème des
K-chemins disjoints consiste à trouver une partition
de G en K chemins noeuds-disjoints, tel que chaque
chemin termine sur un noeud appartenant à un sous-
ensemble des noeuds de G. Cet article fournit une
condition nécessaire, pour le problème des K-chemins
disjoints, combinant (1) la structure du graphe réduit
associé au graphe G, (2) la structure de chaque com-
posante fortement connexe de G vis à vis des relations
de dominance entre les noeuds de G, et (3) la struc-
ture des connexions entre les composantes fortement
connexes de G. Finalement, nous montrons comment
exploiter cette condition nécessaire pour en dériver
une contrainte de partitionnement de graphes par des
chemins.
1 Introduction
Les contraintes de partitionnement sont omniprésentes
dans de nombreuses applications pratiques comme les pro-
blèmes de tournées de véhicules [2] ou de robustesse dans
les réseaux [17]. Les patterns de partitionnement les plus
classiques sont les cycles [3, 10], les arbres [4, 12] ou en-
core les chemins [13, 15]. Dans le contexte des contraintes
de partitionnement par des chemins, les conditions né-
cessaires prévenant la création de circuits et maintenant
le fait que chaque noeud du graphe ne possède pas plus
d’un prédécesseur ont déja été introduites dans la littéra-
ture [5, 13, 15]. Cependant, aucune de ces conditions ne
considère réellement le nombre de chemins à construire. Le
but de cet article est de proposer une condition nécessaire
relative au nombre de chemins requis pour partitionner un
graphe orienté.
Considérons un graphe orienté G = (V ,A), une partition
de G en chemins est une collection de chemins noeuds-
disjoints P1 = (V1, A1), . . . , PK = (VK , AK) dans G,
dont l’union est représentée par V , i.e., Vi ∩ Vj = ∅,
i 6= j, et
⋃K
i=1 Vi = V . Le problème des K chemins noeuds-
disjoints [16, 18] (que l’on notera K-NDP dans la suite)
cherche à déterminer une partition de G telle que K ∈ [K, K],
où K désigne le nombre minimum de chemins d’une parti-
tion de G et K est la taille d’un sous-ensemble T ⊆ V de
noeuds potentiellement finaux pour chaque chemin.
Trouver une partition en chemins de G compatible est un
problème généralement NP-complet [9, 16], même lorsque
le nombre de chemins est fixé à K = 2. Cependant,
il existe de nombreuses classes de graphes particuliers
pour lesquelles ce problème de partitionnement est résol-
vable en temps polynomial [1, 14, 19]. Dans le contexte
d’une contrainte maintenant une partition par des che-
mins noeuds-disjoints, nous ne pouvons faire aucune hy-
pothèse sur la classe du graphe G mais, nous allons pro-
poser une condition nécessaire basée sur la structure de G
(e.g., le graphe réduit 1 associé à G, la relation de domi-
nance [11, 13] entre les noeuds de G).
Le problème des K chemins noeuds-disjoints est utile
dans beaucoup d’applications pratiques. L’une d’entre elle
consiste à couvrir un ensemble de tâches (e.g., des livrai-
sons, des vols) avec un minimum de ressources (e.g., des
camions, des avions). Chaque tâche est représentée comme
un intervalle défini par une date de départ au plus tôt, une
date de fin au plus tard et une durée fixe. De plus, une tâche
possède aussi un lieu de départ et une destination. Dans
une solution valide, une tâche t1 peut précéder immédia-
tement une tâche t2 si (1) la date de fin au plus tôt de t1
précède la date de fin au plus tard de t2, et si (2) la destina-
tion de t1 est identique au lieu de départ de t2.
exemple 1. Comme exemple de l’application précédente,
considérons l’ensemble des tâches fixées représentées par
1Le graphe réduit Gr associé à un graphe orienté G est dérivé de G
par la transformation suivante : à chaque composante fortement connexe
(scc) de G nous associons un noeud de Gr , à chaque arc de G connectant
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FIG. 1: En Partie (a), un ensemble de tâches fixées dans le
temps (décrit par l’axe orienté en gras). Chaque tâche t est
décrite par un triplet s, i, d dont les éléments correspondent
respectivement au lieu de départ, l’identifiant de la tâche
et le lieu de destination. La Partie (b) représente le graphe
correspondant.
la Figure 1a. La Figure 1b fournit le graphe G correspon-
dant qui peut être couvert par 6 chemins noeuds-disjoints.
Il faut remarquer que le graphe G est acyclique puisque
toutes les tâches sont complètement fixées dans le temps.
Dans le contexte des contraintes de partitionnement [5,
7, 13], la contribution de cet article est de montrer com-
ment la combinaison d’un raisonnement sur les flots et
d’un raisonnement sur la relation de dominance entre les
noeuds du graphe fournit une condition nécessaire pour
la contrainte de partitionnement par des chemins. Dans
la suite de l’article, nous introduirons tout d’abord dans
la Section 2 quelques rappels sur la théorie des flots [6,
p.72]. Ensuite, dans la Section 3, une approche basée sur
les flots sera étudiée sur le cas des graphes orientés acy-
cliques (DAGs). Puis, la Section 4 généralisera ce modèle
au cas non-acyclique, en traitant les “goulots d’étrangle-
ment” du graphe réduit : les Sections 4.1 et 4.2 montre-
rons comment déterminer des bornes plus précises sur le
nombre de chemins minimum et maximum à partir de (1)
la relation de dominance entre les noeuds du grapheG et (2)
la manière dont les noeuds de deux composants fortement
connexes sont reliées entre elles. Finalement, la Section 5
montrera comment exploiter une partie du modèle de flot
associé au problème des K chemins noeuds-disjoints dans
le but d’améliorer le filtrage lié à la contrainte de partition-
nement par des chemins.
2 Préliminaires
Cette section rappelle trois définitions issues de [6, p.72]
dans le but de définir les notions classiques de la théorie
des flots. De plus, nous rappellons le théorème de Hoffman
qui généralise la conservation du flot à tout cocycle d’un
réseau. Ces notions seront utilisées tout au long de l’article.
Définition 1. Soit A un ensemble de noeuds d’un graphe
G = (U,E), soit ω+(A) l’ensemble d’arcs sortant de A,
et soit ω−(A) l’ensemble d’arcs entrant sur A. Un cocycle
est un ensemble d’arcs ω(A) = ω+(A) ∪ ω−(A).
Définition 2 (Réseau). SoitN = (U∪{s, t}, E) un graphe
orienté dont chaque arc (i, j) ∈ E est défini par une
borne inférieure ℓij représentée par un entier non-négatif,
et une capacité cij représentée, elle-aussi, par un entier
non-négatif (ℓij ≤ cij). Pour chaque noeud i, distinct de s
et t, il existe un chemin dans N de s à i et un chemin de i
à t. Il y a aussi un arc de t à s, appellé arc de retour de N .
Définition 3 (Flot). Un flot dans un réseau N = (U ∪
{s, t}, E) est défini par une fonction f : E 7→ N telle que :
1. Contraintes de capacité : quelque soit (i, j) ∈ E,
lij ≤ f(i, j) ≤ cij .














Théorème 1 (Hoffman). Étant donné un réseau N =
(U,E) définit par une fonction f : E 7→ N telle que pour
tout (i, j) ∈ E , fij ∈ [ℓij , cij ], il existe un flot compatible






ℓij ≥ 0 (3)
3 Le problème K-NDP dans le cas de
graphes orientés acycliques
Cette section s’intéresse au cas des graphes orientés acy-
cliques pour lesquels le problème K-NDP peut être résolu
en temps polynomial [1, 14, 19]. Quand le nombre de che-
mins K n’est pas fixé, le point clé dans la résolution d’un tel
problème est l’évaluation du nombre de chemins minimum















FIG. 2: Un graphe orienté acyclique G, où les noeuds po-
tentiellement finaux sont représentés en gris. Les arcs épais
représentent une partition en chemins de cardinalité mini-
male.
Une première piste pour évaluer cette borne inférieure
consiste à regarder la taille d’une antichaîne maximale 2
(aussi appellée largeur) du graphe G (voir [8] pour une ca-
ractérisation complète). En effet, une fois que l’antichaîne
est traversée, il n’y a aucun moyen de revenir en arrière
puisque G est acyclique. Cependant, même si la largeur
de G constitue la borne inférieure réalisable pour le pro-
blème de couverture par des chemins (voir [14, p.219]) ,
ce n’est pas le cas dans le contexte du problème de par-
titionnement par des chemins noeuds-disjoints. L’exemple
suivant illustre ce point important :
exemple 2. Dans la Figure 2, à partir des antichaînes
maximales A0 = {0, 1, 2} et A1 = {6, 7, 8} de G, la lar-
geur de G est égale à 3 et alors, il existe une couverture
de G avec 3 chemins (e.g., 〈0, 6〉, 〈1, 3, 5, 7〉, 〈2, 4, 5, 8〉).
Mais, remarquez que dans le contexte du partitionnement,
les antichaînes A2 = {3, 4} et A3 = {5} forment un gou-
lot d’étranglement entre les noeuds de A0 et les noeuds de
A1. Ainsi, partitionner G avec 3 chemins noeuds-disjoints
est clairement impossible. En fait, 4 chemins sont néces-
saires pour partitionner G (e.g., 〈0, 6〉, 〈1, 3, 5, 7〉, 〈2, 4〉,
and 〈8〉).
Dans le cadre de graphes orientés acycliques, cette sec-
tion introduit un modèle de flot classique (Exemple 3) four-
nissant une condition nécessaire et suffisante pour le pro-
blème K-NDP, ainsi qu’une borne inférieure réalisable sur
le nombre minimum de chemins noeuds-disjoints néces-
saires pour partitionner G. Dans cette approche, on doit
construire pour chaque K partition en chemins du graphe,
un K flot dans un graphe dérivé. Une idée simple est d’ajou-
ter pour chaque noeud i deux arcs (s, i) et (i, t) (où s et
t sont deux noeuds supplémentaires). Alors, pour chaque
chemin 〈i1, . . . , in〉 de la K partition, on peut ajouter deux
arcs de flot (s, i1) et (in, t), qui permettent de construire un
K flot. Le biais de cette construction est que le graphe résul-
tant admet toujours un flot nul, ce qui conduit à une borne
2Une antichaîne dans un ensemble partiellement ordonné P est un
sous-ensemble A de P tel que chaque paire d’éléments de A est incom-
parable, i.e., pour tout x, y dans A, on ne peut avoir ni x ≤ y, ni y ≤ x


































FIG. 3: Pour le graphe orienté G représenté en Partie (a), la
Partie (b) fournie le réseau correspondant N . Les arcs re-
présentés par des tirets sont des arcs extrémités de chemins,
les arcs en gras représentent les arcs associés aux noeuds
dédoublés, l’arc en pointillé représente l’arc de retour, et
les arcs plein sont les arcs associés au dag.
trivialle inutile. Dans le but d’imposer un flot non-nul au
travers de chaque noeud du graphe, nous coupons chaque
noeud i en deux noeuds i′ et i′′, et nous ajoutons l’arc
(i′, i′′). Ainsi, la conservation du flot nous assure l’exis-
tence d’un flot non-nul de i′ à i′′.
exemple 3. La Figure 3 illustre les Définitions 4 et 5.
Chaque noeud i de la Figure 3a est dédoublé en deux
noeuds distincts i′ et i′′ dans la Figure 3b. L’arc en poin-
tillé de la Figure 3b coorespond à l’arc de retour de la De-
finition 5, avec un flot [1, K], les arcs en gras correspondent
aux arcs associés aux noeuds dédoublés, avec un flot uni-
taire, les arcs représentés par des tirets correspondent aux
extrémités de chemins, avec un flot [0, K], et les arcs plein
correspondent quand à eux aux arcs associés au dag, avec
un flot [0, K].
Définition 4. Etant donné un graphe orienté G, le réseau
N = (X , E , c) est défini de la manière suivante :
– À chaque noeud i de G correspond deux noeuds i′ (ap-
pellé noeud entrée) et i′′ (appellé noeud sortie), ainsi
qu’un arc (i′, i′′) associé aux noeuds dédoublés de E .
Soient I ′ et I ′′ les deux ensembles de noeuds corres-
pondant. Finalement, deux noeuds supplémentaires s
(source) et t (puits) sont ajoutés dans X .
– À chaque arc (i, j) de G corresponds un arc (i′′, j′)
de E , où i′′ est le noeud de sortie de i et j′ le noeud
d’entrée de j.
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– Il existe un arc (s, i′) dans E , pour tout noeud i′ ∈ I′,
ainsi qu’un arc (i′′, t) pour tout noeud de sortie i′′ ∈
I ′′ d’un noeud i de T .
– Un arc de retour de t à s est ajouté.
Maintenant, nous sommes en mesure de définir la fonc-
tion f associée au réseau N . Dans ce but, nous distin-
guons différentes classes d’arcs correspondant respective-
ment aux arcs de retour, aux arcs associés aux noeuds dé-
doublés, aux arcs du dag, et aux arcs extrémités de chemins.
Définition 5. Étant donné un graphe acyclique G, le flot
porté par chaque arc du réseau N , associé à G, est défini
de la manière suivante :
1. L’arc de retour : f(t, s) = fts ∈ [1, K], où K = |T |.
2. Les arcs associés aux noeuds dédoublés : f(i′, i′′) =
fi = 1.
3. Les arcs du dag : f(i′′, j′) = fij ∈ [ℓij , cij ] où ℓij =
0 et cij = K.
4. Les arcs extrémités de chemins : f(s, i) = f(i, t) =
fsi = fit ∈ [0, K], pour tout (s, i) et (i, t) de E .
On peut ensuite observer que chaque cycle dans N
contient l’arc (t, s) car le graphe G originellement acy-
clique. Alors, la conservation du flot assure que le flot glo-




fsj = fts (4)
Dans la suite, le flot global de N sera assimilé au flot fts
traversant l’arc de retour (t, s).
Théorème 2. Un graphe orienté acyclique G peut être par-
titionné en K chemins noeuds-disjoints ssi il existe un flot
compatible fts = K dans le réseau N associé à G.
Démonstration. On prouve d’abord que la condition est
nécessaire. Supposons que (a) il existe une partition en che-
mins de G de taille K ∈ [1, K], et (b) qu’il n’existe pas un flot
compatible dans N = (X , E) avec F(N ) ∈ [1, K]. Mon-
trons qu’il existe une contradiction. D’aprés (b), il n’existe
pas de flot compatible dans N avec F(N ) = K alors, il
existe un ensemble de noeuds A ⊆ X tel que s ∈ A, pour









Pour le cocyle ω(A), (t, s) est l’unique arc atteignant A
(car s ∈ A et N \ {(t, s)} est acyclique). De plus, par
définition de N , fts ∈ [1, K], donc :
1 ≤ Uω+(A) < Uω−(A) ≤ K (6)
Ceci signifie que le flot minimum atteignant ω(A) dépasse
la capacité maximum pouvant sortir de ω(A). La contrac-
diction est alors évidente en se rappellant que ω(A) est
sans cycles.
Nous prouvons maintenant que la condition est suffi-
sante. Nous montrons qu’à partir de n’importe quel flot
compatible de N , F(N ) = fts = K, on peut construire
un partition de G en K chemins noeuds-disjoints. Dans ce
but, considérons un flot compatible fts de N et un DAG
N ′ = (X ′, E ′) défini à partir du flot fts de la manière sui-
vante :
– X ′ = X \ {s, t}.
– E ′ = {(i, j) ∈ E \ (t, s) | fij = 1}.
Le flot fts assure queN ′ est un DAG composé de K compo-
santes connexes telles que chacune corresponde à un che-
min élémentaire. Cette propriété est directement dérivée du
fait que pour chaque arc du dag (i, j) de N , soit fij = 1
ou fij = 0 (car dans le cas des DAGs chaque arc associé
aux noeuds dédoublés (i′, i′′) a un flot fi = 1). Alors, en
contractant chaque arc de N ′ associé aux noeuds dédou-
blés en un unique noeud, N ′ devient un graphe partiel de
G induit par E ′ ⊆ A, et composé de K chemins noeuds-
disjoints.
Corollaire 1. Étant donné un graphe orienté acyclique G
et le réseau N associé. La borne inférieure du nombre de
chemins noeuds-disjoints partitionnant G est donnée par le
flot minimum f⋆ts de N : f⋆ts = K.
Démonstration. Directement dérivée du Theorem 2.
4 Le problème K-NDP dans le cas de
graphes quelconques
Comme nous l’avons vu dans la section précédente,
dans le cas où K n’est pas fixé, le point clé d’une ap-
proche résolvant le problème K-NDP repose sur l’évalua-
tion d’une borne inférieure du nombre minimum de che-
mins partitionnant le graphe G. En effet, considérons un
graphe orienté G et un ensemble T de noeuds potentiel-
lement finaux. À partir d’une partition P quelconque de
taille p ∈ [1, |T |], on peut construire un partition P ′ de
taille p′ ∈ [p+1, |T |] en décomposant, éventuellement, un
de ces chemins par un noeud potentiellement final. Cepen-
dant, déterminer à partir de P , une partition P ′′ de taille
p′′ ∈ [1, p − 1] est un problème NP-complet (supposons
que p = 2 alors, p′′ = 1 et par conséquent, nous devons
construire un chemin Hamiltonien).
Dans la Section 3, un modèle de flot a été proposé
dans le cadre de graphes acycliques. Cette section montre
comment étendre aux graphes quelconques ce modèle, en
considérant le graphe réduit Gr associé à G. Un noeud du
graphe réduit Gr correspond à une composante fortement


































FIG. 4: Le graphe orienté Gr représenté par les parties (a)
et (b) fournit le réseau N correspondant. Les arcs avec des
tirets représentent des arcs extrémités de chemins, les arcs
en gras representent les arcs associés aux noeuds dédou-
blés, l’arc en pointillé (t, s) représente l’arc de retour du
réseau.
distinguer les arcs du dag (i.e., les arcs de Gr) et les arcs
associés aux noeuds dédoublés (i.e., les arcs représentant
les scc’s de G), et déterminer la borne inférieure en tenant
compte des deux informations. Ainsi, les Définitions 4 et 5
sont étendues au cas des graphes non acyclique de la ma-
nière suivante (Figure 4) :
– Le réseau N = (X , E , c) est dérivé à partir du graphe
réduit Gr associé à G.
– Le flot lié à chaque arc associé aux noeuds dédou-
blés (i′, i′′) de N est maintenant évalué de la ma-
nière suivante : f(i′, i′′) = fi ∈ [ℓi, ci], où ℓi (resp.
ci) correspond à une borne inférieure (resp. supé-
rieure) sur le nombre minimum (resp. maximum) de
chemins noeuds-disjoints qui partitionnent Ci. Nous
avons fi ∈ [1, wi] où wi représente le nombre de
noeuds dans Ci qui sont soit des noeuds potentiel-
lement finaux dans G, ou des noeuds directement
connectés, par un unique arc de G, à une scc Cj de
G (j 6= i).
Alors, la condition nécessaire et suffisante introduite par
le Théorème 2 peut être directement généralisée à une
condition nécessaire dans le cas de graphes quelconques :
Théorème 3. S’il existe une partition en chemins de G de
taille K ∈ [K, K] alors, il existe un flot compatible fts = K
dans le réseau N correspondant au graphe G.
De la même manière, le nombre minimum de chemins
introduit par le Lemme 1 est généralisé à une borne infé-
rieure sur le nombre de chemins noeuds-disjoints partition-
nant le graphe G.
Corollaire 2. Étant donné un graphe orienté G et son ré-
seau correspondantN , une borne inférieure sur le nombre
de chemins noeuds-disjoints partitionnantG est donnée par
le plus petit flot compatible f⋆ts de N : f⋆ts ≤ K.
Dans la suite, nous proposons deux manières d’amélio-
rer l’évaluation du plus petit flot compatible dans le réseau
N associé au graphe orienté G : Premièrement, dans la
Section 4.1, nous montrons comment estimer le nombre de
chemins partitionnant chaque scc de G dans le but d’amé-
liorer l’évaluation du flot traversant chaque arc de N as-
socié aux noeuds dédoublés. Deuxièmement, dans la Sec-
tion 4.2, nous montrons comment estimer le nombre de
chemins entre deux scc’s dans le but de préciser l’évalua-
tion du flot traversant les arcs du dag.
4.1 Estimer le nombre de chemins partitionnant
une scc
Une première voie pour améliorer la précision de la re-
laxation du problème K-NDP, lorsque des scc’s de G =
(V ,A) contiennent plus d’un noeud (i.e., G n’est pas un
DAG), est de raffiner les bornes sur le flot fi ∈ [ℓi, ci] pour
chaque arc associé aux noeuds dédoublés représentant la
scc Ci de G. Cette section montre comment améliorer la
précision de ℓi (i.e., du nombre minimum de chemins par-
titionnant Ci) qui était à l’origine initialisée à la valeur 1
dans la Définition 5. L’idée est d’identifier un noeud d de
Ci, dont le retrait augmente le nombre de scc’s de Ci \ {d}
(i.e., le graphe correspondant aux scc’s de Ci auquel le
noeud d a été supprimé), dans le but de ré-appliquer le
Lemme 2 sur le nouveau DAG construit à partir du graphe
réduit associé à Ci \ {d}. Ceci est réalisé en utilisant la re-
lation de dominance entre les noeuds de Ci, definie de la
manière suivante :
Définition 6 ([11]). Étant donné une graphe orienté G et
deux noeuds i, j deG tel qu’il existe au moins un chemin de
i à j, un noeud d est un dominant du noeud j par rapport
à un noeud i ssi il n’existe aucun chemin de i à j dans
G\{d}. L’ensemble des dominants de j par rapport à i est
noté par DOM〈G,i〉(j).
Notations 1. Étant donné un graphe orienté G = (V ,A),
soit Ci une scc de G :
– Ci = (Ci,Ai) représente le sous-graphe de G corres-
pondant à Ci.
– Ti représente le sous-ensemble des noeuds de Vi qui
sont soit des noeuds potentiellement finaux de G, soit




















FIG. 5: Cette Figure représente une scc Ci de G, un noeud
dominant d de Di = {1, 4, 8, 9, 11, d}. Les noeuds en gris
sont représentés par l’ensemble Ti. Les rectangles contenus
dans ∆d et ∆¯d représentent les scc’s créées par le retrait de
d dans Ci.
– Soit Di l’ensemble des noeuds dominants de Ci défi-
nis grâce à l’ensemble Ti :
Di = {d | ∃v ∈ Vi, ∀w ∈ Ti, d ∈ DOM〈Ci,v〉(w)}
(7)
Ainsi, le retrait du noeud dominant d ∈ Di créé deux
sortes de scc’s (la Figure 5 illustre ce point) :
– ∆d est l’ensemble, possiblement vide, des nouvelles
scc’s à partir des quelles un noeud de Ti peut atteindre
par au moins un chemin qui ne contient pas d. Soit ∆⋆d
l’ensemble des noeuds contenus dans les scc’s de ∆d.
– ∆¯d est l’ensemble, possiblement vide, des nouvelles
scc’s à partir des quelles aucun noeud de Ti ne peut
être atteind par un chemin ne contenant pas d.
exemple 4. Dans la scc Ci de G représentée par la Fi-
gure 5, nous avons Ti = {7, 8, 10, 12}. L’ensemble des
noeuds dominants de Ci par rapport à Ti est Di =
{1, 4, 8, 9, 11, d}. Par exemple, tout chemin d’un noeud 3
à un noeud de Ti rencontre les noeuds 4 et d. Ainsi, les
noeuds 4 et d sont des dominants du noeud 3 par rap-
port aux noeuds de Ti. La Figure 5 illustre aussi le par-
titionnement de la scc Ci dans les composantes fortement
connexes, produites par le retrait du noeud d :




4} and ∆⋆d = {7, 8, 9, 10, 11, 12},
– ∆¯d = {Cd0 , C
d
1} and ∆¯⋆d = {0, 1, 2, 3, 4, 5, 6}.
Nous introduisons maintenant une proposition qui va
nous permettre de réduire le problème d’estimation du
nombre minimum de chemins partitionnantCi au problème
de trouver le nombre minimum de chemins partitionnant
∆d.
Proposition 1. S’il existe une partition en chemins de G
alors, pour chaque noeud dominant d ∈ Di d’une sccCi, il
existe un chemin Hamiltonien, terminant sur un prédeces-
seur de d, dans le sous-graphe de G induit par l’ensemble
des noeuds de ∆¯⋆d.
Démonstration. Rappellons-nous que, par construction de
∆¯⋆d, un chemin ne peut pas finir sur un noeud de ∆¯⋆d.
Puisque d domine tout noeud de Ti ⊂ ∆⋆d par rapport à
tout noeud de ∆¯⋆d, d est la seule sortie possible pour les
noeuds de ∆¯⋆d. Par conséquent, s’il n’existe pas un chemin
Hamiltonien dans ∆¯⋆d alors, le noeud d est atteint par au
moins deux chemins noeuds-disjoints couvrant ∆¯⋆d : c’est
une contradiction.
Proposition 2. Considérons le graphe réduit G∆d (resp.
G∆¯d) associé au sous-graphe d’une scc Ci de G induit par
les noeuds de ∆⋆d (resp. ∆¯⋆d). Soit x∆d une borne inférieure
du nombre minimum de chemins noeuds-disjoints parti-
tionnant G∆d . Une borne inférieure du nombre minimum
de chemins noeuds-disjoints partitionnant Ci (noté ldi ), par
rapport à un noeud dominant d de Ci, est définie par :
– x∆d − 1 ≤ l
d
i , s’il existe un arc (u, v) dans Ci tel que
u ∈ ∆⋆d, v ∈ ∆¯
⋆
d, et la scc contenant le noeud v est un
noeud source dans G∆¯d .
– x∆d ≤ l
d
i , sinon.
La borne inférieure x∆d est définie par le Lemme 2
basé sur la relaxation du flot traversant le réseau associé
au graphe G∆d par rapport à l’ensemble des noeuds poten-
tiellement finaux Ti. Finallement, la valeur maximale dans
l’ensemble des ldi ’s (d ∈ Di) fournit une borne inférieure
du nombre minimum de chemins dans la partition couvrant
Ci.
Proposition 3. Soit ℓi le nombre minimum de chemins
noeuds-disjoints partitionnant la scc Ci de G et soit Di
l’ensemble des noeuds dominants de Ci, une borne infé-
rieure de ℓi est donnée par :
1 ≤ max({ldi | d ∈ Di}) ≤ ℓi (8)
4.2 Estimer le nombre de chemins entre deux
scc’s
Une seconde manière de préciser la relaxation du pro-
blème K-NDP est d’ajuster les bornes sur le flot fij ∈
[lij , cij ], pour chaque arc du dag. Cette section montre
comment améliorer la précision de la borne supérieure cij ,
qui était originellement fixée à K = |T | dans la Définition 5
(i.e., le nombre de noeuds potentiellement finaux dans G).
Ceci est réalisé en calculant la taille d’un couplage de car-
dinalité maximum entre les noeuds i incidents à un arc sor-
tant d’une scc Ci, et entrant sur un noeud j d’une scc Cj .
Notations 2. Étant donné deux scc’s distinctes Ci et Cj de
G et un noeud i de Ci,
– ϕ+ij représente le nombre d’arcs sortant de i et entrant
sur un noeud j de Cj .
– ϕ−ij représente le nombre d’arcs entrant sur un noeud








































(c) Réseau N associé à G
FIG. 6: La Partie (a) représente le graphe orienté G com-
posé par deux scc’s C0 et C1. Les arcs en gras représentent
une solution compatible maximisant le nombre de chemins
noeuds-disjoints partitionnant G (5 chemins). Les noeuds
en gris représentent les noeuds potentiellement finaux de
G. La Partie (b) illustre le graphe bipartie B01 extrait des
scc’s C0 et C1. La Partie (c) représente le réseauN associé
à G.
Étant donné deux scc’s distinctes Ci et Cj de G telles
qu’il existe au moins un arc d’un noeud de Ci à un noeud
de Cj , le nombre maximum de chemins sortant de Ci et
entrant directement sur Cj peut être calculé à partir d’un
graphe bipartie, extrait depuis Ci et Cj , definit de la ma-
nière suivante :
Définition 7. Le graphe bipartie Bij = (X ,Y, E) associé
avec une paire de scc’s distinctes Ci et Cj de G = (V ,A),
tel qu’il existe un arc depuis un noeud de Ci à un noeud de
Cj , est definie par :
– X = {i ∈ Ci | ϕ
+
ij > 0},
– Y = {j ∈ Cj | ϕ
−
ij > 0},
– E = {(i, j) ∈ A | i ∈ Ci, j ∈ Cj}.
Proposition 4. Soit Mij la taille d’un couplage de cardi-
nalité maximum dans le graphe bipartie Bij associé avec
une paire de scc’s distinctes, Ci et Cj , de G. La capacité
cij , traversant un arc du dag (i′′, j′) du réseau N associé
à G, est bornée par Mij : cij ≤Mij .
exemple 5. À partir du graphe G représenté par la Fi-
gure 6a, nous construisons le graphe bipartie B01 repré-
senté par la Figure 6b. Un couplage de cardinalité maxi-
mum de B01, de taille M01 = 3, est dépeint par les arcs
en gras de la Figure 6b. Le nombre minimum de chemins
noeuds-disjoints partitionnant G est égal à 5 (les arcs en
gras de la Figure 6a dépeignent les chemins suivants :
{0, 1, 2, 3}, {4, 7}, {5, 8}, {6, 9} et {11, 13, 12, 10}). La
Fugure 6c montre le réseau résultant N associé à G. No-
tons que pour les arcs associés aux noeuds dédoublés
(C′0, C
′′
0 ), la borne inférieure du nombre minimum de che-
mins couvrant la scc C0 est raffinée à la valeur 4 grâce
à la détection du noeud dominant 2 (voir Section 4.1). De
manière similaire, la borne inférieure sur le nombre de che-
mins couvrant la scc C1 est raffinée à la valeur 4 grâce au
noeud dominant 12. Dans le même ordre d’idée, la borne
supérieure sur le nombre maximum de chemins disjoints
pouvant sortir de la scc C0, et atteignant la scc C1 (repré-
senté par la capacité de l’arc associés aux noeuds dédou-
blés (C′′0 , C′1)), est raffinée à la valeur M01 = 3.
Ainsi, la valeur d’un flot minimum deN est égale à 5. En
effet, supposons que la valeur soit 4 (i.e., fts = 4) alors, 4
unités de flot peuvent être injectées sur l’arc (s, C′0) car on
sait que ℓ0 = 4, et que au plus 3 unités doivent atteindre
C′1 : il y a donc une contradiction avec ℓ1 = 4. Ainsi, il
n’existe pas de flot compatible avec fts = 4.
5 Une contrainte de partitionnement par
des chemins
Une contrainte de partitionnement par des chemins peut
être définie par un graphe orienté G = (V ,A), un nombre
de chemins variable NPATH, et un ensemble T ⊆ V de
noeuds potentiellement finaux de G. Sans perte de géné-
ralités, la description de la contrainte de chemin proposée
suit la description faite de la contrainte d’arbre “tree” in-
troduite dans [4]. Ceci nous permet d’envisager d’utiliser
tout le filtrage développé pour tree afin de prévenir la créa-
tion de cycles, etc... En plus, il est alors possible d’utiliser
la restriction sur le degré de chaque noeud du graphe pro-
posée dans [5] pour forcer que chacun possède exactement
un prédécesseur.
Ainsi, la contrainte de chemin peut être formalisée sous
la forme suivante path(NPATH, NODES), où NPATH est une
variable domaine3 spécifiant le nombre de chemins autori-
sés dans la partition, et NODES est la collection de n noeuds
NODES[1], . . . , NODES[n] du graphe G. Chaque noeud vi =
3Une variable domaine V est une variable définie sur un ensemble
d’entiers noté dom(V ). min(V ) et max(V ) représentent respective-
ment la valeur minimum et maximum de V .
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NODES[i] possède les attributs suivants, complétant la des-
cription de G :
– I est un entier défini sur [1, n]. Il peut être interprêté
comme l’identifiant du noeud vi.
– S est une variable domaine (ou variable successeur)
dont le domaine est constitué des éléments (l’identi-
fiant des noeuds du graphe) de [1, n]. Il peut être in-
terprêté comme l’unique successeur du noeud vi. De
plus, si i ∈ dom(NODES[i].S) alors, nous dirons que
vi est un noeud potentiellement final pour un chemin
de la partition.
Pour chaque i ∈ [1, n], les termes NODES[i].I et NODES[i].S
représentent respectivement les attributs I et S de NODES[i].
De plus, le graphe G associé à la contrainte de chemin peut
être formellement défini de la manière suivante :
Définition 8. Le graphe orienté G = (V ,A), |V| = n et
|A| = m, ainsi que l’ensemble T associés à une contrainte
path(NPATH, NODES) sont définis comme suit :
– V = {i | i ∈ [1, n]},
– A = {(i, j) | j ∈ dom(NODES[i].S), i 6= j)},
– T = {i | i ∈ dom(NODES[i].S)}.
Finallement, pour compléter la description de la
contrainte, nous introduisons la description formelle d’une
instanciation complète et valide des variables. Pour des rai-
sons de lisibilité, nous allons directement raisonner sur le
graphe G qui modélise la contrainte de chemin.
Définition 9. Une instanciation complète des variables as-
sociées à une contrainte path(NPATH, NODES) est valide
ssi :
– ∀i ∈ [1, n] : NODES[i].I = i.
– G est composé de NPATH composantes connexes telles
que chacune soit un chemin élémentaire terminant sur
un noeud potentiellement final de T .
Le reste de la section est organisée de la manière sui-
vante : la sous-section 5.1 fournie deux conditions né-
cessaires au partitionnement du graphe G associé à la
contrainte de chemin, derivées de la condition nécessaire
introduite par le Théorème 3. La sous-section 5.2 montre
comment exploiter cette condition nécessaire dans le but
de filtrer NPATH ainsi que les variable successeurs modéli-
sant le graphe G.
5.1 Faisabilité
Basée sur le Théorème 3 de la Section 4, nous introdui-
sons un algorithme vérifiant la faisabilité de la contrainte de
chemin vis-à-vis d’un nombre maximum de chemins auto-
risés max(NPATH) :
– Vérifier l’existence d’un flot compatible dans le ré-
























FIG. 7: À partir de la Figure 5 de la Section 4.1, les arcs en
pointillés représentent les arcs impossibles de G détectés
par l’algorithme introduit en Section 5.2.
– Pour chaque scc Ci de G, pour chaque noeud domi-
nant d de Ci, vérifie qu’il existe au plus un chemin
couvrant le graphe G∆¯d (dérivé de la Proposition 1).4
5.2 Filtrage
Cette section montre comment filtrer les domaines des
variables successeurs NODES[1].S, . . . , NODES[n].S, ainsi
que celui de la variable NPATH à partir du graphe G associé
à la contrainte de chemin :
– Ajuster le minimum de NPATH au flot minimum com-
patible dans le réseau N associé à G.
– Pour chaque scc Ci de G, pour chaque noeud domi-
nant d ∈ Ci, supprimer chaque arc (i, j) tel que :
– Cas (1) : i = d et j ∈ ∆¯⋆d.
– Cas (2) : i ∈ ∆⋆d et j ∈ ∆¯⋆d tels que la scc, créée
par le retrait de d et contenant j, n’est pas un noeud
source dans le graphe G∆¯d .
– Cas (3) : j = d et i ∈ ∆¯⋆d tels que la scc, créée par
le retrait de d et contenant i, n’est pas un noeud puit
dans le graphe G∆¯d .
– Cas (4) : i ∈ ∆⋆d, j = d et, ∆¯⋆d 6= ∅.
exemple 6. La Figure 7 illustre les arcs impossibles dé-
tectés par l’algorithme précédent. Les arcs (d, 1) et (d, 2)
sont détectés par le Cas (1), l’arc (8, 6) l’est par le Cas (2),
l’arc (2, d) par le Cas (3) et, les arcs (9, d) et (11, d) sont
finalement détectés par le Cas (4).
Il faut observer que l’on aurait aussi pu supprimer tout
arc (i, j) de G, tel que i et j appartiennent à des scc’s dis-
tinctes Ci et Cj , si l’arc de N associé aux noeuds dédou-
blés, correspondant à l’arc (i, j), ne peut porter aucun flot
(dans tout flot compatible de N ). Ce filtrage n’a pas été in-
clus dans l’algorithme précédent puisqu’à l’heure actuelle,
nous ne connaissons pas de méthode “efficace” captant le
4Rappellons-nous que G
∆¯d
est le graphe réduit associé au sous-graphe




fait qu’un arc d’un réseau ne peut porter aucun flot dans
tout flot compatible de ce réseau.
6 Conclusion
Les algorithmes de filtrage proposés dans les contraintes
de chemins précédentes étaient uniquement basés sur la
prevention de circuits, ainsi que sur des contraintes main-
tenant le degré de chaque noeud (chaque noeud ayant au
plus un prédécesseur/successeur). Cet article considère le
problème de partitionnement par des chemins pour lequel
le nombre de chemins n’est pas fixé mais limité à une va-
leur donnée. Dans ce contexte, nous proposons un modèle
de flot combinant la structure du graphe réduit associé à G,
la structure de chaque composante fortement connexe de
G vis-à-vis de la relation de dominance entre les noeuds,
et la manière dont les noeuds entre paires de composantes
fortement connexes sont connectés.
Cependant, plusieurs questions restent ouvertes. Premiè-
rement, dans notre approche, chaque noeud dominant est
considéré de manière indépendante des autres, et on peut
supposer qu’il existe une interaction entre les noeuds do-
minants, de laquelle il serait peut être possible de dé-
duire une amélioration des bornes sur chaque arc asso-
cié aux noeuds dédoublés du réseau, ainsi qu’un filtrage
plus précis. Deuxièmement, dans la Section 5.2, nous
avons suggéré une filtrage lié à la détection des arcs qui
n’appartiennent à aucun flot compatible du réseau N . À
notre connaissance, ce problème, bien que polynomial, ne
connait pas de réponse efficace (autre qu’un algortihme
basé sur un test pour chaque arc du réseau).
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