Abstract. In a recent paper the authors introduced universal and exotic generalized fixed-point algebras for weakly proper group actions on C * -algebras. Here we extend the notion of weakly proper actions to actions on Hilbertmodules. As a result we obtain several imprimitivity theorems establishing important Morita equivalences between universal and reduced crossed products and appropriate universal and reduced fixed-point algebras. In particular, we recover Green's imprimitivity theorem and obtain a general version of the symmetric imprimitivity theorem for full and reduced crossed products by weakly proper actions of product groups G × H. In addition, we study functorial properties of generalized fixed-point algebras for equivariant categories of C * -algebras based on correspondences.
Introduction
Suppose that α : G → Aut(A) is an action of a locally compact group G on the C * -algebra A and let X be a proper G-space. Then we say that A is a weakly proper X ⋊ G-algebra if there exists a G-equivariant nondegenerate * -homomorphism φ : C 0 (X) → M(A). This notion substantially generalizes the notion of proper C 0 (X)-algebras, in which the homomorphism φ : C 0 (X) → M(A) is assumed to take values in the center ZM(A) of the multiplier algebra M(A). On the other hand, weakly proper actions are always proper in the sense of Rieffel (see [22] ), who showed that all proper actions in his sense allow the construction of a generalized fixed-point algebra A G r which is Morita equivalent to an ideal in the reduced crossed product A ⋊ α,r G. But already in his paper [22] , Rieffel discussed the question, whether it is possible to obtain similar constructions which involve the universal crossed product A⋊ α G. We show in [5] that such theory exists in the case of weakly proper actions, and we construct a universal version of the generalized fixed-point algebras A G u , which is Morita equivalent to an ideal in the universal crossed product A ⋊ α G and which is obtained as a completion of the fixed-point algebra with compact supports
with f · a := φ(f )a for f ∈ C b (X), a ∈ M(A), and A c := C c (X) · A · C c (X). As an application, we obtained Landstad duality for maximal coactions and we answered a number of questions about duality properties of exotic crossed products which were raised in a recent paper by Kaliszewski, Landstad and Quigg in [11] .
In this paper we further develop the theory by studying weakly proper actions on Hilbert modules which are inspired by Meyer's theory of square integrable Hilbert modules as studied in [18] . To be more precise, if (B, β) is a G-algebra and (E, γ) is a G-equivariant Hilbert B-module, we say that (E, γ) is a weakly proper (B, X ⋊ G)-module if there exists a proper G-space X and a G-equivariant nondegenerate representation φ : C 0 (X) → L(E). Of course, this implies that (K(E), Adγ) is a weakly proper X ⋊ G-algebra as above. Let F c (E) := φ(C c (X))E ⊆ E. We show that F c (E) completes to a Hilbert B ⋊ β G-module F u (E) with respect to the C c (G, B)-valued inner product
The corresponding universal generalized fixed-point algebra Fix G u (E) is defined as Fix G u (E) := K(F u (E)). It follows directly from the definition that F u (E) implements a Morita equivalence between Fix G u (E) and the ideal I B := span F u (E) | F u (E) B⋊ β G ⊆ B ⋊ β G. We say that the action of G on E is universally saturated, if I B = B ⋊ β G.
We shall see that this construction has many interesting applications: first of all, the fixed-point algebra Fix ) is isomorphic to Green's C 0 (G/H, B)⋊ τ ⊗β G−B⋊ β H equivalence bimodule, and hence we obtain Green's imprimitivity theorem as a special case of our constructions. Indeed, if we start just with an action of H on B, we obtain the version for induced algebras:
The key result for this is a general isomorphism (A ⋊ α H)
G u ∼ = A G u ⋊ α H which works for any weak X ⋊ (G × H)-algebra (A, α) such that G acts properly on X (i.e., there exists a G × H-equivariant structure map φ : C c (X) → M(A), but we assume properness only for the action of G). In this case, A ⋊ α H is a weakly proper X ⋊G-algebra via the composition of φ with the canonical embedding i A : A → M(A ⋊ α G).
If both, G and H act properly on X, we obtain a very general version of the symmetric imprimitivity theorem: there is a canonical partial A Above we stated all results for the universal crossed-product norms. But all proofs are given also for the reduced and, in some cases, for arbitrary exotic crossedproduct norms which lie between the reduced and universal norms. In the reduced case we recover a number of results from the literature. In particular, our symmetric imprimitivity theorem extends the one given by an Huef, Raeburn and Williams in [2] for Rieffel proper actions. However, we think that our approach is more direct and the description of the pre-equivalence bimodule is much easier to handle. Of course, our result also covers the version of the symmetric imprimitivity theorem for C 0 (X)-algebras due to Kasparov ( [14] ) and Raeburn ([19] ).
The paper is structured as follows: in a preliminary section we recall some background on crossed products by actions on C * -algebras and Hilbert-modules with respect to universal, reduced and exotic crossed-product norms. For the latter we are especially interested in norms which are attached to G-invariant ideals of the Fourier-Stieltjes algebra B(G), as studied in [11] . We also obtain some useful functoriality properties for such exotic crossed products which are needed in the sequel. In §3 we introduce weakly proper Hilbert modules and the corresponding fixed-point algebras and we establish a number of useful results about these objects. In §4 we study equivariant bimodules (E, γ) between two weakly proper X ⋊ G-algebras (A, α) and (B, β), and we show that such modules always allow the construction of an A G u − B G u fixed module E G u (and similarly for other crossed-product norms), which will be a full equivalence bimodule if the actions of G on A and B are both universally saturated. A similar construction of fixed modules for weakly proper actions was done in the reduced case in [1] under the additional assumption that the action on X is free. Our construction does not use this assumption and allows functoriality of fixed-point algebras for saturated weakly proper actions. We also derive a useful decomposition result for such bimodules, which will play an important role for the description of the direct module for the symmetric imprimitivity theorem, which, together with Green's theorem, is derived §5. Finally, in §6 we discuss some functorial properties of the construction which assigns to a proper X ⋊ G-algebra its fixed-point algebra A G µ with respect to exotic crossed-product norms · µ attached to G-invariant subsets of B(G). 
is the representation by multiplication operators. Of course, we may also regard B ⋊ β,r G as the completion of C c (G, B) with respect to the reduced norm f r = Λ B (f ) .
In this paper we shall also consider other exotic C * -norms · µ on C c (G, B), i.e., norms which satisfy the C * -condition f * * f µ = f 2 µ , so that the (Hausdorff) completion B ⋊ β,µ G of C c (G, B) with respect to this norm is a C * -algebra. Such norms are most interesting if they satisfy f r ≤ f µ ≤ f u , but most of our results do not require this assumption. We call any such norm a crossed-product norm on C c (G, B) and we denote by (i µ B , i µ G ) the canonical maps of (B, G) into B ⋊ β,µ G which are given as the composition of (i B , i G ) with the quotient map
Exotic crossed-product norms as above have recently been studied by several authors (e.g., see [4] and [11] ). Let us recall the construction of such norms given in [11] . For this let B(G) denote the Fourier-Stieltjes algebra of G, i.e., the set of all matrix coefficients s → π(s)ξ | η of all unitary representations π of G. Recall that B(G) identifies with the Banach-space dual C * (G) * if we map the function
which is G-invariant with respect to left and right translation. It is shown in [11, Lemma 3.1 and Lemma 3.14] that
is an action, then Kaliszewski, Quigg and Landstad define the E-crossed product B ⋊ β,E G as
denotes the dual coaction which is given as the integrated form of the covariant homomorphism (i A ⊗ 1, i G ⊗ u), where u : G → UM(C * (G)) denotes the canonical homomorphism. They also show that the dual coaction β of G on B ⋊ β G factors to a dual coaction on the E-crossed product ( [11, Lemma 3.14] 
and such that the following are true:
for the full crossed products is faithful. (4) φ ⋊ E G is equivariant with respect to the dual coactions α E and β E , i.e.,
Proof. Existence of the map φ ⋊ E G is given by [5, Proposition 5.2] and it is then easy to check that conditions (1) and (2) hold. In order to check (4) we first note that φ ⋊ G is equivariant with respect to the (full) dual coactions α and β, i.e.,
• α, which follows from the fact that both are given by the covariant homomorphism (
It is clear that this factors through the condition in (4). Finally, to check (3) assume that
where in the last line we regard φ⋊ E G as a morphism from A⋊ α G to M(B ⋊ β,E G). The result follows.
2.2.
Crossed products by Hilbert modules. If (B, G, β) is a C * -dynamical system, then a G-equivariant Hilbert B-module is a Hilbert B-module E together with a strongly continuous action γ :
In this case, we also say that (E, γ) is a Hilbert (B, G)-module.
Given a Hilbert (B, G)-module (E, γ), it is well-know that C c (G, E) can be turned into a pre-Hilbert C c (G, B)-module with respect to the following operations:
In particular, this can be applied to A = K(E) with G-action α = Adγ. In this case, we also have a compatible left
for all x, y ∈ C c (G, E). It is well-known (e.g., see [6] or [14] ) that C c (G, E) completes to give a Hilbert
. Similarly, we may regard the above defined inner product with values in the reduced crossed product B ⋊ β,r G and obtain a completion E ⋊ γ,r G with left action φ ⋊ r G :
We want to extend this construction to arbitrary crossed-product norms. As we shall see below, this works especially well if we consider norms related to nonzero
G-invariant ideals E ⊆ B(G).
Recall first that there is a canonical isomorphism E ⊗ ιB (B ⋊ β G)
. Analogous assertions also hold for reduced crossed product, or more generally, for any
Notice that the identity map on C c (G, E) extends to a surjective linear map
This map is a morphism of Hilbert modules (see [8, 9] ) compatible with the canonical surjection
In particular,Q induces a surjective * -homomorphism
is uniquely determined by this picture.
Definition 2.7. Given a Hilbert (B, G)-module E and a crossed-product norm
Notation:
In this paper, whenever we have a situation as above, we shall consider the induced norm · i(µ) on C c (G, K(E)). Having said this, by abuse of notation we shall simply write µ for i(µ) and, with this notation, get K(E) ⋊ Adγ,µ G := (K(E) ⋊ Adγ G)/ ker ψ µ . We shall see below that this is consistent with the notion of E-crossed products determined by subsets E ⊆ B(G).
be the linking algebra of E endowed with the canoni-
Hence, a similar argument as that given above shows that there is a (unique) crossed-product norm
The next lemma shows that our notational convention about the induced norm on C c (G, K(E)) is compatible with the construction of E-crossed products in the sense of [11] :
Lemma 2.8. Suppose that E ⊆ B(G) is a G-invariant nonzero ideal and let (E, γ) be a Hilbert (B, G)-module for the system (B, G, β). Then the crossed-product norm on C c (G, K(E)) induced from the E-norm on C c (G, B), as described above, coincides with the E-norm on C c (G, K(E)). In particular, we get canonical isomorphisms
Thus the result will follow, if we can show the second isomorphism
Note that this isomorphism holds for the universal crossed products. Applying Lemma 2.2 to the inclusion B ֒→ L(E), we see that
in the upper right and lower left corner with respect to the E-crossed-product norms everywhere. But this implies that this identification extends to the desired isomorphism.
A combination of Lemma 2.2 with Lemma 2.8 above shows that the E-crossed product construction is functorial with respect to G-equivariant correspondences:
Moreover, this E-crossed product functor respects composition of correspondences (up to isomorphism).
Proof. The first result follows directly as a combination of Lemma 2.2 with Lemma 2.8. That the construction preserves compositions follows from the corresponding result for universal crossed products, which is well-known (e.g., see [8, 14] ).
Weakly proper Hilbert modules and generalized fixed-point algebras
In this section we extend the theory of universal or exotic generalized fixed-point algebras for weakly proper X ⋊ G-algebras as introduced in [5] to cover weakly proper Hilbert modules as follows:
We should say that weakly proper (B, X ⋊ G)-modules are always square integrable in the sense of Meyer (see [18] ) and that part of our treatment is inspired by his results.
As usual, we use module notation for the left action of C 0 (X) on E, i.e., we write
. It follows from classical results by Rieffel and Green (e.g., see [10, 21] 
can be made into a pre-Hilbert C c (G, C 0 (X))-module by defining the inner product and right action of
The inner product on F (X) is full if and only if G acts freely on X (see [17] ), in which case
In general, we obtain an equivalence bimodule between C 0 (G\X) and the ideal
We extend this construction to arbitrary (B,
The following lemma will turn out to be extremely useful. We need some notation:
The inductive limit topology on C c (G, B) is the usual one given by uniform convergence with of nets with supports in a fixed compact subset of G. 
Proof. The proof is very similar to the proof of [5, Proposition 2.2] and [5, Proposition 2.9], but we follow a slightly different direction here by proving both assertions of the proposition simultaneously. First of all it is straightforward to check all algebraic properties of a pre-Hilbert module, as spelled out in [20, Lemma 2.16] . The only property which deserves a closer look is positivity of the inner product: for all ξ ∈ F c (E) we need to check that ξ | ξ Cc(G,B) is positive as an element of B ⋊ β,µ G. But this will follow from Lemma 3.5 (since the product on F (X) ⊗ C0(X)⋊G (B ⋊ β,µ G) is positive), once we have shown the following facts: For later use we state the following lemma:
Proof. The first assertion is clear and the second assertion follows from the first together with the fact that the inductive limit topology on C c (G, B) is stronger than the norm-topology for any crossed-product norm (since it is stronger than the L 1 -topology).
Definition 3.9. The µ-generalized fixed-point algebra associated to a weakly proper (B, X ⋊ G)-module (E, γ) is, by definition, the algebra Fix
) of compact operators on F µ (E). In the particular case where · µ = · u is the universal norm (or the reduced norm · r ) we call Fix G u (E) (resp Fix G r (E)) the universal (resp. reduced) generalized fixed-point algebra associated to E.
is Morita equivalent to the ideal
Remark 3.11. Let (E, γ) be a weakly proper (B, X ⋊G)-module. Then the subspace F c (E) of E consists of square-integrable elements and is relatively continuous by [18, Theorem 6.5] . Then our reduced fixed-point algebra Fix G r (E) coincides with the one constructed by Meyer in [18] . It can also be obtained from Rieffel's theory in [22] by observing that Fix Our constructions of F µ (E) and Fix G µ (E) depend, a priori, on the given structure map φ : C 0 (X) → L(E). However, the following result says that this dependence is not too strong: 
Remark 3.13. (a) It follows in particular from the above result, that if φ : C 0 (X) → L(E) takes values in the center of L(E), then every other G-equivariant structure map ψ : C 0 (Y ) → L(E) will lead to the same modules, and then also to the same fixed-point algebras as φ.
(b) If (E 1 , γ 1 ) is a weakly proper (B, X ⋊ G)-module and (E 2 , γ 2 ) is a weakly proper (C, Y ⋊G)-module, then the exterior tensor product (E 1 ⊗E 2 , γ 1 ⊗γ 2 ) (where we could take tensor products with respect to any tensor norm on B ⊗ C) carries three different canonical structures as weakly proper (B ⊗C, G)-modules: one given
. The previous proposition implies that all three structures give the same modules and fixed-point algebras. More generally, suppose that E is a weakly proper (B, X ⋊ G)-module with structural homomorphism φ : C 0 (X) → L(E) and suppose θ is a continuous G-equivariant map from X into another proper G-space Y . Then θ induces a G-equivariant nondegenerate
It is clear that the images of φ and ψ commute (pointwise) in L(E) and therefore both structures give the same modules F µ (E) and fixed-point algebras Fix µ (E) by Proposition 3.12.
(c) Recall from [3, 15] that for any locally compact group G there exists a universal proper G-space EG with the property that for any other proper G-space X we get a continuous G-equivariant map ϕ : X → EG which is unique up to G-homotopy (and hence the space EG is unique up to G-homotopy equivalence). Hence, if (E, γ) is a weakly proper (B, X ⋊ G)-module with structure map φ X : C 0 (X) → L(E), and if ϕ : X → EG is as above, then we obtain a G-equivariant structure map
As a special case of (b), both structure maps give the same modules and fixed-point algebras. In particular, we could always assume that X = EG. 
Remark 3.15. If (A, α) is a proper G-algebra in the sense of Rieffel, then he defined the action to be saturated, if the module F r (A) is a full Hilbert A⋊ α,r G-module. In our terminology, this means that (A, α) is r-saturated. The following result shows that this follows if the action is universally saturated, but it is not clear to us, whether the converse is also true. 
Proof. The first assertion follows from the facts that for free and proper actions on X, the Hilbert
The second assertion follows from the fact that F µ (E) is the quotient of F ν (E) corresponding to the quotient map 
Then the map which sends an elementary tensor
extends to an isomorphism of Hilbert C ⋊ µ G-modules:
for any crossed-product norm
Proof. Let us check that U respects inner products of elementary tensors, i.e.,
Hence U extends to an isometry
and the result will follow if we can show that it has dense image. But an argument similar to the one used in the proof of [5, Lemma 2.12] shows that the image is dense in F (E 1 ⊗ B E 2 ) in the inductive limit topology, which gives the desired result.
can also be obtained via the following chain of isomorphisms:
where the only problematic part is the isomorphism (
This isomorphism is well-known for the full and reduced crossedproduct norms (e.g., see [14] or [8, Chapter 3] ) and the above isomorphism can be obtained along the same lines.
is a G-invariant nonzero ideal, then it follows from Corollary 2.9 that in the isomorphism formula (3.18), we may take · E everywhere, so that we obtain the decomposition
In particular, this holds for the reduced norm (E = B r (G)) or the universal norm (E = B(G)). The case of reduced norms was already known: in fact, it can be obtained from [18, Theorem 7.1].
Recall from [5] that if (A, α) is a weakly proper X ⋊ G-algebra and if · ν is a crossed-product norm on C c (G, A), then the ν-generalized fixed-point algebra A G ν can be obtained as the completion of the fixed-point algebra with compact supports A

G c defined as follows: A
Here M(A) G denotes the classical fixed-point algebra in M(A) and
It is shown in [5, §2] 
where for each a ∈ A c the strict integral
We now obtain a similar picture for Fix
G µ (E). Recall that if (E, γ) is a Hilbert (B, X ⋊ G)-module, then (K(E), Adγ) becomes a weakly
proper X ⋊ G-algebra by the same structure map φ :
Proposition 3.20. The action of K(E) on E induces a left action of K(E)
G c ⊆ L(E) on F c (E) and there is a left K(E)
G c -valued inner product on F c (E) given by
E). As a consequence, if · µ is a crossed-product norm on C c (G, B), then the left action of K(E)
G c on F c (E) extends to an action of K(E) G c on the completion F µ (E) such that Fix G µ (E) is the closure of K(E) G c in L(F µ (E)).
Moreover, if · µ is the crossed-product norm on C c (G, K(E)) induced from the given norm on C c (G, B) via E as in Definition 2.7, then Fix
Proof. Note first that if ξ, η ∈ F c (E) = C c (X) · E, then K(E) ξ | η ∈ K(E) c , since we can find f ∈ C c (X) such that ξ = f · ξ and η = f · η and then
(where we identify f with its image in L(E)). Hence, the strict integral
Hence the result will follow, if we can show that K(E)
As a special case of the decomposition (3.18) applied to the Hilbert (K(E), X ⋊ G)-module (K(E), Adγ) and the given module (E, γ) we get
On the other hand, if E 1 is a full Hilbert
K(E 2 )-module, then K(E 1 ) ∼ = K(E 1 ⊗ K(E2) E 2 ) via k → k ⊗ 1 (e.g.
, see [16, Proposition 4.7]). If we apply this to the above decomposition we get Fix
If we combine the above proposition with Lemma 2.8, we get:
Corollary 3.22. Suppose that E is a G-invariant nonzero ideal of B(G) and let (E, γ) be a weakly proper
Remark 3.23. Let (E, γ) be a weakly proper Hilbert (B, X ⋊ G)-module. Then K(E) = E ⊗ B E * as Hilbert (K(E), X ⋊ G)-modules and we can apply (3.18) to obtain an isomorphism
In the following proposition we view G as a proper G-space with respect to the right translation action
) via multiplication operators, where ρ denotes the right regular representation of G.
Proposition 3.24. Let (E, γ) be a Hilbert (B, G)-module and consider the (B, G
Proof. Recall that E ⋊ γ,µ G is the completion of the pre-Hilbert C c (G, B)-module C c (G, E) with respect to the structure defined by the formulas (2.3) and (2.4).
On the other hand, since
G, E) with respect to the inductive limit topology, we may view F µ L 2 (G, E) as the completion of the pre-Hilbert module C c (G, E) with respect to the B ⋊ µ G-valued inner product
and the right C c (G, B)-action:
Corollary 3.25. Let (A, α) be a G-algebra and let
be equipped with the G-action Adρ and let A ⊗ K be equipped with the diagonal action α ⊗ Adρ. Then
where, as usual, we denote by · µ the norm on C c (G, A ⊗ K) corresponding to the given norm
· µ on C c (G, A) via the A ⊗ K − A equivalence bimodule L 2 (G, A
) as in Definition 2.7. In particular, if E is a G-invariant nonzero ideal of B(G), then
(A ⊗ K) G E ∼ = A ⋊ α,E G.
Proof. We have (A ⊗ K)
G µ ∼ = K(F µ (L 2 (G, A))) ∼ = K(A ⋊ µ G) ∼ = A ⋊ µ G.
Remark 3.26. For later use, it is important to describe the isomorphism
G µ on the level of the dense subalgebra C c (G, A). For this, notice that we have a canonical isomorphism
) which is given via the integrated form of the covariant homomorphism ( 
) denotes the representation by multiplication operators. The isomorphism A) ) and the left C c (G, C c (G, A) )-valued inner product are given for F ∈ C c (G, C c (A)) and
where the first formula follows from evaluating Φ(f )x at t ∈ G and the second formula comes from the requirement for x, y ∈ C c (G, A) and a ∈ A) . Now, if we consider A as the subalgebra of constant functions in M(C 0 (G, A) ), we obtain a natural embedding of
(s) ds and (x · a)(t) = x(t)a
Φ to this subspace gives the integrated form of the covariant pair (π, 1 ⊗ λ) of (A, G, α), which is just the regular representation Λ A of (A, G, α) on L 2 (G, A) as discussed in §2. Hence, the left action of C c (G, A) and the left C c (G, A) 
(3.28)
One easily checks that the transformation U :
, as given in the proof of Proposition 3.24, transforms these actions and inner products into the usual convolution formulas for f * x and x * y 
). It follows from Proposition 3.12 (see also Remark 3.13(b)) that all these structures give the same modules and fixed-point algebras, i.e., for all these structures we get F µ (L 2 (G, A)) ∼ = A ⋊ µ G and hence also A ⋊ µ G as the µ-generalized fixedpoint algebra. This is a bit surprising since the counterexamples in [18] show that the G-algebras of the form A ⊗ K(L 2 G) (for A not weakly proper) allow the construction of generalized fixed-point algebras which are not isomorphic (not even Morita equivalent) to A ⋊ µ G even if G is abelian (say G = Z).
(b) In [7] it is shown that the full crossed product A ⋊ α G is isomorphic to the
carries the structure of an X ⋊ G-algebra for some proper G-space X with structure map φ : C 0 (X) → ZM(A). In particular, this shows that for proper X ⋊ G-algebras A with structure map φ : C 0 (X) → ZM(A) (i.e., for Kasparov proper actions) we get
so that in the central case the full and reduced crossed products coincide. One can show that the corresponding isomorphism A ⋊ α G ∼ − → A ⋊ α,r G is given by the regular representation Λ A . Of course, this is also a well-known fact which can be obtained alternatively by an application of the Mackey-Rieffel-Green machine.
The above remark leads to: 
Proof. Since F r (E) is a quotient of F u (E), it suffices for the first assertion to show that Fix
. But, by Corollary 3.25, we have Fix
G u , so we may assume without loss of generality that we are in the situation of a proper X ⋊ G-algebra A with structure map φ : C 0 (X) → ZM(A). But then we know from the above remark that
If the action of G on E is universally saturated and E is B-full, the equation
For the second assertion, we first observe that
We close this section with a result which shows how we can recover the (B, X⋊G)-module (E, γ) from any of the modules F µ (E) if · µ is a crossed-product norm on C c (G, B) with · r ≤ · µ ≤ · u . The result is an analogue of Meyer's Theorem 5.3 in [18] .
Proposition 3.32. Let (E, γ) be as above. Then there is an isomorphism of Hilbert
(B, G)-modules Φ : F µ (E)⊗ B⋊µG L 2 (G, B) ∼ − → E given on elementary vectors ξ ⊗g ∈ F c (E) ⊙ C c (G, B) by Φ(ξ ⊗ g):=ξ * g= G ∆(t) −1/2 γ t (ξ ·g(t −1 )) dt = G ∆(t) −1/2 γ t −1 (ξ)g(t) dt,
whereg(t) := β t (g(t)).
Proof. Given ξ, η ∈ F c (E) and f, g ∈ C c (G, B), we have
It follows that ξ ⊗ f → ξ * f extends to an isometry Φ :
To see that it is surjective, let ξ ∈ F c (E) and ǫ > 0. By the continuity of
Take b ∈ B with b ≤ 1 and ξ −ξ ·b < ǫ/2 and a non-negative function g ∈ C c (G) with supp(g) ⊆ V and G g(t) dt = 1. Then, for f :
It is easy to see that
This finishes the proof.
Weakly proper equivalence bimodules
In this section we want to study partial equivalence bimodules between two weakly proper X ⋊ G-algebras. We shall see that such bimodules allow a canonical construction of a fixed bimodule, which is a partial equivalence bimodule between the generalized fixed-point algebras. In the next lemma, if (
, we let · µ also denote the restriction of this norm on the corners. (c) By construction, the linking algebra of
Moreover, if
The proof of the lemma will follow at once, if we can show that p (and hence also q = 1 − p) may be regarded as projections in M(L(E) Proof. Given ξ = f · a ∈ F c (A), where f ∈ C c (X) and a ∈ A, we observe that pξ = f · (pa) ∈ F c (A). Moreover,
, where φ : C 0 (X) → M(A) denotes the given structure map and φ ⋊ µ G : C 0 (X) ⋊ G → M(A ⋊ α,µ G) the homomorphism determined by φ. Now, since p commutes with every element in φ(C 0 (X)) and is G-invariant, it follows that P := ι µ A (p) ∈ M(A⋊ µ G) is a projection which commutes with every element in φ⋊ µ G(C 0 (X)⋊G). In particular, P commutes with the positive operator
). An easy exercise shows that in this case we have P T P ≤ T and hence pξ | pξ ≤ 
Here, for convenience, we define 
Proof. We should first give an interpretation for the strict integral
, and the integral can be interpreted as the restriction of the map
Thus, the map E of the lemma, if it preserves the inner products and module actions, will be an isomorphism.
We do the computation for the right inner product and the right module action. The left formulas follow by symmetry from similar computations. So let ξ 1 , ξ 2 ∈ F c (E) and let η 1 , η 2 ∈ F c (D)
* . Then
, which implies that E is also compatible with the right module actions. Proof. We have a canonical isomorphism E ∼ = E ⊗ B B * , so the isomorphism
Example 4.7. We should note that the final conclusion of Corollary 4.6 does not hold in general without the assumption that the actions on both algebras are saturated.
As an example, let G be a compact group and consider
) − C equivalence bimodule with respect to the weakly proper {pt} ⋊ G-actions Adρ and id C on the algebras. By Corollary 3.25, we get K(L 2 (G)) G ∼ = C * (G) and we certainly have C G = C. It is clear that both algebras are Morita equivalent if and only if G is the trivial group. So in general, the module E G µ will only be a partial equivalence bimodule, even if E is assumed to be a full A − B equivalence bimodule.
The imprimitivity theorems
In this section we want to apply our techniques to derive several imprimitivity theorems for weakly proper actions. Throughout this section we fix two locally compact groups G and H. These groups will act on spaces, algebras and modules in a commutative way, i.e., we will consider G × H-actions. If G × H acts on a space X we will write τ G and τ H for the corresponding G-and H-actions. We also use similar notation for actions on algebras or modules. Also, to avoid confusion and to be clear which action is being used, we make use of superscript notations, like F G for our functor E → F G (E) whenever E is a (B, X ⋊ G)-module.
and crossed products for certain saturated Rieffel proper actions is given in [2] . Although the result in that paper was formulated in greater generality (with a number of technical assumptions on the actions), the only class of examples where it was explicitly shown to apply is given by weak X ⋊ (G × H)-algebras (A, α) in our sense, such that G and H both act freely and properly on X. Below we shall give a version of the symmetric imprimitivity theorem for such algebras which also works for the universal crossed products. Since we assume the presence of a G×H-equivariant structure map φ : C 0 (X) → M(A) from the beginning, our proof and the derived formulas turn out to be much easier and less technical than the ones obtained in [2] . As always in this section · µ will stand for the universal or reduced crossed product norms.
To deduce the result recall that whenever we have a weakly proper X ⋊G-algebra (A, α) , the module
where the word partial indicates that the A ⋊ α,µ G-valued inner product might not be full. It is always full if the action of G on A is µ-saturated as in Definition 3.14 (e.g., if G acts freely on X). Now, if (A, α) is a weak X ⋊ (G × H)-algebra such that G acts properly on X, we obtain the partial A 
which identifies a ⊗ f ∈ F c (B) ⊙ C c (G, E) with a * f = G ∆(t) −1/2 γ t (a · f (t −1 ))dt. Since the G-action on B is µ-saturated, we also have an isomorphism
Also, by Proposition 3.17, we have an isomorphism
sending ξ ⊗ g ∈ F c (D)⊙ C c (G, E) to ξ * g = G ∆(t) −1/2 θ t (ξ)⊗ γ t (g(t −1 ))dt, where θ and γ denote the G-actions on D and E, respectively. Coupling these isomorphisms and also the canonical isomorphism B ⋊ µ G ⊗ B⋊µG E ⋊ µ G ∼ = E ⋊ µ G which sends ϕ ⊗ f to ϕ * f | t = G ϕ(s) · γ s (f (s −1 t))ds (see (2.5)), we obtain the following chain of isomorphisms:
we follow the isomorphisms in (6.2) writing ∼ = to identify the corresponding elements:
Now we compute 
