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Summary 
The availability of numerous high quality low bit rate speech coding algorithms has led to 
the development of a whole range of new applications. The most noteworthy are digital mo- 
bile radio systems, personal communication systems, mobile satellite systems, private networks 
using multiplexers and Very Small Aperture Terminals (VSATs) and the Audio Description on 
Television (AUDETEL). Typical source coding rates for these applications lie in the 4.8 to 16 
kb/s range. Codebook Excited Linear Prediction (CELP) is the most promising technique in 
this range. Currently, it can produce toll quality speech at >8 kb/s. Its quality at lower rates, 
however, needs improving. Also, the computational complexity of CELP is very high, making it 
difficult to achieve a full-duplex operation of a CELP coder in a single digital signal processor 
(DSP) without compromising the speech quality. This problem is more acute when the intended 
application also requires some auxiliary functions such as echo cancellation (EC), voice activity 
detection (VAD) and channel error control implemented in the same DSP in order to keep the 
cost and power consumption low. The work reported in this thesis aims to improve the technique 
of CELP coding such that not only the speech quality at rates below 8 kb/s is improved but 
also the computational complexity is reduced (ideally within the capability of a single DSP). 
The resulting algorithm is then adapted for some specific applications. 
The first part of the thesis analyses the main factors that influence the design of a speech 
coding algorithm and surveys various techniques and applications of digital speech coders. The 
second part of the thesis formulates and proposes a six-stage systematic approach for achieving an 
economical and efficient real-time implementation of a high complexity algorithm such as CELP. 
The third part of the thesis investigates quality and complexity aspects of CELP coding and 
presents a new CELP-type algorithm called Pulsed Residual Excited Linear Prediction (PRELP) 
which compared to the standard CELP, not only produces significantly higher quality speech 
but also involves significantly lower computational complexity. This algorithm differs from the 
standard CELP in its modelling of the secondary (codebook) excitation. Three novel secondary 
excitation types with varying computational complexity and memory storage requirements are 
formulated and proposed. Various strategies for reducing the computational complexity of CELP 
coding are also formulated and proposed. Finally, the use of adaptive postfiltering to enhance 
output speech quality at low bit rates is examined. The fourth part of the thesis formulates and 
applies some of the ideas surveyed and techniques developed in the first three parts to specific 
speech communication applications. The applications considered are private and broadcast 
networks (AUDETEL). For the former, a multi-rate (4.8,6.4 or 8 kb/s) PRELP coder with 
integrated EC was designed and implemented in a single AT&T DSP32C. A significant point of 
this EC scheme is that despite employing only 64 taps it exceeds the requirements of the ITU-T 
Rec. G. 165. For the latter, two versions (7.6 and 9.5 kb/s) of a PRELP coder with integrated 
channel error control and VAD were designed and implemented in a single AT&T DSP32C. The 
kernel of this channel error control scheme is a novel redundancy-less channel error recovery 
scheme for codebook vector gains which are the most error sensitive parameters in a CELP-type 
coder. These techniques have already been employed in operational systems. 
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Chapter 1 
INTRODUCTION 
1.1 Prologue 
Speech is the most prevalent and convenient means of communication between human beings. 
It is physically realised in the form of sound waves which can not travel more than a few 
hundred meters before becoming inaudible. For communication over long distances therefore, 
the sound waves are transformed into electrical signals and transmitted either as continuous 
(analogue) waveforms or as discrete (digital) signals. The most straightforward method of 
encoding speech in digital form is Pulse Code Modulation (PCM) [147,91,82] in which an 
analogue speech signal is band-limited in the 300-3400 Hz range, sampled at 8 kHz (Nyquist 
sampling rate) and each sample quantised to an n-digit binary number. Digital transmission 
of speech offers many advantages. It is easy to store, recover, switch, multiplex and packetize. 
It offers improved security with use of digital encryption. It is more robust to channel errors 
with a use of Forward Error Control (FEC). In applications where the signal is regenerated 
at repeaters, the transmission quality is almost independent of distance. It can be handled 
together with other signals such as video, graphics, facsimile and computer data on Integrated 
Services Digital Networks (ISDN). It requires less transmission power for a given signal quality. 
Furthermore, it offers the possibility of using complex digital signal processing techniques for 
filtering, echo control, generation and detection of signalling tones and so on. 
However, digital transmission of speech has a disadvantage too. The bandwidth it requires 
is many times larger than the 4 kHz needed for an analogue telephony channel. This, coupled 
with the non-availability of low cost digital integrated circuit technology prevented the use of 
digital speech transmission in private or public switched telephone networks (PSTNs) till early 
1960's even though the first PCM telephone system had been designed around 1947 [147]. The 
breakthrough came in 1962 when some experiments in the US demonstrated that a pair of 22- 
gauge copper wires could support transmission of 1.5 Mb/s over a distance of about 2 km without 
significant errors. This led to the development of the first digital transmission system known 
as T-carrier system which was introduced in trunk links of the terrestrial telecommunication 
network to transmit 24 speech channels simultaneously over a single pair of wires. The system 
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was based on the 64 kb/s PCM algorithm [65]. Since then, the the use of digital transmission 
of speech in trunk links of telecommunication networks worldwide has been increasing steadily. 
Even though the ultimate aim of most PSTN operators has been to achieve an end-to-end digital 
transmission of speech, it has not been accomplished so far mainly due to the narrow bandwidth 
of the local loop. 
Besides PSTNs, digital speech coding is also used in numerous other applications. These 
include ISDN, private networks, newly emerging broadcast networks, multimedia, multiplexers, 
land mobile radio communications, personal communication networks, high frequency (HF) 
secure radio communications for civil and military use and satellite based fixed and mobile 
communications. Many speech coding algorithms operating at bit rates in the 2.4 kb/s to 64 
kb/s range with speech quality ranging from synthetic (i. e. sounding like a robot) to toll (i. e. 
sounding like original) have been developed to meet the compression needs of these applications. 
High bit rate (>16 kb/s) coders provide toll quality speech and they are typically used in PSTNs, 
ISDN and other high quality network applications. On the other hand, very low bit rate (<4.8 
kb/s) coders generally provide highly intelligible but synthetic quality speech and hence they are 
usually used in HF secure radio systems. Speech coders operating at rates in the 4.8 to 16 kb/s 
range are capable of producing speech with quality ranging from communication to toll and they 
are in maximum demand, in particular those operating at rates in the 4.8 to 8 kb/s range. This 
is due to the fact that these bit rates suit the applications in which power and/or bandwidth are 
either limited or at a premium. For example, land and satellite based mobile communication 
systems which are growing at a phenomenal rate worldwide. They are also attractive for other 
applications such as private networks employing Very Small Aperture Terminals (VSATs) and 
multiplexers either to accommodate more users or to offer other services such as fax and modem 
data. One speech coding technique which can offer the highest possible speech quality in the 6 
to 8 kb/s range is known as Code Excited Linear Prediction (CELP) [15,184]. 
At present, CELP coding is capable of producing toll quality speech at >8 kb/s. Between 6 
and 8 kb/s, the quality of CELP synthesised speech is acceptable for most mobile applications, 
however, it needs further improvements to make it agreeable for other applications requiring 
higher speech quality. Quality improvement at lower rates, say around 4.8 kb/s, is even more 
desirable because the trend in most modern speech communication systems is to achieve highest 
possible speech quality at lowest possible data rates. The main drawback of CELP coding which 
prohibited its use in practical systems for many years has been its extremely large computational 
complexity. Thus, a great deal of research has been focussed on developing various simplified 
versions of CELP in recent years. Also, Very Large Scale Integration (VLSI) technology has 
advanced enormously during the last decade which has resulted in the availability of increasingly 
powerful (in terms of computational capability) and low power consumption digital signal pro- 
cessors (DSPs) at ever decreasing costs (in terms of $ per million instruction per second (MIPS)). 
This two-pronged advancement has led to the development of numerous real-time implementa- 
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tions of CELP. The aim of the work reported in this thesis was to improve the technique of 
CELP coding such that not only the speech quality at rates below 8 kb/s is improved but also 
the computational complexity is reduced and, if successful, to adapt the resulting algorithm for 
some specific applications. 
1.2 Thesis Outline 
From the start of the project, it was realised that the project would involve research work spread 
into the following three inter-related areas: (i) design and development of low bit rate speech cod- 
ing algorithms, (ii) real-time implementation of speech coding algorithms using programmable 
DSPs and (iii) design and real-time implementation of other application specific features such 
as channel error control, echo cancellation, voice activity detection (VAD) and so on. In (i), 
efforts would be focussed at formulating modifications to CELP coding which not only improve 
the speech quality at rates below 8 kb/s but also reduce the overall computational complexity 
of the algorithm so that the speech coder along with other application dependent features such 
as channel error control, echo cancellation and voice activity detection can be implemented in 
real-time using a low cost programmable DSP. In (ii), efforts would be focussed at formulat- 
ing techniques for achieving an efficient and low cost real-time DSP implementation of a given 
speech coder. In (iii), efforts would be focussed at achieving the required auxiliary function(s) 
using minimum additional computational complexity. 
In Chapter 2, the main factors that influence the design or choice of a speech coding algorithm 
for a given application are analysed. A survey of various applications of digital speech coders 
while identifying their speech coding requirements is also presented. Emphasis has been placed 
on those applications which employ speech coders operating at rates in the 4.8 to 16 kb/s range. 
Chapter 3 begins with a summary of various important features of the human speech pro- 
duction and perception mechanisms that can be exploited in the design of a speech coder. This 
is followed by a description and formulation of linear predictive coding (LPC), pitch predictive 
coding (PPC) and vector quantisation (VQ) which are the three most important bit rate reduc- 
tion tools used in CELP. Finally, different speech coding techniques are reviewed, emphasising 
those having the potential of producing high quality speech at low bit rates, i. e. in the 4.8 to 8 
kb/s range. 
In Chapter 4, a six-stage systematic approach for achieving an economical and efficient real- 
time implementation of high complexity speech coding algorithms such as CELP using general- 
purpose programmable DSPs is formulated and proposed. The six stages are: (i) simulating 
the algorithm in a high-level programming language such as `C', (ii) improving efficiency of the 
high-level code, (iii) choosing an appropriate target DSP, (iv) developing software for the target 
DSP, (v) developing target hardware based on the chosen DSP and (vi) integrating the DSP 
software with the target hardware and final testing. 
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Chapter 5 deals with CELP coding. After formulating and analysing the various components 
of CELP coding (i. e. short-term prediction, long-term prediction and secondary (i. e. codebook) 
excitation), a new CELP-type speech coding algorithm namely Pulsed Residual Excited Lin- 
ear Prediction (PRELP) is presented. This algorithm differs from the standard CELP in the 
modelling of the secondary excitation. Three novel secondary excitation types with varying com- 
putational complexity and storage requirements are proposed. This is followed by formulation 
of various strategies for reducing computational complexity of CELP coding. Finally, adaptive 
postfiltering techniques which can significantly enhance the output speech quality at low bit 
rates are examined. 
Chapter 6 details the design and real-time implementation of a PRELP-based multi-rate 
speech coder and an integrated echo canceller for VSAT and multiplexer applications. The 
chapter begins with a brief description of the multi-rate speech coding algorithm which supports 
operation at the bit rates of 4.8,6.4 and 8 kb/s. Next, the problem of electrical echo control 
in telephony circuits is addressed and the formulation of a low complexity echo canceller is 
presented. This is followed by a description of various in-band synchronisation schemes. Finally, 
the real-time implementation of the in-band synchronised multi-rate speech coder integrated with 
the echo canceller is detailed and the performance of the integrated system discussed. 
Chapter 7 covers the design and real-time implementation of a PRELP-based speech coder 
with integrated channel error control for a new application namely AUDETEL (i. e. Audio 
Description on Television) for the visually impaired. After analysing the constraints and perfor- 
mance requirements of this application, a description of the two versions of the adopted speech 
coder which operate at 7.6 kb/s and 9.5 kb/s is provided. This is followed by a brief overview of 
the VAD incorporated in the system. Next, a channel error control scheme is formulated for this 
application. The kernel of this scheme is a novel redundancy-less channel error recovery scheme 
for codebook vector gains which are the most error sensitive parameters in a CELP-type coder. 
Finally, the real-time implementation of the speech coder with integrated VAD and channel 
error control is detailed and the performance of the integrated system discussed. 
Chapter 8 presents some conclusions that can be drawn from the work reported in this thesis. 
After highlighting the techniques formulated and the results presented, the chapter concludes 
with a brief discussion on possible directions of future research to augment and consolidate this 
work. A general observation on future trends in speech coding is also given. 
1.3 Original Achievements 
In summary, we contend that the original work presented in this thesis is as follows: 
1. A comprehensive review of low bit rate speech coding design considerations, tools and 
techniques. 
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2. Formulating and proposing a systematic approach for achieving a low cost and efficient 
real-time implementation of a high complexity speech coding algorithm. 
3. Design of a new CELP-type low bit rate speech coding algorithm called PRELP. Three 
novel secondary excitation types with varying computational complexity and storage re- 
quirements have been designed for this algorithm. These excitations not only provide 
better speech quality but also require less computational complexity and less or even no 
memory for storage. 
4. Formulating and proposing complexity reduction strategies for CELP-type speech coding 
algorithms. 
5. An integrated design strategy for achieving the realisation of a multi-rate speech coder and 
an integrated echo canceller using a single DSP for private networks employing VSATs 
and multiplexers. The coder can operate at 4.8,6.4 and 8 kb/s while producing good 
communication to near-toll quality speech. The echo canceller exceeds the requirements 
of the ITU-T Rec. G. 165 [64] even though it employs only 64 taps. 
6. Formulation of a new redundancy-less channel error recovery scheme for secondary exci- 
tation vector gains which are the most error sensitive parameters in a CELP-type coder. 
7. An overall system design approach for realising a speech coder with integrated channel 
control using diminutive redundancy for a broadcast network application namely AUDE- 
TEL, i. e. Audio Description on Television (for the visually impaired). The coder can 
operate at 7.6 and 9.5 kb/s for its integration into the Teletext and NICAM transmission 
systems respectively. It produces near-toll quality speech and copes well with random and 
bursty errors. 
Various papers resulting from the work covered in this thesis have been published at confer- 
ences and in some journals. A list of these publications is given in Appendix A. 
Chapter 2 
DESIGN CRITERIA AND 
APPLICATIONS OF DIGITAL 
SPEECH CODERS 
2.1 Introduction 
Digital coding of speech offers many advantages which include ease of storage, possibility to error- 
protect, encrypt, multiplex, packetize and mix. The idea of transmitting analogue information 
such as speech by digital means was pursued by Alec H. Reeves far back in 1937 when he 
invented pulse code modulation (PCM). The first PCM telephone system was designed at the 
Bell Telephone Laboratories around 1947 [147]. However, it could not be exploited until the 
early 1960's mainly due to the lack of low cost digital integrated circuit technology. Since the 
introduction of the first 24 channel 64 kb/s PCM system in 1962, there has been a surge in the 
area of digital speech coding. The development of numerous speech coding algorithms and the 
availability of cost effective VLSI technology in recent years has led to the development of a 
range of terrestrial and satellite communication applications. These applications employ digital 
speech coders operating at various bit rates which range from 2.4 to 64 kb/s. 
A digital speech communication system generally comprises of three components. First, a 
digital speech coder which attempts to minimise the necessary bit rate for faithfully representing 
the input signal in order to conserve the transmission bandwidth. The encoder at the transmit 
side compresses the signal and the decoder expands it at the receiver. Second, a channel coder 
which attempts to protect the encoded bit stream from transmission channel errors, generally 
by adding some redundancy. Third, a modulator coupled with a demodulator (modem) which 
seeks to maximise the bit rate that can be supported in a given channel without causing an 
unacceptable level of bit error probability. Amongst these, the speech coder is perhaps the most 
important component as this determines to a large extent the final output speech quality. There 
are a number of factors that need to be taken into account while designing a digital speech 
coder for a given application. These factors are analysed in section 2.2 of this chapter. Section 
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2.3 surveys various applications of digital speech coders while identifying their speech coding 
requirements. Finally, some concluding remarks on the chapter are presented in section 2.4. 
2.2 Design Criteria 
The design of a speech coder for a specific application entails a careful consideration of the 
interplay of numerous factors to obtain a balance between often conflicting objectives. These 
factors whose relative significance may vary from application to application include bit rate, 
speech quality, communication delay, complexity, robustness to channel errors and background 
acoustic noise, performance during tandeming and transcoding connections, capability to handle 
non-speech signals, ability to operate at variable bit rate, cost, power consumption and physical 
size. These are briefly discussed in the following subsections. 
2.2.1 Bit Rate, Quality, Complexity and Delay 
The generic problem in digital speech coding is to minimise the bit rate in the digital repre- 
sentation of the signal while maintaining required levels of signal quality, complexity of imple- 
mentation and communication delay. In the following we will first describe these parameters 
individually and then discuss their interplay. 
Bit Rate: The most commonly used measure of bit rate is bits per second. However, it may 
not be as revealing as bits per sample which signifies the number of bits used to encoding one 
input sample and thus indicates the level of compression achieved by a specific coder. For digital 
speech coders intended for telephony applications, it is a general practice to use the 64 kb/s 
(narrow-band) PCM [65] as a reference for performance comparison. In this coder, the input 
speech signal is band limited in the 300-3400 Hz range, sampled at 8 kHz and each sample 
companded and encoded using an 8-bit quantiser. Thus, the 64 kb/s PCM can be viewed as a 
highly inefficient coding scheme because it employs 8 bits to encode one sample when compared 
with the 2.4 kb/s LPC10 [218] which uses just over a quarter of a bit to encode one sample. 
According to the bit rate, digital speech coders may be classified into four categories. High bit 
rate (HBR) coders, medium bit rate (MBR) coders, low bit rate (LBR) coders and very low bit 
rate (VLBR) coders, operating at data rates of >16 kb/s, 8-16 kb/s, 4.8-8 kb/s and < 4.8 kb/s. 
Quality: Though both objective and subjective measures such as signal to noise ratio (SNR) 
and mean opinion score (MOS) [60] are used to determine the quality of a speech coder, the 
latter are often more revealing especially at low bit rates. On a five point MOS scale where 1 
and 5 represent bad and excellent respectively, MOS ratings above 4 indicate toll quality. MOS 
ratings between 3 and 4 signify communication quality and those below 3 represent synthetic 
quality speech. The MOS figure for a given speech coder is determined by averaging the scores 
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marked by a large number of listeners (subjects) using a large number of speakers of varying 
ages, both male and female. Subjectively toll quality means that test subjects find the speech as 
intelligible as the original and free of distortion. Communication quality means that distortion is 
present but not obvious and has very high intelligibility. Whereas synthetic quality is associated 
with good intelligibility but less speaker identifiability. 
Complexity: The complexity of a coding algorithm is the computational effort required to 
implement the encoding and decoding processes in signal processing hardware. It is typically 
measured in terms of arithmetic capability and memory requirement. Speech coding algorithms 
are almost always real-time implemented in a general purpose programmable DSP, at least for 
proto-typing. An algorithm specified using floating-point arithmetic format generally requires 
significantly more computational capability if implemented in a fixed-point DSP for the reasons 
discussed in Chapter 4. 
Communication Delay: The communication delay of a speech transmission system affects 
the user's perception of the quality of the service. It includes delays due to speech coding, 
channel coding, interleaving, transmission and signaling. However, only speech coding delay is 
of concern here. The speech coding delay can be split into algorithmic delay and computational 
or processing delay. It can be measured by connecting the encoder output directly to the decoder 
input and measuring the time which elapses between the speech entering the encoder and the 
recovered speech leaving the decoder. 
Interplay of Bit Rate, Quality, Complexity and Delay: Usually as the bit rate is reduced 
to increase capacity of a given channel the quality goes down. To maintain the quality a more 
sophisticated speech coding algorithm has to be employed which in turn implies (a) increasing 
the complexity of the speech coder and (b) increasing the communication delay due to larger 
buffering delay. It has been estimated that in the range of 8 to 64 kb/s, the complexity in MIPS 
increases by an order of magnitude when the coding rate is halved for approximately equal 
speech quality [105]. Nevertheless, user's perception of a digital speech communication system 
is strongly influenced by the quality of the speech coder employed in that system. The quality 
aspect, therefore, weighs heavily while striking a balance between the above cited parameters. 
Well designed coders operating at bit rates >13 kb/s should generally produce near toll 
quality speech and are typically employed in applications such as PSTNs where high quality 
speech is required. Those operating at bit rates between 4 and 13 kb/s produce communication 
quality speech and are attractive for applications such as cellular mobile radio systems, per- 
sonal communication systems and mobile satellite communication systems where both power 
and bandwidth are limited. Coders operating at bit rates below 4 kb/s mostly produce syn- 
thetic quality speech and are usually used in applications such as secure radio (HF) and secure 
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telephone where the transmission bandwidth available per speech channel is highly restricted 
and intelligibility rather than quality is of prime importance. 
The speech coding delay generally increases as the coding rate decreases. There are two 
reasons for this. Firstly due to long algorithmic delay which itself is due to long buffering time 
in predictive coders. Buffering time is usually in the range of 16-30 ms in the case of forward 
predictive and 0-to-5 ms in the case of backward predictive coders. Secondly since low bit rate 
speech coders are typically more complex they require longer computational time. One approach 
to reduce processing delay is to design the channel coder and interleaver in such a way that they 
start processing the data as soon as it becomes available rather than waiting for a whole frame 
of encoded data from the speech encoder. Longer communication delay is unimportant for 
voice storage and retrieval systems but is important for speech communication systems for the 
following two reasons: (i) excessive delay causes conversational difficulties and (ii) the presence 
of any electrical or acoustic echo in the system becomes more annoying and objectionable when 
coupled with long delays especially during two-way conversations. 
The use of echo control devices becomes obligatory when the end-to-end delay in a speech 
communication system approaches the maximum limit set by the appropriate regulatory body. 
For satellite systems the use of echo suppressors or cancellers is already mandatory because of 
the associated long propagation delays - 270 ms one way for one satellite hop. For terrestrial 
circuits however, echo control generally is not needed where high bit rate speech coders such 
as 64 kb/s PCM [65] are employed because the coding delays are negligible and therefore the 
maximum communication delay limit of 40 ms beyond which the use of echo control devices 
becomes mandatory is generally not exceeded. Notwithstanding the fact that adequate echo 
cancellation might already have been provided in a terrestrial or satellite network additional 
echo cancellation may be required when a low bit rate speech coder with excessively long delay 
(e. g. 4.8 kb/s DoD CELP [159]) is employed. However, the provision of extra echo control 
devices implies extra cost, therefore, while choosing or designing a speech coder for a given 
application the overall speech coder delay should be taken into account. 
2.2.2 Cost, Power Consumption and Physical Size 
These factors are dictated by the complexity of the algorithm to be implemented. The cost 
of coding hardware generally increases with complexity. However, electronics technology has 
advanced phenomenally during the last 15 years, resulting in the availability of DSPs with 
computing capabilities of the order of 40 MIPS and cost per MIPS about 500 times less than 
it was in early 1980's (see Chapter 4). Consequently, coding algorithms of significantly high 
complexity which previously were considered economically impractical are being implemented 
in real time, some of them in single chip DSPs, e. g. [213]. 
Speech coders employing high complexity DSPs and large amounts of memory generally 
consume more power. In order to dissipate this power large size heat sinks are required which 
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leads to increased weight. Large power consumption and weight of a speech coder may not be 
of much importance for non-portable or vehicle-mounted systems but for mobile communication 
systems employing small hand-held terminals with limited battery power they are of a major 
concern. The power consumption can be almost halved by switching off the transmitter when 
there is no speech activity. This requires a suitable voice activity detector (VAD) which can 
efficiently identify gaps and pauses during a conversation. 
2.2.3 Robustness 
Digital speech communication systems generally suffer from transmission channel errors. For 
some channels such as public switched telephone networks (PSTNs) and integrated services 
digital network (ISDN) these errors are random in nature and very low in rate. Whereas for 
others such as cellular mobile radio and mobile satellite channels they are both random and 
bursty in nature and high in rate. For such applications the speech coding rate typically occupies 
almost half of the gross rate and the rest is used for forward error control (FEC). Though FEC 
schemes generally are able to deal with a large percentage of channel errors nevertheless there 
are still some errors left uncorrected. Consequently, the built-in robustness of a speech coding 
scheme against channel errors is vital for an acceptable average overall performance. Built-in 
robustness requires less FEC leaving more capacity for source coding which may be used to 
achieve higher speech quality. The traditional approach of designing a speech coder first and 
then designing a channel coder for it usually does not produce an overall optimum system. A 
joint source and channel coding strategy is therefore desirable [20,160]. 
In addition to robustness to channel errors, speech coders generally need to be able to work 
with (a) a wide range of speakers, (b) a large dynamic range and (c) background acoustic noise 
which can vary for different mobile applications. Some applications (e. g. Police) may also require 
a speech coder to be able to cope with two simultaneous speakers. 
2.2.4 Tandeming and Transcoding 
Tandeming is the cascading of speech coders during a telephone call. These connections typi- 
cally occur during long-distance PSTN calls and mobile-to-mobile calls in digital cellular radio 
systems. Transcoding means the cascading of speech coders during a telephone call such that the 
decoded output of the first speech coder is coded into another format (usually PCM) before it is 
fed to the second speech coder. In either of the above scenarios, the first speech coder should not 
introduce characteristics into the output speech which can adversely affect the accuracy of the 
parametric modelling in the second coder. Otherwise, it may result in a cumulative distortion 
enough to bring the end-to-end speech quality down to an unacceptable level. This problem 
is especially acute in LBR speech coders which frequently employ postfiltering and other post 
processing techniques to enhance subjective speech quality. However, it would be wrong to pre- 
sume that postfiltering cannot be used in LBR speech coders intended for applications involving 
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tandeming or transcoding connections. In fact, it has been demonstrated in [38] that when the 
postfilter designed for the 16 kb/s LD-CELP was properly tuned for tandeming, it could actually 
improve the speech quality by a significant amount even after three tandems. 
2.2.5 Non-Speech Signal Requirements 
Some applications (e. g. PSTNs) may also require the speech coders to faithfully reproduce 
certain types of non-speech signals. For example, modem data signals, dual tone multi-frequency 
(DTMF) signaling tones and other information tones such as telephone ringing and engaged 
tones. Since the characteristics of speech signals are quite different from these non-speech 
signals the speech coder design needs to be optimised for both types of signals. In general, the 
lower the bit rate of the speech coder is, the more the speech specific nature of the encoding 
algorithm and hence the more unlikely that the coder will pass these non-speech signals with 
sufficient fidelity. 
2.2.6 Multi-Rate Operation 
The capability to operate at bit rates which vary in steps may be desirable for some applications 
such as mobile radio where the transmission channel suffers from shadowing and multi-path 
fading effects [205]. These effects reduce the signal strength significantly and result in large 
numbers of errors in the recovered digital data stream which in turn can degrade the recovered 
speech quality to an unacceptable level. However, this can be avoided if the bit rate of the 
source or speech coder is reduced when the transmission channel becomes worse and the spare 
bits used to increase the error protection. This way the quality of recovered speech may degrade 
gradually depending on the channel conditions but it is unlikely to fall to an unacceptably low 
level. However, this scheme requires a feedback signal from the receiver to the transmitter. 
The multi-rate capability of a speech coder could also be useful in providing the flexibility to 
accommodate more users during the peak traffic hours by operating at a lower bit rate or to 
multiplex speech and data services over the same channel. 
2.3 Applications 
Digital coding of speech has been employed in a wide range of terrestrial and satellite communi- 
cation applications. Some of these applications have just been standardised and are operational 
whilst others have moved into a second or third generation. This section presents a brief survey 
of these applications, highlighting the main characteristics of each application and reconciling 
these with those of the speech coders adopted. 
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2.3.1 Terrestrial Systems 
The digital speech transmission systems which generally do not employ satellite channels are 
classified as terrestrial systems. These include public switched telephone networks (PSTNs), 
integrated services digital network (ISDN), private networks and digital leased lines, broadcast 
networks, multimedia, voice mail systems, voice messaging systems, cordless and cellular mobile 
radio communication systems and personal communication networks (PCNs). 
2.3.1.1 PSTNs 
Since Graham Bell's invention of the telephone more than 100 years ago the use of telephony 
has been increasing exponentially - there were about 800 billion telephone calls made in 1986 
from 625 million telephone sets worldwide [227]. Since digital transmission of speech offers many 
advantages over analogue transmission, PSTN operators worldwide have been replacing older- 
technology analogue local exchanges with modern digital electronic exchanges. As a result, an 
increasing number of the PSTN trunk links in most of the developed countries are employing 
digital transmission [220]. The ultimate goal is to achieve an end-to-end digital transmission. 
This has not been achieved so far mainly due to the high costs involved in replacing or upgrading 
the narrow-band local loop transmission media. However, it has been demonstrated that digital 
transmission at 800 kb/s can be achieved by using high rate digital subscriber loop (HDSL) 
technology [93] over standard twisted pair local loop cables for distances exceeding 4 km. 
Taking into account an enormous worldwide use of PSTNs, the Telecommunications Stan- 
dardisation Sector of the International Telecommunication Union (ITU-T) has laid down very 
stringent performance requirements for speech coders to be used on PSTNs - ITU-T has been 
created as a result of the recent restructuring of the ITU and it has assumed the standards- 
setting activities of both the CCITT and the CCIR which have disappeared [5]. The most 
important of these requirements include: (i) toll quality speech, (ii) coding delay less than 10 
ms, (iii) robustness to random channel errors up to 10-3, (iv) ability to handle signalling tones 
and voice-band data, (v) ability to pass tones and (vi) the end-to-end quality should not become 
worse than that of 6-7 bit PCM for two asynchronous PCM transcoding connections [47]. These 
requirements are generally met by HBR speech coders such as 64 kb/s PCM [65], 32 kb/s AD- 
PCM [66] and 16 kb/s LD-CELP [69]. Coding delay for the PCM and the ADPCM is less than 
a millisecond and that for the LD-CELP about 2 ms. The 64 kb/s PCM was adopted in 1972, 
the 32 kb/s ADPCM in 1984 and the 16 kb/s Low-Delay CELP (LD-CELP) in 1991 as the first, 
second and third digital speech coding standards by the CCITT for PSTN use. Amongst these, 
the 16 kb/s LD-CELP is the most computationally intensive [69,35,36] and therefore the most 
expensive. 
A 56 kb/s version of the 64 kb/s PCM algorithm is also used in some countries, e. g. Japan 
and North America. It is obtained by using a 7-bit (instead of 8-bit) quantiser for digitising 
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the bandlimited (300-3400 Hz in Europe and 200-3200 Hz in USA) speech sampled at 8 kHz. 
The ADPCM at various bit rates in 16 to 40 kb/s range is also being used in Digital Circuit 
Multiplication Equipment (DCME) [68] on PSTNs as well as on satellite links. The DCME 
technique enables telecommunication companies to get the best possible advantage from their 
available capacity by multiplying the number of circuits which can be carried on a2 Mb/s 
bearer. Up to 30 channels can be transmitted on a2 Mb/s line using 64 kb/s standard PCM 
whereas DCME allows up to four times as many by employing ADPCM together with digital 
speech interpolation (DSI). This is achieved without a noticeable degradation in the quality of 
service. The DSI process detects speech activity on the input circuits and reassigns the available 
transmission capacity from silent channels to active channels as and when necessary. The speech 
coding requirements of DCME systems are the same as those of PSTNs except the coding delay 
which in this case can be up to 80 ms [47]. 
2.3.1.2 ISDN 
The ISDN concept was spurred on by the need for transmission of speech integrated with data 
on end-to-end digital links. The first generation ISDN links were made available in the late 
1980's. They offered a channel capacity of 64 kb/s whereas the second generation which was 
introduced in early 1990's offers a channel capacity of 144 kb/s to carry two 64 kb/s data, voice 
or video channels and a 16 kb/s channel for call control [90]. Even though the main digital 
routes in many countries are in place the ISDN has a limited availability of service mainly due 
to two reasons: (i) high costs involved in a nationwide provision of ISDN network and (ii) the 
incompatibility of ISDN implementations employed so far in the five main ISDN markets - 
France, Germany, Japan, USA and the UK. 
For a wide spread use of ISDN a community of users is required where each user has one or 
more terminals that inter-work with other users' terminals. And this is possible only when all 
the ISDN terminal equipment is working to a common agreed standard covering both signalling 
protocols and applications. Some market analysts believe that once Europe chooses a common 
ISDN standard the other countries such as USA and Japan will follow the same standard and 
this will end the wait-and-see attitude on the part of customers and suppliers [1]. 
The most important speech coding requirements of the ISDN systems include robustness to 
random channel errors up to 10-4 and toll quality speech which should not become worse than 
that for 6-7 bit PCM for 4 synchronous PCM transcoding connections [47]. These requirements 
are fully met by the 64 kb/s Sub-Band ADPCM (SB-ADPCM) [67] algorithm which was adopted 
by CCITT in 1984 as a standard for teleconferencing on ISDN. In this algorithm, the input speech 
is band-limited to 7 kHz rather than 3.4 kHz. Then sub-band coding is applied to split this into 
two bands. These bands are individually encoded using the 32 kb/s ADPCM. In ISDN systems 
where fidelity of the output speech is not of much concern, the narrowband 64 kb/s PCM is 
used instead of the wideband 64 kb/s SB-ADPCM. A7 kHz bandwidth 32 kb/s speech coder 
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based on transform coding has also been proposed for ISDN systems [169]. 
2.3.1.3 Private Networks and Digital Leased Lines 
The increasing demand for digital speech communication services led to the development of 
"closed" or private networks where different speech coding schemes can be used almost indepen- 
dently of the PSTN. Mercury Communications' private network in the UK which employs 32 
kb/s Continuously Variable Slope Delta Modulation (CVSDM) is a typical example [31]. The 
performance requirements for speech coders intended for private networks are generally not as 
stringent as those for PSTNs and they vary from network to network. Because of their various 
advantages such as cheaper calls, security of data (though limited) and flexibility in terms of 
the type of services (e. g. voice, fax, computer data, graphics, video and so on) an increasing 
number of multinational companies and other business users have been developing their own 
private networks. This is typically achieved by leasing a few non-switched digital lines from the 
local PSTN operator such as British Telecom in the UK. The leased lines are used to connect 
PABXs situated at distant locations and multiplexers are employed as shown in Figure 2.1. 
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Figure 2.1: Conceptual block diagram of a multiplexer system. 
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The aim is to accommodate more than one speech channel and possibly some data within 
the capacity of a single line. For example, in a typical scenario, instead of using eight switched 
analogue lines to provide seven speech channels and one 8 kb/s data channel between two PABXs 
200 km apart, only one 64 kb/s capacity non-switched digital line may be leased which employs 
an 8-to-1 multiplexer that multiplexes the output of seven 8 kb/s speech encoders and the 
data channel. The use of multiplexers and low bit rate speech coders becomes more attractive 
economically as distance and traffic between the PABXs increase. 
The speech coding requirements of private networks vary over a wide range from one network 
to the other. Typically, speech coders operating in the 4.8-16 kb/s range with robustness to 
random channel errors up to 10-4 and ability to pass signalling tones are employed in these 
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networks. The speech quality is generally of good communication level whereas the coding delay 
without echo cancellation is below 70 ms and with echo cancellation in the 100-150 ms range. 
A rapidly emerging trend in private networks is to support voiceband data and facsimile (fax) 
as well. 
2.3.1.4 Broadcast Networks 
A very recently developed application of low bit rate speech coders is known as AUDETEL 
[174,119,211]. The application employs the television broadcast network for the delivery of 
Audio Description which is a commentary describing the key visual elements of a scene on the 
TV screen to the visually impaired. The provision of such a service in some countries such 
as USA and Japan has been relatively straight forward because an extra FM sound channel 
was available to carry the Audio Description signal. However, in Europe where the baseband 
spectrum of the standard 8 MHz TV channel is already congested, the Audio Description signal 
has been squeezed into the baseband by encoding the signal at around 8 kb/s and transmitting 
it using some spare capacity in the NICAM data stream. In countries where NICAM channel is 
not available, the signal is transmitted using a line during the vertical blanking interval (rather 
like Teletext). The main speech coding requirements of this application are highest possible 
speech quality at around 8 kb/s and robustness to random channel errors of up to 10-3. For a 
detailed account of this application, the reader is referred to Chapter 7 of this thesis. 
2.3.1.5 Multimedia 
It is a relatively new concept both in terms of art and technology. A common understanding 
of the term `multimedia' is computer-based programming which combines at least three of the 
following seven media: (i) text, (ii) data, (iii) audio, (iv) graphics, (v) still pictures, (vi) anima- 
tion and (vii) moving pictures [23]. The audio category includes the human voice, music and 
sound effects, either recorded from live sources or created electronically. The ultimate aim in 
the multimedia technology is to offer multimedia services from a single platform, most probably 
a high performance computer. The transmission medium for multimedia services is poised to 
be ISDN. The main speech coding requirements of multimedia are the same as those of ISDN 
except that wide band (0-7 kHz) audio signals are also to be transmitted. Additionally, CD 
(compact disc) quality audio is to be supported to meet the very high quality sound needs of 
the intended consumer electronics market for multimedia products. Currently, 64 kb/s narrow- 
band PCM (G. 711) [65] and 64 kb/s wideband SB-ADPCM (G. 722) [67] are being used with a 
provision of operation at lower rate coders such as 16 kb/s narrowband ADPCM (G. 726) [68]. 
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2.3.1.6 Voice Mail Systems 
In this application, a central recording, storing and retrieving facility is accessed by a user for 
both recording and storing voice messages for one or more other users who may access the same 
facility for a later retrieval of the message. This is a kind of store-and-forward application. The 
central facility can be managed by the PSTN or by the file server on a computer local area 
network. A commonly experienced form of a voice mail system is a digital telephone answering 
machine. The most important speech coding requirements of voice mail systems include toll 
quality speech and robustness to random channel errors up to 10-4 [47]. Generally 64 kb/s 
PCM and 32 kb/s ADPCM are employed in voice mail systems. The use of low bit rate speech 
coders in voice mail systems is desirable to maximise their storage capability. 
2.3.1.7 Voice Messaging Systems 
These systems are used in telephone exchanges for making announcements. The speech coding 
requirements are high intelligibility (not necessarily high quality) and robustness to random 
channel errors up to 10-4. However, the coding delay is a non-issue. ITU-T has recently been 
working on the process of standardisation of speech coding at 4 kb/s for this application [7]. 
2.3.1.8 Land Mobile Radio Communications 
In the past, the use of land mobile radio communication systems was generally limited to two 
categories of people. Firstly, users from various Government departments including defence and 
numerous branches of the home office, e. g. police service, fire service, ambulance service and 
so on. Secondly, users from the public who need to maintain contact with their offices and 
destinations even during their journey. For example, haulage and dispatch firms, taxi drivers 
other professionals who need to be reached and to reach others at any time and anywhere (e. g. 
doctors), travelling executives and businessmen. However, with the changing life style of the 
people in the developed world the use of a land mobile radio equipment such as a hand-held 
mobile telephone has now become a norm. The numerous telecommunication services that have 
evolved to meet the requirements of the above cited groups of users include paging, dispatch, 
mobile telephony and citizen band services based on limited range broadcasting. Only mobile 
telephony is discussed here. Mobile telephony includes cellular mobile radio systems, cordless 
mobile radio systems and personal communication systems. A brief account of each of these 
follows. 
Cellular Mobile Radio Systems: The first generation of cellular mobile radio systems 
included Advanced Mobile Phone Systems (AMPS) in North America, Nordic Mobile Tele- 
phone system (NMT) in Scandinavia, Nippon Advanced Mobile Telephone Systems (NAMTS) 
in Japan, Netz C and D in Germany and Total Access Communication Systems (TACS) fol- 
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lowed by Extended TACS (ETACS) in the UK [166]. These systems employed analogue speech 
transmission and were introduced during the last two decades. Within a few years of their 
commissioning most of these systems were operating at very close to their full capacity. Large 
and expanding demand led to the development of second generation cellular systems. This gen- 
eration employed digital speech to offer secure, interference-free, cost effective and feature-rich 
alternatives to analogue cellular systems. 
The cellular mobile transmission channel suffers from severe bursty errors. This is due 
to (a) co-channel interference (CCI) as a result of the frequency re-use employed in cellular 
mobile systems to maximise the spectral efficiency and hence the capacity of the system and 
(b) multi-path fading effects which are quite severe in built-up areas. For a given cell size 
and spectrum allocation there are various sub-systems such as speech coder, channel coder, 
interleaver, modulator and so forth which are influential in determining the number of mobile 
users that can be accommodated [130]. By reducing the bit rate of the speech coder or the 
amount of channel coding required the number of users and therefore spectral efficiency can 
be increased. The modulation scheme determines the bandwidth efficiency of a single physical 
channel in terms of bits per second per Hz (b/s/Hz). The interleavers are generally employed to 
randomise bursts of errors in order to enable the use of random error detection and correction 
algorithms. The modulation schemes are required to have high power efficiency because the 
power available with a mobile terminal is usually quite limited. 
The speech coding requirements of cellular mobile radio systems are: (i) coding delays less 
than 70 ms, (ii) robustness against random channel errors up to 10-2, (iii) communication quality 
speech, (iv) end-to-end quality not worse than that of respective 900 MHz analogue system for 
2 asynchronous PCM transcoding connections and (iv) ability to pass signalling tones [47]. The 
other requirements include robustness to high rate bursty channel errors (up to 3%) and mobile 
environment background noise. Also, low computational complexity in order to minimise the 
implementation cost and power consumption is desired. 
During the last decade several digital speech coding algorithms have been standardised for 
cellular mobile radio applications. These include the Pan-European Digital Cellular Mobile 
Radio system (GSM) adopted in 1988, the North American Digital Mobile Radio system (IS-54) 
adopted in 1989, the Japanese Digital Mobile Radio system (JDC) adopted in 1991 [205], the 
North American CDMA Digital Mobile Radio system (IS-96) adopted in 1993 [56], the North 
American Police officer communication system (APCO) adopted in 1992 [95,96] and the Trans 
European Trunk Radio system (TETRA) adopted in 1993 [224]. Both APCO and TETRA 
are based on a 7.2 kb/s (gross rate) version of the Improved Multi-Band Excitation (IMBE) 
algorithm [95,96]. 
The GSM and IS-54 systems operate in the 900 MHz frequency band whereas the JDC 
system operates in the 800 MHz band, eventually this will move into the 1.5 GHz band. All the 
three systems employ FDMA/TDMA method of multiple access which requires handing-over 
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the call control from one base station to another. This results in disruption of an on-going 
telephone conversation when a mobile user crosses cell boundaries. This can be avoided by 
employing CDMA multiple access technique which allows the making of a connection in the 
next cell before it is broken in the current cell but at the cost of increased system complexity. 
The IS-96 system is based on this concept. 
The GSM (Full Rate) system operates at a gross bit rate of 22.8 kb/s which accrues from 
13 kb/s for speech coding based on Regular Pulse Excited LPC (RPELPC) with Long Term 
Prediction (RPE-LTP) and 9.8 kb/s for channel coding based on a half-rate convolutional coder 
used to protect the most sensitive bits [155]. For efficient use of the transmission bandwidth and 
to reduce CCI a discontinuous transmission (DTX) system is employed [207]. The heart of the 
DTX system is a voice activity detector (VAD). The output of the VAD is used to switch the 
transmitter off during silence periods. The IS-54 system operates at a gross bit rate of 13 kb/s 
which accrues from 7.95 kb/s for speech coding based on Vector Sum Excited LPC (VSELP) 
[73] and 5.05 kb/s for channel coding based on half-rate convolutional coding used to protect 
the most sensitive bits. The IS-96 system employs a variable rate CELP coder operating at 
the bit rates of 8,4,2 and 1 kb/s depending on the speech activity. Typically, active speech is 
coded at 8 kb/s while silence and background noise are coded at 1 kb/s [48]. The JDC system 
operates at a gross bit rate of 11.2 kb/s which accrues from 6.7 kb/s for speech coding based on 
VSELP and 4.5 kb/s for channel coding based on 9/17 convolutional coding used to protect the 
most sensitive bits. All the three speech coders producing communication quality speech have a 
coding delay of the order of 25-30 ms and are robust to channel errors and mobile background 
noise. The computational complexity of these coders is easily manageable in a single fixed-point 
DSP such as AT&T's DSP16A [18]. 
The GSM system had already been adopted by more than 50 countries around the world by 
1992 and Siemens have predicted that there would be about 31 million GSM subscribers by the 
turn of this century [3]. In order to be able to meet this huge demand, the process of choosing 
and standardising a half-rate GSM system operating at a gross bit rate of 11.4 kb/s has recently 
been completed. The source coder is based on VSELP and it operates at 5.6 kb/s [76,6]. For 
similar reasons in the US and Japan, half-rate versions of the IS-54 and JDC systems are being 
studied. Also, a Pan-European railway communication system is being standardised for its 
introduction in 1997. This system is poised to employ the GSM full-rate system, however in a 
modified form [224]. Envisaging a huge market for these systems, Texas Instruments (TI) have 
just announced the availability of two high performance DSPs, TMS320C545 and TMS320C546, 
designed specifically for these systems [100]. 
Cordless Mobile Radio Systems: The first generation cordless telephones (CT1) which 
employed analogue speech transmission can be regarded more or less as ordinary telephone 
receivers with the wire between the handset and the rest of the unit cut and replaced by a 
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radio link. The handset only works with its own base station. In the 1980's, second generation 
cordless telephony (CT2) was developed. CT2 employs digital speech transmission. It offers 
more consistent speech quality. The possibility of being overheard or eaves-dropping is eliminated 
by assigning each handset a unique identity code which is exchanged with the base station every 
few seconds to confirm the integrity of the link. Both CT1 and CT2 operate in the 1.5 GHz 
band. The main limitation of cordless telephony is its short range which is typically of the order 
of 50-100 M. 
The CT2 handset can be used in three different modes: (i) with a domestic radio base 
station plugged into the standard telephone socket where it functions as a conventional cordless 
telephone, (ii) at work with a network of linked base stations to function as a cordless PABX 
where people with a cordless handset can call or be called anywhere in the coverage area and 
(iii) at a telepoint where radio base stations linked to the PSTN are provided in many public 
places including shops, airports, railway stations and restaurants. In this case a service operator 
is needed to install the base stations, register users and manage the network. For domestic and 
cordless PABX use, users can of course receive as well as make calls. In telepoint use this is not 
possible because the coverage is not contiguous and unlike cellular the system does not track the 
position of all users at all times. Various ways round this have been proposed including users 
registering their presence with the system when they arrive at a telepoint and combining paging 
with telepoint to alert users to incoming calls. 
The speech coding requirements for digital cordless telephony are more or less the same 
as those for digital cellular mobile radio systems. High bit rate speech coders generally meet 
all these requirements. For example, a modification of the CCITT ADPCM (G. 721) has been 
employed in the UK's CT2 standard [49]. The Digital European Cordless Telecommunication 
(DECT) standard also specifies 32 kb/s ADPCM [25]. 
One of the widely debated standards issues in the European mobile communication industry 
has been which digital system to adopt for cordless telephony, the UK's CT2 or DECT [2]. DECT 
is considered to be superior but its position is less secure as CT2 has already been launched in 
many countries including UK, France, Germany, Netherlands and lately in China, Singapore, 
Taiwan and Hong Kong [2]. According to one forecast, there will be about 200 million cordless 
phones worldwide by the year 2000 [4]. 
Personal Communication Networks: Personal communication networks (PCNs) are re- 
quired to realise the concept of a personal communicator -a small (probably pocket size), 
cheap unit that would be carried by just about everyone and would allow communication at 
any time and anywhere. A PCN is expected to operate like a PSTN (or possibly ISDN), except 
that it combines both fixed and mobile applications in a single network. Market research has 
indicated that a large proportion of the population in Europe, North America and Japan would 
eventually buy such a device [2]. 
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There are two schools of thought on PCNs in Europe. One is that the technology is essentially 
a glorified cellular system using essentially GSM protocols in the 1.8 GHz band. The other is 
that it represents a new mobile communication service with light-weight and low-cost handsets 
aimed at the mass market. Cellular systems meet most of the PCN requirements but they 
are expensive and have limited capacity. Cordless systems are cheap and can serve a large 
market with a very limited spectrum allocation but they have limited facilities, in particular, 
the coverage is not contiguous. 
In 1989, the UK was the first country to award licences for personal communication networks. 
The UK PCN is based on the Digital Cellular System 1800 (DCS 1800) standard which essentially 
is a 1.8 GHz version of the 900 MHz GSM [25]. In 1992, Germany signalled plans to introduce 
PCN. German PCN is also based on DCS-1800 and was expected to be operative by the end of 
1995 [2]. In the US, CT-2 (telepoint), DECT, GSM and quite a few other standards are being 
used in PCN trials but none of these has been adopted as a standard for PCN applications. 
In Japan, where PCNs are called personal handy phones (PHPs), NTT has been developing 
the technology. As in Europe, Japan PHP system is based on a cellular system but with much 
smaller cells than the conventional cellular phone systems. However, the standard on which 
these PHPs are based has yet not been disclosed. 
The speech coding requirements for PCN systems are to a large extent the same as those 
for the digital cellular mobile radio systems. However, there is more emphasis on low cost, low 
power consumption, small size and light weight. Additionally, they need to be robust to bursty 
channel errors. The full-rate GSM speech coding algorithm (RPE-LTP) meets most of these 
requirements but at a gross bit rate of 22.8 kb/s - half-rate GSM algorithm is expected to give 
the same performance as the full-rate but at 11.4 kb/s. However, in order to meet the projected 
demand for 10's if not 100's of million PCN systems by year 2000 within the limited spectrum 
allocated for such services, further development of speech coding technology aimed at producing 
near-toll quality speech at low bit rates probably in the range of 4 to 6 kb/s whilst meeting all 
other performance requirements cited above is required. 
Beyond the PCN systems described above, developers are working on the 3rd. generation sys- 
tems which will not only succeed DECT and GSM but also integrate all types of mobile services 
including paging, cellular, cordless and data transmission within a universal personal mobile ser- 
vice network. Within Europe, this is termed Universal Mobile Telecom Service (UMTS) while 
internationally the concept is termed Future Public Land Mobile Telecommunication Systems 
(FPLMTS) [220]. The former was proposed by the Research in Advanced Communications for 
Europe (RACE) project whereas the latter was proposed by CCIR Task Group 8/1. For PSTNs, 
the ITU-T has recently adopted a low-delay 8 kb/s ACELP-based speech coder [182,70]. The 
performance criteria comprised of coding delay < 10 ms, near-toll quality speech and robustness 
to random channel errors up to 10-3 [34]. However, the coding delay requirement was eventually 
revised to 15 ms because none of the candidate coders could meet the original limit of 10 ms. 
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2.3.2 Satellite Communications 
Satellite systems are used for a range of applications, e. g. communications, meteorology, remote 
sensing for earth exploration, reconnaissance and scientific research. Only communication sys- 
tems are of concern here. The communication satellites function as active repeaters in space, 
usually in the 24 hour geostationary (circular) orbit with an altitude of 35786 km. All of the 
major operators, i. e. INTELSAT, INMARSAT and EUTELSAT use this orbit as having a 24 
hour period it imposes minimum tracking operations on the earth stations [581. The commu- 
nication satellite networks are characterised by wide coverage area and point to point or point 
to multi-point connection capability. These features make their use attractive for long distance 
communications, due to their cost effectiveness compared to terrestrial networks. The ITU has 
defined within its Radio Regulations three main services that can be carried by communication 
satellites. 
9 Fixed Satellite Service (FSS) 
" Mobile Satellite Service (MSS) 
" Broadcast Satellite Service (BSS) 
The FSS operates essentially to fixed earth stations and includes television-relay, telephony and 
data communication. The MSS consists of earth terminals located on the mobiles as well as fixed 
base stations for connection back into major terrestrial networks. It operates in the maritime 
mobile service, aeronautical mobile service and recently introduced land mobile satellite service. 
The services it supports include telephony, messaging, telex, facsimile and data transmission. 
The BSS covers the domain of Direct Broadcasting Satellites (DBS) and consists of much smaller 
earth stations on domestic premises together with fixed-earth stations providing the up-link 
feeder to the satellite and it provides mainly broadcasting of television and radio programmes. 
Only FSS and MSS are discussed here. 
2.3.2.1 Fixed Satellite Communications 
The fixed satellite communication applications include telephony, television-relay and data trans- 
mission. These services are provided by various international (INTELSAT and INTERSPUT- 
NIK), regional (EUTELSAT, ARABSAT etc) and national or domestic (PLAPA, ANIK, INSAT 
etc) satellite systems [58]. Since the commissioning of INTELSAT's first communication satellite 
in 1965, telephony has been the most dominant satellite communication service. 
With the increasing digitisation of national PSTNs the use of digital speech transmission via 
satellite is also increasing. The speech coding requirements of the fixed satellite applications are 
more or less the same as those for (terrestrial) PSTNs, except that for the former more emphasis 
is placed on minimising the coding delay in order to have an end-to-end communication delay 
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within the CCITT limit of 400 ms and to avoid the use of additional echo control devices. 
Since the one way propagation delay for a single satellite hop is of the order of 270 ms, double- 
hop satellite links are generally avoided. In the following, some applications of digital speech 
transmission in the area of fixed satellite communications are described. 
Telephone Network Applications: In 1971, INTELSAT introduced the SPADE system [58] 
for very low traffic users where cheap earth stations could be used. This system employs 64 kb/s 
PCM for the voice channels and is based on SCPC/PSK/DAMA operation according to which 
single voice channels are allocated individual RF carriers which are allocated on a Demand 
Assignment Multiple Access (DAMA) basis. For heavy traffic users, INTELSAT introduced 
the TDM/QPSK/TDMA mode of operation employing 64 kb/s PCM speech in 1985 [42]. The 
TDMA technique allows the earth stations to transmit to the satellite in non-overlapping time 
bursts. Since only one carrier passes through the satellite high power amplifier (HPA) at a 
time, the HPA can be operated near to its saturation point [58] which eventually increases 
the satellite capacity. Further increase in capacity is achieved by employing digital speech 
interpolation (DSI). In order to increase the capacity even further the use of 32 kb/s ADPCM 
and 16 kb/s LD-CELP is envisaged in near future. 
For business users, INTELSAT business service (IBS) was introduced in 1983 [89]. IBS 
can either use the normal INTELSAT international gateways with terrestrial links to and from 
the customer premises or specialised Standard-E terminals on the customer premises or shared 
between several customers. It is a fully digital service aimed at providing telex, voice, facsimile, 
data and video conferencing. Modulation/access technique is QPSK/FDMA using either SCPC 
or multi-channel per carrier. TDMA is also made available on a case-by-case basis. For voice 
channels, IBS employs 64 kb/s PCM. Digital voice services employing 64 kb/s PCM (based on 
SCPC/PSK/FDMA) and 32 kb/s ADPCM (based on TDM/QPSK/TDMA) have been provided 
by EUTELSAT [80]. 
The Canadian TELESAT system [239] provides telephone, television and telex services to 
small communities in Canada's sub-arctic and arctic regions. Heavy route services are also 
provided between distant large population centres. The system is based on SCPC/DAMA mode 
of operation and employs 32 kb/s Delta Modulation (DM) for the voice channels. In USA, 
Satellite Business Systems (SBS) offers services including 32 kb/s CVSDM voice channels based 
on TDM/QPSK/TDMA operation [239]. 
VSATs: Very Small Aperture Terminals (VSATs) are usually taken to mean small antenna 
dimension (typically 1.2 to 2.4 m in diameter) satellite earth stations which can either be a 
receive only terminal, which is a one-way VSAT, or can both transmit and receive traffic he. a 
two-way VSAT. They are generally directly installed on the user's premises and their location 
density can be very high. VSATs can be used individually or more usually in networks of related 
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users. These networks generally operate in a star configuration with terminals connected to a 
large (typically 5.5 to 7m in diameter) central Hub station which performs all the necessary 
network house-keeping functions. Each terminal sends its demand for access and destination 
address to the Hub via the satellite. The Hub queries the destination and if ready assigns 
channels for up-link and down-link and then informs the concerned VSATs via the satellite. 
The concept is illustrated in Fig. 2.2. 
RME : Rural Multiplex Equipment 
NSC: Network Switching Center 
PBX: Private Branch Exchange 
Typical VSAT Network 
Figure 2.2: Conceptual block diagram of a VSAT system. 
VSAT networks are rapidly expanding throughout the world, especially in countries with 
large geographic areas such as the United States and Canada. They were originally designed 
to provide data communication services to large business users especially, for point to multi- 
point applications - the kind of applications for which VSAT networks are believed to be most 
cost effective. However, numerous applications which require transmission of digital speech (as 
well) on VSAT networks have emerged in recent years. In both developing and the developed 
countries with large rural populations which are not adequately served by traditional terrestrial 
services, VSAT networks frequently offer access to the national telephone network through a 
reliable satellite link without the cost of installing extensive terrestrial infrastructure. In some 
application areas such as defence where highly reliable communications are required, VSAT 
networks can be used as overlay networks to provide the redundancy in routing between field 
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terminals and headquarter. 
From the telephony view point, the main draw back of the most widely used star configuration 
VSAT networks is that double-hop propagation delay is involved because all the traffic has to 
pass through the central Hub station. To overcome this, mesh configuration VSAT networks 
which do not require a Hub station and permit direct communication between different VSATs 
have been proposed [46]. Telephony via VSAT networks becomes feasible if speech is suitably 
encoded to reduce the transmission data rate. A VSAT star network supporting 1000 terminals 
within a satellite bandwidth of only 500 kHz has been reported [173]. The network is based 
on SCPC/OPSK/DAMA operation and employs speech coders (most probably of CELP type) 
operating at 9.6 kb/s. With the technology developing further, an increasing number of VSAT 
networks is envisaged to employ speech coders operating at even lower data rates such as 6.4 
kb/s or 4.8 kb/s. The speech coding requirements of a private VSAT network are the same as 
those for a terrestrial PSTN based private network. 
2.3.2.2 Mobile Satellite Communications 
Mobile satellite communication systems can support three different applications. The first is 
maritime mobile satellite service (MMSS) which offers communication links between the shore 
(gateway) earth stations and maritime terminals for boats, ships and so on. The second is aero- 
nautical mobile satellite service (AMSS) which offers communication links between the gateway 
earth stations and various aeronautical mobile terminals. The third is land mobile satellite 
service (LMSS) which offers communication links between the base stations and land mobile 
terminals. Figure 2.3 shows a block diagram of a typical mobile satellite network supporting 
LMSS and MMSS. 
The terrestrial radio mobile systems can not serve maritime and aeronautical mobile appli- 
cations (unless maritime terminals are near the sea coast, and aeronautical terminals are flying 
just over the land) but they can and, in fact, currently do serve most of the market for land mo- 
bile services. However, they are unlikely to provide coverage of thinly populated areas mainly 
due to high costs involved in their installation. Therefore, a synergy of terrestrial radio and 
mobile satellite communication systems - the former covering high traffic areas such as major 
cities, airports and important roads and the latter serving thinly populated areas - can offer 
more reliable and less expensive communication services all over the land. 
The commercial mobile satellite communication services had been offered to the mariners 
since 1976 by the MARISAT system of USA. The operation of the MARISAT system was taken 
over in 1982 by the International Maritime Satellite Organisation (INMARSAT) which was set up 
(in the same year) to ensure that adequate facilities exist for the provision of telecommunications 
to shipping and so that a satellite based safety of life and distress service could be introduced. By 
the end of 1989, more than 10,000 vessels in the world were utilising its maritime communication 
services [113]. Recently, INMARSAT has extended its mobile satellite communication services 
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Figure 2.3: Block diagram of a typical mobile satellite network. 
to aeronautical and land mobile applications. 
Several regional and domestic mobile satellite communication systems employing conven- 
tional satellites for fixed satellite communications have been in commercial use in recent years. 
Examples of such systems include Telesat Mobile Inc. (TMI) system (phase-I) in Canada and 
American Mobile Satellite Corporation (AMSC) (phase-I), Geostar and OmniTRACS systems 
in USA [113]. Lately, various more advanced mobile satellite communication systems employ- 
ing satellite systems dedicated for mobile applications have been under development in several 
countries for commercial use. Examples of such systems include TMI (phase-II) and AMSC 
(phase-II) systems in USA and AUSSAT system in Australia [113]. 
The services provided by various international, regional and domestic mobile satellite com- 
munication systems include private mobile radio, mobile telephony, messaging, telex, facsimile, 
data and position determination. However, only mobile telephony is of interest here. Most of 
the first generation mobile satellite systems had employed analogue telephony which generally 
can not provide as high spectral efficiency as digital telephony. The aim of achieving as high 
spectral efficiency as possible using the limited power available in the mobile satellite systems 
has been, currently is and will remain in the foreseeable future of prime importance mainly due 
to the reason that the spectrum allocated for such systems, especially for LMSS, has been very 
limited. In order to accommodate maximum number of users within the allocated spectrum, the 
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transmission bandwidth per voice channel has to be decreased as much as possible on the one 
hand and the scarce spectrum has to be reused (by employing spot beams) as much as possible 
on the other. 
Although significant amount of additional frequency spectrum was allocated for mobile satel- 
lite communications at WARC '92 [179], the rapidly growing demand for such systems is expected 
to utilise all the available spectrum very soon. So the aim of achieving higher spectral efficiency 
is unlikely to change in the foreseeable future. Therefore, the second generation mobile satellite 
communication systems are poised to employ digital rather than analogue telephony. The same 
trend is almost certainly going to be followed by the third and future generation systems. 
The speech coding requirements for maritime, aeronautical and land mobile satellite systems 
are slightly different from each other mainly due to the differences in the characteristics of the 
transmission channel and demand in each case. The MMSS transmission channel usually does 
not suffer from burst errors except where the system is operated on' & small size boat in the 
vicinity of a relatively large size vessel or during adverse conditions such as high rising sea 
waves. The AMSS transmission channel suffers from short bursts of errors due to Doppler 
effects and the LMSS transmission channel suffers from high rate bursty errors due to multipath 
fading and shadowing from buildings and foliage. Moreover, the demand for LMSS is many 
times more than that for AMSS or MMSS. Therefore, speech coders for LMSS are required 
to operate at bit rates much lower than those for MMSS and AMSS and be robust to high 
rate (up to 3%) burst errors. The other requirements are more or less the same for all the 
three services and include: (i) coding delay less than 80 ms, (ii) robustness to random channel 
errors up to 10-3, voiceband data capability up to 2.4 kb/s, (iii) ability to pass signalling tones, 
(iv) the end-to-end speech quality not worse than that of 6-bit PCM (or companded FM) for 
2 asynchronous PCM transcoding connections [47]. Additionally, the speech coder should be 
resilient to background noise. In the following, some examples of maritime, aeronautical and 
land mobile satellite systems which support digital telephony are provided. 
Maritime Mobile Satellite Service (MMSS): In order to utilise the limited satellite power 
and frequency spectrum more efficiently and also to meet the various new service requirements a 
new digital ship earth station standard called INMARSAT-B has been developed as a successor 
to INMARSAT-A system. The system offers digital voice, facsimile, telex and data transmission. 
For the voice service, it employs 16 kb/s Adaptive Predictive Coding with Maximum Likelihood 
Quantizer APC-NLQ) speech coding [233] with convolutional channel coding. The system had 
been under development since 1985 and became operational in 1994. 
Aeronautical Mobile Satellite Service (AMSS): In 1985, the INMARSAT Convention 
was amended to include aeronautical services. In the late 1980's, British Telecom (BT) con- 
ducted some trials of their Skyphone system on two British Airways (BA) carriers flying over the 
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Atlantic ocean. After the successful completion of these trials, BT approached INMARSAT for 
the standardisation of the system for international use. After carrying out some more tests and 
trials over the Pacific ocean, INMARSAT finally adopted it in 1990 as its first aeronautical satel- 
lite communication system, referred to as INMARSAT-Aero [188]. The system is designed to 
provide digital voice and data services for commercial and business airplanes. For digital voice, 
it employs 9.6 kb/s MPLPC (Multi-Pulse excited LPC) [28] speech coding with convolutional 
channel coding. 
Land Mobile Satellite Service (LMSS): The most important of land mobile satellite sys- 
tems that can offer digital telephony is INMARSAT standard-M (INMARSAT-M) which employs 
a 6.4 kb/s (4.15 kb/s for source coding and 2.25 kb/s for channel coding) IMBE type speech 
coder [95]. The others include Australia's AUSSAT system which also employs the 6.4 kb/s 
IMBE speech coder, Canada's TMI phase-II system and USA's AMSC system both of which are 
going to employ digital speech coders (probably of CELP type) operating at 4.8 kb/s [113]. In 
addition to these systems, NASA's mobile satellite experimental system (MSAT-X) offers mobile 
communication services for private, commercial and government vehicles in USA and Canada. 
For the digital voice service, it employs a 4.8 kb/s Vector Adaptive Predictive Coder (VAPC) 
[37]. 
Future Mobile Satellite Communication Systems: Japan and USA have been pursu- 
ing research programmes aimed at the development of future mobile satellite communication 
systems using the Ka band instead of the L band, mainly due to the following two reasons. 
Firstly, there is a serious shortage of L band frequency spectrum allocated to mobile satellite 
services, and secondly to enable the provision of any type of service (fixed, mobile and personal 
communications) in one system which can directly access a satellite with a very small hand-held 
terminal. Examples of these systems include Advanced Communications Technology Satellite 
(ACTS) system in USA and COMETS system in Japan [113]. 
Additionally, a number of very ambitious research projects aimed at developing future mo- 
bile satellite communication systems employing constellations of low or medium earth orbit 
(LEO/MEO) satellites for providing universal personal communication services using small 
(probably pocket size) hand-held terminals are being pursued by Motorola, Lorel, Ellipsat and 
DSI [238]. INMARSAT's Project-21 [188] also has similar aims. Amongst these programmes, 
the ones at an advanced stage of development are (i) Motorola's Iridium project which is planned 
to employ a constellation of about 60 satellites in a highly elliptical orbit (HEO) and (ii) IN- 
MARSAT's Project-21 (currently known as INMARSAT-P Affiliate) which is planned to employ 
a constellation of 10 satellites in an inclined circular orbit (ICO) at an altitude of about 10,000 
km. Both the systems are poised to employ low bit rate speech coders operating at around 
4.8 kb/s for providing telephony services. In fact, for the INMARSAT system an IMBE based 
speech coder operating at 4.8 kb/s (gross) has already been selected. 
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2.3.3 Military Communication Systems 
Military communication systems can either employ a terrestrial or a satellite communication 
channel and they can either be fixed or mobile. The most vital characteristic of most military 
communication systems is security against eavesdropping of the information carried over the 
channel. Except for "scrambling" which provides security by manipulating the analogue voice- 
band signal, the traditional methods of securing speech have been, and will probably continue 
to be so, digitisation and digital encryption. Military voice communication systems may be 
classified into two broad categories: (i) systems for strategic applications and (ii) systems for 
tactical applications. Strategic here relates to large and fixed terminals switched over telephone 
lines whereas tactical relates to small and mobile radio terminals. 
The speech coding algorithms used in the US for strategic applications include enhanced DoD 
standard 2.4 kb/s LPC-10e (adopted in 1984) [158] which superseded DoD standard 2.4 kb/s 
LPC-10 (adopted in 1975) [165,218], DoD standard 4.8 kb/s CELP (adopted in 1989) [114,159] 
and 50 kb/s PCM deployed in early 1960's. The LPC-10 algorithm provided highly intelligible 
but synthetic and speaker dependent speech quality. The LPC-10e has provided noticeable 
improvement in intelligibility and quality over LPC-10 but its performance is still unsatisfactory 
with noisy backgrounds and tandeming with other secure voice systems. The 4.8 kb/s CELP 
algorithm on the other hand offers highly intelligible communication quality speech for a variety 
of speakers, performs well without external error protection in the presence of background noise 
and random transmission errors up to 10-3 and also allows tandeming with other secure voice 
systems. The 50 kb/s PCM algorithm also provides communication quality speech. The speech 
coding algorithms employed in the US and NATO for tactical systems include 2.4 kb/s LPC- 
10e (deployed in 1980's) and 16/32 kb/s CVSDM (adopted in 1970's) [58] which replaced 18.75 
kb/s Differential PCM (DPCM). The speech quality provided by these systems can at best be 
described as of communication level. 
For military communication systems, the quality of speech is not as important as its in- 
telligibility. The other requirements include low bit rate, robustness to transmission channel 
errors and background noise, tandeming capability and light-weight which in turn implies low 
complexity. The light-weight requirement becomes more important when the system is to be 
used by soldiers whilst on the move. Communication delay, however, is usually unimportant for 
military applications because most of the time the conversations are simplex, i. e. one-way. 
Finally, Table 2.1 provides a summary of various digital speech coding standards which are 
currently in use or advanced stages of development for the applications described above. 
2.4 Concluding Remarks 
In this chapter, factors that need to be taken into account in the design of a speech coding 
algorithm for a specific application have been analysed. The various satellite and terrestrial 
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Rate 
(kb/s) 
Standard Application Coding 
Scheme 
Year of 
Adoption 
64 CCITT G. 711 PSTN PCM 1972 
32 CCITT G. 721 PSTN ADPCM 1984 
64 CCITT G. 722 ISDN SB-ADPCM 1984 
16 CCITT G. 728 PSTN LD-CELP 1991 
8 ITU-T G. 7XX PSTN ACELP 1995 
16 INMARSAT STD-B Maritime APC 1985 
16/32 US Govt., NATO 
and Eurocom D1 STD 
Secure Voice 
(Fixed and Mobile) 
CVSDM 1970's 
13 
(22.8) 
Full-Rate GSM Pan-European Digital 
Cellular Mobile Radio 
RPE-LTP 1988 
8.9 
(9.6) 
INMARSAT 
Aero STD 
Aeronautical 
Mobile Satellite 
MPLPC 1989 
7.95 
(13) 
IS-54 N. American Digital 
Cellular Mobile Radio 
VSELP 1989 
8-1 
(? ) 
IS-96 
(Variable) 
N. American CDMA Digital 
Cellular Mobile Radio 
CELP 1993 
6.7 
(11.2) 
JDC Japanese Digital Cellular 
Mobile Radio 
VSELP 1991 
5.6 
(11.4) 
Half-Rate GSM Pan-European 
Digital Mobile Radio 
VSELP 1995 
4.4 
(7.2) 
N. American Police 
Officer (APCO) 
Mobile Radio IMBE 1992 
4.4? 
(7.2) 
Trans European 
Trunk Radio (TETRA) 
Mobile Radio IMBE 1993 
4.15 
(6.4) 
INMARSAT 
STD-M 
Land Mobile 
Satellite 
IMBE 1991 
3.6? 
(4.8) 
INMARSAT 
Mini-M 
Land Mobile 
Satellite 
IMBE >1995 
4.8 US Govt. STD Secure Voice (Fixed) CELP 1989 
4.8 NASA MSAT-X Mobile Satellite VAPC 1990 
2.4 US Govt. and NATO 
STD LPC-10e 
Secure Voice 
(Fixed and Mobile) 
LPC 1984 
Table 2.1: Digital speech coding standards and applications (figures in the parenthesis indicate 
gross rates) 
communication applications of digital speech coders operating at bit rates ranging from 2.4 to 64 
kb/s have been surveyed. The main speech coding needs and constraints of each application have 
been identified and highlighted. It has emerged that the predominant areas of application for 
low bit rate speech coders are: (i) mobile satellite communications (especially, land mobile), (ii) 
terrestrial mobile radio communications (especially, cellular mobile radio systems and personal 
communication systems), (iii) private networks (e. g. VSATs and multiplexers) and (iv) military 
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communications. For these applications, specific low bit rate speech and channel coders with 
performance features that match the system requirements have been adopted. Whilst some of 
these systems are operational, others are still in the specification or commissioning stage. 
Moreover, it has been indicated that for a given speech quality the computational complexity 
and coding delay of a speech coder typically increase as the bit rate decreases. A high complexity 
speech coding algorithm requires a high complexity DSP and more memory for its real-time 
implementation. Both of these result in high implementation cost and more power consumption, 
hence large and heavy systems. Long coding delays result in long end-to-end communication 
delays which make the conversation difficult on the one hand, and on the other hand, may 
require use of additional echo control devices which means extra cost. The most cost effective 
way of providing additional echo cancellation seems to be implementing the echo cancellation 
and the speech coding functions using the same hardware, rather than using separate (external) 
echo cancellation equipment. 
Furthermore, it has been pointed out that the power consumption, size and weight of a speech 
communication terminal can significantly be cut down by employing a voice activity detector 
(VAD) to indicate the presence of active speech and switching off the transmitter during the 
periods of no speech activity i. e. during pauses which typically account for about 60-65 % of 
a conversation. This discontinuous mode of transmission (DTX) not only increases the battery 
life but also reduces on-air radio interference in speech communication systems (e. g. cellular 
mobile radio) where frequency re-use is employed to increase the spectral efficiency or the system 
capacity. The reduction in on-air interference can either be used for improving the quality of 
service or increasing the system capacity. 
Chapter 3 
BIT RATE REDUCTION TOOLS 
AND CODING TECHNIQUES 
3.1 Introduction 
The need for low bit rate, low complexity and high quality digital speech coding algorithms for a 
range of applications was highlighted in the last chapter. For designing such algorithms, a clear 
understanding of the speech production and perception mechanisms is necessary. A detailed 
study of these mechanisms is beyond the scope of this thesis and can be found in [162,170]. 
However, various important features of these mechanisms which are often exploited in the design 
of a low bit rate speech coder are summarised below. 
1. The vocal tract acts as a slowly varying excitation shaping filter which amplifies certain 
sound frequencies while attenuating others, thus producing formants and nulls or valleys 
in the speech signal spectrum. 
2. Voiced speech e. g. the vowel sound /a/ is produced when air from the lungs is expelled 
through the vocal cords causing them to vibrate. The frequency of vibration is known 
as fundamental frequency. It is perceived as pitch and varies slowly over short segments 
(4-5 ms long) of speech. Unvoiced speech e. g. the fricative sound /f/ is produced when 
vocal cords are relaxed and a constriction in the upper part of the vocal tract causes a 
turbulence of the air as it passes through. 
3. Voiced sounds are characterised by high energy, quasi-periodicity and their well defined 
formant structure. Whereas unvoiced sounds are characterised by low energy, lack of 
periodicity and their less distinctive formant structure, as shown in Fig. 3.1. 
4. Speech sounds can be modelled as periodic or noisy excitation through a vocal tract filter 
and each sound can be represented with a set of parameters with nonuniform probability 
distributions. 
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Figure 3.1: Speech waveforms: (a) and (b) voiced; (c) and (d) unvoiced 
5. Speech signals are band-limited to about 8 kHz with most of the information coming 
from frequencies around 1 kHz [178]. Frequencies below 300 Hz though irrelevant for 
intelligibility contribute to naturalness and their absence in telephone speech (band-limited 
to 300-3400 Hz) is one aspect of the quality limitations of telephones [162]. 
6. Speech is highly redundant with a dynamic range >60 dB and a long-term average of zero. 
It allows a high degree of peak clipping without significantly degrading intelligibility. For 
example, preserving only 1-2% of the speech amplitudes still allows word recognition of 
80-90%) [162]. 
7. Speech signals are non-stationary in the long-term with significant inter-segment differ- 
ences both in terms of amplitude level and spectral content but stationary in the short- 
term, i. e. over periods of the order of few tens of milliseconds. Therefore, short-term and 
long-term probability density functions (pdf, ) of speech signals are different, the former 
similar to a gamma distribution and the latter to a Gaussian distribution[104]. 
8. A high degree of signal amplitude predictability exists during voiced speech. This is due 
to high degree of correlation between adjacent or neighbouring speech samples which is 
referred to as short-term correlation and between segments of speech separated by one or 
more pitch periods which is referred to as long-term correlation. 
1.0 2.0 3.0 
Frequency (kHz) 
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9. The ear acts as a spectrum analyser exhibiting logarithmic response to both amplitude 
and frequency - devoting greater resolution to lower frequencies and amplitudes - with 
maximum perception in the 200-5600 Hz range. Further, it appears to be relatively insen- 
sitive to time-invariant phase distortion. Time-varying phase distortion however, affects 
the naturalness of speech as evidenced by the lower quality of most synthetic speech [162]. 
10. The ear can not distinguish between two sounds which differ along one or more acous- 
tic dimensions but are otherwise identical if the difference is below a certain threshold, 
known as Just-Noticeable Difference (JND) [162]. This phenomenon is commonly known 
as masking effect. 
Section 3.2 of this chapter describes and formulates various bit rate reduction tools which 
have been developed over the years making use of the knowledge of the above listed factors. In 
Section 3.3, a review of different digital speech coding techniques is provided, emphasising those 
which have the potential to produce high quality speech at low bit rates i. e. in the 4.8-8 kb/s 
range. Finally, some concluding remarks on this chapter are presented in section 3.4. 
3.2 Bit Rate Reduction Tools 
Assuming that the speech signal is band-limited in the 50-7000 Hz range and sampled at 16 
kHz as in teleconferencing applications [67], the encoding rate would be 192 kb/s if each sample 
is quantised using a 12-bit linear quantiser in order to cater for a minimum dynamic range of 
60 dB with a 12 dB "headroom" [167]. The rate can be brought down to 64 kb/s for telephone 
applications (e. g. 64 kb/s PCM [65]) by exploiting the following two characteristics of the 
speech signal: (i) that most of the information is contained in the lower frequencies and (ii) 
that the amplitude distribution of the signal is nonuniform with more information in the lower 
amplitudes. By exploiting (i), the signal may be band-limited in the 300-3400 Hz and sampled 
at 8 kHz. And by exploiting (ii), each sample may be quantised using an 8-bit logarithmic 
quantiser [33,82] which covers the same dynamic range. The resulting 64 kb/s coded speech is 
still very high quality though with some loss of naturalness and fidelity. 
By removing short-term correlation in the signal using linear predictive coding (LPC) [170], 
the bit rate can be brought down to 32 kb/s (e. g. 32 kb/s ADPCM [66]) without any further 
loss of quality. The bit rate can further be reduced to 16 kb/s (e. g. 16 kb/s APC [13]) by 
removing long-term correlation as well using pitch predictive coding [185], but with a slightly 
degraded output speech quality which is mainly due to higher quantisation noise. In order to 
minimise the quantisation noise in low bit rate speech coders, more efficient (in terms of number 
of bits/sample) ways of quantisation such as vector quantisation (VQ) [83] may be used. The 
quantisation noise energy is often redistributed so that the noise energy in the formant regions 
is increased while that in the valley regions is decreased, thus effectively masking the perception 
of quantisation noise to some extent, hence subjectively enhancing the output speech quality. 
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Linear predictive coding, pitch predictive coding and vector quantisation are the three most 
powerful bit rate reduction tools which have been employed in a great majority of high quality 
low bit rate speech coding algorithms and are also used in this thesis. 
3.2.1 Linear Predictive Coding (LPC) 
It is currently the most widely used method for estimating basic speech parameters such as 
formants and spectra. The basic idea in LPC is that a speech sample can be approximated as a 
linear combination (i. e. a weighted sum) of the immediate past speech samples. The weighting 
parameters in the linear combination are the coefficients of the filter which are determined by 
minimising the difference or error (over a finite interval) between the actual speech samples and 
the linearly predicted ones. Linear predictive coding is often referred to as LPC analysis. In 
LPC analysis, short-term correlation in the speech signal is modelled and removed by a highly 
efficient low order filter. Various aspects of this analysis are dealt with in the following sections. 
Pitch Period 
Filter Coefficients 
Impulse Train Generator 
Voice/ Time-Varying Output Speech 
Unvoiced X 
Switch x(n) Filter s(n) 
Random Noise Generator G 
Figure 3.2: Source-filter model of speech production 
3.2.1.1 Speech Production Model 
Figure 3.2 shows a block diagram of the most widely used source-filter model of speech production 
[170]. Here, the driving input (i. e. excitation signal) is modelled as either an impulse train for 
voiced speech or as random noise for unvoiced speech. Thus, the parameters of this model 
are voiced/unvoiced classification, pitch period for voiced speech, gain parameter G and the 
coefficients of the time-varying filter. Assuming that these parameters vary slowly with time, 
the steady state system transfer function which represents the combined spectral contributions 
of the the vocal tract, the glottal flow and the radiation of the lips can be given as, 
Q 
G(1 +2 bkz-k) 
A(z) k=i (3.1) X (Z) P 
1-Eajz-j 
j=1 
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The above model is a mixed pole-zero model usually referred to as an Auto-Regressive Moving- 
Average (ARMA) model. Because of the high complexity of its solution, the ARMA model 
is rarely employed in LPC based speech coders. Instead, an all-pole or Auto-Regressive (AR) 
model which is a derivative of the ARMA model where all numerator coefficients bk =0 is 
usually used. The main drawback of an AR model is its poor modelling capability of nasal (e. g. 
/m/ and /n/) sounds. However, this is not a serious problem, firstly, because the frequency 
of occurrence of nasal sounds in speech is quite low and secondly, because the nasal sounds 
modelling capability of an AR model can be significantly improved by increasing the order of 
the filter. All of the work in this thesis assumes an AR model. The transfer function of which 
is given by, 
H(z) =G (3.2) 
1- E a1 z-1 
2=1 
which, in the form of a difference equation, can be given as, 
P 
s(n) = Gx(n) +L ajs(n - j) (3.3) 
5_i 
It states that the value of the current output sample s(n), can be obtained by adding the scaled 
current input sample Gx(n), to a weighted sum of the immediate past output samples. In other 
words, the current output sample can be predicted from the current input and previous output 
samples. The next step is to determine the filter parameters a1, for j=1,2, - "", P where P is 
the filter order. 
3.2.1.2 Estimation of LPC Parameters 
Defining a short-term linear predictor with prediction coefficients a1, as given by, 
P 
Pl(z) =E ajz-1 (3.4) 
j=1 
the linearly predicted signal s(n), can then be expressed as, 
P 
s(n) _E ajs(n - j) (3.5) 
5=' 
And the prediction error e(n), can then be defined as, 
P 
e(n) = s(n) - s`(n) = s(n) -E ais(n - j) (3.6) 
. 7=1 
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The main objective here is to determine a set of predictor coefficients a?, such that the 
prediction error e(n) which is assumed to be white and Gaussian is minimised. Because of the 
time-varying nature of the speech signal, the prediction coefficients must be estimated from 
short segments (typically 20-30 ms) of the speech signal. The resulting parameters are then 
assumed to be the parameters of our model transfer function, H(z). 
The desired parameters aj, can be estimated either using the Least Mean Square (LMS) 
error criterion or the Maximum Likelihood (ML) measure [180]. The former usually models 
the formants more accurately than the valleys while attempting to minimise the overall error 
(residual) energy because most of the energy is contained in formant regions. Whereas, the latter 
models formants as well as valleys with more or less the same degree of accuracy. On the whole, 
the ML approach generally yields a slightly higher overall modelling accuracy [235]. However, 
the LMS criterion is most widely used mainly because it leads to a set of linear equations that 
are relatively simple to solve, as compared to a set of non-linear equations in the case of ML. 
Thus, solving for minimum or least mean squared error, 
PW=EI 
e2(n), =E 
(s(n)_as(n_i))2] 
(3.7) 
j=l 
By setting 8W/8aj to zero for 1<j<P and rearranging we get, 
P 
E s(n) - ajs(n - j) s(n - i) =O, 1<i<P (3.8) 
which implies that the prediction error e(n), is orthogonal to s(n - i) for 1<i<P. By 
rearranging the above equation, we get, 
P 
LajO(i9j)-'On(i, 0), 1<i<P (3.9) 
j=1 
where 
tPn(i, j) =E[ s(n - i) s(n - j) ] (3.10) 
Since this analysis is carried out for a short segment of speech which is assumed to be 
stationary, the expectations E[ ], in Eqns. 3.7 to 3.10 can be approximated by finite summations 
over these segments. Thus, ignoring division by the number of terms summed, Eqn. (3.10) can 
be rewritten as, 
ýn(i, j)=ýs(m-i}sn(rn-j), 1<i<P, 0_<j<P (3.11) 
where 
sn, (m) = s(n + m) w(m) (3.12) 
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where w(m) is an N sample duration window function. The three most popular methods for 
solving Eqn. (3.11) are Autocorrelation Method (AM), Covariance Method (CM) and Lattice 
Method (LM). A detailed account of these methods is given in [170,167]. In the AM, the signal 
s(n), is assumed to be zero outside the analysis window which causes a reduction in the spectral 
resolution. The CM does not suffer from this problem because no such windowing is required. 
However, it is computationally more complex than the AM. Nevertheless, the performance in 
terms of prediction gain of the two methods is not significantly dissimilar. 
The LM was developed to overcome the short comings of the AM and the CM. In the lattice 
formulation, the reflection coefficients or PARCOR (partial correlation) coefficients kt, which 
are uniquely related to the predictor coefficients ai, are computed by minimising some norm of 
the forward prediction error or the backward prediction error or a combination of the two [139]. 
Two popular lattice implementations of LPC analysis are those developed by Burg and Schur 
[167]. The main attraction of the LM is that the stability of the all-pole filter can be guaranteed 
even in finite word length (FWL) implementations where computational errors at some stages 
of recursion may result in one or more ki being greater than one (leading to instability), as these 
can be artificially set to a value less than one. The main drawback of the LM however is its 
relatively higher computational complexity [139]. In this thesis, the autocorrelation method is 
used exclusively for its computational simplicity and so is described next. 
Autocorrelation Method The waveform segment s, (m), is assumed to be zero outside the 
0<m<N-1 interval. Thus, the prediction error e(n) as given by Eqn. (3.6) will be non-zero 
over the interval 0<m<P+N-1. The limits in Eqn. (3.11) can therefore be set as, 
P+N-1 
ýin(i, j}= E $(m-i)1<i<P, 0<j<P (3.13) 
M=o 
Expressing the covariance function 0,, (i, j) in terms of a short-time causal autocorrelation func- 
tion, we get, 
On(i, j)=Rn(Ii-jj), 1-<i-<P, 0<j<P (3.14) 
where N-1-j 
Rn(j) _ Sn(m) Sn(m +j) (3.15) 
M=O 
Now substituting Eqn. (3.14) in Eqn. (3.9), we obtain, 
P 
Ea1Rn(Ii-jj)=Rn(i), 1<i<P (3.16) 
5=1 
which in matrix form can be expressed as, 
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R,,, (0) """R, a(P - 1) al R,,, (1) 
R, i(P - 1) """ Rn(O) aP Rý (P) 
The above PxP matrix is symmetrical with all the elements along any given diagonal 
equal. It is therefore a Toeplitz matrix. A solution of Eqn. (3.16) by matrix inversion is a 
computationally expensive endeavour. Some very efficient iterative or recursive procedures have 
been devised for solving this equation [138]. The most widely used (and also used in this thesis) 
is Durbin's algorithm. The main steps of this algorithm are summarised below: 
Eri = R,,, (0) (3.17) 
i-1 
Rn(i) _ 
ýa(i-1) R 
,, 
(i - . 1) 
ki =? 
Eýi_i) 91<i<P 
(3.18) 
at = ki (3.19) 
Ili = aý'-1) - k; a(` -1), 1<j<i-1 (3.20) 
E;, =(1-k? )Ent-1) (3.21) 
Eqns. 3.18 to 3.21 are solved recursively for 1<i<P, arriving at a final solution for the 
predictor coefficients, a?, as given by, 
a1=ap, 1<j<P 
3.2.1.3 Implementation of LPC Analysis 
(3.22) 
Important factors that need to be considered carefully in a practical implementation of LPC 
analysis include performance, computational complexity, stability, frame size, type and size 
of smoothing window (if used) and filter order. The first three (i. e. performance, stability 
and computational complexity) are determined by the analysis method. As for the smoothing 
window there are a number of window functions which can be used in the AM. The most common 
of these are: Rectangular, Hamming, Hanning, Kaiser, Blackman and Bartlett [180,72,178]. 
The two most desirable characteristics of the frequency response of a window function are: (i) 
the main lobe as narrow as possible in order to have higher frequency resolution and (ii) the 
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side lobes as low as possible in order to have minimum spectral smearing of the signal. The 
rectangular window, appearing to be the best from its time domain plot, has the narrowest 
main lobe, but very high side lobes. On the other hand, the Kaiser window has a wider main 
lobe but very low side lobes. There is no single window function which provides an overall 
best performance. Hence the choice of a suitable window function for a given application is a 
matter of trade-off between the frequency resolution and spectral smearing due to side lobes. 
For speech coding applications, the Hamming window provides a good compromise and hence 
is most widely used. It is also used in this thesis. Mathematically, it is defined as, 
w(n) _ 
0.54 - 0.46 cos(27r N 1) ;0<n<N -1 (3.23) 
0; otherwise 
The size of the window function N, for non-overlapping windows is usually equal to the 
size of the analysis frame and it affects averaging time for the spectral estimate. Very large 
values of N will have a "zoom out" effect, i. e. the short-time spectral energy variations get 
averaged out. On the other hand very small values of N will have a "zoom in" effect, i. e. the 
short-time spectral energy will fluctuate rapidly (depending on the characteristics of the signal), 
rendering the LPC filter modelling the rapidly time varying spectral changes rather than the 
spectral envelope. Keeping in view that it is comparatively rare for the LPC parameters to be 
significantly different from their values held 5 ms previously and to be similar to those held 30 
ms previously, a suitable practical choice of N (in terms of coding efficiency and performance) 
is somewhere in the range of 15-30 ms. 
An important aspect of the process of windowing is that for any window other than the rect- 
angular window the samples that lie near the ends of the window will be given a low weighting. 
If such samples describe a significant speech event of short duration (e. g. onset of voicing) then 
the event will not feature largely in the computations resulting in non-optimal LPC parameters. 
To overcome these block-edge effects, overlapping windows are used. The amount of overlap 
typically ranges between 10 and 20 % of the frame size. The overlap can be over the last frame 
or the future frame or both. However, algorithmic delay will be larger for the systems involving 
LPC analysis window requiring more future samples. Another approach to deal with block-edge 
effect, is to interpolate LPC parameters from one frame to the next. This will be discussed in 
Chapter 5. 
As for the order of the LPC filter the number of formants displayed for the narrow-band (up 
to 4 kHz) speech signals is usually up to 4, implying that the filter order needs to be at least 
8 if each formant is to be represented by 2 poles. Clearly, the higher the LPC filter order the 
higher the accuracy of spectral envelope modelling. However, most of the formant structure is 
adequately modelled with a 10th order LPC filter. 
Some pre-processing such as notch filtering and preemphasis of the input speech signal is usu- 
ally performed prior to the LPC analysis [155]. Notch filtering is used in some speech coders such 
3.2 Bit Rate Reduction Tools 40 
as full-rate GSM to remove any residual DC component to prevent it being transformed into an 
annoying side-tone by the process of high frequency regeneration in the decoder [207]. Whereas 
pre-emphasis not only reduces the dynamic range of the signal (hence better quantisation) but 
also helps in better modelling the spectral envelope, i. e. lower-amplitude higher-frequency for- 
mants are modelled as well as the first formant [162]. Pre-emphasis on the encoder side is 
matched with de-emphasis on the decoder side. 
3.2.1.4 Application of LPC Analysis 
Referring back to Eqn. (3.6), the prediction error sequence is the output of a filter whose transfer 
function is, 
P 
A(z) = 1- E aiz-1 
j=i 
(3.24) 
Comparing Eqns. 3.3 and 3.6, it can be seen that if the speech signal obeys the model of Eqn. 
(3.3) exactly, and if aj = a1, then e(n) = Gx(n). Thus the prediction error filter A(z), becomes 
an inverse filter for the system and its reciprocal a synthesis filter. 
As can be seen from Figures 3.3 and 3.4, LPC inverse filtering removes most of the short-term 
correlation in the input speech signal s(n), and the resultant error or excitation signal e(n), has 
a relatively flat spectrum. From Figure 3.4 which also shows the spectral envelope of the LPC 
filter, it can be observed that the LPC spectral envelope models the spectral peaks (i. e. the 
formant regions) more accurately than the spectral valleys. This is mainly due to the fact that 
the LPC synthesis filter transfer function 1/A(z), has enough poles to model the formants but 
no zeros to model the valleys. 
3.2.1.5 Quantisation of LPC Parameters 
The transfer function of the LPC synthesis filter can be written as, 
H(z) = Al =P1 
(3.25) 
1-E aiz ' 
i=1 
where P is the order of the predictor and ai (for i=1,2... P) are the direct form filter coeffi- 
cients. A low distortion quantisation of these coefficients is crucial for a good coder performance. 
However, due to their large dynamic range, accurate quantisation of ai requires a large number 
of bits. Moreover, the stability of the LPC synthesis filter employing interpolated ai can not 
be guaranteed. Therefore, ai are usually transformed into various alternative representations 
before their quantisation. These include PARCOR coefficients, log area ratios (LARs), arc-sine 
reflection coefficients (ASRC) and line spectrum frequencies (LSFs) or pairs (LSPs). The rela- 
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tive advantages and disadvantages of these representations are well documented in the literature 
[170,162,167,24]. However, a brief account of each of these representations along with the 
relevant formulations is provided in the following paragraphs. 
PARCOR Coefficients In the course of computing ai using Durbin's algorithm we also 
obtain the PARCOR coefficients kt, for i=1,2... P where P is the predictor order. The most 
important property of these coefficients is that the stability of the LPC synthesis filter can be 
guaranteed by ensuring that -1 < k; < 1. The forward and backward transformation between 
ai and ki can be achieved as below: 
From aL to k, 
ap 
Then, for i 
ki 
a(t-i) J 
From k; to a; 
For i 
a 
ail 
aj 
a 1<j<P (3.26) 
P, P- 1, """, 1 
a; (3.27) 
(a? + as a; 1- k? ), 1<j<i -1 (3.28) 
1,2,.. p 
k; (3.29) 
k<j<i-1 (3.30) 
aP, 1<j<P (3.31) 
Log-Area Ratios The main drawback of the PARCOR coefficients is that values of ki near 
unity require more quantisation accuracy than for ki away from unity thus necessasitating non- 
uniform step size quantisation of k1. One way of achieving this is by transforming the reflection 
coefficients into a nonlinear domain such as log-area ratios (LARs) and then quantising the 
resulting parameters using uniform step size quantisers. The relationship between a PARCOR 
coefficient and the corresponding log-area ratio is given by, 
LAR; = loglo 
1+k; 
1<i<P (3.32) 1-k; 
Arc-Sine Reflection Coefficients Arc-sine reflection coefficients (ASRCs) is another domain 
for achieving non-uniform quantisation of the PARCOR coefficients. Like LARs, they are much 
less sensitive to quantisation errors. The relationship between a PARCOR coefficient and the 
corresponding arc-sine reflection coefficient is given by, 
ASRCi = sin'1(ki), 1<i<P (3.33) 
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Because of their computational simplicity and the fact that interpolated LARs and ASRCs 
also result in stable operation of the LPC synthesis filter, they are widely used in speech coders 
operating at rates of >8 kb/s. At lower rates, however, they are rarely used because of their 
poor coding efficiency. Typically, scalar quantisation (with reasonably low spectral distortion) 
of a 10th order LPC filter using LARs or ASRCs would require around 40 to 50 bits per frame, 
i. e. 2.0 to 2.5 kb/s for a 50 Hz frame rate. For example, in the GSM full-rate coder, 36 bits are 
used to quantise/encode the 8th order LPC filter parameters in the form öf LARs [155]. 
Line Spectrum Frequencies or Pairs Though the concept of line spectrum representation 
of LPC parameters was introduced by Itakura in the mid 1970's [103], its potential was not fully 
comprehended till the mid 1980's'when Soong and Juang [204] re-investigated it and discovered 
that the LSF or LSP representation besides its high coding efficiency [24,164] exhibits some 
very useful properties that could be exploited in the area of low bit rate speech coding. 
By definition, LSPs are related to the poles of the LPC filter H(z). For the derivation of 
LSPs, the Pth order (P assumed to be an even number) inverse filter polynomial A(z), is used 
to formulate two polynomials Q(z) and R(z) such that: 
A(z) =1 [Q(z) + R(z)] 
where 
(3.34) 
Q(z) = A(z) + z-(P+l)A(z-1) (3.35) 
and 
R(z) = A(z) - z-(P+1)A(z-1) (3.36) 
Expanding Q(z) further by substituting the expression of A(z) from Eqn. (3.25), we get, 
Q(z) =1- (ai + cp)z-1 - (a2 + aP-1)z-2 ----- (CYP + (xl)z-P + z-(P+1) 
z-(P+1)[zP+1 + CizP + C2zP-2 + ... + CPz + 1] 
P+i 
= z-(P+1) II (z - ai) (3.37) 
i=0 
Similarly for R(z), 
R(z) =1- (ai - ap)z-i - (a2 - ap-i)z-2 - ... - (Cep - al)z-P - z(-P+1) 
= z-(P+1)[zP+1 +, D1z1 + D2zP-2 +---+ Dpz - 1] 
P+1 
_z (P+1) II (z - b=) (3.38) 
i=O 
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where ai and bi (generally complex) are, respectively, the roots of Q(z) and R(z); and 
Ci = -(«i + ap+1-i), 1<i<p 
I<i<P 
From the PARCOR structure of the LPC synthesis filter [117,167] we know that two roots 
of Q(z) and R(z) (corresponding to the PARCOR coefficient kp+l) exist at z= ±1. The order 
of these polynomials can therefore be reduced by one, i. e. 
Q'(z) = 
Q(zz 
= Aozp + Aizp-i + ... + Ap (3.39) 
R'(z) = 
R(z) 
= Boz1 + Blzp-1 + ... + Bp (3.40) 
where 
Ao =1 
Bo =1 
Ai = -(as + ap+l_i) - Aj_1i 1<i<P 
Bi = -(«i-aP+i-i)+Bi-i, 1<i<P 
All the roots of Q'(z) and R'(z) lie on the unit circle in complex conjugate pairs with P/2 
on the upper half and P/2 on the lower half. Each polynomial can thus be fully represented 
using only the angles (etw) of the roots lying on the upper half of the unit circle, the angles of 
roots on the lower half being negative of these. The angular positions (w; ) of the roots of Q'(z) 
and R'(z) lying in the range 0 to r radians are defined as the line spectrum frequencies (LSFs). 
Since the angles are related in pairs (wR;, wq; ), they are also called line spectrum pairs (LSPs). 
Another important property of the roots of Q'(z) and R(z) is that they interlace each other so 
that the condition 0< wR, o < wQ, o < wR, 1 <r is always satisfied. This is a necessary 
and sufficient condition for the stability of A(z). It must be tested and seen to be satisfied both 
before and after quantisation at the encoder and before synthesis at the decoder. 
Numerous methods have been reported in the literature [129,117] for finding the roots 
of Q'(z) and R'(z). We chose the Real root method [117] because of its low computational 
complexity. In this method, the order of the polynomials is reduced to P/2 by exploiting the 
fact that Q'(z) and R(z) are symmetrical. Thus, 
Q'(z) = AozP + A1z1-i +... + Aizi + Ao (3.41) 
= zp/2 
[Ao(ZP/2 +Z -P/2) + A, (zP/2-1 + z-P/2-i) + ... + AP/2] 
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R'(z) = Boz1 + Blzp-i + ... + Blzl + Bo (3.42) 
= zP/2 
[Bo(zP/2 
+ z-P/2) + B1(zP/2-1 + z-P/2-1) , +, ... + Bp/2J 
Since all the roots are on the unit circle, Equations (3.42) and (3.43) can be evaluated by 
substituting z=e? " and z+ z'1 =2 cos(w). Thus, 
E" Q'(z) = 2eS I Ao cos 
(ý&J) 
+ Ai cos (P 2 
2w) 
+"""+2 Ap/21 (3.43) 
R'(z) = 2e? 
2" [Bo cos (2 w) + Bl cos ( P-2 2 w) +"""+ 2Bp/21 (3.44) 
Now substituting cos(w) =x in Equations (3.43) and (3.44) and substituting for P= 10, we 
get, 
Qio(z) = 16Aox5 + 8A1x4 + (4A2 - 20Ao)x3 + (2A3 - 8A1)x2 
+(5Ao - 3A2 + A4)x + (Al - A3 + 0.5A5) (3.45) 
R10(z) = 16B0x5 + 8Blx4 + (4B2 - 20B0)x3 + (2B3 - 8B1)x2 
+(5Bo - 3B2 + B4)x + (Bi - B3 + 0.5B5) (3.46) 
For finding the roots of Q10(z) =0 and Rio(z) = 0, we used the Newton-Raphson iterative search 
method. Because of the iterative nature of this method, the computation time is indeterminate 
which can be a serious problem in a real-time application. Fortunately the LSFs vary slowly 
from one frame to the next, so relatively few iterations are required if the previous values are 
used as the starting estimates for solving the roots. Nevertheless, the maximum number of 
iterations must be set to a reasonable limit which is not too high to require excessively long 
computation time and not too low to result in the roots with insufficient accuracy. A typical 
value of this limit for 8 kHz sampled speech is 15. The roots xi represent the LSPs and they are 
related to the LSFs as, 
LSF(i)=Cos-, 
(Xi) 
27ri <P 
(3.47) 
where T is the sampling period of the speech signal, 125 µs for speech sampled at 8 kHz. The 
LSPs lie in the range of -1 to 1. Whereas the LSFs lie in the range of 0 to 1/2T and are closely 
related to the formants of speech signals from which they are derived. 
The transformation from LSPs to LPC coefficients is relatively straight forward. It involves 
the derivation of A(z) from the LSPs. This can be readily accomplished by computing Q(z) and 
R(z) from their roots according to the final parts of Equations (3.37) and (3.38), respectively. 
This involves multiplying out the product terms of these polynomials. The inverse filter transfer 
function A(z), with its direct form LPC coefficients at, is then derived from Equation (3.34). 
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Although LSPs or LSFs do not provide any significant coding efficiency gain over LARs and 
ASRCs [24], they do possess some special properties which can be taken advantage of in the 
design of low bit rate speech coders. These include: (i) the natural ordering or monotonicity of 
LSFs for a given speech frame and (ii) strong correlation between the LSFs within a frame (i. e. 
intra-frame correlation) and the corresponding LSFs from the adjacent frames (i. e. inter-frame 
correlation). An illustration of these properties is shown in Figure 3.5. 
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Figure 3.5: Typical LSF trajectories for unvoiced and voiced speech 
The correlation property can be exploited to achieve higher coding efficiency by employing 
predictive and/or differential quantisation schemes. For example, Shoham's differential scalar 
quantisation scheme reported in [24,196] uses 36 bits for encoding 10 LSP coefficients. And 
one of the candidate coders for the ITU 8 kb/s standard uses only 19 bits to encode 10 LSP 
coefficients using differential VQ [182]. However, the LPC parameters quantised using such 
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schemes are more sensitive to transmission errors. The ordering property on the other hand can 
be used for the detection of any transmission errors, i. e. by checking for cross-overs of the LSFs in 
a given speech frame. The corrupted parameters can then be corrected, without any redundancy 
for the forward error control, by restoring the monotonicity of the LSFs. It is this very feature of 
the LSF representation which makes it increasingly popular in applications such as cellular and 
satellite mobile communications that require speech coders which not only operate at low bit 
rates, but also exhibit a high degree of robustness against transmission channel errors. Another 
useful aspect of the LSF/LSP representation is that the interpolated LSFs/LSPs also obey the 
ordering property. Thus the stability of the LPC synthesis filter can be guaranteed by ensuring 
that the quantised LSFs/LSPs preserve the monotonicity. 
Further reduction in coding capacity can be achieved by employing time-varying bit allo- 
cation [107] and/or vector quantisation [196,237]. However, the saving is at the expense of 
increased computational complexity. On the other hand, the synchronisation of a variable bit 
rate speech coder is very difficult to achieve in real-time. 
3.2.2 Pitch Predictive Coding 
Though LPC inverse filtering removes most of the short-term correlation, it does not affect the 
long-term correlation (prominent during voiced regions) in the signal. This correlation in the 
residual signal is visible as sharp periodic pulses in Fig. 3.3 and as a harmonic structure in Fig. 
3.4. To remove the long-term correlation in the residual signal, a second stage of prediction 
commonly referred to as pitch predictive coding or long-term prediction (LTP) is used. Like 
the LPC analysis, the objective of the LTP analysis is to compute a set of parameters (pitch 
delay/lag and gain values) which when used in a long-term inverse filter attempt to spectrally 
flatten the signal, i. e. remove the fine structure. 
Usually, the LPC analysis is performed on the original and the LTP analysis on the LPC 
inverse filtered (residual) signal. However, there are no obvious reasons why the LTP analysis 
can not be performed on the original signal and the LPC analysis on the LTP inverse filtered 
(residual) signal as long as the effects on the formants are taken into account during the LTP 
analysis - long-term filtering of the original signal removes most of the first formant structure. 
In fact, in Atal's original APC [185], the LTP analysis came before the LPC (or STP) analysis. 
The efficiency of short or long-term analysis is usually measured in terms of the spectral 
flatness measure (SFM) or its reciprocal, commonly known as the prediction gain which is 
defined as the ratio (in dB) of the input signal to the residual signal [104]. The prediction gain 
of the combined system, however, is always less than the sum of the STP and LTP prediction 
gains in isolation [239], mainly because the vocal tract and excitation are interconnected and 
not completely separable as assumed in our speech production model. 
3.2 Bit Rate Reduction Tools 48 
3.2.2.1 LTP Formulation 
As for the short-term predictor, the long-term predictor can be formulated as, 
M 
P2(z) _ bkz-(k+T1) (3.48) 
k=-M 
where M determines the order of the LTP (e. g. M -= 0 implies 1st. order whereas M=1 
signifies 3rd. order), TT denotes the pitch period and bk represent the pitch gain coefficients 
which reflect the amount of correlation between the samples separated by one or more pitch 
periods. Now let us refer back to the source-filter model of speech production shown in Figure 
3.2 and assume that the time varying linear filter is a cascade of two linear filters, one modelling 
the short-term correlation and the other the long-term correlation. The final output signal s(n), 
can be given as, 
PM 
s(n) = Gx(n) +L ajs(n - j) +E bkr(n - Tp - k) (3.49) 
j=1 k=-M 
where r(n) is the past excitation signal (coming from the LTP memory). Defining a combined 
LPC-LTP analysis model whose transfer function is given as, 
H, (z) = (1 - P1(z)) (1 - P2(z)) (3.50) 
then the prediction error for the combined analysis model can be given as, 
PM 
e(n) = s(n) -E ais(n - j) - ßkr(n - rp - k) (3.51} 
j=1 k=-M 
and following a similar approach as to that for the LPC analysis, the estimates a /3k and r, 
of the model parameters a1, bk and Tp can be determined. 
3.2.2.2 Estimation of LTP Parameters 
Due to the presence of the delay factor rp, the mean squared error solution of Eqn. (3.51) is not as 
straight forward as that for the LPC analysis. In order to overcome this, one of two sub-optimal 
approaches, either a one-shot sequential or an iterative sequential approach [109] can be taken. 
The underlying assumption in these approaches is that the LPC inverse filtering does not affect 
the long-term correlation in the input speech signal, i. e. the pitch spectrum information in the 
LPC residual r(n), is the same as that in the input s(n). In the case of one-shot approach, aj are 
computed as before using s(n) whereas /3k and rp are computed using r(n). This approach can 
be considered to be near optimal if the long-term lag rp, is greater than the LTP analysis frame 
size. The iterative sequential approach is basically an extension of the one-shot approach. Here, 
after solving for the STP and LTP, the STP is re-optimised using the previously determined 
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LTP coefficients and the LTP is recalculated based on the newly computed LPC residual. This 
iteration process is continued until a certain threshold or a fixed number of iterations is reached. 
Although the iterative approach has been reported [109] to provide a relatively large prediction 
gain, its larger computational complexity offsets this advantage to a great extent. Hence, the 
one-shot approach is usually preferred and is used in this thesis. A detailed account of this 
approach follows. 
Given the STP solution using the input speech signal s(n), the long-term prediction error 
(using the residual signal r(n)) can be defined as, 
M 
e(n) = r(n) -> Qkr(n - rp - k) (3.52) 
k=-M 
which is a sampled time domain representation of the filtering operation of the long-term inverse 
filter P(z), given by, 
M 
P(z) = 1- E Qkz-(k+Tp) 
k=-M 
(3.53) 
The LTP parameters can now be estimated by applying the mean squared error criterion, i. e., 
M 
Y=E [e2(n)] =E (r(n) -E ßkr(n - rp - k))2 (3.54) 
k=-M 
By substituting for the expectations E[ ], with finite summations (ignoring division by the 
number of terms summed), we obtain, 
M2 
y=E en(m) _ rn, (m) -' ßkrn(m - rp - k) (3.55) 
m k=-M 
Now setting OY/ä/3k to zero, we get, 
where 
and 
M 
E ßkU(i, k) = R(rp + i, 0) -M<i<M (3.56) 
k=-M 
N-1 
R(rp + i, 0) =E r(m - rp - i) r(m) (3.57) 
'n-0 
N-1 
U(i, k) = 1: r(m - rp - i) r(m - rp - k), -M <i<M, -M <k<M (3.58) 
M=o 
Where N is the length (in samples) of the LTP analysis frame. The Qk coefficients can now be 
computed by solving Eqn. (3.56) using Cholesky's decomposition [14]. In the above formulation 
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it is assumed that the pitch lag rp, has already been found and that ßk = Qk, Tp. Various pitch 
detection algorithms such as Autocorrelation [170], Cepstrum [156], Maximum Likelihood [231] 
and Average Magnitude Difference Function (AMDF) [239] can be used to determine rp. The 
Autocorrelation algorithm (because of its simplicity) is used in this thesis and is described next. 
Although multiple-tap LTPs provide larger prediction gain [122,129,117], their relatively 
large computational complexity limits their use. Hence, single-tap LTPs axe usually preferred. 
Thus, setting M=0 in Eqn. (3.56), we get, 
N-1 
E r(m)r(m - Tp) R(Tp, 0) m=o ßo = U(O, O) = N-1 
E r2(m - TP) 
m=0 
Tmin :5 Tp :5 Tmax (3.59) 
Now substituting M=0 and the expression for ßo in Eqn. (3.55), we get, 
N-1 
1 
r(m)r(m - Ty) 
2 
Y-E r2(m) -N N-i 
(3.60) 
m-0 E r2(m - TP) 
m, _0 
In order to determine the optimal rp, lag values between r i,, and are tested and the one 
that minimises the error function Y, is chosen as the optimal value. For speech sampled at 8 
kHz, r, may vary from 16 for a high-pitched female or child to 160 for a deep-voiced male. Thus 
the size of the analysis window should be larger than N+ Tmax (200 for N=40) in order to have 
at least two pitch pulses within the window so that the Autocorrelation algorithm can work 
properly. Having found rp, the gain , ßo can be found using Eqn. (3.59). 
Typical plots of the LPC residual and the pitch residual or secondary excitation (i. e. the 
signal after LPC and LTP inverse filtering) are shown in Fig. 3.6. It can be observed that most 
of the quasi-periodic pulse-like structures in the LPC residual are removed by the LTP inverse 
filtering. 
The role of LTP is further illustrated in Figures 3.7 and 3.8 where variations of the LTP lag 
(Tp) and the LTP gain (go) from one LTP analysis frame to the next are shown for a segment 
of speech containing voiced, unvoiced and transitional regions. In Fig. 3.7, the fairly steady 
sections (taking any `pitch doublings' into account) correspond to voiced regions and the sections 
with rapid fluctuations correspond to either unvoiced or transitional regions. It can be seen from 
Fig. 3.8 which has the same time axis as Fig. 3.7 that the magnitude of ßo tends to be close 
to unity during voiced regions whereas during transitional regions it fluctuates significantly. It 
can be easily deduced from these results that LTP performs optimally during voiced regions and 
sub-optimally during unvoiced and transitional regions. 
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Figure 3.6: Time domain plots of original speech, LPC residual and pitch residual 
3.2.2.3 Quantisation of LTP Parameters 
The quantisation of the LTP lag or delay (Tp) is quite straight forward. For 8 kHz sampled 
speech, though r can lie in the range of 16 to 160, the search is usually restricted to a power 
of 2 for efficient encoding. For example, 20 to 147 which can be directly coded using 7 bits 
(128 values). However, in systems such as MPLPC and RPELPC which can generate the pitch 
pulses explicitly, the range can be reduced to 6 bits (64 values). Since variation of rp is usually 
quite slow especially during voiced regions, differential search (instead of full search) can be 
used in systems destined to operate at very low bit rates. For example, odd subframes may 
be searched in the full range (usually 7-bit) and even subframes in a small (usually 5 or 6-bit) 
differential range around the value of rp selected for the last subframe. However, the degradation 
in performance due to differential encoding is generally quite noticeable. 
The LTP gain magnitude which tends to be close to unity during steady-state voiced speech, 
approaches zero during unvoiced speech and tends to be greater than unity at the beginning of 
some voiced speech segments where the amplitude gradually builds up. Although the extreme 
values can be much larger than unity, it has been observed [122] that limiting its variation in 
a small range (e. g. -1 < X30 < 2) does not degrade the performance noticeably. Allowing the 
LTP gain to go negative improves the speech quality during unvoiced and transitional regions. 
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Typically, f3o is encoded using a4 or 5-bit (including the sign bit) scalar quantiser. 
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As the LTP parameters are updated more frequently (typically every 5 ms) than the LPC 
parameters, the encoding of these parameters generally takes a significant proportion of the 
overall coding capacity of a given system. It typically amounts to 2-2.5 kb/s in a single-tap and 
4-5 kb/s in a 3-tap LTP system. The coding capacity can be reduced by updating the parameters 
less frequently (e. g. every 10 rather than 5 ms), however, at the expense of noticeably degraded 
performance. 
3.2.3 Vector Quantisation 
The main aim of any quantisation scheme is to map from a continuous-amplitude sample space 
onto a discrete-amplitude symbol space in such a way that the quantisation erroi is within 
acceptable limits and the coding rate as low as possible. When each sample is quantised in- 
dividually the scheme is called scalar quantisation (SQ) [104] and when a set or sequence of 
samples is quantised together the scheme is labelled as vector quantisation (VQ) [8,30,83,141]. 
The process of quantisation may or may not have memory in the sense of depending on the past 
actions of the quantiser. For example, PCM has no memory whereas ADP CM does. Quantisa- 
tion schemes with memory generally perform better than those without memory but at the cost 
of increased complexity. 
Scalar quantisation is simple and offers good performance. However, it is not feasible at 
low bit rates (<8 kb/s) where less than one bit per sample is available for quantisation. Vector 
quantisation on the other hand permits fractional rates in bits per sample but requires a large 
computational capability. However, according to Shannon's rate distortion theory, VQ should 
always provide better performance than SQ for a given information transmission rate [189,190, 
27]. Alternatively, for a given quantisation distortion, VQ should offer higher coding efficiency 
(i. e. less average bits per sample) than SQ. The success of VQ has been the main impetus 
behind the development of some very efficient speech coding algorithms such as CELP which 
are capable of producing high quality speech at low bit rates. 
Amongst the VQ with memory and VQ without memory, the latter is relatively more devel- 
oped and hence more widely used. In its generalised form, an N-dimensional memoryless vector 
quantiser comprises of two parts: (a) an encoder which assigns each N-dimensional input vector 
xri a channel symbol U in some channel symbol set M and (b) a decoder which attributes each 
channel symbol On in Ma value yi in a vector space which may or may not be the same as the 
input vector space. However, in the bit rate reduction applications of VQ, the two vector spaces 
are the same. Also, the channel is assumed to be noiseless, i. e. Un = On. The channel symbol 
set is usually a space of binary vectors for reasons of coding efficiency, e. g. M contains 2R binary 
R-dimensional vectors. If M has L elements, then R =1og2 L is the rate of quantisation in bits 
per vector and r= R/N is the rate in bits per sample. 
Figure 3.9 illustrates the basic principle of a memoryless VQ encoder. A block of N con- 
secutive discrete-time continuous-amplitude input values represented by a vector x, is matched 
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with each N-dimensional vector yj (for j=0,1,2, """, L-1) in a codebook Y containing L such 
vectors and the codebook vector yi which minimises the distortion between itself and the input 
vector is selected as the quantised vector, i. e. q(x) = yi. Only the index i, to the quantised 
vector is encoded and transmitted as the same codebook is available on the decoder side. The 
performance of a codebook is usually measured in terms of an overall distortion measure D, 
defined as, 
D= ij E do [x, Y] 
n=1 
(3.61) 
where dn[x, y] is the distortion due to the nth input vector and K is the number of vectors in 
the input vector space. 
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Figure 3.9: Block diagram of a memoryless vector quantiser 
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3.2.3.1 Distortion Measures 
The choice of an appropriate distortion measure is very important in the design of a data com- 
pression system that minimises the subjective distortion between the original and the quantised 
vectors. Ideally a distortion measure should be tractable to permit analysis, computable so that 
it can be evaluated in real time and subjectively meaningful, so that large or small quantita- 
tive distortion measures correlate with bad and good subjective quality. A number of objective 
and subjective distortion measures such as mean squared error (MSE), weighted mean squared 
error (WMSE), the Itakura-Saito distortion and perceptually determined distortion measures 
(PDDMs) have been developed and reported in the literature [185,104,83,116]. Amongst these, 
the MSE due to its computational simplicity has been the most commonly used measure and it 
is defined as, 
N-1 
d[x, y] =NE [x. i - y1], 
j-o 
(3.62) 
where N is the dimension of both the input vector x, and its quantised version y. While not 
subjectively meaningful at low bit rates, generalisations of the MSE permitting input-dependent 
weightings have proved useful and only slightly more complicated. However, for systems destined 
to operate at low bit rates, perceptually based distortion measures should be preferred. 
3.2.3.2 Codebook Design 
The most important element which determines the performance of a VQ system is the codebook 
whose entries also known as codewords or templates are matched with source vectors. There are 
two necessary conditions which a quantiser must meet in order to be optimal [83], i. e. the one 
which minimises the overall distortion D, given by Eqn. (3.61). The first condition is that the 
encoder should select the codeword that will result in the minimum possible distortion at the 
decoder output, i. e. the best encoder is a minimum distortion or nearest neighbour mapping. 
Thus, the encoder can be thought of as a partition of the input space into L cells such that each 
cell CJ, contains all source vectors xp,, yielding a common output y5. 
The second condition for optimality is that each codeword y,, is a generalised centroid (or 
centre of gravity) of all source vectors xp,, grouped in the cell Cj, so that the average distortion 
in C,, is minimised. Computation of the centroid of a particular cell depends on the definition of 
the distortion measure and the probability density function (pdfl of all source vectors grouped 
in that cell. For the MSE or the WMSE, it is simply the ordinary Euclidean centroid or the 
vector sum of all source vectors grouped in that cell and the nth element of the centroid y, of 
the cell C5 containing P,, source vectors xp,, can be given as, 
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1 P. -1 
yä(n) = P? E xj (i) (3.63) 
i=O 
The above described conditions for optimality formed the basis of Lloyd's original optimal 
PCM design algorithm for a scalar random variable with a known pdf and a squared error 
distortion [134]. A generalised form of this algorithm was developed for vector quantisers by 
Linde, Buzo and Gray and it is commonly referred to as the LBG algorithm [132], also as the 
K-means algorithm [141]. This is one of the most widely used algorithms for codebook design. 
It partitions a set of training vectors into L cells or clusters C1 such that the two conditions for 
optimality are satisfied. The algorithm is summarised below. 
LBG or K-means Algorithm : If m is the iteration index and Cjm, denotes the jth cluster 
at iteration m with y1, ß its centroid, then: 
Step 1. Set m=0 and choose a set of initial codewords yjo for j=0,1, """, L-1. 
Step 2. Partition the set of training vectors x,, for n=0,1, """, P-1, into P clusters 
C1 by following the nearest neighbour rule. That is, x, a E Cim iff d[xn, yjm] < 
d[xn, Ykm] for all k#j. 
Step 3. Set m= m+1 and update the codeword for each cluster by calculating the new centroid 
of training vectors in that cluster. 
Step 4. If the decrease in the overall distortion at iteration m relative to m-1 is below a 
certain threshold, stop, else go back to Step 2. 
It is to be noted, however, that the above algorithm converges to a local rather than a 
global optimum and the solution in general is not unique [83]. The measures that can be taken 
to achieve global optimality include: (i) employing good initial codebooks, (ii) trying several 
different initial codebooks and choosing the one resulting in the minimum overall distortion, (iii) 
using a sufficiently large size of the training database and (iv) optimising the codebook using 
one set of training vectors and evaluating its performance using another set with a different 
distribution. Two basic approaches have been developed for designing a codebook. These are: 
Approach 1: To start with a simple small codebook and recursively construct a larger one 
of the required size. The small codebook may consist of two initial vectors which may be chosen 
randomly or computed as centroids of the two halves of the training database. After optimising 
the two initial vectors using K-means algorithm, each one of them is split into two further vectors 
by adding and subtracting a small perturbation vector of the same dimension, i. e. v+c and 
v-E. The resulting vectors are again optimised (using the K-means algorithm) and then split 
into further vectors. The process continues until the number of optimised vectors equals the 
required codebook size. 
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Approach 2: To start with a larger number of initial vectors chosen randomly from the 
training database and recursively discarding the least used vectors until the number of optimised 
vectors equals the required codebook size. The procedure is to optimise the initial vectors using 
K-means algorithm, discard a selected number of the least used vectors, optimise the remaining 
ones (using K-means algorithm) and again discard the least used ones until the required size is 
reached. For good performance the initial size of the codebook should be > 1.5 times the final 
size and the number of iterations should not be less than five or six. 
3.2.3.3 Codebook Types and Search Procedures 
A number of codebook types have been designed to cater for different levels of performance re- 
quirements with varying degree of computational and storage complexities. The ones commonly 
used in speech coding include full search, binary search, random, adaptive, cascaded, split vector 
and gain-shape [83,117,129]. 
Full search codebook : In a full search codebook each input vector is compared with all the 
codewords in the codebook. In terms of performance, full search or exhaustive search codebooks 
generally are the best [83] but they are the most computationally intensive as well. Also, their 
storage and computational requirements increase exponentially with the codebook size. For an 
N-dimensional L size full search codebook, the computational requirement equals NxL MAC 
operations per input vector and the total storage requirement equals NxL locations or words 
where L typically takes on a value of 2R with R being the rate in bits per vector. 
Binary search codebook : The main attraction of a binary search codebook (also known 
as tree search codebook) is that the computational effort required for the search for the min- 
imum distortion codeword is proportional to loge L rather than L. However, this reduction 
in computational complexity is at the expense of almost doubled storage requirement. The 
extra storage is used for storing the intermediate optimised codewords (the so called mother 
codewords) which define the minimum effort search path from an input vector to a codeword 
in the codebook. While designing a binary search codebook using Approach 1 described above, 
the N-dimensional input vector space is first divided into two regions corresponding to the two 
initial vectors. Then each of the two regions is divided further into two sub-regions and the 
process continues until the space is divided into 2R =L small regions. At each stage of splitting 
of a mother codeword, each new pair of vectors is optimised using the region of the database 
represented by their mother codewords. 
Random codebook : Random codebooks are attractive because they do not need training. 
The design of a random codebook is very simple as its codewords can be chosen at random from 
a training database. The performance of a random codebook approaches that of an optimal 
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codebook as its size L and vector dimension N get bigger. A special case of a random codebook 
is a random Gaussian codebook in which the randomly chosen vectors themselves contain random 
numbers. 
Adaptive codebook : Extensive training of a fixed code codebook is vital for achieving 
optimal performance with time-varying input data characteristics. An alternative way is to 
use a reasonably well trained adaptive codebook which can track the time-varying input data 
characteristics. The codewords may be updated with respect to either the unquantised input 
vectors (i. e. forward adaptive) or some form of the most recent quantised output vectors (i. e. 
backward adaptive). Note that forward adaptive codebooks require some side information to be 
transmitted to the decoder for correct recovery of the signal. 
Cascaded codebook : Cascaded codebooks have been designed to reduce both storage and 
computational requirements. The first stage in a cascaded codebook quantises the input vectors 
whereas each subsequent stage quantises the residual or error signal from the previous stage. 
Thus, in ak stages cascaded codebook, the quantised value of a given input vector is equal to 
the sum of the quantised values at all k stages of the cascade. If the size of the kth stage is Lk 
vectors then the N-dimensional cascaded codebook will require N (L1 + L2 +""", -ELk) MAC 
operations per input vector and the same as the total number of storage locations, assuming 
loge L=R= loge Li + loge L2 +"""+ loge Lk. Comparing these requirements with those of 
binary search codebooks - 2NR MAC operations per input vector and 2N (L - 1) locations 
- it can easily be deduced that cascaded codebooks though slightly more computationally 
intensive than binary search codebooks require only a fraction of the storage required for the 
latter. Furthermore, for a given coding rate R bits per vector, both computational and storage 
requirements of a cascaded codebook decrease with an increase in the number of stages. 
Split vector codebook : In a split vector codebook, an N-dimensional input vector is split 
into M parts and each part is vector quantised independently of the other parts. The main 
attraction of such a codebook is the flexibility it offers in terms of choosing the dimension of 
each part and allocating the coding capacity (i. e. bits per vector) according to the perceptual 
importance of each part. If each input vector is split into M equal parts and each part is 
quantised using Rk* = loge Lk bits where k=1,2, """, M then the split vector codebook will 
require -ý', r (Li + L2 +"""+ LM) MAC operations per input vector and the same as the total 
number of storage locations. 
Gain-shape codebook :A gain-shape codebook is an example of product codebook which 
is very useful when there are different aspects of the input vector that should preferably be 
quantised separately because of their different effects. For example, for vector quantising the 
speech signal which has a large dynamic range, it is advantageous from the performance (for a 
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given rate) as well as the computational and storage requirements view points that the "shape" 
and "gain" of the signal are quantised separately using independent codebooks. The "shape" 
is 
. 
defined as the input vector normalised to a certain variance level (typically unity) and the 
"gain" as the original variance. The gain is computed either before or during the shape codebook 
search and it is usually scalar quantised. Computing the gain during the shape search is a closed- 
loop scheme and thus provides better performance than computing it before the shape search 
which is an open-loop scheme. The improvement in performance, however, is at the expense of 
significantly increased computational complexity. 
3.3 Speech Coding Techniques 
The underlying goal in digital speech coding is to reduce bit rate while preserving output speech 
quality by taking advantage of redundancies in the speech signal and of perceptual limitations 
of the ear with the least cost. Numerous speech coding techniques have been developed while 
attempting to achieve this goal. These techniques can be classified into three broad categories 
namely waveform coding, voice coding (also known as vocoding) and hybrid coding. Waveform 
coders strive for facsimile reproduction of the signal waveform. As such, waveform coding is 
not speech specific and can be applied to any amplitude and bandwidth limited signal. In 
contrast, the operation of vocoders is very much speech specific, hence no attempts are made 
to reproduce the original speech waveform. In vocoding, a theoretical model of the speech 
production mechanism as shown in Fig. 3.2 is assumed. Parameters of this model are extracted 
at the transmitter by analysing the original input speech signal. These parameters are then used 
at the receiver to control the speech production model to synthesise an output speech signal 
which sounds but does not necessarily look like the input speech signal. 
Waveform coders tend to be simple hence cheap to implement. They provide high quality 
output speech and cope well with a wide range of speaker and background noise characteristics. 
Moreover, they generally permit use of multiple speakers and non-speech signals. However, 
their coding efficiency is very low and they can not provide acceptable speech quality at low 
bit rates, hence their operation is limited to high bit rates (>16 kb/s). On the other hand, 
vocoders offer high coding efficiencies and they generally operate at very low bit rates (<4.8 
kb/s). However, they tend to be much more complex and hence expensive to implement. They 
provide speaker-dependent synthetic quality output speech and perform very poorly with high 
levels of background noise, multiple speakers and non speech signals. The poor (synthetic) 
quality speech produced by source-filter model based vocoders can be attributed to various 
oversimplified assumptions such as: 
1. Speech can be categorised as either voiced or unvoiced, whereas in some cases it is mixed. 
2. The source and the filter are linearly independent, whereas they are not. 
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3. The excitation during voiced regions consist of single pitch pulses spaced at constant in- 
tervals (i. e. pitch period), whereas there is evidence that apart from the main pitch pulses 
which occur at glottal closure there are, in some cases, some secondary pulses which occur 
during a pitch period and the pitch period is subject to small variations. 
Hybrid coders attempt to amalgamate desirable features from both waveform, coders and 
vocoders to form sophisticated coding techniques which provide good quality speech at moderate 
bit rates i. e. somewhere in the 4.8-16 kb/s range. However, they tend to be more complex than 
both waveform coders and vocoders. 
3.3.1 Waveform Coding 
Waveform coders generally operate on a sample to sample basis. Their performance is effectively 
measured in terms of signal to noise ratio (SNR) as quantisation noise is the main source of 
distortion in the output waveform. The simplest and best known waveform coding technique is 
Pulse Code Modulation (PCM) [33]. The 64 kb/s PCM [65] coded speech is considered to be toll 
quality and is generally used as a reference for comparing lower rate speech coders. Toll quality 
in terms of SNR is commonly defined as the quality of a 200-3400 Hz bandlimited analogue 
speech signal with its SNR > 30 dB and its harmonic distortion < 2.3% [130]. 
By quantising the difference between successive samples (rather than the samples them- 
selves), differential coding techniques such as Differential PCM (DPCM) and Delta Modulation 
(DM) [104] exploit correlation between adjacent samples. And by adapting the quantiser step- 
size according to the short-term speech power, Adaptive Differential PCM (ADPCM), Adaptive 
DM (ADM) and Continuously Variable Slope DM (CVSDM) [104,77] are obtained. ADPCM 
[66] provides better speech quality than CVSDM at bit rates in the 24-48 kb/s range. 
3.3.2 Vocoding 
Vocoders also known as source coders were amongst the earliest types of speech compression 
techniques. The operation of vocoders is closely based on the speech production model shown 
in Fig. 3.2. The excitation is usually modelled either as a series of unipolar pulses spaced at 
the pitch period for voiced speech or as noise for unvoiced speech. Whereas, the vocal tract (i. e. 
spectral shaping) section of the model is described differently for different vocoding techniques. 
In Channel Vocoding (CV) [60,92], it is represented by the amplitude of the short-term frequency 
spectrum in a number of frequency bands, typically 15 or 19. In Formant Vocoding (FV) [183], 
it is represented by amplitudes of the spectral peaks (i. e. formants) which are perceptually the 
most important regions of a speech signal spectrum. Here, each formant is described by its centre 
frequency and bandwidth. In Homomorphic or Cepstral vocoders [161], the spectral envelope is 
obtained from the input speech signal by separating it from the excitation by employing Fourier 
and Logarithmic transformations. Whereas, in LPC vocoding [14] it is specified by a number of 
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LPC coefficients, typically 10. 
Channel vocoding was the foremost vocoding technique introduced by Homer Dudley more 
than fifty years ago [53]. This technique has the potential of producing high quality speech but 
at relatively high bit rates [79]. Low coding efficiency of channel vocoding led to the development 
of formant vocoding which offers high coding efficiency as well as high quality speech provided 
the formants are extracted accurately which is quite difficult to accomplish in real-time. On 
the other hand, homomorphic vocoding provides good quality with clean speech input but fails 
very badly in the presence of background noise. Nevertheless, it provides very accurate pitch 
period measurement. Whereas LPC vocoding encodes the spectral envelope very efficiently, 
and provides an output speech quality which, though not acceptable for PSTN applications, is 
good enough for non-commercial applications such as military communication systems where 
intelligibility rather than quality is of prime concern. Hence, it has been the most successful 
and widely used vocoding technique over the last two decades [218,158]. 
Since vocoders in principle do not attempt a facsimile reproduction of the input, there may be 
very little or no sample to sample matching between the input and the output speech waveforms 
implying that simple objective quality measures such as SNR may not reveal much about the 
output speech quality. Therefore, for performance assessment of different vocoding techniques, 
subjective quality measures such as Mean Opinion Scores (MOS), Diagnostic Rhyme Test (DRT) 
and Diagnostic Acceptability Measure (DAM) [114] are usually employed. 
3.3.3 Hybrid Coding 
Hybrid coders can be further categorised into two groups namely analysis-and-synthesis (AaS) 
and analysis-by-synthesis (AbS). The basic principles underlying these two categories are illus- 
trated in Figures 3.10 and 3.11. The AaS type coding techniques can be viewed as "open-loop" 
schemes where the input speech signal is analysed to extract the (assumed) model parameters, 
then these parameters are quantised and transmitted - analysis and quantisation are performed 
in isolation. Thus, control over the distortions introduced is limited to the individual subsys- 
tems. On the other hand, AbS type coding techniques can be viewed as "closed-loop" schemes 
where the model parameters which are extracted by analysing the input speech signal are opti- 
mised adaptively using a locally synthesised version of the input signal. Thus, all the subsystems 
are jointly optimised such that the overall error is minimised. The AbS type coding techniques 
provide higher speech quality than AaS techniques, however, at the expense of extra complexity. 
3.3.3.1 Analysis-and-Synthesis Coding Techniques 
The important coding techniques that can be grouped under this category include Adaptive 
Predictive Coding (APC) [13,185,239], Residual Excited LPC (RELP) [239], Sub-Band Coding 
(SBC) [44,219], Adaptive Transform Coding (ATC) [240,116], Sinusoidal Transform Coding 
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(STC) [11,145] and Multi-Band Excitation (MBE) [85,84,86]. In APC, the input speech 
signal is inverse filtered employing short-term and long term linear predictors to remove both 
short-term and long-term correlations in the speech signal and the resultant error (also known 
as excitation) signal is scalar quantised on a sample by sample basis. 
Input Speech 
Analysis 
Output Speech 
Synthesis 
Encoder 
................................... 
Decoder 
...................................... 
Figure 3.10: Simplified block diagram of an analysis-and-synthesis type coder 
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Figure 3.11: Simplified block diagram of an analysis-by-synthesis type coder 
RELP is essentially the same as APC except that in RELP only low frequency components 
(i. e. baseband) of the residual are encoded resulting in higher coding efficiency. At the encoder, 
the baseband is extracted by low-pass filtering and decimation (typically by a factor of 3 or 4) of 
the residual signal. At the decoder, the de-quantised baseband signal is interpolated followed by 
high frequency regeneration (HFR) [140] to acquire an approximation of the full-band residual 
(excitation) signal. Spectral folding is most commonly employed for HFR as it is simple and 
effective. However, the HFR process seems to be the critical point in the performance of a RELP 
coder. 
SBC and ATC are very similar to each other. Both involve splitting the input speech 
spectrum into a number of bands. However, the method used for this band splitting in SBC is 
different from that in ATC. The partitioning of the speech spectrum into sub-bands and then 
encoding them separately is attractive because: (a) the number of quantisation levels as well 
as the characteristics of individual quantisers can vary independently from one sub-band to 
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another, (b) the quantisation noise in a given sub-band is confined to that band and there is no 
spill-over into adjacent sub-bands and (c) one can exploit the different sensitivities of the ear at 
different frequencies. 
In SBC, a bank of band-pass filters is employed to split the input speech spectrum into several 
sub-bands (typically 4-16), each sub-band is low-pass translated to zero frequency, decimated 
and encoded using a separate waveform coder. The encoded information from all the sub-bands 
is multiplexed and transmitted. At the receiver, each sub-band is demultiplexed, decoded, 
interpolated and translated back to its original position. The resulting sub-band signals are 
then combined to provide an approximation of the original input signal. 
Whereas in ATC, a block transformation such as the discrete cosine transform (DCT) is 
employed for transforming a windowed segment of the input speech into the frequency domain. 
Each transformed segment is represented by a large number (typically 128 or 256) of coefficients, 
each coefficient representing a narrow frequency band. The N transform coefficients are either 
encoded individually or in groups or bands (typically 8 or 16) using a scalar quantiser such as 
Adaptive PCM (APCM) or vector quantisation [118] and transmitted. At the receiver, they 
are decoded and inverse transformed to produce a replica of the original input segment. The 
allocation of bits for coding each band may be fixed or adaptive. As speech is a non-stationary 
signal, fixing the number of bits (from long-term considerations) for coding each band is sub- 
optimal in the short-term. Therefore, better results can be obtained by allowing the number 
of bits assigned to each frequency band to vary according to local signal statistics. However, 
adaptive bit allocation requires the periodic transmission of side information so that the receiver 
is kept informed of the updated allocation patterns. 
APC, RELP, SBC and ATC all provide high quality speech at bit rates >16 kb/s. As 
expected, the quality degrades with decreasing bit rate and below 8 kb/s it is generally not 
acceptable thus limiting the operation of these coding techniques in the 9.6-16 kb/s range. On 
the other hand STC and MBE provide good quality speech at 8 kb/s and below. In STC, the 
input speech signal is Fourier transformed to obtain important spectral peaks, typically 10-80, 
more during unvoiced regions. The positions in terms of frequency, magnitudes and phases 
corresponding to the chosen peaks are encoded and transmitted. At the decoder, sinusoids 
with respective frequencies, amplitudes and phases are generated and summed together to form 
the synthesised output speech. Further reductions in bit rate have been achieved [146,144] by 
encoding the chosen peak positions in terms of the fundamental frequency (i. e. pitch frequency) 
and its harmonics rather than sinusoids of various frequencies. However, the resulting harmonic 
coders which provide good quality speech during voiced regions perform sub-optimally during 
unvoiced and mixed regions. This can be attributed to the assumption used in such coders 
stating that speech signals can be represented by a summation of harmonics of a fundamental 
frequency which is truer for voiced regions than for unvoiced and mixed regions. 
MBE was developed relatively recently to address this issue. It can produce good quality 
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speech at low bit rates, not only during voiced but unvoiced and mixed regions as well [88]. This 
has been achieved by splitting the input speech spectrum into a number of bands and introducing 
voiced/unvoiced (V/UV) classification for each of these bands thus modelling mixed excitation 
regions more effectively than other coding schemes which employ a single V /UV decision for the 
full input speech segment (typically 20-30 ms). In MBE, the fundamental frequency (i. e. pitch 
frequency) is determined for each segment of input speech. Using magnitudes of the original 
speech spectrum at integer multiples of the fundamental frequency (i. e. harmonics) an estimated 
spectrum is formed assuming that the input speech signal is voiced. From the fundamental 
frequency, a total number of harmonics and bands is computed. The original and the estimated 
spectra are then compared within each band. The bands for which the difference between 
the two spectra is less than a set threshold are declared voiced and the others unvoiced. The 
model parameters which are encoded and transmitted in MBE include fundamental frequency, 
V/UV decisions, magnitudes and phases of harmonics. For unvoiced bands, phases of the 
harmonics are not encoded and the spare bits are allocated to magnitudes of the harmonics 
whether voiced or unvoiced. At the decoder, the voiced parts of the spectrum are reconstructed 
by summing sinusoids of respective frequencies, amplitudes and phases, whereas the unvoiced 
parts are reconstructed using random noise normalised to the unvoiced harmonic magnitudes 
with components at the voiced harmonic frequencies set to zero. The voiced and unvoiced time 
signals are then added sample by sample to produce the output speech. 
In a variant of MBE, commonly known as Improved MBE (IMBE) [95], in order to reduce bit 
rate, the number of bands and in turn the number of V/UV decisions is limited to a maximum 
of 12. Also, the phase information is not transmitted, it is instead predicted from the current 
and the previous pitch frequencies. At harmonics the phase should be such that all harmonics 
should add up to produce the harmonic peak. The IMBE coder, operating at 6.4 kb/s (with 
FEC) produces good quality speech and exhibits a high degree of robustness to channel errors. A 
modified version of IMBE which employs an LPC filter for representing the magnitudes has also 
been reported [236,137]. This coding scheme operates at 2.4 kb/s and produces good quality 
speech. 
3.3.3.2 Analysis-by-Synthesis Coding Techniques 
Assuming that the output of a given system can be controlled by varying its parameters, the 
concept of AbS [26] is to find an optimum set of these parameters such that the difference or 
error between the system output and a given reference is minimised. In practice, it involves 
trying all the possible states of each system parameter while keeping the other parameters fixed 
so that a set of parameters that produces an output which is maximally matched with a given 
reference is determined. The number of different combinations to be searched through increases 
exponentially with the number of parameters and the number of states for each parameter 
rendering the implementation of the AbS idea a computationally intensive problem. To overcome 
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this, various sub-optimal approaches such as applying the concept of AbS locally, rather than 
globally, to optimise the performance of individual subsystems, rather than the whole system, 
are usually adopted. 
In digital speech coding, Atal adopted a sub-optimal approach to the concept of AbS for 
computing the optimum excitation in linear predictive coding and invented multi-pulse excited 
LPC (MPLPC) [13] in early 1980's. Although MPLPC provided high quality speech at bit 
rates >8 kb/s, its performance degradation at lower rates was quite high. Hence, another AbS- 
LPC technique namely Code-Excited LPC (CELP) [184] was introduced a few years later which 
provided high quality speech at even lower rates. The main drawback of MPLPC and CELP, 
however, was their very high computational complexity. Hence, a great deal of research activity 
in the following years was aimed at simplifying MPLPC and CELP as well as developing some 
other low complexity AbS-LPC coding techniques. This resulted in the introduction of numerous 
promising algorithms such as Regular-Pulse Excited LPC (RPELPC) [123], Self Excited LPC 
(SELP) [175,115] and Vector Sum Excited LPC (VSELP) [73]. 
Lately, addressing the problem of large coding delays associated with CELP coders, low delay 
versions of CELP (referred to as LD-CELP) [35,200,69] have been developed. In LD-CELP, 
reductions in the coding delay are achieved by: (a) employing backward LPC analysis i. e. the 
LPC analysis is performed on a block of the most recent past reconstructed speech signal rather 
than the original input as in the case of normal (forward) CELP and (b) the excitation vector 
length is kept very small e. g. 5 samples in the case of 16 kb/s LD-CELP. 
The basic structure of a typical (sub-optimal) AbS-LPC system is shown in Fig. 3.12. Note 
that the LTP and the secondary excitation source are shown in parallel to each other unlike 
the usual fashion in which the secondary excitation source comes before the LTP [122]. The 
purpose behind this is to emphasise the role of the LTP as a source of quasi-periodic pulse-like 
excitation which we call primary excitation. The AbS-LPC system shown in Fig. 3.12 functions 
as follows. Segments or frames (typically 20-30 ms long) of the input speech signal s(n), are 
buffered and LPC analysis (usually 8-12 order) is performed on each frame to compute a set of 
coefficients which can then be used to control the LPC synthesis filter for modelling the short- 
term correlation (i. e. spectral envelope) in s(n). Since shorter segments can be better matched 
than longer segments and some excitation parameters such as pitch lag tend to vary (though 
slowly) within a frame, each frame is split into a number of subframes, typically 4-8. For each 
subframe, the optimum excitation signal modelled as a combination of a primary excitation 
sequence and a secondary excitation sequence is computed in two stages. 
In the first stage, each primary excitation candidate sequence p(n), is passed through the 
LPC synthesis filter 1/A(z), and the output is compared with the corresponding segment of 
s(n) and a difference or error sequence e(n), is computed. Then applying a suitable error 
criterion, this error is compared with the previous "minimum" error i. e. the one corresponding 
to the "best" or "optimum" excitation sequence so far and the lower of the two along-with its 
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excitation sequence is preserved for future comparisons. The search for the optimum primary 
excitation sequence popt(n), is repeated for a sufficiently large number of times. Having found 
popt(n), its corresponding gain sequence gp(n), is computed. Finally, contribution of the scaled 
popt(n) (through 1/A(z)) is subtracted from the corresponding segment of s(n) to obtain a 
reference sequence r(n). 
In the second stage, the optimum secondary excitation sequence x, pt(n), is searched through 
exactly in the same manner as for p, pt(n) except that the output of the 1/A(z) filter is compared 
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with r(n) instead of s(n). Having found xort(n), its corresponding gain sequence g--(n), is 
computed. The gain sequences gp(n) and gx(n) are optimised independently in order to keep 
the computational complexity manageable, though their "joint" optimisation provides higher 
speech quality. 
It can be argued that the operation of AbS-LPC techniques is not truly analysis-by-synthesis 
because the LPC parameters are computed first and then keeping them fixed, the optimum 
excitation is computed in an AbS loop. Consequently, the optimality of the excitation is limited 
by the optimality of the LPC parameters. Ideally, the LPC filter parameters and the excitation 
should be optimised inside the AbS loop. However, this "joint" optimisation is computationally 
very intensive and therefore a sub-optimal (sequential) approach is usually adopted. 
The most commonly used error criterion in AbS-LPC techniques for computing the LPC 
parameters and optimum excitation is the minimum mean squared error (MMSE) mainly because 
of its simplicity. It offers adequate performance at high (>16 kb/s) bit rates. However, at lower 
rates (<8 kb/s) where the availability of merely one or less bits per sample makes it more 
difficult to reconstruct a waveform which closely matches the input waveform, the MMSE is less 
meaningful. Hence, an error criterion based on speech perception rather than waveform matching 
is required. Unfortunately, a single perceptual error criterion which offers a totally satisfactory 
performance has not yet emerged. In the mean while therefore, MMSE with a weighting filter 
[185,186] has been commonly used in AbS-LPC techniques. The transfer function of this 
weighting filter is given as, 
P 
Eajz j 
W(z_ 
A(z) j=1 (3.64) ) 
A(z/7) P 
jz-j aill 
j=1 
where aJ are the coefficients of the LPC filter of order P, and 7 is the factor that controls the 
error energy in the formant regions as shown in Fig. 3.13. It is commonly referred to as the noise 
spectral shaping or, in short, noise shaping factor and its value lies between 0 and 1. Decreasing 
the value of ry broadens the formants. The increase in formant bandwidth is given by [122], 
Of 'Iny Hz (3.65) 
where f, is the sampling frequency. The optimum value of -y is selected empirically by subjective 
listening tests. For speech sampled at 8 kHz, it usually lies in the range of 0.8 to 0.9. 
The basic philosophy behind the application of the weighting filter is based on the well 
known "masking" property of the ear, i. e. low energy signals are masked by high energy signals 
in a given frequency band. In other words, the ear is less sensitive to noise in the formant 
regions as compared to the valleys. Thus, by shaping the otherwise approximately flat noise 
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Figure 3.13: Frequency domain plots of the weighting filter for a given LPC envelope 
spectrum during the search for the optimum excitation in such a way that the formants receive 
less attention (allowing for higher error energy) whilst the valley regions receive more (allowing 
for lower error energy), the overall perceptual distortion can be minimised which results in higher 
subjective quality. 
Implementation of W(z) within the AbS search loop as shown in Fig. 3.12 is very compu- 
tationally intensive. A mathematically equivalent but computationally far less intensive way 
of implementing W(z) is to apply this filter to each input speech frame only once prior to the 
AbS search and combine W(z) with the LPC synthesis filter transfer function 1/A(z), to form a 
modified all pole synthesis filter 1/A,,, (z), which is used only during the AbS search procedure. 
The modified synthesis filter is given by, 
1 
71-(-z) A(z)W 
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(3.66) 
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Referring back to Fig. 3.12, the function of secondary excitation (generator) is to model 
STP-LTP inverse filtered residual signal. Ideally, the structure of this signal should be random 
(i. e. flat spectrum) if all the short-term correlation has been removed by the LPC inverse filter 
and all the long-term correlation by the LTP inverse filter. In practice, however, the structure 
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varies between pure pulses and random noise. The residual pulse-like structures are mainly due 
to either insufficient LTP delay range or the presence of "secondary" pitch pulses in between the 
main pitch pulses [39]. For the optimum system performance therefore the secondary excitation 
generator should be able to adequately model the residual signal whose character can vary 
between pure pulses and random noise. Proper modelling of the secondary excitation is also 
vital to the LTP efficiency as scaled versions of this excitation are used to build up the LTP 
synthesis filter memory. 
In view of the large dynamic range of the speech signal, the secondary excitation is usually 
modelled as a "shape" sequence x(n), scaled by a "gain" sequence gx(n). By appropriately 
selecting various shape sequences which reflect the underlying statistics of the STP-LTP inverse 
filtered residual signal, the excitation can therefore have any structure. For example, in pulse 
form as in MPLPC and RPELPC, or in codebook form as in CELP, SELP and VSELP. It is 
pertinent to point out here that because of their recursive nature, both LPC and LTP synthesis 
filters contain memory in their working buffers carried over from the previous frames and the 
preservation of this memory is very important for the correct operation of an AbS-LPC coder. 
The secondary excitation in MPLPC is specified by a sequence of non-uniformly spaced 
pulses with varying amplitudes. Various strategies have been reported [129] for determining the 
positions and amplitudes of these pulses. The simplest of these is as follows. The pulses are 
derived in an AbS procedure by minimising the perceptual difference between the weighted input 
signal s,,, (n), and the output of the weighted LPC synthesis filter, 1/A,,, (z). For each pulse, a 
position and an amplitude are determined. The pulses are determined sequentially. After 
determining a pulse position and its quantised amplitude, its synthesised response (through the 
1/A,, (z) filter) is subtracted from su, (n) and the procedure repeated for the next pulse. The 
number of pulses per subframe (typically 3-8) is fixed a priori. Since no restrictions are placed 
on the spacing or the spread of the pulses, a large number of bits are required to encode the 
pulse positions. 
In the cases where the amplitudes of the selected pulses are quantised individually, there 
is no need to compute a gain sequence for scaling these pulses. However, in the cases where 
these pulses are normalised before quantisation, the corresponding scaling factors in the form 
of a gain sequence need to be quantised and transmitted. It is worth mentioning here that the 
original MPLPC [13] did not incorporate LTP. Various publications [201,198,129] have however 
indicated that by incorporating LTP in MPLPC, the output speech quality can be maintained 
at relatively lower bit rates as fewer pulses per subframe are required. 
In RPELPC, which can be viewed as a hybrid of MPLPC and RELP, the secondary excitation 
is specified by a sequence of pulses which are located at regular intervals with spacing N, such 
that their positions are specified completely by the position of the first pulse (commonly referred 
to as the "grid" position) [123]. These pulses are usually derived from the baseband signal 
obtained by block or lowpass filtering followed by decimation of the LPC-LTP inverse filtered 
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residual signal. Each of the N regular pulse sequences is passed through the 1/A"(z) filter and 
the output compared with s(n). The sequence corresponding to the minimum weighted error 
is chosen as the optimum sequence. Since N is usually very small (<4), a few bits (typically 2) 
are required to encode the pulse positions. However, the number of pulses per sequence is larger 
than that in MPLPC and therefore, the overall coding rate is relatively high. Nevertheless, 
the coding rate can be reduced by normalising the pulse amplitudes with respect to the largest 
amplitude, before their quantisation. 
In a variant of RPELPC, known as RPE-LTP (i. e. GSM full-rate) [221,155] which is not an 
AbS-LPC coder as such, the decimated sequence with maximum energy rather than the sequence 
providing minimum perceptual error is chosen and quantised after normalising it with respect to 
the largest pulse amplitude in that sequence. The main advantage of this non-optimum approach 
is its significantly lower computational complexity while the output speech quality it provides is 
not much inferior to that provided by RPELPC mainly due to the fact that the highest energy 
sequence usually (not always) is the one which provides maximum signal matching. 
In CELP, the secondary excitation is chosen from a set of pre-stored stochastic sequences 
(codebook) with an associated scaling or gain sequence [184]. Although the gain sequence 
usually contains a single element (a scalar value), it can have more than one element allowing 
more accurate scaling of the excitation vector elements in various parts of the sequence. The 
codebook vector providing the minimum weighted error is searched through in an AbS loop. As 
the same codebook vectors are available at both the encoder and decoder only an index to the 
optimum codebook vector along with the quantised gain are transmitted allowing less than one 
bit per sample for encoding the secondary excitation. 
Since the total number of excitation vectors in the codebook is finite, the codebook must 
be populated with vectors representative of the excitation to be encoded. Atal's original CELP 
employed unit variance white Gaussian random numbers. This choice of population was reported 
to offer good performance partly because the probability density function of the prediction error 
samples produced by inverse filtering the speech through both the STP and LTP filters is very 
nearly Gaussian. Another popular choice of codebook entries is centre-clipped Gaussian vectors 
which on the one hand offer slightly better performance than unit variance Gaussian vectors 
and require less computational complexity on the other [122]. 
The secondary excitation in SELP is derived from its own past quantised excitation history 
using an LTP-like structure [175]. Though more than one SE-LTP can be used in SELP, only 
one SE-LTP is considered here. At the beginning, the SE-LTP memory is initialised with some 
random numbers. The excitation sequence, a subframe in length and indexed in time by k, 
resulting in the minimum weighted error is searched through in an AbS loop and its index 
together with the corresponding gain sequence transmitted. After the optimum sequence has 
been used to synthesise the current subframe it is fed back into the SE-LTP with the oldest 
one subframe length samples discarded. As the contents of SE-LTP vary in amplitude they are 
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normalised during the search process in order to avoid the need for an adaptive scaling factor. 
In VSELP, the secondary excitation shape sequences are derived from aa small number 
M, (typically 8-11) of linearly independent and usually trained sequences or "basis" vectors. 
These vectors are passed through the weighted LPC synthesis filter 1/A"(z), in order to obtain 
M synthetic basis vectors. Each of these synthetic basis vectors is then orthogonalised to the 
LTP contribution (i. e. P(n) passed through 1/A. (z)). A popular algorithm for achieving this 
orthogonalisation is due to Gram-Schmidt and is described in [129]. During the AbS search, the 
M orthogonalised synthetic vectors [vt(n)]M1, are scaled by each M-dimensional gain vector in 
a 2M size gain codebook and summed together to obtain 2M synthesised output sequences q,, (n) 
[73]. Each gain vector consists of M scalar values which are usually quantised as ±1. Each q1(n) 
is compared with su, (n) and the one resulting in minimum error (gopt(n)) is selected. The index j, 
of the gain vector corresponding to gopt(n) is the only information which needs to be transmitted 
to the decoder about the shape of the secondary excitation sequence. The scaling sequence gz(n), 
is then computed and quantised. For updating the LTP memory, gopt(n) is passed through the 
weighted LPC inverse filter A,,, (z), in order to obtain the optimum secondary excitation x, pt(n). 
Although MPLPC, RPELPC, CELP, SELP and VSELP all belong to the same generic class 
of AbS-LPC, they do not necessarily offer the same performance at various bit rates. Numerous 
comparative studies have been conducted (114,122,129,176] to evaluate their relative strengths 
and weaknesses. The main findings of these studies can be summarised as follows. 
Operating Bit Rate : While CELP and its variants (SELP and VSELP) are capable of 
operating satisfactorily over a wide range of bit rates (4.8-16 kb/s), the operation of MPLPC 
and RPELPC is generally limited to rates >8 kb/s mainly because they require a larger coding 
capacity for encoding the excitation. 
Output Speech Quality : At rates >8 kb/s, the AbS-LPC techniques described above 
can produce very high quality speech, e. g. ACELP at 8 kb/s provides toll quality speech. 
However, at lower rates CELP and its variants have a clear edge over MPLPC and RPELPC. 
Between MPLPC and RPELPC, the former offers higher quality than the latter. Whereas, 
amongst CELP, SELP and VSELP the difference in output speech quality is marginally in the 
favour of CELP. Although the quality of CELP synthesised speech in the 6-8 kb/s range is 
quite acceptable for most mobile communication applications, it needs further improvement to 
make it agreeable for other applications requiring higher quality. The improvement of quality at 
lower rates, say around 4.8 kb/s, is even more desirable because the trend is to achieve highest 
possible speech quality at lowest possible data rates. 
Computational Complexity : In general, code excited AbS-LPC coders such as CELP, 
SELP and VSELP are computationally more complex than pulse exited coders such as MPLPC 
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and RPELPC mainly due to the required exhaustive search of their excitation codebooks. 
Amongst the code excited techniques, CELP is the most computation intensive. The com- 
plexity of SELP is more or less the same as that of CELP whereas VSELP is relatively less 
complex despite the additional complexity required for orthogonalisation computations because 
it requires synthesising fewer excitation vectors. However, the least complex is RPELPC. 
Robustness to Channel Errors : The pulse excited AbS-LPC coders have the potential 
to be more robust to channel errors than the code excited coders because they can operate 
satisfactorily without a long-term predictor (LTP) - the corruption of LTP parameters results 
in different LTP memories at the encoder and decoder sides leading to the propagation of errors 
into future speech frames. Amongst the code excited coders, VSELP is more robust to channel 
errors as errors falling on the codebook index (for a given subframe) can corrupt only a part of 
the excitation vector not the whole vector as in CELP and SELP. The reason for this is that 
VSELP excitation is specified in terms of a summation of scaled basis vectors and the corruption 
of a bit in the transmitted vector index affects only the corresponding basis vector not the others. 
3.4 Concluding Remarks 
There is a lot of redundancy in a speech signal. The two main goals in digital speech coding 
are: (a) to remove this redundancy as much as possible and (b) to encode the remaining signal 
at as low a rate as possible in such a way that the reconstructed signal "sounds" just like the 
original. By taking advantage of the signal characteristics and the perceptual limitations of the 
ear, a number of methods or tools and coding techniques have been developed to achieve these 
goals. Linear predictive coding (LPC), pitch predictive coding (PPC) and vector quantisation 
(VQ) are probably the three most widely used tools for bit rate reduction. In this chapter, after 
summarising various key features of the human speech production and perception mechanisms 
that can be exploited in efficient encoding of speech signals, LPC, PPC and VQ have been 
described and formulated. This has been followed by a review of various digital speech coding 
techniques operating in the 2.4-64 kb/s range. 
Digital speech coding techniques have been classified under three broad categories: waveform 
coding, vocoding, and hybrid coding. Of these, hybrid coding techniques are the most important 
ones as they are capable of providing high quality speech at moderate bit rates (i. e. somewhere in 
the 4.8-16 kb/s range), unlike waveform coding techniques which offer high quality speech but at 
high bit rates (> 16 kb/s) and vocoding techniques which operate at very low bit rates (<4.8 kb/s) 
but produce synthetic quality speech. Amongst hybrid coding techniques, analysis-by-synthesis 
based LPC (AbS-LPC) techniques such as MPLPC, RPELPC, CELP and its derivatives (SELP, 
VSELP) have been more successful, simply because at a given bit rate they provide higher 
quality speech than the others. However, they are computationally much more intensive as the 
system model parameters are optimised iteratively in a closed-loop. The operation of MPLPC 
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and RPELPC is generally limited to rates above 8 kb/s because at lower rates the number of 
available bits is just not enough for encoding the excitation. Whereas, CELP and its derivatives 
are capable of operating over a wide range of bit rates (4.8-16 kb/s) while providing output 
speech quality ranging from communication (at 4.8 kb/s) to toll (at 16 kb/s). Hence, CELP 
coding has been the most widely researched speech coding technique in recent years mainly 
due to the ever increasing demand for high quality speech coders operating in the 4.8-8 kb/s 
range, particularly in land and satellite mobile applications. Although the quality of CELP 
synthesised speech at bit rates >6 kb/s is quite acceptable for most mobile communication 
applications, it needs further improvement to make it agreeable for other applications requiring 
higher speech quality. The improvement of quality at lower rates, say around 4.8 kb/s, is even 
more desirable because the trend in most modern communication systems is to achieve highest 
possible speech quality at lowest possible data rates. The main drawback of CELP coding which 
impeded its wide spread usage for years has been its large computational complexity. Though 
the significance of this factor has diminished over the years as advances in VLSI technology 
have resulted in the availability of increasingly powerful and low power consumption DSPs at 
progressively decreasing costs (in terms of $/MIPS). 
Chapter 4 
REAL-TIME IMPLEMENTATION 
4.1 Introduction 
A very important step in the process of researching a speech coding algorithm is implementing 
the algorithm on real-time hardware. It not only reveals constraints imposed by the available 
technology which, in some cases, may require substantive simplifications and/or changes to the 
algorithm but also simplifies the evaluation of the performance of the algorithm under various 
channel error and/or background noise environments. Moreover, a real-time implementation of 
an algorithm can significantly reduce the time required for fine tuning the algorithm, especially 
when this involves processing of some characteristic and/or repetitive test signals. 
The most basic requirement of a real-time process is that the task is accomplished within a 
specified time limit. In digital speech coding, assuming 8 kHz sampling, this time limit is 125 its 
for techniques involving stream (i. e. sample-by-sample) processing and few tens of milliseconds 
for those involving block (i. e. frame-by-frame) processing. Low bit rate (LBR) speech coding 
algorithms, such as CELP, generally fall under the latter category. A basic characteristic of 
these algorithms is that they involve intensive mathematical computation, most of which accrues 
from operations such as correlation and convolution, requiring execution of the multiply-and- 
accumulate (MAC) operation for a large number of iterations. Therefore, for the real-time 
implementation of such algorithms, what we need is a VLSI device that can perform MAC 
operations most efficiently. Such a device is usually referred to as a digital signal processor 
(DSP). 
Amongst the earliest DSPs were NEC's /PD7720 (launched in 1980) and TI's TMS32010 
(launched in 1982). The computational capability of these DSPs was very modest, a few million 
of instruction per second (MIPS) [226], which is only a fraction of that required for the real- 
time implementation of a high complexity speech coding algorithm such as CELP. Since then, 
however, microelectronics technology has advanced enormously [9,10,226,99]. VLSI fabrication 
processes now employ sub-micron CMOS technology (as compared to 4 µm NMOS used in 
TMS32010), yielding numerous DSPs which offer very high throughput (in MIPS) for very 
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little power consumption (in terms of mW/MIPS) and very low costs (in terms of 8/MIPS). 
For example, AT&T's DSP16A offers 40 MIPS throughput, consumes 11.25 mW/MIPS and 
costs only $0.42 per MIPS [225]. Consequently, the number of products based on real-time 
implementation of different speech processing algorithms is increasing steadily [81,71]. 
Usually, DSPs are classified into two broad categories, general-purpose DSPs, such as TI's 
TMS320C25 and Motorola's DSP56001 [192]; and special-purpose DSPs, such as Oki's MSM6379 
(an ADPCM synthesiser) [71] and NEC's gPD3370 (an ADPCM CODEC) [215]. General- 
purpose DSPs usually provide lower throughput than special-purpose DSPs, mainly because 
they are designed to cater for a relatively wide range of applications. Consequently, some of their 
onchip resources (e. g. addressing modes, instruction set and input/output peripherals) are either 
redundant or under-utilised for a given application. On the other hand, special-purpose DSPs 
not only involve huge initial development costs and longer timescales, but also, they do not offer 
any flexibility for product revisions. and upgrades. Therefore, for prototyping and/or small-scale 
production of a system, general-purpose DSPs are usually preferred. Whereas for large-scale 
production, special-purpose DSPs are considered more appropriate. Another approach for high- 
volume production of a computation intensive product is to first develop a prototype using an 
appropriate general-purpose DSP and then taking its core and surrounding it with the required 
memory and other peripherals. This approach is sometimes referred to as DSP LSI or ASIC 
implementation and its use is becoming more common as cores of more general-purpose DSPs 
are becoming available as standard cells [215,193]. 
The design of a DSP system for the real-time implementation of a given speech coding 
algorithm is governed by four important considerations: (i) output speech quality should not be 
compromised; (ii) coding delay should be kept to a minimum; (iii) power consumption should 
be kept to a minimum and (iv) cost of the end product should be minimum. In principle, any 
speech coding algorithm, no matter how complex, can be implemented in real-time using the 
currently available DSPs. However, cost and power consumption both increase rapidly with the 
number of DSPs used for the implementation. Moreover, high performance DSPs are generally 
more expensive than low performance ones [225]. Clearly, for economy, it is desirable to achieve a 
full-duplex operation of a given speech coder in a single DSP, implying that the total processing 
power available in the DSP would have to be shared between the encoder and the decoder. This, 
in the case of a high complexity speech coder may lead to reduced output speech quality and 
longer coding delay. 
In this chapter, a six-stage systematic approach for achieving an economical and efficient 
real-time implementation of high complexity speech coding algorithms using general-purpose 
programmable DSPs is formulated and proposed. The six stages of this approach are: 
1. Simulating the algorithm in a high-level programming language. 
2. Improving efficiency of the high-level code. 
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3. Choosing an appropriate target DSP. 
4. Developing software for the target DSP. 
5. Developing target hardware (based on the chosen DSP). 
6. Integrating the DSP software with the target hardware and final testing. 
A discussion of each of these is provided in the following sections. 
4.2 Stage-1: High-Level Simulation 
Assuming that a given algorithm has already been completely developed and fully specified, the 
mathematical description of the algorithm is coded in a high-level programming language (HLL), 
concentrating on correctness and clarity rather than the efficiency of the code. The choice of a 
HLL depends not only on its suitability for a given application but also on some other factors such 
as expertise in that language existing beforehand and the availability of relevant development 
tools, e. g. compilers, linkers, debuggers and so on. Bearing in mind that C has been the most 
widely used high-level language in the area of digital signal processing [194], a natural choice for 
the high-level simulation of a given algorithm for its eventual real-time implementation would 
be C. Obviously, there will be no need to re-code an algorithm if it is already specified in the 
language of choice. 
In order to facilitate simulation of the algorithm in a straightforward manner, real-time data 
input/output operations may be substituted by read/write operations from/to data files. Some 
general guidelines for simulating a given algorithm in C are: 
" Split the algorithm into a number of functional modules, and code each of them individually 
in a separate source file, as aC callable function. 
" Declare the return values of external functions to prevent unforeseen errors caused by 
default return values (integers). 
9 Use a lint utility for more comprehensive error checking. 
" Test the operation of each source file to full extent. 
" For easier debugging, use static (in literal sense) variables. 
" Use a make utility to compile and link multiple source files (make helps in reducing the 
compilation time and linking of correct parameters). 
The operation of the simulated algorithm should be thoroughly checked and validated before 
moving to the second stage. 
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4.3 Stage-2: Optimising High-Level Code 
The initial high-level (working) code is generally quite inefficient and needs to be optimised 
in order to obtain a reasonably accurate estimate of the required computational resources (i. e. 
processing power, memory storage, etc) of the target hardware. Some commonly used techniques 
for optimising aC program are described in the following. 
" Use a profiler to find out where the processor is spending its time and focus your optimising 
effort on the sections of the code loading the processor most. 
" Rethink your approach to a given problem and try to find a more elegant solution. 
" Make sure you are storing and manipulating your data efficiently. 
" Eliminate useless code, for example, multiplication by the constant 1 or addition of the 
constant 0. 
" Use pre and post increment /decrement instead of addition/subtraction of 1. 
" Replace array accesses by equivalent operations that use pointers. 
" Use the fastest macro instruction possible to accomplish a given task. For example, replace 
multiplication of an integer by another integer that is a power of 2 by a series of shift 
instructions, another example, replacing division by a number with multiplication by the 
reciprocal of that number (x * 0.5 is faster than x/2.0). 
" If possible, avoid use of recursive functions because they take a lot of memory space, 
sometimes leading to stack overflow. 
" Avoid repeated calculations of the same sub-expression in two different equations. For 
example, the following C program fragment: 
could be replaced with: 
u=v+a*b; 
v=a*b+w; 
x=a*b; 
u=v+x; 
v=x+w; 
thus eliminating the additional multiplication. This can result in significant savings if a 
and b are floating point numbers and the fragment occurs in a loop. 
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" When possible, replace actual function calls by macros. This improves real-time perfor- 
mance because the need to pass parameters, create space for local variables, and release 
that space is eliminated. 
9 Replace run-time calculations by compile-time calculations. For example, expressions such 
as ir/2 should be pre-computed and stored as constants. 
. Move "loop invariant calculations" outside the loop. For example, the following C program 
fragment: 
j= 100; 
while (j > 0) 
j=j-u*v; 
could be replaced by: 
j=100; 
k=u*v; 
while (j > 0) 
j=j-k; 
thus moving an instruction outside the loop, but at the cost of additional memory. 
" Eliminate loop induction. For example, the following C program fragment: 
for(i=1; i<10; i++) 
x[i+1]=1; 
could be replaced by: 
for(i=2; i<11; i-ý+) 
thus eliminating the extra addition within the loop. 
" Use registers to hold frequently accessed variables (e. g. pointers and loop counters), be- 
cause register-to-register operations are faster than register-to-memory operations. 
" Remove dead variables, if any, in the program. 
" Remove any dead or unreachable code, e. g. debug or redundant initialisation statements. 
This not only decreases memory loading, but also, increases program reliability. 
" Reduce the loop overhead by duplicating statements executed in a loop. In the exaggerated 
case, the loop is completely replaced by in-line code. Any reduction in the overhead 
achieved in this way is at the expense of additional memory, however. Loop overhead can 
also be reduced by combining two similar loops into one. 
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" Use switch statement rather than a sequence of if's while writing a multi-way decision. 
" Look things up rather than calculating them (i. e. use look-up tables, when possible). But 
any reduction in the execution time is at the expense of extra memory. 
Having validated the operation of the optimised HLL code (by simulation on a minicomputer 
or a workstation), the next step is to decide which DSP (device) should be used for the final 
hardware implementation. The scope of this thesis is limited to the use of general-purpose 
programmable DSPs. 
4.4 Stage-3: Choosing an Appropriate DSP 
Selection of a suitable DSP is probably the most important factor in achieving an economical 
and efficient real-time implementation of a given algorithm. The issues that should be taken 
into consideration when making such a decision can broadly be classified into two groups which 
are discussed next. 
4.4.1 Computational Requirements Analysis 
The computational requirements such as dynamic range, precision, computational complexity 
and arithmetic nature of the algorithm need to be determined prior to undertaking a com- 
parative analysis of various DSPs that could possibly be employed for achieving the desired 
implementation. The dynamic range of speech signals is of the order of 60 dB, which can easily 
be covered by any modem DSP device - almost all of them provide word lengths of >16 bits, 
offering a dynamic range of about 96 dB. The dynamic range of some intermediate and/or final 
results of some functions of the algorithm, however, can be much larger than a single-precision 
word (in a given DSP) can handle. An autocorrelation function (ACF), a Fast Fourier Trans- 
form (FFT) and an Infinite Impulse Response (IIR) filter are some examples of such functions. 
The results can either be stored as double-precision words or appropriately scaled and stored 
as single-precision ones. The use of double-precision may not be desirable as it is expensive in 
terms of execution time and memory usage. Scaling, on the other hand, may lead to loss of 
precision resulting in lower signal-to-noise ratio (SNR) at the output. 
In a given algorithm, higher precision of representation/quantisation may be required for 
some parameters than the others. For example, in a CELP coder, precision of ±1 is quite ade- 
quate for representing speech samples but for the LPC filter coefficients, the required precision 
may be up to three or four decimal places depending on the order of the filter. Loss in precision 
of these parameters degrades SNR at the output and in some cases can lead to an unstable 
operation of the LPC synthesis filter. Therefore, it is necessary to determine the minimum level 
of precision required at various stages of the algorithm. Obviously, for achieving an efficient and 
4.4 Stage-3: Choosing an Appropriate DSP 80 
economical real-time' implementation, it will not be desirable to go for the maximum possible 
precision unless it is essential. 
The computational complexity of a given algorithm is estimated from its optimised HLL code 
by counting the number of instructions. The accuracy of such an estimate depends on a number 
of factors including how closely the syntax of the used HLL mimics the syntax of the instruction 
set of the DSP and the compactness of the HLL code, i. e. how many operations are performed 
per instruction in the HLL code as compared to a typical DSP code. Generally, such an estimate 
is significantly lower than the actual complexity required for its real-time implementation using 
a specific DSP, the additional complexity arising from the various overheads involved. For exam- 
ple, loop counters, comparisons, data input/output operations, shift operations and latencies. 
The amount of such overheads depends on a number of factors including the architecture and 
instruction set of the target DSP and the strategy employed for generating the real-time (DSP) 
code. Typically, such overheads range from 100-300% of the estimated complexity. 
The arithmetic nature of the algorithm should be analysed carefully before embarking on the 
task of choosing a DSP for its real-time implementation. In some algorithms, most operations 
involve integer numbers, whereas in some others, most of the them involve real numbers. Algo- 
rithms of the former category are more suited to fixed-point DSPs whereas those of the latter 
category are more suited to floating-point DSPs. Implementing an inherently fixed-point algo- 
rithm in a floating-point DSP generally leads to a non-optimum solution. On the other hand, 
implementation of an intrinsically floating-point algorithm in a fixed-point DSP is (relatively) 
tedious and time consuming. 
4.4.2 Comparative Analysis 
After having estimated the computational requirements of a given algorithm, the next step is 
to shortlist DSPs that could possibly meet these requirements. Then by analysing various chip 
related aspects such as arithmetic format, hardware architecture, instruction set, performance, 
power consumption, cost, availability of relevant development tools and expertise existing be- 
forehand; the most appropriate DSP chip is chosen for the target hardware. These factors will 
be discussed in more detail below. Nevertheless, their relative weighting in the choice of DSP 
varies from one application to another and from one case to another. For a consumer product, 
initial development costs are generally less important than the final production cost whereas 
for a specialised product aimed at a small market, the opposite may be true. In some cases, 
short development timescales are considered more important than the cost, to gain an early 
entry in the highly competitive market of today. For some applications, such as personal com- 
munications, power consumption of the product (a hand-held terminal) may be the compelling 
issue. Therefore, the relative advantages and disadvantages of employing a particular DSP for 
achieving the real-time implementation of a given algorithm should be weighed in the context 
of the final objectives. 
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4.4.2.1 Arithmetic format 
General-purpose programmable DSPs are usually classified into two broad categories, fixed-point 
DSPs and floating-point DSPs, according to the arithmetic format they employ. In fixed-point 
arithmetic, numbers are represented in fixed-point binary format, a generalised form of which 
can be given as, 
N= (b-A,... , b-i, bo, bi, ..., bB) 
B 
_E bj2-j (4.1) 
j=-A 
where bj represents a binary digit (bit), A is the number of integer bits, and B is the number 
of fractional bits. For example, the decimal number (6.75) can be represented by the binary 
number (110.11). The `binary point' between the bits bo and bl exists only conceptually, not 
physically. Integer and mixed (real) numbers can also be represented in a fraction format by 
factoring out the term 2A in Eqn. (4.1), i. e. shifting the binary number to the right by A bit 
positions and using bo to represent the sign (0 for `+' and 1 for'-'). There are three variations of 
the binary fraction format for representing signed numbers. These are: sign-magnitude format, 
one's-complement format and two's complement format. Of these, two's complement format is 
used by most fixed-point DSPs. Addition in this format is simply a modulo-2 operation whereas 
multiplication employs a special algorithm implemented in the device hardware. On the other 
hand, in floating-point arithmetic, numbers are represented in floating-point binary format, a 
generalised form of which can be given as, 
N=M-2E (4.2) 
where M commonly known as mantissa is the fractional part of the number and is multiplied 
with the exponential factor 2E. The exponent E is either a positive or negative integer. The 
mantissa usually falls in the range 2<M<1 and requires a sign bit for representing positive 
and negative numbers and so does the exponent. For example, the number 9 can be represented 
by M=0.1001 and E= 0100. The product of two floating-point numbers is obtained by 
multiplying their mantissas and adding their exponents thus requiring a multiplier and an adder. 
The addition of two floating-point numbers requires the exponents to be equal. This can be 
accomplished by shifting the mantissa of the smaller number to the right and compensating by 
increasing the corresponding exponent. 
A basic characteristic of digital arithmetic is the representation of numbers using a limited 
number of digits (bits) leading to limited dynamic range and precision. For a dynamic range of 
Nm; n-to-Nmdx, overflow occurs if an arithmetic operation results in a number with a magnitude 
exceeding N,,,,,,.,, and underflow occurs if an arithmetic operation results in a number with a 
magnitude smaller than Nmi,,. The occurrence of overflow/underflow in floating-point DSPs is 
almost non-existent because of their large dynamic range. But in fixed-point DSPs, because 
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of their smaller dynamic range, the probability of overflow/underflow is relatively high. The 
measures that can be taken against these issues include: 
(i) providing a larger word size for the accumulator and ALU to safeguard against overflow; 
(ii) providing saturation hardware which, when an overflow/underflow occurs, sets the value 
of the result to the largest/smallest magnitude positive or negative as appropriate and 
proceeds as if nothing had happened; and 
(iii) scaling a product down before adding it to the accumulator (to prevent overflow), by 
shifting it to the right (with sign extension) and discarding the low order bits. 
Clearly, measures (ii) and (iii) entail a loss in precision. The optimum solution to the overflow 
problem requires the programmer to take into account the statistics of the input signal and 
scale the intermediate variables such that (a) the probability of overflow is minimised and (b) 
maximum precision is conserved. Loss in precision also occurs in the following two conditions. 
First, when two fixed-point numbers, each b bits long, are multiplied together and the resulting 
product, 2b bits in length, is either truncated or rounded off to b bits. Second, during the 
addition of two floating-point numbers with unequal exponents when shifting the mantissa of 
the smaller number to the right (for equalisation of exponents) results in dropping off some 
significant bits. Rounding-off and truncating errors not only degrade SNR at the output but 
also in some cases (especially for recursive filters) may cause periodic oscillations to occur in the 
output even when the input sequence is zero or some nonzero constant value, the so called limit 
cycles. 
Comparing fixed and floating-point representations for a given word length, the latter pro- 
vides a larger dynamic range by varying resolution across the range decreasing it as the num- 
bers increase and increasing it as the numbers decrease. Alternatively, for the same dynamic 
range, the fixed-point representation provides a uniform resolution throughout the dynamic 
range whereas the floating-point representation provides finer resolution for smaller numbers 
and coarser resolution for larger numbers. Viewing it from another angle, precision or accuracy 
in the floating-point format is fixed throughout the dynamic range and is determined by the size 
of the mantissa (e. g. 24 bits in the case of AT&T DSP32C), whereas in the fixed-point format, 
precision is a function of the data word size and (within the dynamic range) is proportional to 
the magnitude of the number. 
Most fixed-point DSPs employ data word lengths of 16 or 24 bits, providing a dynamic range 
of 96 or 144 dB respectively. Whereas almost all floating-point DSPs employ data word lengths 
of 32 bits, providing a dynamic range in excess of 1500 dB. Generally speaking, floating-point 
DSPs support much higher precision than fixed-point DSPs. In many algorithms involving 
extensive MAC operations where the results of the multiplication are added to what is already 
in the accumulator, the size of the accumulator can also influence precision. The larger the 
accumulator the more times you can add results without encountering overflow problems. For 
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example, the DSP56002 from Motorola is a 24-bit fixed-point device with a 56-bit accumulator. 
4.4.2.2 Hardware Architecture 
Programmable DSPs are specialised microcomputers whose architecture and instruction set are 
optimised for numeric-intensive applications. The most basic feature of a DSP architecture is the 
integration of fast multiplier/accumulator hardware into the data path, unlike a microprocessor 
in which the arithmetic is done on a coprocessor which is separated from the main data path. 
Another important feature which distinguishes DSPs from conventional microprocessors lies in 
the fact that the former use the basic Harvard architecture (or a variation of it) whereas the latter 
use the Von-Neumann architecture. In the Von-Neumann architecture, program instructions and 
data are fetched sequentially from a single memory, whereas, in the basic Harvard architecture 
program and data memories are separate, accessed via independent buses allowing more memory 
accesses per instruction cycle (i. e. higher memory bandwidth). Theoretically, higher memory 
bandwidth can be achieved in three different ways: (i) by using fast buses and memories (i. e. 
memory cycle time being a fraction of the instruction cycle time); (ii) by using multi-port 
memories and (iii) by using multiple memory banks and allowing one or two memory cycles 
per instruction cycle for each of them. Because of its numerous advantages, (iii) is the most 
commonly used approach in DSP architecture design [127]. 
The most basic benchmark for DSPs requires computation of one "tap" of a finite impulse 
response (FIR) filter in a single instruction cycle. This involves fetching the instruction, decoding 
it, fetching two operands, multiplying them, adding the result to an accumulator, writing the 
result back to memory, updating the filter memory by shifting data in the delay line and post- 
incrementing (or decrementing) three address registers. Clearly, if all these operations had to 
be done sequentially within one instruction cycle, the instruction cycle would be much longer. 
Therefore, fast execution is accomplished using "pipelining". Typically, an instruction is fetched 
at the same time that operands for a previously fetched instruction are being fetched. Hence, 
instruction fetch, operand fetch, and instruction execution constitute a three-stage pipeline. The 
extent to which pipelining can speed up the computation depends on how well the structure of a 
given DSP code matches with the pipeline structure, i. e. whether the pipeline structure is fully 
exploited or not. 
There are a number of features related to the architecture of a programmable DSP, that 
should be taken into consideration when trying to decide which DSP to use. For example, 
size and speed of onchip memory (RAM and ROM), number of onchip serial and parallel in- 
put/output (SIO/PIO) ports, direct memory access (DMA) capability, interrupt facility, size of 
external memory which the device can address, number of address registers that operate in a 
single cycle (i. e. memory pointers), number of general-purpose registers, number of accumula- 
tors and their dynamic range, dynamic range of the arithmetic logic unit (ALU), availability of 
a barrel shift register, availability of timers and other peripherals such as ADC/DAC and onchip 
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emulation. The relative importance of each of these features depends on the given application. 
For the real-time implementation of a low bit rate speech coder using a single DSP hardware, 
the features that are usually considered more important than the others are: 
. High degree of parallelism in the architecture for higher throughput. 
9 Fast MAC unit with large dynamic range ALU and accumulators. 
. More onchip memory to minimise external memory. 
" Onchip bootstrap loading capability for downloading the DSP code. 
" Large external memory addressing capability to facilitate execution of high complexity 
speech coding algorithms. 
" Large number of addressing registers for higher throughput. 
"A barrel shift register for scaling/normalisation and bit-level operations. 
" Two SIO ports, one for uncompressed data input/output and the other for compressed 
data input/output. 
" DMA control for SIO ports for higher efficiency of the DSP code. 
" Two external hardware interrupts for frame synchronisation. 
" Onchip ADC and DAC, usually tied to one of the SIO ports. 
" Onchip emulation facility for easy debugging. In the absence of an onchip emulation 
facility, a high speed PIO would be highly desirable for simulating such a facility. The 
PIO can also be used as a host interface for downloading the DSP code in case an onchip 
bootstrap loading capability is not available. 
4.4.2.3 Instruction Set 
The instruction set for a DSP defines the interface between the user and the device hardware 
architecture. From the user's point of view, there are two important aspects of an instruction 
set that should be taken into consideration when choosing a DSP for a given application. First, 
the syntax of an instruction set, i. e. how user friendly is it. For example, the syntax of the 
AT&T DSP32C instruction set is very much like C programming language. Second, complexity 
and versatility of an instruction set, i. e. how many operations can be specified within one 
instruction and how many different kinds of instructions are supported by the instruction set. 
The most complex (powerful) instruction in a typical modern DSP can specify up to three 
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memory accesses, one multiplication operation, one addition/subtraction operation and post- 
incrementing (or decrementing) the registers pointing to memory addresses. For example, in the 
DSP32C, a generic instruction for performing a MAC operation is given by, 
* Z-- = aN = aM + *Y++ * *X++ (4.3) 
where X and Y are register pointers to the memory locations containing the two operands; aM 
and aN are two accumulators; and Z is the register pointer to the memory location reserved for 
storing the result. The X++ means post-incrementing where Z-- means post-decrementing. 
The post-incrementing/decrementing operations in such instructions is generally performed by 
some dedicated parallel arithmetic unit (CAU in the case of DSP32C). 
The versatility of an instruction is directly related to the number of addressing modes it can 
support. The most desirable addressing modes are the following. 
" Immediate addressing where the operand N is supplied by the instruction. 
" Memory direct addressing where the instruction contains the address of an operand in 
memory. 
" Register direct addressing where a register containing the operand is specified in the in- 
struction. 
" Register-indirect addressing (the workhorse of programmable DSPs) where the instruction 
contains the name of a pointer register that contains the address of the operand (usually 
these registers can be post-modified). 
" Bit-reversed addressing (a special case of register-indirect addressing) where the pointer 
register modification is performed by propagating the carry in the reverse direction (from 
the most significant bit to the least significant bit), thus facilitating faster data shuffling 
in some applications, such as Fast Fourier Transform (FFT). 
" Modulo-mode addressing (another special case of register-indirect addressing), where a 
delay line (typically the memory of a digital filter) is implemented in the form of a circular 
buffer consisting of (M + 1) contiguous memory locations beginning at location L and 
ending at location (L + M) in order to achieve efficient shifting of data in the delay line. 
The basic feature of a circular buffer which is exploited in the modulo-mode addressing is 
that when a register is incremented beyond location (L + M), it reverts to location L, and 
when a register is decremented below location L, it wraps around to location (L + M). 
The most common usage of modulo-mode addressing is in the implementation of digital 
filters. For example, for computing an N-tap FIR filter in the DSP32C, the instruction 
that will be repeated N times is given by, 
aN = aN + (*Z++ = *Y++) * *X++ (4.4) 
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where Y and Z are pointing to two adjacent locations in the delay line and contents of 
the location pointed to by Y are copied to the location pointed to by Z after the MAC 
operation has been completed. 
A typical DSP instruction set can be divided into five groups of instructions: (i) data arith- 
metic instructions for performing intensive mathematical operations such as those expressed by 
Equations (4.3) and (4.4); (ii) control arithmetic instructions for performing operations such 
as generating addresses and instruction flow control; (iii) data move instructions to allow data 
to be moved between memory and various registers (also between different registers) and (iv) 
instructions for performing arithmetic and logic operations on the contents of various registers. 
Besides these, some DSPs support some instructions for performing some special operations such 
as 8-bit A/µ-law to a linear integer or floating-point number or vice versa. 
Two other significant aspects of an instruction set are zero-overhead looping and the ease of 
programming. Zero-overhead looping minimises the loop control overheads in highly repetitive 
algorithms and is supported by most modern DSPs. It should be noted, however, that the zero- 
overhead looping instructions in some DSPs have some restrictions on their use. For example, 
in the DSP32C, the do instruction can neither be interrupted nor be used in an interrupt service 
routine [19]. On the other hand, programming of a DSP with a highly pipelined architecture 
is often quite difficult due to various latencies (i. e. results of an instruction are not available 
before the start of the next instruction in the program sequence) and restrictions on the order 
of certain instructions. For example, in the DSP32C when the floating-point processor (DAU) 
writes a value to the memory, the value cannot be read until four instructions later and when the 
the integer processor (CAU) loads a register from memory the next instruction cannot reference 
the register except as the address of a write by the DAU [19]. 
4.4.2.4 Performance 
One of the most basic statistics for comparing the performance of programmable DSPs is the 
time taken for accomplishing a multiply-accumulate operation (MAC time). For most modern 
DSPs it is equal to one instruction cycle time (assuming the pipeline is full). Other commonly 
used DSP benchmarks include: a 1024-point real or complex FFT; a 64-point FIR filter; an 
8-pole canonic infinite impulse response (IIR) filter and a 15x15 matrix multiplication [191]. 
How a DSP performs in a benchmark, however, is just a raw indication of its performance in 
a given application and it is therefore important to know about the conditions under which a 
particular benchmark was run. These include the location of the program code and data before 
the benchmark is started. Floating-point DSPs are generally slower in speed than fixed-point 
DSPs. However, they free the user from scaling concerns, hence easier to program. 
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4.4.2.5 Power Consumption 
Power consumption of a DSP depends on the complexity of its architecture and the operating 
clock speed and voltage level. Fixed-point DSPs though generally faster in speed, usually con- 
sume less power than floating-point DSPs because of their less complex architectures (in terms 
of number of gates). For power critical applications such as personal communications using 
hand-held terminals, a recent development has been the availability of low-power (2.7,3 and 
3.3V) versions of some DSPs [225]. It should be noted, however, that the power consumption of 
the DSP is only a part of the total power consumption of a real-time DSP system. 
4.4.2.6 Cost 
The cost of a DSP system can be divided into three main parts: (i) cost of the DSP chip; (ii) cost 
of other hardware components such as memory, ADC/DAC, timing and control circuitry and 
(iii) the system hardware/software development cost. For the same performance (speed), fixed- 
point DSPs are generally cheaper than floating-point DSPs. However, the software development 
costs for fixed-point DSPs are substantially higher (than for floating-point DSPs) because the 
programmer has to take care of any overflow/underflow problems such that the required degree 
of precision is conserved throughout the algorithm. The cost of additional components can be 
significantly lower for some DSPs (than for others) because they provide more onchip resources 
such as memory, input/output ports, ADC/DAC, timers and so on. For applications involving 
large quantities, development costs are of much less significance than the chip costs, however, 
fixed-point DSPs generally need less external memory than floating-point DSPs because of their 
smaller word size. 
Tables 4.1 and 4.2 respectively show some key features of popular fixed-point and floating- 
point DSPs. In the cost column, the figures in parenthesis indicate quantities for which these 
cost figures apply. In the MAC precision column of Table 4.2, the figures in parenthesis indicate 
precision for integer computations. It is to be noted here that the information provided in these 
Tables has been taken from different references, some of which are most recent ones whereas the 
others are a few years old. Hence, the figures especially cost and instruction cycle time must 
be read with a caution as an ongoing trend has been to increase the processing power (MIPS) 
whilst maintaining or (preferably) lowering the cost. 
It appears from these Tables that the Texas Instruments' TMS320C52 offers lowest cost per 
MIPS ($0.31) amongst fixed-point DSPs whereas the Texas Instruments' TMS320C32 provides 
lowest cost per MIPS ($1.36) amongst floating-point DSPs. However, these figures may be 
misleading as some of the DSPs provide significantly more onchip resources e. g. RAM/ROM, 
ADC/DAC and input/output ports than others, thus requiring none or very few additional 
components for realizing a complete system. Therefore, care must be taken while comparing 
different DSPs as some of them provide optimised solutions for one type of application whereas 
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Make DSP Chip Data 
Word 
(Bits) 
MAC 
Precision 
(Bits) 
Instruction 
Cycle Time 
(nS) 
Typ. Power 
Consumption 
(mW at 5V) 
Cost 
(S) 
Texas TMS320C25 16 32 80 925 14 1000) 
Instruments TMS320C50 16 32 50 300 58 1000) 
TMS320C51 16 32 35 200 31 1000) 
TMS320C52 16 32 25 ? 12.30 (? 
TMS320LC57 16 32 25 ? (3.3V) ? 
TMS320C545 16 32 20 ? 28 (250,000) 
TMS320C546 16 32 20 7 26 (250,000) 
AT&T DSP16A 16 36 25 450 16.70 (10,000) 
DSP1610 16 36 25 650 60 10,000 
DSP1616X30 16 36 25 135 2.7V 39 (100,000) 
DSP1617 16 36 25 375 39 100,000) 
Motorola DSP56001 24 56 60 925 31 10,000) 
DSP56002 24 56 50 475 23.50 10,000 
DSP561,002 24 56 50 165 (3.3V) 45 (10,000) 
DSP56166 16 40 33 500 77 (10,000) 
Analog ADSP-2101 16 40 50 350 31 (1000) 
Devices ADSP-2105 16 40 100 320 9.90 (1000) 
NEC µPD77016 16 40 30 ? 35 (1000) 
SGS-Thom. ST18933 16 32 50 400 25 10,000 
Table 4.1: Key features of popular fixed-point DSPs [225,151,101,99,100] 
the others for other types of applications. 
Make DSP Chip Data 
Word 
(Bits) 
MAC 
Precision 
(Bits) 
Instruction 
Cycle Time 
(nS) 
Typ. Power 
Consumption 
(mW at 5V 
Cost 
$ 
Texas TMS320C30 24E8 40 50 3650 161.5 (10,000) 
Instruments TMS320C31 24E8 40 50 1950 57 10,000 
TMS320C32 24E8 40 40 ? 34 1000 
TMS320C40 24E8 40 40 4460 263.5 10,000 
TMS320C44 24E8 40 40 ? 150 1000 
TMS320C80 24E8 40 25 ? (3.3V) ? 
AT&T DSP32C 24E8 40 80 1125 57 (10,000) 
DSP32C 24E8 40 50 ? ? 
- DSP3210 24E8 40 60 1425 77M70) 
Motorola DSP96002 24E8 44(96) 60 1500 150 10,000 
Analog ADSP-21010 24E8 40 (80) 40 1950 49.9 100 
Devices ADSP-21020 24E8/32E8 40(80) 33 2500 159 1000 
ADSP-21060 24E8/32E8 40 (80) 30 1000 3.3V 296 1000 
LNEC pPD77240 24E8 55 90 ? 75 (1000) 
Old Semi. MSM699210 16E6 22 100 ? 85 100) 
Table 4.2: Key features of popular floating-point DSPs [150,50,192,225,187,151,101,98,51, 
52] 
4.4.2.7 Support tools 
The cost and availability of efficient and user friendly hardware and software development tools 
should be taken into account when comparing different DSPs. Most DSP manufacturers/vendors 
offer hardware development systems, evaluation kits and software development tools such as as- 
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semblers, compilers, linkers, libraries of common functions, debuggers and in-circuit emulators 
[206,131]. In another approach, SPOX from Spectron Microsystems which is a real-time mul- 
titasking operating system provides libraries for individual DSP chips of optimised assembly 
language routines for various DSP functions that can be accessed via subroutine calls directly 
from an application program written in C [192]. 
4.4.2.8 Previous expertise 
Because of their complex architectures and instruction sets, the learning time for a new DSP 
is usually in the order of a few months. Therefore, due consideration should be given to the 
existing expertise at the time of making the decision as to which DSP to use especially, when 
the aim is to launch a new product in a short timescale. 
4.5 Stage-4: DSP Software Development 
The development of DSP software can be spread over two phases. First, choosing the most 
appropriate implementation strategy. Second, creation of the DSP code, its testing and optimi- 
sation. 
4.5.1 Choosing an Implementation Strategy 
Given that the high-level code for a given speech coding algorithm has already been optimised 
and a DSP for its real-time implementation has also been chosen, there are at least five different 
strategies that can be employed for generating DSP code for the algorithm: 
1. Using an Optimising Compiler: It is probably the simplest and easiest of all. It 
provides the shortest software development timescales. But the DSP code generated by 
an optimising compiler is typically several times larger (in size) than the one written (by 
a skilled DSP programmer) directly in the assembly language (i. e. hand-coded). The 
main reason for this is that the conventional HLLs due to their sequential nature fail in 
exploiting the inherent parallelism that exists in DSPs. Consequently, the cost of the target 
DSP hardware is usually higher because larger DSP code requires more memory storage 
and more processing power hence more power consumption. The use of an optimising 
compiler is tolerable where (a) very short development timescales are required and/or (b) 
the computational complexity of the algorithm to be implemented is much lower than the 
computational capability of the chosen DSP. It is also important to know that the output 
of a compiler can be affected by optimisation for speed, memory and register usage and 
jumps which can lead to inefficient code and timing problems. Thus it is imperative that 
real-time programmers be masters of their compilers. 
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2. Selective Hand-Optimisation: There are three main steps involved in this strategy: 
(i) compiling the high-level (optimised) code; (ii) identifying (by profiling) computation- 
ally intensive parts of the resulting DSP code and (iii) hand-optimisation of such parts. 
The two main advantages of this strategy are: (a) the resulting code though not as op- 
timum as the hand-coded but still is much more efficient than the code generated by an 
optimising compiler and (b) the development timescales are relatively short. This strat- 
egy is preferable for developing prototypes and/or medium complexity algorithms (e. g. 
GSM Full-Rate) where optimisation of the whole algorithm may not be necessary and 
hand-coding of some selective parts of the code may be sufficient for achieving the desired 
implementation. 
3. Using CAE Tools and Environments: Some newly developed DSP design tools and 
environments allow algorithm design, simulation and implementation at very high levels. 
Examples of such systems include Matlab from The Mathworks Inc, Mathcad from Math- 
Soft Inc, DSPlay from Burr-Brown, Cossap from Cadis Software Ltd, DSP Framework (an 
environment based on their SPW system) from Comdisco Systems Inc, DSP Station from 
Mentor Graphics Corporation and Block Diagram from Hyperception Inc [142,226]. The 
input to these systems can be in any of the following forms: signal flow block diagrams, 
text and schematics whereas the output can be aC code, a DSP assembly code or a VHDL 
description for ASIC implementation [142]. 
The use of such high-level design tools and environments seems very attractive as they 
offer very short development timescales and the need for initial HLL simulation and its 
optimisation (stages 1 and 2 described above) may be foregone. However, they are gener- 
ally very expensive and the DSP code they generate is usually inefficient. Therefore, they 
are not ideal for applications involving low to medium scale production, especially where 
the economy and power consumption of the end product are of prime concern. 
4. Hand-Coding or Assembly Language Programming: Coding an optimised HLL 
algorithm directly in the assembly language of the target DSP offers the potential for pro- 
ducing the most efficient run-time code. The main reason for this is that some hardware 
features of DSPs such as "parallelism" and "pipelining" which must be fully exploited 
in order to achieve maximum throughput, are under the full control of an assembly lan- 
guage programmer whereas they are generally hidden from a HLL programmer for ease 
of programming. The three main drawbacks of assembly language programming are: (i) 
it is much more difficult because the programmer has to have an in depth knowledge of 
the architecture and instruction set of the target DSP; (ii) it entails very long develop- 
ment timescales especially, when the programmer has no prior experience of the chosen 
DSP and (iii) the maintenance of an assembly language program is generally more difficult 
as compared to a HLL program especially, if its size is very large. Therefore, the use 
of assembly language programming should be limited to situations involving very tight 
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timing constraints or where controlling of hardware features which are not supported by 
the compiler is required. On the other hand, hand-coding of very large programs is not 
practical. 
5. Buying DSP Algorithms off-the-shelf: As embedded systems that use DSP are be- 
coming very complex and difficult to develop and the need to bring such systems in the 
market in the shortest possible time is becoming more pressing, an increasing number of 
DSP algorithms are becoming available off-the-shelf [195]. Some of these algorithms are 
domain-independent whereas the others are domain-dependent. The former are low-level 
functions such as filters, FFTs, convolution and matrix functions that can be used in many 
different areas. Whereas the latter are higher level and the type of data being processed is 
critical, e. g. speech compression algorithms and modem algorithms. The main advantages 
of buying rather than creating DSP algorithms are: (i) shorter development timescales; 
(ii) higher reliability of the code; (iii) higher efficiency of the code (written by people 
who are experts in creating code for a particular DSP chip); (iv) easier to maintain and 
upgrade and (v) easier to move to higher-performance DSPs. On the other hand, its two 
main disadvantages are: (i) higher costs especially, for complex algorithms (some of the 
library functions are free, however) and (ii) inflexibility, especially in the case of high-level 
algorithms. The costs are expected to come down as the competition grows. The flexibility 
issue may not be important in many applications because complex algorithms are supposed 
to be acting as black boxes unlike low-level algorithms that require some understanding 
of digital signal processing techniques before they can be used effectively. 
4.5.2 Generation of Optimised DSP Code 
Generation of DSP code for a given application using compilers or CAE tools/environments is 
relatively straightforward. However, the resulting code is generally quite inefficient. It is widely 
accepted that to generate the most optimum DSP code, one has to resort to assembly language 
programming. For this, the first step is to modify the (modularised) HLL code such that all the 
arithmetic constraints imposed by the chosen DSP chip are mimicked in the HLL code. The 
modified HLL code is thoroughly tested and if the results are acceptable the next step is to 
create (i. e. hand-code) an assembly language routine corresponding to each functional module. 
For the testing of each routine, it is "assembled" and "simulated" on a PC or Workstation. For 
a pre-determined set of input test data, the data at the output of a routine is compared with the 
data at the output of the corresponding HLL module, i. e. black box testing [125]. For example, 
a DSP routine for implementing Durbin's algorithm (for LPC analysis) can be tested by using a 
few frames of speech. The preparation of suitable test data, in some cases, can be quite tedious 
nevertheless. An alternative approach is to compare the impulse responses. The effectiveness of 
this approach, however, depends on the transfer function, length of the impulse response buffer 
and the precision of the arithmetic format used. 
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An important aspect of using black box testing is that interfaces between various modules 
must be clearly defined. On the other hand, black box testing can often bypass unreachable 
or dead code. Also, it may not test all of the flow-control paths through the module. The 
problem can be solved by using another technique called white box testing [125]. The goal in 
this technique is to try and test every line of the code. 
Having created "working" assembly language routines for all the (optimised) HLL modules, 
the routines are linked together in the required sequence through subroutine calls. Then, the 
operation of the whole DSP program is tested by using appropriate test data files. After this, 
optimisation of the resulting DSP code is undertaken. Some guidelines for achieving this task 
are: 
" Profile the code to establish where the processor is spending its time. Simulators for most 
DSPs support this feature as an option that can be invoked. For example, in the DSSIM, 
the simulator for the AT&T DSP32C, there are two alternative ways of profiling. First, 
by invoking the "-p" option, which provides a count of how many times the instruction at 
each address is executed. Second, by setting the time counter "t" to zero at the beginning 
and reading its value (in terms of processor clock cycles) at the end of each routine [17]. 
" Do not process a signal at a sampling rate that is much greater than twice the signal's 
bandwidth. The sampling rate can be changed by using multirate digital filters [149,94]. 
" Minimise memory wait states due to slow external memory and/or successive accesses to 
the same physical memory. One successful strategy for this is to arrange the code, data and 
coefficients in separate physical memories. Simulators for some DSPs such as the DSP32C 
provide a wait state counter that can be used to determine the number of wait states for 
different possible configurations allowing the programmer to choose the one resulting in 
the minimum number of memory wait states. 
" Exploit the parallelism inherent in the architecture of the target DSP; in particular incre- 
ment pointers during the instructions that reference them. For example, a convolution in 
the DSP32C might be implemented as repeated instructions of the form, 
al = al + *rl--r15 * (*r2++r16 = *r3++) (4.5) 
which, in pseudo-C, means: 
al = al + *rl * *r3; 
*r2 = *r3; 
rl -= r15; 
r3++; 
r2 += r16; 
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" Rearrange the code to combat latency effects due to the pipelined nature of the processor. 
The instruction that usually follows an instruction associated with a latency is a dummy 
instruction, such as nop. The efficiency of the code can be increased by minimising such 
dummy instructions. One approach for achieving this is to rearrange the instructions 
appearing before or after the instruction associated with latency in such a way that it does 
not alter the result. For example, the function sin(x), approximated as, 
4f = sin(x) ; z:: x- 3r 
3 
"F 
5ý 
can be implemented in the DSP32C as, 
rle = input 
r2e = constants 
r3e = output 
aO = *rl 
3*nop 
if (aeq) goto xxx 
nop 
al = aO*aO 
2*nop 
a2 = al * aO 
2*nop 
a3 = a2 *al 
aO = aO-a2**r2++ 
nop 
a0 = aO+a3**r2 
xxx: *r3 = aO=aO 
can be restructured as: 
rle = input 
aO = *rl 
r2e = constants 
r3e = output 
al = aO*aO 
if (aeq) goto xxx 
nop 
a2 = al*aO 
2*nop 
a3 = a2 *al 
/ *pointer to x*/ 
/* pointer to 3, and 5, */ 
/ *pointer to y*/ 
/*x*/ 
/* latency */ 
/* sin(0) =0 
latency 
/*x2*/ 
/* latency */ 
/*x3*/ 
/* latency */ 
/*x5*/ 
3 
/* latency */ 
3S 
3! 5! 
/* save the output */ 
/ *pointer to x 
/*x*/ 
/ *pointer to 1, and , 3.5. 
/ *pointer to y 
/*x2*/ 
/*sin(0)=0 
/* latency */ 
/*x3*/ 
latency 
/*x5*/ 
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a0 = aO-a2**r2++ 
nop 
aO = aO+a3**r2 
xxx: *r3 = aO=aO 
/*x- 33 , */ 
/* latency */ 
M3 TS /*x- 3 -I- 5! */ 
/* save the output */ 
which requires only 4 nop instructions to combat the latency effects, rather than 9 required 
by the straightforward code. 
. Maximise the use of available registers, i. e. minimise operations on data in memory. 
" Minimise looping overheads. For example, in the DSP32C code, for repetitive loops which 
do not contain any conditional instructions, use the do instruction instead of the goto 
instruction. 
" Rearrange data buffers in the DSP RAM in such a way that a minimum number of `data 
move' instructions are required. 
" Do as much computation off-line as possible. In other words, maximise the use of look-up 
tables within the available memory to save processing time. 
. Where functions such as `divide' or 'sqrt' are repeatedly required, do not include the 
function as a subroutine as this involves an unnecessary overhead of quite a few instructions 
(typically 6 to 10) every time the subroutine is called. Instead, modify the function 
subroutine and embed it within the main routine/program. In other words, use `macros' 
rather than subroutines to reduce the processing time, at the expense of extra memory, 
however. 
It is worth mentioning here that a highly optimised DSP code is generally very complex 
in structure hence difficult to maintain and/or upgrade. Therefore, a reasonable level of 
modularity must be retained while optimising a DSP code. 
4.6 Stage-5: DSP Hardware Development 
In order to obtain broad specifications (in terms of processing power and memory) of the target 
hardware, the DSP code generated in stage-4 is ported onto a development system based on 
the chosen DSP. Speech coding algorithms are typically divided into two main parts, encoder 
and decoder. The computational complexity of some algorithms may warrant use of two DSPs, 
typically one each for the encoder and decoder. Obviously, the cost and power consumption 
of target hardware increases substantially with the number of DSPs used. Therefore, a usual 
objective in the real-time implementation of a speech coder is to achieve the full-duplex operation 
of the coder in a single DSP. Having established broad specifications of the target DSP hardware, 
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a prototype hardware is developed. A simplified block diagram of generic single-DSP speech 
coder hardware is shown in Fig. 4.1. 
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Figure 4.1: A generic single-DSP speech coder hardware 
The slow memory (usually EPROM) is used for the off-line storage of the DSP code. The 
microcontroller (yC) downloads this code into the fast memory (SRAM) at power-up reset for 
its fast execution in real-time. The µC also facilitates interfacing between the low bit rate 
transmission channel and the speech coder (encoder output and decoder input). The required 
timing and control logic is implemented in a logic cell array (LCA) or a field-programmable gate 
array (FPGA) in order to retain a degree of flexibility for later modification/upgrading of the 
hardware for various operational requirements. For example, different frame or data rates. 
The hardware can be treated as a black box with two electrical interfaces: (i) the analogue 
interface between the user and the speech coder; and (ii) the digital interface between the speech 
coder and a low bit rate transmission channel. The former encompasses signal conditioning (am- 
plification etc), anti-aliasing/reconstruction filtering, analogue-to-digital and digital-to-analogue 
conversion. A number of low-cost ICs are now available which accomplish all or most of these 
tasks in a single chip and they can be interfaced with an SIO of a DSP without any additional 
components (glue logic). For example, AT&T's T7500 and T7513 PCNI codecs [16] and TI's 
TLC320ACO1 analog interface circuit [97]. The digital interface, on the other hand, encompasses 
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reading the encoder output from memory a byte or integer at a time, converting the data into 
serial form, transmitting it over the channel, receiving serial data from the channel, converting 
it into bytes or integers and writing them at the decoder input. As low bit rate speech coders 
generally involve block/frame-based processing of input speech data, the preservation of frame 
boundaries (i. e. synchronisation) during transmission is vital for the regeneration of speech at 
the decoder output. The synchronisation can be achieved either using a separate hardware sync 
signal (e. g. an interrupt every frame) or a "unique word" (UW) embedded in the speech data 
(i. e. inband synchronisation). The synchronisation of the analogue and digital interfaces is 
typically achieved using digital phase-locked-loops (DPLLs) [12]. 
The amount of hardware external to the DSP depends not only on the target speech coding 
algorithm but also on the functionality of the chosen DSP. For example, some DSPs such as 
TI's TMS320C50 [225] provide large amounts of onchip memory, therefore, for some algorithms, 
there may not be any need for having external fast memory (typically SRAM). Whereas some 
other DSPs such as Motorola's DSP56156 and Analog Devices' ADSP21msp5O [225] provide 
onchip ADC/DAC, onchip bootstrap loading capability and two SIO ports, thus alleviating the 
need for a pC and ADC/DAC. 
4.7 Stage-6: Hardware and Software Integration 
Since a target speech coder hardware is almost always quite different from a typical DSP develop- 
ment system especially, in terms of the analogue and digital interfaces, the DSP code developed 
and validated using the development system cannot be run directly on the target hardware. A 
step-by-step approach for integrating the DSP code with the target hardware is described below. 
1. Verification of the Code Downloading Process: One way of achieving this is to write 
a small piece of DSP code with a set objective such as writing a fixed data pattern into 
the fast memory or a general-purpose I/O port of the DSP to produce a square wave like 
signal, download it, execute it and observe the output, using a logic state analyser (for 
memory) or an oscilloscope (for I/O port). The task of reading memory is very simple 
where an onchip emulation capability is available. 
2. Verification of the Analogue Interface: A simple test routine that reads test signal 
data at the ADC output and writes it back at the DAC input can accomplish this task - 
rather like connecting the ADC and DAC in a back-to-back configuration. The test signal 
is usually a sinusoid whose amplitude and frequency are varied within the ADC/DAC 
dynamic range and the input frequency range of interest (typically 300-3400 Hz), respec- 
tively. The operation of the ADC and DAC and the associated circuitry can be verified 
by comparing the input sinusoid with the output sinusoid, using a dual beam oscilloscope. 
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3. Verification of the Digital Interface: The operation of the digital interface can be 
verified by another small test routine that writes a fixed data pattern at the encoder 
output, reads corresponding data at the decoder input, compares the two sets of data, 
and indicates their match or mismatch by setting a flag (in the memory or at one of the 
general-propose I/O pins) to 0 or 1. 
4. Integration of Appropriate I/O Routines: Having tested and verified the operation of 
the analogue and digital interfaces, the next step is to create appropriate I/O routines and 
integrate them with the DSP code generated previously using the development system. As 
mentioned above, low bit rate speech coders generally involve frame-by-frame processing of 
input speech data, i. e. a block of input speech samples (typically 20-30 ms) are captured 
and written into a buffer in the memory then processed and the output written into another 
buffer in the memory. The choice of buffering strategy not only affects the efficiency of 
the resulting code but also the coding delay of the system. For example, a straightforward 
but inherently inefficient approach is to wait for an input buffer full of data, then process 
it and store the result in an output buffer, i. e. accept no more input data while processing 
the input buffer. A more efficient strategy is to put successive input data into an alternate 
input buffer while processing the first input buffer and then process the alternate buffer 
while successive input data goes to the now-empty first buffer. This strategy is commonly 
referred to as "ping-pong buffering" or "double-buffering" and it involves the use of two 
swinging input buffers and two swinging output buffers. This strategy can also be extended 
to an array of buffers, each filled in turn and returning successive input to the first buffer 
when the last buffer gets full. Another strategy is to use "circular buffers" rather than an 
array of buffers where separate pointers are used to indicate the regions filled and processed, 
a pointer returns to the start of the buffer when it reaches the end. The reading/writing 
of data from/to such buffers can be under program control, interrupt control or DMA 
control, depending on the functionality of the chosen DSP. Clearly, the DMA control leads 
to more efficient DSP code. 
5. Debugging and Validation of the System: For the debugging and validation of a DSP 
system, tools such as in-circuit emulation (ICE) probes are very useful indeed. However, 
designing an ICE probe that can run at the high speed of a modern DSP chip is quite 
difficult. To overcome this, some advanced DSPs have moved much of the ICE circuitry 
onchip. For example, Motorola's DSP96002 and TI's TMS320C30 have a serial port that 
provides access to onchip emulation functions [225]. For some other DSPs such as AT&T's 
DSP32C, a pseudo-ICE capability is simulated by running a separate program (D3EMU) 
on the host processor [43] which can access various DSP registers and memory locations, 
in real-time. 
Assuming that all the subroutines in the main program have already been tested individ- 
ually and collectively, the operation of the DSP code intended for the target hardware 
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can be validated by using appropriate test signals usually a sinusoid (typically 1000 Hz, 
1 VVp) or a speech signal emanating from a telephone handset or a cassette player. It 
is good practice to design appropriate diagnostics such as event counters and flags and 
embed them in the DSP code. The output of such diagnostics may be written into static 
variables in the memory or at some general-purpose I/O pins of the DSP. 
Where the aim is to extract maximum performance from the target DSP, one usual prob- 
lem encountered during the hardware/software integration phase is that the processor runs 
out of time, i. e. the processor is unable to execute all the DSP code within the allocated 
time. A commonly used approach to avoid this problem is to find out the worst-case (i. e. 
maximum) execution time for each subroutine either by counting the number of instruc- 
tions in the longest route in a given program or by running the code under a `simulator'and 
then working out the total execution time for the whole program by summing up the indi- 
vidual time intervals. Obviously, the total worst-case execution time must be less than the 
allocated time. There are two main disadvantages of this approach. Firstly, it is very la- 
borious and time consuming. Secondly, for those algorithms where the difference between 
the worst-case and the average execution time intervals is quite large, the code fine-tuned 
in view of the worst-case execution time fails to exploit the full capability of the target 
DSP. 
An alternative approach which is not only faster but also does not rely on the worst-case 
time is to set an I/O pin to 1 when the processor enters the encoder part and reset it 
to 0 when the processor leaves it and similarly for the decoder part of the program. By 
displaying the status of the two I/O pins against the frame sync signal on a logic state 
analyser one can easily determine whether the total execution time (encoder plus decoder) 
is exceeding the allocated time limit (interval between two adjacent frame syncs) or not, if 
not, what is the margin. It is important that almost all kinds of signals (male and female 
with varying volume) that are likely to pass through the system during its operational life 
are applied at the input when using this approach. 
In case the processor is running out of time, profile the program again and identify com- 
putationally most complex sections of the code. Focusing attention on these sections and 
starting from the most time consuming one, the next step is to either simplify them or 
find some alternative ways that are either mathematically equivalent or produce similar 
subjective speech quality at the output. 
4.8 Concluding Remarks 
Low bit rate speech coding algorithms invariably involve extensive mathematical computation 
accruing mostly from multiply-and-accumulate type operations. Their real-time implementation 
therefore is usually achieved using one or more programmable digital signal processors (DSPs). 
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Despite the fact that DSP device technology has progressed enormously during the last decade, 
the task of achieving an efficient real-time implementation of a high complexity speech coding 
algorithm such as CELP is still a non-trivial task, especially when the aim is to achieve a full- 
duplex operation of the coder in a single DSP with the highest possible output speech quality, 
lowest possible cost and minimum possible power consumption. The difficulty of the task stems 
from the fact that it requires not only a sound knowledge of digital speech coding techniques 
but also a range of other skills extending from digital signal processing techniques through an 
awareness of main features of various DSPs (with an intimate knowledge of the architecture 
and instruction set of the target DSP), to an aptitude in using various hardware and software 
development tools. 
In this chapter, we have formulated and proposed a systematic approach for achieving an 
economical and efficient real-time implementation of a high complexity speech coding algorithm. 
The approach attempts to address all the aspects of a real-time implementation, ranging from 
the high-level simulation through the choice of a suitable target DSP to the final integration of 
the DSP hardware and software and its testing. The most important of these is the selection of an 
appropriate DSP which can not only meet the computational requirements of a given algorithm 
but also offers the most economical and efficient solution to the problem. Some guidelines for 
assessing the computational requirements of an algorithm and the comparitive analysis of various 
DSPs (both fixed-point and floating-point) have been provided in this chapter. 
Currently, assembly language programming or hand-coding is most commonly used for gener- 
ating the DSP code for systems destined for applications involving large volumes of production. 
However, keeping in view that: (i) the computational capability (in MIPS or MFLOPS) of DSPs 
is unceasingly increasing with a progressively decreasing cost per MIPS and the trend is likely to 
continue, (ii) libraries of assembly language routines for various DSP functions are increasingly 
becoming available, (iii) more efforts are being put into increasing the efficiency of high-level 
language compilers and (iv) an increasing number of very high-level DSP design tools and en- 
vironments are becoming available, it is envisaged that the role of hand-coding will diminish 
significantly in the near future if not eliminated altogether. 
Chapter 5 
ENHANCED CELP CODING: 
PULSED RESIDUAL EXCITED 
LINEAR PREDICTION (PRELP) 
5.1 Introduction 
The invention of stochastic or Code-Excited Linear Predictive (CELP) coding by Atal and 
Schroeder in 1984 [15,184] has been one-of the most important- milestones in the history of 
digital speech coding as it offered the potential of encoding high quality speech at low bit rates. 
However, because of its extremely high computational complexity, the concept could not be put 
into practice straightaway. Hence, a great deal of research was focussed on reducing the CELP 
complexity in the following years [176,124,216,212]. On the other hand, VLSI technology 
advanced enormously during these years [215,127,128,10], resulting in the availability of 
numerous DSP chips which were not only capable of providing computational capabilities of the 
order of tens of MIPS (or MFLOPS) but also were low cost in terms of $ per MIPS (see Chapter 
4). This two-pronged advance facilitated development of various real-time implementations of 
CELP [114,212,209,200]. It is a widely recognised fact that CELP coding outperforms (in 
speech quality terms) all other speech coding techniques at bit rates in the 6 to 8 kb/s range. Its 
output speech quality at around 8 kb/s is acceptable for most applications but at lower rates it 
needs further improvement especially at around 4.8 kb/s, either to accommodate more users on 
existing systems or to support new applications. In order to keep the cost of implementation low, 
a usual additional requirement is that the computational complexity of the resulting algorithm 
should be low. 
In this chapter, we present our work on improving the output speech quality of CELP coding 
at bit rates below 8 kb/s whilst keeping the computational complexity within the capability of 
a single DSP such as AT&T DSP32C. Section 5.2 discusses the various components of CELP 
coding. In section 5.3, the design of a new speech coding algorithm namely PRELP is described 
and its peiformance assessed. Section 5.4 describes various strategies for reducing computational 
5.2 CELP Coding 101 
complexity of CELP coding. In section 5.5, quality enhancement of CELP coded speech using 
postfiltering is examined. Finally, brief concluding remarks on the chapter are presented in 
section 5.6. 
5.2 CELP Coding 
At the heart of CELP coding is the stochastic excitation model of speech production [184] 
as shown in Fig. 5.1. The success of this model can be traced back to the following three 
factors. Firstly, the nature of the speech signal itself which allows it to be represented as a 
zero mean stochastic Gaussian process with a power spectrum that varies slowly with time. 
Secondly, a property of the human auditory system by which the preservation of the short-time 
power spectrum is generally sufficient for generating perceptually identical signals. Finally, the 
probability density function of the prediction error signal (after contributions of both short-term 
and long-term predictors have been subtracted) is nearly Gaussian [13]. The model comprises 
two time-varying linear predictors operating in separate feedback loops. The long-term predictor 
(LTP) given by the transfer function P2(z) models the pitch periodicity of voiced speech whereas 
the short-term predictor (STP) given by the transfer function P1(z) models the spectral envelope. 
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Figure 5.1: Stochastic excitation model of speech production. 
As the excitation sequence and the two predictors must be determined frequently enough 
for the system to yield high quality speech, the input speech signal s(n) is divided into blocks 
each consisting of N samples. For each such block, after computing coefficients for the two 
predictors, an N-sample excitation sequence which minimises the subjective error between the 
original speech s(n), and the synthesised speech s(n), is chosen. Each such sequence can be 
viewed as a codeword of a random codebook whose entries are constructed of white Gaussian 
random numbers with unit variance. Thus an analysis-by-synthesis (AbS) system is developed in 
which the selection of the optimum excitation sequence involves scaling each N-sample codeword 
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(or vector) by a gain factor G, "passing" it through two recursive filters (embodying the two 
predictors) and comparing the output ä(n) with s(n) according to an appropriate error criterion 
(usually weighted mean squared error). The system is shown in Fig. 5.2 and is called Code- 
Excited Linear Predictive Coding (CELP). The gain factor was originally defined by Atal [15] 
as the rms value of the prediction error obtained after both short and long term inverse filtering 
of the input speech segment. 
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Figure 5.2: The concept of CELP coding. 
The index of the selected codeword along with the gain factor and the coefficients of the 
two predictors are encoded and transmitted to the decoder where an identical codebook is 
employed. The codeword corresponding to the received index is scaled by the gain factor and 
clocked through the two recursive filters to produce the synthesised speech sequence i (n). The 
use of a codebook in CELP enables very efficient coding of the excitation signal. Typically, for 
a 40-sample input block (N=40) of speech (sampled at 8 kHz), the excitation (shape) can be 
quite accurately modelled by a codebook containing 1024 (210) codewords requiring only 10 bits 
(i. e. the index of the selected codebook) to be transmitted to the decoder for every 40-sample 
input block thus encoding the excitation at a rate of 1/4 bits per sample. 
Having outlined the basic concept of CELP coding, we now describe the operation of the 
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standard CELP algorithm whose block diagram is shown in Fig. 5.3. The key steps are: 
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Figure 5.3: Block diagram of the standard CELP algorithm. 
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1. The input speech signal s(n), is buffered into frames of around 20-30 ms and the LPC 
analysis is performed on each frame to obtain a set of LPC coefficients a 1<j<P, 
where P is the order of the STP. 
2. The weighting filter W(z), is applied to s(n) to obtain the weighted input signal s,, (n). 
3. The initial conditions (IC) of the weighted LPC synthesis filter 1/A,,, (z), are restored and 
its output corresponding to zero input (i. e. the memory response) is subtracted from $,,, (n) 
to obtain the first reference signal i(n), so that a memoryless LPC synthesis filter can be 
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used in the subsequent analysis. 
4. Since the LTP parameters have to be updated more frequently (typically, 5-10 ms) for 
accurate modelling of the voiced periodicity, . (n) is split into a number of subframes and 
the LTP analysis is performed on each subframe using the weighted LPC synthesis filter 
11A,,, (z), to obtain the LTP parameters D and, 3 where D denotes the LTP delay and Q 
the LTP gain. 
5. The contribution of the LTP memory through the filter 1/Aw(z) is subtracted from s(n) to 
obtain the second reference signal s(n), so that a memoryless LTP synthesis filter 1/P(z), 
can be used in the subsequent analysis. 
6. The secondary excitation parameters are updated usually as frequently as the LTP pa- 
rameters, i. e. every subframe. In standard CELP, the secondary excitation is modelled 
by a gain-shape codebook in which the shape is modelled by a random white Gaussian 
codebook and the gain as the variance of the reference signal. During the search process, 
each candidate excitation vector is passed through the cascade of 1/P(z) and 1/Aw(z), 
and the output 9(n), is compared with s(n). The codebook vector xk(n), which results in 
the minimum squared error is chosen and the corresponding gain gk, is then computed. 
As the same codebook is available on the decoder side, only the index K to the optimum 
codebook vector xk(n), along with the quantised gain gk, need to be transmitted. 
7. Finally, the memories of the two filters 1/A,,, (z) and 1/P(z) are updated by restoring their 
initial conditions and passing the scaled optimum codebook vector (gkxk(n)) through the 
filters. Thus, the operation of the decoder (or synthesiser) is implemented at the encoder 
as well. 
It is quite clear from the above description that the algorithm comprises of three main func- 
tional blocks which are the short-term prediction, the long-term prediction and the secondary 
excitation or codebook. These are discussed next. 
5.2.1 Short-Term Prediction 
As described previously, the role of the short-term predictor is to model the slowly varying 
spectral envelope of the speech signal. In its inverse filter configuration, it attempts to remove 
the short-term correlation in the input speech signal and in its synthesis filter configuration, it 
shapes the excitation signal according to the spectral envelope of the input speech determined a 
priori. The design of the STP (in the form of LPC analysis) and different methods for computing 
and quantising the predictor parameters were described in Chapter 3. The contribution of the 
STP in the synthesised output speech depends on the order of the predictor as well as the frame 
size (update rate), the higher the order the larger the prediction gain and the smaller the frame 
size the larger the prediction gain. Moreover, it varies from one sample to the next because the 
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prediction depends on the previous samples (memory effect of the filter). Hence it can not be 
measured directly. Nevertheless, a fair idea of its performance can be obtained by comparing 
the weighted input signal sti, (n), with the first reference signal s(n), as shown in Fig. 5.3. The 
average prediction gain of a 10th order, 20 ms frame STP is typically around 2 dB which can be 
increased by another dB or so by increasing either the predictor order or the update rate [199]. 
The additional gain, however, is at the expense of increased coding capacity. 
The frame-by-frame calculation of the STP parameters can lead to two potential problems, 
namely algorithmic delay and variation of the spectral envelope from one frame to the next, i. e. 
the so called block-edge effects. The algorithmic delay is dictated by the LP C analysis window (or 
frame) size and it can be solved by either using a smaller frame size which involves larger coding 
capacity or employing backward forms of LPC analysis as in the CCITT's 16 kb/s LD-CELP 
[35]. However, such backward techniques cannot be used at low bit rates (< lOkb/s) because 
the quantisation noise of the encoded speech becomes too high to yield sufficiently accurate STP 
parameters. The block-edge effects are not significant in voiced regions of speech because the 
spectral envelope varies slowly during these regions. However, in transition regions which are 
believed to be perceptually more important, the spectral envelope may change rapidly from one 
frame to the next which can not only lead to a degraded output speech quality but also in extreme 
cases can result in rendering the LPC synthesis filter unstable. One commonly used technique 
to overcome such problems is to interpolate the STP parameters between consecutive frames. 
The basic idea is to achieve improved representation of the spectral envelope by computing 
intermediate sets of parameters between adjacent frames so that transitions occur more smoothly 
at the frame edges. 
The interpolation can be either linear or non-linear. However, the former is generally pre- 
ferred because of its simplicity. As stated previously (in Chapter 3), the interpolation of direct 
form LPC coefficients aj, does not always lead to stable filter operation. Hence, aj are first 
transformed into an appropriate representation such as LARs or LSFs and then interpolated. 
Mathematically, linear interpolation of LSFs can be expressed as, 
LSFI(j) = ALSFc(j)+ i LSFL/N(j) 1<j<P (5.1) 
where A and q are the interpolation weighting factors, P is the order of the filter; and LSFI, 
LSFü and LSFLIN are the interpolated LSFs, the current-frame LSFs and the last or next-frame 
LSFs respectively. The factors A and t generally vary from one subframe to the next. They 
determine the amount of emphasis given to the current-frame parameters vis-a-vis the last or 
next-frame parameters and their values lie in the range of 0 to 1. As accuracy of the parameters 
is maximum near the centre of an analysis frame, no or very little interpolation is used for the 
subframe(s) lying close to the centre of the frame. 
The main disadvantage of LPC interpolation, however, is its additional computational com- 
plexity, as for every subframe, the LPC parameters will have to be transformed into another 
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domain (e. g. LSFs) before their quantisation then interpolated and finally inverse transformed 
into the LPC parameters. Another possible disadvantage is the additional delay if the inter- 
polation is performed over the current and the future frames rather than the current and past 
frames. For example, Fig. 5.4(a) illustrates the relative time alignments of an extra half frame 
delay interpolation scheme employed in [159], whereas Fig. 5.4(b) shows a typical no extra delay 
LPC analysis set up. The division of each frame into four subframes in these Figures is arbitrary, 
nevertheless, quite typical of low bit rate speech coding systems. 
(a) LPC Analysis Window 
Subframes 
Effective Duration of LPC Parameters in Window A 
(b) LPC Analysis Window 
Subframes 
Previous Frame Current frame Next Frame 31, IIE 1 -e 
Effective Duration of LPC 
Parameters in Window A 
Figure 5.4: LPC analysis windowing (a) with extra half a frame interpolation delay and (b) 
interpolation without extra delay. 
Though the objective performance of the interpolated LPC and non-interpolated versions is 
very similar, the former offer better subjective performance as they result in a smoother sound. 
On the other hand, when versions with half a frame extra delay interpolation and no extra delay 
interpolation were compared, the former were preferred by most subjects. 
5.2.2 Long-Term Prediction 
As the LTP attempts to model long-term correlation in the signal whether or not due to actual 
pitch excitation, it is most effective during voiced regions since voiced speech is characterised by 
a quasi-periodic structure with a high degree of correlation between samples separated by one or 
more pitch periods. The parameters of the LTP (32 and D) can be determined using either an 
open-loop or a closed-loop analysis approach [121,198,171]. The open-loop approach as shown 
F_ Previous Frame Current Frame Next Frame 
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in Fig. 5.5 attempts to minimise the prediction error energy by using the LPC inverse filtered 
residual signal. Whereas the dosed-loop approach as illustrated in Fig. 5.6 tries to minimise 
the weighted reconstruction error energy so that the reference and reconstructed speech signals 
are optimally matched. 
Figure 5.5: Conceptual block diagram of open-loop LTP analysis 
s(n) 
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Figure 5.6: Conceptual block diagram of closed-loop LTP analysis 
Given the STP parameters, the LTP and secondary excitation parameters (ßi, D, xk(n) and 
gk as shown in Fig. 5.3) should ideally be determined by exhaustively searching through all 
the possible combinations of their values. However, this joint optimisation involves extremely 
large computation and therefore, sub-optimal solutions are used in practical systems. The most 
commonly used approach is a sequential approach in which the optimum LTP parameters are 
computed first while assuming a zero secondary excitation and then the secondary excitation 
parameters (zk(n) and 9k) are calculated while holding the pre-computed LTP parameters con- 
stant. 
The open-loop LTP analysis was formulated in Chapter 3. The same procedure can be 
applied for formulating the closed-loop LTP analysis. Thus, the expressions for the optimum 
8 
NON 
ri 
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values of D and ß; for a single-tap closed-loop LTP for a block length of N samples can be 
derived [117] as given by, 
N-i 
9(n) YD(n) 
Qo = n=o (5.2) N-1 
yD(n) 
n=0 
N-1 
N-i 
[E s(n) YD(n)]2 
Eý, (D) = s2(n) n N-i 
(5.3) 
n =O E yD(n) 
n=o 
where n 
yD(n) = T(n -k- D)h,,, (k), 0<n<N-1 (5.4) 
k=O 
and h,,, (k) is the impulse response of the weighted LPC synthesis filter 1/A. (z). Thus, the 
optimum delay is the delay value which corresponds to the minimum value of the weighted 
mean squared error EE(D). In practice, it is determined by trying every D from Dmt,, to D,, 
and choosing the one which maximises the second term in Eqn. (5.3). For the optimum gain ßo, 
the primary excitation sequence from the LTP memory corresponding to the chosen delay D, 
is filtered through 1/A,, (z) to obtain yD(n) which is then substituted in Eqn. (5.2) to evaluate 
ßo. The quantisation of ßo is performed outside the analysis loop. 
In both the open-loop and dosed-loop analysis described above D>N was assumed. In 
high bit rate coders where N is not » D7Lt7L which is around 20 for 8 kHz sampled speech, 
making D>N does not cause any significant degradation of output speech quality. However, 
as the bit rate decreases N increases and if D is still kept >N then the effectiveness of LTP 
is reduced especially during the onsets of voiced speech. Alternatively, allowing D<N makes 
the LTP recurse within the same analysis subframe [171]. Consequently, the mean squared 
error equation becomes non-linear in go for D<N which is computationally very intensive to 
solve. One commonly employed approach for D<N which does not involve any additional 
complexity is to use an adaptive codebook formulation of the LTP [115]. The basic concept of 
this approach is illustrated in Fig. 5.7. Here, the, previously undefined part of each candidate 
delay is constructed by repeating its defined part with periodicity D, i. e. 
ßr(n-D) O<n<D-1 
T(n) . 
ßr(n - 2D) D<n< 2D -1 (5.5) 
ßI(n-bD) bD<n<N-1 
However, this scheme has two drawbacks for D<N. These are: (i) it does not allow for 
pitch pulses in a subframe to change amplitude from one pulse to the next and (ii) depending 
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Figure 5.7: Closed loop LTP analysis using the adaptive codebook structure 
on where the LTP analysis window falls on the reference signal, it can result in either pitch 
doubling if the first pitch period is missed or pitch halving if the first pitch period is grabbed 
and D is less than half of the actual pitch delay. 
The performance of a long-term predictor depends on many factors, including the predictor 
order (number of taps), sampling frequency and the parameter updating rate. In general, predic- 
tion gain of the LTP increases when any one or more of these parameters are increased. However, 
increasing the update rate or the predictor order results in a substantial increase in the coding 
capacity as well as the computational requirements. An alternative approach for improving the 
LTP performance which does not involve a substantial increase in either the coding capacity 
or the computational complexity is to use a non-integer delay LTP analysis [120,143]. In this 
method, the best instant of similarity between the reference signal and the synthetic signal is 
found by providing higher temporal resolution via an up-sampling procedure. The procedure is 
described next. 
Assuming that D=M+ dIR represents a non-integer delay where M, d and R are integers 
and d=0,1, ---, R-1 so that dIR is a fractional delay, the basic idea in this procedure is 
that a fractional delay dIR samples at rate f, corresponds to an integer delay of d samples at 
rate R f.. Figure 5.8 illustrates the realisation of a non-integer delay filter with a delay of d/R 
samples. It up-samples the input x(n), from f, to R f,, passes it through the low-pass filter 
hLp(m), delays its output by d samples at the sampling rate Rf, and finally down-samples it 
back to f,. However, this procedure is computationally highly inefficient because the low-pass 
filter operates at a much higher sampling rate, i. e. Rf,. An efficient implementation of this 
structure to realise up-sampling and low-pass filtering using a polyphase network [45] is shown 
in Fig. 5.9. 
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Figure 5.8: Non-integer delay filter realisation 
Figure 5.9: Interpolation filter using polyphase network 
The polyphase filter is given by, 
pd(k) = hLp(kR + d), 0<k<q (5.6) 
where q is the number of coefficients in a branch. For a single delay of d/R samples only one 
branch is required. The resulting non-integer delay LTP is given by, 
q-1 
Pnid(z) =QI: Pd(k)z-(M-I+k) (5.7) 
k-0 
where I<M is a fixed integer delay at sampling rate f,. 
An important aspect of the interpolation filter design is the choice of the low-pass filter, both 
in terms of performance and complexity. A Hamming weighted sin(x)/x function is typically 
used for the following three reasons. Firstly, the resultant FIR filter has a linear phase and a 
fixed delay. Secondly, adequate filtering performance can be achieved with short filter lengths. 
Finally, number of filtering operations is decreased as the top branch (po(n)) in the polyphase 
network shown in Fig. 5.9 is effectively just a delay operation. However, in order to obtain these 
advantages, the filter length N must be chosen such that N= 21R -I-1. Typically, N takes on 
a value greater than 50. 
The non-integer delay LTP described above can be employed in both the open-loop and 
closed-loop LTP analysis. As for the integer delay LTP, the problem of pitch recursion can 
be overcome by using the adaptive codebook structure. Besides better LTP delay estimation 
and hence better overall SNR, the up-sampling can also reduce pitch doubling instances. This 
is because with the higher temporal resolution, the LTP will have less requirement to pick up 
the second or third pitch periods which might have given higher SNR because of the integer 
sampling effect missing the first pitch. 
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Numerous comparative studies have been conducted [109,122,120,129,117] to evaluate 
the relative strengths and weaknesses of the various LTP designs and analysis methods. The 
main findings of these studies can be summarised as follows. In terms of the overall (average) 
segmental signal to noise ratio (SegSNR), the closed-loop analysis outperforms the open-loop 
analysis by about 1.5-2 dB. and three-tap LTPs are superior to single-tap LTPs by about 1-1.5 
dB. Whereas fractional delay LTPs provide 0.3-0.7 dB higher SegSNR (depending on the up- 
sampling ratio) than integer delay LTPs (with the same number of taps). Similarly, in terms of 
subjective speech quality, dosed-loop LTPs are better than open-loop LTPs and three-tap LTPs 
are better than single-tap LTPs. Also, fractional delay LTPs are superior to integer delay LTPs. 
Although in objective SNR terms, three-tap LTPs seem to perform better than fractional delay 
LTPs, subjectively a 1/6 sample delay closed-loop LTP provides almost the same speech quality 
as a three-tap closed-loop LTP [75]. However, the use of fractional LTP is preferable over multi- 
tap LTP because it offers higher coding efficiency. The coding efficiency of fractional LTP can 
be further improved by employing non-uniform up-sampling, i. e. higher resolution to be used 
for lower LTP delays and lower resolution for the higher LTP delays [75]. Another advantage 
of non-uniform fractional LTP search is its reduced complexity. Even though closed-loop LTPs 
ire much more computation intensive than open-loop LTPs, they are almost always preferred 
over the latter for their significantly superior performance. 
5.2.3 Secondary Excitation (Codebook) 
In CELP coding, the secondary excitation is generally modelled by a codebook of L N-dimensional 
excitation vectors. Referring back to Fig. 5.3, the aim of the codebook search process is to min- 
imise the weighted mean squared error E,,, (k), between the codebook contribution to the output 
speech S (n), and the second reference s"(n), which in this case is the weighted speech with STP 
and LTP contributions subtracted. Given that the LTP is implemented in the form of an adap- 
tive codebook for D<N so that it can be considered to operate in parallel with the secondary 
excitation codebook, the LTP synthesis of the excitation vectors xk(n), can be omitted, i. e. 
these are fed directly to the weighted LPC synthesis filter 1/Ati, (z). Thus, for a single gain (9k) 
codebook excitation, the values of gk and xk(n) which minimise E., (k) can be derived in the 
same way as the single-tap closed-loop LTP parameters and are given as, 
N-1 
9(n)yk(n) 
n-o 9k = N-1 (5.8) 
yk(n) 
n=0 
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N-1 
N-1 
[E 9(n)Yk(n)]2 
i2(n) n 
N-1 
(5.9) 
n =O E yk(n) 
n=0 
where n 
yk(n) _E xk(n - i)h,,, (i), 0<n<N-1 (5.10) 
i=O 
and hy, (i) is the impulse response of the weighted LPC synthesis filter 1/A,,, (z). Thus, the index 
k, to the optimum codebook vector Xk(n), and the corresponding gain gk, can be determined 
following the same procedure as for the closed-loop LTP lag D, and gain ßo, described previously. 
That is, to determine k in the range 0 to L-1 which maximises the second term in Eqn. (5.9), 
filtering the corresponding excitation vector xk(n), through 1/AZ1(z) to get yk(n), substituting 
yk(n) in Eqn. (5.9) and calculating the corresponding gain gk. Again gain quantisation is 
performed outside the analysis loop. 
Even though the prediction gain contribution of the secondary excitation to the synthesised 
output speech is significantly less than that of the LTP (except for the open-loop case) [117], 
its role is very important in determining the overall speech quality. During the start-up it 
provides information to the LTP memory to track sudden changes in the reference signal and 
it supplies the "filling in" information that the LTP has omitted especially during unvoiced 
regions. Thus, how the codebook of a CELP is populated and the method by which the optimum 
excitation vector is searched are very important issues [55,102,181,122]. Another related issue 
is the computational complexity of the codebook search process both in terms of MIPS and 
the amount of memory required for the storage of the codebook vectors. To meet varying 
computational complexity, memory storage and speech quality requirements of different speech 
coding applications many types of the secondary excitation have been developed and used (see 
Chapter 3). The two most commonly used types are the vector sum excitation (VSE) [73] and 
the standard Gaussian excitation along with its numerous variants such as overlapping Gaussian 
(OG), centre-clipped Gaussian (CCG), overlapping centre-clipped Gaussian (OCCG), sparse 
Gaussian (SG) and algebraic or ternary [117,124,112]. As opined in [216], the best performance 
can be obtained, in principle, by using Gaussian excitation because it has the structure which can 
closely match characteristics of the STP-LTP inverse filtered signal. However, this is true only 
when the size of the codebook is sufficiently large which involves both a large coding capacity 
and high computational complexity. Interestingly, CCG codebooks have been found to produce 
"cleaner" speech than the Gaussian codebooks [117]. One explanation for this is that during the 
matching of codebook vectors with the reference vector, a few high magnitude elements dominate 
the selection process. Consequently, the lower magnitude elements are not matched optimally 
and therefore, by eliminating them, not only the matching of the high magnitude elements is 
improved but also errors in the lower magnitude elements are minimised. The difference between 
the overlapping and non-overlapping codebooks of the same type is not noticeable when the shift 
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(R) is >2 [129,117]. The main advantage in the case of SG and ternary codebooks is their 
low computational complexity. Overall, OCCG is very attractive for its reduced memory and 
computational requirements. 
5.3 Pulsed Residual Excited Linear Prediction 
Of the three main functional blocks described above, the first two (i. e. short-term prediction 
and long-term prediction) are almost identical in various CELP implementations and it is the 
last stage i. e., codebook type and the selection of the best excitation vector from the codebook 
which makes a given CELP coder different from the others. 
The use of a standard codebook for excitation modelling assumes that the size of the code- 
book is large enough to cater for both voiced and unvoiced speech excitations. In the case of 
VSE [73], orthogonalisation with respect to the LTP output enables the secondary excitation 
vectors to cover the space that is not covered by the LTP, hence, resulting in a better system. 
However, at low bit rates, both schemes fail at the fast voiced onsets where the pitch cannot 
build up fast enough to track the build up of voiced speech. Therefore, the speech quality 
deteriorates significantly as the bit rate is reduced by increasing the subframe length which 
usually equals the vector size. Also important is the amount of noise added to speech from 
the secondary excitation during steady state voiced regions. The constrained gain approach 
[197] helps to produce cleaner voiced speech by limiting the contribution of secondary excita- 
tion during steady state voiced regions. In other versions, mixed codebooks are used where a 
part of the codebook approximates a multi-pulse excitation. However, all of these approaches 
have pre-selected codebook structures. In order to improve the synthetic speech quality at low 
bit rates, a secondary excitation (codebook) which matches the changing speech characteristics 
(especially during voiced speech) is necessary. We developed three such excitation types. Since 
all of these are based on a pulsed residual, the resultant coding scheme is called Pulsed Residual 
Excited Linear Prediction (PRELP). 
5.3.1 Pulsed Residual Excitations 
As the bit rate of a CELP coder is reduced by increasing its subframe length, the voiced speech 
harmonic structure cannot be reproduced leanly. As shown in Fig. 5.10 (obtained using Coder= 
II defined in Table 5.5), the harmonic valleys have a high level of noise which in some cases even 
disturbs the harmonic continuity, causing significant speech quality loss. To overcome this prob- 
lem, pitch continuity as well as clean pitch pulses should be provided by the excitation source. 
Since the LTP update rate slows down at low bit rates, it cannot adapt to the changing voiced 
speech characteristics. Thus the codebook excitation needs to perform better to compensate for 
the loss of performance in the LTP. In the following, three new excitation types which provide 
better performance are discussed. 
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Figure 5.10: Spectral comparison of (a) original speech and (b) overlapping centre clipped 
Gaussian excited CELP output. 
5.3.1.1 Pitch Adaptive Mixed Excitation (PAME) 
In pitch adaptive mixed excitation (PAME) the fixed excitation codebook is split into two parts. 
The first part is made adaptive with respect to the LTP lag or pitch delay (D) as follows. The 
excitation buffer is filled with unit sample amplitudes, one every D samples starting from the 
first position. The rest of the vector elements are set to zero. During the search of the codebook, 
this vector is synthesised and its phase position is determined by shifting its synthetic response 
one sample at a time over (D -1) shifts. Each phase position is then treated as a new excitation 
vector. In order to guard against pitch doubling errors in the LTP search, if the lag D is greater 
than 2Dmin the same process is applied again by placing the excitation pulses every D/2 samples. 
The total number of excitation vectors that are searched is then found by adding the total phase 
positions considered. This is similar to regular pulse excitation with decimation factors of D and 
D/2. After selecting the best excitation vector from the pitch adaptive section of the codebook 
using La phase positions, the search continues in the second part of the codebook which is fixed 
and contains centre-clipped overlapping excitation vectors. Here, a further Lf=L-L. vectors 
are searched and the best performing vector index from the overall search process is transmitted. 
At the receiver, after decoding the LTP lag, the corresponding excitation vector is decoded. 
By forcing the secondary excitation to have pitch structure, it is possible to match voiced 
onsets missed by the LTP more accurately. This is because firstly, the LTP memory builds up 
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faster to track the incoming periodicity more accurately and secondly, the secondary excitation 
provides the required periodicity where the LTP fails. This of course depends on the accurate 
computation of the periodicity by the LTP in the first place. The LTP lag adaptation is useful 
because it does not require extra computation or coding capacity. Encoding and decoding 
processes of the codebook index in this algorithm can take three possible routes which correspond 
to: (i) D>N, (ii) N/2 <D<N and (iii) D< N/2, assuming Dmin < N/2 where N is the 
subframe length. The total phase positions considered in each possibility can be calculated as 
below: 
1. In the case of D>N, there will be a single excitation pulse located in the first position 
of the secondary excitation vector, hence, a possible N phase positions will be considered. 
If the sub-multiple is also greater than N then the process stops. However, if D/2 <N 
then (N - D/2) more phase positions will be considered where the excitation vector will 
have an extra pulse located at position D/2. Therefore, the total phase positions will be 
(2N - D/2). 
2. In the case of N/2 <D<N, the secondary excitation vector will have two pulses placed 
at the first and Dth positions. Therefore, the total phase positions to be considered is D. 
If D/2 >_ Dm=n then, a further D/2 phase positions will be searched giving a total of 3D/2 
phase positions. 
3. Finally, when D< N/2, the secondary excitation will have pulses at every D samples 
starting from the first position, resulting in a possible D phase positions. If however 
D/2 > D,,,, i,, then a further D/2 phase positions are considered giving a total of 3D/2. 
The above possibilities are indicated to the receiver by the fixed subframe size and the decoded 
LTP lag D. 
5.3.1.2 Fully Pulsed Excitation (FPE) 
In order for PAME to be successful, the LTP lag (pitch period or its multiples) should be chosen 
by the LTP optimisation process in the first place. During voiced speech onsets however, since 
the LTP cannot build up quickly enough, it may sometimes produce an incorrect LTP lag, 
thereby causing wrong pulse spacing. To eliminate this problem, in FPE all of the possible 
pulse spacing and phase positions are considered. 
In FPE, firstly a set of primary excitation vectors are formed by placing a unit amplitude 
pulse at the start of the excitation buffer x and then after every P, samples. The pulse spacing 
P, is varied from Dmt (smallest possible pitch) to N-1 (subframe size-1) to get all the primary 
vectors. Whilst Dm,,, is related to the minimum pitch, it may also be varied to enhance fidelity. 
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Therefore, for each Pi, the primary candidate excitation is derived as follows: 
1 n=iP3 <N, i=0,1,2,... 
0 otherwise 
(5.11) 
In order to construct all possible phase positions for each primary vector x1(n) , P, -1 further 
vectors are derived by shifting the vector to the right by one position for each additional phase 
position while inserting a zero in the vacant left most position as given by, 
0n=0,1,2,..., k-1 
XJ+k(n) = xs(n - k) n=k, k+1, ..., N-1 
(5.12) 
It should be noted that the number of candidate excitation vectors La depends on N and Dmtn 
such that, N/2 N/2 -1 
La=N+ E M+ EM 
M=Drain M=l 
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Figure 5.11: Speech waveforms of (a) original speech, (b) FPE excited CELP output and (c) 
overlapping centre clipped Gaussian excited CELP output. 
Thus the number of bits required for transmitting the excitation index is B= (logt L. J. If L. 
does not correspond to an integer power of 2a further (2B - L,, ) vectors are then searched in 
the fixed codebook. FPE ensures that the best pulse spacing and phase combination is selected. 
When compared with PAME, FPE performs slightly better since it models the voiced onsets 
more accurately. However, during steady state voiced regions where the chosen LTP lag is the 
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Figure 5.12: Spectral comparison of (a) original speech, (b) FPE excited CELP output and (c) 
overlapping centre dipped Gaussian excited CELP output. 
correct pitch period (or its multiples) PAME and FPE are very similar in performance. As 
shown in Fig. 5.11, the output speech produced by FPE matches the input speech more closely 
than that produced by the centre-dipped Gaussian excitation. Similarly, from the spectral 
comparison shown in Fig. 5.12, it is quite clear that FPE performs noticeably better than the 
centre-clipped overlapping Gaussian excitation. In the case of FPE, the harmonics are clearly 
defined throughout the spectrum which makes the output speech sound smoother and sharper. 
The plots shown in Figures 5.11 and 5.12 were obtained using Coder-II defined in Table 5.5. 
5.3.1.3 Switched-Codebook Excitation (SCE) 
Although FPE produces better quality output speech, excessive periodicity becomes noticeable 
during unvoiced speech and voiced "offsets" (i. e. decaying regions of speech). Also during steady 
state voiced regions, if the LTP has a high matching performance, FPE makes the synthetic 
speech sound too sharp. This is because if the LTP matching performance is more than say 90%, 
then the remaining signal does not posses any periodicity. This is also true during voiced offsets 
where the STP memory response makes up most of the required speech signal, leaving behind a 
very random looking signal to be matched by the LTP and the codebook responses. To overcome 
these problems in SCE, two codebooks are used in parallel. During unvoiced speech regions, 
steady state voiced regions (where the LTP performance is high) and voiced offsets (where the 
5.3 Pulsed Residual Excited Linear Prediction 118 
STP memory response is very effective), a centre-clipped overlapping Gaussian codebook is used. 
In all other cases, the FPE codebook is used. Switching between the two excitations is indicated 
to the decoder with an additional bit in the codebook index. However, this switching must be 
based on accurate speech characterisation. For this, the following normalised STP and LTP 
matching criteria are used. 
N-1 
sstp(n)sw(n) 
M8tp = n-0 (5.14) 
N-1 N-1 
sstp(n) x st (n) 
n=O n=O 
N-1 
E sjtp(n)s(n) 
Map _ n=o (5.15) N-1 N-1 
S ti(n) xE s2(n) 
n=o n=O 
where s,,, (n) and s(n) are, respectively, the weighted original and first reference (i. e. STP 
memory subtracted) speech signals and sstp(n) and sitp(n) are the STP and LTP filter memory 
responses. The STP and LTP matching measures M, fp and Mltp vary between -1.0 when the two 
signals are identical in magnitude but opposite in polarity and +1.0 when the two signals are 
identical both in magnitude and polarity. Since the STP filter memory is used without altering 
its polarity (i. e., it has no scaling factor), negative values of M, tp are assumed to be zero, i. e., no 
matching. However if the LTP gain quantiser has negative values in its range (which will enable 
negative correlation to be turned into positive correlation), the sign of the Mjtp is ignored. The 
codebook switching logic is then operated as follows: 
" if(Mstp >_ C) i. e the STP memory makes up most of the output speech, choose the centre- 
clipped Gaussian codebook; 
" else if(Mitp < 7) i. e speech is unvoiced, choose the centre-clipped Gaussian codebook; 
" else if(M1tp >_ 6) i. e speech is periodic and LTP match is very high, choose the centre- 
clipped Gaussian codebook; 
" else choose the FPE to increase the voiced speech performance. 
The values of S, 7 and 5 were chosen by listening tests at specific bit rates. For example, for 
Coder-II (defined in Table 5.5) operating at around 4.8 kb/s, the- values of C, 7 and ö which 
provided satisfactory results were 0.8,0.35 and 0.90 respectively. Whereas, for Coder-I (defined 
in Table 5.1) operating at around 7 kb/s, these values were 0.85,0.30 and 0.95 respectively. 
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5.3.2 Spectral Shaping of Codebook Excitation 
The spectrum of STP and LTP inverse filtered speech (i. e. the second reference signal) is assumed 
to be flat. In practice however, this is not strictly true and the second reference signal does have 
a shape most of the time. This is due to inefficiencies of the two predictors. Therefore, the 
secondary excitation should be shaped accordingly to compensate for such model inaccuracies. 
Although this is applicable to all secondary excitation types, it is more important in the pulsed 
residual excitations (discussed above) where placing a single pulse in time corresponds to a 
flat response in frequency. Therefore, in order to improve the speech quality further, adaptive 
shaping using the LPC parameters was applied to the secondary excitation. This shaping was 
included in the AbS loop to make it more effective. The transfer function of the adaptive shaping 
filter which uses the modified LPC parameters is given by, 
P 
1- a0'z-i 
H, (z) _ `P1 (5.16) 
1- ý aiatz-` 
The combinations of values of a and ß coefficients found to provide good results were: 
(i) 0.7 and 0.6, (ii) 0.8 and 0.7 and (iii) 0.9 and 0.7. Although the shaping process requires 
extra computation, if its impulse response is computed together with the STP filter impulse 
response, then during the search process no additional computation is required. The only extra 
computation required both at the encoder and decoder is the implementation of Eqn. (5.16), once 
every subframe to produce the final output. Figure 5.13 shows typical plots of FPE excitation 
with and without spectral shaping. 
5.3.3 Simulations 
In order to assess the performance of the new codebook excitations, three different coder config- 
urations: Coder-1, Coder-II and Coder-III were used. These configurations are defined in Tables 
5.1,5.5 and 5.6 respectively. In all the configurations: 
" the sampling rate was 8 kHz; 
"a Hamming window sitting over the second half of the current frame and first half of the 
next frame (i. e. 1.5 frames algorithmic delay) was used in the LPC analysis; 
. the LPC filter was 10th order whose coefficients were computed using the Durbin's algo- 
rithm; 
" the weighting (or noise shaping) factor used in the weighted MMSE was 0.8; 
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Figure 5.13: Typical plots of FPE excitation, (a) original and (b) shaped. 
" the LPC coefficients were linearly interpolated between the current and the last frames as 
in the 4.8 kb/s DoD CELP [159]; 
" the LTP was single tap and its parameters were computed using the closed-loop analysis 
method; and 
" the LTP lag search range was 20 to 147. 
The parameters' update rate and their quantisation/encoding are described below. 
Coder- 
Its configuration is shown in Table 5.1. The LPC parameters were quantised in the Line Spec- 
trum Frequencies (LSF) domain using 37 bits independent non-uniform scalar quantisers given 
in Table 5.2. Similarly, the LTP and excitation vector gains were quantised using 5 bit non- 
uniform scalar quantisers given in Tables 5.3 and 5.4 respectively [32]. The main reason for 
using these quantisers is that they have been found to provide best results at low bit rates. The 
coder operates at 6.85 kb/s with OCCG, PAME and FPE type excitations and 7.05 kb/s with 
SCE excitation which requires an extra bit per update for indicating the switching between FPE 
and OCCG excitations. 
Coder-Il 
Its configuration is shown in Table 5.5. The same quantisation methods as in Coder-I were 
employed in this coder. The coder operates at 4.7 kb/s with OCCG, PAME and FPE type 
excitations and 4.833 kb/s with SCE excitation which requires an extra bit per update for 
indicating the switching between FPE and OCCG excitations. 
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Parameters Up-date Rate (ms) Bits/Update Coding Capacity (b/s) 
LP C 20 37 1850 
LTP-Lag 5 7 1400 
LTP-Gain 5 5 1000 
CB-Index 5 8 1600 
CB-Gain 5 5 1000 
Total 20 137 6850 
Table 5.1: Configuration of Coder-I 
Frequency (Hz) 
Level LSFo LSF1 LSF2 LSF3 LSF4 LSFs LSF6 LSF7 LSF8 LSF9 
0 143 211 402 617 981 1334 1830 2347 2247 3140 
1 182 252 470 732 1081 1446 1959 2481 2361 3246 
2 214 285 522 819 1172 1539 2056 2583 2434 3326 
3 246 317 571 885 1254 1626 2134 2674 2496 3395 
4 284 349 621 944 1329 1697 2198 2767 2550 3458 
5 329 383 671 1001 1403 1763 2254 2874 2600 3524 
6 389 419 724 1060 1473 1828 2303 3005 2647 3601 
7 475 458 778 1121 1539 1890 2349 3202 2694 3709 
8 503 835 1186 1609 1954 2397 2742 
9 554 902 1260 1679 2019 2448 2791 
10 608 979 1342 1753 2087 2500 2846 
11 665 1065 1425 1826 2160 2560 2904 
12 731 1147 1514 1908 2238 2632 2966 
13 809 1241 1613 1998 2328 2715 3049 
14 912 1357 1723 2106 2420 2823 3155 
15 1072 1517 1885 2236 2526 2966 3256 
Table 5.2: Non-uniform scalar quantisers for 10t! ` order LSF vector using 37 bits/vector 
Cod er=III 
Its configuration is shown in Table 5.6. In this coder, the LSF values were split scalar/vector 
quantised. The first three LSFs (i. e. LSFo, LSFI and LSF2) were scalar quantised using the 
levels shown in Table 5.2. Thus, they were allocated a total of 11 (3,4,4) bits. The next 7 LSFs 
were further split into two groups, LSF3 to LSF6 and LSF7 to LSF9, and vector quantised 
using 8 and 7-bit codebooks respectively. The rest of the parameters were quantised in the same 
way as in Coders I and II. When FPE excitation was used, the 9 bit codebook index was used 
Level Gain Level Gain Level Gain 1 1 Level Gain 
0 -0.993 8 0.255 16 0.780 24 1.062 
1 -0.831 9 0.368 17 0.816 25 1.117 
2 -0.693 10 0.457 18 0.850 26 1.195- 
3 -0.555 11 0.531 19 0.881 27 1.289 
4 -0.414 12 0.601 20 0.915 1 1 28 1.394 
5 -0.229 13 0.653 21 0.948 29 1.540 
6 0.000 14 0.702 22 0.983 30 1.765 
7 0.193 15 0.745 23 1.020 31 1.991 
Table 5.3: Non-uniform 5-bit quantiser for the LTP gains 
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Level Gain Level Gain Level Gain Level Gain 
0 -1100 8 -175 16 1 24 220 
1 -850 9 -135 17 3 25 275 
2 -650 10 -98 18 12 26 335 
3 -510 11 -65 19 35 27 415 
4 -415 12 -35 20 65 28 510 
5 -335 13 -12 21 98 29 650 
6 -275 14 -3 22 135 30 850 
7 -220 15 -1 23 175 31 1100 
Table 5.4: Non-uniform 5-bit quantiser for the excitation vector gains 
Parameters Up-date Rate (ms) Bits/Update Coding Capacity (b/s) 
LPC 30 37 1233.33 
LTP-Lag 7.5 7 933.33 
LTP-Gain 7.5 5 666.66 
CB-Index 7.5 9 1200 
CB-Gain 7.5 5 666.66 
Total 30 141 4700 
Table 5.5: Configuration of Coder-II 
to cover the first 512 possibilities, starting from a minimum pulse spacing of 20 samples. The 
coder operates at 3.466 kb/s with OCCG, PAME and FPE type excitations and 3.6 kb/s with 
SCE excitation which requires an extra bit per update for indicating the switching between FPE 
and OCCG excitations. 
Parameters Up-date Rate (ms) Bits/Update Coding Capacity Tb/s) 
LPC 30 26 866.66 
LTP-Lag 10 7 700 
LTP-Gain 10 5 500 
CB-Index 10 9 900 
CB-Gain 10 5 500 
Total 30 104 3466.66 
Table 5.6: Configuration of Coder-III 
5.3.4 Results 
In order to assess the performance of the new excitations, informal subjective listening tests 
were conducted using approximately 20 seconds of speech containing two male and two female 
speakers. Twelve listeners with low bit rate speech coding background took part in the tests. 
All three coder configurations were tested using overlapping centre-clipped Gaussian (OCCG) 
excitation (with R=2), pitch adaptive mixed excitation (PAME), fully pulsed excitation (FPE) 
and switched-codebook excitation (SCE). 
Since the aim of the tests was to identify the best excitation type, paired comparison tests 
were used. For each coder, sentences produced by the various excitation types were paired and 
played to the subjects. 
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Coder-I 
The paired comparison results of Coder-I are presented in Table 5.7. It can be seen from 
this Table that all the new excitations scored higher than the standard overlapping centre- 
clipped Gaussian codebook. However, when the new excitations were compared with each other, 
most listeners chose to tick the Not Sure column, indicating that the quality of the three new 
excitations was approximately the same. 
OCCG PAME Not Sure PAME FPE Not Sure 
354345 
OCCG FPE Not Sure PAME SCE Not Sure 
255255 
OCCG SCE Not Sure FPE SCE Not Sure 
255237 
Table 5.7: Paired comparison results of Coder-I. 
Coder-II 
The paired comparison results of Coder-II are listed in Table 5.8. It is evident from this Table 
that as the bit rate of the coder was reduced by increasing the subframe size, all three new 
excitations were preferred by all the listeners. This indicates that the quality of the standard 
overlapping Gaussian codebook decreases significantly as the subframe size is increased. On the 
other hand, since the new pulse based excitations can maintain correct periodicity of the voiced 
speech, the overall speech quality is not affected significantly with the increase in the subframe 
size. 
Table 5.8 also shows that amongst the three new excitation types, SCE scored the highest, 
followed by FPE and then PAME, as the subframe size was increased. However, the quality 
differences were less noticeable when postfiltering (see Section 5.5) was used. 
OCCG PAME Not Sure PAME FPE Not Sure 
093354 
OCCG FPE Not Sure PAME SCE Not Sure 
093264 
OCCG SCE Not Sure FPE SCE Not Sure 
0 11 1246 
Table 5.8: Paired comparison results of Coder-II. 
Coder-III 
The paired comparison results of Coder-III are presented in Table 5.9. These results confirm the 
results obtained using Coder-II. In Table 5.9, we can see that the new excitations were preferred 
by all listeners with zero Not Sure indications. However, the quality differences between the new 
excitation types were more perceivable in this case. 
Finally, the speech produced by each of the three new excitations at three different rates was 
compared. Although the listeners pointed out some degradation in speech quality as the bit 
rate was reduced, most of the listeners did not find this degradation objectionable. The overall 
speech quality was found to maintain its sharpness, continuity and high intelligibility even when 
the subframe size was increased to 80 samples. 
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OCCG PAME Not Sure PAME FPE Not Sure 
0 12 0165 
OCCG FPE Not Sure PAME SCE Not Sure 
0 12 0066 
OCCG SCE Not Sure FPE SCE Not Sure 
0 12 0264 
Table 5.9: Paired comparison results of Coder-III. 
5.4 Complexity Reduction Strategies 
In a typical CELP speech coding algorithm, most of the processing time is taken up by the closed- 
loop LTP and codebook search procedures. Therefore, for efficient implementation, strategies 
for reducing the complexity of these procedures should be investigated. The overall complexity 
of these searches can be split into three main blocks. Firstly, convolution computations are 
required to compute the filtered response of each excitation candidate from the LTP and code- 
book. Secondly, the cross-correlation computation of each synthetic output with the reference 
signal. Finally, the computation of the auto-correlation (variance) of each synthetic response 
for normalisation and optimum vector gain calculations. We formulated the following strategies 
for reducing complexities of these blocks and used them during the course of this work. 
5.4.1 Complexity Reduction of Convolution 
During the search of the LTP excitation candidates, each excitation vector differs from the 
previous one in two positions, i. e. one sample at the beginning and one sample at the end of 
the vectors. Therefore, the convolution process is simplified greatly if the output response of 
the current vector is defined as the sum of the shifted version of the last and the contribution 
of the new sample in the current vector. 
For example, if h,,, (n) represents the weighted STP impulse response, the synthesised output 
vector sk(n) due to the kth excitation vector f(n) (vector corresponding to lag k) from the LTP 
memory is: 
n 
sk(n) _ h,,, (i)r"(n -i- k) 0: 5 n<N-1 (5.17) 
i=o 
where N is the size of the vector. Since the difference between two consecutive vectors is only 
one sample at either end of the two vectors, the synthesised vector sk+l can be written in terms 
of Sk as, 
9k+i(n) = r(-k -1)h,,, (n) + sk(n - 1) (5.18) 
where . k(-1) = 0. As can be seen from the above expression, by shifting the previous output 
to the right by one sample and adding this to the impulse response of the STP scaled by the 
new sample, most of the convolution computations can be simplified. 
The same procedure can be used to simplify convolutions during the codebook search if 
the codebook used has similar characteristics to the LTP structure, i. e. overlapping codebook. 
However, as the number of shifts in the codebook increases, complexity increases. As can be 
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seen from the general expression given in Eqn. (5.19), when the shift R equals the vector size, 
the overlapping codebook becomes a standard codebook containing independent vectors. 
n 
h,,, (i)xk+1(n - i) 0: 5 n<R 
Isk+l(n) =Ri (5.19) hu, (n - i)xk+1(i) + sk(n - R) n>R 1=0 Note that if centre clipping is used, the zero values of xk(n) during the synthesis of the first 
vector will not need multiplication with hz1(i), hence further reduction in the computational 
complexity. However, once the first vector is fully synthesised, more savings will be made using 
Eqn. (5.19). Assuming a single shift overlapping codebook, every time a zero valued excitation 
sample joins in to produce the new vector, the first term in Eqn. (5.19) will be zero which means 
that the new synthetic vector is simply the shifted version of the last with its first sample set 
to zero. 
5.4.2 Complexity Reduction of Auto-correlation 
When computing the auto-correlation of the synthetic vector responses, the following simpli- 
fication can be used to reduce the complexity of the closed-loop LTP and codebook searches 
[212]. 
" When computing the auto- correlation for the new vector, if the new sample is zero, take 
the last auto-correlation value and subtract from it the square of the last sample of the 
previously synthesised vector. 
" Store all auto-correlation values for the first subframe and use them in the following sub- 
frames. This assumes that the STP parameters are the same for all subframes. If the 
STP parameters are interpolated, the instantaneous gain of the computed vector may be 
significantly affected. The phase information however is not affected significantly. There- 
fore, after selecting the index of the codebook vector, final synthesis is performed with the 
interpolated parameters to compute the optimum gain of that vector. Hence substantial 
savings in terms of processing time can be achieved using this strategy, however, at the 
cost of a little extra memory used for storing the auto-correlation values. 
Since the LTP vectors are modified after every subframe, the application of the complexity 
reducing strategy explained above cannot be directly used. In this case the auto-correlation 
values of the vector responses that have index values greater than or equal to the subframe 
size which do not change because of adaptation, can be used. However, when the LTP is 
updated, new subframe sized samples are fed into the LTP making the number of unusable 
auto-correlation values twice the subframe size. Therefore, when the bit-rate is reduced by 
increasing the vector length and hence subframe size, the efficiency of this method reduces. 
For example, for vector sizes 30,40 and 60, the number of auto-correlation savings are 
147-60 = 87,147-80 = 67, and 147-120 = 27, respectively (147 is the largest lag in the 
LTP). 
5.4.3 Complexity Reduction of Cross-correlation 
Although, the complexity of the convolution and auto-correlation calculations can be reduced 
significantly in many ways, the computation of the cross-correlation of the synthetic and reference 
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vectors cannot be simplified using any of the above described strategies. This is mainly due to 
the fact that, although the phase of the reference vector does not change, the phase position of 
each synthetic vector changes. Therefore, the cross-correlation computed for one vector cannot 
easily be used to compute the cross-correlation of the next. In the following, a new codebook 
search algorithm is described which reduces the complexity of the cross-correlation [119]. The 
reduction in the cross correlation is dependent on the number of zero valued samples in each 
codebook vector. Since the complexity of this new method is determined by the length of the 
STP impulse response, it is called impulse correlation method (ICM). Let the synthetic output 
due to kth vector in the codebook be: 
n 
3k(n) = h,,, (i)xk(n - i) 0<n< N- 1 (5.20) 
i=o 
where xk(n) is an N element codebook excitation vector addressed by index k. As can be seen 
from Eqn. (5.20), the output synthetic vector is obtained by summing the weighted STP impulse 
responses which are scaled and correctly positioned (phased) by the excitation pulse amplitudes 
and phases, respectively. 
Let's define the cross-correlation Oh, between the synthetic sk(n) and the reference s(n) 
vectors due to the kth vector in the codebook as, 
N-1 
Bk = s(n)sk(n) (5.21) 
n-o 
Substituting Eqn. (5.20) into Eqn. (5.21), we get, 
N-1 n 
9k = 
E s(n) hw(i)xk(n - i) (5.22) 
n=O t-0 
or, N-1 N-1-n 
ek =E Xk(n) E h.. (i)3(i + n) (5.23) 
n=0 i=0 
Let's define c(n) as, 
N-1-n 
c(n) =E hz1(i)s(i + n) 0: 5 n <_ N-1 (5.24) 
i=o 
and substituting it into Eqn. (5.23), we get, 
N-1 
Ok => xk(n)c(n) 
n=O 
(5.25) 
The cross-correlations given by Eqn. (5.25) are simplified significantly if the excitation 
vector xk(n) has a large number of zero valued elements. In such a case, after computing the 
initial correlations c(n) of the truncated weighted STP impulse response with the reference 
vector (using Eqn. (5.24)), each cross-correlation 9k will be given by Eqn. (5.25) in which 
the summation will be over the non-zero valued vector elements only. For example, if a vector 
size of 40 is used with only 4 non-zero valued vector elements, each additional codebook vector 
will only require 4 multiply-add operations to compute the corresponding Bk, compared with 
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40 multiply-add operations in the case of a standard codebook search algorithm. Although, 
the main computation load of ICM is the computation of c(n) using Eqn. (5.23), it is only 
computed once per subframe and is not a function of the codebook size. Thus, as the codebook 
size increases, the computation savings of ICM increase. 
When the ICM method is used in the codebook search in the above discussed new excitation 
types, further savings can be achieved by making use of the structured pitch adaptive part of the 
codebook. In this case, after the initial impulse correlation computations, each cross correlation 
will be computed by simple additions of the correlations c(n) at N/D non-zero valued excitation 
positions. Furthermore, since the minimum pitch lag Dmtn is 20 the maximum number of 
additions will be N/20. Assuming that the largest subframe size in a CELP coder is 60 (for 4.8 
kb/s), 60 multiply-adds will be replaced by less than or equal to 3 additions. 
5.5 Quality Enhancement with Postfiltering 
Granular noise with roughly flat spectrum is the predominant type of distortion introduced by 
digital speech coding [104]. High bit rate speech coders are designed to minimise the energy 
of this noise by maximising the signal-to-noise ratio (SNR). But as the encoding rate drops to 
16 kb/s and below, the SNR also drops and the level of the coding noise rises to an extent 
that it is very difficult to keep it below the threshold of audibility. Two perceptually motivated 
approaches namely noise spectral shaping (or weighting) and adaptive postl ltering have been 
developed to deal with this problem. As discussed previously in Chapter 3, the basic idea in 
noise spectral weighting is to shape the spectrum of the coding noise so that it follows the speech 
spectrum to some extent, i. e. to lower the noise components in the valley regions at the expense 
of raising the noise components in the formants which can tolerate a higher level of noise due to 
the well known property of auditory masking [185]. However, at low encoding rates (< 8 kb/s), 
the average coding noise level is quite high and noise spectral shaping alone is not adequate to 
make the noise inaudible. Adaptive postfiltering is used to overcome this problem. The rationale 
for using an adaptive rather than fixed filter is the need to change the characteristics of the filter 
according to the local character of the speech spectrum. Unlike noise spectral shaping which is 
employed at the speech encoder and which does not interfere with the output speech spectrum, 
adaptive postfiltering is used at the speech decoder and it distorts the output speech spectrum. 
Hence, the main aim in adaptive postfiltering is to achieve maximum reduction in the perceived 
level of noise with minimal distortion in the output. 
Amongst numerous adaptive postfilters proposed so far, the most successful ones have been 
the following three: (i) due to Ramamoorthy and Jayant for ADPCM [172], (ii) due to Yatsuzuka 
et at. for APC [234] and (iii) due to Chen [37], suitable for but not limited to AbS-LPC type 
coders. Though the first two are quite effective in reducing the perceived level of coding noise, 
they suffer from a common problem which is that at low bit rates when the coding noise is high 
and therefore a "strong" postfilter is required to achieve adequate noise reduction, they make 
the speech sound muffled, similar to a low-pass filtering effect. Chen's adaptive postfilter (APF), 
on the other hand, has not only overcome this problem, but also, offers superior performance 
in general and therefore has already been adopted (in various forms) for several national and 
international speech coding standards [159,74,35,69]. 
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5.5.1 Formulation and Operation 
The basic philosophy of Chen's postfiltering algorithm [37] is as follows. Since the coding 
noise cannot be pushed below the masking threshold in both formant and valley regions at 
low encoding rates, a good strategy is to sacrifice valley regions and preserve the formants 
which are perceptually more important. In AbS coders, this can be accomplished by tuning 
the noise shaping filter such that it keeps the noise below the masking threshold in the formant 
regions. However, in doing so, the noise components in some of the valley regions may exceed the 
threshold. Nevertheless, they can later be made inaudible by attenuating them with a postfilter. 
But attenuating the noise in this way will also attenuate the speech components in valley regions. 
Fortunately, this is not a problem because our ears cannot detect intensity alterations of up to 
10 dB in the spectral valleys [78]. 
The muffling effect in many previously developed posts lters was primarily due to the overall 
slope or spectral tilt in their frequency responses. This tilt tends to follow the tilt of the speech 
spectrum. For voiced speech, the spectral envelope has a low-pass spectral tilt with roughly 
6 dB per octave spectral fall-off. Since speech quality is dominated by voiced sounds, many 
previous postfilters have low-pass spectral tilt most of the time. Thus, speech processed by these 
postfilters often sounds muffled. Whereas in Chen's postfilter, this spectral tilt is compensated, 
hence reduced muffling. One widely used version of Chen's adaptive postfilter is given by, 
P 
1-E akt3kz-k 
Hapi(z) 
- 
k=1 (1- µz-1} (5.26) 
1-E akakz-k 
k=1 
The operation of this postfilter can be explained by rewriting Eqn. (5.26) as, 
Hdpt (z) = 
1- Pi (z/ß) 
B(z) 
1- Pl(z/a) 
= Aýzýa) 
B(z) (5.27) 
whose frequency response can be expressed as, 
IA(ejId/Q)I +20log ýB(e)")ý (5.28) 20 1ogI Hapt(e")ý =2 01og IA(eý l«)l - 20 
log 
Therefore, in the logarithmic scale, the frequency response of Hapf(z) is equal to the difference 
between the frequency responses of two modified LPC synthesis filters 1/A(z/a) and 1/(A(z/ß), 
added to the frequency response of the first-order filter B(z). The first synthesis filter 1/A(z/a), 
attempts to model the speech spectral envelope in order, to achieve maximum noise reduction. 
The frequency response of this filter, like many earlier postfilters, has a low-pass spectral tilt dur- 
ing voiced speech which makes the speech sound muffled. The second synthesis filter 1/A(z/ß), 
attempts to correct the spectral tilt. Both the formant structure and spectral tilt decrease with 
decreasing a. For a=0.5, the formant structure almost disappears and only the tilt is left 
which also vanishes when a approaches zero. Thus the difference between a and ß determines 
the filtering effect. Subjectively, a large difference gives quieter speech but this is usually accom- 
panied by an unnatural "deep" voice effect. The optimum values of a and 0 however depend on 
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the bit rate and the type of speech coder and they are determined empirically using subjective 
listening tests. For CELP coders operating in the 4.8-8 kb/s range, the values of a and ß which 
have been found to perform reasonably well are: 0.7 <a<0.9 and 0.4 <_ ß<0.7. In general, 
the lower the bit rate, the more the coding noise and hence the "stronger" the postfilter required 
to keep it below the masking threshold. 
The role of the filter B(z) = 1- pz-1, is to compensate for any residual spectral tilt. The 
factor p which is usually positive controls the "brightness" of speech and hence larger values 
will tend to bring in more high frequency background noise. Like a and Q, the optimum value of 
µ for a specific speech coder is also obtained empirically. Typically, it lies between 0.3 and 0.5. 
An enhanced version of B(z) was reported by Kleijn et al. in [115]. They proposed an adaptive 
version with p= -0.5k1, where ki is the first reflection coefficient computed from the quantised 
LPC parameters. The rationale for this modification is as follows. For highly correlated voiced 
speech, kl is close to -1 (assuming A(z) =1+E iz-t, otherwise +1) and hence p approaches 
0.5 which provides the desired high-pass filtering effect to compensate for the low-pass spectral 
tilt. On the other hand, for unvoiced speech, the speech spectrum tends to have a high-pass 
spectral tilt (associated with a "high-frequency boost") and kl tends to be positive which makes 
µ negative and thus the B(z) turns into a low-pass filter to compensate for the high-pass spectral 
tilt. 
The adaptive postfilter H,, pf(z) discussed above is also referred to as the short-term postfilter 
(STPF) as it is derived from the short-term predictor. The main goal of the STPF is to atten- 
uate the frequency components in between formant peaks without introducing a spectral tilt. 
However, the voiced speech quality can be enhanced further by combining with the STPF a long- 
term postfilter (LTPF) which attenuates the frequency components in between pitch harmonic 
peaks, again without introducing a spectral tilt, as proposed by Chen in [36]. The underlying 
assumption is that the excitation energy in between pitch harmonics is predominantly noise and 
therefore, should be suppressed. A block diagram of the combined adaptive postfilter (CAPF) 
is shown in Figure 5.14. 
Short-Term Postfilter 
s 1(n) Long-Term 
Modified Modified Spectral Tilt s2(n) 
ös ut(n) 
Postfilter 
LPC Inverse LPC Synthesis 
fl 
Compensation X -, - 
Gl Filter Filter Filter 
Gain ............................................................................: 
G 
Automatic Gain 
Control (AGC) 
Figure 5.14: Block diagram of the combined adaptive postfilter 
The speech decoder output sl(n), is passed through the LTPF, scaled by a factor G1 and then 
passed through the STPF to obtain the output s2(n). The automatic gain control computes the 
scaling factor G, which is used to normalise the overall gain of the CAPF to unity. The transfer 
function of the CAPF is given by, 
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P 
1: akßkz-k 1- 
Hc¢pt(z) =G GI (1 + goz-T) 
kpl (1- µz-1) (5.29) 
1-L akakz-k 
k=1 
=G GI (i + 9oz 
T) A(z/ä) (1-. Uz 1) 
where T is the "correct" pitch period of the current subframe, go is the gain factor which 
controls the amount of harmonic filtering and G is the overall gain normalisation factor whose 
computation will be discussed later. Whereas GI is the factor for normalising the LTPF gain 
to unity and it can be approximated as 1/(1 + go) [36]. In order to have a reasonable harmonic 
filtering when speech is voiced and remove the harmonic filtering when speech is unvoiced, it 
has been found that the value of go should satisfy the following conditions [36]. 
C, z for gp > 1.0 
go = Cz gp for 0.6 < gp < 1.0 
0.0 for gp < 0.6 
where gp is the pitch gain magnitude corresponding to T and CZ is a constant whose value is 
computed empirically by subjective listening tests. Typically, it lies between 0.3 and 0.9. Note 
that gp and T are not necessarily equal to the corresponding LTP parameters, i. e. the LTP 
gain and LTP delay in a CELP coder. Therefore, before applying the CAPF of Eqn. (5.30), 
we need to compute gp and T. Ideally they should be computed by performing a separate 
pitch analysis on the synthesised speech at the speech decoder output. However, this may be 
computationally undesirable. An alternative approach is to modify the LTP search algorithm so 
that it is forced to choose the correct pitch period in the first place. Pursuing this approach, the 
LTP search was modified by multiplying the correlation produced by LTP lag values between 
40 and 80 with 0.85 and from 80 to 147 with (0.85)2. By doing this, most pitch doublings were 
eliminated. However it was noticed that the CELP encoder at times selected an LTP lag that 
did not correspond to the correct pitch period. To eliminate such occasional pitch errors, we 
adopted an autocorrelation pitch search around the received LTP lag. An overall 5 point fine 
search covering lag values from (D - 2) to (D + 2), was found to produce subjectively the same 
result as the full search pitch detection algorithm at the decoder. The role of each element in 
the combined adaptive postfilter is illustrated in Fig. 5.15. It can be observed from this figure 
that: 
The LPC synthesis filter 1/A(z/a), attempts to model the spectral envelope of the speech 
in order to attenuate frequency components between the formants. 
" The LPC inverse filter A(z/, ß), having a high-pass spectral tilt (with negligible formant 
structure) attempts to compensate for the tilt in the frequency response of 1/A(z/a) in 
order to minimise any muffling or high-frequency boost effect. 
" The long-term postfilter (1 + goz-T), attempts to exploit the noise masking potential of 
speech signal's harmonic structure by attenuating frequency components in between the 
pitch harmonics in order to improve the voiced speech quality. 
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Figure 5.15: Typical frequency response of each element in the combined adaptive postfilter: 
(a)original speech and its LPC envelope; (b) LPC inverse filter A(zlß), ß=0.6; (c) long-term 
postfilter (1 + go z-T ), go = 0.8, T= 55; (d) LP C synthesis filter 1/A(z1a), a=0.9; (e) spectral 
tilt compensation filter (1 - µz-1), µ = -0.3k1 and (f) overall postfilter. 
" The spectral tilt compensation filter (1 - jzz-1), attempts to compensate for the residual 
tilt in the frequency response of 1/A(z1a). 
The frequency response of the combined postfilter is similar to the original speech spec- 
trum, however, with all the formants at about the same level, i. e. no overall spectral tilt. 
Thus, the frequency components between the formants as well as those between the pitch 
harmonic peaks are attenuated. 
5.5.2 Automatic Gain Control 
The automatic gain control (AGC) shown in Fig. 5.14 is incorporated to scale the postfiltered 
speech such that it has roughly the same power as the unfiltered noisy speech. The LTPF has 
its own scaling factor GI which is quite effective. However, the STPF does not have such a 
scaling factor because it is not as straight forward to formulate as G1. Nevertheless, a suitable 
gain control for the STPF is necessary, otherwise different parts of the speech signal would be 
amplified by different amounts, sounding unnatural like the "amplitude modulation effect". One 
technique for normalising the output signal power 62(n), with respect to the input signal power 
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b? (n), is to estimate the power of the unfiltered si(n), and filtered speech s2(n), separately and 
then use the the ratio Si(n)/S2(n) to determine a suitable scaling factor G. The two power 
estimates bi (n) and ö2 (n) can be recursively computed as, 
bi (n) = 776i(n - 1) + (1 - 77)si(n) (5.30) 
b'(n) = nä2(n - 1) + (1 - 77)s2(n) (5.31) 
where t is the leakage factor which typically lies between 0.9 and 1.0. Lower values of 77 provide 
"instantaneous" adaptation which in some cases may result in licking noise. Whereas higher 
values of i' make the adaptation slow. A suitable value of i is 0.99 which corresponds to syllabic 
adaptation [104] with a time constant of 25 ms. At each time index n, the two power estimates 
bi(n) and ö2(n) are computed as given by Equations (5.30) and (5.31). And then the scaling 
factor G is computed as, 
G= 
F62ýný 
(5.32) 
Finally, the postfiltered speech s,,,, t(n), is computed as, 
sout(n) = Gs2(n) (5.33) 
The AGC described above is quite effective. However, its computational complexity is quite 
high as it requires a divide and a square root operation every sample. One possible simplification 
is to use block-wise normalisation rather than sample-by-sample normalisation. That is, sum up 
the values of 6 (n) and 62(n) for a block of samples and compute G as the square root of the ratio 
of the summed powers. Block size of 10 samples has been found to provide indistinguishable 
results. Such an AGC can be refined further by passing the resulting value of G through a first- 
order low-pass filter to obtain a smoothed sample-by-sample update of the gain scaling factor. 
An alternative approach for reducing the AGC complexity is to replace the power estimation by 
magnitude estimation, such that, 
61(n) = nai(n - 1) + (1 - 77)lsi(n)l (5.34) 
52(n) = 7762(n - 1) + (1 - 77)1s2(n)l (5.35) 
Then the scaling factor G, can be directly computed as G= öl(n)lö2(n), i. e. the ratio of the 
outputs of the two magnitude estimators, without involving the square root operation. 
5.5.3 Performance 
The performance of the STPF and LTPF was assessed, both separately and combined, by 
postfiltering six mixed sentences of clean speech pre-processed by the 4.7 kb/s PRELP coder 
(with FPE) described earlier in this chapter. It was observed that performance of the postfilter 
strongly depends on the tuning of its parameters. For the LTPF, as Cz approaches unity, more 
noise reduction is achieved but the at expense of some loss of "crispiness" at the high frequency 
end. On the other extreme, as Cz approaches zero, the LTPF is disabled. We found that 
C., = 0.8 provides sufficient noise reduction without excessive loss of crispiness. 
For the STPF, due to some residual tilt in its frequency response, a slight muffling was 
noticed when the tilt had a low-pass trend and a slight high-frequency boost was noticed when 
the tilt had a high-pass trend. In terms of its control parameters, if a=3 then no net filtering 
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takes place (ignoring the contribution of the spectral tilt compensation filter for the time being). 
As a approaches unity and Q is significantly smaller than a then maximum noise reduction is 
achieved but the speech sounds synthetic and muffled. In our listening tests, the combination of 
a=0.8 and Q=0.6 was preferred by most subjects. For the spectral tilt compensation filter, 
the value of the factor it which provided satisfactory results was equal to -0.4 kl where kl is the 
first reflection coefficient. 
As to the noise reduction capability, both the LTPF and STPF proved to be quite effective. 
However, STPF achieved slightly more noise reduction. Nevertheless, the noise reduction of the 
combined postfilter (CAPF) was greater than either of the two used alone. As to the amount 
and type of distortion introduced, the general view was that the distortion introduced by the 
LTPF was relatively less objectionable than the STPF. However, when the combined postfilter 
was properly tuned, the distortion was barely noticeable whereas the noise reduction provided 
by the postfilter was quite significant. Therefore, all the subjects taking part in the informal 
listening tests preferred the postfiltered speech over the un-postfiltered. 
The main drawback of the distortion introduced by postfiltering is that it causes a significant 
drop in the SNR, typically by 1.5 to 2.0 dB. And this can be of serious concern if the coder is to be 
used in tandem connections. However, as stated above, the distortion introduced by postfiltering 
in a specific speech coder can be minimised by properly tuning the postfilter. For example, the 
postfilter used in the early versions of 16 kb/s LD-CELP [35] which initially looked quite difficult 
to produce sufficiently low distortion for the coder to meet all the tandeming requirements could 
be tuned later to do so [38]. 
5.6 Concluding Remarks 
It has been shown that harmonic continuity is very important for improved speech quality at 
low bit rates. Using a standard CELP coder where the codebook is populated with random 
numbers is not a good idea at low bit rates especially for voiced speech segments where a high 
degree of periodicity exists. As the bit rate is reduced by decreasing the LTP and codebook 
parameters update rates, voiced speech suffers significant degradations. The main degradations 
are a high level of background noise and roughness due to periodic discontinuities. The high 
level of background noise is due to very low matching performance of the codebook excitation 
whereas the periodic discontinuities are due to inadequate tracking of the changing voiced sounds 
by the LTP. 
In order to overcome the above mentioned short comings, a new CELP-type low bit rate 
speech coding algorithm has been designed. The algorithm employs a pulsed residual type 
excitation and therefore is called PRELP. Using paired comparison tests, it has been shown 
that the speech quality can be improved significantly with the new codebook excitations. Three 
versions of the pulsed residual excitation have been discussed. The storage requirements of these 
excitations are relatively very low. Another important feature of the new excitations is that the 
loss of speech quality is very gradual as the vector size is increased (to decrease the bit rate) 
from 40 to 60 and then to 80 samples. Using a coder with an 80 sample vector size, it is still 
possible to produce smooth speech quality with very high intelligibility. 
As in CELP coding, the closed-loop LTP and codebook search procedures are the two most 
computationally intensive blocks in PRELP coding. The computations performed in these 
searches are predominantly of the following three types: (i) convolution, (ii) auto-correlation 
and (iii) cross-correlation. Strategies have been formulated and proposed to reduce the compu- 
tational load of these functions. These strategies are effective not only in PRELP coding but 
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also in CELP coding especially where centre-clipped codebooks are employed. In either case, 
the savings made are more significant with longer subframes. 
The quality of speech produced by a low bit rate speech coder can be significantly enhanced 
by employing adaptive postfiltering techniques which attempt to reduce the perceived level of 
coding noise by shaping its frequency response in such a way that it stays below the threshold of 
audibility. In the absence of any objective measures which take the auditory masking character- 
istics of the human ear into account, the performance of a postfilter can only be assessed using 
subjective listening tests. The main drawback of postfiltering is that it introduces distortion 
in the signal which may be of a serious concern in some applications, e. g. those involving tan- 
dem connection and voice-band data transmission. Thus, fine tuning of an adaptive postfilter 
integrated with a specific speech coder intended for a specific application is very important. 
Chapter 6 
MULTI-RATE CODING AND 
ECHO CANCELLATION IN 
VSATS AND MULTIPLEXERS 
6.1 Introduction 
Amongst numerous applications of low bit rate speech coding there are Very Small Aperture 
Terminals (VSATs) and multiplexers (see Chapter 2). Although VSATs were originally intended 
for low rate data communication for business use they have emerged as a convenient means of 
setting up communication links into the global network for reporting international events, e. g. 
sports, wars, and natural disasters. They are also being used for providing telephony in remote 
or rural areas where either for economical or geographical reasons the extent of the terrestrial 
infrastructure is limited. Multiplexers on the other hand are used in private networks for business 
communications. Their primary objective is to achieve a number of low cost voice links between 
two sites separated by a long distance. The basic idea is to employ a low bit rate speech coder at 
each end of a voice channel, multiplex a number of such encoded voice channels (in a PABX at 
each site) and transmit the multiplexed data stream over a digital leased line. On the receiving 
side the data is demultiplexed and input to individual speech decoders to produce a synthesised 
version of the original speech. An emerging trend in the use of multiplexers is to multiplex voice 
and data over the same channel. 
Currently most VSAT networks are based on INTELSAT's Intelnet system and operate on a 
single channel per carrier (SCPC) basis at a data rate of 64 kb/s. However, some VSATs operate 
at much lower data rates e. g. MP-2300 VSAT system developed by Multipoint Communications 
and SPL in the UK [12] provides a single telephony channel at 9.6 kb/s. Most multiplexer 
systems on the other hand operate at data rates of 64 kb/s or its multiples. Obviously, the lower 
the operating bit rate for a given speech quality the more the number of users the system can 
support. Low bit rate speech coders operating in the 4.8 to 9.6 kb/s range are increasingly being 
used in both VSATs and multiplexers. Clearly, it will be of added benefit if the data rate of the 
speech coder could be varied over a range as this would offer more flexibility in multiplexing voice 
and data channels onto the same transmission medium. Alternatively, use more redundancy for 
forward error control (FEC) with a lower rate source (voice) coding in applications such as 
mobile satellite communication where the channel characteristics vary widely. 
Since the transmission channels for both the applications (VSATs and multiplexers) are high 
quality links with typical random bit error rates (BERs) less than 10-3, no FEC is required be- 
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cause a CELP-type coder can easily cope with such error rates without a noticeable degradation 
of speech quality when the LPC parameters are encoded and transmitted as LSPs or LSFs and 
their natural order maintained at the decoder as demonstrated in [209,208,20]. Thus, all the 
coding capacity can be used for source coding. However, the voice quality in a digital trans- 
mission system depends not only on the efficiency of the speech coding scheme employed in the 
system but also on the level of echo and the communication delay. The level of echo relative 
to the talker's sound level that can be tolerated by the talker depends on the time delay of the 
echo. The more delayed the echo is the more annoyance potential it has [91], and hence the more 
it must be attenuated before it becomes tolerable. Therefore for long-haul PSTN connections 
where communication delays are significant (>40 ms), effective echo control is necessary. This 
is even more true for connections employing satellite links where one-way transmission delay is 
of the order of 270 ms. Although the use of echo control devices is not essential for short-haul 
(up to 3200 km) terrestrial PSTN connections that employ high bit rate speech coders such as 
64 kb/s PCM or 32 kb/s ADPCM, their use becomes mandatory where low bit rate (<16 kb/s) 
speech coders such as CELP are employed. The reason for this is that the codec delay for PCM 
and ADPCM is negligible but for low bit rate speech coders it typically ranges from 60 to 100 
ms one-way. 
For long-haul terrestrial and satellite voice circuits which already employ some form of echo 
control, additional echo cancellation may be required when low bit rate speech coders are used. 
One approach is to use a separate echo canceller at the front-end of each speech coder. A more 
cost-effective approach is to employ a DSP-based echo cancellation algorithm and integrate it 
with the speech coding algorithm so that the whole system can be implemented in real-time in the 
same (DSP-based) hardware. This chapter details the design and real-time implementation of a 
multi-rate speech coder and an integrated echo canceller for VSAT and multiplexer applications. 
The coder can operate at any of the following three gross bit rates: 4.8,6.4 and 8 kb/s. 
Section 6.2 describes the multi-rate speech coding algorithm. The problem of echo control 
in telephony circuits is addressed in section 6.3. As out of band or external synchronisation is 
generally not supported in VSAT and multiplexer systems, frame synchronisation of the speech 
encoder and decoder has to be accomplished in-band and this aspect is covered in Section 6.4. 
The real-time implementation of the multi-rate speech coder with the integrated echo canceller 
is covered in section 6.5. The performance of the integrated system was tested and the results 
are discussed in section 6.6. Finally, some concluding remarks are presented in section 6.7. 
6.2 Multi-Rate Speech Coding Algorithm 
It was shown in Chapter 5 that Pulsed-Residual Excited Linear Prediction (PRELP) coding 
not only provides the highest speech quality at bit rates in the range of 4.8 to 8 kb/s but also 
its computational complexity is significantly lower than that for standard CELP coding [177]. 
Moreover, like a typical CELP coder, it exhibits robustness to random channel errors up to 
10-3. These features of PRELP coding make it a suitable speech coding algorithm for VSAT 
and multiplexer applications. 
The multi-rate capability was introduced by keeping the frame size fixed at 30 ms (or 240 
samples) and varying the subframe size from 60 to 40 and 30 for the respective bit rates of 4.8, 
6.4 and 8 kb/s. The overall bit allocation for the 3 rates is given in Table 6.1. Since the PRELP 
speech coding scheme was discussed in detail in Chapter 5, only a brief description of the specific 
coder used in the multi-rate mode is given here. 
Figure 6.1 shows a functional block diagram of the multi-rate PRELP coder. In the encoder, 
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Rate-1 Rate-2 Rate-3 
Parameter Bits per 
frame 
Rate 
(bits/s) 
Bits per 
frame 
Rate 
(bits/s) 
Bits per 
frame 
Rate 
(bits/s) 
LPCs via LSFs 37 1233.33 37 1233.33 37 1233.33 
LTP lag 7*4=28 933.33 7*6=42 1400.00 7*8=56 1866.67 
LTP Gain 5*4=20 666.67 5*6=30 1000.00 5*8=40 1333.33 
CB Index 9*4=36 1200.00 8*6=48 1600.00 8*8=64 2133.33 
CB Gain 5*4=20 666.67 5*6=30 1000.00 5*8=40 1333.33 
Total 141 4700.00 187 6233.33 237 7900.00 
Table 6.1: Bit allocation for the multi-rate PRELP source coder 
Rate-1 Rate-2 Rate-3 
Subframe Previous 
frame 
Current 
frame 
Previous 
frame 
Current 
frame 
Previous L 
frame 
Current 
frame 
1 7/8 1/8 11/12 1/12 15/16 1/16 
2 5/8 3/8 9/12 3/12 13/16 3/16 
3 3/8 5/8 7/12 5/12 11/16 5/16 
4 1/8 7/8 5/12 7/12 9/16 7/16 
5 - - 3/12 9/12 7/16 9/16 
6 - - 1/12 11/12 5/16 11/16 
7 - - - - 3/16 13/16 
8 - - - - 1/16 15/16 
Table 6.2: LSF interpolation factors for each subfra ne at the three rates 
a 30 ms frame of speech is windowed using a 30 ms Hamming window centered at the end of 
each frame 'introducing half a frame extra interpolation delay - and analysed to obtain 10 
LPC parameters. The LPC parameters are transformed into LSFs and then quantised using 
the 37-bit non-uniform scalar quantisation scheme described earlier in Chapter 5. Before the 
transformation, however, a 15 Hz bandwidth expansion is applied to the LPC parameters to 
smooth the occasionally sharp peaks in the spectral envelope. 
Following the LPC analysis and quantisation/encoding of the LSFs each frame is segmented 
into a number of subframes. For each subframe a set of LSFs is obtained by interpolating the 
current and previous frame's LSFs using the interpolation factors given in Table 6.2. These 
factors were found to provide smooth transition of the spectral envelope from one frame to 
the next. The interpolated LSFs are inverse transformed into LPCs which are used in the 
subsequent analysis. The original speech signal s(n), is spectrally shaped using a weighting 
factor of 0.8. The memory response of the LPC synthesis filter i8 (n), is subtracted from the 
weighted original su, (n), to obtain the first reference signal i(n). The next task is to search for 
the optimum primary (LTP) and secondary (codebook) excitation vectors. 
The LTP used is single tap, integer lag and closed-loop implemented as an adaptive codebook 
(see Chapter 5). The LTP analysis is performed in two stages. In the first stage the LTP gain 
(0) is set to unity and the search for the optimum LTP lag (D, pt) is carried out in the range 
of 20 to 147. In the second stage the gain Q is computed corresponding to the chosen lag value 
(Dopt) which is then quantised and encoded using the 5-bit non-uniform scalar quantisation 
scheme described previously in Chapter 5. Following which the optimum LTP excitation vector 
is scaled with the quantised /3 and passed through the LPC synthesis filter to compute the LTP 
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Figure 6.1: A functional block diagram of the multi-rate PRELP coder 
contribution Sjtp(n), which is then subtracted from the first reference i(n), to obtain the second 
reference i(n). 
Modelling of the secondary excitation uses the fully pulsed excitation (FPE) rather than 
the switched codebook excitation (SCE) though the latter is supposed to perform better (see 
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Chapter 5), for the following two reasons. Firstly the speech quality difference between FPE 
and SCE is significant only at rates below 4.8 kb/s whereas the intended coder will operate at 
4.8 kb/s and above and secondly the computational requirements of FPE are lower than those 
of SCE. The importance of this factor is significant in this context since the speech coder with 
the integrated echo canceller had to be implemented in a single DSP-based hardware in order 
to keep the cost low. 
In FPE the period between the pulses together with the position of the first pulse describes 
the excitation shape. Since the number of FPE combinations is a function of the subframe 
size and the minimum pulse spacing the bits required for the excitation shape decrease as the 
subframe size decreases i. e 9 bits for the subframe size of 60 (in 4.7 kb/s) and 8 bits for the 
subframe sizes of 40 and 30 (in 6.233 kb/s and 7.9 kb/s respectively). The minimum pulse 
spacing in the 4.7 kb/s case ranges between 20 and 40 which corresponds to a total of 520 
indices of which the last 8 are not searched. In the 6.233 kb/s case, it varies between 19 and 40, 
which corresponds to a total of 269 indices of which the last 13 are not searched. And in the 
7.9 kb/s case it varies between 5 and 30 which implies a total of 245 indices, all of which are 
searched. 
Searching for the optimum codebook excitation is also performed in two stages. In the first 
stage the excitation vector gain gk, is set to unity. Each vector from the impulse codebook is 
spectrally shaped (with factors of 0.8 and 0.9 - the former used in the inverse filtering and 
the latter in the synthesis filtering) and passed through the LPC synthesis filter. The output 
is compared with the second reference. In the second stage the scaling factor gk corresponding 
to the chosen optimum codebook index (K, pt) is computed and quantised using the 5-bit non- 
uniform scalar quantisation scheme described earlier in Chapter 5. Finally, the optimum LTP 
and codebook excitation vectors are scaled with their respective quantised gains (gk and ß) and 
added together. The result is then fed (a) to the LPC synthesis filter to update its memory and 
(b) to the LTP or adaptive codebook with a delay equal to one subframe to update its memory. 
In the decoder for each subframe encoded LSFs are decoded, interpolated and inverse trans- 
formed to obtain LPC parameters. The LTP lag and gain and codebook index and gain are 
decoded to construct the primary and secondary excitations. The two excitations are added 
together and the result is fedback (with a subframe delay) into the LTP or adaptive codebook 
to update its memory and also passed through the LPC synthesis filter to recover a close replica 
of the original speech. 
In order to obtain better subjective performance the synthesised speech was postfiltered using 
the short-term postfilter described in Chapter 5. The long-term postfilter was not incorporated 
even though it could improve the output speech quality further mainly because of its additional 
complexity. The postfilter control parameters a, /3 and u which represent the poles modifying 
factor, the zeros modifying factor and the spectral tilt compensation factor respectively, were 
optimised for the operation of the coder at the three different rates. The three sets of values 
which provided satisfactory performance are given in Table 6.3. The factor ki shown in this 
Table is the first reflection coefficient computed from the quantised LPC parameters. Gain 
normalisation between the input and output of the adaptive postfilter employed the automatic 
gain control discussed in Chapter 5. 
6.3 Echo Cancellation 
Echo in a telecommunication system is generally undesirable but unavoidable. It is the delayed 
and distorted version of the original signal reflected back to the source. It is associated with voice 
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Bit Rate a ,ß µ 
4700 b/s 0.9 6 4 kl -0. 
6233 b/s 0.8 
# 
kl .4 
7900 b/s 0.7 kl . 3 
Table 6.3: Postfilter coefficients for the multi-rate PRELP coder 
and voice band data circuits e. g. modem links. However, here we will only consider echo in voice 
circuits. There are two types of echoes namely, acoustic echo and electrical echo. Acoustic echo 
results from the reflection of sound waves from surrounding objects and/or acoustic coupling 
between the microphone and loudspeaker typically in applications involving the use of hands-free 
telephones e. g. mobile communication systems and tele-conferencing. As the impulse response 
of the echo path is very long and varying with time it requires a large number (several hundred 
or may be thousand) of filter taps for adequate modelling [163,152]. Hence, it is relatively 
difficult to control. However, in multiplexer and VSAT systems used for telephony acoustic echo 
generally does not exist thus the problem of echo control simplifies to the control of electrical 
echo only. 
6.3.1 Source of Electrical Echo 
The source of electrical echo can be understood with the help of Figure 6.2 which depicts 
a simplified block diagram of a full-duplex connection between two subscribers S1 and S2. As 
shown in this Figure, each subscriber is connected to a 2-wire local loop, usually a twisted copper 
pair, over which signals travel in both directions, i. e. transmit and receive. In order to facilitate 
the use of amplifiers and multiplexers however, the two directions of transmission are separated 
in the 4-wire trunk portion of the network. The device providing the transition between the 
2-wire and 4-wire parts is known as a hybrid transformer or hybrid. This is a bridge circuit 
constructed either of purely passive elements or a combination of active and passive elements. 
As evident from Figure 6.2, one such device is needed at each end. 
2-W 4-W 2-W 
Local Loop Trunk Local Loop 
ýRR <ý 
n\- Echo Echo 
CCL 
S1 S2 
Figure 6.2: Block diagram of a full-duplex connection between two subscribers 
The role of a hybrid is two fold. Firstly, to provide a 2-wire to 4-wire interface for directing 
the signal energy arriving from the near-end talker to the send path of a 4-wire circuit. Secondly, 
to provide a 4-wire to 2-wire interface for directing the signal energy arriving from the far-end 
talker (on the receive path) to the near-end listener without allowing any leakage back to the 
far-end talker. For example in Figure 6.2 signal energy originating from S1 should travel on the 
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upper transmission path to S2 without any leakage back to S1 through the hybrid on the right 
hand side. Similarly signal energy originating from S2 should travel on the lower transmission 
path to S1 without any leakage back to S2 through the hybrid on the left hand side. This can 
only be achieved if the impedance of the 2-wire circuit is exactly equal at all frequencies to 
the impedance of the balancing network which typically consists of a 900 11 resistor in series 
with a2 pF capacitor [203]. In practice, however, there is almost always a degree of mismatch 
between the two impedances mainly because 4-wire circuits are far fewer than 2-wire circuits. 
Consequently a hybrid which is part of a 4-wire circuit may be connected to any one of a large 
number of different 2-wire circuits terminated in customer's loops which are extremely varied in 
length, type of wire, type of terminating telephone set and the number of telephone extensions 
in use. As a result some signal energy leaks through the hybrid back to the far-end speaker as 
echo. The subjective effect of this so called far-end talker echo depends on the round-trip delay 
around the loop, i. e. from a talker to the far-end hybrid and back to the talker. 
Besides far-end talker echo some signal energy may also get reflected back to the speaker 
from the near-end hybrid resulting in the so called near-end talker echo. However, this echo is 
not of much concern as it is hardly distinguishable from the normal side-tone of the telephone 
because of its relatively shorter delay. Since the subjective annoyance of echo is a function of 
the round-trip delay and the echo energy level, different control techniques are used for different 
circuit lengths. 
6.3.2 Echo Control Techniques 
In short-haul circuits echos can be handled satisfactorily by a procedure called via net loss (VNL) 
wherein the end-to-end loss of a connection is controlled. In effect each link of a connection 
contributes a component of loss proportional to its round-trip delay, typically 0.1 dB per ms 
of round-trip delay. The loss, say L dB, is inserted in each direction of transmission. This 
attenuates the signal by L dB while at the same time attenuating the echo by 2L dB. Hence 
the signal-to-echo ratio is improved by L dB. However, this method cannot be used in longer 
circuits where round-trip delays are greater than about 40 ms because the attenuation incurred 
by speech signals would not be acceptable from a pure transmission standpoint. Thus for such 
circuits, echo suppressors [63] or cancellers [64] are used. 
An echo suppressor is a voice-operated device placed in 4-wire portion of a circuit, one at 
each, end and used for inserting loss in the echo path to suppress echo. It attempts to impose 
an open circuit on the return path when it determines that speech energy arriving from the 
far-end hybrid is above a certain threshold. This decision to impose an open circuit is overruled 
if the return signal from the near-end hybrid is deduced to contain near-end speech along with 
echo since the near-end speech must be transmitted to the far end. The echo suppressor is 
thus inherently incapable of blocking echo during double talk. Another problem it has is that 
it introduces a choppiness into speech by rapidly opening and closing the transmission path. 
These shortcomings and the rapidly declining cost of DSP technology led to the development of 
a more sophisticated echo control device known as echo canceller. 
An echo canceller is a device placed in the 4-wire portion of a circuit ideally near the hybrid 
and one at each end which is used for reducing the echo by subtracting an estimated echo from 
the circuit echo. Figure 6.3 shows a simplified block diagram of an echo canceller. In effect an 
echo canceller is an adaptive linear filter implemented with digital techniques which simulates 
the echo path in terms of delay, amplitude and phase response and produces an estimate of the 
echo which is then subtracted from the near-end signal comprising of echo and near-end speech 
cancelling out the echo and leaving only the desired speech signal incoming from the near-end 
6.3 Echo Cancellation 142 
speaker. 
The rationale for using an adaptive linear filter for modelling the echo path impulse response 
is the fact that the impulse response is not known in advance and it may vary with time. 
Furthermore, it is assumed that the echo path is linear and varying slowly as compared to the 
convergence time of the echo canceller. Thus any non-linearity of the echo path is accepted as 
an uncorrectable perturbation. 
In order to avoid any distortion of the near-end talker signal the filter coefficients are only 
updated when there is no near-end speech present. To improve the subjective quality particularly 
during single talk a non-linear processor e. g. a centre clipper, is incorporated to effectively reduce 
the small amount of residual echo to zero. During double talk, however, the centre clipper is 
removed to prevent distortion of the near-end talker speech. 
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A GNC 
Subtractor Non-linear 
processor T-I Tý 
Hybrid AECHO 
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end 
Echo estimator 
and other control 
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Iým 
Ro, 
a Receive path 
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Figure 6.3: Block diagram of an echo canceller 
6.3.3 Performance Requirements 
SOUL 
LREr 
L RIN 
R is 
Echo cancellers influence the quality of telephone connections where they are employed. For 
the design of echo cancellers intended for use in international circuits ITU-T Rec. G. 165 [64] 
specifies a set of guidelines and certain performance requirements, in order to ensure world-wide 
compatibility. However, the Rec. G. 165 does not apply to echo cancellers intended for use 
in applications employing low bit rate speech coders e. g. mobile communications, VSATs and 
multiplexers. Therefore, for the design of this echo canceller which is intended to work with 
the multi-rate PRELP coder, the Rec. G. 165 [64] was followed in a general sense with the aim 
to meet the most basic performance requirements laid down in this recommendation. These 
include: 
(i) Rapid convergence of the filter coefficients when turned on. 
(ii) Low returned echo level during single talk. 
(iii) Little divergence during double talk. 
(iv) Slow divergence when the echo path becomes open after convergence. 
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These requirements will be discussed in detail in a later subsection where the performance 
of the echo canceller designed to operate with the multi-rate speech coder is assessed. Here, we 
define the relevant terminology. 
" echo loss (AECHO): - The attenuation of a signal from the receive-out port (Rout) to the 
send-in port (Si,, ) of an echo canceller due to transmission and hybrid loss i. e. the loss 
in the near-end echo path (see Figure 6.3). AECxo is sometimes also referred to as echo 
return loss (ERL). 
" pure delay (t,. ): - The delay from the Rout port to the Si, port due to the delay inherent 
in the (near-end) echo path transmission facilities. 
" echo path or end delay (td): - The sum of the pure delay and dispersion time is the 
time (td) required to accommodate the band-limiting, multiple reflection and hybrid transit 
effects. 
" cancellation (ACANC): - The attenuation of the echo signal as it passes through the send 
path of an echo canceller excluding any nonlinear processing on the output of the canceller 
to provide for further attenuation. ACANC is sometimes also referred to as echo return 
loss enhancement (ERLE). 
" residual echo level (LjS): - The level of the echo signal which remains at the send-out 
port of an operating echo canceller after imperfect cancellation of the circuit echo. As 
shown in Figure 6.3 it is related to the receive-in signal level (LRIN) by 
LRES = LRIN - AECHO - ACANC (6.1) 
Any nonlinear processing is not included. 
" nonlinear processor (NLP): - A device having a defined suppression threshold level 
and in which signals having a level below the threshold are suppressed and signals having 
a level above the threshold are passed although the signal may be distorted. An NLP 
is sometimes also referred to as a centre clipper. Another term used for describing the 
operation of an NLP is residual echo suppression (RES). 
" nonlinear processing loss (ANLP): - Additional attenuation of residual echo level by a 
nonlinear processor placed in the send path of an echo canceller. 
" returned echo level (LRET): - The level of the signal at the send-out port of an operating 
echo canceller which will be returned to the talker. LRET is related to LRJN by 
LRET = LRIN - (AECHO + ACANC + ANLP) (6.2) 
" combined echo loss (ACOM): - The sum of echo loss (AECHO), cancellation loss (AcANO) 
and nonlinear processing loss (ANLP). 
" convergence: - The process of developing a model of the echo path which will be used in 
the echo estimator to produce the estimate of the circuit echo. 
" convergence time: - For a defined echo path the interval between the instant a defined 
test signal is applied to the receive-in port of an echo canceller with the estimated echo 
path impulse response initially set to zero and the instant the returned echo level at the 
send-out port reaches a defined level. 
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" leak time: - The interval between the instant a test signal is removed from the receive-in 
port of a fully converged echo canceller and the instant the echo path model in the echo 
canceller changes such that when a test signal is re-applied to Rin with the convergence 
circuitry inhibited, the returned echo is at a defined level. 
" peak clipping level: - A level defined in Recommendation G. 711 [65] as the level of the 
peak of a 3.1 dBmO sine wave. 
" test signal: - 300 to 3400 Hz band-limited white noise. 
6.3.4 Choice of Filter Structure 
The problem of echo cancellation can be viewed as a problem of system identification i. e. to 
model the unknown echo path transfer function or impulse response. The path is assumed to be 
linear. As the operation is in real-time the echo canceller must accurately estimate the echo path 
characteristics and rapidly adapt to its variation. This involves choosing (a) a suitable adaptive 
filter structure and (b) an adaptation algorithm which is discussed in the next subsection. The 
best selection depends on the particular application and performance requirements. 
A great deal of research has gone into developing different adaptive filter structures for echo 
cancellation. The ones of practical importance [152] include the following: 
" Adaptive Finite Impulse Response (FIR) structure 
" Adaptive Infinite Impulse Response (IIR) structure 
. Adaptive FIR filter with a lattice-type pre-filter 
" Frequency-domain structure 
Of these, the most widely used is the adaptive FIR structure which is also referred to as a 
tapped delay line or transversal filter. Figure 6.4 shows a block diagram of this filter as used 
in echo cancellation. The main reasons for its popularity are its simple implementation and the 
fact that its convergence and stability properties are well understood [228,148]. However, its 
two main drawbacks are: 
1. The number of filter taps necessary to model the echo path increases as the echo path 
delay (td) increases. This in turn slows down convergence. 
2. Convergence is fastest for white (uncorrelated) signals e. g. Gaussian white noise and the 
rate decreases for coloured (correlated) signals e. g. speech. This can be a serious problem 
for FIR filters with speech input when a large number of taps are required. 
The rationale for the adaptive IIR structure is that if the echo path can be better modelled 
by a combination of poles and zeros rather than only zeros as in the FIR structure then the IIR 
is more suitable. The recursive nature of the IIR structure implies that it requires less taps than 
an FIR filter and therefore is less complex. The key points, however, are to guarantee stability 
of the filter by confining the poles within the unit circle and to obtain an unbiased estimate of 
the filter coefficients that provide the optimum global performance. The main drawbacks of IIR 
filter structures are: 
1. Very slow convergence. 
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Figure 6.4: Block diagram of a transversal filter used in echo cancellation 
2. Stability testing is required. 
3. The possibility of convergence to a local rather than the global minimum. 
To address the problem of slow convergence of the adaptive FIR structure for signals with 
high degree of correlation such as speech the adaptive FIR filter with a lattice-type pre-filter 
structure has been proposed [148,62]. The lattice-type pre-filter whitens (i. e. reduces correlation 
in) the input signal to facilitate rapid convergence. An estimate of the echo is obtained by 
summing the weighted signals at each stage of the lattice. The weights are the coefficients of 
the adaptive FIR filter. Another useful feature of the lattice structure is that stability testing 
can be easily done. 
The frequency-domain structure can also be viewed as a transform-domain structure. The 
signals are transformed from time domain to the frequency domain using the Discrete Fourier 
Transform (DFT) and the echo cancellation is performed in the frequency domain. Its main 
advantage is that high complexity convolution processes in time domain echo cancellation are 
replaced with simple coefficient multiplications. However, the additional complexity required for 
time-to-frequency domain and reverse transformations may be actually more than the complexity 
saved from the convolution processes when the number of filter taps is small (< 64). 
Amongst the various filter structures described above the adaptive FIR filter structure was 
preferred because of its simple structure, high stability and availability of widely tested guidelines 
for practical applications. 
6.3.5 Choice of Adaptation Algorithm 
Since the introduction of the concept of an adaptive echo canceller by Sondhi in 1967 [202], 
a range of echo cancellation algorithms have become available. These algorithms can be cate- 
gorised in various ways. For example, according to the performance criterion used i. e. Least 
Mean Squares (LMS) based algorithms and Least Squares (LS) based algorithms [87]. Al- 
ternatively, according to the type of the filter structure they are suitable for i. e. algorithms 
intended for adaptive FIR filters and algorithms intended for adaptive IIR filters. The LMS al- 
gorithm [228] and its variants such as the Normalised LMS (N-LMS) [153] the Block Mode LMS 
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(BM-LMS) [136] and the LMS with Linear Prediction (LP-LMS) [232,230] and the LS based 
algorithms such as the Recursive Least Squares (RLS) [217], the Fast Transversal Filter (FTF) 
[41], the fast Kalman [133,40] and the LS Ladder [87] fall under the FIR algorithms category. 
Whereas the Simple Hyperstable Adaptive Recursive Filter (SHARF) algorithm [126,108], the 
Pre-Filtering (PF) algorithm [59] and the IIR LMS algorithm [229] fall under the HR algorithms 
category. 
Having decided that this echo canceller would be based on an adaptive FIR filter structure 
we will only consider algorithms suitable for this structure. The LMS algorithm is by far 
the most commonly used algorithm for echo cancellation, mainly because of its well known 
behaviour and low computational complexity. However, its performance degrades for coloured 
input signals such as speech. The same is true for its variants, except for the LP-LMS in which 
the signals are pre-whitened to achieve higher ERLE. The LS based algorithms on the other 
hand provide fast convergence, irrespective of the correlation characteristics of the input signals. 
Their computational complexity, however, is many times more than that for the LMS based 
algorithms. For example, for an N tap filter the LMS algorithm requires of the order of 2N 
MAC (multiply-and-accumulate) computations per iteration or sample as compared to 7N to 
8N for the most efficient LS based algorithm (FTF). As our goal was to implement the echo 
cancellation algorithm along with the multi-rate PRELP coder in a single DSP-based hardware 
the overriding concern was the complexity of the algorithm. Thus only LMS based algorithms 
were considered. 
From the complexity point of view there is hardly any difference between the LMS, N-LMS 
and BM-LMS. But the LP-LMS requires some additional complexity for whitening the far-end 
reference signal and the error signal before they are input to the echo canceller as shown in 
Figure 6.5. However, it provides improved performance in terms of convergence properties and 
the ERLE [230]. In view of its higher complexity we decided to use this algorithm only if the best 
of the other three i. e. LMS, N-LMS and BM-LMS could not meet the performance requirements 
laid down in ITU-T Rec. G. 165. In the next subsection a brief description of these algorithms 
is provided. 
Far-end reference signal 
Inverse Filter 
......... .............................. ....... 
LPC coeffs Tap weights 
LPC Analysis Adaptation Filter Echo p 
Inverse Filter Estimated 
echo signal 
\t 
Error signal v Echo signal 
Figure 6.5: Block diagram of an echo canceller based on the LP-LMS 
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6.3.6 LMS Algorithms 
Referring back to Figure 6.4 where the far-end signal is denoted by y(n), the unwanted echo 
signal by r(n) and the near-end talker signal by x(n) and also assuming that the impulse response 
of the echo path can be fully represented by a sequence h(n) consisting of N discrete values, the 
echo signal r(n) at time n can be written as a convolution of y(n) and h(n), i. e. 
N-1 
r(n) = h(k)y(n - k) (6.3) 
k-0 
And an estimate of the echo signal as, 
N-1 
f(n) =E a(k)y(n - k) (6.4) 
k-0 
where a(k) for k=0,1, ..., N-1 are the coefficients or weights of the transversal filter. When 
a(k) = h(k) for 0<k<N-1 and x(n) = 0, then f(n) = r(n) for all n, and the echo is fully 
cancelled, i. e. e(n) = 0. 
The basic concept of the LMS algorithms is based on the following two equations, sometimes, 
referred to as the steepest-descent equations: 
N-1 
e(n) = r(n) - r" (n) = r(n) - a(k)y(n - k) (6.5) 
k-0 
an+i(k) = an(k) - PVa(k)e? (6.6) 
where an(k) is the kth tap weight at time n, an+i(k) is the kth tap weight at time n+1, p is 
the loop gain or step size of the echo canceller, V is the gradient operator and e2 is the mean 
squared error. Note that in Eqn. (6.6) we need to find the gradient of the mean squared error 
with respect to an(k). Since e2 is not known, we approximate it by the instantaneous squared 
error. Thus: 
äe2(n) öe(n) 
Oa(k) =2 e(n) Oa(k) 
= -2e(n)y(n - k) 
Therefore, Eqn. (6.6) can now be written as: 
an+i(k) =a (k) + 2µe(n)y(n - k) (6.7) 
When the coefficients of the filter are adapted every sample using Eqn. (6.7) the algorithm 
is called the (standard) LMS algorithm or the stochastic gradient algorithm. 
Alternatively, the coefficients may be adapted less frequently say every M samples as given 
by Eqn. (6.8). Then the algorithm is called the BM-LMS algorithm. 
M-1 
an+M(k) =a,, (k) + 2µE e(n - i)y(n -k- i) (6.8) 
i=0 
The convergence of the LMS algorithm is determined by the step size µ and the power of 
the far-end signal y(n). In general making u large speeds up the convergence while a smaller u 
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reduces the asymptotic cancellation error. However, if y is made too large, instability results. 
Furthermore it has been shown in [54] that for a white y(n) the convergence time constant 
is inversely proportional to the variance or power of y(n). Thus the algorithm will converge 
very slowly for very low levels of y(n). To overcome this situation the loop gain it is usually 
normalised by an estimate of the far-end signal power, i. e. 
2µ = 2fi(n) = Pon) 
(6.9) 
where /3 is a compromise value of the step size, and Py(n) is an estimate of the average power 
in y(n) at time n. The far-end signal power can be iteratively estimated every sample as: 
Py(n + 1) = (1- p)Py(n) + py2(n) (6.10) 
where a typical value of p=r. The LMS algorithm based on Eqn. (6.9) is known as the 
Normalised LMS algorithm. Keeping in view that in real-time there may be certain instances 
when y(n) is almost zero which can lead to a very large step size and hence render the echo 
canceller unstable we damped the minimum value of PP(n) to 30. 
In a practical echo canceller besides the adaptive digital filter (ADF) there are some auxiliary 
functions, such as double-talk detection and residual echo suppression which are required for 
achieving the desired performance. These are described in the following subsections. 
6.3.7 Double-talk Detection 
The condition of double-talk, i. e. when both far-end and near-end speakers are talking needs 
to be detected faithfully in order to achieve the optimum performance from an echo canceller. 
This is because the near-end speech is unwanted noise as far as the convergence algorithm is 
concerned. The ADF will diverge if it continues adapting its coefficients or tap weights while 
the near-end speech is present. Hence, the need for a robust near-end speech detector which 
can signal the ADF to inhibit adaptation when near-end speech is present. The design of the 
near-end speech detector is therefore very critical. If it is too sensitive the convergence will be 
slower. On the other hand if it is not sensitive enough the ADF may diverge during near-end 
speech and distort the near-end speech. Hence, the coefficients are only updated when there is 
no near-end speech and kept fixed during near-end activity to prevent divergence. 
One commonly used approach for the detection of near-end speech is to compare the mag- 
nitude of the current sample of the near-end signal s(n) with the maximum of the current and 
N most recent sample magnitudes of the far-end signal y(n) and to declare near-end speech 
whenever Is(n)I >2 MAX [I y(n - k)I] where k=0,1,2,,,,, N. As before N is the number of taps 
in the ADF. It is necessary to compare s(n) with the recent past of y(n) because of the unknown 
delay in the echo path. The factor of one-half is based on the hypothesis that the echo-path loss 
(ERL) is >6 dB. 
A more robust approach is to compare short-term averaged magnitude estimates rather than 
instantaneous sample magnitudes. These estimates can be computed recursively as given by, 
s(n + 1) = (1- a)s(n) + als(n)l (6.11) 
y(n + 1) = (1 - a)y(n) + aly(n)I (6.12) 
where a typical value for a is 2-5. 
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Near-end speech is declared when: 
S(n) >2 MAX [y(n), y(n -1), ..., y(n - N)] 
(6.13) 
Once the algorithm has declared near-end speech it is desirable to continue declaring near-end 
speech for some hangover time, typically 75 ms. 
6.3.8 Residual Echo Suppression 
Because of nonlinearities e. g. due to A/µ-law companding in the echo path the amount of 
achievable echo suppression is limited to the maximum signal-to-noise ratio of the circuit, typ- 
ically around 38 dB. To enhance it further a centre-clipper (i. e. a nonlinear processor) is used. 
The centre-clipper compares the returned signal power P,, (n) with a threshold relative to the 
far-end signal power PP(n) and completely eliminates it if it falls below the threshold. Otherwise 
it lets the signal pass through unaltered. The returned signal power can be estimated using: 
Pu(n + 1) = (1- P)Pu(n) + pu2(n) (6.14) 
Whenever PP(n)/P, (n) is less than a certain threshold the centre-clipper is activated. A typical 
value of this threshold is 2-8 or 24 dB. Hangover on the decision to remove the centre-clipper 
is necessary because of the zero-crossings in near-end speech. In some applications however, it 
may be perceptually more acceptable to leave a very low level of random signal to indicate that 
the line is not dead. 
6.3.9 Simulations 
Having formulated the various elements of an LMS-based echo cancellation algorithm we now 
attempt to design an echo canceller suitable for VSAT and multiplexer applications. The 
(stan- 
dard) LMS algorithm will not be considered any further because its convergence characteristic 
depends on the power of the far-end signal. Hence, the task remains to compare the N-LMS 
algorithm with the BM-LMS algorithm and choose the one providing better performance. 
In order to obtain a realistic assessment of the relative performance of the N-LMS and BM- 
LMS algorithms the two algorithms were simulated under a set of test conditions obtained from 
a real-time operating scenario of an echo canceller. The test conditions included: 
1. Modelling of the actual echo path. 
2. Types of test signals and their power levels. 
3. The end delay (td) in terms of number of filter taps. 
As the transfer function of a typical echo path usually exhibits an all-pass characteristic 
the echo path was modelled as a second-order all pass filter with two complex conjugate poles 
located at 0.95e±230° and two zeros at 1.0526e}j30° as suggested by Fan and Jenkins in [59]. 
The transfer function of the echo path can then be derived as, 
H(z) 
1-1.823z''+1.108z'2 
(} = 1-1.645z-1-ß- 0.902z-2 6.15 
The gain was selected as 0.44 so that the loss for all frequencies (ERL) was about 6 dB. 
Figures 6.6 and 6.7 respectively show the impulse response and the frequency response of the 
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echo path. It has been observed that the ERL typically lies in the range of 6 to 15 dB with a 
standard deviation of 3 dB [203]. 
Figure 6.6 also depicts a pure delay (t,. ) i. e. the round-trip delay in the 4-wire circuit 
between the canceller and the hybrid and the echo path delay (td) i. e. the sum of pure delay 
and dispersion time. Typically pure delay is less than 10 ms and the dispersion time ranging 
from 2 to 10 ms [203,230,54]. Since pure delay and dispersion time vary with different national 
networks, echo canceller echo path delay capacity should be > td for the specific network. With 
8 kHz sampling and an FIR type echo canceller the number of taps an echo canceller must have 
for a given td in ms is 8 times td. 
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Figure 6.6: Typical echo path impulse response 
For our target applications (i. e. VSATs and multiplexers) however, the distance between the 
physical placing of the echo canceller and the 
hybrid would generally be very short as the two 
would be in the same building (PABX) implying that the pure delay tr would be negligible and 
hence relatively few filter taps would be required to- model the echo path end delay td. 
Regarding the test signals, we opted to use three types: (i) Gaussian white noise (GWN) 
(ii) 300-3400 Hz bandlimited Gaussian white noise (BGWN) and (iii) a real speech signal. For 
(i), a zero mean unit variance GWN sequence was generated and scaled so that the maximum 
amplitude was hitting the peak clipping level. For 
(ii), the GWN sequence so obtained was passed 
through a 6th order IIR type bandpass filter whose frequency response is shown in Figure 6.8. 
For (iii), a speech file from the Speech Group database at the University of Surrey was chosen 
which presented a difficult test environment for the LMS-based algorithms for the following 
reasons: (a) it contained discontinuous speech 
(b) low background noise and (c) mainly voiced 
segments (high correlation). Since the speech file was lowpass (0-4 kHz) filtered previously it 
was passed through the 300-3400 Hz bandpass filter as well. Moreover, it was scaled so that its 
maximum amplitude was also hitting the peak clipping level. 
In order to model the far-end and near-end signals more realistically we decided to introduce 
nonlinearities in these signals which in a practical circuit would be present due to the A/µ- 
law companding operations as shown in Figure 6.9. In this Figure it is assumed that the echo 
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Figure 6.7: Typical echo path frequency response 
canceller at each end would be placed in the PCM encoded 4-wire part of the connection. This 
implies that the far-end and near-end signals have to be PCM decoded before they can be 
input to the echo canceller and the outbound residual signal to be PCM encoded before its 
transmission to the far-end. From the simulation point of view both the far-end and near-end 
signals have to undergo PCM encoding/decoding processes separately. 
Finally, a functional block diagram of the LMS-based echo canceller is shown in Figure 6.10. 
The fax-end signal is PCM decoded to obtain linear y(n). Similarly, the near-end signal is PCM 
decoded to obtain linear s(n) which comprises the actual echo signal r(n) superimposed on any 
near-end speech signal x(n). For simulation purposes r(n) was generated by convolving y(n) 
with the given echo path impulse response h(n). The transversal filter computes an estimate 
r"(n) of the echo signal r(n) by convolving y(n) with the estimated impulse response of the 
echo path expressed by the coefficients a(n) of the filter. The estimated echo signal f(n) is 
subtracted from s(n) to obtain the residual signal u(n) which is then input to the nonlinear 
processor (NLP). The NLP centre-clips it if: 
(a) Near-end speech is not declared; 
(b) The hangover counter is zero; 
(c) The ratio Pu(n)/Py(n) is less than a certain threshold (RESthresh). 
Otherwise, the signal passes unaltered. The output of the NLP, ü(n), is PCM encoded and 
transmitted to the far-end. 
The remaining steps are as summarised below: 
" Update'Pu(n). 
" Update Py(n). 
" Update s(n). 
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Figure 6.8: Frequency response of the 300-3400 Hz bandpass filter 
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Figure 6.9: Block diagram of a full-duplex telephone connection between two subscribers S1 and 
S2 employing an echo canceller at each end. 
" Update y(n). 
" Search for the maximum amongst y(n), y(n - 1), En - 2)....... y(n - N), and compare it 
with s(n) scaled with NESthresh. Declare near-end speech if: 
NESthreah X S(n) > MAX[&), y(n - 1), y(n - 2)....... y(n - N)] (6.16) 
and set the hangover counter to a constant (Hangc a, 13t). However, near-end speech is not 
declared if s(n) is below a certain threshold (NEave,, t, f) even if the above condition is 
satisfied. 
" Decrement the hangover counter by one if it is not zero already. 
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Figure 6.10: Functional block diagram of the LMS based echo canceller. 
Update the tap weights if the hangover counter is zero and near-end speech is not already 
declared. Otherwise do not update. While normalising the step size with the far-end signal 
power set Py(n) equal to Pymt, f if Pi(n) is less than Py tof" 
All the steps are repeated for every single input sample. The hangover counter and the other 
variables (Pu(n), PP(n), s(n) and 9(n)) are all set to zero before the start of a simulation. 
The performance of different algorithms was characterised by two objective measures, ERLE 
and NORM, computed once per frame as given by [59,157], 
L-1 
v2(n) 
ERLE = 10logioL i (6.17) 
Z e2(n) 
n=0 
where L is the number of samples in a frame, and e(n) = u(n) if x(n) = 0. 
M-1 
ZE 
h2(n) 
NORM = 10log10 
IINIý 
= 101og1o "-0 (6.18) IIH 
- ýII2 
M-1 
[h(n) - h(n)]2 
n=O 
where h(n) is the given echo path impulse response, M is its size or length and 
h(n) is the esti- 
mated echo path impulse response represented by the filter coefficients a(n). In the simulations 
described below, L= 240 and M= 160. 
ERLE is the standard measure for echo canceller performance and gives a measure in dB 
of the level of the perceived echo below the signal. Note that this enhancement is in addition 
to any echo return loss (ERL). Whereas NORM is a measure in dB of the modelling of the 
echo path impulse response. It compares the given 
(stationary) impulse response with the echo 
canceller's transversal filter's coefficients for each input frame. However, it cannot be used in a 
real system because we do not know the true echo path response. 
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6.3.9.1 Simulation No. 1- Convergence properties of 128-tap N-LMS 
The objective of this simulation was to determine the optimum step size (, ß) for use in the 128- 
tap N-LMS algorithm. Figure 6.11 shows ERLE plots for ß equal to 2-7,2'$, 2-9 and 2-10. It 
can be seen from this Figure that as expected the convergence is fastest for the largest value of 
/3 and slowest for the smallest value of P. On to the other hand lower values of Q provide higher 
steady state ERLE. Keeping this in view and the fact that the convergence is expected to be 
even slower for lower power levels of the far-end signal 0= 2-9 was chosen. 
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Figure 6.11: ERLE plots for different values of step size using the 128-tap N-LMS. FES level = 
-10 dBmO; ERL =6 
dB; t,. = 0; no NLP; no DTD 
6.3.9.2 Simulation No. 2- Comparison of 128-tap N-LMS and BM-LMS 
The aim of this simulation was to compare the performance of the 128-tap N-LMS algorithm with 
the 128-tap BM-LMS algorithm using (3 = 2-9. As evident from the ERLE plots shown in Figure 
6.12 there is hardly any difference between the two algorithms. However, bearing in mind that 
the real-time implementation of the BM-LMS algorithm is computationally more demanding 
as it requires additional instructions for the program flow control, the N-LMS algorithm was 
preferred. 
6.3.9.3 Simulation No. 3- Convergence properties of 64-tap N-LMS 
Having chosen the type of the adaptation algorithm the next task was to decide about the 
number of filter coefficients (or taps). This was a critical decision as on the one hand insufficient 
filter taps would render the echo canceller incapable of meeting the perfornmance criteria set in ITU-T Rec. G. 165 and on the other hand it may not be possible to implement the echo 
canceller within the available computational complexity if the number of filter taps is too large. 
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Figure 6.12: ERLE plots for the 128-tap N-LMS and BM-LMS. FES level = -10 dBmO; ERL = 
6 dB; step size = 2-9; t,. = 0; no NLP; no DTD 
So the aim of this simulation was to investigate the convergence properties of the 64-tap N-LMS 
algorithm. Figure 6.13 depicts ERLE plots for ,ß equal to 2-7,2-8,2-9 and 2'1°. As expected, 
the convergence is fastest for ,ß= 2-7 and slowest for 0= 2-10. 
Excluding ,ß= 2-10 
for its very slow convergence the convergence properties of the 64-tap 
N-LMS were further investigated by using NORM (rather than ERLE) as the objective measure. 
Figure 6.14 shows NORM plots for ,ß equal to 2-7,2-8 and 2-9. It can be seen from this Figure 
that though convergence is fastest using ß= 2-7, the steady state performance using ß= 2-9 
is better than that using the other two values. Hence, ,ß= 2-9 was chosen for use in the 64-tap 
N-LMS algorithm. 
6.3.9.4 Simulation No. 4- Performance comparison of 64-tap N-LMS and 128- 
tap N-LMS 
Having found the optimum value of ß for use in the 64 and 128-tap N-LMS algorithms the 
objective of this simulation was to compare the steady state echo cancellation performance of 
the two algorithms. As evident from the ERLE plots shown in Figure 6.15 the steady state 
ERLE achievable with the 128-tap filter is about 36 dB and that for the 64-tap filter about 32 
dB i. e. a gain of about 4 dB at the expense of almost double computational complexity. It 
was therefore decided to initially use the 64-tap version and run the remaining simulations to 
establish whether or not it has the potential of meeting the target performance criteria. If it 
fails then an echo canceller with a larger number of filter taps can be used. 
6.3 Echo Cancellation 156 
40.0 
30.0 
m 
a 
J 20.0 
cc 
W 
10.0 
20.0 40.0 60.0 80.0 
Time ('30 ms) 
0.0 L- 0.0 
Figure 6.13: ERLE plots for different values of step size using the 64-tap N-LMS. FES level = 
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Figure 6.15: ERLE plots for the N-LMS using 64 and 128 taps. FES level = -10 dBmO; ERL = 
6 dB; step size = 2-9; tr = 0; no NLP; no DTD 
6.3.9.5 Simulation No. 5- Performance of 64-tap N-LMS using different types 
of input 
Before running the simulations designed to assess the performance of the 64-tap N-LMS ac- 
cording to the test procedures given in the ITU-T Rec. G. 165, it is appropriate to investigate 
the performance of this algorithm with some other types of test signals. Figure 6.16 depicts 
ERLE plots for three different types of the far-end signal (FES). As expected using Gaussian 
white noise (GWN) as the FES, the convergence is most rapid and the steady state ERLE is 
the maximum approximately 32 dB. Using bandlimited Gaussian white noise (BGWN) as the 
FES, the convergence is slightly slower but the steady state ERLE is almost the same. Whereas 
using speech as the FES the convergence is even further slower and the steady state ERLE is 
lower than the other two cases but still more than 25 dB during voice activity regions. 
Because the ERLE drops to very low values during speech pauses, an ERLE plot may not 
reveal much about the echo path modelling accuracy of the echo canceller. Therefore, it was 
decided to plot NORM for each FES type. These plots are shown in Figure 6.17. As envisaged 
the best performance is achieved using GWN as the FES and the worst using speech with the 
performance using BGWN in the middle. The NORM plot for speech also shows that the echo 
path modelling efficiency of the adaptive 
filter improves in steps during talk spurts and stays 
almost unchanged during pauses which implies that convergence would be faster for speech 
signals containing a higher degree of activity. 
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Figure 6.16: ERLE plots for the 64-tap N-LMS using different types of input. FES level = -10 
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6.3.9.6 Simulation No. 6- Performance of 64-tap N-LMS with DTD and NLP 
using speech input 
In the simulations up to now the two key elements of the echo canceller namely double-talk 
detection (DTD) and nonlinear processor (NLP) or residual echo suppression (RES) had been 
disabled. The aim of this simulation is to enable both of them and observe how much additional 
cancellation effect can be achieved. Figure 6.18 depicts ERLE plots for speech when (a) only 
DTD is enabled and (b) both DTD and NLP are enabled. In the same Figure an energy plot 
of the speech signal is shown to indicate the active and nonactive regions of speech. It is clear 
from this Figure that when both DTD and NLP are enabled the ERLE achieved is in excess of 
50 dB during active regions and the enabling of DTD does not result in a noticeable divergence 
of the filter. These observations show that the 64-tap N-LMS algorithm based echo canceller 
would be able to meet the target performance criteria i. e. ITU-T Rec. G. 165 Test Nos. 1 to 4. 
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Figure 6.18: ERLE plots for the 64-tap N-LMS with DTD and NLP using speech. FES level = 
-10 dBmO; ERL =6 
dB; step size = 2-9; t,. =0 
6.3.9.7 Simulation No. 7- ITU-T Rec. G. 165 Test No. 1 
The test is meant to ensure that the steady state cancellation (ACANü) is sufciently low to 
permit the use of nonlinear processing without undue reliance on it. The test procedure is to 
clear the H register (i. e. set coefficients of the adaptive digital filter to zero) and apply a receive 
signal for a sufficiently long time for the canceller to converge hence producing a steady state 
residual echo level. 
The equirement is that with the H register initially cleared and the NLP disabled for all 
values of LRIN between -30 and 0 dBmO and for all values of ERL >6 dB and echo path delay, 
td <A ms, LRES should be < -48 dBmO for LRIN = -30 dBmO, and < -36 dBmO for LRIN = 
-10 dBmO. 
The desired value of LREs for LRIN =0 dBmO is still under study. 0 represents the 
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echo path delay for which the echo canceller is designed. When the NLP (or RES) is enabled, 
the returned echo level (LRET) must be less than -65 dBmO for all values of LRIN between -30 
and 0 dBmO. 
The results of the simulation are shown in Figure 6.19. It can be seen from this Figure that 
the echo canceller not only meets the target performance, both in terms of the residual echo 
level L. S and the returned echo level LRET, but exceeds it by about 8 to 15 dB. 
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Figure 6.19: Steady state performance of the 64-tap N-LMS. Far-end signal: BGWN, NESthreah 
= 1.5, td =8 ms. 
6.3.9.8 Simulation No. 8- ITU-T Rec. G. 165 Test No. 2 
This test is meant to ensure that the echo canceller converges rapidly for all combinations of 
input signal levels and echo paths and that the returned echo level is sufficiently low. The test 
procedure is as follows. The H register is initially cleared and adaptation inhibited. The double- 
talk detector, if present, is put in the double talk mode by applying a signal at a level of -10 
dBmO to Stn and another signal to R, n. Then the signal at Sin is removed and simultaneously 
adaptation enabled. After 500 ms adaptation is inhibited again and the returned echo level 
measured. The degree of adaptation as measured by the returned echo level will depend on the 
convergence characteristics of the echo canceller and the double-talk detection hangover time. 
The NLP should be enabled during the test. 
The requirement is that with the H register initially cleared for all values of LRIN between 
-30 and 0 
dBmO and present for 500 ms and for all values of ERL >6 dB and echo path delay, 
td <0 ms, the combined loss (ACOM) should be > 27 dB. 
The results of the simulation are shown in Figure 6.20. It is evident from this Figure that 
the combined loss (AcoM) provided by the echo canceller is much more than 27 dB, i. e. the 
minimum limit specified in the Rec. G. 165. In other words, the echo canceller converges very 
ITUSße- 
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quickly. 
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Figure 6.20: Convergence performance of the 64-tap N-LMS. ERL =6 dB, Far-end signal: 
BGWN, Near-end signal: speech, NESShresh = 1.5, td =8 ms. 
6.3.9.9 Simulation No. 9- ITU-T Rec. G. 165 Test No. 3 
This test is designed to evaluate the performance of an echo canceller under conditions of double 
talk. It has two parts 3a and 3b. Therefore the simulation was run in two parts 9a and 9b. 
Test No. 3a is meant to ensure that the double-talk detection is not so sensitive that echo and 
low level near-end speech falsely cause the operation of the double-talk detector to the extent 
that adaptation does not occur. The test procedure is to clear the H register then for some 
value of echo delay and echo loss a signal is applied to R;, Simultaneously an interfering signal 
N which is sufficiently low in level to not seriously hamper the ability of the echo canceller to 
converge is applied at Si,,. This signal should not cause the double-talk detector to be activated 
and adaptation and cancellation should occur. After one second the adaptation is inhibited and 
the residual echo measured. The nonlinear processor should be disabled. 
The requirement for Test No. 3a is that with the H register initially cleared for all values of 
LRjN between -25 and -10 dBmO, N= LRIN -15 dB, ERL >6 dB and echo path delay, td <A 
ms, convergence should occur within 1.0 sec and LpS should be < N. 
The results of Simulation No. 9a are shown in Figure 6.21. It can be seen from this Figure 
that the residual echo level Lps provided by the echo canceller is about 12 dB below the 
minimum level specified in the Rec. G. 165, implying that the adaptation of the echo canceller 
is not slowed down by the presence of a low level signal at the near-end. 
Test No. 3b is meant to ensure that the double-talk detector is sufficiently sensitive and 
operates fast enough to prevent large divergence during double talking. The test procedure is 
to fully converge the echo canceller for a given echo path. A signal is then applied to R;,,. 
ITU-T Rec. G-165 
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Figure 6.21: Double-talk detection (Test No. 3a) performance of the 64-tap N-LMS. ERL =6 
dB, Far-end signal: BGWN, Near-end signal: speech, NESthresh = 1.5, td =8 ms. 
Simultaneously a signal N is applied to Si,, which has a level at least that of R;,,. This should 
cause the double-talk detector to operate. After any arbitrary time 8t > 0, the adaptation is 
inhibited and the residual echo measured. The nonlinear processor should be disabled. 
The requirement for Test 3b is that with the echo canceller initially in the fully converged 
state for all values of LRIN between -30 and -10 dBmO, N> LRIN, ERL >6 dB and echo path 
delay, td < Lams, the residual echo level after the simultaneous application of LRIN and N for 
any time period should not increase more than 10 dB over the steady state requirement of Test 
No. 1. 
The results of Simulation No. 9b are shown in Figure 6.22. As evident from this Figure 
the residual echo level Lpjs provided by the echo canceller is about 10 to 16 dB below the 
corresponding limit set in the Rec. G. 165 implying that the near-end speech detection algorithm 
is sufficiently sensitive to declare near-end speech when a near-end signal is present. 
6.3.9.10 Simulation No. 10 - ITU-T Rec. G. 165 Test No. 4 
This test is meant to ensure that the leak time is not too short i. e. that the contents of H register 
do not approach zero too rapidly. The test procedure is to fully converge the echo canceller for 
a given echo path and then to remove all signals from the echo canceller. After two minutes the 
contents of H register are frozen, a signal applied to Re,, and the residual echo measured. The 
nonlinear processor is disabled. 
The requirement is that with the echo canceller initially in the fully converged state for all 
values of LRIN between -30 and -10 dBmO, N=0, ERL >6 dB and echo path delay td < pms 
two minutes after the removal of Ri,,,, the residual echo level should not increase more than 10 
dB over the steady state requirement of Test No. 1. 
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Figure 6.22: Double-talk detection (Test No. 3b) performance of the 64-tap N-LMS. ERL =6 
dB, Far-end signal: BGWN, Near-end signal: speech, NESthresh = 1.5, öt = 600 ms, td =8 ms. 
The results of the simulation are shown in Figure 6.23 It can be seen from this Figure that the 
residual echo level LAS provided by the echo canceller is about 22 dB below the corresponding 
limit set in the Rec. G. 165 implying that the mechanisms built into the adaptation algorithm 
are robust enough to detect the opening of the echo path and take appropriate measures such 
as freezing of the coefficients. 
From the simulation results discussed so far it can be concluded that the 64-tap N-LMS 
based echo canceller not only meets all the relevant performance requirements specified in ITU- 
T Rec. G. 165 but exceeds them by several dB. And its computational complexity is quite low - 
about 3N operations per sample, assuming N operations for computing the estimated echo, N 
operations for updating the tap weights and N operations for the near-end speech detection. For 
N= 64 this translates to about 1.5 MIPS (3 x 64 x 8000), which is about 12% of the capability 
of an AT&T DSP32C running at 50 MHz 
(80 ns instruction cycle). 
6.4 Synchronisation 
Correct time alignment of the bits in a received speech frame is essential for correct decoding of 
the frame. Two common approaches for achieving this are: (i) using an external synchronisation 
pulse supplied by the system at the 
beginning of each frame and (ii) transmitting an in-band 
synchronisation pattern along with the 
data. External synchronisation is attractive because (a) 
it does not tax the channel capacity and (b) it makes the task of designing the software relatively 
simple. However, it is not always practicable, thus requiring the use of in-band synchronisation. 
The design of an in-band synchronisation scheme for a given application is dictated by numerous 
factors, including acquisition time, channel BER, recapture time and available channel capacity. 
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Figure 6.23: Leakage performance of the 64-tap N-LMS. ERL =6 dB, Fas-end signal: BGWN, 
Near-end signal: speech, NESthresh = 1.5, td =8 ms. 
Three different schemes to achieve in-band synchronisation are described next. 
1. Using one bit per frame: In this scheme, on being powered-up the encoder transmits 
a number of sync frames, typically 10. A sync frame consists of a specific bit pattern 
chosen to ensure reliable initial synchronisation (acquisition) in the given channel error 
conditions. Having sent the initial sync frames the encoder begins transmitting speech 
data with embedded sync bit, e. g. a `1` in a pre-selected bit position, to verify that the 
sync is in place. The decoder checks this position to confirm whether the sync is valid or 
not. For avoiding the possibility of frequent sync loss conditions due to channel errors the 
decoder usually keeps a count of correct and incorrect receptions of the sync bit. Every 
correct reception amounts to decreasing the count by one until it reaches zero and every 
incorrect reception amounts to increasing the count by more than one. Assuming that 
the probability of a data bit is equally split between `0' and 11', if out of sync, the count 
soon rises and exceeds a set threshold, thus indicating a loss of sync to the decoder. Any 
increase in the count due to channel errors soon gets compensated by the subsequent correct 
receptions. The detection of loss of sync at the decoder is indicated to the remote encoder 
through the reverse channel and both the encoder and decoder restart the acquisition 
procedure. 
This scheme is very attractive as it requires only one bit per frame. However, it has a few 
drawbacks. It may take some time to detect a sync loss condition during which period 
excessive noise may be caused at the speech decoder output. Also, it takes a long time to 
recapture the sync once it is lost which may not be acceptable in some applications. 
2. Using more than one bit per frame: This scheme employs a pattern of bits (unique 
word) placed at a pre-defined bit position in every transmitted frame. Any incorrect 
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reception of this pattern at the decoder signifies a sync loss. It is therefore crucial that 
the chosen sync pattern does not occur within the frame. One way of achieving this is 
by stuffing bits in the data frame. However, this implies more overheads which in turn 
reduce channel capacity for the speech coder. Hence the pattern length should be kept to a 
minimum without compromising the speed and robustness of the synchronisation process. 
For example in a CELP coder a pattern of all `1`s may be used to mark the start of a frame 
and stuffing a few bits ('O's) in the frame to ensure that no sequence of consecutive `1`s 
approaches the length of the sync pattern. The number of bits used for this purpose can be 
minimised by ignoring the last value (all `1`s) of some parameters during the quantisation 
process. This scheme for achieving synchronisation is very quick as it requires only one 
frame and is also robust. However it requires about 15 to 19 bits per frame which may be 
too much of an overhead for a low bit rate coder. 
3. Synchronisation during speech pauses: In applications where channel capacity can- 
not be spared for synchronisation one may use a voice activity detector (VAD) to pick gaps 
in speech and transmit a relatively long sync pattern during the silence frames. In this 
case once a frame is indicated as silence it can be marked with a code word to indicate that 
it is both nonspeech and contains the sync pattern. Assuming that a pause will appear 
every few seconds the speed of synchronisation will be reasonably fast. In order to make 
this approach usable even in systems where the background noise information is consid- 
ered important the important encoder parameters may still be coded and transmitted to 
the decoder together with the sync pattern which may only occupy the bits allocated to 
codebook indices and gains. In this case the background noise will be reproduced fairly 
accurately. For example, in full-rate GSM [155], a silence descriptor (SID) frame [222] is 
transmitted at the end of each talk-spurt and every 480 ms during speech pauses. A SID 
frame contains a 95 bits long code word to indicate that it is a silence frame together with 
important information about the. background noise at the encoder. This approach does 
not tax the channel capacity and works quite well. 
The choice of an in-band synchronisation scheme for a given application however, is very 
much application dependent. Nevertheless, the above described approaches are typical and ap- 
plicable to a wide range of applications. Also, more complicated schemes may be designed by 
combining more than one of these approaches to achieve desired synchronisation objectives. For 
the multi-rate PRELP coder the number of spare bits that may be used for in-band synchroni- 
sation are 3,5 and 3 at the respective gross bit rates of 4.8,6.4 and 8.0 kb/s. We opted to follow 
the one bit per frame approach described above, but using 3 bits rather than 1 per frame in 
order to achieve increased robustness against channel errors. The initial sync pattern consisting 
of three `1`s at the start of each frame 
followed by all zeros is transmitted for 10 consecutive 
frames. After having achieved the initial synchronisation a 3-bit pattern, all `1`s, is transmitted 
every frame to keep the decoder locked with the encoder. In view of the low channel error rates 
(< 10-3 random) prevailing in the target applications, the threshold indicating loss of sync was 
set to 20. For every correct reception of any 2 of the 3 sync bits the count is decremented by one 
until it reaches the minimum value of zero. And for every incorrect reception (i. e. more than 
one sync bit in error) it is incremented 
by two. Thus the threshold of 20 corresponds to a delay 
of 10 frames or 300 ms. This scheme worked quite well in the laboratory conditions. However, 
it may require some fine tuning to meet the specific requirements of a given application. The 
two unused bits in the 6.4 kb/s case are always set to zero. 
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6.5 Real-Time Implementation 
Figure 6.24 shows a simplified block diagram of a full-duplex telephone connection between two 
subscribers S1 and S2 where a low bit rate speech coder and an echo canceller are employed 
at each end. PCM encoding/decoding operations necessary at the input/output of the echo 
canceller have been omitted for clarity of the diagram. As evident from this Figure at each 
end the output of the speech decoder is used as the far-end signal to generate a replica of the 
echo signal. The replica is subtracted from the near-end signal and the residual is input to the 
speech encoder for analysis and extraction of relevant parameters. The processes of residual 
echo suppression and double-talk detection though not shown separately in this Figure, are still 
considered to be integral parts of the echo canceller. 
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Figure 6.24: Block diagram of a full-duplex telephone connection employing a low bit rate speech 
coder and an echo canceller at each end. 
6.5.1 Hardware 
Since the cost of implementation and the power dissipated increase rapidly with the number 
of DSP chips used in that implementation, it is a usual requirement to achieve a full-duplex 
operation of a speech coder in a single DSP-based hardware. The hardware used for the im- 
plementation of the multi-rate PRELP coder and the 64-tap echo canceller is based on a single 
AT&T DSP32C. A block diagram of the hardware is shown in Figure 6.25. It consists of a 
4-layer single Eurocard size board with the following key features. 
" AT&T DSP32C as the sole digital signal processor running at a clock speed of 50 MHz, 
thus providing an instruction cycle time of 80 ns, implying that the processor can execute 
up to 12.5 millions 16/24 bit fixed-point or 32 bit floating-point operations in a second. 
In terms of other onchip resources the device has 6 kbytes of internal RAM, one parallel 
input/output port (PIO) and one serial input/output (SIO) port (all under DMA, interrupt 
or program control) and 4 internal and 2 external interrupts [19]. 
" 64 kbytes of EPROM for off-line storage of program and data. 
" 32 kbytes (expandable to 128 kbytes) of, zero wait state, SRAM interfaced with the 
DSP32C through the external memory interface port. Program and data are down-loaded 
into the SRAM from the EPROM at power up or reset. 
" Two digital phase-locked-loops (DPLL) to synchronise the onboard PCM sampling clocks 
with the externally provided low bit rate data clocks, one on encoder and the other on 
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decoder side, so that fully asynchronous operation of the encoder and decoder parts could 
be achieved. -Note that the function of the DPLLs can also be achieved by software in the 
DSP [137] by counting the number of PCM samples read in or out in a frame period with 
respect to the low bit rate clock and inserting a PCM sample in the encoder input and/or 
decoder output data buffers if the count is a sample short or deleting a PCM sample from 
the respective buffers if the count is in excess by one. However, the DPLL solution is 
generally preferred because it simplifies the DSP code design. 
" An 8-bit PCM codec for A/µ-law encoding/ decoding of the input and output speech. 
"A programmable logic cell array (Xilinx 3030) which provides: (a) driving signals for 
the SIO port of the DSP32C (b) parallel to serial (P/S) and serial to parallel (S/P) 
conversion functions for the low bit rate data transmission (c) encoder and decoder frame 
synchronization signals and (d) other timing and control signals. 
A micro-controller (87C51) for down loading the DSP32C code from the EPROM into the 
SRAM at power up or reset. 
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Figure 6.25: Block diagram of the hardware 
The hardware takes analogue speech as input and produces a low bit rate data output 
(Tx Data) locked to an internally or externally provided clock (Tx Clk) and frame sync (Tx 
Fsync). Similarly, it accepts the low bit rate data (Rx Data) locked to an externally provided 
clock (Rx Clk) and frame sync 
(Rx Fsync) and produces analogue speech output. The encoder 
outputs data at a low bit rate 
(4.8,6.4 or 8.0 kb/s) through a doubly buffered P/S shift register 
implemented in a Logic Cell Array (LCA). The low priority external interrupt INTREQ2 is used 
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by the encoder for encoder frame synchronisation and updating the P/S shift register. It occurs 
every eight transmit clock cycles and an additional INTREQ2 is generated on every encoder 
frame sync period i. e. 30 ms. Similarly, the decoder receives data at a low bit rate through a 
S/P shift register implemented in the LCA. The high priority external interrupt INTREQ1 is 
used by the decoder for decoder frame synchronisation and reading the output of the S/P shift 
register. It occurs every eight receive dock cycles and an additional INTREQ1 is generated on 
every decoder frame sync period i. e. 30 ms. 
The use of a programmable LCA offers the flexibility of re-configuring the hardware for 
various operational requirements such as different frame or data rates, internal or external 
frame sync, internal or external PCM codec etc. The locking range of the DPLL can be digitally 
programmed (jumper select). The analog output can be mixed with a small proportion of the 
input signal to produce a side-tone. The encoding and decoding processes are made totally 
independent of each other and thus the loss of either the receive dock or receive frame sync will 
halt the decoding process only and similarly the loss of either the transmit clock or transmit 
frame sync will only halt the encoding process. Nine general purpose flags (5 input and 4 output) 
whose function is entirely dependent upon the software running in the DSP32C have been made 
available. A/p-law is selectable via a jumper/link on the board and this sets an additional flag. 
An extremely useful feature of the hardware is the ability to down-load the DSP32C code 
into the SRAM via the In-Circuit-Emulation (ICE) link from a host PC and execute the code 
under D3EMU environment where the code runs in real-time in the target DSP device and the 
contents of various registers and memory locations can be examined and changed if so desired. 
A major problem in integrating the echo canceller with the speech coder and implementing 
the two in the same hardware was that the exact delay (in terms of number of samples) between 
the encoder and decoder frame synchronisation signals was not known whereas, its knowledge 
is necessary for the correct estimation of the echo signal. The problem stems from the fact that 
the encoder and decoder functions of the speech coder are performed asynchronously on block 
or frame basis as shown in Figure 6.26. In real-time the encoder and decoder frame sync signals 
drift with respect to each other because they are derived from different data clocks. Which 
function (encoder or decoder) will be executed first depends on which sync signal arrives first. If 
they arrive together the decoder gets preference because the interrupt it generates (INTREQ1) 
has a higher priority. 
One approach to work out the exact time delay relationship between the encoder and decoder 
frame synchronisation signals is to read the PCM data input under interrupt rather than DMA 
control (though the latter is computationally more efficient) so that a count of the samples 
read in after the most recent encoder frame sync up to the current decoder frame sync can be 
obtained. This encoder to decoder frame sync delay in this implementation can have a value 
between 0 and 239 (samples). An other approach is to employ an additional PCM codec at the 
decoder output and feed its digital output to the encoder for its use as the far-end reference 
signal. The disadvantage however is the cost of extra hardware. Hence, the former was preferred. 
6.5.2 Software 
The multi-rate speech coder and the 64-tap N-LMS based echo canceller were developed/simulated 
using C-language on a SUN workstation. In order to produce an optimised code for these algo- 
rithms the code was written in DSP32C assembly 
language and then the AT&T assembler/linker 
D3MAKE used to generate the the executable code. For debugging the code, initially the AT&T 
simulator D3SIM was used and 
later the AT&T emulator D3EMU for the final validation of 
the code. 
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Figure 6.26: Asynchronous operation of the encoder and decoder parts of the speech coder 
The real-time software comprises three main functional modules namely, the speech encoder, 
the echo canceller and the speech decoder as shown in Figure 6.27. The echo canceller module 
is executed before the speech encoder in the same 30 ms time interval. In other words, the 
echo canceller module is treated as a subroutine of the speech encoder module. Both encoder 
and decoder modules comprise a number of subroutines 
for easy debugging and maintenance. 
The main body of the program contains initialisation and calls to encoder and decoder modules 
depending on which flag is set at a time. The encoder frame flag is set when an encoder frame 
sync is received and the 
decoder frame flag when the decoder frame sync is received. The encoder 
frame flag is reset after the encoder module has been executed and the decoder frame flag after 
the decoder module has been executed. 
The multi-rate operation of the speech coder can be achieved in two different ways. Firstly, 
to employ three different routines for the three respective bit rates and down-loading from the 
EPROM into the SRAM the one required at a specific time or to down-load all the three at 
the power up and invoking the desired one by asserting an input flag. Secondly, to employ 
one common routine for the three rates such that all the common operations are included in 
this routine and the ones which differ from one rate to the next are coded separately in small 
subroutines. The latter was preferred 
because it requires less storage and its faster response 
time as it does not require down-loading every time the rate is to be switched. 
For data input/output, the ping pong buffering strategy was employed for the speech encoder 
and decoder modules. When 
A/µ-law PCM coded speech data is being written into one of the 
encoder input data 
buffers the other input data buffer which was filled during the previous 
frame interval is being processed by the encoder module. Similarly, when the encoder module 
is writing its output into one output data buffer the other output data buffer is being read byte 
by byte by the service routine of INTREQ2 and transferred to a memory-mapped output port 
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Figure 6.27: Functional block diagram of the software 
from where it is input to the P/S shift register to produce the serial output. The encoder frame 
sync signal generates an additional INTREQ2 every frame signifying swapping of the buffers at 
the input and output of the speech encoder module. 
At the decoder the serial input data is converted into parallel form by the S/P shift register 
and transferred to another memory-mapped port from where it is read byte by byte by the 
service routine of INTREQI. As in the encoder case while data is being written into one of the 
two decoder input data buffers, the other one is being read by the decoder module before it is 
decoded. Likewise, when the decoder module is writing its A/µ-law PCM coded output into one 
output data buffer the other output data buffer is being read through the serial output port. 
The decoder frame sync signal generates an additional INTREQ1 every frame period signifying 
swapping of the buffers at the input and output of the speech decoder module. 
In order to ensure a stable operation of the echo canceller under different operating conditions 
a stability check routine was included which is executed after each frame of near-end signal 
samples has been processed by the echo canceller module. The basic idea is to look at each 
tap coefficient and if any one of them has a magnitude greater than one then reset all of them 
to zero. This scheme is very simple in operation, requires negligible extra computation and 
performs very well in practice. 
6.6 Results 
A full-duplex PRELP based speech coder along with a 64-tap N-LMS based echo canceller 
has been implemented in real-time using a single DSP32C and 32 kbytes of external SRAM. 
The results of this implementation are presented in two subsections, one giving details of the 
Computational complexity and memory usage and the other offering the Mean Opinion Score 
(MOS) quality measurements at the three bit rates of 4.8,6.4 and 8.0 kb/s. 
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6.6.1 Computational Complexity and Memory Usage 
Table 6.4 shows the worst case computational requirements of the various functional blocks at the 
three respective rates in terms of the total number of MAC (multiply and accumulate) operations 
(NOPS) and the DSP32C (running at 50 MHz) loading figures. (The difference between the 
total worst case execution time and the average execution time for this implementation was 
negligible). The main reason for including the NOPS column is to show the computational 
complexity in a more general sense. As evident from this Table the DSP32C is loaded to almost 
100%. In fact it would have been more than 100% if the LTP lag search range had not been 
truncated to 20 to 137 instead of 20 to 147. However, this did not result in any noticeable loss 
in speech quality because these lag values correspond to very low frequencies and hence are very 
rarely selected during the LTP search. 
Bit Rate (bits/sec) 48 00 64 00 80 00 
Functional Block Description NOPS Loading NOPS Loading NOPS Loading 
Windowing and LPC analysis 5580 1.55 5580 1.55 5580 1.55 
LPC to LSF transformation, 6536 1.88 6536 1.87 6536 1.87 
quantisation and encoding 
LSF decoding, interpolation 4566 1.35 6800 1.89 9050 2.52 
and inverse transformation 
Computing the ist. reference 4747 1.31 4970 1.37 5172 1.43 
Noise shaping the Ist. reference 8898 2.37 9022 2.41 9121 2.43 
LTP analysis (20 to 137) 124125 33.75 125300 34.28 126740 34.53 
Computing the 2nd. reference 5172 1.43 5223 1.44 5474 1.51 
Codebook search 102401 27.65 85275 23.00 76822 20.73 
LTP/STP memory updating 6258 1.75 7115 1.95 7520 2.08 
Others: A/p-law to linear, 2830 0.80 3254 0.92 4602 1.28 
bit packing, I/O etc. 
Encoder subtotal 271113 73.84 259062 70.68 256604 69.93 
64-tap LMS based echo canceller 50300 14.00 50300 14.00 50300 14.00 
LSF decoding, interpolation 4648 1.38 6902 1.93 9150 2.55 
and inverse transformation 
Computing LTP contribution 724 0.19 773 0.21 823 0.22 
Computing CB contribution 6783 1.83 7430 2.00 7851 2.11 
LTP/STP memory updating 4796 1.42 5549 1.65 5693 1.74 
Adaptive postfiltering 12710 3.43 14375 3.88 16020 4.33 
Energy equalisation 10375 3.06 10375 3.06 10375 3.06 
Others: Linear to A/µ-law, 2065 0.59 2666 0.75 3614 1.00 
bit unpacking, I/O etc. 
Decoder subtotal 42101 11.90 48070 13.48 53526 15.01 
Total 363514 99.74 357432 98.16 360430 98.94 
Table 6.4: WE-DSP32C loading for the multi-rate PRELP coder 
The speech encoder loads the DSP32C in the range of about 70 to 74% and the speech decoder 
in the range of about 12 to 15%, nearly half of which accrues from the adaptive posts ltering 
and automatic gain control. 
The 64-tap N-LMS based echo canceller requires about 14% of the 
total DSP32C computational complexity. It can be seen from Table 6.4 that the LTP search 
and the codebook search are the two most complex 
functions in the whole system. The LTP 
search alone 
loads the DSP32C to about 34% whereas the codebook search accounts for another 
21 to 28% approximately. The reason for this wide range is that the number of codebook indices 
searched for the three respective rates are 
different and are as follows 180 for the 8.0 kb/s case, 
256 for the 6.4 kb/s case and 500 for the 4.8 kb/s case. These figures actually represent the 
maximum number of codebook 
indices at the respective bit rates that could be searched within 
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the available computational capability of the DSP. 
Note that the DSP32C loading figures shown in Table 6.4 are based on the total number of 
processor clock cycles required for the various functions and they differ from those calculated 
using NOPS. The reason is that the former also takes into account 
(a) the clock cycles stolen for 
the DMA operations and (b) the clock cycles taken up by the extra wait states due to consecutive 
accesses to the same memory bank [19], whereas the latter considers only the total number of 
instruction cycles required for the those functions. (For 50 MHz operation, each processor clock 
cycle equals 20 ns and each instruction cycle 80 ns). Clearly the smaller the difference, the 
more efficient the DSP code. In this implementation this difference is less than 3% for the total 
computational load. 
Memory On-chip Off-chip Sub-total 
Program (Bytes) - 9716 9716 
Data (Bytes) 6104 9412 15516 
Total (Bytes) 6104 19128.25232 
Table 6.5: Storage requirements for the multi-rate PRELP coder 
Table 6.5 shows the amount of program and data memory needed. It is evident from this 
Table that the total memory required for the integrated speech coder and the echo canceller is 
about 25 kbytes of which nearly 15 
kbytes are used for data storage and scratch pads and the 
remaining (about 10 kbytes) for the program storage. 
About 6 kbytes out of the 15 kbytes for 
data storage is the onchip RAM. Thus the total external storage is about 19 kbytes which is well 
within the 32 kbytes external SRAM available on the target 
hardware. We tried to maximise 
the use of onchip RAM in order to minimise the number of extra wait states. 
Obviously, the computational load of the processor can be decreased by increasing the use 
of look-up tables. This however 
implies increased storage requirements. Besides computational 
complexity and storage requirements the other significant results of a speech coder's real-time 
implementation include the power consumption and the end-to-end delay. The total power 
consumption of the speech coder reported 
here is about 3 watts at 5 volts. And the end-to-end 
delay is 5 frames as illustrated in Figure 6.26. Note that this does not take into account the 
extra interpolation 
delay due to the half a frame look-ahead Hamming window used in this coder. 
Theoretically this extra delay is half a frame but practically in a full-duplex implementation such 
as ours it typically equals to one 
frame. The main reason for this is that the encoder operation 
is synchronised at frame level. 
6.6.2 Mean Opinion Score 
Speech quality of the real-time implemented PRELP coder was measured at three bit-rates using 
in-house informal listening tests. In the tests a five point quality scale measure was used where 
1= bad, 2= poor, 3= fair, 4= good and 5= excellent. Six mixed sentences spoken by two 
anales and two 
females were used and presented in a random order to 10 subjects. Each subject 
Was given a brief explanation about the 
test but was not allowed to listen to any of the test 
material prior to the actual test. 
The MOS test results are shown in Table 6.6. 
Even allowing for the limited and informal nature of these tests and slightly higher values 
of standard 
deviation (amos) which are probably due to the widely varying expectations of the 
subjects taking part 
in these tests the results obtained are quite significant. They suggest that 
the speech quality of the implemented PRELP coder along with the 64-tap echo canceller at 
4.8 kb/s is very comparable with other 4.8 kb/s CELP coders which are computationally far 
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Bit Rate (bits/sec) 11 MOS CMOs 
4800 3.5 0.14 
6400 3.8 0.20 
8000 4.0 0.18 
Table 6.6: Subjective test results for the multi-rate coder 
more expensive, e. g. the DoD CELP coder [159). The quality of the 6.4 kb/s version is higher 
than the full-rate GSM coder [154,155]. Whereas the 8 kb/s version is very close to the 32 
kb/s ADPCM. These results also indicate that the inclusion of the 64-tap echo canceller which 
accounts for about 14% of the total available processing power did not result in a significant 
degradation of the output speech quality. 
6.7 Concluding Remarks 
In this chapter, the design of a multi-rate speech coder and an echo canceller for VSAT and 
multiplexer applications has been presented. The integrated system has been implemented in 
real-time in a single (80 ns) AT&T DSP32C based hardware. The echo canceller uses the 
adaptive FIR filter structure to estimate the echo path impulse response and a 64-tap N-LMS 
algorithm for adaptation to the echo path variation. The rationale for using this filter structure 
and the adaptation algorithm 
has also been discussed in this chapter. The performance of the 
echo canceller has been extensively tested using 
different types of test signals and found that 
it not only meets all the relevant requirements specified in Test Nos. 1 to 4 in the ITU-T Rec. 
G. 165 but that it exceeds them by several dB. However, the number of filter taps (64) though 
sufficient for applications involving very small 
(< 4 ms) round-trip delays may not be enough 
to cater for other longer round-trip delay applications. Therefore, the number of filter taps may 
have to be increased to 128 or 256. This would not be difficult to achieve as higher performance 
(50 ns and 40 ns) versions of the DSP32C are expected to become available very soon. And 
when they do become available, improved echo cancellation performance may be achieved by 
employing the two echo path models 
(i. e. background EPM and fore-ground EPM) proposed by 
Ochiai et al. [157] instead of the classical single echo path model especially during double talk 
periods. This model 
has not been used here only because of its higher computational complexity. 
The PRELP based speech coder supports a multi-rate operation at the following three rates: 
4.8,6.4 and 8.0 kb/s and produces speech quality with MOS rating of about 3.5 at 4.8 kb/s 
nearly 3.8 at 6.4 
kb/s and about 4 at 8 kb/s. This speech quality is quite acceptable for 
Irrost private networks employing multiplexers or 
VSATs. In fact variants of this coder are 
already being used 
in practical systems by various national and international multiplexer and 
VSAT equipment manufacturers, including Eloquence Ltd UK and Schrack Aerospace Austria. 
However, with the imminent availability of the 60 to 100% enhanced computational capability 
DSP32C, the quality of the speech coder can be significantly improved by taking the following 
steps. Firstly, 
improving the coding efficiency of LSF quantisation scheme by employing vector 
quantisation and using the 
bits saved for better encoding the excitation. Secondly, employing 
fractional rather than integer lag closed-loop LTP search. Thirdly, employing SCE rather than 
FpE for modelling the secondary excitation. Finally, employing improved adaptive postfiltering, 
i. e. including the 
long-term postfilter section as well in the adaptive postfilter transfer function. 
Chapter 7 
SPEECH CODING FOR AUDIO 
DESCRIPTION ON TELEVISION 
7.1 Introduction 
Audio Description is a spoken commentary aimed to enhance the enjoyment of visually impaired 
people - about 757,000 only in the UK. 
[135] - by describing what is happening and informa- 
tion about key visual elements of a scene, e. g. actions, settings, costumes, body language and 
so on. It is delivered in the gaps 
between the normal programme dialogue. The provision of 
such a service on television in countries such as the USA and Japan has been relatively straight- 
forward since an extra FM sound channel is available to carry such a service. However, in the 
UK and some other European countries, the baseband spectrum of the standard 8 MHz TV 
channel is highly congested and there is no room to accommodate an extra sound channel for 
Audio Description [174]. Therefore, in September 1991, the AUDETEL consortium consisting 
of broadcasters, manufacturers, speech coding researchers and organisations having special in- 
terests in the blind and elderly was formed. Soon after, the consortium secured support of the 
EC Technology Initiative for Disabled and Elderly (TIDE) programme to undertake a thorough 
study of all aspects of 
Audio Description and to lay the ground for the introduction of a service 
on a European scale. 
Recognising the fact that available speech coding technology can deliver near toll quality 
speech at around 8 
kb/s, the consortium felt that this technology could be employed to encode 
the Audio Description signal at around 8 kb/s and transmit it using spare data capacity, either 
in the Near Instantaneous Companding (NICAM) multiplex or in the Teletext system. This 
approach not only provides the required speech quality, 
but also, does not interfere in any 
way with existing services. Two other advantages of this approach are: 
(i) it does not involve 
ny fundamental change to the television signal which implies that, although speech encoding 
equipment 
is required in the TV studio (and speech decoding equipment in the TV receiver), 
new distribution and transmission equipment 
is not needed to support the service and (ii) it will 
be compatible with the future all-digital television transmission systems. 
The total data capacity available in the NICAM system is 728 kb/s but not all of it is used 
for the stereo sound. There are 11 currently unused data bits in each 1 ms NICAM frame which 
corresponds to a total available 
data rate of 11 kb/s. In the NICAM system, 16 NICAM frames 
are grouped to to 
form a 16 ms NICAM supergroup. In each such supergroup, 16 x 11 = 176 
bits are thus available. Of these, 24 were required for control information whilst the remaining 
152 bits can be used for the compressed AUDETEL data [174]. Thus the total capacity available 
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for speech coding is 152/(16 x 10-3) = 9.5 kb/s. The NICAM system is used in the UK and a 
few other European countries for the transmission of digital stereo sound. 
The use of the Teletext system, on the other hand, is more wide spread. In this system, the 
vertical blanking interval (VBI) of the television video signal is employed to transmit data for 
displaying text as Teletext pages on suitably equipped receivers. However, other data such as 
the compressed AUDETEL speech data can also be transmitted. The total capacity of one VBI 
line per television frame (40 ms) is 42 bytes. Of these, 38 can be used for the transmission of 
the compressed AUDETEL data whilst the remaining 4 bytes are used for control information 
[174]. Thus the total capacity available for speech coding in the 1 VBI line Teletext system is 
38 x 8/(20 x 10-3) = 7.6 kb/s. 
This chapter covers the design and real-time implementation of a speech coder with inte- 
grated channel error control for the AUDETEL application. Section 7.2 describes the constraints 
and performance requirements this application imposed on the design of the speech coder and 
the channel error control. The speech coding algorithm is described in section 7.3. Section 7.4 
provides a brief overview of the voice activity detection algorithm incorporated in the system 
to facilitate transmission of other data during periods of no Audio Description. The channel 
error control scheme is discussed in section 7.5. The real-time. implementation of the system 
is covered in section 7.6. Important results of the implementation are discussed in section 7.7 
whilst some concluding remarks are presented in section 7.8. 
7.2 Constraints and Requirements 
The AUDETEL application requires two speech coders operating at gross bit rates of 9.5 kb/s 
and 7.6 kb/s for the NICAM and Teletext systems respectively. It is advantageous from the 
design and implementation point of view if the two coders are based on the same speech coding 
algorithm, e. g. the multi-rate 
PRELP coder discussed in Chapter 6. One way of achieving this 
objective is by varying the analysis 
frame size whilst keeping all other functions or routines 
unchanged. In the 
AUDETEL application this was accomplished by using a 20 ms analysis 
frame for the coder intended for the Teletext system and 16 ms for the one destined for the 
NICAM system. The 20 ms frame size at a data rate of 7.6 kb/s corresponds to 152 bits or 19 
bytes. Similarly, the frame size of 16 ms at a data rate of 9.5 kb/s translates to 152 bits. The 
main reason for choosing these values of 
frame size is that they can easily be supported by the 
e: ýcisting NICAM and 
Teletext transmission equipment. 
The main requirements of the AUDETEL application are as follows. 
1. The coder should produce highest possible speech quality at the respective bit rates espe- 
cially, because the relatively low speech quality Audio Description and the stereo quality 
main programme sound would be heard by the user in quick succession. So if the difference 
in speech quality is too high, the users may not accept the AUDETEL service. 
2. The speech decoder should be as simple as possible in order to facilitate its cheap real-time 
implementation. The significance of this requirement is evident from the fact that a large 
number of them will be employed. However, the encoder may be computation intensive as 
only a few of these will be required at the TV studios. 
3. A voice activity detector (VAD) should also be incorporated to allow transmission of other 
data during periods of no Audio Description. 
7.3 Speech Coding Algorithm 176 
4. The speech coder should exhibit robustness to random channel errors up to 10-3. This is 
an average bit error rate (BER) for the TV broadcast channel. However occasional error 
bursts resulting in the loss of one or even two frames of data are not ruled out. Therefore, 
an effective error control coding scheme should also be incorporated. 
7.3 Speech Coding Algorithm 
The PRELP speech coding algorithm was chosen for the following three reasons. Firstly, it 
provides high output speech quality in the 4.8 to 8 kb/s range. Secondly, it has a built-in 
resilience to random channel error rates up to 10-3. Finally, it entails low computational and 
storage requirements as compared to a standard 
CELP algorithm. Keeping in view that the 
expected average BER for the TV broadcast channel is < 10-3 
(random) and the fact that a 
PRELP coder can cope with such errors without any forward error control (FEC), the primary 
airn was to achieve highest possible speech quality 
from the source coder within the stipulated 
source coder bit rates. However, it was recognised that even at these low level channel BERs the 
corruption of codebook excitation vector gains can occasionally result in loud bangs and dicks, 
therefore, some redundancy will be needed to augment the built-in robustness. 
The two coders required for the Teletext and NICAM versions were obtained by using PRELP 
as the speech coding algorithm and employing two 
different frame sizes, 20 ms for the former and 
16 ms for the latter. Initially, the secondary excitation was modelled using the Pitch Adaptive 
Mixed Excitation (PAME) codebook discussed in Chapter 5. Later on, it was replaced with 
a Fully Pulsed Excitation 
(FPE) codebook because the latter not only provides better speech 
quality but also does not require any storage. 
A simplified block diagram of the final coder is 
shown in Fig. 7.1. 
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Figure 7.1: Simplified block diagram of the AUDETEL speech coder 
The concept of PRELP coding was discussed in Chapter 5 and the operation of a typical 
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PRELP coder was described step by step in Chapter 6. Therefore, only the main features of the 
speech coder developed for the AUDETEL application are outlined here. These are: 
" In both NICAM and Teletext versions, the narrowband input signal is sampled at 8 kHz 
and digitised using a 16-bit A/D converter in order to preserve a high signal to noise ratio 
at the input of the speech coding algorithm. 
" The frame length is 160 samples for the Teletext and 128 samples for the NICAM version. 
" Each speech frame is windowed using a Hamming window placed on the second half of 
the current frame and the first half of the next frame and analysed to obtain 10 LPC 
coefficients. 
"A bandwidth expansion of 15 Hz is applied to the LPC coefficients before they are trans- 
formed into the LSF domain as this has been found to produce better overall speech 
quality. 
" The LSFs are quantised and encoded using the 37-bit scalar quantisation scheme described 
in Chapter 5. 
" After LPC analysis, each frame is split into four subframes. Thus, the subframe length is 40 
in the Teletext case and 32 in the NICAM. For each subframe, the optimum primary and 
secondary excitation parameters are computed using iterative search procedures. Noise 
shaping with a weighting factor of 0.8 is used during these searches. 
" For each subframe, the quantised LSFs are interpolated between the current and last 
frame, using the interpolation weights shown in Table 7.1. The interpolated LSFs are then 
inverse transformed into LPCs. 
" The primary excitation is modelled using a single tap, integer lag, and a closed-loop LTP in 
the form of an adaptive codebook with a lag range of 20 to 147. The lag is encoded using 7 
bits and the corresponding scaling factor is quantised and encoded using the non-uniform 
5-bit scalar quantiser described in Chapter 5. 
" The secondary excitation is modelled using an 8-bit FPE codebook. The pulse spacing 
p, in the Teletext version ranges between 19 and 40 which corresponds to a total of 269 
indices of which the last 13 are not searched. In the NICAM version, P varies between 8 
and 32 which corresponds to a total of 260 indices of which the last 4 are not searched. 
" The codebook gain is quantised and encoded using the non-uniform 5-bit scalar quantiser 
shown in Table 7.2. Note that this scheme is different from the one described earlier 
in Chapter 5. Here, the quantiser dynamic range is much larger to cater for the larger 
dynamic range (16 bits) of the input signal. 
Adaptive spectral shaping is applied to the secondary excitation from the FPE codebook 
for the reasons discussed in Chapter 5. The poles and zeros modifying factors were set to 
0.9 and 0.7, respectively. These values were chosen to maximise subjective speech quality. 
" The decoded speech output is adaptively postfiltered to enhance the perceived quality. 
We used the short-term postfilter described in Chapter 5. The long-term Postfilter was 
not incorporated even though it could improve the output speech quality further, mainly 
because of its additional complexity. The values of the postfilter control parameters a, 
ß and p which represent the poles modifying factor, the zeros modifying factor and the 
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spectral tilt compensation factor respectively, were optimised for the operation of the coder 
at the two different rates. The values which provided satisfactory performance at both 
the rates were: a=0.8, Q=0.6 and p= -0.3k1 where kl is the first reflection coefficient 
computed from the quantised LPC parameters. The postlUter output was gain normalised 
with respect to its input as described in Chapter 5. 
It is to be mentioned here that the adaptive spectral shaping of the secondary excitation 
vectors achieves a similar noise masking effect as the adaptive postl ltering. Thus the latter 
can be omitted without a significant loss of subjective speech quality, hence achieving the 
objective of a computationally simple speech decoder. 
Subframe Current Frame Last Frame 
1 1/8 7/8 
2 3/8 5/8 
3 5/8 3/8 
4 7/8 1/8 
Table 7.1: LSF interpolation weights for each subframe [159] 
Level Gain Level Gain Level Gain Level Gain 
0 -1996 8 -268 16 2 24 336 
1 -1306 9 -204 17 6 25 418 
2 -990 10 -148 18 20 26 510 
3 -780 11 -96 19 54 27 628 
4 -628 12 -54 20 96 28 780 
5 -510 13 -20 21 148 29 990 
6 -418 14 -6 22 204 30 1306 
7 -336 15 -2 23 268 31 1996 
Table 7.2: Non-uniform 5-bit quantiser for the excitation vector gains. 
Table 7.3 shows the bit allocation for the AUDETEL speech coder. A significant point of 
this design is that both the Teletext and the 
NICAM versions use exactly the same bit allocation 
and the same 
functional modules which means that the two versions will be exactly the same 
fromm the real-time implementation point of view. Consequently, a low cost implementation of 
Parameters Bits per Frame 
10 LPC coefficients 37 
4 LTP lags 7x4= 28 
4 LTP gains 5x4= 20 
4 Codebook indices 8x4= 32 
4 Codebook gains 5x4= 20 
Total 137 
Table 7.3: AUDETEL speech coder bit allocation 
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the decoder, most probably in an ASIC, will become easier to achieve. For the frame update 
rates of 50 Hz and 62.5 Hz 
for the Teletext and NICAM versions respectively, the corresponding 
source coding are 137 x 50 = 
6850 bits/sec and 137 x 62.5 = 8562.5 bits/sec. 
It should be noted that the frame rate of 62.5 Hz in the NICAM version is slightly higher 
than the optimum frame rate used in the Teletext version. Transmitting the LPC parameters 
at a higher rate than the optimum 
does not contribute to the speech quality significantly. Nev- 
ertheless, the overall speech quality of 
the NICAM version is expected to be higher than that 
of the Teletext version 
due to better modelling of the excitation in the former because of the 
smaller subframe 
length it employs. 
7,4 Voice Activity Detector 
Since Audio Description consists of intermittent bursts of speech, it does not necessarily require 
a permanent channel allocation and can 
be very efficiently time-shared with other signals. To 
facilitate this, a VAD algorithm was incorporated with the speech coder. The design of this 
VAD algorithm is based on the simple principle of level detection because the AUDETEL signal 
background is envisaged to be either silence or a very low level room noise unlike in applications 
involving varying background noise characteristics. 
For example, the design of the VAD incor- 
porated 
in the full-rate GSM takes into account a whole range of characteristics of the signal, 
e. g. energy, periodicity and spectral stationarity 
[61]. 
As the first autocorrelation coefficient (ACFo) computed during the LPC analysis provides 
a good indication of 
the energy of the input signal in that frame, a threshold based on ACF0 
can be used 
for making the decision as to whether the respective speech frame contains any 
Audio Description to be encoded and transmitted 
(VAD=1) or not (VAD=O). The value of 
this threshold 
in a given application depends on the dynamic range of the input signal. For 
the 16-bit 
A/D converter used in the AUDETEL coder, a value of 200,000 for this threshold 
was found to provide satisfactory results. 
Thus a speech frame for which ACFo > 200,000 is 
declared VAD=1. 
At the receiver, the speech decoding algorithm needs to know which frames contain valid 
speech 
data and which do not. This can be achieved by setting an input flag (either a hardware 
input pin or a 
location in the SRAM) to a low or high level, as appropriate. The decoder would 
then synthesise a silence 
frame to fill in the gap in the outbound Audio Description. 
A. VAD hangover period of 5 frames for the Teletext version and 6 frames for the NICAM 
version was used 
to eliminate mid-burst clipping of low level speech. However, the hangover was 
only added 
to speech bursts which exceeded a duration of 3 frames for the Teletext version and 
4 frames for the 
NICAM version in order to avoid extension of noise spikes. The VAD algorithm 
performed quite 
well and very few instances of front-end and mid-burst clipping were noticed 
ding informal listening tests. 
On the other hand, the average activity (i. e. VAD=1) indicated 
by the VAD algorithm 
for a variety of male and female speech data files with clean background 
Was around 
40% which is not that high when compared with the figure of about 37% reported 
for the relatively much sophisticated 
VAD used in the GSM full-rate system (61). 
, T, S Channel Error 
Control 
gaving earmarked 
137 out of a total of 152 bits available per frame for the source coding, there 
are Only 
15 bits per frame left for providing forward error control (FEC) coding. Obviously, 
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such a low amount of redundancy is insufficient for providing adequate error protection to all 
the coder parameters. Fortunately, the relative bit error sensitivities of the various parameters 
of a PRELP coder, as shown in Fig. 7.2 are not equal. That is to say that some parameters 
cause more distortion in the synthesised output speech than the others. Also, individual bits in a 
parameter do not necessarily exhibit the same degree of bit error sensitivity. It is therefore more 
efficient to provide error protection to different coder parameters according to their relative bit 
error sensitivities, i. e. the most sensitive parameter getting the maximum protection and the 
least sensitive the minimum. This concept is known as Unequal Error Protection (UEP) and 
has been discussed in detail in [160]. 
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Figure 7.2: Relative bit error sensitivities of a typical PRELP coder (22]. PI and PG are LTP 
lag and gain respectively. CI and CG are codebook (vector) indices and gains respectively. The 
LPC parameters were transformed into LSFs. 
It can be seen from Fig. 7.2 that the secondary excitation (codebook) vector gains are almost 
four times more error sensitive than the LTP gains, LTP lags, LPC parameters and codebook 
indices. Therefore, they must be protected adequately. Informal listening tests have indicated 
that although corrupted LTP lags, LTP gains and codebook indices generally degrade the output 
speech quality, they do not cause very annoying bangs and clicks. But the corruption of LPC 
parameters can make the LPC synthesis filter unstable, thus resulting in loud bangs and clicks 
in the output speech. This implies that the LPC parameters should also be protected. However, 
the redundancy available (i. e. 15 bits) is not enough to provide adequate protection to both 
LpC parameters and vector gains. It was therefore decided to protect the vector gains only and 
use parameter replacement and other smoothing techniques [20,21] for the error recovery of 
72.75 74.71 7331 83.17 
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LPC parameters. 
Because of the predominance of random errors on the TV broadcast channel it was hoped 
that this strategy will produce the optimum performance. The occasional short error bursts 
will be converted into random errors using bit shuffling and long error bursts will be dealt with 
using an appropriate lost frame reconstruction scheme. 
7.5.1 Error Recovery of LPC Parameters 
In most low bit rate speech coders, the direct form LPC filter coefficients (derived In Chapter 
3) are transformed into the Line Spectrum Pairs (LSPs) or Frequencies (LSFs) [110,204) be- 
fore their quantisation/encoding and transmission for the following two reasons. Firstly, they 
can provide higher coding efficiency [164,70]. Secondly, they possess properties which can be 
exploited in error control, making them the most robust means of transmitting the LPC fil- 
ter coefficients. Thus either a partially FEC-protected or an effective zero-redundancy scheme 
[20,160] can be used. 
Of the LSFs and LSPs, the LSFs are more directly related to observable speech spectral 
features such as the formants. This relationship for a 10th order LPC analysis of a typical 
voiced speech frame is illustrated in Fig. 7.3. Each LSF pair marks the bandwidth limits of the 
relevant formant, hence the narrower the formants, the loser the respective LSFs, e. g. during 
voiced speech or tones. Since the LPC model stresses the importance of the formants In speech 
perception, spectral reconstruction at the decoder can be made more effective since we deal 
directly with the positions and bandwidths of these formants. 
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v ä, 
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Figure 7.3: The relationship of LSF elements to speech formants 
It can also be noticed from Fig. 7.3 that 0< LSFo < LSF1 < LSF2 < ... < LSFp_1 <r 
where P is the filter order and r is the normalised frequency. For 8 kiiz sampling, it equals 
4000 Hz. This natural ordering of LSFs, for a given speech frame, is commonly referred to as 
the monotonicity criterion. In order to ensure a stable operation of the LPC synthesis filter this 
Normalized Frequency x 
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criterion must be satisfied (a) at the encoder before and after quantisation and after interpola- 
tion and (b) at the decoder after decoding and interpolation. Another important property of 
the LSF vectors is that they exhibit a very high degree of correlation from frame to frame. This 
inter-frame correlation of LSFs can be statistically modelled using differences between the cor- 
responding LSF elements in two adjacent frames. Fig. 7.4 depicts the probability distribution 
function of inter-frame LSF differences for a 10th order LPC analysis. 
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Figure 7.4: Distribution of inter-frame LSF differences for a 10th order LPC analysis 
Both the above described properties of LSFs, i. e. the infra-frame monotonicity and a high 
degree of inter-frame correlation are very attractive from the error control view point. The 
inter-frame correlation can be exploited at the decoder as follows. If the current LSF vector is 
known to be corrupted, good estimates of its elements can be derived from the past immediate 
vectors since each of them is close to the current vector. The monotonicity criterion on the other 
hand is the hub of most LSF error recovery schemes. It is basically used as an error detector. 
It is also a desirable error indicator because it detects only the most severe errors (potential 
instabilities) whilst disregarding the less severe ones. At the point of an instability within an 
LSF vector, a cross over is said to have occurred if, 
LSF(j) +C> LSF(k), 0<j<k<P-1 (7.1) 
where C is a constant which is used to ensure that no two adjacent LSF elements are too closely 
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spaced. Otherwise, tonal artefacts such as whistles can result in significant speech degradations. 
ZVhen cross overs are detected at the decoder, the error control problem is to correct this 
instability whilst minimising the resultant spectral distortion. In general, the corrupted LSFs 
can be stabilised by interpolating values from previous frame(s). The reliability of such simple 
techniques is quite high, owing to the high inter-frame correlations of LSFs. 
There are three commonly known variants of LSF interpolation, vector interpolation, pair. 
'wise interpolation and single-element interpolation [20). In vector interpolation, a received 
unstable LSF vector is simply replaced with a previous stable vector. In terms of implementation, 
the direct form LPC coefficients are simply retained from the previous frame, although they may 
be modified by broadening the spectral formant bandwidths. The use of this scheme is generally 
limited to lost frame reconstruction strategies where the LSF vector has a high incidence of 
channel errors. 
In pair-wise interpolation, only the offending pair of LSFs is replaced with the corresponding 
pair in the previous frame. To account for the possibility of having more than one cross overs in 
a received LSF vector, all pairs of LSFs are progressively checked for monotonicity and replaced 
if necessary. This scheme is preferred for less severe channel corruptions where the probability 
that only one LSF element is responsible for the instability is quite high. 
In the single-element interpolation scheme, the aim is to isolate the offending LSF in a cross 
over and then replace it with the corresponding element in the previous frame without altering 
the remaining elements. For determining which LSF is likely to be corrupted, two methods are 
used, formant tracking and frequency spacing [20]. This scheme performs better than the other 
two where a very low level of channel corruption is expected. However, it is computationally 
more expensive. 
For the AUDETEL application in which the average channel BEIts are quite low both pair. 
wise and single-element interpolation schemes are suitable. However, the former was preferred 
for its simplicity. Additionally, to cope with occasional error bursts, vector interpolation was 
employed. The scheme operates as follows. The corruption of LPC parameters is detected at 
the decoder by checking for the monotonicity criterion. If a cross over is detected, then pair-wise 
interpolation is employed. Subsequently, another cross over check is performed and if further 
cross overs are detected, then vector interpolation is used. Finally, to avoid significant pops in 
the output speech, a formants bandwidth expansion of 130 liz is applied to the LPC parameters 
retained from the previous frame. Informal listening tests indicated that this scheme works quite 
well under transmission error conditions characteristic of the TV broadcast channel. 
7.5.2 Protection of Vector Gains 
The task is to provide adequate error protection to the vector gains, 4 of them per frame, each 
encoded using 5 bits. The constraints are (a) the redundancy should be < 15 bits per frame 
and (b) the decoder of the chosen FEC code should be simple so that the objective of an overall 
simple AUDETEL decoder is not compromised. The three most commonly used (in speech 
communication systems) FEC codes are the Hamming codes, the Reed Solomon (itS) codes and 
the Convolutional codes [214]. The Hamming codes are very simple but their error correcting 
capability is low and therefore they are suitable for correcting random errors. The RS codes can 
correct more errors (for a given redundancy) than Hamming codes but their complexity is very 
high. They are more suitable for correcting burst errors. The Convolutional codes are not as 
complex as RS codes but they require higher redundancy for a given performance. Therefore, for 
this application which involves low level random channel errors, we opted for Hamming codes. 
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In each vector gain, the least significant bit (bo) which happens to be the least error sensitive 
as well was left out and the remaining four bits (b4b3bzb1) were protected using a (7,4) Hamming 
code. Therefore, the total redundancy used for FEC per frame was 4x3 = 12 bits, leaving 3 bits 
spare for future use. Thus the gross bit rate for the coder was 7.45 kb/s for the Teletext version 
and 9.3125 kb/s for the NICAM version. With the (7,4) Hamming code which can detect and 
correct a single error in the codeword, it was hoped that most of the random errors corrupting 
the vector gains will be detected and corrected. However, the incidences of more than one bit 
in error per codeword would not be detectable. To cope with such situations, bit shuffling was 
employed. This scheme provided almost transparent performance for random channel errors up 
to 10-3. But occasional bangs and clicks could be heard in the synthesised speech when short 
bursts of errors corrupted a major part of a frame and the condition was not identified and 
signalled to the decoder. To overcome this, a vector gain control algorithm was designed which 
is described next. 
7.5.3 Vector Gain Control 
Fig. 7.5 shows the probability distribution function of vector gain deviations relative to the 
mean within a frame for a data file containing both male and female speech. It can be seen that 
the probability of having a vector gain magnitude deviation between 0 and 5 is more than 50%, 
between 5 and 10 more than 15% and between 10 and 15 about 10%. Comparing these deviations 
with the large dynamic range of the vector gain quantiser (-1996 to 1996), it is reasonable to 
say that the vector gains tend to be stationary from subframe to subframe. It is this very 
characteristic of the vector gains which is exploited in this vector gain control algorithm. 
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Figure 7.5: Distribution of vector gain deviations 
The algorithm requires information from the Hamming decoder about the number of code- 
words detected to be corrupted in a given frame, i. e. the number of decoded codewords with a 
eon-Zero syndrome. This information is used to decide whether or not to apply smoothing to the 
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received vector gains since smoothing gains received correctly in the first place is equivalent to 
corrupting the gains, thus distorting the output speech. To avoid such dear channel degradation 
of speech quality, smoothing is only applied if the Hamming decoder has detected at least one 
corrupted codeword. However, there is a possibility that more than one bit in a codeword is 
corrupted and yet the Hamming decoder indicates the received codeword as a correctly received 
codeword, thereby disabling the smoothing algorithm when it is needed the most. Nevertheless, 
the probability of having such situations is very low because (a) the expected channel error rates 
are quite low and (b) bit shuffling is employed. 
The algorithm operates as follows. At power up, the magnitude of the last (i. e. 4th subframe) 
vector gain from the previous frame pv4, and a short-term running average of the standard 
deviation of the deviations vd(n - 1), are initialised as below. 
PV4=1.0 (7.2) 
and 
ad(n - 1) = 5.0 (7.3) 
Then, for every subsequent speech frame, the steps given below are followed. 
(1) Taking pv4 into consideration, compute the average of the five vector gains, as given by, 
4 
9=5EI9(=)I 
s-o 
where 1g(O)I = pv4. 
(2) Compute absolute deviation 6(i), for each gain magnitude as, 
(7.4) 
ö(i) =I lg(i)f - 91,0 <i<4 (7.5) 
(3) Compote the average of the deviations ä, as given by, 
54 E a(i) (7.6) 
i-o 
(4) Compute the standard deviation of the deviations using: 
vd 
E0 b2(=) 
- ö2 (7.7) 5 
(5) Compute a short-term running average of ad as, 
Qd(n) = 7Ord + (1 - 7)Qd(n - 1) 
(7.8) 
where y takes on a typical value of 0.1. 
(6) Check if any errors were detected during Hamming decoding. If no errors, then, 
vd(n - 1) = 8d(n) (7.9) 
and 
Pv4 = I9(4)1 (7.10) 
and EXIT. Else, continue. 
7.5 Channel Error Control 186 
(7) Isolate the vector gain g(j), resulting in the largest deviation, 8(j). If 
16U) - bI < ßäd(n) (7.11) 
where 0 is typically equal to 10.0 and j can have any integer value between 1 and 4, then 
dd(n - 1) = &d(n) and pv4 = Ig(4)I (7.12) 
and EXIT. Else, continue. 
(8) Toggle the least significant bit (b1) of the index of the suspected gain g(j). Then decode 
the resulting value g,, (j ), and obtain its magnitude. 
(9) Then compute the following: 
9m= 
1EI9(i)I, 
0<i<4, i0 j (7.13) 
i 
6(i) =I I9(z)I - 9m1,0: 5 i<4 (7.14) 
4 6(i), 0<i<4, ioj (7.15) 
c 
ad = 
ý' 42(i) 
- ö2, O< i<4, i#j (7.16) 
Lid(n) = yod + (1 - y)äd(n - 1) (7.17) 
(10) If (ö(i) - il < ßvd(n), then 
g(j) = 9m(ß) and vd(n - 1) = &d(n) (7.18) 
and go to step (13). Else, continue. 
(11) Toggle the next more significant bit of the index of g(j), decode the resulting value g,,.,, (j), 
obtain its magnitude, compute its deviation 6(j), and go to step (10). 
(12) If toggling of all the three bits (leaving the sign bit) has been tried and yet the criterion 
given in step (10) is not satisfied, then 
I9(j)1 = 2190 - 1)I + 219(. 7 + 1)1 (7.19) 
for any j between 1 and 3, and for j=4, I9(J)I = 9m" The sign of g(j) is preserved. 
vd(n - 1) = va(n) (7.20) 
(13) Now compute the following, 
4 
9m =5E I9(0I (7.21) 
i=0 
b(i) _I I9(i)I - 9ml, 0: 5 i<4 (7.22) 
4 
ö(n) =5E b(i) (7.23) 
i=0 
ýd = 'i ° 
b2(Z} 
-5 62 (7.24) 
&d(n) = 'fad + (1 - 7)vd(n - 1) (7.25) 
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(14) Isolate the vector gain g(k), now resulting in the largest deviation 5(k). 
If I5(k) - öI < QQd(n), then, 
vd(n - 1) = &d(n) (7.26) 
Pu4 = Ig(4)I (7.27) 
and EXIT. Else, continue. 
(15) Toggle bit bl of the index of the new suspect gain g(k), and decode the resulting value 
gm(k)" 
(16) Compute a new value for gm, 5(i), b, vd and &d(n) using Equations (7.13) to (7.17). 
(17) If 15(k) - SI < ßöd(n), then 
g(k) = g,, (k) (7.28) 
vd(n - 1) = äd(n) (7.29) 
PV4 = Ig(4)I (7.30) 
and EXIT. Else, continue. 
(18) Toggle the next more significant bit of the index of g(k), decode the resulting value g,,, (k), 
obtain its magnitude, compute its deviation 5(k), and go to step (17). 
(19) If toggling of all the three bits has been tried and yet the criterion given in step (17) is 
not satisfied, then 
I9(k)I = Ig(k- 1)1 + Ig(k+ 1)1 (7.31) 22 
for any k between 1 and 3, and for k=4, Ig(k)I = g, and, 
vd(n - 1) = &d(n) (7.32) 
PV4 = I9(4)I (7.33) 
and EXIT. 
Even under severe channel error conditions, this scheme was found to be very effective in 
reducing the error effects. 
At low error rates, the FEC could eliminate the errors on vector 
gains, but in cases where the errors were more than the FEC could cope with, the adaptive gain 
control smoothed out, the effects of the residual errors. 
Thus, with this two-prong channel error 
control scheme, we met the low redundancy requirement on the one 
hand and good performance 
on the other. Moreover, its computational complexity was very 
low. Informal listening tests 
confirmed that the coder was not affected with random errors up to 10"3. 
Even at 10-2, speech 
intelligibility was maintained without the undesirable loud bangs, pops and clicks. 
7.5.4 Lost Frame Reconstruction 
In the AUDETEL application, the corruption of the header or control information bits can result 
in the loss of one or more frames of encoded speech data. A flag indicating such occurrences can 
be checked on the decoder side and appropriate measures taken to fill the resulting gap in the 
decoded output speech. Addressing this issue, a lost frame reconstruction scheme was developed 
which works very well under both single and multiple frame loss conditions. A description of its 
step-by-step operation is given 
below. 
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For the first lost frame: 
" Set the excitation vector gains for all the subframes to zero, i. e. ignore the secondary 
excitation. 
" Calculate the LTP delay D and gain 0 as follows. Firstly compute the autocorrelation 
function of the speech in the previous output frame before postfiltering, 
L 
R(7-) _ s(i)s(i + T), Tomin <T<r,, (7.34) 
i=0 
where 71. =,, and rmax specify the delay range for T; and L equals the number of samples 
over which R(r) is computed. Both L and rmax depend on the frame size. For the Teletext 
version, rmax and L both are equal to 80. However, for the NICAM version, rmax is 78 
and L equals 50 (i. e. 128-78). Whereas rmtn takes on a value of 19 in either version. 
" Then set D=r where R(T) is the maximum. 
" Compute C(D) _ EL o s(i + D)s(i + D). 
" Set ,ß= R(D)/C(D). 
" Use the computed D and /3 in conjunction with the LPC parameters from the previous 
frame and synthesise all the four subframes. 
For the second lost frame: 
" Keep the excitation vector gain set to zero. 
" Retain D computed in the previous case. 
" Progressively (every subframe) reduce the gain ß computed in the previous case, as Q= 
/3 x 0.8. 
" Use D and 3 in conjunction with the LPC parameters from the previous frame, and 
synthesise all the four subframes. 
For subsequent lost frames: 
" Keep the excitation vector gain set to zero. 
" Set # to zero. 
" Clock out the LPC synthesis filter memory for all the four subframes, by using the LPC 
parameters from the previous frame. 
7.6 Real-Time Implementation 
Both versions of the AUDETEL speech coder along with the voice activity detection and forward 
error control coding were 
implemented in real-time using a modified version of the DSP32C-based 
hardware described in Chapter 6. Fig. 7.6 shows main features of this hardware. It can be seen 
that the modifications are limited to the source interface. Here, the input signal is bandlimited 
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in the 50-3600 Hz range with more than 40 dB attenuation at 4 kHz to avoid aliasing. Note 
that this range is wider than the usual 300-3400 Hz provided by the input filter built into a 
standard 8-bit A/u-law PCM codec designed for use in telecommunication applications. The 
extension of the bandwidth on the lower side is significant as it contribute to naturalness of 
speech [162]. The bandwidth extension on the higher side, on the other hand, is expected to 
increase the intelligibility. Even though it may not help the visually impaired with a degree of 
hearing loss at high frequencies (mostly elderly), it should be beneficial for those who are still 
young and without any hearing difficulties. 
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Figure 7.6: Block diagram of the AUDETEL speech coder hardware 
Figures 7.7 and 7.8 respectively illustrate the electrical interface between the AUDETEL 
speech coder hardware and the Teletext and NICAM transmission systems. As can be seen 
from Figure 7.7, the Teletext inserter provides a 50 Hz encoder frame sync signal and an 8 
kHz transmit data clock signal to the encoder part of the AUDETEL speech coder hardware. 
Consequently, the speech encoder outputs 160 bits of data every 20 ms. The first 152 bits (i. e. 
19 bytes) represent the actual compressed speech and FEC data and the last 8 bits are dummy. 
The speech encoder also provides a VAD output which is a flag indicated at one of the I/O pins. 
The update rate of this flag is the same as the frame rate. 
As depicted in Fig. 7.8, the NICAM encoder (through its Data Inserter) provides a 62.5 Hz 
signal for the encoder frame synchronisation and an 11.375 kHz transmit data clock signal to 
the speech encoder. The choice of this rather unusual clock frequency has been due to some 
limitations in terms of the availability of a suitable clock in the existing NICAM transmission 
equipment. So, the speech encoder outputs 182 bits every 16 ms. Of these, the first 152 bits 
are valid and the remaining dummy. As in the Teletext case, the VAD output is updated every 
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Figure 7.7: Block diagram of the interface b/w Teletext inserter and AUDETEL coder hardware 
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Figure 7.8: Block diagram of the interface b/w NICAM encoder and AUDETEL coder hardware 
frame. 
Figures 7.9 and 7.10 respectively show the electrical interface between the AUDETEL speech 
coder hardware and the Teletext and NICAM 
decoders. In these Figures, a signal termed 
as Lost Frame is introduced. 
This signal is input to the speech decoder at one of its I/O 
pins and is updated every 
frame. It is activated by the Teletext decoder or the NICAM Data 
Extractor in two different situations: (a) the packet received contains non-AUDETEL data (due 
to multiplexing at the transmit side) and (b) the control information in the received packet 
is severely corrupted due to channel errors. The speech decoder at the activation of the Lost 
Frame signal ignores the received data frame and resorts to the lost frame reconstruction scheme 
described earlier in this chapter. 
The generation of optimum DSP code for the two versions of the AUDETEL speech coding 
algorithm along with the 
VAD and FEC functions was achieved by following the strategies and 
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Figure 7.9: Block diagram of the interface b/w Teletext decoder and AUDETEL coder hardware 
Left 
Stereo Output 
PAL Input NICAM Data Data 
Decoder Extractor 
62.5 Hz 11.375 11.375 
62.5 Hz 
Lost kHz kb/s 
Frame Rx C! k Rx Data 
Decoder Fsync Speech Audio I 
Decoder output 
MIX 
Figure 7.10: Block diagram of the interface b/w NICAM decoder and AUDETEL coder hardware 
guidelines described in Chapter 4. Two factors made this task relatively easier. These were: 
1. The two versions use exactly the same algorithm, hence same subroutines. The only 
difference being the frame and subframe lengths; 160 and 40 in the Teletext version, and 
128 and 32 in the NICAM version. This was not a problem as the frame and subframe 
lengths could be defined as constants and for each version the respective values could easily 
be assigned to these constants. 
2. Most of the subroutines developed for the multi-rate PRELP coder described in Chapter 
6 could also be used in the AUDETEL coder. 
7.7 Results 
7.7.1 Computational Complexity and Memory Usage 
Table 7.4 shows the worst case computational requirements of the various functional blocks of 
the AUDETEL speech coder. The instruction cycles column indicates the total number of MAC 
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operations (NOPS) for a given function and the clock cycles column shows the total number of 
processor clock cycles for that function taking into account overheads 
due to extra wait states 
and/or dock cycles stolen for DMA operations. The loading column indicates the execution time 
for each function in terms of % of respective frame size. The Teletext version loads the DSP32C 
to about 92% whereas the NICAM version could only be accommodated into a single DSP32C 
after its LTP search range was truncated to 20 to 137 instead of 20 to 147. The main reason 
for 
not being able to squeeze the full specification NICAM version in the available computational 
capability was that because of its smaller frame size it involved larger overheads. For example, 
the LPC to LSF transformation, the quantisation and encoding functions combined require 
exactly the same number of clock cycles 
(and NOPS) for both the Teletext and NICAM versions 
but in terms of % loading the NICAM version seems to be worse of by about 0.7%. 
The truncating of the LTP search range however did not result in any noticeable loss of 
quality because the lag values not searched correspond to very 
low pitch frequencies which rarely 
occur in speech. The probability of their occurrence is even 
less in the AUDETEL application 
where most of the describers are expected to be females. As a matter of 
fact the AUDETEL 
application does not require the full-duplex operation of the coder 
in a single DSP because in a 
real-time operating scenario the encoder will 
be located in the TV studio and the decoder in a 
distantly located visually impaired customer's premises. 
It can be seen from Table 7.4 that the speech encoder loads the DSP32C in the range of about 
77 to 83% and the speech decoder in the range of about 15 to 16%, the lower figures correspond 
to the Teletext version and the higher to the NICAM. Nearly half of the decoder complexity 
in both versions accrues from the adaptive postfiltering and energy equalisation functions. The 
voice activity detector's computational load is negligible. Whereas the total 
load of the forward 
error control coding including bit shuffling and vector gain control 
is about 2 to 3%. 
Table 7.4 also shows that the LTP analysis and the codebook search are the two most complex 
functions in the coder. The LTP analysis alone loads the DSP32C to about 37% in the Teletext 
version and nearly 35% for the truncated search range 
in the NICAM version. Whereas the 
codebook search accounts for about 23% in the 
Teletext version and nearly 29% in the NICAM 
version. As described earlier the main reason 
for higher loading figures for all functions in the 
NICAM version is the higher overheads for the given frame size. 
Table 7.5 shows the amount of program and data memory needed to implement the two 
versions of the AUDETEL speech coder. It is evident 
from this Table that the total memory 
required for the speech coder is about 21 
kbytes for the Teletext version of which nearly 10 
kbytes are used for data storage and scratch pads, and the remaining (about 11 kbytes) for the 
program storage. About 5 kbytes out of the 10 
kbytes for data storage is the onchip RAM. 
Thus the total external storage is about 16 kbytes which is 50% of the 32 kbytes external SRAM 
available on the target hardware. The program memory required for the NICAM version is the 
same (about 11 kbytes). However its data memory requirement is approximately 9 kbytes i. e. 
about 1 kbytes less than that for the Teletext version. The reason 
for this is smaller buffer sizes 
due to smaller frame and subframe sizes employed in the NICAM version. 
Attempts were made to arrange different data buffers and scratch pads in different memory 
banks [19] so that a minimum number of extra wait states due to consecutive accesses to the 
same memory bank were required. Consequently, most of the onchip RAM was used up. The 
external SRAM left unused 
(about 16 kbytes) can be employed to store look-up tables for some 
simple functions to reduce the computational load of the DSP. 
In view of the fact that ultimately only the encoder module will be required in the TV studio 
and the decoder module out in the field, there is a need to analyse the storage requirements of 
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it Rate 7.6 kb/s (Teletext) 9.5 kb/s NICA M) 
Functional Block Description Instruction Clock Loading Instruction Clock Loading 
Cycles Cycles % Cycles Cycles 
Windowing and LPC analysis 4412 18377 1.84 3948 16399 2.05 
LPC to LSF transformation, 6536 28216 2.82 6536 28216 3.53 
quantisation and encoding 
LSF decoding, interpolation 4566 20210 2.02 4566 20210 2.53 
and inverse transformation 
Computing the 1st. reference 3304 13720 1.37 2728 11300 1.41 
Noise shaping the Ist. reference 5996 24016 2.40 4844 19392 2.42 
LTP analysis and quantisation 88035 374807 37.48 66593 283032 35.38 
Computing the 2nd. reference 3736 15483 1.55 3215 13244 1.66 
Codebook search and quantisation 56962 230808 23.08 56850 230221 28.78 
LTP/STP memory updating 4958 20394 2.04 4463 18332 2.29 
Voice activity detection 47 191 0.02 47 191 0.02 
FEC encoding 393 1580 0.16 393 1580 0.20 
Bit shuffling 2337 9515 0.95 2337 9515 1.19 
Others: Integer to float 2701 11428 1.14 2320 9691 1.21 
conversion, bit pacldng, I/O etc. 
Encoder subtotal 183983 768745 76.87 158840 661323 82.67 
Bit de-shuffling 1716 7062 0.71 1716 7062 0.88 
FEC decoding 638 2561 0.26 638 2561 0.32 
Vector gain control 404 1628 0.16 404 1628 0.20 
LSF decoding, interpolation 4648 20712 2.07 4648 20712 2.59 
and inverse transformation 
Computing LTP contribution 680 2980 0.30 656 2852 0.36 
Computing CB contribution 4831 19972 2.00 4124 17048 2.13 
LTP/STP memory updating 3875 16800 1.68 3479 15099 1.89 
Adaptive postfiltering 9504 39196 3.92 8273 34013 4.25 
Energy equalisation 6921 30012 3.00 5545 24013 3.00 
Others: Bit unpacking, I/O, 1980 8335 0.83 1703 7077 0.88 
float to integer conversion etc. 
Decoder subtotal 35197 149258 14.93 31186 132065 16.50 
Total 219180 918003 91.80 190026 793388 99.17 
Table 7.4: WE-DSP32C loading for the AUDETEL coder 
Bit Rate 7.6 kb/s (Teletext) 9.5 kb/s (NICAM) 
Memory On-chip 
(bytes) 
Ofd chip 
(bytes) 
Sub-total 
(bytes) 
On-chip 
(bytes) 
Oil chip 
(bytes) 
Sub-total 
(bytes) 
Program - 10960 10960 - 10960 10960 
Data 4968 5548 10516 4328 5100 9428 
Total 4968 16508 21476 4328 16060 20388 
Table 7.5: Storage requirements for the AUDETEL coder 
the two modules separately. Tables 7.6 and 7.7 show these needs for the Teletext and NICAM 
versions respectively. The Teletext encoder requires a total of about 17 kbytes of which nearly 
8 kbytes are for the program. The storage needs of the NICAM encoder are about 16 kbytes, 
i. e. 8 kbytes for the program and 7 kbytes for the data and scratch pads. 
The decoder module in either version requires a total of about 12 kbytes of which approxi- 
mately 5 kbytes are needed for the program storage and about 7 kbytes for data and scratch pads. 
Of these 7 kbytes, nearly 2.5 kbytes are onchip RAM. Of the remaining. 4.5 kbytes (off-chip) 
SRAM, about 2 kbytes are needed for scratch pads and the rest (2.5 kbytes) for data storage. 
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Module Teletext Encoder only Teletext Decoder only 
Memory On-chip 
(bytes) 
Off-chip 
(bytes) 
Sub-total 
(bytes) 
On-chip 
(bytes) 
Of chip 
(bytes) 
Sub-total 
(bytes) 
Program - 7724 7724 - 5072 5072 
Data 4788 4532 9320 2468 4160 6628 
Total 1 1 4788 12256 17044 2468 9232 11700 
Table 7.6: Storage requirements for the Teletext encoder and decoder modules separately 
Module NICAM Encoder only NICAM Decoder only 
Memory On-chip 
(bytes) 
Off-chip 
(bytes) 
Sub-total 
(bytes) 
On-chip 
(bytes) 
Off -chip 
(bytes) 
Sub-total 
(bytes) 
Program - 7724 7724 - 5072 5072 
Data 4148 4148 8296 2180 3968 6148 
Total 4148 11872 16020 2180 9040 11220 
Table 7.7: Storage requirements for the NICAM encoder and decoder modules separately 
In other words, about 7.5 kbytes are needed in the ROM or EPROM form and approximately 
4.5 kbytes in the RAM form. This is an important result in the context of a low cost real-time 
implementation of the AUDETEL decoder. In view of the facts that the decoder module has a 
computational complexity of about 2 MIPS (i. e. 16.5% of 12.5 MIPS) and a storage requirement 
of 12 kbytes it is envisaged that its cheap implementation can easily be achieved by using a low 
cost ($10 to 20) fixed-point DSP, e. g. AT&T's DSP16A, TI's TMS320C52 and Analog Devices' 
ADSP2105 (see Chapter 4). Note that the requirement of 12 kbytes of memory is for a 32-bit 
floating-point DSP and it will almost be halved for a 16-bit fixed-point DSP. It can therefore be 
concluded that the amount of onchip memory (RAM and ROM) available on most 16-bit DSPs 
may be enough for the implementation of the AUDETEL decoder. 
7.7.2 Mean Opinion Score 
The output speech quality provided by the two coders was assessed under (a) clear channel 
conditions and (b) random BER of 10-3 using in-house informal listening tests. Six mixed 
sentences spoken by two males and two females were used in the tests. Because of the unusual 
nature of the source interface, both in terms of the filtering requirements and the ADC/DAC 
resolution, the actual target hardware was used to process these sentences. As a reference the 
64 kb/s PCM coder was also included in the tests aimed at assessment of speech quality under 
clear channel conditions. However, it required a different source interface than the AUDETEL 
coder. This requirement was met by using the hardware platform we had developed earlier for 
the multi-rate coder described in Chapter 6 which employed a standard 8-bit PCM codec in the 
source interface. 
Speech material for the subjective tests was prepared in three stages, the PCM coder in 
Stage-1, the NICAM coder in Stage-2 and the Teletext coder in Stage-3. In each stage, the test 
sentences were played from a DAT (Digital Audio Tape) whose output was connected to the 
analogue input of the respective target hardware which was configured in a loop-back mode. 
In this mode, both the frame sync (FRAME) and data clock (CLOCK) signals are generated 
onboard. FRAME drives both the encoder frame sync input (FMEN) and the decoder frame 
sync input (FMDE). Similarly, CLOCK drives both the encoder data clock input (TXCK) and 
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the decoder data clock input (RXCK). Finally, the transmit data output (TXD) is connected 
to the receive data input (RXD). For the assessment of speech quality under channel error 
conditions however, the encoder output signals TXCK, TXD and FMEN were routed through 
programmable error injection equipment (PEIE), designed and built in-house. For these tests, 
the PEIE was configured to inject random errors at an average BER of 10-3 into the transmit 
data stream. The different frame and data rates required for the NICAM and Teletext coders 
were achieved by reconfiguring the LCA PROM in the AUDETEL target hardware. 
The analogue output of the decoder was recorded on another DAT from where it was sub- 
sequently transferred to a SUN workstation. Altogether we had five sets of six sentences each. 
Of these, one set had been processed by the PCM coder, two by the NICAM coder (one under 
clear channel conditions and the other under errors) and two by the Teletext coder. The six 
sentences in each of the five sets were presented in a random order to 20 subjects. The subjects 
were asked to judge the output speech quality and express their opinions using a 1-to-5 scale 
where 1 represented Bad, 2 Poor, 3 Fair, 4 Good, and 5 Excellent. The results of this test are 
shown in Table 7.8. 
Coder 64 kb/s PCM 9.5 kb/s NICAM 7.6 kb/s Teletext 
BER MOS 0MOS MOS 0MOS MOS QMos 
0 4.4 0.14 4.0 0.17 3.9 0.13 
1 x103 ' - - 4.0 0.17 3.9 0.13 
Table 7.8: Subjective test results of the PCM, Teletext and NICAM coders 
Notwithstanding the informal and limited nature of these tests, the results shown in Table 7.8 
are quite indicative of the high quality of speech produced by the Teletext and NICAM versions 
of the AUDETEL coder both under clear channel conditions and random BER of 10-3. This 
deduction is underpinned by the fact that the 64 kb/s PCM coded speech which is known to be 
4.5 on the MOS scale [104] was rated 4.4 with a standard deviation (amos) of 0.14, suggesting 
that the MOS scores for the NICAM and Teletext coders may be slightly under rated as well. 
The quality difference between the PCM and the NICAM version which was perceived to be less 
than half a point on the MOS scale is not very significant considering the corresponding CMOs 
values of 0.14 and 0.17. The results also show that the FEC coding scheme incorporated in the 
coder is very effective and can fully cope with random channel errors of up to 10-3. Finally, 
despite operating at a significantly higher bit rate, the NICAM version produces only marginally 
higher speech quality than the Teletext version. The reason for this as described earlier in this 
chapter is the non-optimal frame size employed in the NICAM version. 
7.7.3 Further Tests and Field Trials 
The subjective listening tests reported above had demonstrated that both versions of the AU- 
DETEL coder produced high quality speech. However, these tests were performed on young 
people (mostly students) with no apparent hearing impairment unlike the intended users of the 
Audio Description service who will be blind and partially sighted (mostly elderly), about 33% 
of them suffering from a degree of hearing loss as well [135]. Envisaging this before hand, the 
AUDETEL consortium had pre-planned further evaluation of the coder performance, initially 
through some specially designed subjective listening tests aimed at the visually impaired and 
later on, through field trials using TV set-top boxes containing the AUDETEL decoder on the 
one hand and broadcasting Audio Description on the other. 
The subjective listening tests were based on a sensitive method known as `shadowing'. In 
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this method, intelligibility rather than quality is the central issue. The source material for 
these tests was produced by the Age and Cognitive Performance Research Centre (ACPRC) of 
the University of Manchester. It consisted of a long sequence of single words (separated by a 
predefined gap) recorded on an audio cassette. It was processed through the PCM coder, the 
NICAM coder and the Teletext coder under no channel error conditions. The output in each 
case was recorded on another audio cassette and sent back to ACPRC where it was played to 53 
elderly subjects. Each subject was asked to repeat aloud what he or she had heard. The results 
of these tests [210] revealed that the speech processed by the 9.5 kb/s NICAM coder could not 
be distinguished from that processed by the 64 kb/s (narrowband) PCM coder. Whereas the 
difference between this and that processed by the 7.6 kb/s Teletext coder whilst being perceivable 
was not statistically important. Both these results were in line with the MOS results we had 
previously obtained. 
For the field trials, equipment was constructed for the multiplexing of the encoded speech into 
the NICAM signal by National Transcommunications Ltd who also developed a free-standing 
AUDETEL receiver. RE Technology from Denmark also produced an AUDETEL receiver for 
the NICAM version. Early over-air tests of the system were performed in the London area in late 
1992 which confirmed the designs and the viability of Audio Description transmission using the 
NICAM system. The Teletext version was developed by Seleco Spa from Italy and demonstrated 
in early 1993. All these systems were based on the AUDETEL speech coder described above. 
Although NICAM version provided slightly higher speech quality, the Teletext version was more 
actively pursued in the following years. 
For more extensive testing of the AUDETEL system, the consortium planned a pilot service 
in late spring 1994 in which about 50 AUDETEL decoders located at pre-designated places 
throughout UK were to be used with the BBC and the ITV broadcasting Audio Description 
for 2-3 hours a week for 4-6 months [168]. Because of this relatively large quantity, the cost 
of the AUDETEL receiver had to be reduced; i. e. the cost of the DSP32C based speech coder 
hardware had to be reduced. An obvious way to achieve this was to employ a hardware platform 
based on a cheap fixed-point DSP. At this stage, Motorola Ltd UK came forward and offered 
50 of their DSP56001 based emulation boards free of charge, hoping that eventually the core 
of this DSP will be incorporated in an ASIC and used in very large quantities. Although 
DSP56001 was not the most appropriate choice, the offer was accepted by the consortium. 
Thus the AUDETEL decoding algorithm which was initially developed for implementation in 
a floating-point DSP had to be adapted for the DSP56001 which is a 16-bit fixed-point DSP. 
Portset Ltd UK were contracted to build 50 AUDETEL receivers (Teletext version) based on the 
Motorola boards. The DSP code for this hardware was produced by Speka Ltd UK in association 
with the Multimedia Research Group of the University of Surrey and the integrated system 
was demonstrated successfully by mid 1994. No speech quality difference was noticed between 
the fixed-point and floating-point implementations. Despite some minor problems related to 
operational reliability, most of the DSP56001 based decoders were in place by late 1994 and the 
pilot-service transmissions were started. The feedback from potential users of the AUDETEL 
service was very encouraging indeed. A general observation was that the Audio Description is 
useful not only for the visually impaired but also for people with no visual or hearing disability 
as it enhances the ability of an individual to better comprehend a TV programme. 
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7.8 Concluding Remarks 
In this chapter, we have presented the design and real-time implementation of a speech coder 
destined for a novel application of low bit rate speech coding, namely AUDETEL i. e. Audio 
Description on Television. The aim has been to enhance the enjoyment of visually impaired 
people by describing key visual elements of a scene on the TV screen. Two versions of the coder 
have been realised. One operates at a data rate of 7.6 kb/s (gross) with a frame update rate of 50 
Hz and is referred to as the Teletext version. The other operates at a data rate of 9.5 kb/s (gross) 
with a frame update rate of 62.5 Hz and referred to as the NICAM version. The data rates and 
the frame update rates have been dictated by the existing, NICAM and Teletext transmission 
systems. The design of the coder has been based on PRELP which produces highest speech 
quality at rates around 4.8 to 8 kb/s. A significant point of this design is that the operation 
at the two rates is achieved simply by changing the frame update rate and the data dock rate. 
Every thing else remains the same, even the number of bits in the encoded output data frame. 
Though, like a typical CELP coder, the PRELP coder can easily cope with random channel 
errors of up to 10-3 which are typical of the TV broadcast channel, a very small amount of 
FEC redundancy (12 bits per frame) has been used to augment its robustness to deal with 
occasional short error bursts. Also, an LPC coefficients error recovery scheme and a smoothing 
scheme for controlling the vector gains (i. e. the most error sensitive parameters) have been 
incorporated so that no clicks or pops appear in the output speech. Both these schemes need 
zero redundancy. To deal with occasional long error bursts resulting in the loss of a whole frame 
of data, a lost frame reconstruction scheme has also been included. Finally, a very simple and 
efficient voice activity detector is integrated with the speech coder as well. The whole system 
has been implemented in a single DSP32C (80 ns) based hardware with 32 kbytes of external 
SRAM. The performance of the system has been tested extensively both using subjects without 
any hearing impairments and those with a hearing loss. The conclusions drawn from the results 
of these tests are: 
1. The speech quality of the 9.5 kb/s NICAM version is very dose to the toll quality 64 kb/s 
(narrowband) PCM. 
2. The speech quality of the 7.6 kb/s Teletext version is only slightly inferior to that of the 
NICAM version. 
3. The error control coding strategy employed in the coder is very effective and no noticeable 
quality degradation occurs for random channel errors of up to 10-3. Also, the lost frame 
reconstruction scheme is very effective in dealing with single as well as multiple frame 
losses. 
The speech decoder is very simple, requiring about 2 MIPS computational capability and about 
12 kbytes of memory which will almost be halved for a 16-bit fixed-point DSP. Hence the goal 
of a very cheap AUDETEL decoder can easily be achieved by implementing the decoder in a 
suitable low cost ($10 to 20) 16-bit fixed-point DSP such as TI's TMS320C52, AT&T's DSP16A 
and Analog Devices' ADSP2105. The cost can further be reduced in the production phase by 
designing an ASIC around the core of one of these DSPs and implementing the decoder in this 
ASIC which will eventually be incorporated in the TV receiver. 
Although the speech quality of the AUDETEL coder is very high, it is noticeably inferior to 
the stereo quality of the main programme sound. The degradation though may not be perceivable 
for the elderly whose ears are relatively insensitive to high frequencies. Nevertheless, further 
improvement in speech quality is desirable. It will not only require less listening effort but 
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will also facilitate the introduction of other services such as distance learning and multi-lingual 
programmes. This can be achieved in two different ways. Firstly, by using an enhanced quality 
version of the existing 1-VBI line (i. e. 7.6 kb/s Teletext version) speech coder. Keeping in view 
that the encoder module of the currently used coder is loading the 80 ns version of DSP32C to 
about 77% and very soon the 50 ns and 60 ns versions of this DSP will become available which 
implies that the processing power available would be almost doubled, the objective of quality 
improvement can be achieved by encoding the LSFs using more efficient (though more complex) 
vector quantisation schemes and using the saved bits for better quantisation of the excitation. 
Secondly, by using a 2-VBI line (i. e. 15.2 kb/s data rate) system. The coder can be designed 
either for 4 kHz bandwidth (i. e. narrowband) or 7 kHz bandwidth (i. e. wideband). Which 
of these two alternatives will satisfy both the visually impaired (most of them with a degree 
of hearing loss at higher frequencies) and users without any hearing impairment is a question 
whose answer lies in further research. 
Chapter 8 
CONCLUSIONS 
8.1 Preamble 
The subject of this thesis has been the investigation, formulation and real-time implementation 
of speech coding techniques for communication applications in which power and/or bandwidth 
are either limited or at a premium. For example, cellular radio systems, mobile satellite systems, 
private networks employing multiplexers and Very Small Aperture Terminals (VSATs) and the 
Audio Description on Television (AUDETEL). The bit rates typical of these applications lie 
in the 4.8 to 16 kb/s range. It is widely accepted that Analysis-by-Synthesis Linear Predictive 
Coding (AbS-LPC) schemes such as Multi-Pulse Excited LPC (MPLPC), Regular Pulse Excited 
LPC (RPELPC) and Code Excited Linear Prediction (CELP) along with its numerous variants 
have the potential of producing high quality speech at bit rates within this range. Amongst 
these, CELP offers the highest speech quality at rates in the 4.8 to 8 kb/s range and therefore is 
generally preferred at these rates. Even though the concept of CELP coding was introduced by 
Atal and Schroeder about a decade ago [15,184], its extremely high computational complexity 
on the one hand and non-availability of low cost DSP technology on the other hand did not 
allow its use in practical systems for many years. Thus, a great deal of research was focussed in 
the following years at developing simplified versions of CELP. In the meanwhile DSP technology 
advanced enormously resulting in the low cost availability of very high performance DSPs. 
Consequently, a number of CELP implementations have recently emerged. The basic structure 
of all these CELP schemes is same in the sense that they employ a short-term predictor (STP) to 
Irrodel the shape of the speech spectral envelope, a long-term predictor (LTP) to model the pitch 
related correlation in the signal and a secondary excitation codebook to model the STP-LTP 
residual signal. It is in general the type of the codebook and the procedure for selecting the 
optimum excitation vector from the codebook which makes one CELP implementation different 
from an other. 
Currently, CELP coding is capable of producing toll quality speech at rates >8 kb/s. Be- 
tween 6 and 8 kb/s, its quality is acceptable for most mobile applications, however, it needs to be 
enhanced to make it agreeable for other applications requiring higher quality speech. At lower 
bit rates especially around 4.8 kb/s, the quality improvement is even more desirable keeping 
in view that the trend in most modern speech communications systems is to achieve highest 
possible speech quality at lowest possible data rates either to increase the system capacity or 
to offer new services. In principle, the speech quality of CELP at a given bit rate can be in- 
creased to some extent by employing more sophisticated techniques to quantise the STP and 
LTP parameters and using the saved bits for more accurate encoding of the secondary excita- 
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tion. Unfortunately, this usually leads to substantially increased computational complexity and 
hence the cost of implementing the algorithm in real-time. The aim of the work reported in 
this thesis, therefore, has been to improve the technique of CELP coding such that not only the 
speech quality at bit rates below 8 kb/s is improved but also the computational complexity is 
reduced and, if successful, to evaluate the performance of the resulting algorithm by adapting 
it for some specific applications. In this task, a new CELP-type low bit rate speech coding 
algorithm has been designed and adapted for some specific applications. The adapted systems 
along with the necessary auxiliary functions such as echo cancellation, voice activity detection, 
in-band synchronisation and channel error control were implemented in real-time using a general 
purpose programmable DSP. General appraisals of these systems and some concluding insights 
into the results obtained are given in the following section. This will be followed by a section 
on possible directions of further research to augment and consolidate this work. 
8.2 Concluding Overview 
The main body of the thesis can be roughly divided into four parts. In the first part, after 
analysing the factors that influence the design or choice of a speech coding algorithm for a 
given application, various applications of digital speech coders were surveyed and their speech 
coding requirements identified. This was followed by a brief overview of the human speech 
production and perception mechanisms. Next, LPC, Pitch Predictive Coding (PPC) and Vector 
Quantisation (VQ) were presented as the three most powerful bit rate reduction tools. Finally, 
different speech coding techniques capable of operation in the 2.4 to 64 kb/s range were reviewed. 
For each coding technique, its operating bit rate range, achievable speech quality, complexity, 
coding delay and robustness to channel errors were highlighted. It was pointed out that the most 
rapidly growing application areas for speech coding are mobile communications and private 
networks employing multiplexers and VSATs. The bit rates for these applications tend to 
lie in the range of 4.8 to 8 kb/s. The most promising and hence most researched scheme in 
this range is CELP which is capable of producing speech quality acceptable for most of these 
applications at bit rates >6 kb/s. At lower rates, however, it requires further improvements 
especially around 4.8 kb/s which happens to be the target bit rate in most new generation 
mobile communication systems. The main drawback of CELP has been its high computational 
complexity. Even though the significance of this factor has diminished to a great extent due 
to both the emergence of various CELP simplifying techniques in recent years and the low cost 
availability of high performance DSP hardware, it is still quite a challenge to achieve a full-duplex 
operation of a CELP coder in a single low cost DSP. 
In the second part of the thesis issues concerning the real-time implementation of a low bit 
rate speech coding algorithm such as CELP were discussed. It was pointed out that the design of 
a target DSP system is typically governed by the following four considerations. Firstly, output 
speech quality should not be compromised. Secondly, coding delay should be kept to a minimum. 
Thirdly, power consumption should be kept to a minimum. Finally, the cost of the end product 
should be minimum. In general, cost and power consumption both increase with the number 
of DSPs employed for the real-time implementation. Moreover, high performance DSPs are 
generally more expensive than low performance ones. On the other hand, for economy, it is 
desirable to achieve a full-duplex operation of the coder in a single DSP which implies that the 
computational capability of the DSP has to be shared between the encoder and decoder modules 
of the algorithm. This, in the case of a high complexity speech coding algorithm such as CELP, 
may lead to both a longer coding delay and a degraded output speech quality when some 
mathematically non-equivalent simplifications are introduced in the algorithm. Taking these 
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considerations into account, a six stage systematic approach for achieving an economical and 
efficient real-time implementation of a low bit rate speech coder was formulated and proposed 
in Chapter 4. The six stages are: (i) high-level (e. g. in `C') simulation of the algorithm, 
(ii) improving efficiency of the high-level code, (iii) choice of the target DSP, (iv) DSP code 
generation, (v) development of the target hardware based on the chosen DSP and (vi) DSP 
hardware/software integration and final testing. For the evaluation of this approach, it was 
used for the realisation of speech coders for some specific applications and found very effective. 
The third part of the thesis was devoted to improving the speech quality of CELP coding 
at rates below 8 kb/s while keeping the computational complexity within the capability of a 
single DSP such as AT&T DSP32C. After analysing the three main functional blocks of the 
standard CELP coder, it was pointed out that as the bit rate is reduced by increasing the 
subframe' length, the LTP performance degrades especially when the pitch lag is shorter than 
the subframe length. One reason for this is that the pitch period varies in a longer subframe. 
The other is that the adaptive codebook implementation of the closed-loop LTP leaves behind 
excessive pitch periodicity in the second reference signal because the past excitation signal (i. e. 
LTP memory) is repeated within the current subframe. Two other problems associated with 
longer subframes are: (i) the LTP falls at rapid voiced onsets as it cannot build up its memory 
fast enough to track the build up of voiced speech and (ii) they lead to a high degree of noise in 
the harmonic valleys which in some cases even disturbs the harmonic continuity. This is due to 
the fact that in the minimum mean squared error (MMSE) based matching process some large 
amplitude elements in the candidate vectors can dominate the selection process. Since voiced 
speech predominates, the degraded LTP performance leads to significantly degraded output 
speech quality at low bit rates. The conventional CELP coders which employ pre-selected fixed 
codebook structures to model the secondary excitation fail to compensate for the inadequacies of 
the LTP. What is actually needed is an adaptive secondary excitation which can quickly match 
the changing speech characteristics especially during voiced speech. Three such excitation types 
with varying computational complexity and storage requirements were formulated and proposed 
in Chapter 5. Since all of these are based on a pulsed residual, the resultant coding scheme is 
called Pulsed Residual Excited Linear Prediction (PRELP). This new scheme not only improves 
the speech quality at rates below 8 kb/s but also the computational complexity is significantly 
lower than that for the standard CELP. Moreover, the loss of speech quality is very gradual as the 
subframe length is increased to reduce the bit rate. To facilitate the single DSP implementation 
of PRELP, strategies for reducing the computational complexity of convolution, auto-correlation 
and cross-correlation functions which are recursively computed during the closed-loop LTP and 
the secondary excitation codebook search procedures and predominate the overall computational 
load were formulated and proposed in Chapter 5. These strategies are effective not only in 
PRELP coding but also in CELP coding especially where centre-clipped codebooks are employed. 
In either case, the savings made are more significant with longer subframes. To enhance the 
speech quality further, adaptive posts ltering techniques were also examined. It was observed 
that a significant reduction in the perceived level of noise and hence an increase in the speech 
quality can be achieved by applying a properly tuned adaptive postfilter to the synthesised 
speech. 
The fourth and final part of the thesis formulates and applies some of the ideas surveyed 
and techniques developed in the first three parts to specific speech communication applications. 
For each application, its characteristics were analysed, thus defining the constraints on and 
requirements of speech coding and other functions such as channel coding, voice activity de- 
tection (VAD) and echo cancellation. The PRELP algorithm was adapted for private networks 
which employ multiplexers and VSATs for achieving low cost voice communications over long 
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distances. One important constraint in both of these systems was that the frame alignment 
between the speech encoder and decoder subsystems had to be achieved using in-band synchro- 
nisation techniques. Whereas the main requirements included high quality speech, low bit rate, 
robustness to random channel errors up to 10-3, low complexity, multi-rate operation and low 
communication delay or integrated echo cancellation. It was pointed out that a CELP-type 
coder can easily cope with such error rates without a noticeable degradation of speech quality 
if the LPC parameters were encoded and transmitted as the Line Spectrum Frequencies (LSFs) 
and their monotonicity criterion enforced at the decoder. Thus, all the coding capacity could 
be used for source coding. To achieve a high throughput in terms of the number of users on 
the one hand and acceptable speech quality on the other, a multi-rate PRELP-based speech 
coder was designed which could operate at 4.8,6.4 or 8 kb/s. The bit rate could be switched 
simply by varying the number of subframes (4,6 or 8) in each 30 ms speech frame. For frame 
alignment, an in-band synchronisation scheme using 3 bits per frame was also designed and 
incorporated. This scheme not only provided a reasonably short recapture time but also ex- 
hibited a high degree of robustness against channel errors. In view of the long coding delay of 
the PRELP coder, a 64-tap Normalised LMS (Least Mean Squares) based echo canceller was 
formulated and integrated with the speech coder. To enhance the speech quality further an 
adaptive postfilter was also incorporated. The integrated system was implemented in real-time 
using a single (80 ns) AT&T DSP32C based hardware and its performance in terms of both echo 
cancellation and output speech quality was evaluated in Chapter 6. Its speech quality ranges 
from good-communication at 4.8 kb/s to near-toll at 8 kb/s whereas the echo canceller exceeds 
the requirements of the ITU-T Rec. G. 165. Variants of this coder are being used in operational 
systems by some national and international multiplexer and VSAT equipment manufacturers. 
The other application considered in this thesis was AUDETEL, i. e. Audio Description on 
Television (for the visually impaired) employing compressed speech transmitted over the TV 
broadcast network using spare data capacity either in the NICAM multiplex or in the Teletext 
system. Two important constraints of this application were: (i) gross bit rates of 7.6 and 9.5 kb/s 
and (ii) frame update rates of 50 and 62.5 Hz for the Teletext and NICAM versions, respectively. 
Whereas the main requirements included highest possible speech quality, simplest possible speech 
decoder, integrated VAD and effective channel error control to cope with random bit error rates 
(BERs) of up to 10-3 and occasional error bursts resulting in the loss of one or even two frames 
of data. To meet these constraints and requirements, two PRELP-based coders operating at net 
bit rates of 6.85 and 8.5625 kb/s were designed. An attractive feature of the two coders was that 
both were identical except that the frame and subframe lengths were different. Having allocated 
Inost of the available data capacity for source coding in order to achieve highest speech quality, 
a simple yet effective channel error control scheme using very little redundancy was formulated 
in Chapter 7. The scheme comprised the following four elements: (i) a redundancy-less scheme 
for error recovery of LPC parameters, (ii) a low redundancy scheme for protecting the vector 
gains using (7,4) Hamming codes, (iii) a redundancy-less scheme for error recovery of vector 
gains and (iv) a lost frame reconstruction scheme. To enhance the speech quality further an 
adaptive postfilter was also incorporated. Finally, a very simple VAD algorithm was integrated 
with each coder and the integrated system was implemented in real-time using a single (80 ns) 
AT&T DSP32C based hardware. The computational load of the decoder only was about 2 MIPS 
half of which was due to the adaptive postfiltering and the total memory storage required for 
the decoder only was less than 12 kbytes. The performance of the two systems was evaluated 
initially in our laboratories and later in the field. They produce high quality (near-toll) speech 
and provide almost transparent performance in the presence of random BERs of up to 10-3 
and burst errors causing single or multiple frame losses. Both the systems have already been 
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adopted for the AUDETEL application by the European Commission funded TIDE (Technology 
Initiative for Disabled and Elderly) programme and their standardisation is currently being 
pursued through the European Telecommunications Standards Institute (ETSI). 
Some of the conclusions that can be drawn from this thesis and the above overview are 
summarised below. 
" At present, CELP and its variants such as PRELP, algebraic CELP (ACELP) [182] and 
conjugate structure CELP (CS-CELP) [111] are capable of producing toll quality speech 
at bit rates >8 kb/s. Their quality at lower rates especially around 4.8 kb/s, however, 
needs further improvements. 
" Harmonic continuity is very important for producing high quality speech at low bit rates. 
As the bit rate is reduced by decreasing the LTP and codebook parameters update rates, 
voiced speech suffers significant degradations which manifest themselves mainly in a high 
level of background noise and roughness. The former is due to very low matching perfor- 
mance of the codebook excitation and the latter is due to periodic discontinuities caused 
by inadequate tracking of the changing voiced sounds by the LTP. 
" It has been demonstrated that these problems can be overcome to some extent by em- 
ploying a secondary excitation which has the capability to match the changing speech 
characteristics especially during voiced speech. The success of the pulsed residual excita- 
tions proposed in Chapter 5 leads to the deduction that improved models of LPC excitation 
are required for producing high quality speech at low bit rates such as 4.8 kb/s. 
" At low bit rates where the available coding capacity is not sufficient for reasonably accurate 
quantisation of the model parameters, techniques such as spectral noise weighting and 
adaptive postfiltering are very effective in reducing the perceived level of coding noise 
which in turn enhances the perceived speech quality. However, this improvement is at 
the expense of a distortion in the signal which leads to a reduced objective performance 
in terms of signal-to-noise ratio (SNR). Thus, for an application involving tandeming or 
transcoding, the adaptive postfilter should be properly tuned. 
. The main drawback of CELP coding is its very high computational complexity most of 
which accrues from the search procedures for computing optimum LTP and codebook 
excitation parameters. Convolution, auto-correlation and cross-correlation are the three 
functions that are computed iteratively during these searches. The computational load 
of these functions can significantly be reduced by using strategies such as those proposed 
in Chapter 5 which exploit some characteristics of the candidate excitation vectors, e. g. 
a high degree of overlapping between the adjacent vectors, zero-valued elements in the 
vector and a pre-defined structure of the vector. 
Real-time implementation of a speech coding algorithm is a vital stage in the process 
of developing the algorithm. It not only reveals constraints imposed by the available 
technology which, in some cases, may require substantive simplifications and/or changes 
to the algorithm but also simplifies the task of evaluating the performance of the algorithm 
under various test conditions. Also, it significantly reduces the time required for he tuning 
the algorithm as test signals with desired characteristics and time duration can easily be 
passed through the system. 
" In principle, any speech coding algorithm, no matter how complex, can be implemented 
in real-time using one or more DSPs. However, the cost of implementation and the power 
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consumption increase rapidly with the number of DSPs used. Also, faster DSPs consume 
more power. The significance of these factors increases many fold for applications employ- 
ing hand-held terminals for which battery life, size and weight are issues of great concern. 
For an economical and efficient real-time implementation of an algorithm not only a close 
interaction between the algorithm designer and the person implementing it in real-time 
is necessary but also the task has to carried out in a systematic manner as it involves 
expertise in a wide range of disciplines. 
The codebook vector gains are the most error sensitive parameters in a CELP-type coder 
such as PRELP. However, they vary slowly from one subframe to the next, a characteristic 
which can be exploited in smoothing the effects of errors on these parameters. One such 
scheme which does not need any redundancy has been formulated and proposed in Chapter 
7. 
" Besides speech and channel coding, there are some other application specific issues such as 
echo cancellation, VAD and synchronisation of the decoder with the encoder which need 
to be addressed. For economy such auxiliary functions should be implemented within the 
same hardware. An integrated system design approach is therefore required to achieve an 
overall economical and efficient speech communication system. 
8.3 Future Work 
The work presented in this thesis can be further developed in several respects. Some generalised 
statements in this regard are made in the following. 
To improve the speech quality of PRELP coding at lower rates work is planned in the 
following directions. Firstly, to investigate ways of imposing more structure on the LPC 
excitation so that it becomes more speech specific unlike its current form in which it 
treats speech and non-speech signals in the same manner. Secondly, to investigate an error 
criterion which unlike the MMSE is more in harmony with the perceptual characteristics of 
the ear, e. g. the just-noticeable-distortion (JND) and the minimally-noticeable-distortion 
(MND) profiles proposed by Jayant in [106]. Thirdly, to investigate a hybrid of CELP and 
the recently introduced Prototype Waveform Interpolation (PWI) [29] which can produce 
significantly cleaner and more intelligible speech than CELP at rates below 4.8 kb/s. In 
the envisaged PRELP-PWI hybrid scheme unvoiced and transitional regions will be coded 
using CELP and voiced regions using PWI. 
" The 64-tap LMS based echo canceller integrated with the multi-rate PRELP coder de- 
scribed in Chapter 6 exceeds the performance requirements of the ITU-T Rec. G. 165 for 
echo path delays of less than 8 ms which are typical of most private networks employing 
multiplexers and VSATs. However, for other applications involving longer echo path de- 
lays such as cellular and satellite mobile communications it may be necessary to increase 
the number of taps to 128 or even 256. In that case, the computational complexity re- 
quired for the echo canceller will be much higher and therefore may require the use of 
an additional DSP. Thus, it may be desirable to investigate alternative low complexity 
echo cancellation schemes. Moreover, the problem of acoustic echo control in applications 
involving hands-free telephone sets which has not been addressed in this thesis may also 
be looked into. 
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The multi-rate capability of a speech coder is very attractive as it offers more flexibility in 
multiplexing voice and data channels onto the same transmission medium. For example, 
one could use lower data rates during periods of congestion or use more redundancy for 
forward error control (FEC) with a lower rate source coding when the channel deteriorates. 
As demonstrated in Chapter 6, such a capability can easily be supported in PRELP coding. 
One drawback of multi-rate speech coding however is that the speech quality varies over 
a wide range which in some cases may be objectionable. An alternative approach which 
does not suffer from this drawback is to employ variable rate coding [57] in which voiced 
regions which predominate the perceived speech quality are encoded more accurately than 
unvoiced regions. Variable rate PRELP coding will not only provide higher speech quality 
at a given average bit rate but also it will be ideally suited to the emerging packet-switched 
Asynchronous Transfer Mode (ATM) networks [223]. We hope to investigate the viability 
of variable rate PRELP coding. 
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