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DISCRETE SERIES WHITTAKER FUNCTIONS ON Spin(2n, 2)
KENJI TANIGUCHI
Abstract. Discrete series Whittaker functions on Spin(2n, 2) are studied.
The dimensions of the space of both algebraic and continuous Whittaker mod-
elss are explicitly determined. They are described by a sum of dimensions of
irreducible representations of Spin(2n − 3, 2). Also obtained are the Mellin-
Barnes type integral formulas of the Whittaker functions associated with min-
imal K-type vectors.
1. Introduction
Let GR be a real semisimple Lie group and GR = KRARNR be its Iwasawa
decomposition. Let η be a one dimensional unitary representation of NR. Given a
representation π of GR, a realization of π in the induced representation Ind
GR
NR
η is
called a Whittaker model of π. By this realization, a vector v in π is expressed by
a function on GR, which we call the Whittaker function associated with v.
Mainly from the number theoretical point of view, Takayuki Oda and his col-
leagues have calculated explicit formulas of Whittaker functions and generalized
spherical functions on various low rank groups and of various representations.
Besides the number theoretical interest, the theory of Whittaker models are also
interesting from the analytic points of view. It is well known that, in the case of
the principal series of SL(2,R), the Whittaker functions associated with a KR-type
vector is expressed by the classical Whittaker’s confluent hypergeometric function.
In the case of representations of higher rank groups, the image of a Whittaker model
gives an example of multi-variable confluent hypergeometric functions. Therefore,
we may expect that we can study such functions by means of representation theory.
Another interesting aspect is the relationship with the invariants of representa-
tions. First, let us consider algebraic Whittaker models, namely (g,KR)-module
intertwining operators from a Harish-Chandra (g,KR)-module π to Ind
GR
NR
η. If the
one dimensional unitary representation η of NR is non-degenerate (cf.§3.1), we can
judge the existence of non-trivial Whittaker models by the Gelfand-Kirillov dimen-
sion of π, and the dimension of the Whittaker models is given by the Bernstein
degree of it. Secondly, let us consider continuous Whittaker models, namely con-
tinuous intertwining operators from the C∞-globalization π∞ of a (g,KR)-module
π to the C∞-induced space C∞-IndGRNRη. We can judge the existence of non-trivial
continuous Whittaker models by the wave front set of π. If π is a discrete series, the
dimension of continuous Whittaker models are expressed by the Bernstein degree
and geometric data of nilpotent orbits. These results, due to H. Matumoto ([9],
[10]), are summarized in §3.
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The author thinks that we can observe the relationship between the invariants
of representations and the structure of Whittaker models more clearly when we
treat Whittaker models of non-quasi-split groups than that of quasi-split groups.
SupposeGR is a non-quasi-split real semisimple Lie group. Consider a discrete series
representation π which has non-trivial Whittaker models. Then it is observed that
the degree of an irreducible component of the associated variety corresponds to the
dimension of the solution space of one system of differential equation. It is also
observed that the multiplicity of the associated cycle corresponds to the dimension
of the right ZMR(η)-module structure of the solution space of the gradient type
differential-difference equation Dλ˜,ηφ = 0. (For the definition of this equation, see
§3.4). Here, MR(η) is the centralizer of η in MR = ZKR(AR). This observation is
obtained in a former paper [13] of the author’s. He expects that such correspondence
holds for general higher rank group cases, and hopes to explain it in a natural way.
Until now, there are not so many concrete examples of non-quasi-split cases.
For such reasons, we investigates the case when GR is the non-quasi-split group
Spin(2n, 2), π is a discrete series of GR, and η is a non-degenerate character of NR
in this paper. This setting is the same as in [6], except for the group GR. Since
Spin(4, 2) ≃ SU(2, 2), this paper is a generalization of [6].
The sections are organized as follows. In §2, we briefly review the structure
of Spin(2n, 2) and parametrize its discrete series representations. The set of dis-
crete series representations of Spin(2n, 2) is divided into 2n + 2 parts Ξm,±, m =
1, . . . , n+1. §3 is mainly devoted to the presentation of general theory. We review
H. Matumoto’s results on the existence and the dimension of Whittaker models in
§3.1, J. T. Chang’s results on the associated cycles of discrete series in §3.2, and H.
Yamashita’s results on the realization of algebraic Whittaker models of discrete se-
ries in §3.4. In §3.3, we apply Chang’s theory to our Spin(2n, 2) case. As a result,
combined with Theorem 5.13, we obtain the dimension of the space of algebraic
Whittaker models:
Theorem 1.1 (Corollary 3.6, Theorem 3.8). Suppose GR = Spin(2n, 2).
(1) The discrete series πΛ has non-trivial algebraic Whittaker models if and
only if Λ ∈ Ξm,±, m = 2, . . . , n.
(2) The dimension of the space of algebraic Whittaker models of πΛ, Λ ∈ Ξm,±,
m = 2, . . . , n, is
4
∑
λ1≥µ1≥λ2≥···≥λm−2≥µm−2≥λm−1
λm≥µ
′
1
≥λm+1≥···≥λn−1≥µ
′
n−m
≥|λn|
dimV
Spin(2n−3,C)
(µ1,...,µm−2,µ′1,...,µ
′
n−m)
.
In §4, we write down the gradient type differential-difference equations, which
describe discrete series Whittaker functions, by using Gelfand-Tsetlin basis of the
minimal KR-type. After that, we put them in order. Solving such differential-
difference equations reduces to getting a coefficient function of some special minimal
KR-type vector, which we call “corner vector”. This reduction is discussed in §4.4,
and the result is as follows.
Theorem 1.2 (Theorem 4.23). Let Q+n−1 be the Gelfand-Tsetlin pattern defined
in Definition 4.22. Let φ(a) =
∑
Q∈GT (λ) c(Q; a)Q be a solution of the differential-
difference equation Dλ˜,ηφ = 0, which describes an algebraic Whittaker model of
the discrete series π∗Λ, Λ ∈ Ξm,±, m = 2, . . . , n. If c(Q+n−1; a) is known, then it
determines all the c(Q; a) for Q ∈ GT (λ) containing the same q2n−4 part as Q+n−1.
2
By this theorem, we may restrict our interest to determine the coefficient function
c(Q+n−1; a). In §5, we deduce a system of differential equations satisfied by the
coefficient function c(Q; a) for some special Gelfand-Tsetlin pattern Q. The set
of such special patterns contains Q+n−1. Also obtained are the Mellin-Barnes type
integral expression of these functions. In order to present these results briefly, we
use the notation defined in §§4, 5. See (4.21) for the definition of K6(m′), and see
§5.2 for the definition of αj , βj , tj , n(Q,m′; a).
Theorem 1.3 (Proposition 5.8, Proposition 5.9). Assume Q ∈ GT (λ) satisfies
(4.20), (4.23) and (4.24).
(1) Define f(Q,m′; t) := n(Q,m′; a)−1c(Q; a). Then, f(Q,m′; t) is a solution
of
(∂2t1 − ∂2t2 − t21)f(Q,m′; t) = 0,{
N2∏
p=1
(∂t2 + αp) +
t2
t1
(∂t1 − ∂t2)
N2∏
p=3
(∂t2 + βp)
}
f(Q,m′; t) = 0.
(2) Let Cj be a loop starting and ending at +∞, crossing the real axis at −αj−
1 < s < −αj, and encircling all poles of Γ(−αp − s), p = j, . . . , N2, once
in the negative direction, but none of the poles of Γ(βp + s), p = 3, . . . , j.
Define{
fK1 (Q,m
′; t)
f I1 (Q,m
′; t)
}
:=
1
2πι
∫
C1
∏N2
p=1 Γ(−αp − s)∏N2
p=3 Γ(1− βp − s)
{
ts2K−s(t1)
(−t2)s I−s(t1)
}
ds,
and, for j = 2, . . . , N2, define{
fKj (Q,m
′; t)
f Ij (Q,m
′; t)
}
:=
1
2πι
∫
Cj
∏N2
p=j Γ(−αp − s)
∏j
p=3 Γ(βp + s)∏j−1
p=1 Γ(1 + αp + s)
∏N2
p=j+1 Γ(1− βp − s)
{
(−t2)sK−s(t1)
ts2 I−s(t1)
}
ds.
Here, Kµ(z) and Iν(z) are modified Bessel functions, and ι =
√−1. These
integrals absolutely converge in C2 \ ({t1 = 0} ∪ {t2 = 0}), and they form a
basis of the solution space of the system of differential equations in (1).
An interesting fact is that not all of these functions generates a solution of
the whole differential-difference equation Dλ˜,ηφ = 0. In §5.3, we construct shift
operators satisfied by the functions fKj , f
I
j (Propositions 5.10, 5.12). By these shift
operators, we know that only 4 in the 2N2 functions f
K
j , f
I
j do generate solutions
of the whole differential-difference equations.
Theorem 1.4 (Theorem 5.13). Let Λ ∈ Ξm,±, m = 2, . . . , n. Then the functions
fLj (Q
+
n−1, n− 1; t), with j = 1, 2, L = K, I, completely determines the solutions of
Dλ˜,ηφ = 0.
Some of the above solutions may define a continuous intertwining operator from
the C∞-globalization (π∗Λ)∞ to C
∞(GR/NR; η).
Theorem 1.5 (Theorem 5.15). Let Λ ∈ Ξm,±, m = 2, . . . , n. Suppose the character
η of NR is the one defined by (4.6). If ∓η2 > 0, then the dimension of the space of
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continuous intertwining operators is∑
λ1≥µ1≥λ2≥···≥λm−2≥µm−2≥λm−1
λm≥µ
′
1
≥λm+1≥···≥λn−1≥µ
′
n−m
≥|λn|
dimV
Spin(2n−3,C)
(µ1,...,µm−2,µ′1,...,µ
′
n−m)
.
Each continuous intertwining operator corresponds to fK1 defined in Theorem 1.3
(2). On the other hand, if ∓η2 < 0, then this space is zero.
When GR = Spin(2n+1, 2), we have similar results on the Whittaker models of
discrete series representations. Details are discussed elsewhere about this case.
Before ending the introduction, we define some notation. Suppose HR is a real
Lie group. Write h0 the Lie algebra of HR, h the complexification of h0 and H a
complexification of HR. This notation will be applied to groups denoted by other
Roman letters in the same way without comment. For two integers a < b, let [a, b]
be the interval {x ∈ Z|a ≤ x ≤ b}. The imaginary unit is denoted by ι.
2. The group Spin(2n, 2) and its discrete series
2.1. Structure of Spin(2n, 2). Let GR = Spin(2n, 2) ⊂ Spin(2n + 2,C) (n ≥
2) be the connected two-fold linear cover of SO0(2n, 2), whose maximal compact
subgroup KR is isomorphic to Spin(2n) × Spin(2). We realize the Lie algebra
g0 = so(2n, 2) as
so(2n, 2) =
{(
X11 ιX12
−ιtX12 X22
)∣∣∣∣X11 ∈ Alt2n(R), X22 ∈ Alt2(R),X12 ∈M2n,2(R)
}
.
Let θX = −tX¯ be a Cartan involution of g0 and let g0 = k0+ p0 the corresponding
Cartan decomposition. Denote elementary matrices by Eij = (δkiδlj)k,l=1,...,2n+2
and set Fij := Eij − Eji. Then
{Fj,k|1 ≤ k < j ≤ 2n, or (j, k) = (2n+ 2, 2n+ 1)} and
{ιF2n+j,k|1 ≤ j ≤ 2, 1 ≤ k ≤ 2n}
are bases of k0 and p0 respectively.
Let
Ak := ιF2n+k,2n−2+k , a0 := RA1 + RA2,
and define fj ∈ a∗0 by fj(Ak) = δj,k. Then a0 is a maximal abelian subspace of p0.
The restricted root system ∆(g0, a0) is
∆(g0, a0) = {±f1 ± f2,±f1,±f2}.
Choose a positive system
∆+(g0, a0) = {±f1 + f2, f1, f2},
and denote the corresponding nilpotent subalgebra
∑
α∈∆+(g0,a0)
(g0)α by n0. Here
(g0)α is the root space corresponding to a root α. One obtains an Iwasawa decom-
position
g0 = k0 + a0 + n0, GR = KRARNR,
where AR = exp a0 and NR = exp n0. Let
Xkfj := F2n−2+j,k + ιF2n+j,k, (1 ≤ j ≤ 2, 1 ≤ k ≤ 2n− 2),
Xf1+f2 := F2n,2n−1 − ιF2n+1,2n + ιF2n+2,2n−1 − F2n+2,2n+1,
X−f1+f2 := F2n,2n−1 + ιF2n+1,2n + ιF2n+2,2n−1 + F2n+2,2n+1.
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Then {Xkfj |1 ≤ k ≤ 2n − 2} is a basis of (g0)fj , and {X±f1+f2} is a basis of
(g0)±f1+f2 .
2.2. Parameterization of discrete series. Let us now parametrize the discrete
series of GR. Take a compact Cartan subalgebra t of g defined by
Tk := −ιF2k,2k−1, t :=
n+1⊕
k=1
CTk.
Let {ej|1 ≤ j ≤ n + 1} be the dual of {Tk}. The root systems ∆ := ∆(g, t) and
∆c := ∆(k, t) are
∆ = {±ei ± ej |1 ≤ i < j ≤ n+ 1}, ∆c = {±ei ± ej |1 ≤ i < j ≤ n},
respectively. Choose a positive system
∆+c = {ei ± ej|1 ≤ i < j ≤ n}
of ∆c. There are 2n + 2 positive systems ∆
+
1,±, . . . ,∆
+
n+1,± of ∆ containing ∆
+
c ,
defined by
∆+m,+ = ∆
+
c ∪ {ei ± en+1|1 ≤ i ≤ m− 1} ∪ {en+1 ± ei|m ≤ i ≤ n},
if 1 ≤ m ≤ n+ 1,
∆+m,− = ∆
+
c ∪ {ei ± en+1|1 ≤ i ≤ m− 1} ∪ {−en+1 ± ei|m ≤ i ≤ n},
if 1 ≤ m ≤ n,
∆+n+1,− = ∆
+
c ∪ {ei ± en+1|1 ≤ i ≤ n− 1} ∪ {−en ± en+1}.
The discrete series representations of GR are parametrized by Harish-Chandra pa-
rameters. By definition, the set of Harish-Chandra parameters Ξ+ is
Ξ+ = {Λ ∈ t∗|Λ is ∆-regular, ∆+c -dominant, and Λ+ρ is KR-analytically integral}.
Here, ρ is half the sum of positive roots for some positive system of ∆. Hereafter,
we denote by πΛ the discrete series representation corresponding to Λ ∈ Ξ+. In our
case, Ξ+ is divided into 2n+ 2 parts:
Ξ+ =
n+1⋃
m=1
Ξm,+ ∪
n+1⋃
m=1
Ξm,−, Ξm,± := {Λ ∈ Ξ+|〈Λ, β〉 ≥ 0, ∀β ∈ ∆+m,±}.
3. Discrete series Whittaker functions
3.1. Whittaker models. Let η : NR −→ C× be a non-degenerate unitary charac-
ter of NR. We denote the differential representation n0 → ιR of η by the same letter
η. “Non-degenerate” means that η is non-trivial on every root space correspond-
ing to a simple root of ∆+(g0, a0). The space of analytic and smooth Whittaker
functions are defined by
A(GR/NR; η) = {F : GR analytic→ C|F (gn) = η(n)−1F (g), for n ∈ NR, g ∈ GR},
C∞(GR/NR; η) = {F : GR C
∞→ C|F (gn) = η(n)−1F (g), for n ∈ NR, g ∈ GR},
respectively. These are representation spaces of GR by left translation.
Let (π, V ) be a representation of GR or a Harish-Chandra (g,KR)-module. A
realization of (π, V ) in A(GR/NR; η) is called a Whittaker model of (π, V ). By
this realization, a vector v ∈ V is expressed by a function on GR, which we call a
Whittaker function associated with v.
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We review some results, due to Matumoto, on the existence and the dimension
of Whittaker models.
Theorem 3.1 ([9]). Let V be an irreducible Harish-Chandra (g,KR)-module.
(1) V has a non-trivial Whittaker model if and only if the Gelfand-Kirillov
dimension DimV of V is equal to dim n0.
(2) If V has a non-trivial Whittaker model, then the dimension of Whittaker
models is equal to the Bernstein degree DegV of V .
Any irreducible Harish-Chandra (g,KR)-module V admits an infinitesimal char-
acter. Therefore, any smooth Whittaker function ψ(v)(g), with v ∈ V and ψ ∈
Homg,KR(V,C
∞(GR/NR; η)), is an eigenfunction of the Casimir operator. Since the
Casimir operator is an elliptic differential operator, ψ(v) is real analytic. Therefore
we may identify Homg,KR(V,A(GR/NR; η)) with Homg,KR(V,C∞(GR/NR; η)), if V
is irreducible.
The next problem is to specify the continuous intertwining operators. For a
Harish-Chandra (g,KR)-module (π, V ), let (π∞, V∞) be its C
∞-globalization. This
is a Fre´chet representation of GR. The space of continuous intertwining operators
from V∞ to C
∞(GR/NR; η) will be denoted by Hom
∞
GR(V∞, C
∞(GR/NR; η)). This
is a subspace of Homg,KR(V,C
∞(GR/NR; η)), and it is isomorphic to the space
Wh∞−η(V ) = {ξ ∈ V ′∞|π′∞(X)ξ = −η(X)ξ,X ∈ n0}
of C−∞-Whittaker vectors (cf [10]). Here, (π′∞, V
′
∞) is the continuous dual to
(π∞, V∞) with respect to the U(g)-topology.
The next theorem, also due to Matumoto, presents a condition for the existence
of non-trivial continuous intertwining operators and the dimension of the space of
such operators. In order to state his results, we introduce some conventions. Since
a unitary character ψ is determined by the value on the root spaces corresponding
to simple roots, we may regard ψ as an element of ι(n0/[n0, n0])
∗ ⊂ ιg∗0. Using the
Killing form, we identify g∗0 with g0. Note that ψ is non-degenerate if and only if
ι−1Ad(GR)ψ ⊂ g∗0 ≃ g0 is a principal nilpotent GR-orbit. We denote by P(GR) the
set of principal nilpotent GR-orbits. The wave front set of V is denoted by WF(V ).
For the definition of wave front set, see [10].
Theorem 3.2 ([10]). Let GR be a connected real reductive linear Lie group and
let V be an irreducible Harish-Chandra (g,KR)-module. Let ψ be a non-degenerate
unitary character on n0.
(1) Wh∞ψ (V ) is non-zero if and only if ψ ∈WF(V ).
(2) If V is the Harish-Chandra module of a discrete series representation and
ψ ∈WF(V ), then
dimWh∞ψ (V ) =
#P(GR)
#WGR
DegV,
where WGR is the little Weyl group of GR.
3.2. Chang’s results. Let us recall J. T. Chang’s papers [2], [3], in which associ-
ated cycles of discrete series are determined for some cases.
Let V be a Harish-Chandra (g,KR)-module. Choose a KR-stable finite dimen-
sional generating subspace V0 of V , and define a filtration Vn := U(g)nV0 of V .
Here {U(g)n|n = 0, 1, 2, . . .} is the standard filtration of U(g). By this filtration,
M := grV admits an S(g) ≃ grU(g)-module structure. The associated variety
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AV(V ) of V is the support SuppM ⊂ g∗ of M . Note that AV(V ) is a closure of
finite K-orbits on p. Let X1, . . . , Xk be the irreducible components of AV(V ), and
let mi be the length of S(g)Pi module MPi , where Pi is the minimal prime ideal
corresponding to the irreducible variety Xi. The associated cycle AC(V ) of V is
the formal sum
∑
imiXi.
Assume that GR has discrete series. Then g has a compact Cartan subalgebra
t ⊂ k. Let b = t+ u¯ be a Borel subalgebra of g, and let B ⊂ G be the corresponding
Borel subgroup. This Borel determines a positive root system ∆+ of ∆(g, t) so
that u¯ corresponds to negative roots. Let ∆+c ⊂ ∆+ be the set of compact positive
roots and denote ρ = 12
∑
α∈∆+ α, ρc =
1
2
∑
α∈∆+c
α, ρn = ρ − ρc. We may and do
regard b as a point on the flag variety X := G/B. By the choice of b, the K-orbit
Z := K · b ≃ K/K ∩B is closed. Here, “dot” means the adjoint action.
Suppose Λ ∈ Ξ+ is ∆+-dominant. Let τ be the character of T := exp t with
dτ = Λ − ρ. This character gives rise to a K-homogeneous line bundle on Z,
and we denote by LΛ−ρ its sheaf of local sections on Z. Let j : Z → X be
the embedding map, and let j+(LΛ−ρ) be the direct image in the category of D-
modules. It is well known that the global section space Γ (X, j+(LΛ−ρ)) realizes
the Harish-Chandra module of πΛ. Note that the lowest KR-type sheaf for πΛ is
LΛ−ρ ⊗ detNZ|X ≃ LΛ−ρc+ρn , where NZ|X is the normal sheaf of Z in X .
Let T ∗X ≃ G ×B (g/b)∗ ≃ G ×B u¯ be the cotangent bundle on X . Here, we
identify (g/b)∗ with u¯ by a fixed invariant bilinear form on g. By this identification
and TZ ≃ K ×K∩B (k/k ∩ b), the conormal bundle T ∗ZX is isomorphic to K ×K∩B
(u¯∩p). For each point x ∈ X , representing a Borel subalgebra bx, the fiber T ∗xX in
T ∗X is given by (g/bx)
∗ ⊂ g∗. The moment map γ : T ∗X → g∗ is given by, on each
fiber, the inclusion (g/bx)
∗ →֒ g∗. For the discrete series πΛ, the associated variety
AV(πΛ) is a closure of a single K-orbit on p, and it coincides with the moment map
image γ(T ∗ZX) ≃ K · (u¯ ∩ p). Therefore, the associated cycle AC(πΛ) of πΛ is an
integral multiple of γ(T ∗ZX).
Theorem 3.3 ([3]). Let ξ be a generic point of u¯∩p ⊂ γ(T ∗ZX). Then the associated
cycle of the discrete series representation πΛ is
AC(πΛ) = dimH0(γ−1(ξ),LΛ−ρc+ρn |γ−1(ξ)) γ(T ∗ZX).
Under some condition, the explicit formula of this coefficient can be obtained.
Let NK(ξ, u¯ ∩ p) := {k ∈ K|k · ξ ∈ u¯ ∩ p}. Then it is not hard to show that
γ−1(ξ) ≃ NK(ξ, u¯∩ p)−1 · b ⊂ Z. Note that NK(ξ, u¯∩ p) is not a group. In order to
calculate NK(ξ, u¯ ∩ p), let us consider the following groups. Let S be the set of all
compact simple roots, 〈S〉 the root system generated by S. Let l := t+∑α∈〈S〉 gα,
and let q = l+ v¯ ⊃ b be the parabolic subalgebra whose Levi part is l. The analytic
subgroups with Lie algebras l, q are denoted by L, Q respectively.
Theorem 3.4 ([3]). Let K(ξ) be the centralizer of ξ in K and K(ξ)0r be the identity
component of the reductive part of K(ξ). If
(3.1) NK(ξ, u¯ ∩ p) = (K ∩Q)K(ξ) = (K ∩Q)K(ξ)0r,
then
H0(γ−1(ξ),LΛ−ρc+ρn |γ−1(ξ)) ≃ Coh-Ind ↑K(ξ)
0
r
K(ξ)0r∩Q
Res ↓K∩QK(ξ)0r∩Q V
K∩Q
Λ−ρc+ρn
.
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Here Coh-Ind is the cohomological induction, i.e. the operation which makes the
irreducible representation of the large group with the same highest weight as that of
the small group.
3.3. Spin(2n, 2) case. Let us apply the general theory to our Spin(2n, 2) case.
Proposition 3.5. (1) If Λ ∈ Ξ1,±, then Dim(πΛ) = 2n.
(2) If Λ ∈ Ξm,±, m = 2, . . . , n, then Dim(πΛ) = 4n− 2 = dim n0.
(3) If Λ ∈ Ξn+1,±, then Dim(πΛ) = 4n− 3.
Proof. Let Xα ∈ gα be a non-zero root vector for α ∈ ∆(g, t). For each case, we
can choose
ξ =


(1) X±en∓en+1 +X∓en∓en+1
(2) X−e1±en+1 +Xen∓en+1 +X−en∓en+1
(3) X∓en±en+1 +X−en−1∓en+1
as a generic point of u¯ ∩ p. It is not hard to calculate the centralizer K(ξ), and
finally we obtain Dim(πΛ) = dim(K · ξ) = dimK − dimK(ξ) = 2n, 4n − 2 and
4n− 3, respectively. 
Corollary 3.6. The discrete series πΛ has a non-trivial algebraic Whittaker model
if and only if Λ ∈ Ξm,±, m = 2, . . . , n.
Chang has shown that the condition (3.1) is satisfied if GR is a connected real
rank one group. It is also satisfied in our case.
Proposition 3.7. The condition (3.1) is satisfied when Λ ∈ Ξm,±, m = 2, . . . , n.
Proof. Suppose Λ ∈ Ξm,±, m = 2, . . . , n. In this case,
u¯ ∩ p =
m−1⊕
i=1
(g−ei±en+1 ⊕ g−ei∓en+1)⊕
n⊕
i=m
(gei∓en+1 ⊕ g−ei∓en+1).
We choose a generic point ξ of n¯ ∩ p as in the proof of Proposition 3.5. For this ξ,
K(ξ)r ≃ {±1} × Spin(2n− 3,C),
K(ξ) = K(ξ)r exp
(
n−1∑
i=2
(aiX−e1+ei + biX−e1−ei) + an(X−e1+en +X−e1−en)
)
,
where Xα’s are appropriately chosen non-zero root vectors. For Λ ∈ Ξm,±, the
parabolic subgroupK∩Q corresponds to the set of simple roots {e1−e2, . . . , em−2−
em−1, em − em+1, . . . , en−1 − en, en−1 + en}. Let Q1 ⊃ K ∩ B be the parabolic
subgroup of K, whose Levi subalgebra corresponds to the set of simple roots {e2−
e3, . . . , en−1 − en, en−1 + en}. Note that Q1 contains K(ξ). Let k = qwq1 be the
Bruhat decomposition of k ∈ NK(ξ, u¯ ∩ p) with respect to (K ∩ Q)\K/Q1, where
q ∈ K ∩Q, w ∈ (Sm−1× (Sn−m+1⋉Zn−m2 ))\Sn⋉Zn−12 /(Sn−1⋉Zn−22 ), q1 ∈ Q1.
Since K ∩Q normalizes u¯ ∩ p, k · ξ ∈ u¯ ∩ p is equivalent to q1 · ξ ∈ w−1(u¯ ∩ p). By
direct computation, this is true only if w = e, and we can show that, if q1 ·ξ ∈ u¯∩p,
then q1 ∈ (K ∩ Q)K(ξ). Thus we get NK(ξ, u¯ ∩ p) ⊂ (K ∩ Q)K(ξ). Since the
inverse inclusion is trivial, we get NK(ξ, u¯ ∩ p) = (K ∩Q)K(ξ). Finally, since each
connected component ofK(ξ) meets exp t ⊂ K∩Q and the unipotent radical ofK(ξ)
is contained in K ∩Q, we know NK(ξ, u¯∩ p) = (K ∩Q)K(ξ) = (K ∩Q)K(ξ)0r . 
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Let V Fν be the irreducible finite dimensional representation of a reductive group
F with the highest weight ν. For Λ ∈ Ξm,±, m = 2, . . . , n, let λ˜ = (λ;λn+1) =
(λ1, . . . , λn;λn+1) = Λ− ρc + ρn be the Blattner parameter of πΛ. Since
K(ξ)0r ≃ Spin(2n− 3,C),
K ∩Q ≃ GL(m− 1,C)× Spin(2(n−m+ 1),C)× Spin(2,C)
⋉ (unipotent radical),
K(ξ)0r ∩Q ≃ GL(m− 2,C)× Spin(2n− 2m+ 1,C)⋉ (unipotent radical),
we have
V K∩Q
λ˜
= V
GL(m−1,C)
(λ1,...,λm−1)
⊠ V
Spin(2(n−m+1),C)
(λm,...,λn)
⊠ V
Spin(2,C)
λn+1
,
Res ↓K∩QK(ξ)0r∩Q V
K∩Q
λ˜
≃
⊕
λ1≥µ1≥λ2≥···≥λm−2≥µm−2≥λm−1
λm≥µ
′
1
≥λm+1≥···≥λn−1≥µ
′
n−k
≥|λn|
V
GL(m−2,C)
(µ1,...,µm−2)
⊠ V
Spin(2n−2m+1,C)
(µ′1,...,µ
′
n−m)
,
Coh-Ind ↑K(ξ)0rK(ξ)0r∩Q Res ↓
K∩Q
K(ξ)0r∩Q
V K∩Q
λ˜
≃
⊕
λ1≥µ1≥λ2≥···≥λm−2≥µm−2≥λm−1
λm≥µ
′
1≥λm+1≥···≥λn−1≥µ
′
n−m≥|λn|
V
Spin(2n−3,C)
(µ1,...,µm−2,µ′1,...,µ
′
n−m)
.
Theorem 3.8. The Bernstein degree of πΛ, Λ ∈ Ξm,±, m = 2, . . . , n, is
C
∑
λ1≥µ1≥λ2≥···≥λm−2≥µm−2≥λm−1
λm≥µ
′
1≥λm+1≥···≥λn−1≥µ
′
n−m≥|λn|
dim V
Spin(2n−3,C)
(µ1,...,µm−2,µ′1,...,µ
′
n−m)
,
where C is a general constant independent of Λ.
3.4. Realization of Whittaker functions. Embedding of a discrete series into an
induced representation is realized by gradient type differential-difference equations.
We review Yamashita’s results (cf. [16]).
Let η be a non-degenerate unitary character of NR. For a finite dimensional
representation (τ, Vτ ) of KR, define
C∞τ (KR\GR/NR; η)
:= {F : GR C
∞−→ Vτ |F (kgn) = η(n)−1τ(k)F (g), for n ∈ NR, g ∈ GR, k ∈ KR}.
Let, as before, λ˜ = Λ − ρc + ρn be the Blattner parameter corresponding to a
Harish-Chandra parameter Λ. Let (τλ˜, Vλ˜) be the irreducible finite dimensional
representation of KR with the highest weight λ˜. Let (Ad, p) be the adjoint repre-
sentation of KR on p.
Fix an invariant bilinear form 〈 , 〉 on g0 and choose an orthonormal basis {Xi}
of p0. Define a differential-difference operator ∇λ˜,η by
∇λ˜,η : C∞τλ˜ (KR\GR/NR; η)→ C
∞
τλ˜⊗Ad
(KR\GR/NR; η),
∇λ˜,ηφ(g) :=
∑
i
LXiφ(g)⊗Xi.
Here, LXi is the left translation.
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Let ∆+n be the set of non-compact roots α with 〈α,Λ〉 > 0. Then the irre-
ducible decomposition of τλ˜ ⊗ Ad is ⊕α∈∆+n∪(−∆+n )mατλ˜+α, mα ∈ {0, 1}. Let
τ−
λ˜
:= ⊕α∈∆+nm−ατλ˜−α be the negative part and let pr− : τλ˜ ⊗ Ad → τ−λ˜ be
the natural projection. Define a differential-difference operator Dλ˜,η by
Dλ˜,η := pr− ◦ ∇λ˜,η : C∞τλ˜ (KR\GR/NR; η)→ C
∞
τ−
λ˜
(KR\GR/NR; η).
Theorem 3.9 ([16]). Let π∗Λ be the dual Harish-Chandra module of πΛ. If the
Blattner λ˜ of πΛ is far from the walls, then
Homg,KR(π
∗
Λ, C
∞(GR/NR; η)) ≃ Ker(Dλ˜,η).
Remark 3.10. SupposeGR = Spin(2n, 2) and Λ =
∑n+1
i=1 Λiei. The Harish-Chandra
parameter of π∗Λ is Λ
∗ :=
∑n−1
i=1 Λiei + (−1)nΛnen − Λn+1en+1. Therefore, if Λ ∈
Ξm,± and m ≤ n, then Λ∗ ∈ Ξm,∓. The Blattner parameter λ˜ corresponding to
Λ =
∑n+1
i=1 Λiei ∈ Ξm,±, m ≤ n, is
λ˜ =
m−1∑
i=1
(Λi − n+ i+ 1)ei +
n∑
i=m
(Λi − n+ i)ei + (Λn+1 ± (n−m+ 1))en+1.
Especially, the n-th components λn, λ
∗
n of the Blattner parameters of πΛ, π
∗
Λ are Λn,
(−1)nΛn, respectively. Therefore, if Λ ∈ Ξm,±, m = 2, . . . , n, then the Bernstein
degrees of πΛ and π
∗
Λ are identical because of Theorem 3.8.
4. Radial AR part of Dλ˜,η
In this section, we write down the differential-difference equation Dλ˜,ηφ = 0
explicitly. After that, we reduce our computation to getting a coefficient function
of some special vector.
4.1. Irreducible decomposition of tensor product representation. The Lie
algebra k is isomorphic to so(2n,C)⊕so(2,C) and, as a vector space, p is isomorphic
to the matrix space M2n,2(C). The adjoint representation (ad, p) of k on p is
so(2n,C)⊕ so(2,C)yM2n,2(C),
(A,B) ·X = AX −XB, for A ∈ so(2n,C), B ∈ so(2,C), X ∈M2n,2(C).
Let (τk,Ck) be the natural representation of so(k,C) on Ck. By the identification
C2n ⊗ C2 ≃M2n,2(C), u⊗ v 7→ utv,
(ad, p) ≃ (τ2n,C2n)⊠ (τ2,C2).
Note that ιF2n+i,j ∈ p corresponds to the vector v2nj ⊠ v2i ∈ τ2n ⊠ τ2, where
vki =
t(0, . . . 0,
i
1, 0, . . . , 0) is a standard basis of Ck.
We realize the representation τλ˜ of KR by using the Gelfand-Tsetlin basis.
Definition 4.1. Let λ = (λ1, . . . , λn) be a dominant integral weight of Spin(2n).
A (λ-)Gelfand-Tsetlin pattern is a set of vectors Q = (q1, . . . ,q2n−1) such that
(1) qi = (qi,1, qi,2, . . . , qi,⌊(i+1)/2⌋).
(2) The numbers qi,j are all integers or all half integers.
(3) q2i+1,j ≥ q2i,j ≥ q2i+1,j+1, for any j = 1, . . . , i− 1.
(4) q2i+1,i ≥ q2i,i ≥ |q2i+1,i+1|.
(5) q2i,j ≥ q2i−1,j ≥ q2i,j+1, for any j = 1, . . . , i− 1.
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(6) q2i,i ≥ q2i−1,i ≥ −q2i,i.
(7) q2n−1,j = λj .
Here, ⌊a⌋ is the largest integer not greater than a. The set of all λ-Gelfand-Tsetlin
patterns is denoted by GT (λ).
Notation 4.2. For any set or number ∗ depending on Q ∈ GT (λ), we denote it by
∗(Q), if we need to specify Q. For example, qi,j(Q) is the qi,j part of Q ∈ GT (λ).
Theorem 4.3 ([5]). Let λ be a dominant integral weight of Spin(2n) and let
(τλ, V
Spin(2n)
λ ) be the irreducible representation of Spin(2n) with the highest weight
λ. Then GT (λ) is a basis of (τλ, V
Spin(2n)
λ ).
The action of elements Fp,q ∈ so(2n) is expressed as follows. For j > 0, let
l2i−1,j := q2i−1,j + i− j, l2i−1,−j := −l2i−1,j ,
l2i,j := q2i,j + i+ 1− j, l2i,−j := −l2i,j + 1,
and let l2i,0 = 0. Define ap,q(Q) by
a2i−1,j(Q) = sgnj
√√√√−
∏
1≤|k|≤i−1(l2i−1,j + l2i−2,k)
∏
1≤|k|≤i(l2i−1,j + l2i,k)
4
∏
1≤|k|≤i,
k 6=±j
(l2i−1,j + l2i−1,k)(l2i−1,j + l2i−1,k + 1)
,
for j = ±1, . . . ,±i, and
a2i,j(Q) = ǫ2i,j(Q)
√√√√−
∏
1≤|k|≤i(l2i,j + l2i−1,k)
∏
1≤|k|≤i+1(l2i,j + l2i+1,k)
(4l22i,j − 1)
∏
0≤|k|≤i
k 6=±j
(l2i,j + l2i,k)(l2i,j − l2i,k) ,
for j = 0,±1, . . . ,±i, where ǫ2i,j(Q) is sgnj if j 6= 0, and sgn(q2i−1,iq2i+1,i+1) if
j = 0.
Let σa,b be the shift operator, sending qa to qa + (0, . . . ,
|b|
sgn(b), 0, . . . , 0). For
notational convenience, we often write τi,j := σ2n−3,iσ2n−2,j .
Theorem 4.4 ([5]). Under the above notation, the Lie algebra action is expressed
as
τλ(F2i+1,2i)Q =
∑
1≤|j|≤i
a2i−1,j(Q)σ2i−1,jQ,
τλ(F2i+2,2i+1)Q =
∑
0≤|j|≤i
a2i,j(Q)σ2i,jQ.
In the following of this paper, we assume that the Blattner parameter λ˜ is far
from the walls. It follows that the numbers λj satisfy
(4.1) λ1 > λ2 > · · · > λn−1 > |λn|
and the differences between adjacent numbers are sufficiently large.
Let ek = (0, . . . ,
k
1, 0, . . . , 0) ∈ Cn and e−k := −ek. Let
prk :V
Spin(2n)
λ ⊗ C2n → V Spin(2n)λ+ek , for k = ±1, . . . ,±n
be the projection operator along the irreducible decomposition
V
Spin(2n)
λ ⊗ C2n ≃
⊕
1≤|k|≤n
V
Spin(2n)
λ+ek
.
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In order to describe this operator explicitly, we identify Q ∈ GT (λ) with the
Gelfand-Tsetlin pattern (Q,q2n) of a representation of Spin(2n+1), where q2n :=
(λ1 + 1, . . . , λn−1 + 1, |λn| + 1). Just the same way as in the proof of [8, Proposi-
tion 4.3] and [13, Lemma 3.1.3], we get the following formulas.
Lemma 4.5. For Q ∈ GT (λ) and k = ±1, . . . ,±n,
prk(Q⊗ v2n2n) = a2n−1,k(Q)σ2n−1,kQ,(4.2)
prk(Q⊗ v2n2n−1) =
∑
0≤|j|≤n−1
a2n−2,j(Q)a2n−1,k(τ0,jQ)
l2n−2,j − l2n−1,k τ0,jσ2n−1,kQ,(4.3)
prk(Q⊗ v2n2n−2)(4.4)
=
∑
1≤|i|≤n−1
∑
0≤|j|≤n−1
a2n−3,i(Q)a2n−2,j(τi,0Q)a2n−1,k(τi,jQ)
(l2n−3,i − l2n−2,j + 1)(l2n−2,j − l2n−1,k)τi,jσ2n−1,kQ.
Remark 4.6. For Q ∈ GT (λ), it is not hard to see that a2i−1,j(Q) = 0 if and
only if τ0,jQ 6∈ GT (λ), and that a2i,j(Q) = 0 if and only if either (i) j 6= 0 and
σ2i,jQ 6∈ GT (λ) or (ii) j = 0 and q2i−1,i or q2i+1,i+1 = 0. Moreover,
(1) if j, k 6= 0, the coefficient of τ0,jσ2n−1,kQ in (4.3) is non-zero if and only if
τ0,jσ2n−1,kQ ∈ GT (λ+ ek), and
(2) if i, j, k 6= 0, the coefficient of τi,jσ2n−1,kQ in (4.4) is non-zero if and only
if τi,jσ2n−1,kQ ∈ GT (λ+ ek).
We know that V KR
λ˜
= V
Spin(2n)
λ ⊠ V
Spin(2)
λn+1
and p ≃ C2n ⊠ C2. Therefore, the
irreducible decomposition of V KR
λ˜
⊗ p is
(4.5) V KR
λ˜
⊗ p ≃
⊕
1≤|k|≤n
V
Spin(2n)
λ+ek
⊠ V
Spin(2)
λn+1+1
⊕
⊕
1≤|k|≤n
V
Spin(2n)
λ+ek
⊠ V
Spin(2)
λn+1−1
.
Since the irreducible representations of Spin(2) are one dimensional, we identify
Q ∈ GT (λ) with a vector of V KR
λ˜
, on which Tn+1 acts by the scalar λn+1. Such an
identification is also applied to V
Spin(2n)
λ+ek
⊠V
Spin(2)
λn+1±1
. More precisely, for Q ∈ GT (λ),
regard Q±k := σ2n−1,kQ as a vector in V
Spin(2n)
λ+ek
⊠ V
Spin(2)
λn+1±1
, on which Tn+1 acts by
the scalar λn+1 ± 1.
Let prk,± = prk ⊠ pr± be the projection operator from V
KR
λ˜
⊗ p to V Spin(2n)λ+ek ⊠
V
Spin(2)
λn+1±1
along the irreducible decomposition (4.5). Then, by normalizing vectors
appropriately, we have the following explicit formulas from Lemma 4.5.
Lemma 4.7. For Q ∈ GT (λ) and k = ±1, . . . ,±n,
prk,±(Q ⊗ (v2n2n ⊠ v22)) = a2n−1,k(Q)Q±k ,
prk,±(Q ⊗ (v2n2n−1 ⊠ v22)) =
∑
0≤|j|≤n−1
a2n−2,j(Q)a2n−1,k(τ0,jQ)
l2n−2,j − l2n−1,k τ0,jQ
±
k ,
prk,±(Q ⊗ (v2n2n−2 ⊠ v22))
=
∑
1≤|i|≤n−1
∑
0≤|j|≤n−1
a2n−3,i(Q)a2n−2,j(τi,0Q)a2n−1,k(τi,jQ)
(l2n−3,i − l2n−2,j + 1)(l2n−2,j − l2n−1,k)τi,jQ
±
k ,
prk,±(Q ⊗ (v2nj ⊠ v21)) = ∓ιprk,±(Q⊗ (v2nj ⊠ v22)) for j = 2n, 2n− 1, 2n− 2.
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The actions of Casimir elements of so(k) ⊂ so(2n) on the Gelfand-Tsetlin bases
are as follows. Let Ck :=
∑
1≤j<i≤k F
2
ij . Since this is a constant multiple of the
Casimir element of so(k), it acts on an irreducible representation of so(k) by a
scalar. Especially it acts on Q ∈ GT (λ) by a scalar, since Q is contained in the
V
Spin(k)
qk−1 -isotropic subspace. This scalar is calculated in [13, §5.1].
Lemma 4.8. Let 2ρk := (k − 2, k − 4, . . . , k − 2⌊k/2⌋). For Q ∈ GT (λ) and
k = 2, . . . , 2n,
τλ(Ck)Q = −(|qk−1|2 + 2〈qk−1, ρk〉)Q.
4.2. Differential-difference equation Dλ˜,ηφ = 0. Under some appropriate nor-
malization of the invariant bilinear form 〈 , 〉 on g0, {ιF2n+i,j |1 ≤ i ≤ 2, 1 ≤ j ≤
2n} forms an orthonormal basis of p0. The Iwasawa decompositions of these vectors
are given by
ιF2n+i,k = X
k
fi − F2n−2+i,k, for 1 ≤ i ≤ 2, 1 ≤ k ≤ 2n− 2,
ιF2n+i,2n−2+i = Ai, for 1 ≤ i ≤ 2,
ιF2n+1,2n =
1
2
(X−f1+f2 −Xf1+f2)− ιTn+1,
ιF2n+2,2n−1 =
1
2
(X−f1+f2 +Xf1+f2)− F2n,2n−1.
Let MR be the centralizer of AR in KR. Since MR acts on n0/[n0, n0], it acts on
the set of unitary characters of NR. Therefore, when we calculate Ker(Dλ˜,η), we
may choose “manageable” non-degenerate unitary character η in its MR-orbit. Let
MR(η) be the centralizer of η in MR. Since MR(η) acts on Ker(Dλ˜,η) by the right
translation, the space of Whittaker models has MR(η)-module structure.
As a “manageable” character, we choose η satisfying
η(Xkfi) =
{
ιη1 if (i, k) = (1, 2n− 2),
0 else,
η(X−f1+f2) = ιη2, η(Xf1+f2) = 0(4.6)
with η1 > 0, η2 6= 0. Here, we denote the differential of η by the same symbol η.
Because of the Iwasawa decomposition, an element of C∞τλ˜ (KR\GR/NR; η) is
determined by its restriction to AR. Thus, we consider the restriction of φ ∈
C∞τλ˜ (KR\GR/NR; η) to AR.
Introduce a coordinate in AR by
(R>0)
2 ∋ (a1, a2) 7→ exp((log a1)A1 + (log a2)A2) ∈ AR
and define ∂i := ai∂/∂ai. The left action of Lie algebra elements on φ is as follows:
If X ∈ k0, then LXφ(a) = d
dt
∣∣∣∣
t=0
φ(exp(−tX)a) = −dτλ˜(X)φ(a),
if X ∈ n0, then LXφ(a) = d
dt
∣∣∣∣
t=0
φ(a exp(−tAd(a−1)X)) = η(Ad(a−1)X)φ(a),
and for Ai, LAiφ(a) =
d
dt
∣∣∣∣
t=0
φ(exp(−tAi)a) = −∂iφ(a).
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Since {ιF2n+i,j |1 ≤ i ≤ 2, 1 ≤ j ≤ 2n} is an orthonormal basis of p0,
∇λ˜,ηφ
=
2∑
i=1
2n∑
j=1
LιF2n+i,jφ⊗ ιF2n+i,j
=
2∑
i=1
2n−2∑
k=1
LXk
fi
−F2n−2+i,kφ⊗ ιF2n+i,k + L(X−f1+f2−Xf1+f2 )/2−ιTn+1φ⊗ ιF2n+1,2n
+
2∑
i=1
LAiφ⊗ ιF2n+i,2n−2+i + L(X−f1+f2+Xf1+f2)/2−F2n,2n−1φ⊗ ιF2n+2,2n−1
=−
2∑
i=1
∂iφ⊗ ιF2n+i,2n−2+i + ι η1
a1
φ⊗ ιF2n+1,2n−2
+ ι
η2a1
2a2
(φ ⊗ ιF2n+2,2n−1 + φ⊗ ιF2n+1,2n)
+
2∑
i=1
2n−3+i∑
k=1
dτλ˜(F2n−2+i,k)φ⊗ ιF2n+i,k + ιdτλ˜(Tn+1)φ⊗ ιF2n+1,2n.
Since
(dτλ˜ ⊗ ad)(F2n−2+i,k)2(v ⊗ ιF2n+i,2n−2+i)
= dτλ˜(F2n−2+i,k)
2v ⊗ ιF2n+i,2n−2+i
− 2dτλ˜(F2n−2+i,k)v ⊗ ιF2n+i,k − v ⊗ ιF2n+i,2n−2+i
for v ∈ V KR
λ˜
, we have
dτλ˜(F2n−2+i,k)v ⊗ ιF2n+i,k
=
1
2
{(dτλ˜ ⊗ 1)(F2n−2+i,k)2 − (dτλ˜ ⊗ ad)(F2n−2+i,k)2 − 1}(v ⊗ ιF2n+i,2n−2+i).
Here, 1 is the trivial representation of k. Since ιF2n+i,j corresponds to v
2n
j ⊠ v
2
i
under p ≃ C2n ⊠ C2 and ∑2n−3+ik=1 F 22n−2+i,k = C2n−2+i − C2n−3+i, we have
∇λ˜,ηφ =
1
2
2∑
i=1
{−2∂i + (dτλ˜ ⊗ 1)(C2n−2+i − C2n−3+i)
(4.7)
− (dτλ˜ ⊗ ad)(C2n−2+i − C2n−3+i)− 2n+ 3− i}
× φ⊗ (v2n2n−2+i ⊠ v2i ) + ιλn+1φ⊗ (v2n2n ⊠ v21)
+ ι
η1
a1
φ⊗ (v2n2n−2 ⊠ v21) + ι
η2a1
2a2
(φ⊗ (v2n2n−1 ⊠ v22) + φ⊗ (v2n2n ⊠ v21)).
Let us calculate the projection of∇λ˜,ηφ to each irreducible component of V KRλ˜ ⊗p.
By the identification GT (λ) ⊂ V KR
λ˜
explained in §4.1, we write
φ(a) =
∑
Q∈GT (λ)
c(Q; a)Q.
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We need to calculate the projection
prk({(dτλ˜ ⊗ 1)(C2n−2+i − C2n−3+i)
− (dτλ˜ ⊗ ad)(C2n−2+i − C2n−3+i)}Q⊗ v2n2n−2+i)(4.8)
= prk((dτλ˜ ⊗ 1)(C2n−2+i − C2n−3+i)Q⊗ v2n2n−2+i)
− dτλ+ek(C2n−2+i − C2n−3+i)prk(Q⊗ v2n2n−2+i).
When i = 2, this is a multiple of a2n−1,k(Q)σ2n−1,kQ. By (4.2) and Lemma 4.8,
its coefficient is
−(|q2n−1|2 + 2〈q2n−1, ρ2n〉) + (|q2n−2|2 + 2〈q2n−2, ρ2n−1〉)
+ (|q2n−1 + ek|2 + 2〈q2n−1 + ek, ρ2n〉)− (|q2n−2|2 + 2〈q2n−2, ρ2n−1〉)
= 2(sgnk)λ|k| + 1 + (sgnk)(2n− 2|k|)
= 2l2n−1,k + 1.
Analogously, when i = 1, (4.8) is a linear combination of
a2n−2,j(Q)a2n−1,k(σ2n−2,jQ)
l2n−2,j − l2n−1,k σ2n−2,jσ2n−1,kQ,
whose coefficient is 2l2n−2,j .
By these and Lemma 4.7, the projection of (4.7) to V
Spin(2n)
λ+ek
⊠ V
Spin(2)
λn+1±1
is
prk,±(∇λ˜,ηφ)(4.9)
= −
∑
Q∈GT (λ)
a2n−1,k(Q)
(
∂2 − l2n−1,k + n− 1∓ λn+1 ∓ η2a1
2a2
)
c(Q; a)Q±k
± ι
∑
Q∈GT (λ)
∑
0≤|j|≤n−1
a2n−2,j(Q)a2n−1,k(τ0,jQ)
l2n−2,j − l2n−1,k
×
(
∂1 − l2n−2,j + n− 1± η2a1
2a2
)
c(Q; a)τ0,jQ
±
k
± η1
a1
∑
Q∈GT (λ)
∑
1≤|i|≤n−1
∑
0≤|j|≤n−1
× a2n−3,i(Q)a2n−2,j(τi,0Q)a2n−1,k(τi,jQ)
(l2n−3,i − l2n−2,j + 1)(l2n−2,j − l2n−1,k) c(Q; a)τi,jQ
±
k .
In order to rewrite (4.9) in a simple form, we need to know the zero points of
coefficients in the right hand. By Remark 4.6, we have the following lemma:
Lemma 4.9. Suppose Q ∈ GT (λ).
(1) For k = ±1, . . . ,±n, a2n−1,k(Q) is not zero if and only if σ2n−1,kQ ∈
GT (λ+ ek).
(2) For k = ±1, . . . ,±n and j = ±1, . . . ,±(n− 1),
a2n−2,j(Q)a2n−1,k(τ0,jQ)
l2n−2,j − l2n−1,k =
a2n−2,j(σ2n−1,kQ)a2n−1,k(Q)
l2n−2,j − l2n−1,k − 1
is not zero if and only if τ0,jσ2n−1,kQ ∈ GT (λ+ ek).
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(3) For k = ±1, . . . ,±n, j = ±1, . . . ,±(n− 1) and i = ±1, . . . ,±(n− 1),
a2n−3,i(Q)a2n−2,j(τi,0Q)a2n−1,k(τi,jQ)
(l2n−3,i − l2n−2,j + 1)(l2n−2,j − l2n−1,k)
=
a2n−3,i(τ0,jQ)a2n−2,j(σ2n−1,kQ)a2n−1,k(Q)
(l2n−3,i − l2n−2,j)(l2n−2,j − l2n−1,k − 1)
is not zero if and only if τi,jσ2n−1,kQ ∈ GT (λ+ ek).
By this lemma, we can write down (4.9) in a simple form.
Proposition 4.10. For k = ±1, . . . ,±n, prk,±(∇λ˜,ηφ) = 0 is equivalent to the
following equations.
(1) If Q ∈ GT (λ) and σ2n−1,kQ ∈ GT (λ+ ek), then(
∂2 − l2n−1,k + n− 1∓ λn+1 ∓ η2a1
2a2
)
c(Q; a)
± ι
∑
0≤|j|≤n−1
a2n−2,−j(τ0,jQ)
l2n−2,j + l2n−1,k
(
∂1 + l2n−2,j + n− 1± η2a1
2a2
)
c(τ0,jQ; a)
∓ η1
a1
∑
1≤|i|≤n−1
∑
0≤|j|≤n−1
a2n−3,−i(τi,jQ)a2n−2,−j(τ0,jQ)
(l2n−3,i − l2n−2,j)(l2n−2,j + l2n−1,k)c(τi,jQ; a)
= 0.
(2) If Q ∈ GT (λ), τ0,jσ2n−1,kQ ∈ GT (λ+ ek) and τ0,jQ 6∈ GT (λ), then(
∂1 − l2n−2,j + n− 1± η2a1
2a2
)
c(Q; a)
+ ι
η1
a1
∑
1≤|i|≤n−1
a2n−3,−i(τi,0Q)
l2n−3,i + l2n−2,j
c(τi,0Q; a)
= 0.
(3) If Q ∈ GT (λ), τi,jσ2n−1,kQ ∈ GT (λ + ek), τi,jQ 6∈ GT (λ) and τi,0Q 6∈
GT (λ), then
c(Q; a) = 0.
Proof. (1) Replace τ0,jQ in the second sum of the right hand of (4.9) with Q and
after that replace j with −j. Replace τi,jQ in the third sum of (4.9) with Q and
after that replace (i, j) with (−i,−j). Then we have the above formula. The
equations in (2) and (3) are obtained in the same way. 
We investigate the conditions in Proposition 4.10. Note that, λ˜ satisfies (4.1).
Note also that, if j = 0, then no Q ∈ GT (λ) satisfies the conditions in Proposi-
tion 4.10 (2), (3).
Lemma 4.11. (1) Q ∈ GT (λ) satisfies σ2n−1,kQ ∈ GT (λ+ ek) if and only if
one of the following conditions holds.
(a) k = 1.
(b) k ∈ [2, n− 1] and q2n−2,k−1 > λkD
(c) k = −(sgnλn)n.
(d) k ∈ [−n+ 1,−1] and q2n−2,−k < λ−kD
(e) k = (sgnλn)n and q2n−2,n−1 > |λn|D
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(2) Q ∈ GT (λ) satisfies τ0,jσ2n−1,kQ ∈ GT (λ+ ek) and τ0,jQ 6∈ GT (λ) if and
only if one of the following conditions holds.
(a) k ∈ [1, n − 1], j = k, q2n−2,k = λk and q2n−3,k−1 > λkD The last
condition is unnecessary if k = 1.
(b) k ∈ [−n + 1,−2], j = −(−k − 1) = k + 1, q2n−2,−k−1 = λ−k and
q2n−3,−k−1 < λ−kD
(c) k = −(sgnλn)n, j = −(n − 1), q2n−2,n−1 = |λn| and |q2n−3,n−1| <
|λn|D
(3) Q ∈ GT (λ) satisfies τi,jσ2n−1,kQ ∈ GT (λ+ek), τi,jQ 6∈ GT (λ) and τi,0Q 6∈
GT (λ) if and only if one of the following conditions holds.
(a) k ∈ [1, n− 1], i = j = k, q2n−3,k = q2n−2,k = λk and q2n−4,k−1 > λkD
The last condition is unnecessary if k = 1.
(b) k ∈ [−n + 1,−3], i = −(−k − 2) = k + 2, j = −(−k − 1) = k + 1,
q2n−3,−k−2 = q2n−2,−k−1 = λ−k and q2n−4,−k−2 < λ−kD
(c) k = −(sgnλn)n, i = −(n− 2), j = −(n− 1), q2n−3,n−2 = q2n−2,n−1 =
|λn| and q2n−4,n−2 < |λn|D
We write down the differential-difference equation Dλ˜,ηφ = 0 in the case Λ ∈
Ξm,±. In order to write equations briefly, we introduce some notation.
Notation 4.12.
D±1 (Q) := ∂1 + n− 1±
η2a1
2a2
,
V ±j (Q; a) := (D±1 (Q) + l2n−2,j)c(τ0,jQ; a)
+ ι
η1
a1
∑
1≤|i|≤n−1
a2n−3,−i(τi,jQ)
l2n−3,i − l2n−2,j c(τi,jQ; a),
D±2 (Q) := ∂2 +
m−1∑
p=1
l2n−1,p −
m−2∑
p=1
l2n−2,p +m− 2± λn+1 ± η2a1
2a2
,
Aj(Q) := a2n−2,−j(τ0,jQ)
∏m−2
p=1 (l2n−2,j − l2n−2,p)∏m−1
p=1 (l2n−2,j + l2n−1,−p)
Bj′ (j,Q) :=
a2n−2,−j′(τ0,j′Q)
∏
p∈[−n+1,−m+1]∪[0,n−1]\{j}(l2n−2,j′ − l2n−2,p)∏
p∈[−n,−1]∪[m,n](l2n−2,j′ + l2n−1,p)
.
Let Λ ∈ Ξm,±, m = 2, . . . , n. Then φ satisfies
pr−k,+(∇λ˜,ηφ) = 0, pr−k,−(∇λ˜,ηφ) = 0 for 1 ≤ k ≤ m− 1,
prk,∓(∇λ˜,ηφ) = 0, pr−k,∓(∇λ˜,ηφ) = 0 for m ≤ k ≤ n.
By Proposition 4.10 and Lemma 4.11, we have the following lemma.
Lemma 4.13. Suppose Λ ∈ Ξm,±, m ∈ [2, n]. Then Dλ˜,ηφ = 0 is equivalent to the
followings.
(1) For k ∈ [1,m− 1], if Q ∈ GT (λ) satisfies q2n−2,k < λk, then
(∂2 − l2n−1,−k + n− 1)c(Q; a) + ιη2a1
2a2
∑
0≤|j|≤n−1
a2n−2,−j(τ0,jQ)
l2n−2,j + l2n−1,−k
c(τ0,jQ; a) = 0.
(4.10)
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(2) For k ∈ [−n,−1] ∪ [m,n], if Q ∈ GT (λ) satisfies one of the condition
Lemma 4.11(1), then(
∂2 − l2n−1,k + n− 1± λn+1 ± η2a1
2a2
)
c(Q; a)(4.11)
∓ ι
∑
0≤|j|≤n−1
a2n−2,−j(τ0,jQ)
l2n−2,j + l2n−1,k
V ∓j (Q; a)
= 0.
(3) For k ∈ [2,m− 1], if Q ∈ GT (λ) satisfies q2n−2,k−1 = λk and q2n−3,k−1 <
λk, then
c(Q; a) = 0,
∑
1≤|i|≤n−1
a2n−3,−i(τi,0Q)
l2n−3,i + l2n−2,k−1
c(τi,0Q; a) = 0.(4.12)
(4) Suppose Q ∈ GT (λ) satisfies the condition in Lemma 4.11(2) for k ∈ [−n+
1,−2] ∪ [m,n− 1] ∪ {−(sgnλn+1)n}. Define j(k) by
j(k) =


k if k ∈ [m,n− 1],
k + 1 if k ∈ [−n+ 1,−2],
−n+ 1 if k = −(sgnλn)n.
Then,
(D∓1 (Q)− l2n−2,j(k))c(Q; a) + ι
η1
a1
∑
1≤|i|≤n−1
a2n−3,−i(τi,0Q)
l2n−3,i + l2n−2,j(k)
c(τi,0Q; a) = 0.
(4.13)
(5) Suppose k ∈ [−n + 1,−3] ∪ [m,n − 1] ∪ {−(sgnλn+1)n}. If Q ∈ GT (λ)
satisfies the condition in Lemma 4.11(3), i.e. if
q2n−3,k = q2n−2,k = λk, q2n−4,k−1 > λk, when k ∈ [m,n− 1],
q2n−3,−k−2 = q2n−2,−k−1 = λ−k, q2n−4,−k−2 < λ−k, when k ∈ [−n+ 1,−3],
q2n−3,n−2 = q2n−2,n−1 = |λn|, q2n−4,n−2 < |λn|, when k = −(sgnλn)n,
then
c(Q; a) = 0.
By eliminating some terms of the equations in Lemma 4.13, we obtain the fol-
lowing equations.
Corollary 4.14. (1) Suppose j ∈ [1,m− 1] satisfies τ0,jQ ∈ GT (λ). Then(
D±2 (Q)− l2n−2,m−1 + l2n−2,j ∓ Λn+1 ∓
η2a1
2a2
)
c(Q; a)(4.14)
+ ι
η2a1
2a2
∑
j′∈{j}∪[m,n−1]
∪[−n+1,0]
a2n−2,−j′(τ0,j′Q)
∏
1≤p≤m−1,p6=j(l2n−2,j′ − l2n−2,p)∏m−1
p=1 (l2n−2,j′ + l2n−1,−p)
× c(τ0,j′Q; a)
= 0.
Here, Λn+1 = λn+1∓(n−m+1) is the (n+1)-st part of the Harish-Chandra
parameter Λ ∈ Ξm,±.
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(2) Suppose j ∈ [−n+ 1,−m+ 1]∪ [0, n− 1]. If there exists i ∈ [−n+1, n− 1]
such that τi,jQ ∈ GT (λ), then
(D±2 (Q) + l2n−2,j)c(Q; a)∓ ι
∑
j′∈{j}∪[−m+2,−1]
Bj′ (j,Q)V
∓
j′ (Q; a) = 0.(4.15)
(3) Especially, when j = 0Cthe equation (4.15) is
D±2 (Q)c(Q; a)∓ ι
−1∑
j′=−m+2
Bj′(0, Q)V
∓
j′ (Q; a)(4.16)
∓
∏n−1
p=1 l2n−3,p∏n
p=m l2n−1,p
∏m−2
p=1 (−l2n−2,−p)
×

D∓1 (Q)c(Q; a) + ι η1a1
∑
1≤|i|≤n−1
a2n−3,−i(τi,0Q)
l2n−3,i
c(τi,0Q; a)


= 0
Proof. (4.14) can be obtained from the equations (4.10), applied to k ∈ [1,m− 1],
by eliminating c(τ0,j′Q; a), j
′ ∈ [1,m − 1] \ {j}. (4.15) can be obtained from
the equations (4.11), applied to k ∈ [−n,−1] ∪ [m,n], by eliminating Vj′ (Q; a),
j′ ∈ [−n+ 1,−m+ 1] ∪ [0, n− 1] \ {j}. 
Suppose Q ∈ GT (λ) and τ0,−jQ ∈ GT (λ) for some j ∈ [−n+1,−m+1]∪[0, n−1].
Replace Q in (4.15) by τ0,−jQ. Then we obtain
∓ ι
Bj(j, τ0,−jQ)
(D±2 (Q)− l2n−2,−j)c(τ0,−jQ; a)(4.17)
+
∑
j′∈[−m+2,−1]
Bj′(j, τ0,−jQ)
Bj(j, τ0,−jQ)
V ∓j′ (τ0,−jQ; a)
+ (D∓1 (Q)− l2n−2,−j)c(Q; a) + ι
η1
a1
∑
1≤|i|≤n−1
a2n−3,−i(τi,0Q)
l2n−3,i + l2n−2,−j
c(τi,0Q; a)
= 0.
If Q ∈ GT (λ) satisfies
(1) τ0,−jQ 6∈ GT (λ) and τ0,−jσ2n−1,−jQ ∈ GT (λ + e−j) for some j ∈ [−n +
1,−m]; or
(2) τ0,−jQ 6∈ GT (λ) and τ0,−jσ2n−1,−j−1Q ∈ GT (λ−ej+1) for some j ∈ [2, n−
2]; or
(3) τ0,−n+1Q 6∈ GT (λ) and τ0,−n+1σ2n−1,−(sgnλn)nQ ∈ GT (λ− (sgnλn)en),
then (4.13) holds for k such that j(k) = −j (or j(k) = n− 1 in the case (3)). We
may, and do, regard this equation (4.13) as a special case of (4.17), whose first line
is zero.
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Lemma 4.15. If (4.17) holds for j = j1, . . . , js and τi,0Q ∈ GT (λ) for i =
i1, . . . , is−1, then
±
s∑
µ=1
ι
Bjµ(jµ, τ0,−jµQ)
∏s−1
ν=1(l2n−2,−jµ + l2n−3,iν )∏s
ν=1, 6=µ(l2n−2,−jµ − l2n−2,−jν )
(4.18)
× (D±2 (Q)− l2n−2,−jµ)c(τ0,−jµQ; a)
+
s∑
µ=1
∑
j′∈[−m+2,−1]
∏s−1
ν=1(l2n−2,−jµ + l2n−3,iν )∏s
ν=1, 6=µ(l2n−2,−jµ − l2n−2,−jν )
Bj′(jµ, τ0,−jµQ)
Bjµ(jµ, τ0,−jµQ)
× V ∓j′ (τ0,−jµQ; a)
+
(
D∓1 (Q)−
s∑
µ=1
l2n−2,−jµ −
s−1∑
ν=1
l2n−3,iν
)
c(Q; a)
+ ι
η1
a1
∑
1≤|i|≤n−1
a2n−3,−i(τi,0Q)
∏s−1
ν=1(l2n−3,i − l2n−3,iν )∏s
µ=1(l2n−3,i + l2n−2,−jµ)
c(τi,0Q; a)
= 0.
Proof. This is obtained from the equations (4.17), applied to j = j1, . . . , js, by
eliminating c(τi,0Q; a), i = i1, . . . , is−1. 
We apply this lemma to some special cases. For m′ ∈ [m − 1, n − 1] and Q ∈
GT (λ), let
K1(m
′) := {p ∈ [1,m′ − 1]|τp,0Q ∈ GT (λ)},
K2(m
′) := [1,m′ − 1] \K1(m′),
K3(m
′) := {p ∈ [−n+ 2,−m′]|τp,0Q ∈ GT (λ)},
K4(m
′) := [−n+ 2,−m′] \K3(m′),
K5(m
′) := {p− 1|p ∈ K3(m′)}.
If p ∈ K1(m′), then τ0,−pQ ∈ GT (λ) or λp+1 = q2n−2,p > q2n−3,p ≥ q2n−2,p+1. In
the latter case, τ0,−pσ2n−1,−p−1Q ∈ GT (λ − ep+1). Thus (4.17) holds for j = p
in each case. If p ∈ K3(m′), then τ0,−p+1Q ∈ GT (λ) or q2n−2,−p ≥ q2n−3,−p >
q2n−2,−p+1 = λ−p+1. In the latter case, τ0,−p+1σ2n−1,−p+1Q ∈ GT (λ + e−p+1).
Thus (4.17) holds for j = p− 1 in each case.
Let i ∈ K1(m′) ∪K3(m′), or i = −n+ 1 if τ−n+1,0Q ∈ GT (λ). Define
I1(m
′) := K1(m
′) ∪K5(m′) ∪ {0},
I2(m
′) :=
{
K1(m
′) ∪K3(m′) ∪ {−n+ 1} if τ−n+1,0Q ∈ GT (λ)
K1(m
′) ∪K3(m′) ∪ {n− 1} if τ−n+1,0Q 6∈ GT (λ),
I2(m
′, i) := I2(m
′) \ {i}.
Then (4.18) holds for {j1, . . . , js} = I1(m′) and {i1, . . . , is−1} = I2(m′, i), so the
following formula is obtained.
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Corollary 4.16. For i ∈ K1(m′) ∪ K3(m′) or i = −n + 1 if τ−n+1,0Q ∈ GT (λ),
then
−ι η1
a1
a2n−3,−i(τi,0Q)
∏
i′∈I2(m′,i)
(l2n−3,i − l2n−3,i′)∏
j∈I1(m′)
(l2n−3,i + l2n−2,−j)
c(τi,0Q; a)
(4.19)
=±
∑
j∈I1(m′)
ι
Bj(j, τ0,−jQ)
∏
i′∈I2(m′,i)
(l2n−2,−j + l2n−3,i′)∏
j′∈I1(m′)\{j}
(l2n−2,−j − l2n−2,−j′)
× (D±2 (Q)− l2n−2,−j)c(τ0,−jQ; a)
+
∑
j∈I1(m′)
∑
j′∈[−m+2,−1]
∏
i′∈I2(m′,i)
(l2n−2,−j + l2n−3,i′)∏
j′′∈I1(m′)\{j}
(l2n−2,−j − l2n−2,−j′′)
Bj′(j, τ0,−jQ)
Bj(j, τ0,−jQ)
× V ∓j′ (τ0,−jQ; a)
+

D∓1 (Q)− ∑
j∈I1(m′)
l2n−2,−j −
∑
i′∈I2(m′,i)
l2n−3,i′

 c(Q; a)
+ ι
η1
a1
∑
i′∈[−m′+1,−1]
∪[m′,n−1]
a2n−3,−i′(τi′,0Q)
∏
i′′∈I2(m′,i)
(l2n−3,i′ − l2n−3,i′′)∏
j∈I1(m′)
(l2n−3,i′ + l2n−2,−j)
c(τi′,0Q; a).
Suppose Q ∈ GT (λ) satisfies
q2n−2,p = q2n−3,p = q2n−4,p for any p ∈ [1,m− 2].(4.20)
Define
(4.21) K6(m
′) := {j ∈ [m− 1,m′] ∪ [−n+ 1,−m′]|τ0,jQ ∈ GT (λ)}.
For j ∈ K6(m′), define
I1(m
′, j) := I1(m
′) ∪ {−j}.
Then (4.18) holds for {j1, . . . , js} = I1(m′, j) and {i1, . . . , is−1} = I2(m′). By (4.20)
and the definition of V ±j (Q; a), the term Vj′′ (τ0,−j′Q) is zero for j
′ ∈ [−m+ 2,−1]
and j′′ ∈ I1(m′, j). Thus we obtain the following formula.
Corollary 4.17. Suppose Q ∈ GT (λ) satisfies (4.20). If j ∈ K6(m′), then
∓ ι
B−j(−j, τ0,jQ)
∏
i∈I2(m′)
(l2n−2,j + l2n−3,i)∏
j′∈I1(m′)
(l2n−2,j − l2n−2,−j′) (D
±
2 (Q)− l2n−2,j)c(τ0,jQ; a)
(4.22)
=±
∑
j′∈I1(m′)
ι
Bj′ (j′, τ0,−j′Q)
∏
i∈I2(m′)
(l2n−2,−j′ + l2n−3,i)∏
j′′∈I1(m′,j)\{j′}
(l2n−2,−j′ − l2n−2,−j′′)
× (D±2 (Q)− l2n−2,−j′)c(τ0,−j′Q; a)
+

D∓1 (Q)− ∑
j′∈I1(m′,j)
l2n−2,−j′ −
∑
i∈I2(m′)
l2n−3,i

 c(Q; a)
+ ι
η1
a1
∑
i∈[−m′+1,−m+1]
∪[m′,n−1]
a2n−3,−i(τi,0Q)
∏
i′∈I2(m′)
(l2n−3,i − l2n−3,i′)∏
j′∈I1(m′,j)
(l2n−3,i + l2n−2,−j′)
c(τi,0Q; a).
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4.3. Condition for q2n−4. In this subsection, we deduce necessary conditions for
q2n−4 so that the differential-difference equation has a non-trivial solution. In the
first place, we deduce conditions for q2n−4,k, k ∈ [1,m− 2].
Lemma 4.18. Suppose k ∈ [1,m−2]. If Q ∈ GT (λ) satisfies q2n−4,k < λk+1, then
c(Q; a) = 0.
Proof. Step 1. Among the Gelfand-Tsetlin patterns with q2n−4,k < λk+1, there is
a Q satisfying q2n−2,k = λk+1 and q2n−3,k < λk+1. By the first equation in (4.12),
c(Q; a) = 0 for this Q. Therefore, by the second equation in (4.12), c(Q; a) = 0
for Q ∈ GT (λ) satisfying q2n−2,k = q2n−3,k = λk+1. Thus, c(Q; a) = 0 for all
Q ∈ GT (λ) such that q2n−2,k = λk+1 and q2n−3,k ≤ λk+1.
Step 2. Suppose Q ∈ GT (λ) satisfies q2n−4,k < λk+1 and q2n−4,k ≤ q2n−3,k ≤
q2n−2,k = λk+1. In this case, if j
′ ∈ [m,n−1]∪[−n+1, 0]\{k}, then c(τ0,j′Q; a) = 0
by Step 1, since τ0,j′Q satisfies the condition in it. Then by (4.14), applied to this
Q and j = k, we know that c(Q; a) = 0 for Q ∈ GT (λ) satisfying q2n−2,k = λk+1+1
and q2n−3,k ≤ λk+1. By repeating this discussion, we know that c(Q; a) = 0 for
Q ∈ GT (λ) satisfying λk ≥ q2n−2,k ≥ λk+1 and q2n−3,k ≤ λk+1.
Step 3. Suppose Q ∈ GT (λ) satisfies q2n−2,k = q2n−3,k = λk+1. By Step 2,
c(Q; a) = 0. If τi,jQ ∈ GT (λ) for (i, j) 6= (k, k), then it satisfies λk ≥ q2n−2,k ≥
λk+1 and q2n−3,k ≤ λk+1; so it satisfies the condition in the conclusion of Step 2.
It follows that c(τi,jQ; a) = 0 for (i, j) 6= (k, k). Then by (4.15), applied to this
Q and j = k, we have c(τk,kQ; a) = 0, that is to say c(Q; a) = 0 for Q ∈ GT (λ)
satisfying q2n−4,k < λk+1 and q2n−2,k = q2n−3,k = λk+1 + 1.
Step 4. Suppose Q ∈ GT (λ) satisfies the condition in the conclusion of Step 3.
Then, by applying the discussion in Step 2 for this Q, we know that c(Q; a) = 0 for
Q ∈ GT (λ) satisfying q2n−3,k ≤ λk+1 + 1.
By repeating the shift operations as in Step 2 and Step 3, the lemma is shown. 
In the second place, we deduce conditions for q2n−4,k, k ∈ [m− 1, n− 2].
Lemma 4.19. Suppose k ∈ [m− 1, n− 2]. If Q ∈ GT (λ) satisfies q2n−4,k > λk+1,
then c(Q; a) = 0.
Proof. Step 1. Among the Gelfand-Tsetlin patterns with q2n−4,k > λk+1, there is
a Q satisfying q2n−3,k+1 = q2n−2,k+1 = λk+1. By Lemma 4.13 (5), c(Q; a) = 0 for
this Q.
Step 2. We know c(Q; a) = 0 for those Q with q2n−3,k+1 = q2n−2,k+1 = λk+1.
Shift q2n−3,k+1 downward by using (4.16). Then we know that c(Q; a) = 0 for all
Q ∈ GT (λ) satisfying q2n−4,k > λk+1 and λk+1 = q2n−2,k+1 ≥ q2n−3,k+1.
Step 3. Suppose Q ∈ GT (λ) satisfies the condition in Step 1. Then by (4.15),
applied to this Q and j = −k − 1, we know that c(Q; a) = 0 for all Q ∈ GT (λ)
satisfying q2n−4,k > λk+1 and q2n−2,k+1 = q2n−3,k+1 = λk+1 − 1.
By repeating the shift operations as in Step 2 and Step 3, the lemma is shown. 
Lemma 4.20. If Q ∈ GT (λ) satisfies q2n−4,k < λk+2 for k ∈ [m − 1, n − 3], or
q2n−4,n−2 < |λn|, then c(Q; a) = 0.
Proof. The proof of this lemma is just the same as that of the previous one. In the
first place, if Q satisfies the above condition and q2n−3,k = q2n−2,k+1 = λk+2 (or
= |λn| if k = n−2), we have c(Q; a) = 0 by Lemma 4.13 (5). Shift q2n−3,k upward by
using (4.16). Then we know that c(Q; a) = 0 for all Q ∈ GT (λ) satisfying q2n−4,k <
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λk+2 and q2n−2,k+1 = λk+2. In the third place, if Q ∈ GT (λ) satisfies q2n−3,k =
q2n−2,k+1 = λk+2, then shift upward them to q2n−3,k = q2n−2,k+1 = λk+2 + 1 by
using (4.15). By repeating these shift operations, the lemma is shown. 
Corollary 4.21. If Q ∈ GT (λ) does not satisfy
(4.23)


λk ≥ q2n−4,k ≥ λk+1 for k ∈ [1,m− 2],
λk+1 ≥ q2n−4,k ≥ λk+2 for k ∈ [m− 1, n− 3],
λn−1 ≥ q2n−4,n−2 ≥ |λn|,
then c(Q; a) = 0.
4.4. Reduction to the “corner” vectors. Choose a q2n−4 satisfying the con-
dition (4.23). In this subsection, we show that, if c(Q0; a) is known for some
Q0 ∈ GT (λ) containing this q2n−4, then it completely determines the other c(Q; a)’s
for Q ∈ GT (λ) containing the same q1, . . . ,q2n−4 parts. We call Q0 with this prop-
erty a “corner vector”.
As will be seen in §5, there is a set of Gelfand-Tsetlin bases Q, including corner
vectors, such that we can explicitly write down the scalar differential equations
satisfied by c(Q; a). Such bases Q ∈ GT (λ) satisfy the following conditions: For an
m′ ∈ [m− 1, n− 1],
(4.24)


q2n−2,p = λp+1, q2n−3,p = q2n−4,p for p ∈ [m− 1,m′ − 1],
q2n−2,p = λp, q2n−3,p = q2n−4,p−1 for p ∈ [m′ + 1, n− 1],
q2n−2,m′ = q2n−3,m′ ∈ [λm′+1, q2n−4,m′−1] if m′ ≥ m,
or [λm, λm−1] if m
′ = m− 1.
Definition 4.22. Q−m′ ∈ GT (λ) is the Gelfand-Tsetlin pattern which satisfies
(4.20), (4.23), (4.24) and q2n−2,m′ = q2n−3,m′ = λm′+1. Analogously, Q
+
m′ ∈ GT (λ)
is the Gelfand-Tsetlin pattern which satisfies (4.20), (4.23), (4.24) and q2n−2,m′ =
q2n−3,m′ = q2n−4,m′−1 (or = λm−1 if m
′ = m− 1).
Theorem 4.23. If c(Q+n−1; a) is known, then it determines all the c(Q; a) for
Q ∈ GT (λ) containing the same q1, . . . ,q2n−4 parts as Q+n−1.
Proof. In this proof, we assume all Q ∈ GT (λ) contain the same q1, . . . ,q2n−4 as
Q+n−1. Note that this q2n−4 satisfies (4.23). For simplicity, we prove the case when
λn > 0 and m < n. The case when λn < 0 is proved just in the same way. The case
when m = n is also proved just in the same way, and the proof is a little easier.
For Q = (q1, . . . ,q2n−1) ∈ GT (λ), define lengths of Q by
‖Q‖2n−2,1 :=
m−2∑
j=1
(q2n−2,j − λj+1), ‖Q‖2n−2,2 :=
n−2∑
j=m−1
(q2n−2,j − λj+1),
‖Q‖2n−3,1 :=
m−2∑
j=1
(q2n−3,j − q2n−4,j),
‖Q‖2n−3,2 :=
n−3∑
j=m−1
(q2n−3,j − q2n−4,j)
+ q2n−3,n−2 − q2n−3,n−1 − |q2n−2,n−1 − q2n−4,n−2|.
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Note that, since q2n−3,n−2 ≥ q2n−2,n−1 ≥ q2n−3,n−1 and q2n−3,n−2 ≥ q2n−4,n−2 ≥
q2n−3,n−1, the term
q2n−3,n−2 − q2n−3,n−1 − |q2n−2,n−1 − q2n−4,n−2|
= q2n−3,n−2 − q2n−3,n−1
−max{q2n−2,n−1, q2n−4,n−2}+min{q2n−2,n−1, q2n−4,n−2}
is zero if and only if either (i) q2n−3,n−2 = q2n−2,n−1 and q2n−3,n−1 = q2n−4,n−2 or
(ii) q2n−3,n−2 = q2n−4,n−2 q2n−3,n−1 = q2n−2,n−1. Define a partial order Q
′ ≺ Q in
GT (λ) by
Q′  Q ⇔ Q′ = Q or Q′ ≺ Q,
Q′ ≺ Q ⇔ ‖Q′‖2n−2,1 < ‖Q‖2n−2,1;
or ‖Q′‖2n−2,1 = ‖Q‖2n−2,1 and ‖Q′‖2n−3,1 < ‖Q‖2n−3,1;
or ‖Q′‖2n−2,1 = ‖Q‖2n−2,1, ‖Q′‖2n−3,1 = ‖Q‖2n−3,1
and ‖Q′‖2n−2,2 < ‖Q‖2n−2,2;
or ‖Q′‖2n−2,1 = ‖Q‖2n−2,1, ‖Q′‖2n−3,1 = ‖Q‖2n−3,1,
‖Q′‖2n−2,2 = ‖Q‖2n−2,2 and ‖Q′‖2n−3,2 < ‖Q‖2n−3,2.
We will show Theorem 4.23 by induction on this partial order.
Step 1. If Q satisfies (4.20) and
(4.25)


q2n−2,p = λp+1 for p ∈ [m− 1, n− 2],
q2n−3,p = q2n−4,p for p ∈ [m− 1, n− 3],
λn−1 > q2n−3,n−2 = q2n−2,n−1 ≥ q2n−4,n−2,
q2n−3,n−1 = q2n−4,n−2,
then the equation (4.15), applied to this Q and j = n− 1, is
(D2(Q) + l2n−2,n−1)c(Q; a)
+
η1
a1
Bn−1(n− 1, Q)a2n−3,−n+2(τn−2,n−1Q)
l2n−3,n−2 − l2n−2,n−1 c(τn−2,n−1Q; a)
= 0.
If Q satisfies (4.20) and
(4.26)


q2n−2,p = λp+1, for p ∈ [m− 1, n− 2],
q2n−3,p = q2n−4,p for p ∈ [m− 1, n− 2],
q2n−4,n−2 ≥ q2n−2,n−1 = q2n−3,n−1 > λn,
then the equation (4.15) for this Q and j = −(n− 1) is
(D2(Q) + l2n−2,−n+1)c(Q; a)
+
η1
a1
B−n+1(−n+ 1, Q)a2n−3,n−1(τ−n+1,−n+1Q)
l2n−3,−n+1 − l2n−2,−n+1 c(τ−n+1,−n+1Q; a)
= 0.
By repeating these shift operations, we know that c(Q+n−1; a) determines the c(Q; a)
for Q ∈ GT (λ) which satisfies (i) (4.20) and (4.25) or (ii) (4.20) and (4.26), in other
words, for Q which is minimal with respect to the partial order .
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Step 2. Suppose Q ∈ GT (λ) in question satisfies τi,0Q ∈ GT (λ) for an i ∈
[1, n− 2] ∪ {−n+ 1}. Then τi,0Q ≻ Q since ‖τi,0Q‖2n−2,p = ‖Q‖2n−2,p for p = 1, 2
but ‖τi,0Q‖2n−3,p > ‖Q‖2n−3,p for p = 1 or 2. Consider the equation (4.19) applied
to m′ = n − 1. If j ∈ I1(n − 1) \ {0} = K1(n − 1) ⊂ [1, n − 2], then τ0,−jQ ≺ Q
since ‖τ0,−jQ‖2n−2,p < ‖Q‖2n−2,p for p = 1 or 2. If j ∈ I1(n− 1), j′ ∈ [−m+2,−1]
and i′ ∈ [−n+ 1, n− 1], then τi′,j′τ0,jQ ≺ Q since ‖τi′,j′τ0,jQ‖2n−2,1 < ‖Q‖2n−2,1.
Moreover, if i′ ∈ [−n + 2,−1] ∪ {n − 1}, then τi′,0Q ≺ Q since ‖τi′,0Q‖2n−3,p <
‖Q‖2n−3,p for p = 1 or 2. It follows that all the c(Q′; a)’s appearing in the right
hand of (4.19) satisfy Q′  Q. Therefore, c(τi,0Q; a) can be expressed as
c(τi,0Q; a) =
∑
Q′Q(≺τi,0Q)
(differential of c(Q′; a)),
and it is determined by c(Q+n−1; a) by the hypothesis of induction. Especially, if
Q ∈ GT (λ) satisfies (4.20) and q2n−2,p = λp+1 for any p ∈ [m − 1, n− 2], then we
know from the result of Step 1 that c(Q+n−1; a) determines c(Q; a).
Step 3. Suppose Q ∈ GT (λ) satisfies (4.20). Let k ∈ K6(n − 1). Consider the
equation (4.22) applied to m′ = n − 1 and j = k. Since j′ ∈ I1(n − 1) implies
τ0,−j′Q  Q and i ∈ [−n+ 2,−m+ 1] ∪ {n− 1} implies τi,0Q ≺ Q, all the c(Q′; a)
appearing in the right hand of (4.22) satisfies Q′  Q. Therefore, c(τ0,kQ; a)
satisfies
(4.27) (D±2 (Q)− l2n−2,k)c(τ0,kQ; a) =
∑
Q′Q
(differential of c(Q′; a)).
The equation (4.14) for j = m− 1 implies
(4.28)
∑
k∈K6(n−1)
Ak(Q)c(τ0,kQ; a) =
∑
Q′Q
(differential of c(Q′; a))
since τ0,j′Q ≺ Q for j′ ∈ [−n+ 2,−m+ 1].
In order to eliminate extra terms in the left hand of (4.28), consider the following
differential operator. For any m′ ∈ [m− 1, n− 1] and j, k ∈ K6(m′), the fraction in
the right hand of∏
p∈K6(m′)\{j}
(D±2 (Q)− l2n−2,p)(4.29)
=
∏
p∈K6(m′)\{j}
(D±2 (Q)− l2n−2,p)−
∏
p∈K6(m′)\{j}
(l2n−2,k − l2n−2,p)
D±2 (Q)− l2n−2,k
× (D±2 (Q)− l2n−2,k)
+
∏
p∈K6(m′)\{j}
(l2n−2,k − l2n−2,p)
is a polynomial in D±2 (Q), so it is a differential operator. Note that the last term
in the right hand is zero if k 6= j.
Choose j ∈ K6(n − 1) ∩ [m − 1, n − 2]. We have τ0,jQ ≻ Q, since j ∈ [m −
1, n − 2] implies ‖τ0,jQ‖2n−2,2 > ‖Q‖2n−2,2. Differentiate both sides of (4.28) by∏
p∈K6(n−1)\{j}
(D±2 (Q)− l2n−2,p) and use (4.27) and (4.29). Then we get
c(τ0,jQ; a) =
∑
Q′≺τ0,jQ
(differential of c(Q′; a)).
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By the hypothesis of induction, c(τ0,jQ; a) is determined by c(Q
+
n−1; a), and so is
c(τi,jQ; a) for i ∈ [m− 1, n− 2] because of Step 2. Then we know from the result of
Step 2 that c(Q+n−1; a) determines the c(Q; a) for all Q ∈ GT (λ) satisfying (4.20).
Step 4. If τ0,jQ ∈ GT (λ) for j ∈ [1,m− 2], then the equation (4.14), applied to
this j, implies
c(τ0,jQ; a) =
∑
Q′≺τ0,jQ
(differential of c(Q′; a)).
By the hypothesis of induction, c(τ0,jQ; a) is determined by c(Q
+
n−1; a), and so is
c(τi,jQ; a) for i ∈ [1,m − 1] because of Step 2. Then we know from the result of
Step 3 that c(Q+n−1; a) determines all the c(Q; a) for Q ∈ GT (λ). 
5. Determination of Whittaker models
In this section, we first deduce a system of differential equations which are sat-
isfied by c(Q; a) for Q ∈ GT (λ) satisfying (4.20), (4.23) and (4.24). Secondly
obtained are the Mellin-Barnes type integral formulas of the solutions of this sys-
tem of equations. Though the dimension of the solution space is high, only a few of
the solutions satisfy the whole differential-difference equations Dλ˜,ηφ = 0. Lastly,
continuous intertwining operators are determined.
5.1. Scalar differential equations. In this subsection, we assume that Q satisfies
(4.20), (4.23) and (4.24). In this case,
K1(m
′) = {p ∈ [m− 1,m′ − 1]|q2n−3,p < q2n−2,p},
K2(m
′) = [1,m′ − 1] \K1 = [1,m− 2] ∪ {p ∈ [m− 1,m′ − 1]|q2n−3,p = q2n−2,p},
K3(m
′) = {p ∈ [−n+ 2,−m′]|q2n−3,−p > q2n−2,−p+1 = λ−p+1},
K4(m
′) = [−n+ 2,−m′ − 1] \K3
= {p ∈ [−n+ 2,−m′ − 1]|q2n−3,−p = q2n−2,−p+1 = λ−p+1},
K5(m
′) = {p− 1|p ∈ K3(m′)}
= {p ∈ [−n+ 1,−m′ − 1]|q2n−3,−p−1 > q2n−2,−p = λ−p},
by definition.
Lemma 5.1. Let
J(m′) := [−n+ 1,−m′ − 1] ∪ [m− 1,m′ − 1],
dm′(Q) :=
∑
p∈J(m′)∪{m′}
l2n−2,−p +
∑
p∈J(m′)
l2n−3,p.
Suppose Q ∈ GT (λ) satisfies (4.20), (4.23) and (4.24).
(1) If τ−m′,0Q ∈ GT (λ), then
−ι η1
a1
a2n−3,m′(τ−m′,0Q)
∏
p∈J(m′)(l2n−3,−m′ − l2n−3,p)∏
p∈J(m′)∪{0}(l2n−3,−m′ + l2n−2,−p)
c(τ−m′,0Q; a)(5.1)
=
(
± l2n−1,n
l2n−2,−m′
D±2 (Q) +D∓1 (Q)− dm′(Q) + l2n−2,−m′
)
c(Q; a).
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(2) If q2n−2,m′ = q2n−3,m′ > λm′+1, then
∓ ι
Bm′(m′, τ−m′,−m′Q)
(2l2n−2,−m′ + 1)
∏
p∈J(m′)(l2n−2,−m′ + l2n−3,p)∏
p∈J(m′)∪{0}(l2n−2,−m′ − l2n−2,−p)
(5.2)
× (D±2 (Q)− l2n−2,−m′)c(τ−m′,−m′Q; a)
=
(
∓ l2n−1,n
l2n−2,−m′
D±2 (Q) +D∓1 (Q)− dm′(Q)− l2n−2,−m′ − 1
)
c(τ−m′,0Q; a)
+ ι
η1
a1
a2n−3,−m′(Q)(2l2n−3,m′ − 2)
∏
p∈J(m′)(l2n−3,m′ − l2n−3,p − 1)∏
p∈J(m′)∪{0,m′}(l2n−3,m′ + l2n−2,−p − 1)
c(Q; a).
(3) If q2n−2,m′ = q2n−3,m′ > λm′+1, then
c(τ−m′,−m′Q; a) = ∓a1
η1
l2n−3,−m′ − l2n−2,−m′ + 1
a2n−2,m′(τ−m′,−m′Q)a2n−3,m′(τ−m′,0Q)
(5.3)
×
∏
p∈[−n,−1]∪[m,n](l2n−2,−m′ + l2n−1,p)∏
p∈[−n+1,−m+1]∪[0,n−1]\{−m′}(l2n−2,−m′ − l2n−2,p)
× (D±2 (Q) + l2n−2,−m′)c(Q; a).
(4) For k ∈ K6(m′)
∓ ι
B−k(−k, τ0,kQ)
∏
p∈J(m′)∪{−m′}(l2n−2,k + l2n−3,p)∏
p∈J(m′)∪{0}(l2n−2,k − l2n−2,−p)
(D±2 (Q)− l2n−2,k)c(τ0,kQ; a)
(5.4)
=
(
∓ l2n−1,n
l2n−2,k
D±2 (Q) +D∓1 (Q)− dm′(Q)− l2n−2,k
)
c(Q; a)
Proof. (1) Since −m′ ∈ K3(m′), the equation (4.19) holds for i = −m′. If j ∈
I1(m
′) \ {0} = K1(m′) ∪ K5(m′), then τ0,−jQ 6∈ GT (λ) because of (4.24). If
j′ ∈ [−m + 2,−1] and j ∈ I1(m′), then τi′,j′τ0,−jQ 6∈ GT (λ) for all i′ because of
(4.20). If i′ ∈ [−m′ + 1,−1] ∪ [m′, n − 1], then τi′,0Q 6∈ GT (λ) because of (4.20)
and (4.24). Therefore, the terms in the right hand of (4.19) vanish except for the
third line and the (D±2 (Q)− l2n−2,0)c(Q; a) term in the first line. If we arrange the
coefficients by using l2n−3,p = −l2n−2,−p for q ∈ K2(m′) and l2n−3,p = −l2n−2,−p+1
for q ∈ K4(m′), we get (5.1).
(2) Since τ0,−m′τ−m′,0Q = τ−m′,−m′Q ∈ GT (λ), the equation (4.22), with Q
replaced by τ−m′,0Q ∈ GT (λ) and with j = −m′, holds. Since τ0,−j′τ−m′,0Q 6∈
GT (λ) for j′ ∈ K1(m′)∪K5(m′) and τi′,0τ−m′,0Q 6∈ GT (λ) for i′ ∈ [−m′+1,−m+
1]∪ [m′+1, n−1], the terms in the right hand of (4.22) vanish except for the second
line, the (D±2 (Q)− l2n−2,0)c(τ−m′,0Q; a) term in the first line and c(τm′,0τ−m′,0Q; a)
term in the third line. Thus we get (5.2).
(3) For this Q, τi,−m′Q ∈ GT (λ) if and only if i = −m′. (5.2) is the equation
(4.15) applied to j = −m′.
(4) Consider the equation (4.22) applied to j = k. Since τ0,−j′Q 6∈ GT (λ) if
j′ ∈ K1(m′) ∪K5(m′) and τi′,0Q 6∈ GT (λ) if i′ ∈ [−m′ + 1,−m+ 1] ∪ [m′, n − 1],
the terms in the right hand of (4.22) vanish except for the second line and the
(D±2 (Q)− l2n−2,0)c(Q; a) term in the first line. Thus we get (5.4). 
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Proposition 5.2. If Q ∈ GT (λ) satisfies (4.20), (4.23) and (4.24), then c(Q; a) is
a solution of
(5.5)
{
(D∓1 (Q)− dm′(Q))2 − (D±2 (Q)± l2n−1,n)2 −
(
η1
a1
)2}
c(Q; a) = 0.
Proof. Suppose q2n−2,m′ = q2n−3,m′ > λm′+1. Then (5.5) is obtained from (5.1),
(5.2) and (5.3), by eliminating c(τ−m′,0Q; a) and c(τ−m′,−m′Q; a).
Next, suppose q2n−2,m′ = q2n−3,m′ = λm′+1. The equations (5.2) and (5.3), with
Q replaced by τm′,m′Q, are difference equations for Q, τm′,m′Q and τ0,m′Q. The
equation (5.4), applied to k = m′, is a difference equation for Q and τ0,m′Q. By
eliminating τm′,m′Q and τ0,m′Q from these, we get the equation (5.5). 
In order to deduce another differential equation, we prepare two identities.
Lemma 5.3. For x1, . . . , xk, y1, . . . , yk and z,
k∑
i=1
∏k−1
j=1 (xi + yj)
∏k
i′=1, 6=i(z − xi′ )∏k
i′=1, 6=i(xi − xi′ )
=
k−1∏
i=1
(z + yi).(5.6)
k∑
i=1
∏k
j=1(xi + yj)
(z + xi)
∏k
i′=1, 6=i(xi − xi′ )
= 1−
∏k
i=1(z − yi)∏k
i=1(z + xi)
.(5.7)
Proof. (5.6) The left hand is a polynomial in z of degree k − 1, which we denote
by f(z). For l ∈ [1, k], f(xl) =
∏k−1
i=1 (xl + yi). On the other hand, the polynomial∏k−1
i=1 (z+yi) of degree k−1 has the same values at k points xl, so they are identical.
(5.7) Let g(z) := (left hand)×∏ki=1(z+xi), which is a polynomial in z of degree
k − 1. For l ∈ [1, k], g(−xl) = (−1)k−1
∏k
i=1(xl + yi). On the other hand, the
polynomial
∏k
i=1(z + xi) −
∏k
i=1(z − yi) of degree k − 1 has the same values at k
points z = −xl, so they are identical. 
Suppose Q ∈ GT (λ) satisfies (4.20), (4.23), (4.24) and q2n−2,m−1 < λm−1. In
this case, K6(m
′) is not empty since m− 1 ∈ K6(m′). The equation (4.14), applied
to this Q and j = m− 1, is
{
D±2 (Q)∓ Λn+1 +
η2a1
2a2
(ιA0(Q)∓ 1)
}
c(Q; a) + ι
η2a1
2a2
∑
k∈K6(m′)
Ak(Q)c(τ0,kQ; a)
(5.8)
= 0.
Let j ∈ K6(m′). After applying
∏
p∈K6(m′)\{j}
(D±2 (Q)− l2n−2,p + 1) to both sides
of (5.8), use (4.29) and (5.4). Then we get
− ιη2a1
2a2
Aj(Q)

 ∏
p∈K6(m′)\{j}
(l2n−2,j − l2n−2,p)

 c(τ0,jQ; a)
(5.9)
=
[ ∏
p∈K6(m′)\{j}
(D±2 (Q)− l2n−2,p + 1)
{
D±2 (Q)∓ Λn+1 +
η2a1
2a2
(ιA0(Q)∓ 1)
}
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± ιη2a1
2a2
∑
k∈K6(m′)
Ak(Q)ιB−k(−k, τ0,kQ)
∏
p∈J(m′)∪{0}(l2n−2,k − l2n−2,−p)∏
p∈J(m′)∪{−m′}(l2n−2,k + l2n−3,p)
×
∏
p∈K6(m′)\{j}
(D±2 (Q)− l2n−2,p)−
∏
p∈K6(m′)\{j}
(l2n−2,k − l2n−2,p)
D±2 (Q)− l2n−2,k
×
(
∓ l2n−1,n
l2n−2,k
D±2 (Q) +D∓1 (Q)− dm′(Q)− l2n−2,k
)]
c(Q; a).
Let
K7(m
′) := {p ∈ [m− 1,m′ − 1]|p+ 1 ∈ K6(m′)}(5.10)
∪ {p ∈ [−n+ 1,−m′ − 1]|p ∈ K6(m′)}.
Note that #K6(m
′) = #K7(m
′) + 1 if q2n−2,m−1 < λm−1. This is because m− 1 ∈
K6(m
′) if q2n−2,m−1 < λm−1, while there is no element in K7(m
′) corresponding
to m− 1 ∈ K6(m′). It is not hard to see that
ιA0(Q) =
∏n−1
p=1 l2n−3,p
∏n
p=1 l2n−1,p∏n−1
p=1 l2n−2,p(l2n−2,p − 1)
∏m−2
p=1 (−l2n−2,p)∏m−1
p=1 (−l2n−1,p)
=
l2n−1,n
∏
p∈K7(m′)
l2n−3,p∏
p∈K6(m′)
l2n−2,p
and
ιAk(Q) ιB−k(−k, τ0,kQ)
∏
p∈I1(m′)
(l2n−2,k − l2n−2,−p)∏
p∈I2(m′)
(l2n−2,k + l2n−3,p)
=
∏
p∈K7(m′)
(l2n−2,k − l2n−3,p)∏
p∈K6(m′)\{k}
(l2n−2,k − l2n−2,p) .
It follows that the last term in (5.9) is ±η2a1/2a2 times
∑
k∈K6(m′)
∏
p∈K7
(l2n−2,k − l2n−3,p)∏
p∈K6(m′)\{k}
(l2n−2,k − l2n−2,p)
×
∏
p∈K6(m′)\{j}
(D±2 (Q)− l2n−2,p)−
∏
p∈K6(m′)\{j}
(l2n−2,k − l2n−2,p)
D±2 (Q)− l2n−2,k
×
((
1∓ l2n−1,n
l2n−2,k
)
(D±2 (Q)− l2n−2,k) +D∓1 (Q)− dm′(Q)−D±2 (Q)∓ l2n−1,n
)
=

 ∑
k∈K6(m′)
l2n−2,k ∓ l2n−1,n
l2n−2,k
∏
p∈K7(m′)
(l2n−2,k − l2n−3,p)∏
p∈K6(m′)\{k}
(l2n−2,k − l2n−2,p)


×
∏
p∈K6(m′)\{j}
(D±2 (Q)− l2n−2,p)
+
∑
k∈K6(m′)
∏
p∈K7(m′)
(l2n−2,k − l2n−3,p)∏
p∈K6(m′)\{k}
(l2n−2,k − l2n−2,p)
∏
p∈K6(m′)\{k}
(D±2 (Q)− l2n−2,p)
D±2 (Q)− l2n−2,j
× (D∓1 (Q)− dm′(Q)−D±2 (Q)∓ l2n−1,n)
−
∏
p∈K7(m′)
(l2n−2,j − l2n−3,p) 1D±2 (Q)− l2n−2,j
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×
((
1∓ l2n−1,n
l2n−2,j
)
(D±2 (Q)− l2n−2,j) +D∓1 (Q)− dm′(Q)−D±2 (Q)∓ l2n−1,n
)
=
(
1∓ l2n−1,n
∏
p∈K7(m′)
l2n−3,p∏
p∈K6(m′)
l2n−2,p
) ∏
p∈K6(m′)\{j}
(D±2 (Q)− l2n−2,p)


+
∏
p∈K7(m′)
(D±2 (Q)− l2n−3,p)−
∏
p∈K7(m′)
(l2n−2,j − l2n−3,p)
D±2 (Q)− l2n−2,j
× (D∓1 (Q)− dm′(Q)−D±2 (Q)∓ l2n−1,n)
− l2n−2,j ∓ l2n−1,n
l2n−2,j
∏
p∈K7(m′)
(l2n−2,j − l2n−3,p).
Here, we use Lemma 5.3 to get the last equality. Then (5.9) becomes the next
equation.
Lemma 5.4. If Q ∈ GT (λ) satisfies (4.20), (4.23) and (4.24), then for j ∈ K6(m′),
−ιη2a1
2a2
Aj(Q)

 ∏
p∈K6(m′)\{j}
(l2n−2,j − l2n−2,p)

 c(τ0,jQ; a)
(5.11)
=

 ∏
p∈K6(m′)\{j}
(D±2 (Q)− l2n−2,p + 1)

 (D±2 (Q)∓ Λn+1)c(Q; a)
± η2a1
2a2
[∏
p∈K7(m′)
(D±2 (Q)− l2n−3,p)−
∏
p∈K7(m′)
(l2n−2,j − l2n−3,p)
D±2 (Q)− l2n−2,j
× (D∓1 (Q)− dm′(Q)−D±2 (Q)∓ l2n−1,n)
− l2n−2,j ∓ l2n−1,n
l2n−2,j
∏
p∈K7(m′)
(l2n−2,j − l2n−3,p)
]
c(Q; a)
Proposition 5.5. If Q ∈ GT (λ) satisfies (4.20), (4.23), (4.24) and q2n−2,m−1 <
λm−1, then c(Q; a) is a solution of

(D±2 (Q)∓ Λn+1)
∏
k∈K6(m′)
(D±2 (Q)− l2n−2,k + 1)
(5.12)
±η2a1
2a2
(D∓1 (Q)− dm′(Q)−D±2 (Q)∓ l2n−1,n)
∏
p∈K7(m′)
(D±2 (Q)− l2n−3,p)


× c(Q; a)
= 0.
If m′ = m − 1 and q2n−2,m−1 = λm−1, then c(Q; a) satisfies the equation (5.12)
with K6(m
′) replaced by K6(m− 1) ∪ {m− 1}.
Proof. Suppose q2n−2,m−1 < λm−1. In this case K6(m
′) is not empty since m−1 ∈
K6(m
′). Differentiate (5.11) by D±2 (Q) − l2n−2,j + 1, and use (5.4). Then we
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get the equation (5.12). Suppose m′ = m − 1 and q2n−2,m−1 = λm−1. Then
K6(m− 1)(τ−m+1,−m+1Q) = K6(m− 1)(Q)∪{m− 1}. It follows that the equation
(5.11) holds for j = m − 1, if we replace Q by τ−m+1,−m+1Q. From this equation
and the equations (5.1) and (5.3), applied to m′ = m − 1, we obtain (5.12) by
eliminating c(τ−m+1,0Q; a) and c(τ−m+1,−m+1Q; a). 
5.2. Solutions of (5.5) and (5.12). Suppose Λ ∈ Ξm,±, m = 2, . . . , n, and m′ ∈
[m− 1, n− 1]. Assume Q ∈ GT (λ) satisfies (4.20), (4.23) and (4.24). Define ji and
ki by
{j3, . . . , jN1} = K6(m′) ∩ [m,m′], 0 < j3 < · · · < jN1 ,
{kN1+1, . . . , kN2} = K6(m′) ∩ [−n+ 1,−m′ − 1], kN1+1 < · · · < kN2 < 0.
If K6(m
′)∩ [m,m′] (resp. K6(m′)∩ [−n+1,−m′−1]) is empty, then we set N1 = 2
(resp. N2 = N1).
When m′ ≥ m, define
αp = αp(m
′, Q) :=


±Λn ± Λn+1, for p = 1,
±Λn + l2n−2,m−1 − 1, for p = 2,
±Λn + l2n−2,jp − 1, for 3 ≤ p ≤ N1,
±Λn + l2n−2,kp − 1, for N1 + 1 ≤ p ≤ N2.
Suppose m′ = m − 1. In this case, (i) K6(m′) ∩ [m,m′] is empty, and (ii) the
inequality relation of ±Λn+1 and l2n−2,m−1− 1 depends on the value of q2n−2,m−1.
For these reasons, we define
αp = αp(m
′, Q) :=


±Λn +max{±Λn+1, l2n−2,m−1 − 1}, for p = 1,
±Λn +min{±Λn+1, l2n−2,m−1 − 1}, for p = 2,
±Λn + l2n−2,kp − 1, for 3 ≤ p ≤ N2.
Remark 5.6. When m′ ∈ K6(m′), l2n−2,m′ corresponds to αN1 except for the case
m′ = m− 1 and l2n−2,m−1 − 1 ≥ ±Λn+1.
Consider the number l2n−3,p for p ∈ K7(m′). By definition (5.10) of K7(m′),
K7(m
′) = {j3 − 1, . . . , jN1 − 1} ∪ {kN1+1, . . . , kN2}.
Define
βp = βp(m
′, Q) :=
{ ±Λn + l2n−3,jp−1, for 3 ≤ p ≤ N1,
±Λn + l2n−3,kp , for N1 + 1 ≤ p ≤ N2.
Lemma 5.7. These numbers satisfy
α1 ≥α2 ≥ β3 > α3 ≥ · · · > αN1−1 ≥ βN1 > αN1
> 0 ≥ βN1+1 > αN1+1 ≥ βN1+2 > · · · > αN2−1 ≥ βN2 > αN2 ,
and the difference between βp and αp is at least two.
Proof. Recall Remark 3.10 and the condition (4.24). If p ∈ K6(m′)∩ [m−1,m′−1],
then l2n−2,p − 1 = λp+1 + n− p− 1 = Λp+1 since q2n−2,p = λp+1. If p ∈ K6(m′) ∩
[−n− 1,−m′ − 1], then l2n−2,p − 1 = −l2n−2,−p = −(λ−p + n + p) = −Λ−p since
q2n−2,−p = λ−p. We know Λm′ > l2n−2,m′ − 1 ≥ Λm′+1 − 1 since λm′ ≥ q2n−2,m′ ≥
λm′+1. It follows that
α1 ≥ α2 > · · · > αN1 > 0 > αN1+1 > · · · > αN2 ,
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since the Harish-Chandra parameter Λ =
∑n+1
i=1 Λiei ∈ Ξm,± satisfies
Λ1 > · · · > Λm−1 > ±Λn+1 > Λm > · · · > Λn−1 > |Λn|.
Next, consider the numbers βj . If 3 ≤ p ≤ N1, then l2n−2,jp−1 − 1 ≥ l2n−3,jp−1 >
l2n−2,jp > l2n−2,jp − 1 since q2n−2,jp−1 ≥ q2n−3,jp−1 > q2n−2,jp . If N1 + 1 ≤ p ≤
N2, then l2n−2,kp−1 − 1 ≥ l2n−3,kp > l2n−2,kp > l2n−2,kp − 1 since q2n−2,−kp >
q2n−3,−kp ≥ q2n−2,−kp+1. It follows that αp−1 ≥ βp > αp, and the difference
between βp and αp is at least two. 
In order to rewrite (5.5) and (5.12) in a convenient form, let
t1 :=
η1
a1
, t2 := ∓η1η2
2a2
, ∂ti := ti
∂
∂ti
(i = 1, 2) and(5.13)
n(Q,m′; a) := a
−n+1+dm′(Q)
1 a
−
∑m−1
p=1 l2n−1,p+
∑m−2
p=1 l2n−2,p∓(Λn+λn+1)−m+2
2(5.14)
× exp
(
±η2a1
2a2
)
.
Note that t1 > 0 since η1 > 0 and a1 > 0. We have ∂i = −∂ti (i = 1, 2) and
η2a1/2a2 = ∓t2/t1. Since l2n−2,n = λn = Λn, we have the following proposition.
Proposition 5.8. Assume Q ∈ GT (λ) satisfies (4.20), (4.23) and (4.24). Define
f(Q,m′; t) := n(Q,m′; a)−1c(Q; a).
Then, the differential equations (5.5) and (5.12) are expressed as
(∂2t1 − ∂2t2 − t21)f(Q,m′; t) = 0,(5.15) {
N2∏
p=1
(∂t2 + αp) +
t2
t1
(∂t1 − ∂t2)
N2∏
p=3
(∂t2 + βp)
}
f(Q,m′; t) = 0.(5.16)
Proposition 5.9. Let Cj be a loop starting and ending at +∞, crossing the real
axis at −αj − 1 < s < −αj, and encircling all poles of Γ(−αp − s), p = j, . . . , N2,
once in the negative direction, but none of the poles of Γ(βp + s), p = 3, . . . , j, i.e.
encircling the half real axis {x + 0i ∈ C|x ≥ −αj} once in the negative direction.
Define {
fK1 (Q,m
′; t)
f I1 (Q,m
′; t)
}
:=
1
2πι
∫
C1
∏N2
p=1 Γ(−αp − s)∏N2
p=3 Γ(1− βp − s)
{
ts2K−s(t1)
(−t2)s I−s(t1)
}
ds,
and, for j = 2, . . . , N2, define{
fKj (Q,m
′; t)
f Ij (Q,m
′; t)
}
:=
1
2πι
∫
Cj
∏N2
p=j Γ(−αp − s)
∏j
p=3 Γ(βp + s)∏j−1
p=1 Γ(1 + αp + s)
∏N2
p=j+1 Γ(1− βp − s)
{
(−t2)sK−s(t1)
ts2 I−s(t1)
}
ds.
Here, Kµ(z) and Iν(z) are modified Bessel functions (cf. [4]). Then these integrals
absolutely converge for (t1, t2) ∈ C2 \ ({t1 = 0} ∪ {t2 = 0}), and they form a basis
of the solution space of the system of equations (5.15) and (5.16). Moreover, if
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α1 6= α2, the leading terms of these functions at t2 = 0 are{
fK1
f I1
}
· · ·
∏N2
p=2 Γ(α1 − αp)∏N2
p=3 Γ(α1 − βp + 1)
{
t−α12 Kα1(t1)
(−t2)−α1 Iα1(t1)
}
, and
{
fKj
f Ij
}
· · ·
∏N2
p=j+1 Γ(αj − αp)
∏j
p=3 Γ(βp − αj)∏j−1
p=1 Γ(1 + αp − αj)
∏N2
p=j+1 Γ(αj − βp + 1)
{
(−t2)−αj Kαj (t1)
t
−αj
2 Iαj (t1)
}
if j ≥ 2, respectively. If α1 = α2, then the leading terms of fK1 , f I1 are complicated.
Proof. At a generic point, the solution space of the system of equations (5.15) and
(5.16) is 2N2 dimensional. It is easy to verify that these integrals formally satisfy
the equations (5.15) and (5.16).
Let s = u+ vι, where u is a very large positive real number and v is a non-zero
finite real number. We will see the asymptotic behavior of the integrands when
u→∞. In the following of this proof, Cj(v)’s are positive constants which depend
on v.
By the asymptotic expansion of the gamma function, we know that, if | arg s| < π
and |s| is large,
Γ(s+ a) = ss−1/2+ae−s
√
2π ×O(1), |s| → ∞.
Hence we have∣∣∣∣∣
∏N2
p=1 Γ(−αp − s)∏N
p=3 Γ(1− βp − s)
∣∣∣∣∣ ,
∣∣∣∣∣
∏N2
p=j Γ(−αp − s)
∏j
p=3 Γ(βp + s)∏j−1
p=1 Γ(1 + αp + s)
∏N2
p=j+1 Γ(1− βp − s)
∣∣∣∣∣
≤ C1(v) exp
{(
−2u−
N2∑
p=1
αp +
N2∑
p=3
βp −N2 + 1
)
log |u+ vι|+ 2u
}
.
Since
Iν(z) =
(z
2
)ν ∞∑
n=0
(z/2)2n
n! Γ(ν + n+ 1)
and Kν(z) =
π
2
I−ν(z)− Iν(z)
sin νπ
,
and t1 is a positive real number, we have
|K−u−vι(t1)|, |I−u−vι(t1)| ≤ C2(v) exp
{(
u+
1
2
)
log | − u− vι| − u(log t1
2
+ 1)
}
.
Next,
|(±t2)u+vι| ≤ C3(v)|t2|u.
Thus the integrals in this proposition absolutely converge. The leading terms are
obtained by the residue theorem. They imply that fLj , j = 1, . . . , N2, L = K, I,
are linearly independent. 
5.3. Solutions of the whole differential-difference equations. We consider
whether the solutions of scalar equations obtained in the previous subsection satisfy
the whole differential-difference equations Dλ˜,ηφ = 0 or not.
The equation (5.2), with Q replaced by τm′,m′Q, expresses c(τm′,m′Q; a) as a
sum of differentials of c(Q; a) and c(τ0,m′Q; a). The equation (5.11), with j = m
′,
expresses c(τ0,m′Q; a) as a differential of c(Q; a). By (i) eliminating c(τ0,m′Q; a)
from these equations, (ii) changing the independent variables from ai to ti and the
dependent variables from c(Q; a) to f(Q; a), and (iii) simplifying the equation so
obtained by using (5.15) and (5.16), we get the following shift operator.
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Proposition 5.10. Suppose Q ∈ GT (λ) satisfies (4.20), (4.23) and (4.24), and
suppose τm′,m′Q ∈ GT (λ). Then
f(τm′,m′Q,m
′; t) = (nonzero constant)× S1(m′, Q)f(Q,m′; t),
S1(m
′, Q)
:=
1
t1t2
(∂t1 + ∂t2)
N2∏
p=1, 6=N1
(∂t2 + αp) +
∏N2
p=3(∂t2 + βp)−
∏N2
p=3(βp − αN1 − 1)
∂t2 + αN1 + 1
.
For notational convenience, let Q′ := τm′,m′Q and denote αj(Q
′), βj(Q
′) by α′j ,
β′j , respectively. As before, αj , βj mean αj(Q), βj(Q), respectively. Let N1 =
#(K6(m
′)(Q)∩ [m,m′])+ 2 and N2 = #(K6(m′)(Q)∩ [−n+1,−m′− 1])+N1, i.e.
they are the numbers N1, N2 used in the previous section, defined for Q (not Q
′).
Suppose q2n−2,m′ = q2n−3,m′ < q2n−3,m′−1 = q2n−4,m′−1. Then K6(m
′)(Q′) =
K6(m
′)(Q). Therefore,
α′j = αj , for j = 1, . . . , N1 − 1, N1 + 1, . . . , N2,
α′N1 = αN1 + 1,
β′j = βj , for j = 3, . . . , N2.
In this case, it is easy to verify that
S1(m
′, Q)fLj (Q,m
′; t) =
N2∏
p=1
(βp − αN1 − 1) ×
{
fLj (Q
′,m′; t) if j ≤ N1,
−fLj (Q′,m′; t) if j > N1,
for j = 1, 2, . . . , N2 and L = K or I.
Suppose m′ ≥ m and q2n−2,m′ = q2n−3,m′ = q2n−3,m′−1 = q2n−4,m′−1. Then
K6(m
′)(Q′) = K6(m
′)(Q) \ {m′}. It follows that
α′j = αj , for j = 1, . . . , N1 − 1, α′j = αj+1, for j = N1, . . . , N2 − 1,
β′j = βj , for j = 3, . . . , N1 − 1. β′j = βj+1, for j = N1, . . . , N2 − 1.
In this case, for L = K, I,
S1(m
′, Q)fLj (Q,m
′; t) =
N∏
p=1
(βp − αN1 − 1)×
{
fLj (Q
′,m′; t), for j < N1
−fLj−1(Q′,m′; t), for j > N1.
On the other hand, the non-zero functions S1(m
′, Q)fLN1(Q,m
′; t), L = K, I, are
not solutions of (5.15) and (5.16). Since (τm′,m′)
q2n−4,m′−1−λm′+1Q−m′ = Q
+
m′ , we
get the following proposition.
Proposition 5.11. For m′ ≥ m and L = K, I,
q2n−4,m′−1−λm′+1−1∏
p=0
S1(m
′, τpm′,m′Q)f
L
j (Q
−
m′ ,m
′; t)
=


(non-zero constant)× fLj (Q+m′ ,m′; t), if j < N1,
not a solution of (5.15) and (5.16) for Q+m′ if j = N1,
(non-zero constant)× fLj−1(Q+m′ ,m′; t), if j > N1.
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Suppose m′ ≥ m and λm′ > q2n−4,m′−1. Consider Q ∈ GT (λ) satisfying (4.20),
(4.23) and
(5.17)


q2n−2,p = λp+1 for p ∈ [m− 1,m′ − 1],
q2n−3,p = q2n−4,p for p ∈ [m− 1,m′ − 2],
q2n−2,p = λp for p ∈ [m′ + 1, n− 1],
q2n−3,p = q2n−4,p−1 for p ∈ [m′, n− 1],
q2n−2,m′ = q2n−3,m′−1 ∈ [q2n−4,m′−1, λm′ ].
Note that, if q2n−2,m′ = q2n−3,m′−1 = q2n−4,m′−1, then such Q is Q
+
m′ defined in
Definition 4.22. If q2n−2,m′ = q2n−3,m′−1 = λm′ , then such Q is Q
−
m′−1.
For Q ∈ GT (λ) satisfying (4.20), (4.23) and (5.17), the equation (4.15), with
j = m′, is
c(τm′−1,m′Q; a) = (nonzero constant)× a1
η1
(D±2 (Q) + l2n−2,m′)c(Q; a).
As before, let
f(Q+m′ ,m
′; t) = n(Q+m′ ,m
′, a)−1c(Q+m′ ; a),
f(Q−m′−1,m
′ − 1; t) = n(Q−m′−1,m′ − 1, a)−1c(Q−m′−1; a).
Since (τm′−1,m′)
λm′−q2n−4,m′−1Q+m′ = Q
−
m′−1, we obtain a shift operator
f(Q−m′−1,m
′ − 1; t) = (non-zero constant)× S2(m′)f(Q+m′ ,m′; t),
S2(m
′) :=
λm′−1∏
q=q2n−4,m′−1
(∂t2 ± Λn − q − n+m′).
Recall that, for
K6(m
′)(Q+m′) = {m− 1} ∪ {j3, . . . , jN1} ∪ {kN1+1, . . . , kN2},
K7(m
′)(Q+m′) is defined to be
K7(m
′)(Q+m′) = {j3 − 1, . . . , jN1 − 1} ∪ {kN1+1, . . . , kN2}.
Suppose Q−m′−1 6= Q+m′ . Since K6(m′ − 1)(Q−m′−1) = K6(m′)(Q+m′) ∪ {−m′}, we
have
K6(m
′ − 1)(Q−m′−1) = {m− 1} ∪ {j3, . . . , jN1} ∪ {−m′, kN1+1, . . . , kN2},
K7(m
′ − 1)(Q−m′−1) = {j3 − 1, . . . , jN1 − 1} ∪ {−m′, kN1+1, . . . , kN2}.
For simplicity, denote αj(Q
+
m′), βj(Q
+
m′) by α
′
j , β
′
j , and αj(Q
−
m′−1), βj(Q
−
m′−1) by
α′′j , β
′′
j , respectively. They are related as follows:
α′′p = α
′
p for 1 ≤ p ≤ N1, β′′p = β′p for 3 ≤ p ≤ N1,
α′′N1+1 = ±Λn − λm′ − n+m′ β′′N1+1 = ±Λn − q2n−4,m′−1 − n+m′ + 1
α′′p = α
′
p−1 for N1 + 2 ≤ p ≤ N2 + 1, β′′p = β′p−1 for N1 + 2 ≤ p ≤ N2 + 1,
and they are ordered as follows:
α′1 > α
′
2 ≥ β′3 > α′3 ≥ · · · > α′N1−1 ≥ β′N1 > α′N1
> 0 > β′′N1+1 > α
′′
N1+1 ≥ β′N1+1 > α′N1+1 ≥ β′N1+2 > · · · > α′N2−1 ≥ β′N2 > α′N2 .
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Since
S2(m
′)(±t2)s
=
Γ(β′′N1+1 + s)
Γ(1 + α′′N1+1 + s)
(±t2)s = (−)β
′′
N1+1
−α′′N1+1−1
Γ(−α′′N1+1 − s)
Γ(1− β′′N1+1 − s)
(±t2)s,
we have the following proposition.
Proposition 5.12. For L = K or I, S2(m
′)fLj (Q
+
m′ ,m
′; t) is a non-zero constant
multiple of
(1) fLj (Q
−
m′−1,m
′ − 1; t) if j = 1, . . . , N1,
(2) fLj+1(Q
−
m′−1,m
′ − 1; t) if j = N1 + 1, . . . , N2.
Propositions 5.11, 5.12 enable us to judge whether fLj , j = 1, . . . , N2, L = K, I,
generates the whole solution of Dλ˜,ηφ = 0.
By Theorem 4.23, c(Q+n−1; a), therefore f(Q
+
n−1; t), determines all the c(Q; a)
containing the same q1, . . . ,q2n−4 parts as Q
+
n−1. Let αj = αj(Q
+
n−1). This is
the leading exponent of fLj (Q
+
n−1; t) at t2 = 0. Since α1 = ±(Λn + Λn+1) and
α2 = ±Λn+ l2n−2,m−1−1, alternative use of Proposition 5.11 and Proposition 5.12
implies that, if j = 1, 2 and L = K, I,
fLj (Q
+
n−1, n− 1; t)
Prop.5.11−→ fLj (Q−n−2, n− 2; t)
Prop.5.12−→ fLj (Q+n−2, n− 2; t) −→ . . .
. . .
Prop.5.11−→ fLj (Q−m−1,m− 1; t)
On the other hand, if j ≥ 3, there exists m′ ∈ K6(n − 1)(Q+n−1) ∩ [m,n − 2] such
that αj(Q
+
n−1) = ±Λn + l2n−2,m′ − 1. In this case,
fLj (Q
+
n−1, n− 1; t)
Prop.5.11−→ fLj (Q−n−2, n− 2; t)
Prop.5.12−→ fLj (Q+n−2, n− 2; t) −→ . . .
. . .
Prop.5.12−→ fLj (Q−m′ ,m′; t)
Prop.5.11−→ not a solution of (5.15) and (5.16) for Q+m′ .
This implies that only fLj (Q
+
n−1, n − 1; t), j = 1, 2, L = K, I, can generate a
solution of the whole differential-difference equations. It follows that the constant
C in Theorem 3.8 is at most four. In the special case when m = n, we can check the
compatibility of the equations in Lemma 4.13. Therefore, this constant C, which
is independent of m, is just four.
Theorem 5.13. Let Λ ∈ Ξm,±, m = 2, . . . , n. The functions fK1 (Q+n−1, n − 1; t),
f I1 (Q
+
n−1, n − 1; t), fK2 (Q+n−1, n − 1; t), f I2 (Q+n−1, n − 1; t), with Q+n−1 defined in
Definition 4.22 completely determines the non-zero solutions of Dλ˜,ηφ = 0.
5.4. Continuous Whittaker models. So far, we have investigated the space
Homg,KR(π
∗
Λ, C
∞(GR/NR; η)). Here, we specify the subspace of continuous inter-
twining operators Hom∞GR((π
∗
Λ)∞, C
∞(GR/NR; η)). Note that the latter space is
isomorphic to Wh∞−η(π
∗
Λ).
Proposition 5.14. Suppose GR = Spin(2n, 2). Let πΛ be the discrete series rep-
resentation with the Harish-Chandra parameter Λ.
(1) Suppose Λ ∈ Ξm,+ and Λ′ ∈ Ξm,−, m = 2, . . . , n. If Wh∞−η(π∗Λ) 6= {0}, then
Wh∞−η(π
∗
Λ′ ) = {0}.
(2) Let η and η′ be non-degenerate unitary characters defined as in (4.6). Sup-
pose η2η
′
2 < 0. If Wh
∞
−η(π
∗
Λ) 6= {0}, then Wh∞−η′(π∗Λ) = {0}.
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(3) Suppose Λ ∈ Ξm,±, m = 2, . . . , n. If Wh∞−η(π∗Λ) 6= {0}, then
dimWh∞−η(π
∗
Λ) =
∑
λ1≥µ1≥λ2≥···≥λm−2≥µm−2≥λm−1
λm≥µ
′
1≥λm+1≥···≥λn−1≥µ
′
n−m≥|λn|
dimV
Spin(2n−3,C)
(µ1,...,µm−2,µ′1,...,µ
′
n−m)
.
Proof. For our case GR = Spin(2n, 2), there are two principal nilpotent GR-orbits
on g0, and WGR ≃ S2 ⋉ (Z/2Z)2. Therefore, (3) follows from Theorems 3.2, 3.8,
Remark 3.10 and Theorem 5.13.
Via the Kostant-Sekiguchi correspondence ([12]), these two orbits correspond to
the two nilpotent K-orbits on p generated by X−e1±en+1 +Xen∓en+1 +X−en∓en+1
(see the proof of Proposition 3.5). Schmid and Vilonen ([11]) proved that the
associated cycle of a Harish-Chandra (g,KR)-module and the wave front cycle of
it are related under the Kostant-Sekiguchi correspondence. It follows that, for
m = 2, . . . , n, the wave front set of the discrete series πΛ with Λ ∈ Ξm,+ and that
of πΛ′ with Λ
′ ∈ Ξm,− are different principal nilpotent GR-orbits. Therefore, (1) is
a consequence of Theorem 3.2 (1). Recall the identification of a unitary character
with an element of ι(n0/[n0, n0])
∗ ⊂ ιg∗0 ≃ ιg0 (cf. §3.1). It is easy to check that
η and η′ are contained in different principal nilpotent GR-orbits multiplied by ι.
Therefore, (2) also follows from Theorem 3.2 (1). 
By a theorem of Wallach ([15]), if ψ ∈ Hom∞GR((π∗Λ)∞, C∞(GR/NR; η)), then
ψ(v)(g), v ∈ (π∗Λ)∞, g ∈ GR, must be a moderate-growth function. We show that,
if ∓η2 > 0, then the function fK1 defined in Proposition 5.9 generates a rapidly
decreasing Whittaker function.
Recall the definition (5.13) of t1, t2. Since a1, a2 > 0, η1 > 0 and ∓η2 > 0, we
have t1 > 0 and t2 > 0. Let
S3 =
N2∏
p=3
βp−1∏
q=αp+1
(−∂t2 − q), f0(t) =
1
2πι
∫
C1
Γ(−α1 − s)Γ(−α2 − s)ts2K−s(t1) ds.
Then fK1 = S3f0, so we show that f0 is a rapidly decreasing function. Recall an
integral formula
Kν(z) =
1
2
(z
2
)ν ∫ ∞
0
exp
(
−u− z
2
4u
)
u−ν−1du
of Kν(z). Then f0 is
1
2πι
∫
C1
Γ(−α1 − s)Γ(−α2 − s)ts2
(
1
2
(
t1
2
)−s ∫ ∞
0
exp
(
−u− t
2
1
4u
)
us−1du
)
ds
=
∫ ∞
0
exp
(
−u− t
2
1
4u
)(
1
4πι
∫
C1
Γ(−α1 − s)Γ(−α2 − s)
(
2t2u
t1
)s
ds
)
du
u
.
By residue calculus, the inner integral is expressed by a K-Bessel function, and
then we get
f0 =
∫ ∞
0
exp
(
−u− t
2
1
4u
)(
2t2u
t1
)−(α1+α2)/2
Kα1−α2
(
2
√
2t2u
t1
)
du
u
.
This is essentially the same as the function hr,0 treated in [6, Theorem 4.4]. This
function is proved to be a rapidly decreasing function there. It is not hard to see
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that this function generates a rapidly decreasing solution of Dλ˜,ηφ = 0. There-
fore, the intertwining operator corresponding to this solution is an element of
Hom∞GR((π
∗
Λ)∞, C
∞(GR/NR; η)). This result, together with Proposition 5.14, im-
plies the following theorem.
Theorem 5.15. Suppose GR = Spin(2n, 2). Let πΛ be the discrete series repre-
sentation with the Harish-Chandra parameter Λ ∈ Ξm,±, m = 2, . . . , n. If ∓η2 > 0,
then
dimHom∞GR((π
∗
Λ)∞, C
∞(GR/NR; η))
=
∑
λ1≥µ1≥λ2≥···≥λm−2≥µm−2≥λm−1
λm≥µ
′
1≥λm+1≥···≥λn−1≥µ
′
n−m≥|λn|
dim V
Spin(2n−3,C)
(µ1,...,µm−2,µ′1,...,µ
′
n−m)
.
Each continuous intertwining operator corresponds to fK1 defined in Theorem 5.9.
On the other hand, if ∓η2 < 0, then
Hom∞GR((π
∗
Λ)∞, C
∞(GR/NR; η)) = {0}.
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