While the question posed in the title is not in tended to be taken seriously, it is certainly true that most research scientists would admit that statistical problems are becoming an increasing source of headache. The reasons for the problems that biol ogists and clinicians have with the statistical anal ysis of data are not difficult to identify. Most re search workers have had very little or no formal training in statistics during their university careers. From my own experience in Europe and North America, it seems clear that in the past, most sta tistics courses have failed to give medical and bi ology students a proper practical understanding of the methods in common use. Hopefully, academic statisticians, clinicians, and biologists will be able to come together to improve this situation. Post graduate education in the subject tends to proceed almost on a word-of-mouth basis, with information passed on by enthusiastic amateurs in the re searchers' place of work. Although this type of ac tivity is not to be discouraged, there are obvious dangers in developing myths and perpetuating mis conceptions about the subject. These dangers are not lessened by the pressures on research scientists to publish their work in quantity, often at the ex pense of quality-a situation that does not create a climate conducive to more time being spent on careful statistical analyses.
These difficulties have led to a situation in which many errors in statistical analysis have gone un noticed in all research journals. Recent surveys of the use and abuse of statistics have clearly docu mented this fact (see for example, Glantz, 1980 and Gore et al., 1977) . These surveys indicate that proper statistical analyses would severely weaken and often completely invalidate the conclusions in many of the articles studied. Judging from the policy deci sions being made by an increasing number of jour nals in cardiovascular research (e.g., Circulation
Research, American Journal of Physiology, Circu lation, British Medical Journal), adequacy of sta tistical methods will become an absolute criterion governing the acceptance of papers for publication.
Although the blame for the present situation can be spread in many directions, the onus for im proving matters lies firmly in the hands of the edi torial boards of research journals. Unless they take 259 a stand, the situation is unlikely to change. I would recommend that referees, for this and other jour nals, display increased vigilance toward the statis tical treatment of data and, where doubt exists con cerning the adequacy of the methods used, that they bring this to the attention of the editors. A more extreme position would be for all accepted articles to be refereed independently by a trained statisti cian. It is worthy of note that Glantz (1980) empha sises that most errors occur in rather simple statis tical analyses which would not normally require ex pert statistical refereeing. Another alternative would be to have a statistician retrospectively review a journal every year and report back on common er rors for the benefit of referees and contributors to the journal. Whatever policy is adopted, feedback is crucial so that contributors see that a positive attitude is being taken and that a real attempt is being made to improve the quality of the journal.
Since the Journal of Cerebral Blood Flow and Metabolism is now in its third volume, sufficient data exist to assess the use of statistics in its arti cles. The Journal covers an area of research in which researchers pride themselves on the use of the latest and most sophisticated technology (see Sokoloff, 1981; Phelps, 1982; Smith, 1983) , and it would seem particularly appropriate for their data analyses to be carried out with such care that full and proper use is made of the information generated by this technology. An initial scan of the first two volumes of this journal revealed that many articles failed to describe clearly the statistical analyses carried out. It would be inappropriate to construct a detailed list of the frequency of occurrence of various forms of statistical blunder and their perpetrators. It should be emphasised, however, that within the papers sur veyed there are numerous cases of inadequate sta tistical treatment and examples of biological con clusions which are unwarranted on the basis of the data presented. On a more positive note, in the fol lowing section an attempt is made to outline areas in which improvements could be made in the exe cution and presentation of data analysis. It was no surprise that most of the problems discussed below were also identified by Glantz (1980) and by Gore et al. (1977) in Circulation and the British Medical Journal, respectively. In addition to studying the articles mentioned above, the interested reader would do well to read the excellent follow-up pa pers in Circulation Research (Wallenstein et al., 1980) and the British Medical Journal (Gore, 198 1) . These articles are specifically recommended be cause they are directed to a biomedical readership.
Inadequate reporting
The quality of description of statistical analyses was generally poor. In many instances, the descrip tion of statistical methods falls far below the min imum acceptable standard for the biological methods section in an article. The minimum standard re quired should be easy recognition and duplication of the described analytical methods by any statis tician, given appropriate data. Wherever possible, it would be useful for all relevant data (e.g., sample size, mean difference and standard error in paired analysis, etc.) to be supplied. One concern often expressed is that statistical refereeing would greatly increase the length of the refereeing process. Such a rigorous approach would be less necessary if all papers were required to contain a short but explicit statistical methods section.
Interpretation of significance tests and the lack of confidence intervals
A statistician's reaction on first reading this and other scientific journals is generally that the pages are liberally punctuated with p values. Although significance testing is a useful technique in the anal ysis of data, it is certainly greatly overworked and is not always particularly informative in terms of the practical problem under consideration. There is also a great temptation to wrongly interpret the re sults of a test.
In the following discussion, it will be useful to use a hypothetical example for illustration. Suppose we wish to compare the average responses to two treatments A and B by using a two-sample t test. Let /-LA and /-LB denote the average responses for the two treatments in the population of animals under study. Assume the following data are available:
Tr eatment Sample mean Sample SD Sample size
Suppose that two experiments were carried out and, for the sake of illustration, that exactly the same sample statistics were obtained (as given above). In experiment 1, NA = NB = 1,800, and in experiment 2, N A = NB = 18. Let us also suppose that a difference of 0.2 units between /-LA and /-LB 1983 would be the minimum thaLcould be considered to be of biological interest.
It is well known that a p value of <0.05 indicates that the means are probably not equal. However, it should be emphasised that on its own, the p value tells us nothing about how different the means are or whether the difference is of biological interest. Small p values are just as often due to large sample sizes and/or low between-observation variability as they are to interesting differences between the pa rameters being tested. A more useful summary of the data could be provided in the form of a range of plausible values for the actual difference between the two means. This information can be supplied with confidence interval techniques. Confidence in tervals are often much more informative than tests because they supply information that can be di rectly interpreted in the context of the practical problem. A two-sample t test applied to experiment 1 would result in p < 0.0 1, whereas a confidence interval for (/-LB -/-LA) would be [0.035,0.165]. The small p value suggests that something interesting is going on, but the confidence interval clearly reveals that the difference between /-LA and /-LB is small and not of real interest.
One of the most common errors in interpreting significance tests is the use of the nonsignificance of a test (i.e., p > 0.05) to justify assuming that the null hypothesis is true (in this example, that /-LA = /-LB)' The correct interpretation is that the null hy pothesis cannot be rejected, but one should also bear in mind the fact that many other hypotheses would not be rejectable if they were given the status of the null hypothesis. An experiment with large between-observation variability and/or small sample size is quite likely to fail to detect biologically sig nificant differences between means. Confidence in tervals can also be useful in this context, as an anal ysis of experiment 2 will show. Application of the two-sample t test results in p > 0.6. The large p value might be used as a justification of the as sumption that /-LA = /-LB' However, a confidence in terval for /-LB -/-LA, [-0.576,0.776], clearly illus trates the dangers of this assumption. The interval shows that /-LA and /-LB may differ by a substantial amount, but the experiment is clearly not informa tive enough to quantify this amount accurately. The resulting conclusion is, therefore, that more data would be needed to clarify the situation.
The above example illustrates the fact that often the correct interpretation of a set of data obtained by confidence interval methods is almost the op posite of the conclusion that one might be tempted to draw by interpreting p values in isolation. In ex-periments in which significance tests are used to justify the assumption that parameters are equal (for instance, in assessing whether reaction constants are equal for different groups of animals), it is es sential that confidence interval methods be used to' determine whether the experiment carried out really was up to the task of measuring important differ ences accurately.
More extensive use of confidence interval methods would not only improve the quality of data analysis but would also make the relevance of a statistical analysis much easier to appreciate for the statistical layman.
Multiple comparisons and the analysis of variance
Multiple intergroup comparisons made by use of t tests or Wilcoxon rank sum tests, among others, are invalid, because they will overestimate the sta tistical and biological significance of experimental changes. Many of the experiments described in the Journal involve the comparison of a number of treatments, with each treatment often being applied to a small number of animals. It is common for a number of variables (or the same variable at a large number of locations) to be measured on each an imal. Often the treatments are compared in pairs for each variable (or location), by uncorrected two sample t tests. It is important to realise that anal yses of this form are quite likely to identify at least one difference between the treatments for some variable (or location), when in reality none exists. It is possible that this misuse of statistical methods would account for many controversies which exist in science due to inconsistencies in the results of experiments carried out by different researchers.
Rather than give a detailed account of the methods that could be used to correct this problem, I refer the reader to the excellent article by Wallenstein et al. (1980) . Useful techniques come under the gen eral headings of Analysis of Variance and Simulta neous Multiple Comparisons. The Bonferroni method is the most widely applicable mUltiple com parisons technique, whereas the methods that carry the names of the statisticians Scheffe, Tu key, and Dunnett may be more efficient in special situations.
Assumptions under which statistical methods are valid
Regular users of statistical methods should make themselves familiar with the assumptions that are necessary to validate the methods they are using. They should carefully assess the importance and reasonableness of their assumptions, and consider alternative techniques when important assumptions seem dubious.
It should be emphasised that all statistical methods are based on assumptions. Possibly the most im portant is that the data consist of an independent random sample from the population under study. In many biological experiments it is relatively easy and inexpensive in terms of money and time to make replicate observations on the same animal. Unfor tunately, these replications are often analysed as if they were independent replicate observations on separate animals. This procedure could only be jus tified if it could be assumed that the variability be tween observations and the relationships between variables measured were identical for all animals in the population under study. Biological consider ations would suggest that this assumption is not likely to be valid. The usual consequence of this analysis is that the amount of information contained in the data is greatly overestimated, There is also the possibility of introducing considerable biases, particularly if the number of observations obtained from each animal is not constant. Analysis of data of this type is not necessarily trivial, and it would be advisable to consult a statistician regarding a proper statistical analysis.
Often a choice has to be made between a statis tical method based on the normal distribution (e.g., t test) and a so-called nonparametric method (e.g., Wilcoxon signed-ranks test). As a general rule, it is advisable to use methods based on the normal dis tribution when this seems appropriate, as this will result in a more powerful statistical analysis. It is worth bearing in mind that a transformation (e.g., square roots or logarithms) will often make data approximately normally distributed, and that t tests, etc., can be performed on the transformed data. If the data to be analysed are not normally distributed (even after transformation), then one often has to resort to nonparametric methods. Although these methods do not make the strong assumption of nor mally distributed data, they are all based on as sumptions that will vary between methods. For in stance, all nonparametric methods in common use are based on the assumption of independent obser vations, and they are no cure for the problem dis cussed above. Also, it is commonly thought that if the assumption of equal variances (which is nec essary for the two-sample t test) is not valid, then a Wilcoxon rank sum test (often called the Mann Whitney test) can be used. This is not the case, and it is just as important to be aware of the assump tions associated with nonparametric methods as it is to know about those involved in normal distri-bution methods. The book by Daniel (1978) gives a fairly clear and practical description of a variety of nonparametric methods.
Summary
It is hoped that the comments made above will help contributors to the Journal of Cerebral Blood Flow and Metabolism identify weaknesses in their use of statistics. A little extra care in the presen tation of results and adherence to the following guidelines should result in major improvement:
(1) Give an explicit description of the type of sta tistical analysis used.
(2) Increase the use of confidence intervals.
(3) Use the Bonferroni correction (or other ap propriate procedures) in multigroup compar isons.
(4) Be aware of the assumptions underlying sta tistical methods and of weakness in experi mental design.
However, real benefits will be gained when sta tistics is viewed as being as important to the ex-J Cereb Blood Flow Metabol. Vol. 3, No.3, 1983 periment as the choice of method for assessing ce rebral blood flow itself.
