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EULER-MARUYAMA APPROXIMATIONS FOR STOCHASTIC
MCKEAN-VLASOV EQUATIONS WITH NON-LIPSCHITZ
COEFFICIENTS⋆
XIAOJIE DING♯ AND HUIJIE QIAO∗
School of Mathematics, Southeast University,
Nanjing, Jiangsu 211189, P.R.China
Abstract. In this paper we study a type of stochastic McKean-Vlasov equations with
non-Lipschitz coefficients. Firstly, by an Euler-Maruyama approximation the existence
of its weak solutions is proved. And then we observe the pathwise uniqueness of its weak
solutions. Finally, it is shown that the Euler-Maruyama approximation has an optimal
strong convergence rate.
1. Introduction
Given T > 0. Suppose that a complete filtered probability space (Ω,F , {Ft}t∈[0,T ],P)
and a standard d-dimensional Brownian motion Wt on the probability space are given.
Consider the following stochastic McKean-Vlasov equation(SMVE) on Rd:{
Xt = ξ +
∫ t
0
b(Xs, µs)ds+
∫ t
0
σ(Xs, µs)dWs,
µs =probability distribution of Xs,
(1)
where ξ is a F0-measurable random variable, and the coefficients b : R
d ×Mλ2(R
d) →
R
d, σ : Rd ×Mλ2(R
d) → Rd × Rd are Borel measurable (Mλ2(R
d) is defined in Section
2.1).
If b and σ in Eq.(1) are independent of the probability distribution µt of the process at
time t, Eq.(1) is a standard Markov process and has been well studied in the literature
(c.f.[3][5]). Besides, there are stochastic differential equations whose coefficients depend
not only on the process but also on the probability distribution of the process at time t as
indicated in Eq.(1). The study on SMVEs was initiated by Henry P. McKean [6] who was
inspired by Kac’s program in Kinetic Theory. And then there have been numerous results
(c.f.[11]). Let us mention some works. Recently, Huang-Wang [4] studied the existence and
the uniqueness of strong solutions for Eq.(1) under some integrable conditions. Besides,
if the diffusion coefficient is independent of µt, the second named author [7] showed that
under Lipschitz and linear growth conditions, Eq.(1) has a unique mild solution in a real
separated Hilbert space, and the Euler approximation of the mild solution converges to
itself. Later, under more general conditions than that in [7], Govindan-Ahmed [2] proved
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Eq.(1) has a unique mild solution, and the Yosida appromiximation of the mild solution
converges to itself. If b and σ depend on µt as follows:∫ t
0
b[Xs, µs]ds =
∫ t
0
∫
Rd
b(Xs, y)µs(dy)ds,∫ t
0
σ[Xs, µs]ds =
∫ t
0
∫
Rd
σ(Xs, y)µs(dy)ds,
where b : Rd × Rd → Rd, σ : Rd × Rd → Rd × Rd are Borel measurable, Sznitman [11]
investigated the existence and the uniqueness of strong solutions for Eq.(1) with a fixed
point argument if the coefficients are globally Lipschitz continuous. Recently, Chi [1]
proved that if the coefficients are continuous and satisfy linear growth condition, a weak
solution of the multivalued SMVE exists by the Euler approximation.
In this paper, we study Eq.(1) under non-Lipschitz conditions. Firstly, we establish the
weak existence of Eq.(1) under a linear growth condition. Next, the pathwise uniqueness
is obtained under two non-Lipschitz conditions. Thus, by the weak existence and the
pathwise uniqueness, we prove the existence and the uniqueness of a strong solution for
Eq.(1). Finally, the convergence rate of the Euler-Maruyama approximation is discussed.
It is worthwhile to mentioning our conditions and methods. We give two non-Lipschitz
conditions which can not be covered by the conditions in [4]. Moreover, our conditions
are more straight than that in [4]. Besides, we prove the existence of martingale solutions
of Eq.(1) by an Euler-Maruyama approximation , which implies its weak existence. Thus,
a number of complex calculation, as that in [9] [13], is avoided.
The rest of the paper is organized as follows. In Section 2, we recall some basic no-
tations, and give some necessary concepts and assumptions. And then we prove the
existence and the uniqueness of a strong solution of Eq.(1) in Section 3. In Section 4, the
convergence rate of the Euler-Maruyama approximation is investigated.
The following convention will be used throughout the paper: C with or without indices
will denote different positive constants whose values may change from one place to another.
2. The Framework
In the section, we recall some basic notations, and give some necessary concepts and
assumptions.
2.1. Notations. In the subsection, we introduce notations used in the sequel.
Let C(Rd) be the space of continuous functions on Rd. And let Ck0 (R
d) be the collection
of all continuous functions which have bounded, continuous partial derivatives of every
order up to k where k is a positive integer. Let ∂ij denote the differentiation with respect
to the coordinates with corresponding numbers (e.g. ∂ij(f) :=
∂2f(x)
∂xi∂xj
). Let B(Rd) be the
Borel σ-algebra on Rd and M(Rd) be the space of all probability measures defined on
B(Rd) carrying the usual topology of weak convergence.
For convenience, we shall use | · | and ‖ · ‖ for norms of vectors and matrices, re-
spectively. Furthermore, let 〈· , ·〉 denote the scalar product in Rd. Let A∗ denote the
transpose of the matrix A.
Define the Banach space
Cρ(R
d) :=
{
ϕ ∈ C(Rd), ‖ ϕ ‖Cρ(Rd)= sup
x∈Rd
| ϕ(x) |
(1+ | x |)2
+ sup
x 6=y
| ϕ(x)− ϕ(y) |
| x− y |
<∞
}
.
2
Let Msλ2(R
d) be the Banach space of signed measures m on B(Rd) satisfying
‖m‖2λ2 :=
∫
Rd
(1+ | x |)2 |m|(dx) <∞,
where |m| = m+ + m− and m = m+ − m− is the Jordan decomposition of m. Let
Mλ2(R
d) =Msλ2(R
d)
⋂
M(Rd) be the set of probability measures on B(Rd). We put on
Mλ2(R
d) a topology induced by the following metric:
ρ(µ, ν) := sup
‖ϕ‖
Cρ(Rd)61
∣∣∣∣
∫
Rd
ϕ(x)µ(dx)−
∫
Rd
ϕ(x)ν(dx)
∣∣∣∣ .
Then (Mλ2(R
d), ρ) is a complete metric space.
2.2. Some concepts. In the subsection, we introduce the concepts of strong solutions,
weak solutions and pathwise uniqueness. Consider Eq.(1), i.e.{
Xt = ξ +
∫ t
0
b(Xs, µs)ds+
∫ t
0
σ(Xs, µs)dWs,
µs =probability distribution of Xs.
Definition 2.1. We say that Eq.(1) admits a strong solution with the initial value ξ if
there exists a continuous process X = {Xt; 0 6 t 6 T} on (Ω,F , {Ft}t∈[0,T ],P) such that
(i) P(X0 = ξ) = 1,
(ii) Xt ∈ F
W
t , where {F
W
t }t∈[0,T ] stands for the σ-field filter generated by W ,
(iii) it holds that∫ t
0
(| b(Xs, µs) | + ‖ σ(Xs, µs) ‖
2)ds < +∞, a.s.P,
and
Xt = ξ +
∫ t
0
b(Xs, µs)ds+
∫ t
0
σ(Xs, µs)dWs, 0 6 t 6 T.
From the above definition, we know that µ0 = P ◦ ξ
−1.
Definition 2.2. We say that Eq.(1) admits a weak solution with the initial law µ0 if there
exists a stochastic space Sˆ := (Ωˆ, Fˆ , {Fˆt}t∈[0,T ], Pˆ), a d-dimensional standard Brownian
motion Wˆ as well as a {Fˆt}t∈[0,T ]-adapted process Xˆ defined on Sˆ such that
(i) Pˆ ◦ Xˆ−10 = µ0,
(ii) it holds that∫ t
0
(| b(Xˆs, µˆs) | + ‖ σ(Xˆs, µˆs) ‖
2)ds < +∞, a.s.Pˆ,
and
Xˆt = Xˆ0 +
∫ t
0
b(Xˆs, µˆs)ds+
∫ t
0
σ(Xˆs, µˆs)dWˆs, 0 6 t 6 T.
Such a weak solution is denoted by (Sˆ; Wˆ , Xˆ).
Definition 2.3. (Pathwise Uniqueness) Suppose (Sˆ; Wˆ , Xˆ1) and (Sˆ; Wˆ , Xˆ2) are two
weak solutions with Xˆ10 = Xˆ
2
0 . If Pˆ(Xˆ
1
t = Xˆ
2
t , t > 0) = 1, then we say that the pathwise
uniqueness holds for Eq.(1).
3
2.3. Some assumptions. In the subsection, we give out some assumptions:
(H1) The functions b, σ are continuous in (x, µ) and satisfy for (x, µ) ∈ R
d ×Mλ2(R
d)
| b(x, µ) |2 + ‖ σ(x, µ) ‖2 6 L1(1+ | x |
2 + ‖ µ ‖2λ2), (2)
where L1 > 0 is a constant.
(H2) The functions b, σ satisfy for (x1, µ1), (x2, µ2) ∈ R
d ×Mλ2(R
d)
2〈x1 − x2, b(x1, µ1)− b(x2, µ2)〉+ ‖ σ(x1, µ1)− σ(x2, µ2) ‖
26 L2
(
κ1(|x1 − x2|
2) + κ1
(
ρ2(µ1, µ2)
) )
,
where L2 > 0 is a constant, and κi(x), i = 1, 2 are two positive, strictly increasing,
continuous concave function and satisfies κi(0) = 0,
∫
0+
1
κ1(x)+κ2(x)
dx =∞.
(H′
2
) The functions b and σ satisfy for (x1, µ1), (x2, µ2) ∈ R
d ×Mλ2(R
d)
| b(x1, µ1)− b(x2, µ2) | 6 λ1
(
|x1 − x2|γ1(|x1 − x2|) + ρ(µ1, µ2)
)
,
‖ σ(x1, µ1)− σ(x2, µ2) ‖
2
6 λ2
(
|x1 − x2|
2γ2(|x1 − x2|) + ρ
2(µ1, µ2)
)
,
where λi > 0 is a constant and γi(x) is a positive continuous function, bounded on
[1,∞) and satisfying
lim
x↓0
γi(x)
log(x−1)
= δi <∞, i = 1, 2.
Remark 2.4. If b(x, µ) satisfies (H′
2
), it holds that for (x1, µ1), (x2, µ2) ∈ R
d×Mλ2(R
d)
〈x1 − x2, b(x1, µ1)− b(x2, µ2)〉
6 |x1 − x2||b(x1, µ1)− b(x2, µ2)|
6 λ1
(
|x1 − x2|
2γ1(|x1 − x2|) + |x1 − x2|ρ(µ1, µ2)
)
6 λ1
(
|x1 − x2|
2γ1(|x1 − x2|) +
|x1 − x2|
2
2
+
ρ2(µ1, µ2)
2
)
6 λ1
(
|x1 − x2|
2γ1(|x1 − x2|) + |x1 − x2|
2 + ρ2(µ1, µ2)
)
.
Besides, by the proof of Theorem 2.3 in [13], we know that there exists a 0 < η < 1
e
such
that
x2γi(x) 6 κη(x
2), i = 1, 2,
where
κη(x) :=


0, x = 0,
x log x−1, 0 < x 6 η,
(log η−1 − 1)x+ η, x > η,
is a positive, strictly increasing, continuous concave function and satisfies κη(0) = 0,∫
0+
1
κη(x)+x
dx =∞. Thus,
〈x1 − x2, b(x1, µ1)− b(x2, µ2)〉 6 λ1
(
κη(|x1 − x2|
2) + |x1 − x2|
2 + ρ2(µ1, µ2)
)
.
If σ(x, µ) satisfies (H′
2
), by the similar deduction to above it holds that
‖ σ(x1, µ1)− σ(x2, µ2) ‖
2 6 λ2
(
|x1 − x2|
2γ2(|x1 − x2|) + ρ
2(µ1, µ2)
)
4
6 λ2
(
κη(|x1 − x2|
2) + ρ2(µ1, µ2)
)
.
That is, (H′
2
) implies (H2).
3. The existence and the uniqueness of strong solutions
In the section, we study the existence and the uniqueness of strong solutions for Eq.(1).
The main result is the following theorem.
Theorem 3.1. Suppose that (H1)-(H2) hold and E|ξ|
2p <∞ for any p > 1. Then Eq.(1)
has a unique strong solution.
The proof of the above theorem is made up of two parts–the existence and the pathwise
uniqueness of weak solutions. Firstly, we prove the existence of weak solutions for Eq.(1).
To do that, we introduce martingale solutions for Eq.(1). Set
W := C([0, T ],Rd), W = B(W),
Wt := C([0, t],R
d), W¯t = ∩s>tB(Wt), t ∈ [0, T ].
Definition 3.2. A probability measure P on (W,W ) is called a martingale solution of
Eq.(1) with the initial law µ0, if
M
f
t := f(wt)− f(w0)−
∫ t
0
(A (µs)f)(ws)ds, f ∈ C
2
0 (R
d), (3)
is a continuous W¯t-adapted martingale, where µs := P ◦ w
−1
s denotes the law of ws under
P and
(A (µ)f)(x) :=
1
2
(σ(x, µ)σ∗(x, µ))ij∂2ijf + b
i(x, µ)∂if.
Here and hereafter we use the convention that the repeated indices stand for the sum-
mation. We have the relationship between martingale solutions and weak solutions as
follows.
Proposition 3.3. The existence of martingale solutions implies the existence of weak
solutions and viceversa.
Since its proof is similar to that of [1, Proposition 2.10], we omit it. Next, we give a
lemma which will take an important part in the sequel.
Lemma 3.4. Suppose b(x, µ) and σ(x, µ) satisfy (H1). If (Sˆ; Wˆ , Xˆ) is a weak solution
to Eq.(1), where Eˆ(·) := EPˆ(·) denotes the expectation under Pˆ, it follows that for p > 1
Eˆ(| Xˆt |
2p) 6 C(1 + Eˆ | Xˆ0 |
2p)eCt, 0 6 t 6 T, (4)
Eˆ(| Xˆt − Xˆs |
2p) 6 C(1 + Eˆ | Xˆ0 |
2p)(t− s)p, 0 6 s < t 6 T, (5)
where C > 0 is a constant depending on T , p, L1.
Proof. Set τk := inf{t > 0, | Xˆt |> k}, k ∈ N. If these inequalities (4) and (5) hold for
the process Xˆτk , let k → +∞, by Fatou’s Lemma it follows that these inequalities (4) and
(5) also hold for Xˆt. So we might as well suppose that Xˆt is bounded.
For Eq.(1), by the Ho¨lder inequality and BDG inequality, it holds that
Eˆ | Xˆt |
2p 6 32p−1
(
Eˆ | Xˆ0 |
2p +Eˆ |
∫ t
0
b(Xˆs, µˆs)ds |
2p +Eˆ |
∫ t
0
σ(Xˆs, µˆs)dWˆs |
2p
)
5
6 32p−1
(
Eˆ | Xˆ0 |
2p +Eˆ |
∫ t
0
b(Xˆs, µˆs)ds |
2p
+[p(2p− 1)]pEˆ
(∫ t
0
‖σ(Xˆs, µˆs)‖
2ds
)p)
6 32p−1
(
Eˆ | Xˆ0 |
2p +t2p−1
( ∫ t
0
Eˆ | b(Xˆs, µˆs) |
2p ds
)
+[p(2p− 1)]ptp−1
(∫ t
0
Eˆ ‖ σ(Xˆs, µˆs) ‖
2p ds
))
6 C
(
Eˆ | Xˆ0 |
2p +
∫ t
0
Eˆ(| b(Xˆs, µˆs) |
2p + ‖ σ(Xˆs, µˆs) ‖
2p)ds
)
6 C
(
Eˆ | Xˆ0 |
2p +
∫ t
0
Eˆ(1+ | Xˆs |
2p + ‖ µˆs ‖
2p
λ2)ds
)
6 C
(
Eˆ | Xˆ0 |
2p +
∫ t
0
Eˆ(1+ | Xˆs |
2p +Eˆ(1+ | Xˆs |
2p))ds
)
6 C
(
1 + Eˆ | Xˆ0 |
2p +
∫ t
0
Eˆ | Xˆs |
2p ds
)
, 0 6 t 6 T,
where C > 0 is a constant depending on T , p, L1. By Gronwall’s inequality, one can get
(4).
By the similar deduction to above, we obtain
Eˆ | Xˆt − Xˆs |
2p 6 CpEˆ
(
|
∫ t
s
b(Xˆu, µˆu)du |
2p + |
∫ t
s
σ(Xˆu, µˆu)dWˆu |
2p
)
6 Cp,T (t− s)
p−1
∫ t
s
Eˆ(| b(Xˆu, µˆu) |
2p +‖σ(Xˆu, µˆu)‖
2p)du
6 Cp,T (t− s)
p−1
∫ t
s
(1 + Eˆ | Xˆu |
2p)du
6 C(1 + Eˆ | Xˆ0 |
2p)(t− s)p, 0 6 s < t 6 T.
The proof is completed. 
Proposition 3.5. Suppose that (H1) holds and E|ξ|
2p < ∞ for any p > 1. Then there
exists a martingale solution to Eq.(1).
Proof. Firstly, for fixed n ∈ N, consider the following Euler-Maruyama approximation
equation
dXnt = b(X
n
tn , µ
n
tn)dt+ σ(X
n
tn , µ
n
tn)dWt, (6)
where Xn0 = ξ, tn =
[2nt]
2n
and [a] denotes the integer part of a. By solving a deterministic
problem, this equation can be solved step by step. That is, there exists a solution Xn to
Eq.(6). By (2) and Lemma 3.4, we have
E(| Xnt |
2p) 6 C(1 + E | ξ |2p)eCt, 0 6 t 6 T , (7)
E(| Xnt −X
n
s |
2p) 6 C(1 + E | ξ |2p)(t− s)p, 0 6 s < t 6 T,
6
where C is independent of n. Since E | ξ |2p< +∞, we further have
sup
n>1
E | Xn0 |
2p = E | ξ |2p < +∞,
sup
n>1
E(| Xnt −X
n
s |
2p) 6 C(1 + E | ξ |2p)(t− s)p 6 C(t− s)p.
Set P n := P ◦ (Xn)−1, and then by Lemma 20.3 in [3, P.185] we derive that {P n} is tight.
So there exist a subsequence still denoted by {P n} and P 0 such that P n weakly converges
to P 0 as n→ +∞.
Now set
M
n,f
t := f(wt)− f(w0)−
1
2
∫ t
0
(σ(wsn, µ
n
sn)σ
∗(wsn, µ
n
sn))
ij∂2ijf(ws)ds
−
∫ t
0
bi(wsn, µ
n
sn)∂if(ws)ds, f ∈ C
2
0(R
d).
Since Eq.(6) has a weak solution Xn, by Proposition 3.3, we know that there exists a
martingale solution P n on (W,W ) of Eq.(6), which yields that Mn,ft is a continuous
W¯t-adapted martingale under P
n. So for any continuous, bounded and W¯s-measurable
functional Gs,
E
Pn((Mn,ft −M
n,f
s )Gs) = 0, 0 6 s < t 6 T.
To prove that P 0 on (W,W ) is a martingale solution to Eq.(1), we just need to prove
that Mft defined by (3) is a continuous W¯t-adapted martingale under P
0. That is,
E
P 0
(
(Mft −M
f
s )Gs
)
=
∫
W
((
f(wt)− f(ws)−
∫ t
s
A (µu)f(wu)du
)
Gs(w)
)
P 0(dw) = 0.
Note that P n weakly converges to P 0. Thus, it is clear that
lim
n→∞
∫
W
(
(f(wt)− f(ws))Gs(w)
)
P n(dw) =
∫
W
(
(f(wt)− f(ws))Gs(w)
)
P 0(dw).
We now prove that
lim
n→∞
∫
W
((∫ t
s
bi(wun, µ
n
un)∂if(wu)du
)
Gs(w)
)
P n(dw)
=
∫
W
((∫ t
s
bi(wu, µu)∂if(wu)du
)
Gs(w)
)
P 0(dw), (8)
and
lim
n→∞
∫
W
((∫ t
s
(σ(wun , µ
n
un)σ
∗(wun, µ
n
un))
ij∂2ijf(wu)du
)
Gs(w)
)
P n(dw)
=
∫
W
((∫ t
s
(σ(wu, µu)σ
∗(wu, µu))
ij∂2ijf(wu)du
)
Gs(w)
)
P 0(dw). (9)
With the help of Theorem c.6 [3, P.324] and the weak convergence of P n to P 0, we
know that there exist a probability space (Ω˜, F˜ , P˜) and W-valued processes X˜n· , X˜· on it
satisfying
(i) The law of X˜n· and X˜· are P
n and P 0, respectively,
7
(ii) X˜n·
a.s.
→ X˜· as n→∞.
Based on (i), (8) (9) become
lim
n→∞
E
P˜
((∫ t
s
bi(X˜nun , µ
n
un)∂if(X˜
n
u )du
)
Gs(X˜
n
· )
)
= EP˜
((∫ t
s
bi(X˜u, µu)∂if(X˜u)du
)
Gs(X˜·)
)
, (10)
and
lim
n→∞
E
P˜
((∫ t
s
(σ(X˜nun, µ
n
un)σ
∗(X˜nun , µ
n
un))
ij∂2ijf(X˜
n
u )du
)
Gs(X˜
n
· )
)
= EP˜
((∫ t
s
(σ(X˜u, µu)σ
∗(X˜u, µu))
ij∂2ijf(X˜u)du
)
Gs(X˜·)
)
. (11)
In the following, we are devoted to proving (10). On one side, by (ii), it holds that
X˜nun
a.s.
→ X˜u for u ∈ [s, t] as n → ∞. Next, we observe ρ(µ
n
un, µu). By the definition of ρ,
it holds that
ρ(µnun , µu) = sup
‖ϕ‖
Cρ(Rd)61
∣∣∣∣
∫
Rd
ϕ(x)µnun(dx)−
∫
Rd
ϕ(x)µu(dx)
∣∣∣∣
= sup
‖ϕ‖
Cρ(Rd)61
∣∣∣EP˜ϕ(X˜nun)− EP˜ϕ(X˜u)∣∣∣
6 sup
‖ϕ‖
Cρ(Rd)61
E
P˜
∣∣∣ϕ(X˜nun)− ϕ(X˜u)∣∣∣
6 EP˜
∣∣∣X˜nun − X˜u∣∣∣ .
Note that for any λ > 0,∫
|X˜nun |>λ
|X˜nun|dP˜ =
∫
|X˜nun |>λ
|X˜nun|
p
λp
λpdP˜ 6
∫
|X˜nun |>λ
|X˜nun|
2p
λp
dP˜ 6
1
λp
E
P˜
∣∣∣X˜nun∣∣∣2p = 1λpE
∣∣Xnun∣∣2p .
Thus, by (7) we have that
lim
λ→∞
sup
n>1
∫
|X˜nun |>λ
|X˜nun|dP˜ = 0,
and then {X˜nun, n > 1} is uniformly integrable. Based on [3, Theorem 4.5], one can know
that uniform integrability of {X˜nun, n > 1} and almost sure convergence of X˜un to X˜u
imply that limn→∞E
P˜
∣∣∣X˜nun − X˜u∣∣∣ = 0 and furthermore limn→∞ ρ(µnun , µu) = 0.
On the other side, by (i) (2) and (7), it holds that
E
P˜ | b(X˜nun , µ
n
un) | = E | b(X
n
un , µ
n
un) |6
(
E | b(Xnun , µ
n
un) |
2p
)1/2p
6 C
(
E
(
1+ | Xnun |
2p + ‖ µnun ‖
2p
λ2
))1/2p
6 C
(
E
(
1+ | Xnun |
2p +E(1+ | Xnun |
2p)
))1/2p
8
6 C
(
E(1+ | Xnun |
2p)
)1/2p
<∞.
By the continuity of b and the dominated convergence theorem, we obtain (10). By the
similar means, one can prove (11). The proof is now completed. 
So, by Proposition 3.3 and Theorem 3.5, we know that Eq.(1) has a weak solution.
Next, we prove that pathwise uniqueness holds for Eq.(1) under certain conditions. The
following lemma is known (c.f. [10, Lemma 116, P.79 and Lemma 144, P.113]). For the
readers’ convenience, we give a short proof.
Lemma 3.6. For any t > 0, if yt satisfies 0 6 yt 6
∫ t
0
(κ1(ys) + κ2(ys)) ds < ∞, where
κ(u) satisfies the conditions in (H2), then yt ≡ 0, ∀t > 0.
Proof. Set zt :=
∫ t
0
(κ1(ys) + κ2(ys))ds, and then we just need to prove zt = 0. Note that
zt is absolutely continuous and nondecreasing. Thus, it holds that
dzt
dt
= κ1(yt) + κ2(yt) 6 κ1(zt) + κ2(zt).
Let t0 := sup{t > 0; zs = 0, ∀s ∈ [0, t]}. If t0 <∞, then zt > 0, t > t0. Therefore, we have
∞ =
∫ zt0+ε
0
du
κ1(u) + κ2(u)
=
∫ t0+ε
t0
dzt
κ1(zt) + κ2(zt)
6
∫ t0+ε
t0
dt 6 ε, ∀ε > 0,
which is a contradiction. So t0 =∞ and zt = 0. 
Proposition 3.7. Suppose that (H2) holds. Then the pathwise uniqueness holds for
Eq.(1).
Proof. Suppose that (Sˆ; Wˆ , Xˆ1) and (Sˆ; Wˆ , Xˆ2) are two weak solutions to Eq.(1) with
Xˆ10 = Xˆ
2
0 . Set
Zt := Xˆ
1
t − Xˆ
2
t ,
and then Zt satisfies
Zt =
∫ t
0
(
b(Xˆ1s , µˆ
1
s)− b(Xˆ
2
s , µˆ
2
s)
)
ds+
∫ t
0
(
σ(Xˆ1s , µˆ
1
s)− σ(Xˆ
2
s , µˆ
2
s)
)
dWˆs.
Applying the Itoˆ formula to |Zt|
2, we obtain that
|Zt|
2 =
∫ t
0
2〈Zs, b(Xˆ
1
s , µˆ
1
s)− b(Xˆ
2
s , µˆ
2
s)〉ds+
∫ t
0
‖ σ(Xˆ1s , µˆ
1
s)− σ(Xˆ
2
s , µˆ
2
s) ‖
2 ds
+
∫ t
0
2〈Zs, (σ(Xˆ
1
s , µˆ
1
s)− σ(Xˆ
2
s , µˆ
2
s))dWˆs〉.
By taking the expectation on two sides, one can have
Eˆ|Zt|
2 = Eˆ
∫ t
0
2〈Zs, b(Xˆ
1
s , µˆ
1
s)− b(Xˆ
2
s , µˆ
2
s)〉ds+ Eˆ
∫ t
0
‖ σ(Xˆ1s , µˆ
1
s)− σ(Xˆ
2
s , µˆ
2
s) ‖
2 ds.
Put Gt := Eˆ | Zt |
2, and by (H2), it holds that
Gt = Eˆ
∫ t
0
(
2〈Zs, b(Xˆ
1
s , µˆ
1
s)− b(Xˆ
2
s , µˆ
2
s)〉+ ‖ σ(Xˆ
1
s , µˆ
1
s)− σ(Xˆ
2
s , µˆ
2
s) ‖
2
)
ds
9
6 L2Eˆ
∫ t
0
(
κ1(|Zs|
2) + κ2
(
ρ2(µˆ1s, µˆ
2
s)
) )
ds.
Note that
ρ(µˆ1s, µˆ
2
s) = sup
‖ϕ‖
Cρ(Rd)61
∣∣∣∣
∫
Rd
ϕ(x)µˆ1s(dx)−
∫
Rd
ϕ(x)µˆ2s(dx)
∣∣∣∣
= sup
‖ϕ‖
Cρ(Rd)61
∣∣∣Eˆϕ(Xˆ1s )− Eˆϕ(Xˆ2s )∣∣∣
6 sup
‖ϕ‖
Cρ(Rd)61
Eˆ
∣∣∣ϕ(Xˆ1s )− ϕ(Xˆ2s )∣∣∣
6 Eˆ
∣∣∣Xˆ1s − Xˆ2s ∣∣∣ , (12)
and
ρ2(µˆ1s, µˆ
2
s) 6
(
Eˆ
∣∣∣Xˆ1s − Xˆ2s ∣∣∣ )2 6 Eˆ ∣∣∣Xˆ1s − Xˆ2s ∣∣∣2 = Eˆ|Zs|2 = Gs.
Thus, by the Jensen inequality, we get that
Gt 6 L2Eˆ
∫ t
0
(
κ1(|Zs|
2) + κ2(Gs)
)
ds 6 L2
∫ t
0
(
κ1(Eˆ|Zs|
2) + κ2(Gs)
)
ds
= L2
∫ t
0
(
κ1(Gs) + κ2(Gs)
)
ds.
By Lemma 3.6 we have that Gt = 0 and then Zt = 0, ∀t > 0, a.s.. Therefore the pathwise
uniqueness is right. 
Finally, Theorem 3.1 can be proved by Theorem 3.5, Theorem 3.7 and [5, Proposition
3.20, P.309].
4. The convergence rate for the Euler-Maruyama approximation
In the section we consider the convergence rate for the Euler-Maruyama approximation
{Xnt } defined in (6), i.e.
Xnt = ξ +
∫ t
0
b(Xnsn , µ
n
sn)ds+
∫ t
0
σ(Xnsn, µ
n
sn)dWs.
where sn =
[2ns]
2n
and [a] denotes the integer part of a.
Theorem 4.1. Suppose b and σ satisfy (H1) and (H
′
2
) and E|ξ|2p < ∞ for any p > 1.
Then there exists a T0 > 0 such that
E
(
sup
t∈[0,T ]
| Xnt −Xt |
2
)
= O(2−nT0),
where O(2−nT0) means that
O(2−nT0)
2−nT0
is bounded.
Proof. Set Ht := X
n
t −Xt, and then Ht satisfies
Ht =
∫ t
0
(
b(Xnsn, µ
n
sn)− b(Xs, µs)
)
ds+
∫ t
0
(
σ(Xnsn , µ
n
sn)− σ(Xs, µs)
)
dWs.
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It follows from the Itoˆ formula that
| Ht |
2= J1 + J2 + J3,
where
J1 :=
∫ t
0
2〈Hs, b(X
n
sn , µ
n
sn)− b(Xs, µs)〉ds,
J2 :=
∫ t
0
2〈Hs, (σ(X
n
sn, µ
n
sn)− σ(Xs, µs))dWs〉,
J3 :=
∫ t
0
‖ σ(Xnsn, µ
n
sn)− σ(Xs, µs) ‖
2 ds.
For J1, by (H
′
2
) and (12) it holds that
E|J1| 6 2E
∫ t
0
| Hs || b(X
n
sn, µ
n
sn)− b(Xs, µs) | ds
6 2E
∫ t
0
(
| Hs || b(X
n
sn, µ
n
sn)− b(X
n
s , µ
n
s ) | + | Hs || b(X
n
s , µ
n
s )− b(Xs, µs) |
)
ds
6 E
∫ t
0
(
| Hs |
2 + | b(Xnsn, µ
n
sn)− b(X
n
s , µ
n
s ) |
2
)
ds
+2E
∫ t
0
λ1
(
| Hs |
2 γ1(| Hs |)+ | Hs | ρ(µ
n
s , µs)
)
ds
6 E
∫ t
0
| Hs |
2 ds+ 2E
∫ t
0
λ21
(
| Xnsn −X
n
s |
2 γ21(| X
n
sn −X
n
s |) + ρ
2(µnsn, µ
n
s )
)
ds
+2E
∫ t
0
λ1 | Hs |
2 γ1(| Hs |)ds+ λ1E
∫ t
0
| Hs |
2 ds+ λ1E
∫ t
0
ρ2(µns , µs)ds
6 CE
∫ t
0
| Hs |
2 ds+ Cλ1E
∫ t
0
κ2η(| X
n
sn −X
n
s |)ds+ Cλ1
∫ t
0
E(| Xnsn −X
n
s |
2)ds
+Cλ1E
∫ t
0
κη(| Hs |
2)ds,
where in the last inequality the following result is used that
xγ1(x) 6 κη(x), x > 0,
x2γ1(x) 6 κη(x
2),
and for 0 < η < 1
e
κη(x) =


0, x = 0,
x log x−1, 0 < x 6 η,
(log η−1 − 1)x+ η, x > η.
Here the properties of κη can be referred to in Remark 2.4. And then, the Jensen inequality
gives that
E|J1| 6 C
∫ t
0
E | Hs |
2 ds+ Cλ1
∫ t
0
κ2η((E | X
n
sn −X
n
s |
2)1/2)ds
+Cλ1
∫ t
0
E(| Xnsn −X
n
s |
2)ds+ Cλ1
∫ t
0
κη(E | Hs |
2)ds,
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and furthermore
E
(
sup
t∈[0,T ]
|J1|
)
6 C
∫ T
0
E
(
sup
r∈[0,s]
| Hr |
2
)
ds+ Cλ1
∫ T
0
κ2η


(
E
(
sup
r∈[0,s]
| Xnrn −X
n
r |
2
))1/2 ds
+Cλ1
∫ T
0
E
(
sup
r∈[0,s]
| Xnrn −X
n
r |
2
)
ds+ Cλ1
∫ T
0
κη
(
E
(
sup
r∈[0,s]
| Hr |
2
))
ds.
(13)
Similarly, we obtain
E
(
sup
t∈[0,T ]
|J3|
)
6 C
∫ T
0
E
(
sup
r∈[0,s]
| Hr |
2
)
ds+ Cλ2
∫ T
0
κη
(
E
(
sup
r∈[0,s]
| Xnrn −X
n
r |
2
))
ds
+Cλ2
∫ T
0
E
(
sup
r∈[0,s]
| Xnrn −X
n
r |
2
)
ds+ Cλ2
∫ T
0
κη
(
E
(
sup
r∈[0,s]
| Hr |
2
))
ds.
(14)
For J2, by (H
′
2
), (14), the BDG inequality and the Young inequality, one can get that
E
(
sup
t∈[0,T ]
|J2|
)
6 CE
(∫ T
0
| Hs |
2‖ σ(Xnsn, µ
n
sn)− σ(Xs, µs) ‖
2 ds
) 1
2
6 CE
(
sup
t∈[0,T ]
| Ht |
2
∫ T
0
‖ σ(Xnsn, µ
n
sn)− σ(Xs, µs) ‖
2 ds
) 1
2
6
1
4
E
(
sup
t∈[0,T ]
| Ht |
2
)
+ CE
∫ T
0
‖ σ(Xnsn, µ
n
sn)− σ(Xs, µs) ‖
2 ds
6
1
4
E
(
sup
t∈[0,T ]
| Ht |
2
)
+ C
∫ T
0
E
(
sup
r∈[0,s]
| Hr |
2
)
ds
+Cλ2
∫ T
0
κη
(
E
(
sup
r∈[0,s]
| Xnrn −X
n
r |
2
))
ds
+Cλ2
∫ T
0
E
(
sup
r∈[0,s]
| Xnrn −X
n
r |
2
)
ds
+Cλ2
∫ T
0
κη
(
E
(
sup
r∈[0,s]
| Hr |
2
))
ds. (15)
Combining (13)-(15), we know that
E
(
sup
t∈[0,T ]
| Ht |
2
)
6 C
∫ T
0
E
(
sup
r∈[0,s]
| Hr |
2
)
ds+ C
∫ T
0
κ2η

(E
(
sup
r∈[0,s]
| Xnrn −X
n
r |
2
)) 1
2

 ds
+C
∫ T
0
κη
(
E
(
sup
r∈[0,s]
| Xnrn −X
n
r |
2
))
ds+ C
∫ T
0
E
(
sup
r∈[0,s]
| Xnrn −X
n
r |
2
)
ds
12
+C
∫ T
0
κη
(
E
(
sup
r∈[0,s]
| Hr |
2
))
ds,
where C > 0 is a constant depending on λ1, λ2. Next, we estimate E
(
sup
r∈[0,s]
| Xnrn −X
n
r |
2
)
.
Note that for rn =
i
2n
T 6 r < i+1
2n
T, i = 0, 1, 2, · · · , 2n − 1
Xnr = X
n
rn +
∫ r
rn
b(Xnsn, µ
n
sn)ds+
∫ r
rn
σ(Xnsn, µ
n
sn)dWs
= Xnrn + b(X
n
rn, µ
n
rn)(r − rn) + σ(X
n
rn, µ
n
rn)(Wr −Wrn).
By (2), (7), the Ho¨lder inequality and the BDG inequality, it holds that
E
(
sup
i
2n
T6r< i+1
2n
T
|Xnr −X
n
rn |
2
)
6 2E
(
|b(Xnrn , µ
n
rn)|
2
∣∣∣∣i+ 12n T − i2nT
∣∣∣∣
2
)
+2E
(
‖σ(Xnrn, µ
n
rn)‖
2 sup
i
2n
T6r< i+1
2n
T
|Wr −Wrn |
2
)
6 C2−nT + C
(
E‖σ(Xnrn , µ
n
rn)‖
4
)1/2(
E sup
i
2n
T6r< i+1
2n
T
|Wr −Wrn |
4
)1/2
6 C2−nT,
where the constant C > 0 is independent of n. Thus, we obtain
E
(
sup
t∈[0,T ]
| Ht |
2
)
6 C
∫ T
0
E
(
sup
r∈[0,s]
| Hr |
2
)
ds+ C
∫ T
0
κη
(
E
(
sup
r∈[0,s]
| Hr |
2
))
ds
+CTκ2η(C(2
−nT )1/2) + CTκη(C2
−nT ) + CT (2−nT )
6 C
∫ T
0
(
E
(
sup
r∈[0,s]
| Hr |
2
)
+ κη
(
E
(
sup
r∈[0,s]
| Hr |
2
)))
ds
+CTκ2η(C(2
−nT )1/2) + CTκη(C2
−nT ) + CT (2−nT ).
By Lemma 144 in [10, P.113] and Lemma 2.1 in [13] we have
E
(
sup
t∈[0,T ]
| Ht |
2
)
6 Aexp{−CT},
where A := CTκ2η(C(2
−nT )1/2)+CTκη(C2
−nT )+CT (2−nT ). Thus, there exists a T0 > 0
such that
E
(
sup
t∈[0,T0]
| Xnt −Xt |
2
)
= O(2−nT0).
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If T0 > T , the proof is over; if T0 < T , on [T0, 2T0], [2T0, 3T0], · · · , [[
T
T0
]T0, T ], by the same
way to the above we deduce and conclude that
E
(
sup
t∈[0,T ]
| Xnt −Xt |
2
)
= O(2−nT0).
The proof is completed. 
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