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A methodology is presented in this thesis for the examination of reliability-
cost tradeoffs in the operation of multiple reservoir water supply headworks
systems.
The methodology considers the four major influences on the reliability of a
water supply headworks system. These are the variability of inflows, the vari-
ability of system demands, the reliability of the bulk water transfer system
and the application of water restriction policies.
Inflows into the reservoirs of a water supply headworks system from catchment
runoff vary from month to month and year to year. The use of a synthetic
inflow data generation model enables the examination of inflow variability on
reliability-cost tradeoffs in the operation of multiple reservoir systems, and
forms the first component of the methodology.
Demand for water is affected by a range of factors. The variability of demand
from a water supply headworks system will also influence the reliability-cost
tradeoffs in the operation of the system. In many water supply systems, the
variability in demand will be smaller than the variability in inflow and hence
have less impact on these tradeoffs. The use of a synthetic demand data
generation model enables the examination of demand variability on reliability-
cost tradeoffs and forms the second component of the methodology.
In order to assess the reliability of a bulk water transfer system, critical com-
ponents within the system need to be identified. Reliability attributes then
need to be determined for these individual components and their impact on
the overall bulk water transfer system to be assessed. A technique entitled
the 'walking party' approach has been developed in this research to identify
these critical components and obtain realistic estimates of their reliability at-
tributes. Using the technique of frequency duration analysis, results from the
V1
application of the 'walking party' approach can be combined. Results fr.om the
application of frequency duration analysis are then used as input to a Monte
Carlo failure simulation model to generate random failures of the bulk water
transfer system. Using these random failures the impact of the reliability of
the bulk water transfer system on reliability-cost tradeoffs in the operation
of multiple reservoir headworks systems can be examined. The inclusion of
the bulk water transfer system reliability forms the third component of the
methodology.
Water restrictions are a common mechanism used by water supply authorities
to reduce dernand on a water supply headworks system during periods of wa-
ter shortage. The use of water restrictions to reduce demand is not without
cost. Using the approach proposed by Dandy [66], the economic costs asso-
ciated with the imposition of water restrictions have been considered and the
impact of the use of water restrictions has been included in the assessment of
reliability-cost tradeoffs for water supply headworks systems. The inclusion of
the economic impacts of a water restriction policy forms the fourth component
of the methodology.
The methodology presented in this thesis has been applied to the Adelaide
Water Supply Headworks System and reliability-cost tradeoffs examined for
a range of operating rule sets. The results obtained for the Adelaide system
indicate that significant savings in operating costs can be achieved with little
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1.1 Reasons for this Research
Over the last decade, strategies adopted throughout the world to satisfy public
water supply needs have changed markedly. These changes have been forced
upon water supply authorities by increased concerns about public health as-
pects of drinking water, declining availability of primary supply sources, and
the need to consider the environmental consequences of the construction of
dams and. reservoirs. Greater competition for limited resources is forcing these
authorities to seek more effi.cient use of existing resources as an alternative to
capacity expansion of their supply systems.
Within Australia, this trend has become apparent with urban water supply
systems moving from a'construction' to a'rrranagement'phase. In the major-
ity of capital cities, the cheapest sources of water have been developed and the
construction of major new dams are now unattractive due to a general shortage
1
2of capital funds. A primary focus of Australian water supply authorities has
been on managing the existing systems to achieve maximum efficiency. The
use of demand management techniques including water pricing has underlined
the need to consider efficient use of the valuable water resources.
Most major cities throughout the world have a water supply headworks system
consisting of a complex network of reservoirs, pipelines, channels and pumping
stations. The operation of these complex systems is based largely on expe-
rience, supplemented in some cases by the use of computer simuiation mod-
els. Work in Australia by Perera and Codner 1232) for the Melbourne system
and Crawley and Dandy [a6] for the Adelaide system has demonstrated that
potential increases in efficiency can be achieved by the use of mathematical
optimisation techniques for the development of system operating rules. Such
operating rules include target storage levels and target pumping levels.
A workshop on risk and reliability in water resources planning and manage-
ment held in Adelaide, Australia in November 1988, recommended that 'risk
management decisions of water authorities should be made with a level of corn-
munity input appropriate to the risk situation' [61]. A further recommendation
was that the'Australian Water Resources Council (AWRC) should encourage
water authorities to decide on risk offering, to the extent that is Þractical, a
range of alternatives in security of supply and associated water prices so that
consumers are in a, better position to advise/select reliabilit¡r they a,re prepared
to pay for'.
In order to achieve these recommendations it is necessary to establish the trade-
offs between reliability and operating costs. For water supply systems where
a significant component of the water supply is transferred from a, distant wa-
ter source, not only does the variability of the natural inflows to the reservoirs
need to be considered but also the reliability of the bulk water transfer system.
It is evident that the larger the proportion of water obtained by transfer, the
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larger the likely impact of the reliability of the bulk water transfer system on
the overall risk-cost tradeoffs for the water supply headworks system.
The research presented in this thesis addresses the major issues associated
with the tradeoffs between reliability of a water supply headworks system and
the economic costs associated with its operation. A methodology is presented
which provides a total risk assessment for a water supply headworks system.
The methodology integrates the major factors affecting the tradeoffs between
system reliability and operating costs, with a particular emphasis on systems
where a significant portion of the water supply is obtained by transfer from a
distant water source.
!.2 Objectives of this Research Work
The objectives of this research work are
e To identify the major factors affecting the reliability of urban headworks
systems.
o To develop a methodology for determining the the tradeoffs between
reliability and cost in the operation of these systems.
o To apply the methodology to a major water supply headworks system,
in which transfer from a distant water source comprises a signifrcant
proportion of the total water supply'
1-.3 Method of Approach
The consideration of risk and reliability issues is necessa¡y in many fields of
study. It is helpful to consider the wider risk and reliability definitions a,nd
3
4analysis techniques before focusing on the specific problems at hand. The
application of risk assessment and management to water supply systems is first
placed in the broader context of the issues of risk and reliability in Chapter 2.
In order to examine the performance of a water supply headworks system, it is
necessary to have a simulation model that accurately emulates the behaviour
and operation of the system. The simulation model should be capable of accu-
rately modelling alternative operating rules. Factors influencing the selection
and development of an appropriate water supply headworks simulation model
are presented in Chapter 3. The historical inflow and demand records available
to simulate the operation of a water supply headworks system, are normally
limited in length in relation to assessing the required reliability levels for the
system. To test the performance of a water supply headworks system und.er
conditions more extreme than those contained in the historical data set, it
is necessary to generate synthetic data. Factors influencing the selection and
development of an appropriate synthetic data generation model are presented
in Chapter 3.
In most water supply systems, water is transferred between components of the
system or transferred from a distant source, with the use of a bulk water trans-
fer system comprising pumps, pipelines, and other electrical and mechanical
equipment. The overall reliability of the water supply system will be influenced
by the reliability of this bulk water transfer system.
In order to assess the overall reliability of a bulk watel transfer system, critical
components of the system need to be identified, reliability attributes for these
components determined and the individual component reliabilities combined.
In manv situations, critical components of a system are not easìly irlentified and
specific data concerning their reliability attributes are scarce or non-existent.
A technique has been developed as part of this research work entitled the
'walking party' approach that can be used to identify critical components in
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a system and obtain realistic estimates for their reliability attributes. The
'walking party' approach involves the interview of a number of individuals
familiar with the system, followed by the formation of a smaller group from
among these individuals entitled the 'walking party'. This 'walking party'
visits and physically walks through the system. During the visit a conserLsus
is reached regarding the critical components and an estimate of the reliability
attributes associated with these components.
Having obtained estimates for the reliability attributes of these critical com-
ponents, the technique of frequency-duration analysis, taken from the powel
industry, can be used to combine the reliability attributes of these components.
Using this analysis technique, the reliability attributes of components in both
series and parallel can be combined to obtain the overall reliability attributes
for the system in the form of a state transition matrix.
Randomly generated failure events using the information contained in the sys-
tem state transition matrix, in conjunction with synthetically generated inflow
and demand data, can be used to examine reliability-cost tradeoffs for a water
supply headworks system.
The use of restriction policies to manage demand during periods of water
shortage is an increasing practice throughout the world. The application of
these restriction policies, however, is not without cost. The final component
of the methodology involves the inclusion of the use of restriction poiicies and
their associated costs in the examination of tradeoffs between reliability and
cost in the operation of a water supply headworks system.
The methodology developed for the assessment of reliability cost tradeoffs for'
a water supply system is applied in a case study of the Adelaide Water Supply
Headworks System in Chapter 4.
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Results from the application to the Adelaide system are presented and critically
6appraised in Chapter 5
Ultimately, the choice of level oI systern reliability and an associated restric-
tions policy will depend upon the public (and hence politicat) acceptability.
The outcome of this thesis is to demonstrate a methodology which can be used
to assist in this decision-making process.
t.4 Thesis Structure
This thesis is organised in the following manner :
Chapter 2 contains a background to the general concepts of risk and reliabil-
ity. In particular, some of the more common terms associated with risk
and reliability are described. These terms are examined with particu-
lar reference to water supply headworks systems and a literature review
of relevant work in this area is presented. Finally the research work
presented in this thesis is related to current research in the field.
Chapter 3 presents a simulation methodology for the assessment of reliability-
cost tradeoffs for multiple reservoir headworks systems. The methodol-
ogy seeks to include the major elements that affect the reliability-cost
performance for a headworks system. These elements include the vari-
ability of inflows, the variability of system demands, the reliability of the
bulk water transfer system and the impact of water restriction policies.
Chapter 4 commences with a description of the Adelaide Headworks System,
and its historical and current operating rules. A simulation/optimisation
model that is currently used to assist in the operation of the system is
described, which has been used as a tool to test the application of the
proposed methodology to the Adelaide system. Details of the synthetic
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inflow and demand models that have been used to generate data for the
Adelaide system are presented. The assessment of component reliability
for the Adelaide system is detailed using the 'walking party' approach
and the results obtained from the assessment presented. The chapter
concludes with a description of economic costs associated with the use
of a water restriction policy in the operation of the Adelaide system.
Chapter 5 describes results obtained for the Adelaide Headworks System ap-
plying the simulation methodology described in Chapter 3. The second
section in the chapter describes results obtained considering the hydro-
logical variability associated with the system. The third section includes
the impacts of the component reliabilities in the simulation of the sys-
tem. The fourth section of the chapter describes the simulation results
obtained including hydrological variability, the component reliabilities
together with the economic costs associated with the imposition of wa-
ter restrictions.
Chapter 6 draws conclusions and recommendations from the work presented
in the thesis.
1-.5 Surnrnary
In this thesis, a methodology is presented for the assessment of reliability-cost
tradeoffs for a multiple reservoir headworks system where the system includes
the bulk transfer of water from a remote source. The methodology involves
the four major factors affecting these tradeoffs. These factors are :
1. The variability of inflows
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2. The variability of system demands
83. The reliability of the bulk water transfer system.
4. The application of a water restriction polìc.y
The methodology involves the use of a water supply headworks system simuia-
tion model, synthetic inflow and demand data generation models, a technique
fo¡ the identification and assessment of the reliability attributes of critical com-
ponents in a bulk water transfer system, the application of 'frequency duration
analysis' to combine the reliability attributes for the critical components, the
generation of random bulk water transfer system failures and the inclusion of
the economic costs associated with the imposition of water restrictions.
The application of this methodology to the Adelaide Water Supply Headworks
System is presented and the ¡esults obtained are discussed.
Chapter 2
Revie!\¡ of Risk Assessrnent
2.L Introduction
The purpose of this chapter is the following
1. to detail some of the terminology used in the area of risk and reliability
research,
2. to provide an overview of some of the techniques currently in use in this
area,
3. to review research in the areas of risk and reliability reiating to the
operation and management of water supply systems, and





It is first useful to consider the terminology used in the field of risk and relia-
bility research. Having examined these terms, an appropriate set of definitions
can then be selected for use within this thesis.
2.2.L The System
One definition for a system is (Simpson and Weiner, 12761)
"A group, set, or aggregate of things, natural or artificial, forming
a connected or complex whole."
A subsystern comprises an element of the system that may on its own also form
a system.
If we consider a system as comprising a set of subsystems, assemblies, sub-
assemblies and components, then a hierarchy can be formulated depending on




way that the system can perform a specific function when input is provided
from sources such as the system operators.
Within the context of this thesis, a w¿Ler supply 'system'has been considered
to comprise five subsystems. These five subsystems are :
o I'he water source.
¡ The bulk water transmission, pumpage and treatment
o The bulk water storage
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o The finished water storage
o The water users
Each of these subsystems are described in greater detail in Section 2.4
2.2.2 Risk
There are many defi.nitions of risk that have been used historically, depending
primarily on the context in which it is placed. One definition of risk is (Gove,
[116]):
"The possibility of loss, injury, disadvantage or destruction."
In the field of insurance, two types of risks are recognized:
1. Dynamic or specuiative risks
An example of this type of risk would be the outbreak of war. These
risks are difficult to measure and can result in either a profit or a loss.
2. Static or pure risks
An example of this type of risk would be the failure of a pipe. These
risks result in losses only and are measurable statistically.
In an engineering context, two characteristics are normally associated with
risk. Firstly, the probability that some event will occul and secondly, the
measure of the associated impact, if the event does occur'
Kalbfleisch [161] defined risk as "a measure of the pr-obability and severity
of an occurrence that is, in some way, harmful to man". In a similar manner
I2
Petrakian et al. fßa] defined risk as "a measure of the probability of occurrence
of a potentially hazardous event and of the event's consequence to socìety".
Kaplan and Garrick [163] defined risk as "the sum of uncertainty and damage,
or the ratio of hazard to safeguards". The Institution of Professional Engineers,
New Zealand [156] has adopted the following dual definition of risk :
"The probability that a potential hazard will be realised and the
probability of harm itself."
All four definitions include something of the consequences or damage of the
occurrence of the event as part of the understanding of risk.
Risk is directly associated with the likelihood or possibility of harm occurring
for a system and its users, and involves something of the consequences of the
occurrence. In the same way that a hazard may result in the occurrence of
an accident, so risk relates to the probability that the frequency, intensity and
duration of a certain stimulus will be sufficient to convert the hazard from
a potential state to an actual loss. Risk can be considered as the potential
for a mishap and can be expressed in terms of hazard severity and hazard
probability (Roland and Moriarty, [2541).
With reference to a water supply system, Shamir and Howard [269] described
risk as a measure of the consequences, particularly economic, of supply short-
falls. They note that the 'risk' to the security of supply of the system a,t
any point in time could be described in terms of the probability, degree and
duration of restrictive measures that would need to be applied to the system.
Within this thesis, only static or pure risks have been considered with regard
to water supply systems. 'Risk' relates exclusively to the security of the water
supply system and the potential for the system to be unable to meet customers'
demands for water.
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2.2.3 Failure
Failure is defined as (Hanks and Wilkes [123])
"The act or an instance of failing, non performance' breakdown,
insufÊciency or shortage, loss of strength, not reaching the required
standard."
A system that does not perform as required is considered to have failed. A
simple definition of failure can therefore be given as :
"An event, or inoperable state, in which any part of a system does
not perform as previously specified'"
Roland [254] notes that the failure of a system is commonly associated with
the reliability of the system and is closely related to the system performance.
Harr [129] defines failure of a system as "the inability of the system to perform
its intended function'. All systems fail eventually, however, the time between
failures is a measure of the reliability of the system. Mean time to failure
(MTTF) for a system is a measure of the expected period of time that the
system will be operational.
With reference to a water supply system, Hashimoto et al. [130] defined
'failure' as "the occurrence of unsatisfactoly performance of the system under
consideration".
In this thesis, failure of a water supply system is defined as the inability of the
system to meet the consumers unrestricted demand for water. The imposition




One definition of reliable is (Hanks and Wilkes [128])
"Able to be trusted; predictable or dependable.',
The Institution of Professional Engineers, New Zealand [156] describe relia-
bility as being concerned with the probability of future events based on past
observations. Harr [129] defines reliability as the "likelihood of the adequate
performance of the system for a specified period of time under a set of operating
conditions".
With regard to water supply systems, Hashimoto et al. [130] define reliability
as "the frequency or probability that a water resource system will be in a sat-
isfactory state". Mukjerjee and Mansour [216] define reliability for a pumped
storage reservoir as "the degree of consistency for the ¡eservoir to supply wa-
ter without failing to meet the demand over a given period". Simonovic et al.
[275] define reÌiabiiiíy of ihe operai,ion oÍ a reservoir as "the opposite of risk
or the probability of a system being in a satisfactory state,'.
With reference to a water supply system, the acceptance of a level of reliability
must be viewed within the context of possible costs, risks and associated social
benefits. The determination of the confidence limits of reliability measures of
a system are also important in the overall assessment of the system.
Within this thesis, Hashimoto's definition of reliability has been adopted.
The next three terms, resilienc¡ vulnerability and robustness have been ap-
plied specifically to water supply systems.
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2.2.5 Resiliency
The first of these three terms was introduced by Fiering [97] and concerns
the concept of 'resiliency'. Resiliency concerns the ability of a water resource
system to recover from critical situations. Fiering defined resiliency as :
,,A measure of a system's ability to avoid the boundary locus (fail-
ure of the system) and if forced over that edge (into a failure state),
to sustain a controlled downward trajectory or to recover to its ini-
tial state."
Fiering suggested that the resilience of a water resource system is implicitly
linked to time. He formulated several alternative measures that could be used
to indicate the resilience of a system. These alternative measures included :
e Residence time in a nonfailure state.
o Expected economic outcome.
o Steady state probability of not being in a failure state
o Mean passage time to a failure state
o Mean passage time from non-failure to failure states
o Mean passage time between failure states
o Mean passage time to failure from complete recovery
It is noted that the definition given by Fiering for resilience of 'the steady state
pi-obability of not being in a failure state' is the same as Hashimoto's definition
for reliability.
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Hashimoto et al. [130] defined the term resiliency as "how quickly a system is
likely to recover or bounce back from a failure once a failure has occur-red". If
system failures occur over an extended period of time with only slow recovery
this will have a serious impact upon the users of the system. Moy et at. [214]
defined resilience as "the probability of recovery from failure to some acceptable
state within a specified time interval". Simonovic [275] used resiliency to
describe the ability of a reservoir to return to a satisfactory state given that
a failure has occurred. His definition included both the failure occurrence and
duration.
Within this thesis, Hashimoto's definition of resiliency has been adopted
2.2.6 Vulnerability
Vulnerability is a measure of the significance, extent or consequences of failure
of a system.
With reference to a water supply system, Hashimoto et al. [130] defined the
term vulnerability as the "likely magnitude of a failure if a failure occurs". He
noted that efforts aimed at maximising a water supply system's efficiency and
reliability could also increase the system's vulnerability to costly failure, should
failure occur. Weeraratne et al. l3lb] defined vulnerability as ,,a, measure
of the severity of failure in a system", and noted that there was a trade-off
between system reliability and vulnerability. Simonovic's [27b] definition of
the term vulnerability related to the maximum penalty resulting from system
failure over a given period of time.
It is important that decision-makers be aware of the vulnerability of a system
to severe failure should a failure occur
Within this thesis, Hashimoto's definition of vulnerability has been adopted
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2.2.7 Robustness
In engineering, project designs and operating policies that are suffi.ciently flex-
ible to permit their adaption to a wide range of possible future conditions at
Iittle additionai cost are referred to as 'robust'.
Fiering [95] first applied the term 'robustness' to the field of water resources
planning. He used the term to describe whether or not the optimal project
design parameter values would remain unchanged if future demand conditions
were to vary from those initially assumed in the project design.
Hashimoto et al. [130] adapted this term to consider the sensitivity of total
system cost. Hashimoto et al. used robustness to describe the overall economic
performance of a water resources project.
The robustness of water supply systems has not been considered in the work
contained within this thesis. It is however an important term in reliabiiity
aspects of the design of water supply systems and has been described here for
completeness.
2.3 Risk Analysis
There are many definitions for the term "risk analysis" but in general it a,d-
dresses the probability and consequences of possible events.
Risk analysis has been widely applied and has evolved into a large field involv-
ing complex mathematical and statistical methods to quantitatively determine
levels of risk. Risk analysis has been used in a large numbel- of areas including
agricultural production, drug research, waste disposal and management, wa-
ter management, public and environmental health, computer security, energy
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systems, transportation systems, climate change, natural hazards and techno-
logical hazards. In each of these areas, risk analysis has been used as a tool
to evaluate risks and determine strategies for their management. Risk anal-
ysis requires reasoning about the potential occurrence of undesirable possible
future events and seeks ways to avoid or delay them.
The following tale taken from a paper on risk management, illustrates some of
the problems associated with risk assessment and analysis.
The Lady or the Tiger
The young man could open either door he pleased. If he opened
the one, there came out of it a hungry tiger, the fiercest and most
cruel that could ever be procured, which would immediately tear
him to pieces. But if he opened the other door there came forth a
lady; the most suitable to his years and station that His Majesty
could select among his fair citizens. so I leave it to you, which door
to open ?
The first man refused to take the chance. He lived safe and died
chaste.
The second man hired risk assessment consultants. He collected
all the available data on lady and tiger populations. He brought
in sophisticated technology to listen for growling and detect the
faintest whiff of perfume. He completed check lists. He developed
a utiììty function and assessed his risk averseness. Finally sensing
that in a few more years he would be in no condition to enjoy the
lady anyway, he opened the optimal door. And was eaten by a low
probability tiger.
The third man took a course in tiger taming. He opened a door at
random and was eaten by the lady.
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Originally obtained from Stockton [284] and quoted by Clark [38]
The risk analysis process can be divided into three components
o Risk Identification
Risk identification involves the recognition of the potential hazards that
exist and some defrnition of the characteristics of these hazards. Kaplan
and Garrick [163] describe risk identification as 'the process by which
a hazard is recognized and the attempt is made to define some of its
physical characteristics'.
o Risk Estimation
Risk estimation involves some quantification of these hazards and an
understanding of their causes and effects.
o Risk Evaluation
Risk evaluation involves judgement on the signiflcance and acceptability
of the identified risks, their probability, and evaluation.
Various techniques have been developed in the wide range of fields in whìch
risk analysis has been applied. Each of these techniques comprise some or all
of the three components of the risk analysis process. The following sections
provide a review of some of the more widely known techniques that have been
used in risk analysis.
2.3.L Preliminary }Jazard Analysis
In the preliminary design stage of a project for which risk analysis is to be a
part of the overall project design and operation, a preliminary hazard analysis
is often undertaken.
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Preliminary hazard analysis was first used in the United States in the context
of safety analysis of missiles powered by liquid fuels as detailed by Hanmer
[12a]. The technique was later formalised in the aeronautical industry (Hen-
ley and Kumamoto [133]), and has since been used in the chemical (powers
and Tompkins [237]), nuclear (Roberts et al. [252], Reny et al. [247))., and
aerospace (Henley and Kumamoto [133]) industries.
A preliminary hazard analysis involves the preliminary identification of the
system elements or events that lead to hazards. The technique includes a
qualitative consideration of the event sequences that transform a.hazard into an
accident, together with corrective measures and consequences of the accident.
The consequences of the accident are often classified according to their sever-
ity, for example, within the aerospace industry, the hazard severity has been
divided into four categories (Henley and Kumamoto [183]) :
o Category 1 - negligible
o Category2-marginal
o Category3-critical
o Category 4 - catastrophic
Having identified various possible hazards, accident prevention measures are
considered to eliminate category 4 and possibly category 3 and 2 hazards.
These measures may include equipment design changes, redirection of goals or
functions, or contingency actions (such as protectìon systems).
In general, preliminary hazard analysis is a technique used to identify the
major system components and events which can lead to hazards, while the
system is still in a preliminary design stage.
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2.3.2 Statistical Analysis of Historical Events
When a risk-causing event or series of events has occurred historically and is
clearly identifiable, then statistical analysis of these events can be undertaken.
Providing these past events have produced consequences at least as large as
those of concern in the risk assessment being undertaken, then the result of
the statistical analysis can be directly applied. Statistical analysis has been
used to estimate various accident and natural event statistics and these data
have been recorded in a range of reference documents (for example, National
Safety Council 12221 and Cohen and Lee [44]).
The frequency of a risk-causing event is estimated by taking the number of
event occurrences in some time period and dividing by the appropriate 'expo-
sure time' in that period as given in Equation 2.I.
F : NID (2.1)
where,
: The estimated event frequency.
in some past time period.
: The total 'exposute time' in the observed
time period.
The frequency obtained from Bquation 2.1 should be treated as an average.
If the flequency is assumed constant over time then the expected nurrber
of events is simply the flequency multiplied by the time period. It must be





ovel time (for example, the failure frequency of a motor towards the end of its
design life).
If events have varying consequences, a plot of frequency versus consequence
can be constructed. A curve of this form is called the 'complementary cumula-
tive distribution function' (CDDF). From this function the frequency-averaged
consequence C can be computed as given in Equation 2.2.
n
ç- : \F¿c; (2.2)
i=l
where,
C : The frequency-averaged consequence.
: The frequency for events having consequences
in a certain interval (i).




Uncertainties associated with frequency-consequence curves can be calculated
using standard statistical techniques.
2.3.3 Extrapolation Techniques
When undertaking a risk assessment, it is often required to consider an event
with a specified recurrence interval. For example, it may be necessary to
design a bridge to pass the one in two hundred year flood. When the record
of observed events does not contain an event of this magnitude, extr.apolation
of the available da,ta may be necessary. Extrapolation techniques ar.e used to
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estimate the frequency of severe events by smoothly extrapolating from less
severe events which have occurred in the past. When applying extrapolation
techniques, the more severe events are assumed to be caused by the same
mechanisms and processes as the less severe events. A continuous behaviour
in the processes and consequences fi'om less severe to more severe is assumed.
Extrapolation techniques are used to determine the frequencies of extreme
floods from a streamflow record containing only minor floods, catastrophic
earthquakes from minor earthquakes and extremely high winds from occur-
rences of less severity.
It has been shown that, if the consequence of the risk-causing event is related
to the maximum or minimum value of some underlying process, and certain
assumptions ale valid, then a theory called 'extreme value theory' can be
applied to extrapolate the event frequencies (Gumbel, [118] and Galambos,
[101]). By viewing catastrophic events as being the maximum of a sequence
of recorded happenings, extreme value theory has been applied to a variety of
problems. For example, the prediction of flood height exceedance probabilities,
maximum fire consequences) and maximum hurricane consequences.
The basic estimation process involved in all these extrapolation techniques is to
describe the frequency versus consequence by a function and extend the appli-
cation range of the function to predict the frequencies of events with extreÀely
large consequences which have not yet been observed. When extrapolating be-
yond the largest observed consequence, the key factors in the accuracy of these
extrapolations ar-e (1) the validity of the function and (2) the assumption of
smooth continuous behaviour beyond the largest obselved value.
It is important to calculate error bounds for the frequency versus consequence
curve obtained which describe the uncertainties due to both the data and its
extrapolation.
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2.3.4 Event Tlee Techniques
Event tree techniques, as described by Reid [24s],, are used to represent pos-
sible accident sequences involving the success or failure of individual system
components. These techniques are an inductive logic approach which can be
applied when a chain of events precede the occurrence of an accident (Vesely
[305]).
An accident sequence consists of a defined event which triggers the sequence,
followed by a chain of specific system failures. Associated with each accident
sequence will be a specific accident severity. To identify all possible accident
sequences' an event tree table is constructed of the form shown in Figur.e 2.1.
A particular accident sequence in the event tree is then a particular path from
initiating event through each system's performance state to the final accident
outcome.
In practice, event tree techniques have been applied to analyse accidents at nu-
clear power plants, chemical plants, offshore oil facilities, and other industrial
and military facilities. When applying event tree techniques to real problems,
the event tree can become very complex comprising hundreds of thousands
of accident sequences. In order to construct the event tree. the actual plant
or facility must be studied to identify the different kind of accident-initiating
events which can occur and the different sSzstems which will be called upon to
mitigate the accident.
Since event trees can be extremely large, it is helpful, wherever possible, to
reduce the number of accident sequences which must be evaluated. Various
reduction techniques exist which eliminate system forks which clo not influence
consequences or which cannot occur. Large event trees can also be subdivided
into products of smaller event trees which can be analysed more simply.
Once an event tree has been constructed and reduced where possible, it can
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'be used to quantify the probabilities of individual accident sequences. For
example, from Figure 2.1the probability of sequence X * A x B occurring is










Figure 2.1: Sample Event Tree
P(X *Ã* B) : P(X occurs) * P(A fails)x P(B succeeds given A faits) (2.3)
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where,
P(I) is the probability that the event 1
occurs
Typically, frequencies of the initiating events are determined using the sta-
tistical analysis techniques discussed in Section 2.3.2. Traditional reliability
techniques are used to estimate system failures and successes when data exists.
when data is not available, aiternative techniques may be necessarv such as
fault tree analysis.
2.3.5 Fault Tlee Techniques
A common approach used within the broad area of systems safety analysis is
fault tree analysis (Roberts et al. [252], vesely [30b], Thomson [292], Reid
'2451,, Misra [207] and many others). This technique is used to examine each
possible outcome and to illustrate the various ways in which this outcome can
be produced. Clearly the reliability of the fault tree will depend on the abilit;r
of those preparing the fault tree to perceive all possible happenings in the
system that may contrìbute to the failure of the system.
Assuming the assessed fault tree covers all possible combinations of individual
failures, then an estimate of the combined probabilities of the individual events
can be made to produce a probability value for system failure.
Fault tree analysis is one of the principal methods used i¡ the ar-ea of systems
safety analysis. It can be used to identify the most likely causes of system
failure in the event of a system breakdown. The first step involved in fault tree
analysis is to construct a'fault tree'. A 'fault tree' is a model that gr-aphically
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and logically describes the various combinations of possible events, both fault
and normal, occurring in a system that would lead to the undesired condition
of the system under consideration called the 'top event'.
Before the fault tree can be constructed, the anaiyst must acquire a thorough
understanding of the system and carefully define the 'top event'. In the con-
struction of the fault tree, the sequences of events that lead to the undesired
event are shown below the 'top event' and are logically related to the undesired
event by AND and OR logic gates. The input events to each logic gate are also
outputs from other logic gates. These events are developed further until the
sequence of events leads to basic causes of interest called 'basic events'. These
'basic events'form the bottom tier to the fault tree and represent the limit of
resolution of the fault tree. A sample fault tree is shown in Figure 2.2'
In this figure, basic events A and B are connected by an AND gate. For these
two basic events to impact upon the system both must occur at the same time.
Basic events C and D are connected by an OR gate. The occurrence of either
of these two basic events will impact upon the system. For^ the top event to
be reached, basic events A and B must occur at the same time as either basic
event C or basic event D.
In order to develop fault flows in a fault tree, a structuring process is used
as outlined by Haasl [119]. Three failure mechanisms are identified in the
structuring pïocess that contribute to a component being in a fault state.
These mechanisms are :
1. A primary faiiure is a failure due to the internal characteristics of the
system element under consideration.
2. A secondary failure is a failure due to excessive environmental or opera-
tional stress placed upon the system elenent.
3. A command fault is an inadvertent operation or nonoperation of a system
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Top Event
Event A Event B Event C Event D
Event AND Gate OR Gate
Figure 2.2: Sample Fault Tree
element due to failure(s) of initiating element(s) to respond as intended
to system conditions.
Work has been carried out to automate the construction of fault trees, with
Fussell [100] describing the automation of fault tree construction for an elec-
trical svstem and Powers et al. [238] automating farrìt tree construction for a
chemical system.
The fault tree, once constructed, can be used to determine possible causes of
an accident and even to discover failure combinations which might otherwise
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have remained undiscovered. The fault tree provides a convenient and efficient
format for evaluation both quantitatively and qualitatively of the probability
of the occurrence of the 'top event'.
The technique of fault tree analysis has rarely been applied in the area of
water supply systems. An application of fault tree analysis to the study of
water shortages within a water supply system is given by Ikebuchi [154].
2.3.6 Probabilistic Risk Analysis
Probabilistic Risk Analysis (PRA) is a technique for assessing the potential for
failure of complex, hazardous systems and identifying ways to reduce failure
risks. The first major application of PRA was in the Reactor Safety Study'
WASH-1400 [301] undertaken by the u.S. Nuclear Regulatory commission'
Since that time PRA has been used extensively in the nuclear generating in-
dustry and the chemical processing industry and has found application in many
other fi.elds. PRA is used to highlight potential technical malfunctions and hu-
man errors that can lead to a system failure. Examples of the application of
pRA can be found in many papers for example Reny et al. 1247), Vick a,nd
Bromwell [307], Stewart [283] and many others.
Within the field of water engineering, PRA has been used in the area of dam
safety to identify the principal scenarios which may cause a dam to fail, and
the combination of events which must happen for the failure to occur. In dam
safety evaluation, Nielsen et al. l22Ll has suggested that PRA can be used to
assess the following factors :
o Extreme floods and earthquakes
o Physical -,-esistance of dams and probabiliiy of failure
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o Nature of dam failure, if the loading conditions exceed the resistance of
the dam.
o Breaching characteristics of dam failure and the resulting consequences
The level of understanding of all possible events that can lead to dam failur-e,
and the consequences of such failure wiil always be limited in extent. PRA
can however be used to greatly improve the available knowledge by providing
insights into the areas of weakness and vulnerability for the dam. Fault tree
analysis can be used in conjunction with PRA to assist in quantifying a dam's
level of vulnerability.
Nielsen et al. l22ll detailed the inclusion of PRA within the dam safety pro-
gram at British Columbia Hydro. The dam safety program includes periodic
inspection and review of ali dams in the system and where necessary, investi-
gations are undertaken into suspected deficiencies. PRA techniques have been
integrated into the dam safety review process framework as shown in Figurc
2.3 (from Nielsen et al. l22ll) through consequence-based safety evaluations
for floods and earthquakes.
In each scenario, the proposed dam safety criteria was made proportional to the
consequences of failure downstream of the dam. PRA emphasises the relative
importance of each potentìal failure mode, whether or not it is possible to
calculate the factor of safety for the mode. This ensures that important issues
are not overlooked because they may be difficult to address quantitatively.
PRA could be described as failure-driven rather than analysis-driven and is
based upon the conditions, peculiarities and associated failure modes uniq¡e
to each dam, addressing each situation with a,n å,ppropriate analysis technique.






Figure 2.3: Consequence-based Dam Safety Evaluations and Improvements





























A methodology has been outlined by Nielsen et aI. [22I] for the risk analysis
of a particular dam. The methodology is based around a workshop format
over a peliod of four to five days, and draws together experts having in-depth
knowledge of one or more aspects of design, analysis or performance of the dam
under study. Discussion throughout the workshop is compiled and becomes
part of the permanent record regarding the dam.
The following steps make up the methodology.
1. Review the field performance experience.
2. Inspect the dam site.
3. Identify the potential dam failure modes
4. Construct an 'event tree'for potential dam failure modes
5. Assess the probabilities associated with each of the 'event tree' compo-
nents
6. Interpret the results obtained.
7. Iterate the process
PRA is a useful tool in risk analysis. By addressing a comprehensive range of
extreme events, safety judgements can be expressed as probabiiiiies of faiÌure.
PRA can provide insights into the impact of extreme events by focusing on
the hazards and mechanisms that produce them. Within the framework of
the assessment of water supply system reliability, aspects of pRA may be
useful. The application of PRA in dam safety analysis focuses on extreme
low probability events such as major earthquakes or floods approaching the
Probable Maximum Flood (PMF). When considering water supply system
reliability, such extreme events are likely to cause widespread disruption to
the community and are considered beyond the scope of the cur--t-ent r-esearch.
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2.3.7 Frequency Duration Analysis
Frequency duration methods were flrst developed within the field of power sys-
tem engineering to evaluate and compute system reliability for electric power
generation, transmission and distribution. Hall et al. [126] described the ap-
plication of this technique to power generating machines in parallel. They
compared the results obtained using frequency duration analysis with meth-
ods used by Halperin and Adler [127] and a technique discussed by Sauter et
aI. [267] for 20 identical machines and 22 machines of varying capacities. Fol-
lowing the paper by Hall et al., Ringlee and Wood [251] applied the technique
in a power demand model and a capacity reserve model.
This technique has been adapted from the power industry and applied to the
analytical simulation of a water supply system in two papers by Hobbs and
Beim [14] [137]. In the first of these papers, three versions of the frequency-
duration approach were presented to determine the unavailability and ex-
pected unserved demand of a water supply system. In the companion paper,
a Markov chain approach was also considered and this approach together with
the frequency-duration approach compared with the more realistic Monte Carlo
simulation approach. This comparison verified that the analytical techniques
produced useful reliability index estimates.
The major difficulty encountered in the application of the frequency cluratton
technique to water supply systems is the effect of significant storage capacity
cannot easily be included in ihe reliability calculations. Purther details of this
technique and its limitations are described in Section 2.4.4.4 of this chapter'
and Section 3.5 of Chapter 3.
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2.3.8 Failure Mode and Effects Analysis (FMEA)
Failure mode and effects analysis (FMEA) is an inductive analysis that ex-
amines, on a component by component basis, all possible failure modes a¡d
identifies the resulting effect of these failures on the system. FMEA is a more
detailed form of fault tlee analysis since every mode of failure of every compo-
nent must be considered. FMEA was first applied in the field of aircraft safety
(Recht, [244]), and has since been applied to a diverse range of fields includ-
ing, the aerospace (Krishan and Pauperas, [170], Reinhardt, [246)), nuclear
(United States Nuclear Regulatory Commission, [302]), chemical (Lees, [1g1]
[1S2]), and car manufacturing (Yamada, [823]) industries.
Villemeur [308] describes the four main steps in trMEA as :
1 Definition of the system, its functions and components.
2. Identification of the component failure modes and their causes
3. Study of the failure mode effects
4. Conclusions and recommendations















Figure 2.4: Flow chart for a Failure Mode and Effects Anal),sis
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The use FMtrA is required by some standards, for example ItrtrE 352-1'975
[155] in relation to the nuclear power industry.
A natural extension of FMEA is the failure modes, effects and criticality anal-
ysis (trMECA) as described in detail by Jordan and Marshall [160]. This
technique assigns probabilities to each of the failure modes and analyses the
severity level of the effects of failure. The critical failure modes are those
having the highest combined failure probability and severity leveìs.
2.3.9 Hazard and Operability Analysis (HAZOP)
Hazard and operability analysis (HAZOP) can be described as an extended
form of the FMEA technique that incorporates aspects of cause-consequence
analysis (Villemeur, [30S]). Thomson [292] describes HAZOP as an'inductive'
technique in contrast to fault or event trees, which he terms 'deductive' tech-
niques. The extensions to the FMtrA technique include a range of operability
factors in addition to the equipment fault modes. HAZOP was initially de-
veloped by Imperial Chemical Industries (Lawley, [178] [179]) and now finds
its primary use in the chemical industry for the examination of the operabil-
ity of chemical processes. Using the complete details of a proposed chemical
plant, each part of the process is examined for design intention, potential vari-
ations from this intention, causes for such variations, and consequences of such
variations.
Each part of the plant is assessed using a table of 'guide wolds'. These guide
words include :
NO, NOT or- NONtr The design intention is not achieved (eg. no
flow, reversed flow, no electlic culrent)









An additional activity occurs togethel
with the design intention.
The opposite of the design intention occurs.
Some completely different outcome to the
design intention occurs.
Increased or excessive temperature, pressure,
flow rate, viscosity etc.
Insufficient or reduced temperature, pr.essure,
flow rate, viscosity etc.
As each part of the plant is assessed, all possible failure causes and their effects
are listed with the help of the guide words. If a failure is seen as important
because of the probability of its occurrence, or the consequences of its effects,
the appropriate measures necessary to lower its probability or reduce its effects
are specified.
The technique has the advantage that those components whose failure effects
are readily reduced can be quickly detected. Unlike F MEA, HAZOP does not
require the systematic study of the failure modes of each component and of
their effects.
2.3.10 Cause-Consequence Analysis
Cause-consequence diagrams were invented at the RISØ Laboratories in Den-
mark (Nielsen [220]). The construction of these diagrams comrìences with a
choice of critical event. Critical events are chosen so as to be convenient start-
ing points for analysis, with most sequential problems following the critical
event.
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Having selected the critical event, a 'consequence tracing' process is undertaken
following each of the possible chain of events through the system. As the chain
of events are traced, a branch taking two paths may be encountered. trach of
these branches is followed until a consequence is reached. Each chain of events
may take alternative forms, depending on different conditions.
The construction of a cause-consequence diagram is carried out by taking each
event (commencing with the initial event) and asking :
¡ What conditions will cause this event to lead to further events ?
o What other conditions would produce different events ?
o Which components does this event impact upon ?
o What further events does this event cause ?
As additional events are determined the same set of questions are asked of
each new event.
The cause-consequence analysis technique is a combination of fault tree anaiy-
sis (used to show causes) and event tree analysis (used to show consequences).
2.3.LL Failure Tolerance Analysis
Failure tolerance analysis has been used in risk management for the space
station freedom program as described by Krishan and Pauperas [170]. Using
this technique, the criteria for system survival, crew safety and mission success
have been established. Failure tolerance analysis identifies all modes of failure
within a system design and is the first step towar-ds identifying potential criticai
failures.
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The technique involves the systematic evaluation of item failures and the r.e-
sulting consequence. Each failure is then ranked according to the severity of
the failure consequence.
2.3.L2 Surnmary
In this section, some of the techniques that have been used to undertake risk
analysis in a broad range of fields have been reviewed. In each of these fields,
risk analysis has been used as a tool to evaluate risks and determine strategies
for the management of these risks. The review given in this scction does
not seek to cover the complete range of techniques available in risk analysis.
Rather, the review gives a description of some of the more widely known
techniques.
2.4 Application of Risk Assessment to the
Operation and Management of .Water Sup-
ply Systems
Planners and operators of water supply systems in the past, have rarely given
specific consideration to tradeoffs between reliability and cost (Culiinane [bJ]).
Rather, "they have viewed their responsibility as efficiently meeting water
demands when and where they occur in their systems with the highest level of
reliability achievable" (Hobbs [1BS]).
fn recent years, the techniques associated with risk analysis have steadily
evolved. Although research has been carried out examining the economic
tradeoffs between reliability and cost (Damelin et al. [57]), the application
of this research to the operation and management of water suppiy systems has
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been limited.
It is important to remember that the application of risk analysis to any water
supply system will not of itself redúce or eliminate risk of failure for the system.
Within certain confidence limits the technique merely provides an indication
of the reliability-cost tradeoffs for the system.
Planners now recognise that large expansions of their water supply headworks
systems are difficult due to limited potential sites and public sensitivity to the
impact of such projects. Rather, they must endeavour to manage their systems
more efficiently and effectively. The consideration of trade-offs between reli-
ability and cost is becoming increasingly important as highlighted by Boland
et al. [21], Lauria [176] and Prasifka [239]. Looking to the future, this trend
is expected to increase.
Hobbs [134] argues that, in order to provide accurate assessment of these trade-
offs, recognition must be made, not only of the variabiiity of reservoir inflows,
but also of other important sources of unreliability such as pipeline, pump and
equipment failures, water supply contamination and demand uncertainty.
When examining the reliability-cost tradeoffs for a water supply system, three
elements form part of the examination. The first element is the model used to
represent the system. The second element is the estimation of parameters that
are used within the system model. The third element are the indices that are
used to assess the reliability of the modelled system. In the following sections,
each of these three elements are described in detail. With each description, a
review of related research undertaken in the area is given.
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2.4.L The System Model
When modelling a water supply system, it is helpful to divide the system into
five components as shown schematically in Figure 2.5.
These five components directly affect the reliabiiity of the system and are
described in further detail in the following sections.
2.4.L.L The Water Source
For all water supply systems a source of water is necessary. This source may
be a river or water body, a local catchment area or a ground water basin. The
reliability of this water source both in quantity and quality will have an impact
on the overall reliability of the system. Algat outbreaks in the river or water
body, droughts in the local catchment or contamination of the ground water
source will all affect the reliability of the system.
Datta and Houck [70] present an example of how the reliability of a water
source can be assessed. They develop a stochastic optimisation model for the
real-time operation of reservoirs and consider reliability measures on the basis
of errors in inflow forecasting.
2.4.1,2 The Bulk Water Transmission, Pumpage and Treatment
These elements of a water supply system have been considered together because
failure of one or more of these components will result in a 'capacity' rather
than 'storagc' failurc of the system.


















Figure 2.5: An Idealised Ifeadwolks System
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Evaluation of the reliability of these components can be classified as either an-
alytical or Monte Callo simulation. Analytical techniques represent tìre system
by a mathematical model and evaluate the reliability indices from this model
using mathematical solutions. Monte Carlo simulation methods, however, es-
timate the reliability indices by simulating the actual processes and random
behaviour of the system. The method therefore treats the problem as a se-
ries of real experiments. There are merits and shortcomings ìn both methods.
Generally Monte Carlo simulation requires a lar-ge amount of computing tinre,
however it can include any system effect or system process which may have to
be approximated in analytical methods.
Some research has been undertaken in this area. Damelin et al. [b7] used
Monte Carlo simulation to examine the reliability of a water supply system
supplying a deterministic demand pattern in which shortfalls were caused by
random failure of the pumping equipment. Streamflows were not considered
by Damelin et al.
Wagner et al. [310] examined a distribution network in which pipes and pumps
were subject to random failures. These failures were described by probabil-
ity distribution functions with user specified parameters. Using Monte Carlo
simulation, random failure and repair events were generated and the system
simulated using a hydraulic network model. A variety of reliability rneasures
were calculated from the simulation of the s¡rstem relating to the nrrmber, lo-
cation, duration and effects of failures. Wagner reduced the simulation time
for the model by applying a variance reduction technique.
Shamir and Howard [269] presented an analytical technique to determine the
reliabilitv of a dual source reservoir/aquifer water supply system. Iìc.onomic
loss caused by demand shortfalls were assessed when considering capacity ex-
pansion to improve supply reliability. They noted that when the systern be-
came more complicated, it was no longel possible to compute the probability
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distributions. Analytical expressions for the reliability measures could only be
obtained by making certain assumptions which reduced the complexity of the
problem.
Cullinane [53] considered pumping stations and water mains forming part of
a water distribution system. He presented an analytical reliability evaluation
approach applicable to these components. Cullinane used time-to-failure and
time-to-repair data to develop simplified techniques for the evaluation of com-
ponent reliability.
Equipment failures are typically assumed to occur randomly and to be condi-
tionally independent. Conditional independence means that the probability of
a specific piece of equipment being available at a given point in time is inde-
pendent of the condition of the other components and the level of demand. It
is possible to consider a degree of dependence in some of the approaches. For
example, if a 'power supply' component is considered in series with a set of
pumps.
2.4.L.3 The Bulk'Water Storage
When water is obtained as runoff from a local catchment and that runoff has
significant monthly variation, there will be a need for some form of bulk water
storage in the form of a dam or reservoir. The probability of failure of an
existing storage for a given time period, is dependent on the volume in storage
and the uncertainty in future streamflows and demands.
2.4.I.4 The Finished Water Storage
The purpose of finished water storage capacity is to provide balancing storage
to meet peak demands such as fire fighting requirements or peak day demands.
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Very little research has been carried out examining the tradeoffs between re-
liability and cost associated with the design and operation of these storage
facìlities. Because the costs associated with maintaining minimum storage
levels for fire protection may be considerable for large cities, there may be
potential for significant cost savings.
Hobbs [139] suggested that the reliability of both the bulk and finished water
storages can be determined using a variety of techniques. These include :
o Monte Carlo simuiation of inflows assuming a predetermined set of de-
mands and operating rules and determining the average reliability for-
the system (eg., Loucks et al. [190]).
o Assuming inflows are represented by a Markov process and using a pre-
determined set of demands and operating rules. The resulting model is
then solved for the steady state probabilities for varying storage levels
(eg., Loucks et al. [190], Beim and Hobbs [14]).
o using dynamic programming or some other form of mathematical pro-
gramming to optimise the operation of the storage, based on an assumed
inflow probability distribution function (eg., touc.ks et al. [190], palmer
et aI. 12271.
o Assuming the reservoir commences a failure event at a specific storage
level and applying a modified frequency duration analysis approzr,cl (eg.,
Hobbs et al. [136]).
2.4.L.5 The'Water IJsers.
Futule water demands are variable and are a function of climatic conditiols,
consumer preferences, income levels and the level of economic development.
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These factors are uncertain and in any reliability assessment they should in
some way be considered.
In order to forecast future demands, time series analysis has been applied
by many researchers to municipal water use (eg. Wong [320], Young [330],
Willsie and Pratt [318], Yamauchi and Huang P2al, Maidment and Parzen
[193]). The paper by Maidment and Parzen [193] describes the development
of a time series model of monthly municipal water use which considers four
factors affecting water use : trend, seasonality, autocottelation and climatic
correlation. Researchers typically consider these demand uncertainties using
sensitivity analysis.
Researchers have often included the effect of climatic conditions by separating
the year into two seasons. The winter season consisting of mostly indoor watel
use whiie the summer season including both indoor and outdoor water use (eg.
Howe and Linaweaver [14S], Carver and Boland [29], Boland [21]).
It is generally considered that the time structure of water use is best modelled
using time series analysis.
To ìnclude the impact of demand uncertainty in a water supply reliability
framework, Hobbs [139] proposed the application of a'demand duration curve'
adopted from reliability studies in the power industry, as used by Billinton and
Allan [18]. Frequency of demands at different levels could be determined fr-om
hourly demand records and used to calculate the frequency and duration of
outages using reliability methods. Uncertainty in future population forecasts
and economic conditions could be included by assuming prior probability dis-
tr-ibutions for these parameters. Hobbs [139], however, made the observation
that the only rigorous way to examine the impact of demand management
rrreasures was using a chronological simulation model that explicitly considers
those effects.
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When seeking to determine tradeoffs between reliability ancl cost for a wa-
ter supply system it is important to assess the economic cost of shortages to
consumers. This assessment is addressed in Section 2.4.3 under the topic of
economic costs.
2.4.2 Parameter {Jncertainty
when any analysis of a water supply system is undertaken, there will always
be some uncertainty in the estimates of the various parameters used within the
models representing the real situation. In some cascs the order of mag¡itucle
of parameter uncertainties may be quite large (for example, in the estimation
of the failure frequency for a component of the bulk water transfer system). It
is important that some assessment of the relative impact of these uncertainties
be included in the overall reliability of the system under consideration.
There are a number of approaches that can be adopted to deal with parameter
uncertainties. These include :
o Ignoring these uncertainties.
Where the uncertainty associated with a particular parameter has little
impact on the overall reliability assessment it is valid to ignore these
uncertainties. As the impact of the parameter uncertainties and/or the
complexity of the model increases, ignoring the parameter uncertainty is
no longer satisfactor.y.
o Adopting the 'worst-case' situation.
Adoption of the 'worst-case' scenario has some merit, particularly when
the results are dependent on one or two sensitive parameters, as it builds
in a 'margin of safety'. when the results are dependent on a large num-
ber of independent sources of uncertainty, the final result will be ove¡ly
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pessimistic
o Including the uncertainties within the models.
When the reliability assessment models are relatively simple, it is pos-
sible to include the parameter uncertainties within the model. When
the models become complex, the inclusion of parameter uncertainties
becomes difficult as the models become unwieldy.
o Using the best estimates for the parameters and undertaking sensitivity
analysis on the critical parameters.
Although not as rigorous as including the uncertainties within the model,
sensitivity analysis undertaken on the critical parameters can be used to
highlight the impact of the parameter uncertainties.
We will now consider various approaches that have been used to include pa-
rameter uncertainty within models used for the reliability assessment of water
supply systems. All of the approaches adopted within this area have employed
numerical methods. Management of uncertainty in the field of artifrcial in-
telligence have also used non-numerical (symbolic) methods as described by
Uckun et al. Í2991. These may be applicable to water supply systems but to
date have not been considered by lesearchers.
The use of synthetic inflow and demand sequences in reservoir system simuìa-
tion has been used by many as a means of improving the ability to estimate
the reliability of a water supply system. In order to generate these synthetic
hydrologic sequences, statistical pararneters need to be obtained representing
the statistical properties of streamflows and demands. These parameters are
then used to generate the sequences in conjunction with appropriate stleam-
flow and demand data generation models. Typically these parameters have
been estimated from historical stleamflow and demand 
'-ecords. Inherent in
these estimates will be uncertainties due to the limited length of record and
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data recording errors
Simulation methodologies have been tleveloped which incorporate the uncer-
tainty of these parameters. Mcleod and Hipel [202] first presented an approach
for genelating synthetic annual river flow data that incorporated the uncer-
tainty of the model parameters. Their paper described the application of this
technique to the design of reservoirs.
Stedinger and Taylor [280] extended the work of Mcleod and Hipel to simu-
iation procedures for generating monthly rather than annual streamflow data.
Their paper illustrated the impact of the uncertainty of parameters describirrg
the distribution of annual flows on capacity-reliability relationships using two
different monthiy synthetic streamflow generation models.
Ng and Kttczera 1223) enhanced the approach to consider uncertainty in both
streamflow and demand data generation models. They examined four aspects
of demand comprising natural, climatic, socioeconomic, and model parameter
uncertainty. Results from their work highlighted the need to consider both
streamflow model parameter and demand uncertainties when examining the
reliability for a water supply headworks system.
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it becomes difficult to consider all possible combinations of these parameters.
Arr allernaiive is io undertake sensiiivity anaiysis on key parameters, and
assess the impact of these individual parameter uncertainties on the overall
system.
2.4.3 Reliability fndices
Having developed a model to represent the water supply system, it is necessary
to measure the performance of the system under various operating conditions.
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In the current context, the reliability performance of an existing system is to
be considered.
There are a number of indices that have been emplo)¡ed to measure the re-
liability of a water supply system (Hobbs, [134] [135] [137]). These include
o A specific set of contingencies
If the water supply system can satisfy a specific set of contingencies,
say for example the most extreme drought on r-ecord, the system may
be deemed reliable. Nardini et al. [217] described work in which the
system manager, by the selection of a set of inflow sequences together
with a real-time operations model, could determine a trade-off between
the two criteria of risk-aversion (to avoid dramatic failures) and average-
performance optimisation (to obtain the best long-term average perfor-
mance). The disadvantage with reliability indices of this general form is
that the selection of the contingency to be satisfied is rather arbitrary
and different systems with differing probabilities of failure may not be
discernible using these measures.
o A specified low probability of failure
If the probability that the system will fail is less than a specified value,
then the system is deemed to be reliable. This form of index has been
widely used as described by Loucks et al. [190]. Hashimoto et al. [130]
used an index of this form to define reiiability. Weeraratne et al. [315]
used Hashimoto's definition to examine the Grand River system. Palmer
and Lettenmaier [229] used screening models to select critical streamflow
sequences from synthetic streamflow data and then applied an optimi-




If the system is able to satisfy a minimum ratio of available supply to
demand, then the system is deemed to be leliable. These indices in ef-
fect measure how large failures are. Shamir and Howard [268] defined
water supply system reliability in terms of shortfalls relative to the de-
sired demand. This overall reliability was considered to depend on two
components, total volume shortfalls and supply rate shortfalls.
o Frequency and Duration Indices
If the system is able to satisfy a lower limit of frequency and duration of
restrictions then the system is deemed to be reliable. Shamir and Howard
[268] described an analytical approach to the frequency and duration
analysis of water supply systems. Hashimoto et al" [130] used an index
of this form in their definition of resiliency. Hobbs [13b] applied frequency
and duration reliability methods developed by the electric po\Mer industry
to estimate bulk water system capacity reliability. Hobbs and Beim [137]
in their first of two papers presented three analytical simulation models
for estimating the reliability of bulk water supply systems based on the
tîequency-duration analysis technique.
o Economic Costs
The economic costs associated with supply shortages depend on a number
of factors and are often difficult to quantify. Limited research has been
undertaken in this area. Dandy [6t] [66] proposed a theoretical expression
for economic cost of time restrictions on water use consisting of a loss of
consumer surplus and a loss of producer surplus. The expression does
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not consider external costs of restrictions such as 'browning' of a city
Using the estimates of economic costs to consumers,, a system is deemed
reliable if the economic consequences of the frequency and duration of
failures of the system ar-e less than a specified value. Hashimoto et al.
[130] used an index of this form in their definition of vulnerability. Weer-
aratne et al. [3i5] considered yearly opportunity cost and compared eco-
nomic considerations with a probability and frequency index. Loaiciga
and Mariño [185] presented a reservoir planning model that produced a
set of alternative feasible release policies, together with the corresponding
trade-off curve between expected revenue against the standard deviation
of such revenues.
Historically many of the first reliability studies carried out on water supply
systems involved some form of contingency analysis. The shortcomings of this
approach relate to its consistency between water supply authorities as the
length of record and the events contained within the record may mean the
'event' considered can yield markedly different probabilities of failure between
different water supply systems. For this reason, planners within water supply
authorities have moved away from this approach towards probability based
reliability indices. These indices still have some shortcomings in that the
selected reliability level is often rather arbitrary. A more recent development
has been to optimise the ìevel of reliability by balancing the economic effects
of supply shortfalls against the costs of operating a system in such a manner
as to alleviate these shortfalls.
Moy et al. [214] explored the tradeoffs between sets of proposed reliability
criteria using these criteria as components of an objective function within
a multiobjective programming model. Burn et al. [24] examined the risk-
based perfolmance criteria intr-oduced by l{ashimoto of reliability, resiliency
and vulnelability and considered tradeoffs between these three criteria using a
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real-time reservoir operations model. Duckstein et al. [80] [81] examined nine
performance indices and using a multicriterion procedure, considered tradeoffs
between these indices. Mujumdar and Vedula[21,5] employeded Hashimoto,s
reliability and lesiliency risk-based performance criteria and a productivity
index to examine tradeoffs between optimal operating policies.
Failure of a water supply system can have a multitude of impacts upon con-
sumers. A domestic consumer may be only slightly inconvenienced by sholt
interruptions to their water supply, provided these are not too frequent. In
contrast, a single longer interruption to their water supply, although having
the same economic consequences) may be unacceptable. An industry which is
dependent on water supply may suffer considerable loss if an interruption to
supply is longer in duration than some critical period. In order to accurately
assess the reliability of a system it is therefore ideal to consider all consumers
and to use a number of reliability indices that reflect the range of consequences
of failure of the system.
2.4.4 fntegrated Water Supply System Reliability As-
sessment
The previous sections contain a description of the major components that make
up a water supply system, an identification of the need to consider the uncer-
tainties associated with the parameters used within the water supply modcls,
and a description of a range of reliability indices that can be used to assess
the performance of the system. In this section, water supply system models
developed to estimate or optimise the reliability of water supply systems wiìì
be reviewed.
Most water supply system models described in the literature that consicler.
reliability, examine the unceltainty of reservoir inflows. Monte Car.lo simu-
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lation using synthetically generated streamflow sequences and storage theory
(eg. Fiering [92], Loucks et al. [190]), has been used to deter-mine reliabilitv
estimates for a given reservoir.
Models that consider more than one of the major components of a water supply
system (as described in Secti on 2.4.1) in the reliability assessment of the system
ar-e limited.
Methodologies for integrated reliability assessment of water supply systems
have been classified into four types by Hobbs [139]. trach of these model types
will be described and a review of the research undertaken in these areas will
be made. The four model types are (1) contingency analysis, (2) Monte Carlo
simulation, (3) closed-form analytical models, and (a) analytical simulation.
2.4.4.I Contingency Analysis
Contingency analysis is wideiy used for reliability analysis of water supply
systems. A system is considered 'reliable' if it can satisfy certain operating
requirements under a specific set of contingency events. These events include
such things as the worst drought on record, or the failure of a certain critical
component in the system.
Agardy [2], Novak [225] and others highlight the need for contingency analysts
for water supply systems. I{aving undertaken contingency analysis for the
s)¡stem, a contingency plan can be developed that is available for refelence in
the event of potential disasters occurring. It is important that these plans ar-e
both comprehensive fol the water utility and simple enough to be used by the
personnel operating the system in the event of such a disastel' occurring.
Aithough the approach is relatively straight forward to apply to a water supply
system, it is very difficult to assess the probability of contingency events. In
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contingency analysis, probability-based reliability indices are not calculated.
It is therefore not possible to determine tradeoffs between cost and reliability
for the system. Other disadvantages with contingency analysis are that the
choices of contingencies to be considered are made arbitrarily, and different
designs although able to perform satisfactorily under the specified contingen-
cies, may have differing levels of failure probabilities for other extreme events.
A system designed over a period of time using separate contingercy analyses
for individual components may result in over expenditure on some components
and under expenditure on others. Ideally each component should be sized so
that the marginal cost of improvement in system reliability is the same for
each of components making up the system.
Contingency analysis is a useful tool to assess the impact of a range of contin-
gencies on the operation of a water supply system. It is not possible, however,
to use contingency analysis to determine tradeoffs between reliability and cost.
2.4.4.2 Monte Carlo Simulation
Monte Carlo simulation is a technique that can be used to calculate any desired
leliability index. The technique involves the simulation of the water supply
system over time, explicitly modelling inflows, demands, reservoir storage lev-
els, restriction policies and system failures.
The approach has been presented schematically by Hobbs [139] as shown in
Figure 2.6.
Random inflows, demands, component outages and other system inputs are
generated using a synthetic data generation model. The response of the sys-
tem is simulated in time, and as events of interest occur (eg. storage levels
falling below minimum operating levels, imposition of r-estrictions, complete
system failure etc.), statistics on system pelformance are accumulated. Data
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Figure 2.6: Schematic of Monte Carlo Simulation
for the calculation of reliability indices can be determined according to the re-
quirements of the system modeller. After a given period of time, the simulation
is ended and estimates of the required reliability indices are calculated.
This method is recommended by Hobbs [139] as an applopriate method for
estimating the reliability of water supply systems.
2.4.4.3 Closed-Form Analytical Models
A closed-form analytical method was first proposed by Shamir and Howard
[268] to determine capacity reliability. This method computed analytically the
plobability distribution of the chosen performance index, from the probabil-
ity distributions of the random variables upon which the index depended. As
noted later by Shamir 12691, these computations are only feasible in relatively
simple cases. Analytical expressions, if they can be obtained, do provicle in-
formation regarding the dependence of the reliability perfor'ìrance indices on
56
the system variables and parameters. The resulting probability distributions
can be used explicitly in management models for the system.
Disadvantages of this method are that it is only useful for relatively small
systems, and is impractical for design and analysis of larger systems (say with
a number reservoir storages of significant capacity and a network linking these
reservoirs). The probability distribution functions assumed for the behaviour
of components must also be carefully selected to ensure a solution can be
obtained.
2.4.4.4 Analytical Simulation
Analytical simulation is described by Hobbs [139] as 'a class of model which
combines probability theory and numerical methods to calculate values of re-
liability indices for systems whose capacity components are subject to random
outages.' In contrast to closed-form analytical methods, analytical simulation
can be used to examine more complicated systems. The selection of the pr.ob-
ability distribution functions for system components is not restricted, since
numerical methods are used and the reliability indices are not expressed as
expiicit functions.
Analytical simulation methods have been used successfully for the analysis of
bulk power system reliability as described by Bitlinton and Allen [19]. Bulk
water and power supply systems share a number of common characteristics.
These include :
1. Components such as pumps) valves and pipclincs in bulk water. supply
systems serve the same function as power plants, substations and trans-
mission lines in bulk power supply systems.
2 Components in both water and powe. supply systems are usuall), ar-
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ranged in series and parallel
3. Power demand and water consumption vary randomly but follow strong
daily weekly and seasonal patterns and are dependent on random influ-
ences such as weather.
A major shortcoming of the analogy between bulk power supply and bulk
water supply systems is that power supply systems do not have the facility to
store significant amounts of power. Enhancements of the techniques applied
to bulk power supply systems need to include the facility to store water in
reservoirs, if they are to be successfully applied to bulk watel supply systems.
To date, only limited levels of storage have been included in extensions to the
work undertaken in the power industry.
Analytical simulation has certain advantages over Monte Carlo simulation.
The approach can be used to determine estimates of rare events and undertake
parameter sensitivity analysis without resorting to long simulation runs.
Monte Carlo simulation can be used to calculate whatever reliability index rs
required and models can be readily deveioped using a multitude of available
programming languages.
Packages for analytical simulation methods are not currently available
Certain assumptions necessary in order to apply analytical simulation may
be simplistic and limit the applicability of the technique to certain compÌex
pr-oblems.
Hobbs [139] identified five analytical simulation techniques that can be applied
to water supply systems. These are :
1. Loss-of-load probability (LOLP) analysis
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'Loss-of-load' probability is a term obtained from the power industry and
was first defined by Calabrese [26] as the 'fraction of time during which
loss of load may be expected to occur during any future peliod'. The
technique applied in the power industry was described in detail by an
AIEE committee [5].
'Loss-of-load' probability analysis can be used to calculate the probabil-
ity of capacity shortfalls and the level of unserved demands. The system
is considered at a point in time and hence the effect of carryover stor'-
age can not be included. The total available system capacity probability
distribution function is calculated by combining the failure probability
distribution functions for the system's individual components. Capac-
ity shortfall probabilities are then calculated together with the level of
expected unserved demand.
2. Modified frequency-duration (FD) analysis
Frequency-duration analysis is used to estimate the probability of capac-
ity shortfalls, together with their frequency and duration. The technique
can model random demands and component outages. Streamflows can
also be modelled as capacity components provided they are not inputs
to storages having large capacities. The technique of frequency-dur-ation
analysis applied in the power industry does not consider storage. As
noted by Hobbs [138], the direct application of this technique to a bulk
water supply system will therefore provide an upper bound to the system
reliability.
In order to consider the effect of storage, two modifications have been
proposed by Hobbs and Beim [i38]. Both modifications assume that the
'-eservoir storage is located in the systern between the capacity compo-
nents and the system demand, so that capacity failures do not pr-event
drawdown of the reservoir.
The first modification deterrnines upper and lower bounds to the effect
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of storage on the reliability calculations. These bounds, in practice, are
suffi.ciently tight to be of use only for systems where the reservoir stolages
represent a small fraction of the daily demand.
The second modification calculates reliability estirnates between the up-
per and lower bounds obtained from the flrst modification. This mocl-
ification has been shown by Hobbs and Biem [138] to be applicable to
systems with moderate amounts of reservoir storages, but still less than
a single day demand.
The inclusion of reservoir storage in the application of fr-equency-duration
analysis is limited to systems having only small storage capacities.
3. Markov chain analysis
In contrast to frequency-duration analysis, Markov chain analysis utilises
a more rigorous consideration of reservoir storages. Streamflows) capac-
ity availabilities, and system demands are modelled as Markov chains.
Reservoir storages are treated as state variables with transitions between
storage levels being calculated deterministically from the other systetn
components. The Markov equations derived are solved to obtain the
steady-state probabilities of reservoir storage and system failure.
Loucks et al. [t90] and Houck and Cohon [145] utilise a Markov chain
model representing inflows and reservoir storages as part of a reservoir
system planning model. Beim and Hobbs [14] generalise the approach
to include random capacity and demand. In their papeÌ) Beirn ancl
Hobbs compared the Markov chain model with a Monte Carlo simulatiori
model of the same system. The Markov model produced good estimates
of the required reliability parameters, but computationaì r'equirements
were similar for both models. Fujiwara and Ganesharajah [99] employed
a Markov chain approach to assess the reliability of a water supply sys
tem comprising water treatment plant, finished water storage, pun'rping
station and a distribution network.
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4. Network reliability methods
Network reliability analysis is used to analyse the reliability of com-
plex networks, having several demand points. A range of methods are
available and have been reviewed by Wagner et al. [309]. As networks
increase in complexity, Wagner noted that 'some difficulties were encoun-
tered with the calculation of reliability measures'.
The simpler network reliability models define failure to occur when one
or more demand nodes are not connected to a supply node. The more
sophisticated models also consider failure to occur when pressure at a
demand node falls below a specified level.
Certain system features are not easily represented using network relia-
bility methods, notably storage elements, streamflows and random de-
mands.
5. Event screening frequency-duration method
An event screening frequency-duration method is outlined by Hobbs
[139]. This method 'estimates the probability of system failure p(F)
for a system with dispersed demand, supply and storage'. Five steps are
involved with this method :
(a) Select appropriate exact system states.
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empty.
(c) Calculate the contribution each state makes to p(F).
(d) Sum each state's contribution to P(F).
(e) calculate corfitle'ce lirrfts for the calculated value of p(F).
Both LOLP analysis and network reliability methods ar-e limited in that it is
not possible to consider storage using these techniques. In acìclition, landom
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demands are not considered in network reliability methods. Malkov chain
analysis has none of these limitations.
Of the five analytical simulation techniques, Hobbs concludes that ihe modi-
fied frequency duration approach is the most appropriate analytical simulation
method for the examination of reliability-cost tradeoffs for water supply sys-
tems when the capacity of storage within the system is small (less than a days
demand).
For systems with storage capacities greater than a days demand, the Markov
chain analysis technique is considered the most appropriate. The disadvantage
with this technique is that model execution times grow dramatically with the
number of system components. For systems with a large number of compo
nents, execution times using this technique can greatly exceed Monte Carlo
simulation.
2.4.4.5 Cornparison of Methods for Integrated Water Supply Sys-
tern Reliability Assessment
For water supply systems which store large amounts of r¿rw wateL, representing
the storage as a component whose capacity equals the natural streamflow is
clearly inadequate. Reservoirs of sufficient capacity will act as balancing stor--
ages) smoothing out short-term variations between inflows and releases. The
opelation of the reservoir can also be modified in response to system demand
and available capacity. For systems with multipÌe demancl points, complex
networks, and a large amount of storage, Hobbs and Biem [138] noted that
Monte Carlo simulation is still the preferred method.
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2.4.5 Surnmary
In this section, research in the application of risk assessment to the operation
and management of water supply systerns has been reviewed. Three important
elements have been considered : the system model, the uncertainties involved
with the estimation of parameters and the reliability indices used to assess
the performance of the system. Integrated water supply system models that
have been developed to estimate or optimise the reliability of water- supply
systems have then been reviewed. Four methodologies for the integrated re-
liability assessment of water supply systems have been considered including
contingency analysis, Monte Carlo simulation, closed-form analytical methods
and analytical simulation. These four methodologies have been reviewed and
their applicability to water supply systems having a range of configurations
have been compared. For water supply systems having storages larger than a
days demand capacity and multiple demand points, Monte Carlo simulation is
identified as the most appropriate methodology.
2.5 Context of Current Research
Research described in this thesis presents a methodology for the evaluation
of reliability-cost tradeoffs for multiple reservoir headworks systems. This
methodology involves the interfacing of a capacity reliability model (based on
frequency duration analysis), streamflow and demand synthetic data genera-
tion models, and a headworks system simulation model.
At present no general procedure exists for the optimisation of water- supply sys-
tem capacity reliability. The methodology presented does not dir-ectly attempt
to optimise the system leliability (although the headworks simulation rnodel
used in the case study does employ a short horizon (twelve months or less) op-
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timisation process). Rather, the methodology can be used to explore a range
of system opelating rules and configurations and determine the r-eliability-cost
tradeoffs amongst these alternatives.
Current limitations within the areas of reliability assessment are procedures
for obtaining realistic estimates of reliability parameters for specific system
components. Operators and designers, who are intimately involved with the
ongoing operation and maintenance of these components, have a wealth of
knowledge regarding failure probabilities and repair times.
An approach is presented in this thesis, that can be used to distill and enhance
this knowledge by bringing a group of these experts together, using this group
to identify the critical components in the system and presenting a series of
'hypothetical situations' involving the failure of one or more of these critical
components. Details of this approach are described in Section 3.5.1 of Chapter
,().
2.6 Surnmary
In this chapter a review has been presented of the terminology that is used
within the areas of risk and reliability and the application of these terms in
the area of water resource systems. A broad overview of the current use of
risk analysis techniques has also been considered. The application of risk
assessment to the operation and management of water supply systems has
been leviewed with particular reference to the three elements folming part of
this assessment. These three elements are the systert model, the estimation
of parameters in these models, and the indices used to assess ihe reliability of
the modelled system. Finally, the research presented in this thesis is placed




This chapter presents a simulation methodology for the assessment of leliability-
cost tradeoffs for multiple reservoir systems. The methodology considers the
major elements that affect the reliabilit;r-cost performance for a water- supply
headworks system. These elements are :
1. The system operating rules applied by the system manager
2. The water sources for the system
3. The demands placed on the system by users
4. The physical components of the system used to tlansfer-, store and treat
water.
5. The economic costs associated with the imposition of watel restrictions
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During the assessment of reliability-cost tradeoffs for a water supply system,
due consideration must be given to the uncertainties associated with the esti-
mation of parameters describing each of these elements.
This chapter is structured around these five major elements. When considering
the long-term performance of a water supply system, some form of simulation
of the system and its operating rules is necessary. Where appropriate, mathe-
matical optimisation can be used to assist in the selection of optimal operating
strategies for the system. In Section 3.2, techniques suitable for the simulation
and/or optimisation of water supply headworks systems are reviewed.
The principal water source for the majority of water supply systems is from
natural catchment runoff. Inflows from these sources can exhibit considerable
variation from month to month and from year to year. This variability will
directly affect the reliability-cost tradeoffs for the water supply system. In
Section 3.3, synthetic data generation models for inflows are reviewed.
Demands for water by consumers of a water suppiy system will vary according
to a range of climatic and socio-economic conditions. Although variations in
demand will not normally be as large as variations in water source availability,
the consideration of this element in a water supply system is still important.
In Section 3.4, a review is presented of techniques applicable to water de-
mand forecasting and the use of synthetic data generation models for system
demands.
Water supply headworks systems comprise physical components to transfer,
store and treat water. Some of these components can be identified as critical,
and failure of these components will affect the reliability-cost tradeoffs associ-
ated with the system. In Section 3.5, the 'walking party' approach is presented
for the identification of critical components and the estimation of their reliabil-
ity parameters. The application of the frequency-duration analysis technique
is then detailed, enabling the combination of reliability parameters for multi-
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ple components. Finally, a Monte Carlo failure simulation model is presented,
enabling the inclusion of component parameter reliability information in the
overall reliability-cost tradeoff assessment methodology.
During periods of water shortage, it may be necessary to impose restrictions on
the use of water from a water supply system. Associated with the imposition of
these restrictions will be an economic loss. In Section 3.6, a review is presented
of water supply restriction cost assessment methods.
Inclusion of these five major elements within an overall methodology enables
the consideration of the major aspects affecting the reliability-cost tradeoffs
for a water supply headworks system.
3.2 Optimisation/Simulation of Water S,rp-
ply Headworks Systems
The first component of a simulation methodology for the assessment of reliability-
cost tradeoffs for multiple reservoir headworks systems is some form of model
to optimise/simulate the operation of the system. Using this model, it should
be possible to consider the operation of the system under a wide range of
conditions. It is important that this model represents the actual operation
of the system as accurately as possible. Where models are already in use by
the system operators to assist in the planning and operation of the system, it
may be appropriate to adapt these models. Where no such models exist, the
application of optimisation and/or simulation technìques shorrld be acloptecl.
In this section a review of the range of optimisation and simulation techniques
is presented, together with a description of some real time operating models.
The techniques used in water resources planning for the optimisation and simu-
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lation of water supply headworks systems are many and varied. These planning
techniques are concerned with the allocation and use of limited quantities of
water in the 'best' possible manner so that costs are minimised and benefits to
the community are maximised. In using the term 'best' there is an implication
that some choice or set of alternative courses of actions is available for making
the decision.
The range of planning techniques available in water resources has been de-
scribed by Codner [a3] and is shown in Figure 3.1.
Figure 3.1: Water Resources Planning Techniques (Codner [43])
3.2.1 Review of Simulation/Optimisation Modelling Tech-
nrques
The nature of multi-reservoir water supply systems generally requires that
the operational decisions made to achieve maximum benefit from the system
are guided by some form of simulation or optimisation model. Optimisation
models provide methods for determining the best solution to a problem from
among available alternatives. These models can be applicable to planning and
design as well as real time operation of the system, and are usually based on
















Typical requirements for a multiple reservoir system include factors such as
- o to provide water supply for domestic, industrial and agricultural needs,
o to generate power through hydroelectric schemes,
o to provide recreation facilities,
o to provide facilities for flood mitigation and control,
o to facilitate water quality improvement,
o to provide satisfactory boating navigation facilities,
o and to provide environment enhancement for fish and wildlife.
Operational requirements are typically limited by the following constraints
o mass conservation of water,
o physical reservoir and transfer limitations,
o the physical layout of the system,
¡ and contractual, iegal and institutional requirements of the system.
Together with these operational constraints there are uncertainties in the hy-
drological terms and demands in the constraint equations. These unce¡tainties
can be dealt with using a variety of techniques including :
o chance constrained formulations,
¡ stochastic programming techniques,
o and forecasting models
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Having formuiated a multi-reservoir problem it is possible to reduce the prob-





Analysis of these systems can involve many hundreds of decision variables and
constraints. A review of the broad range of approaches used over the last
twenty years is contained in a review paper by Yeh [328]. In this paper, the





A review of optimisation techniques limited to the first two of these approachs
has been presented by Crawley [48]. The review considered only two of the
four approachs, as these are the most commonly used and were deemed the
most appropriate for the solution of multiple reservoir headworks optimisation
problems. A précis of the review undertaken by Crawley is given below.
3.2.1.1 Linear Programming
Linear programming (LP) has been widely used to solve a variety of water
resource management problems. The solution of a problem using LP requires
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the objective function and constraint equations to be linear. Some nonlinear
problems can be solved using LP through the use of linearisation, iteration or
approximation techniques.
LP models are generally deterministic, however almost all hydrological data is
essentially uncertain. Uncertainties in the hydrologic data can be taken into
account implicitly using sensitivity analysis or by the application of a range of
other techniques.
The application of LP to water resource management problems can be classified
into six broad categories :
o Deterministic linear programming
¡ Goal programming
o Stochastic linear programming
o Successive linear programming
o Linear decision rules
o Network models
Deterministic Linear Programming involves the use of 'deterministic'or
'known'input parameters in the formulation of the LP model. The application
of this technique is widespread and examples can be found in many water
resource planning texts (for example Biswas [20], Loucks et al. [190]).
Goal Prograrnming is a modified form of the standard linear-programming
approach and was first applied to a water resources problem by Can and Houck
1271. In contrast to the linear programming approach where penalty functions
are used by the LP to differentiate between alternative feasible solutions, goal
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programming uses a hierarchy of goals. Attainment of the goals is sought
sequentially beginning with the highest priority goal. Only when a goal is at-
tained is any consideration given to the next lower priority goal. The method
terminates when a goal that can not fully be attained is encountered. Goal
programming provides an alternative approach to the application of standard
Iinear programming when penalty or benefit functions are difficult to obtain.
An extension to goal programming proposed by Changchit and Terrell [32]
is entitled chance constrained goal programming (CCGP). Rather than de-
flne goals deterministically as in goal programming, CCGP defines these goals
probabilistically.
Further application of goal programming to water resource problems has been
presented by Loganathan and Bhattacharya [186] and Mohan and Keskar [208].
Stochastic Linear Prograrnming considers the 'stochastic' or 'variable'
nature of the input parameters in the technique. Three approaches were out-
lined by Crawley [+a] that have been used to include these uncertainties.
o Stochastic linear programming for Markov processes
A Markov process is one for which the probability of occurrence of a
future state is dependent only on the immediately preceding state. The
inclusion of these processes within a linear programming formulation has
been demonstrated by Manne [197], Loucks [187], Loucks and Falkson
[1S9], and Houck and Cohon [145].
A shortcoming associated with the application of this approach to typical
multi-reservoir systems is the level of computational effort required.
o Stochastic linear programming with recourse
Stochastic linear programming involves two or more stages. In the fir'st
stage, an optimum solution is determined from a folmulated stochastic
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program with recourse or chance constrained stochastic program. This
first stage may be further subdivided into two or more component stages.
In the second stage, a random event is assumed to have occurred and a
corrective optimal solution determined.
Procedures for the solution of two-stage stochastic linear programming
models have been presented by Dantzig [69], Wets [316] and Prékopa
12401, Dantzig and Madansky [69], and Kall [162].
The technique has been applied to water resource problems by Dorfman
[75] and Dupacova [79].
Analysis using stochastic Iinear programming with recourse involves the
consideration of recourse action consequences for all possible outcomes of
the random variables. As the size of the problem increases, the number of
possible outcomes can make the solution computationally very expensive.
The effect of recourse actions is measured by a suitabie estimation of loss
resulting from the random variation. This measurement is difficult if not
impossible and hence a further shortcoming of the method.
o Chance-constrained linear programming
Chance-constrained linear programming (CCLP) considers the probabil-
ity attributes associated with a system, and converts these attributes
into equivalent deterministic constraints.
The approach was first suggested by charnes et al. [81] and was later
applied by Re Velle et aL [2a8] to the operation of a multi-reservoir water
supply and storage system.
Chance-constrained formulations neither penalise explicitly, nor provide
recourse action for the violation of constraints. Hogan et al. [1a0] argued
that this limits the practical usefulness of this modelling technique.
Another major criticism of this technique is the difficulty in determining
the probability attributes of the system constraints.
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Successive Linear Programming involves the successive application of a
LP model to a specific problem formulation. The solution obtained from each
LP formulation is used in the construction of the following model formulation.
The process is continued until satisfactory convergence is achieved. Exam-
ples of the application of this technique have been presented by Grygier and
Stedinger [114], Soliman and Christensen [27S], Martin [199], Reznicek and
Simonovió [250], Tao and Lennox [287] and Dandy and Crawley [65].
The application of successive linear programming does not guarantee that a
global optimum solution for the problem will be located. It is however a useful
technique when the problem under consideration is larger than can practically
be solved using other mathematical optimisation techniques.
Linear Decision Rules (LDR) are introduced to simplify complex pro-
gramming problems and enable solutions to be more readily obtained.
ReVelle et al. 12481 first suggested a LDR for the solution of a reservoir design
and/or operation problem. Many researchers have since extended the work
by ReVelle et al., including Loucks [188], ReVelle and Kirby Ï2491, Nayak and
Arora l2l9l, Houck [146] and Houck and Datta ll47l.
Advantages of this technique are the reduction in problem complexity by the
determination of chance constraints and release volumes at the beginning of the
time period. Major shortcomings of this technique are the poor performance
of LDR models as operating policies in water management problems, and the
conservative nature of the results they produce. The use of LDR models does
no guarantee the optimality of the solutions they produce.
Although LDR models have the advantage of mathematical simplicity, unless
leasonable results are obtained from their application, simplicity is no justifi-
cation for their use.
74
Network Models (also known as network flow programming models) are
a special subset of linear programming. A network is constructed, consisting
of a set of nodes connected by links. Associated with the flow on each link
is a cost. At particular nodes in the network, a known supply or demand is
applied. The basic constraints in the model represent continuity at each node.
Additional constraints may be included to represent upper and lower bounds
for the flow on each link. Because of the special structure of network models,
the algorithms used to solve the program run much faster than general linear
programming algorithms.
A reservoir system can be represented as a network with the nodes being reser-
voirs or demand points, and the link points being channels, streams, pipelines
or reservoir carryover storage from one time period to the next. Evaporation
and other losses cannot be made to depend on reservoir storage levels but must
be prespecified or determined iteratively.
A network model was first applied by Evanson and Mosley [S7] to evaluate and
select a plan for construction and operation of a multi-basin water resource
system. Beard et al. [11] highlighted that the network model presented by
Evanson and Mosley would return an infeasible solution if demands could not
be met in all time periods. Kuczera and Diment [171] overcame this problem
through the development of a 'shortfall network'.
The application of network models to real-world water resource planning and
management problems has dramatically increased with the development of
a number of generalised models. These generalised models include MODSIM
(Labadie et ar. 17741), WASP (Kuczera and Diment [171]), WATHNBT (Kucz-
era [173]), and REALM (Diment [73]).
As presented by Kuczerall72l, network models have significant computational
advantages over linear programming . Many limitations of the approach over-
linear programming can be overcome by approximation or iteration, while
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maintaining the computational advantages of the technique. Models using
network programming are gaining increased popularity in the solution of cer-
tain water resource simulation and optimisation problems.
3.2.L.2 Dynamic Programming
Dynamic programming (DP) is a general optimisation technique which can
be used to solve problems involving a series of steps (or stages) in time or space
(Bellman [15]). The application of the technique requires the identification of
a set of state variables which summarise the effects of all previous inputs to
the system at any point in time (or space). As described by Hastings [131],
the application of DP to an optimisation problem requires that the conditions
of (1) separability and (2) optimality be satisfred.
DP utilises a recursive algorithm which is typically applied backwards in time
to determine the optimum decision and its associated cost for each state, for
each point in time. The method can be applied to most nonlinear objective
functions meeting the conditions of separability and optimality, and is guar-
anteed to locate the global optimum solution.
A review of the application of DP in water resources engineering is given by
Yakowitz [322]. This review details the use of DP in reservoir operation analy-
sis, aqueduct design, irrigation system control and water quality maintenance.
More recent advances in the application of DP to reservoir operations include
work by Wang and Adams [312], Karamouz and Houck [164] and Karamouz
et al. [165].
The principal limitation of DP is the so called 'curse of dimensionality'which
effectively limits the number of state variables which can be modelled. A
number of techniques have been developed to help overcome this problem of
dimensionality. Some of these techniques will now be described in greater
to
detail.
o Incremental Dynamic Programming and Discrete Differential Dynamic
Programming
Incremental dynamic programming (IDP) is a method for partly over-
coming dimensionality problems associated with ordinary DP. Hall et al.
[121] gave an example of the application of IDP to reservoir operations.
Heidari et al. [132] systematised the technique and referred to it as
discrete differential dynamic programming (DDDP). Nopmongcol and
Askew 1224]1 examined IDP and DDDP and concluded ihat DDDP was
a generalised form of IDP.
Both IDP and DDDP assume an initial trial solution to the optimisation
problem. This trial solution consists of a sequence of values for the state
variables (ie. reservoir storage levels) through time. DP is then used
to examine variations around this policy, corresponding to each state
variable being ailowed to increase or decrease by one discrete level. If
a new solution is found with an improved value of the objective func-
tion, this becomes the trial solution for the next iteration. The method
usually converges to a local optimum, but global optimality cannot be
guaranteeri. The computational effort required by IDP and DDDP is
considerably less than that for DP.
o Incremental Dynamic Programming with Successive Approximations
Another method for alleviating the effects of dimensionality in dynamic
programming is incremental dynamic programming with successive ap-
proximations (IDPSA). This technique has been applied to reservoir op-
erations by a number of researchers including Larson [175], and Giles
and Wunderlich [108].
The technique breaks a DP problem which has a number of state vari-
ables, into a series of single state variable problems. A shortcoming of
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IDPSA is that convergence to the global optimum solution of the original
problem cannot be guaranteed. As with IDP, IDPSA reduces consider-
ably the computational effort required to solve DP problems.
Three additional techniques are closely allied to DP. These are stochastic dy-
namic programming (SDP), reliability programming and the set control ap-
proach.
Stochastic Dynamic Programming (SDP) is a technique whìch can be
used to develop optimum reservoir operating policies in the case where any
particular action (eg. a reservoir release) can lead to a set of possible future
states with known probabilities. Using this technique, it is possible to deter-
mine the best possible action for each state at each point in time by maximising
the expected vaiue of future benefits or by minimising expected future costs.
Among researchers who have applied and extended the application of SDP to
reservoir operations are Turgeon [296] [297], Stedinger et al. [281], Goulter
and Tai [115], Pereiraand Pinto [231], Tai and Goulter [286], Trezos and Yeh
[295], Walker and Wyatt [311], Perera and Codner [233], Druce [76], Huang
et al. [150], Piccardi and Soncini-Sessa [236], Braga et al. [23], Harboe et al.
[128], Jain et al. [157] and Tejada-Guibert et al. [289].
The SDP algorithm is commonly used to determine a stationary operating
policy using the previous period's inflow as a hydrologic state variable. The
computer time required for SDP is considerably greater than that for DP and
the technique is therefore only practical for systems having a limited number
of reservoirs (up to three or four).
A number of variations closely allied to SDP have been proposed by researchers
including the linear quadratic gaussian (LQG) control method, sampling stochas-
tic dynamic programming (SSDP) and Bayesian stochastic dynamic program-
ming (BSDP).
78
The linear quadratic gaussian (LQG) control method is an adaption of stochas-
tic control theory. Wasimi and Kitanidis [313] in their examination of the
daily operation of a reservoir system solved the DP problem with the use of a
discrete-time linea,r quadratic gaussian (LQG) control method. A state-space
model was developed for short-term forecasting of inflows into the system and
the optimal releases were obtained.
Work by Georgakakos and Marks [104] introduced a new method entitled ex-
tended linear quadratic gaussian (ELQG) control using advances in stochastic
control theory. If the probability distribution for future inflows can be assumed
as Gaussian, and the objective function described by a quadratic, then trLeG
can be used to obtain efficient solutions to much larger problems than can be
solved using SDP. The limitations of ELQG are that constraints on releases
and storages are not considered, consequently there is no guarantee that the
optimal solutions obtained will be feasible.
Georgakakos [105] modified the ELQG control method to more effectively han-
dle non-Gaussian storage constraints. The modifications included application
of a new barrier function and the use of higher-order statistical moments when
forecasting future inflows and storages. The effectiveness of the modifications
was tested using a set of control and simulation experiments on the Sa.vannah
river system in the United States. Application of the trLQG control method
to a six reservoir svstem in Arizona has been presented trv Hooper et aI. 17421.
Sampling stochastic dynamic programming (SSDP) is a variation of SDP i|at
was first presented by Kelman et al. [168]. This technique endeavours to
capture the temporal and spatial structure of the streamflow process by con-
sidering a large number of sample strea,mflow sequences. SSDP determines
optimal decisions by considering all streamflow scenarios simultaneously.
Karamouz and Vasiliadis [166] proposed a Bayesian stochastic dynamic pro-
gramming (BSDP) model. This model used Bayesian decision theory to update
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the prior probabilities to posterior probabilities, reducing the impact of nat-
ural and forecast uncertainties in the model. The BSDP model was tested
against two SDP models in a simulated reservoir operation and produced as
good as, or better results with reduced computational effort. This work has
been further extended by Vasiliadis and Karamouz [30a] with the development
of a demand driven stochastic dynamic programming (DDSDP) model. The
DDSDP modei generates operating policies taking into account monthly vari-
ation of parameters such as inflow and demand in addition to the natural and
forecast uncertainty in the system. Results from the model testing highlighted
that the inclusion of flow forecasts and monthly variable demands as state vari-
ables allowed the development of more efficient, realistic and robust operating
policies.
Reliability Programming is based on a combination of CCLP and DP.
The CCLP formulation is first solved for a range of flood and drought risk
levels during each time period and the DP is then used to select between these
different reliability levels. An optimal solution is obtained that will provide the
highest level of reliability against drought and flood during the critical period
of the year.
Application of reliability programming to the operation of reservoir systems
has been described by Becker and Yeh [13], Colorni and Fronza [45], Simonovió
and Mariño[272], 27311274], and Mariño and Mohammadi [198].
In a recent paper by Strycharczk and Stedinger [285], a number of serious
questions were raised about the validity of results obtained using the reliabil-
ity programming approach. Although reliability programming shows potential
for determining optimal design and operational variables together with opti-
mal risk strategies, doubt has been raised about the optimality of the results
obtained.
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The Set Control Approach has been recently presented by Georgakakos
and Yao [106] [325] for the soiution of reservoir system management problems.
The approach assumes that the operators of a reservoir system seek to have a
set of operational policies which are guaranteed to satisfy all system constraints
during the period under consideration. The approach is based on DP and
primarily focuses on critical periods of floods and droughts. During these
periods the approach endeavours to ensure that the system constraints are not
violated. System operators can then select from these operational policies a
specific set that will optimise other specific system objectives.
Georgakakos [107] described the application of the set control approach to
assist in the operational management of the Savannah River system. The
application involved an inflow predictor, a static control module and a dy-
namic control module. The dynamic control module solved the stochastic
control problem using the extended linear quadratic Gaussian (ELQG) control
method. The essence of the method is to quantify the required operational
trade-offs for the system and present the operating authority with the neces-
sary information on which to make sound operational decisions.
3,2.L.3 Nonlinear Programming
Nonlinear programming involves the solution of programming models con-
taining nonlinear objective functions and constraint equations. In contrast to
dynamic programming, the objective function does not have to be separable
in time. The major difficulty encountered when employing nonlinear program-
ming is the slow convergence rates to the optimal solution a,nd the a,ssoc.ìa,terì
levels of computational effort required.
Among the nonlinear programming techniques that have been employed are :
the gradient projection method by Lee and Waziruddin [180] and Simonovió
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and Mariño 12721, the modified gradient projection method by Chu and Yeh
[33], the conjugate gradient method by Divi et al.[7a], the reduced gradient
method by Rosenthal [255], and the application of optimal control theory.
3.2.L.4 Simulatron
Simulation is a modelling technique which attempts to characterise the
behaviour of a system using a computer model. Simulation primarily involves
the application of a series of mathematical equations. These equations are
developed to approximate the actual behaviour of the system as accurately
as possible. In contrast to mathematical programming, where all possible
decision alternatives are examined, simulation is limited to the consideration
of a specified set of decision alternatives.
There is no certainty that simulation will obtain the optimal solution for a
particular problem, and often a trial and error search process is employed to
obtain a good solution. Genetic algorithm and neural network techniques are
currently being examined as tools to assist this search process in problems
where the solution space is large.
Since simulation may bypass optimal solutions to a problem, mathematical
programming routines can be included within simulation models, to perform
some form of partial optimisation. An example of this approach has been pre-
sented in a recent paper by Johnson et al. [159]. This paper considers the use of
heuristic operating policies for reselvoir system simulation, including the space
rule described by Bower et al. 1221, and New York City's 'equal-probability-
of-spill' rule described by Clark [36] [37]. These rules were expressed as math-
ematical objective functions and were combined with constraints on the op-
eration of the system. This produced one-period optimisation sub-models to
determine releases within the overall simulation models.
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Simulation has the advantage over mathematical programming that a more
realistic model of the actual system (including nonlinearities and stochastic
terms) can be developed.
3.2.I.5 Real Time Operating Models
The optimisation/simulation of real time reservoir operation commonly utilises
forecast data. The confidence limits associated with this forecast data will
widen as the forecasts extend further into the future. Real time operating
models are often constructed with two sub-models : a short-term model (with
horizons up to a month) and a long term model (with horizons up to a year
or longer). The selection of the objective functions within these models is
heavily dependent on the primary purposes for the system. In many models
the constraints and objective functions are nonlinear. These nonlinearities
can be effectively linearised and the resulting problems solved using linear
techniques.
In all forms of operating decision models, solutions that only approximate the
optimal solution can be obtained. Inherent in the practical formulation of
these models are approximations of one form or another. In practical terms,
the differences between solution techniques, are the speed of convergence, the
c.omprrtational requirements and the con..'enien ce of a.nnl i c.e ti,-'r.'
There are many examples of the practical application of sys[erns analysis to real
time reservoir system operations. Some application to more complex systems
are reviewed below.
The California Central Valley Project consists of nine major reservoirs,
nine major po\¡er plants, three major canals and four major pumping plants
and is managed by the Department of the Interior. Three models with differing
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time horizons have been developed to assist in this operation of the system.
The long horizon model considers monthly steps up to a year, the medium
horizon model considers daily steps up to a month, and the short horizon
model considers hourly steps up to 24 hours. The system is optimised using
the long horizon model, then the medium horizon model and finally the short
horizon model. Outputs from the longer horizon models are used as input
for the shorter horizon models. The optimisation procedure used within each
model consists of an iterative LP procedure related to incremental dynamic
programming with successive approximations. Further details of this model
are described by Yeh [326].
The California State'Water Project is intimately linked to the California
Central Valley Project System described above. This project is managed by
the State of California.
The primary objective of the project is to "satisfy water demands which can
reasonably be served with the existing conveyance faciiities". These facilities
consist of seven major storages, nine major pumping plants and three major
hydroelectric plants. The system is operated to produce and sell power during
on-peak energy demand periods using the generating plants. During off-peak
energy demand periods, power is purchased to operate the pumping plants.
A large scale simulation-optimisation model has been developed to assist in the
real time operation of this system. The model can be used for yearly, weekly
and daily scheduling. It comprises a suite of network flow programming, LP
and simulation sub-models. Links exist between the sub-models to ensure
consistency and continuity in water and power operations. Details of tliis
project and the associated sub-rnodels have been presented by Sabet et al.
[258], Sabet and Coe [259], Chung et al. [34], and Sabet and Creel [260] [261].
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The Central Arizona Project is a large aqueduct system that is used to
transfer water from the Colorado River to the cities of Phoenix and Tuscorr,
together with water entitlements to urban, agricultural and industrial water
users along its length. The project comprises approximately 220 km of aque-
ducts with 4 major relift pumping plants raising water a total of I42 m. The
model objective is to minimise on-peak pumping while maintaining scheduled
supply deliveries.
A linear programming model is used for the optimisation process and is ap-
plied to separate segments within the project. Constraint violations between
segments are removed through multiple iteration. Details of this project are
described by Yeh et al. [327].
The Tennessee Valley Authority Project was commenced to develop a
comprehensive water resource management approach to the Tennessee Valley
Authority's reservoir system. This system comprises 42 rnajor reservoirs each
with an associated power plant. The objectives of the management approach
are to minimize damage due to flooding and maximise power generation while
ensuring navigation requirements are met in the associated rivers.
The project is subdivided into four major segments : weekly planning, weekly
scheduling, daily planning, and daily scheduling. The planning models are used
for basic studies, while the scheduling models are used to assist in the day-to-
day operational decision-making process. The models utilise a combination of
DP and LP and are closely linked to other simulation and forecasting models.
The project has been described by Shelton [271] and Wunderlich l32I].
The Alcan Saguenay Hydro System is located in the Saguenay-Lac St.-
Jean region of Quebec and consists of three major reservoirs, one minor reser-
voir and six major hydroelectric plants. A hierarchical approach was applied to
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the planning and operation of the system. A number of interconnected optimi-
sation models have been developed which are linked to a real time operational
model.
Four levels of optimisation are considered, comprising long-term optimisation
(LTO), medium-term optimisation (MTO), short-term optimisation (STO),
and real time operation (RTO). These levels use a range of optimisation tech-
niques, including DDDP and adaptive LP. The project has been described by
Unny et al. [300].
The Ottawa River Regulation Modelling Systern (ORRMS) was de-
veloped to allow an integrated approach to the operation of thirty three major
reservoirs and forty three major hydraulic generating stations located in the
Ottawa River basin. Two principal objectives have been used in the operation
of the system. These objectives are to maximise enelSy generation and to
minimise flood damage. A tradeoff curve has developed by the system oper-
ators to identify the best compromise solution between these two conflicting
objectives.
A hierarchical approach based on time decomposition has been used to solve
the dimensionality problem. The large initial problem has been replaced with a
hierarchy of smaller problems that can be handled by the available computers.
Three sub-problems were solved in series, comprising a long-ter-m model, a mid-
term model and a short-term model. The optimisation technique used within
each sub-problem was LP with sepalable programming capabilities. Details of
this project are described by Bechard et al. [12].
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3.2.2 Selection of a Simulationf Optimisation Model
In the previous section, an overview has been presented of the range of sim-
ulation/optimisation modelling techniques that have been applied in the field
of water resources.
The assessment of reliability-cost tradeoffs for a water supply headworks sys-
tem will involve the use of some form of simulation/optimisation model. When
selecting an appropriate modelling technique, the following considerations should
be taken into account.
o What models are currently available ?
o Is the model applicable to the actual operation of the system ?
o What level of accuracy is required of the model in its representation of
the actual operation of the system ?
o What level of precision is required of the results ?
o How flexible is the model for consideration of operating rule changes ?
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plicability and ease of use in real operational situations. One of the significant
conclusiorrs cirawn from ihe ASCE i.iationai -vVorkshop on Reservoir Sysiems
Operation [293] was that although considerable research effort was being ex-
pended in systems analysis, the successful application of these techniques to
real reservoir operating systems was limited. The reluctance of reservoir op-
erators to use optimisation techniques in day to day scheduling and planning
were identified as :
1. Reservoir operators were not directly involved in the development of the
models and hence were hesitant in their application to the real system.
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2. The majority of published research dealt with simplified reservoir systems
and was difficult to adapt to real systems.
3. Institutional constraints make user-research interaction difficult
It is important therefore, in the selection of an appropriate optimisation/simulation
technique, to consider the application of the developed model to the real op-
eration of the reservoir system.
3.2.3 Summary
In this section, an overview has been provided of the available optimisation
and simulation modelling techniques that have been applied to water supply





A number of examples of real time operating models for reservoir systems have
also been presented.
Finally, some appropriate questions have been provided to assist in the selec-
tion of a simulation/optimisation model to be used in a reliability-cost tradeoff
assessment of a watel supply system.
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3.3 Generation of Synthetic Inflow Data
An important component affecting the reliability-cost performance of a water
supply headworks system is the water source used by the system, as described
in Section 2.4.r.r of Chapter 2. Iror most systems, the water source com-
prises natural runoff from catchments either directly collected by a reservoir-,
or diverted from an adjacent catchment. For some systems, this source can be
supplemented by water obtained from alternative sources such as groundwater',
treated stormwater, and treated sewage effiuent as discussed by Clark [Bg].
Records for natural runoff from catchments are of finite length and will contain
a limited range of extreme events. The use of these records alone, to assess the
reliability-cost performance for a water supply system may yield biased results
depending on the number and magnitude of extreme events contained in the
record"
The second component of the methodology for the assessment of reliability-cost
tradeoffs for multiple reservoir headworks systems involves some form of model
for generating synthetic inflow data. Generated data from this model can be
used to examine the performance of the system using a simulation/optimisation
-^l^l I-+ì,:^^^^+:^- ^-^,.:^---:^--^^^-¡^l-f aL-r I : ,r , r rrrrvuur. rrr urrrù ùçLLrurr) a lçvluw rù ptuJcl.tLcu ul tlte Lecltlrrques tllat flave Deeìl
employed for the generation of synthetic inflow data.
3.3.1 Review of Generation Techniques for Synthetic
Inflow Data
Data generation models aim to produce time series data which are equally iikely
to occur in the future as those which have occurred in the historical recorcl. The
use of these models enables the testing of proposals over a wide range of data
and can provide useful information regarding possible outcomes associatecl
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with the proposals. When using stochastic data generation, the overall purpose
for the generated data must be considered. The statistical properties of the
data having greatest impact on the key issues under consideration will influence
the type and complexity of model selected.
Baker [10] presented a detailed review of synthetic data generation modelling
and a précis of this review is presented below. Baker cìassified synthetic data
generation models into three categories :
1. Univariate Models
2. Multivariate Modeis
3. Multiperiod, Multivariate Models
Univariate models, were described by Baker as 'concerned with the temporal
characteristics of a single time series'. Univariate models provide a founda-
tion for data generation and utilise basic principles applied in more advanced
models. Baker considered three types of univariate models : (1) autoregres-
sive (AR) models, (2) autoregressive moving average models (ARMA) and the
more general (3) autoregressive integrated moving average models (ARIMA).
Multivariate models were described by Baker as considering 'not only the time
dependent nature of a series but also the spatial dependency between vari-
ates'. Principles applied in univariate models are applicable to multivariate
models, although the solution for model parameters requires greater compu-
tational effort. Baker reviewed the various models described in the literature
and highlighted two key papers by Benson and Matalas [16] and Matalas [201].
These papers describe research that played a key role in the development of
multivariate data generation modelling.
The extension of Matalas' work on multivariate models to include multiple
time periods was first proposed by Pegram and James [230]. Further details
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of this approach were described by Salas and Pegram [263] who presented a
general multivariate multilag auto-regressive model. A model of this form is
applicable to the analysis of hydrologic and water use sequences using time
periods of any length.
Since the review undertaken by Baker a number of additional papers have been
published in the field of synthetic inflow data generation.
Salas and Abdelmohsen [266] presented exact methods for initialising the gen-
eration of low-order multiperiod univariate and multivariate AR models and
low-order multiperiod univariate and multivariate ARMA models. It was pro-
posed that these methods should be used in preference to the more common
approximate technique where a 'warm up' data set is generated and subse-
quently discarded.
Salas and Obeyseker al26al and Claps et al. [35] have considered the conceptuai
basis for the development of seasonal streamflow time series models with the
aim of including physical information regarding the rainfall-runoff process in
the synthetic data generation processes" Explicit reiationships are established
between the conceptual and stochastic parameters. Parameter estimation is
undertaken at different aggregation scales using an iterative approach.
3.3.2 Application of Data Generation Models for Syn-
thetic fnflows
In 1962, Thomas and Fiering [290] first presented an applied technique for the
generation of synthetic streamflow sequences. Since that time, many synthetic
hydrologic data generation models have been used in water resource planning.
These include models developed by Benson and Matalas [16] [201], Young and
Pisano [329], Fiering and Jackson [9a] Lindner et al. [183] and Srikanthan et
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Advantages of the use of these models in water resource planning have been
discussed by Fiering [92] and Fiering and Jackson [9a].
Given the availability of finite and often short streamflow records, it is im-
portant to recognise that the estimated streamflow model parameters will
have only limited precision. Work presented by Vicens et al. [306] detailed
a Bayesian synthetic generation scheme which accounted for the parameter
uncertainty due to streamflow records of limited length. In their paper, an
annual univariate first-order normal autoregressive model was presented. The
Bayesian approach explicitly accounted for the parameter uncertainties in the
generation of synthetic streamflows. The model presented by Vicens et al. was
further extended by Valdes et al. [303] to an annual multivariate first-order
autoregressive model.
Work by Davis [71] and Mcleod and Hipel [202] highlighted that the approach
adopted by Vicens et al. and Valdes et al. only approximated the relation-
ships between parameter uncertainty and future flow sequences. Mcleod and
Hipel [202] presented an alternative Bayesian method for incorporating pa-
rameter uncertainty into a simple annual streamflow generation model. Their
method was structurally correct and asymptotically exact. Following the work
by Mcleod and Hipel, Stedinger and Taylor [280] proposed a methodology for
incorporating uncertainty into the parameters of an annual streamfl.ow model.
Stedinger and Taylor's synthetic streamflow generation approach can be sum-
marised in the following manner for a single site annual streartflow.
If V¡, is defined as the vector containing the historical streamflow and % as the
annual streamflow for the future year i then the probability density function
(pdf) of I/¿ given I4-r will be given bV f (VIA,Vn-t) where iÞ is the parametel
vector of the stleamflow model. The streamflow model pdf assumes that I{
is dependent on the streamflow during the previous yeal i 
- 
I, I4-t. If we
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further define the posterior pdf of the streamflow model parameter vector as
g(iÞlvh), assuming V¿ is known, then the jth future streamflow replicate can
be generated in the following manner.
1. Obtain a random sample iÞ; from the posterior pdf of iÞ as shown in
Equation 3.1.
iÞ; <- e(olv¡) (3.1)
2. Generate f years of streamflow by randomly sampling from the pdf of I/
as shown Equation 3.2,
V,¡ * f(V,¡liÞ.i, I4-r,¡) (3.2)
for i : Ir2,......rt with 7s,¡ common to all replicate sets
Stedinger and Taylor [2s0] used a 50-year flow lecord for the upper Delaware
River basin and included the uncertainties associated with three parameters
: the annual mean, the annual variance and the correlation of annual flows.
Stedinger and Taylor noted that to model the uncertainty in all the par-ameters
of a monthly streamflow model would require a rather complicated analysis.
3.3.3 Summary
In order to assess reliability-cost tradeoffs for a water supply system it is im-
portant to consider a broad range of scenarios. Using synthetic str-eamflow
data generation, catchment statistics obtained from existing histolical r-ecords
can be used to extend the length of the inflow data set. A range of techniques
for the selection and application of streamflow data genelation models have
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been described in the literature. For a given water supply system, an appro-
priate streamflow data generation model should be selected and tested against
the ava,ilable historical record.
3.4 Generation of Synthetic Dernand Data
The third component of the simulation methodology for the assessment of
reliability-cost tradeoffs for multiple reservoir headworks systems involves the
use of a model for the generation synthetic demand data. Generated data from
this model can be used as input to examine the performance of the system
using a simulation/optimisation model. In this section, a review is presented
of the techniques that have been employed to forecast water demands for water'
supply systems. Considerations affecting the seiection of an appropriate model
are presented and the use of the selected model for the generation of demand
data described.
3.4.L Review of Research into Water Demand Fore-
casting
Water demand can be divided into categories such as residential, commercial,
industrial and public. In the last thirty years, a number of water demand
models have been developed with the aim of forecasting demands from a set
of input parameters. These models have typically been formulated to consider
the effect of specific climatic and socioeconomic factors. Among the climatic
and physical parameters inciuded in these models are : rainfall, evaporation,
temperature, soil water retaining properties and length of growing season.
Among the socioeconomic parameters included are : water price, house and
land value, land size, type of housing, density of housing, area in lawn and
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shrubs, disposable household income, efficiency of water-using equipment, type
of metering, household size, and population size.
Maidment and Parzen [193] classified the analysis of historical municipal water
use data into two approaches : (1) multiple regression and (2) time series
analysis. In this review of water demand forecasting, research within each of
these two categories will be considered.
3.4.1.1 Application of Multiple Regression Techniques
The application of multipie regression techniques is most appropriate when
trends in water demands for a city are only slowly changing or the consid-
eration of trends is not required. These techniques are also considered most
appropriate when considering annual and monthly data. Using these tech-
niques it is possible to correlate variations in water demand with the variables
influencing this demand. A generalised linear model for water demand is given
in Equation 3.3. This form of model has been termed an 'additive' model for
obvious reasons"
A - o.s * atxt I a2x2 + ... j o,,xn I e (3.3)
where,
A : Water demand
a,¿ : Regression coefficients
X¿ : Variable affecting demand
e : Error term
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An alternative form of this niodel has been termed a 'multiplicative' model,
since the terms in the model are multiplied together rather than added. A
generalised linear model of this form is given in Equation 3.4.




b; : Regression coefficients
e' : Error term
It is possible to transform a 'multiplicative'model into an 'additive'model by
taking logs of both sides. A model of this form is commonly referred to as a
loglinear model and is given in Equation 3.5.
log(Q) : log(bo) *hlos(Xt) rb2los(xr) + ---!b^los(x") +Ios(e') (3.5)
If current water use is strongly influenced by past water use) a dynamic model
which explicitiy takes this influence into account may be more suitable. A
dynamic model will include a term involving the water demand during the
previous time period (8,-t).
Agthe and Billings [3] compared several static and dynamic multiple regres-
sion models for water demand forecasting to determine estimates of long-run
marginal price elasticity of demand.
Examples of the application of multiple legression techniques to the forecast-
ing of water demand include Howe and Linaweaver [148], Grunewald et al.
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[113], Gibbs [109], Howe [149], Narayanan et al. [218], Cochran and Cotton
[42], Agthe et al. [4], Carnell [2S], Whitlach and Martin [317], Palencia [Z2B],,
Thomas and Syme 
,2911, Abu Rizaiza [1] and Lyman [191].
Within regression analysis it is possible to consider the time dependent nature
of water use. An 'additive' and a 'multiplicative' model presented by Yamauchi
and HuanB [324] employed a univariate time series framework but fitted the
model parameters using stepwise regression.
3.4.L.2 Application of Time Series Analysis Techniques
If water use data exhibits significant autocorrelation after trends and seasonal
variation have been removed, then time series analysis is considered a more
appropriate approach. Time series analysis of water use seeks to describe the
characteristics of the current period in terms of events that have occurred in
previous time periods.
Time series models have been developed that consider population, household
income, water price, rainfall, air temperature and evaporation, and have been
presented by Wong [320], Young [330], and Willsie and Pratt [31s]. Climatic
effects have been considered in more detail in models described by Howe and
Linaweaver [148], Carver and Boland [29], and Boland et al. [21] by dividing
the year into two seasons. Further division of the year into twelve months, has
been considered by Morgan and Smolen 12721, Katzrnan [167], and Cassuto
and Ryan [30].
Maidment and Parzen [193] presented a univariate time series methodology en-
titled the cascade model. This model explicitly includes the effect of changes
in socioeconomic and climatic variables on water use. This model can be used
for time series analysis of monthly or weekly municipal water demand. In this
model, water use is considered as the sum of a deterministic component and
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a stochastic component. The deterministic component considers trend and
seasonality, while the stochastic component considers autocorrelation and cli-
matic correlation. Trend, seasonality, autocorrelation and climatic correlation
are progressively eliminated from the data using a cascade of four filters, leav-
ing a random error series. This series is then analysed using a nonparametric
procedure called one-sample analysis. The technique was applied by Maid-
ment and Parzen [19a] to six Texas cities, and it was demonstrated that 80%
of the variation in monthly water use could be attributed to the four factors
previously mentioned.
Other examples of the application of time series models to the forecasting of
water demand include Danielson [67], Hansen and Narayanan [125], Hanke
and de Maré lI22], Maidment et al. [195], Maidment and Miaou [196]' Moncur
[209], Smith 12771, Miaou [205] [206], and Martin and Kulakowski [200].
The application of multiple regression techniques or time series analysis for
the development of a water demand model assumes that the data used for all
independent variables is 'exact' and contains no errors. Kher and Sorooshian
[169] presented a procedure for selecting an appropriate water demand model
with its associated parameters. The procedure considers the uncertainty asso-
ciated with the input data and produces a bounded solution set for the water
demand model parameters.
3.4.2 Selection of a Water Demand Model
When assessing the reliability-cost tradeoffs for a water supply headworks sys-
tem, it is usual to consider the tradeoffs under the current system operating
rules and configuration. On the basis of assessed tradeoffs, decisions of accept-
able levels of risk for the system can be made. As system conditions change,
these tradeoffs will need to be reassessed, and if necessary, the decisions con-
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cerning acceptable levels of risk modified
With respect to the demands placed by consumers on the water supply sys-
tem, the primary interest is in the variability in demands caused by climatic
conditions and random variations. Variations in climatic conditions are also
likely to affect reservoir inflows. For example, high water demands are likely
to occur during periods of low rainfall and high tempelature. For this reason,
it is considered beneficial if a common rainfall data set is used in both the
inflow and demand forecasting models for the system under consideration.
The selection of an appropriate water demand model to be included in the
examination of reliability-cost tradeoffs for a water supply headworks system,
will depend on a number of factors including :
1. the availability of previously developed models,
2. the sensitivity of system reliability to demand variations,
3. the availability of necessary data,
4. the conficience iimiis required for the resuiis, anci
F ¡1 1.1.¡ ¡ ¡1 1 1 I r 1c. tne aDlrlly oI tne moctel to De usecl to genelate ranctom d.emands.
In many water supply headworks systems, inflow variability will be consider-
ably greater than demand variability. In these systems the primary concern
will be the consideration of the inflow variability, with the demand variabiiity
having only a secondary impact. In these situations a simple demand model
may be appropriate. In systems where demand variability is high, a more
complex model will be more appropriate.
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3.4.3 Generation of Synthetic Demand Data
Having selected and developed an appropriate demand forecasting model, it
is necessary to use this model to generate synthetic demand data that can be
used. as input to the simulation model for the system. The method employed
for the generation of this synthetic data will be dependent on the form of the
demand forecasting model selected. Techniques for the generation of synthetic
inflow data have been described in Section 3.3 of this chapter. The use of
some of these techniques may also be suitable for the generation of synthetic
demand data.
3.4.4 Summary
The purpose of the research described in this thesis is to develop a gener-
alised methodology that can be used to determine reliability-cost tradeoffs
for multiple reservoir headworks systems. These tradeoffs can then be used
by management to select a satisfactory level of reliability and operating cost
for the system being considered. Using synthetic demand data generation, de-
mand statistics obtained from existing historical records can be used to extend
the length of the demand data set.
A variety of demand modeis have been described in the literature. For a given
water suppiy system, an appropriate demand model should be selected and
used together with an appropriate synthetic data generation technique. It is
important that the syntheticaliy generated demand data is correlated with the
synthetic inflow, as both are linked to climatic factors.
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3.5 Cornponent Reliability Analysis
Water supply headworks systems often contain components that are used to
transfer water from a distant water source into reservoirs, or between reservoirs
within the system. Some of these components can be identified as critical to
the operation of the system. It is important that these critical components
are identified and their impact on the overall reliability of the system assessed.
Part of this assessment process will involve the estimation of reliability infor-
mation for these components.
The fourth component of the simulation methodoiogy for the assessment of
reliability-cost tradeoffs for multiple reservoir headworks systems involves the
use of a Monte Cario component failure generation model. Generated data
from this model can be used as input to examine the performance of the
system using a simulation and/or optimisation model.
In the flrst part of this section, a component parameter reliability estimation
methodology is presented that can be used to identify criticai components in a
system, and to obtain reliability estimates for these components. Having iden-
tified the critical components in a system, and obtained reliability estimates
for these components, it is necessary to combine the reliability information for
these individual components.
In the second part of this section, the technique of frequency-duration analysis
has been described. This technique can be used to determine the reliability
attributes of a set of components, combined in series, parallel or some combina-
tion of both series and parallel. Application of this technique to the assessment
of reliabiiity of bulk water transfer components in a water supply headworks
system is detailed in a number of worked examples.
In the third part of this section, the application of a Monte Carlo simulation
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model to the generation of random failures of the bulk water transfer system is
described. This model uses the results from the application of the frequency-
duration analysis technique to the individual system component reliabilities.
3.5.1- Methodology for the Estimation of Component
Reliabilities
Any risk analysis undertaken on a water supply system where the bulk water
transfer system is considered requires some form of assessment of the reliability
of the transfer system. There is increasing empirical evidence to show that
the process of decomposition of a complex problem into a number of smaller
problems produces greater accuracy in the results obtained (Armstrong et
al. [6], MacGregor et al. l!92], Hora et al. [143] [144]). If the process of
decomposition is applied to the reliability assessment of a bulk water transfer
system, the critical physical components in the system must first be identifred.
Having identified these components, estimates of the reliability parameters for
these components will need to be determined.
Cullinane [54] observed that there is no comprehensive data base of reliability
information for physical components and sub-components of water supply sys-
tems. Accurate determination of the reliability of these components requiles
knowledge of the precise reliabiiity of the basic components and the impact on
the operation of the system caused by a set of possible failures. Typical failure
and repair data is avaiiable for some common components of a water supply
system, but as noted by Cullinane [54], "these data will be utilityspecific".
A methodology for the identification of the critical components in the sys-
tem and the assessment of the reliability attributes of these components is
required. Having decomposed the problem into a set of subproblems, the re-
sults from these subproblems need to be combined. The technique adopted for
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the combining of the individual reliability attributes of critical components in
the system used in this thesis is entitled 'frequency-duration analysis' and is
described later in this chapter.
3.5.1.1 Factors affecting the Estimation of Parameters
As already noted, in order to include the impact of the bulk water transfer
system in the overall reliability assessment for a water supply system, it is
necessary to identify the critical components in the transfer system and to
obtain estimates for the reliability characteristics of these components. The
reliability characteristics required for these critical components are the failure
frequency and the mean repair time.
In many situations, the available records of reliability information associated
with the critical components in a system is limited or non-existent. In these
situations, statistical analysis of the historical record is not possible. Accurate
determination of the reliability of these components requires knowledge of the
precise reliability of the basic components and the impact on operation of the
system caused by a set of possible failures.
An alternative procedure is therefore proposed in this thesis to obtain 'best
estimates' of these parameters from experts familiar with the system under
consideration. As noted by Hora lL44l, to obtain accurate estimates of uncer-
tain parameters from a group of experts, diligence and care must be taken in
the formulation, construction and application of the proposed procedure. As a
background to the methodology proposed and applied in this research work, a
brief review is given of solre of the plocesses associated with estirlatiori t-,f pau-
rameters of this type from individuals and groups of experts. These processes
include how individuals store and recall events from memory, how individu-
als and groups unde¡take creative activities, how individuals make intuitive
Ch. 3 Simulation Method"ologY 103
judgements, and how an aggregated Sroup opinion can be obtained.
Memory
Memory is the store of information that an individual draws upon for input to
a decision making process. In order for an individual to make an assessment
of the failure frequency and mean repair time for a critical component in a
system, it is necessary for the individual to recall from memory, instances
of past failure and repair related to the specific or similar components. It
is therefore helpful to consider how information is organised and stored in
memory and the manner in which this information can become distorted.
Pyschologists draw the distinction between two sorts of memory ; short-term
and long-term (Baddeley [7]). Short-term memory refers to that information
that has recently been received and upon which decisions and actions are
still being undertaken. Long-term memoly refers to the repository of knowl-
edge from both recent and distant past events. It is this long-term memoly
that individuals draw upon when attempting to make assessment of reliability
characteristics of critical components in a system and to which this section
will focus attention.
When drawing on iong-term memory, psychologists generally aglee that the
process of recall works primarily by reconstruction (Hogarth [141]). Fragments
of information are recalled that allow the reconstruction of a more complete
representation of the event. These fragments are understood to be linked in a
net-Iike collection of associations. The richer the associations, the more likely
individuals are to be able to recall information about a given event. Given
the limited human information-processing abiiity, it has been observed that
individuals will use whatever cues are available to trigger these associations.
These cues can include specific information presented in written, verbal or
visual form in addition to the normal recall processes. Individuals cannot
reassess past events in the same manner as a computer; rather fragments of
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information are recalled and reconstructed to form a total that is coherent to
the individual.
When considering the implication of memory on the accuracy of information
used in judgement and choice, it is important to understand the influences
affecting the encoding, and thus selection of information, as well as the pro-
cess of decoding via reconstruction. Once it is acknowledged that the ability
for individuals to perceive and store information is selective rather than com-
prehensive, it becomes clear that certain items will carry greater 'weight' in
memory than others. This weighting will affect the judgement of the individ-
ual as described in a later section. It has been observed that the process of
recounting an event on several occasions can result in an individual becoming
'artificially' more certain of his or her testimony and hence ascribing greater
weighting to his perception of the event. This observation has important im-
plication for gathering evidence in decision-making situations. It has also been
observed that the knowledge that an event has occurred seems to restructure
memory. Our memory of the past is not a memory of uncertainties, but rather
a reconstruction of past events in terms of what actually occurred.
A number of useful influences can be drawn from this brief discussion of the
behaviour of human memory. Firstly, the reconstruction of events from mem-
ory can be assisted with the increased provision of cues in written, verbal and
visual form. In practical terms, the physical observation of components of a
system under consideration can provide additional cues to assist in memory
recall together with the group discussion resulting from these observations.
Secondly, the weighting ascribed to events in memory is likely to vary be-
tween individuals and can readily be distorted. It is therefore considered more
appropriate tt¡ obtaiil a corporate assessment of past events from a range of
individuals rather than from a single expert.
Creative Activity
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When repairing a failed critical component in a system, there is often need for
the use of creative approaches to restore the system to an operational state
as quickly as possible. These approaches may require a makeshift solution to
the problem to be undertaken, while a more detailed and permanent repair
plan is determined. In the situation where a water supply system is in a
critical condition, these makeshift repairs will be acceptable to maintain the
short-term system integrity until the more detailed repair is undertaken.
As part of the assessment of mean repair times for critical components, pos-
sible creative repair solutions should be considered that may be feasible in
an actual component failure event. It is therefore helpful to consider the fac-
tors associated with individual creative activity. Johnson [15S] identified three
stages in the creative activity of an individual :
1. Preparation
During this stage the individual collects material and undertakes other
necessary tasks such as reading or thinking about the problem in prepa-
ration for creative activity.
2. Production
During this stage relevant ideas to the problem at hand are generated.
3. Judgement
During this stage the ideas are evaluated prior to the selection of a 'cre-
ative'solution.
These three Stages wìIl not necessarily be undertaken in a linear fashion, but
may involve revisiting at different times during the process. Work by Johnson
[158] has shown that it is common for an individual to become trapped in his
or her creative pïocess by the direction of his or her own thought. What is
important is that an individual be able to 'turn the problem on its head' before
106
contemplating solutions. Motivation and attitudes have also been identified
as important in the preparatory stages of creative activity. Work by Hyman
[153] concluded that individuals who tend to exarrine the cleative attempts
of others in constructive rather than destructive ways probably stand more
chance of generating creative, constructive solutions.
When a group creative process is adopted, Prince [241] suggests that the group
should be composed of people with different levels of involvement and expertise
related to the problem to be solved. Such heterogeneous groups are more likely
to obtain appropriate solutions.
A range of techniques have been used for the generation of creative solutions
to problems for both individuals and groups. These techniques have been
described by Hogarth [1a1] and include :
1. Brainstorming,
2. Synetics,
3. The K-J method,
5. Cross-impacts matrices.
A nrrmber of factors can be drawn from this brief discussion on creati-¡e acti.¡it)'.
Firstly, it is important that individuals are appropriately motivated before
attempting creative activity. Individuals need to perceive the relevance and
importance of the task at hand if the creativity of the ináividual is to be
maximised. Secondly, it is important to encourage individuals to adopt a
constructive rather than destructive approach to the overall process. Thirdly,
if a group approach is adopted, the selection of the group should include a range
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of experts having knowledge of the system under consideration to enhance the
overall creativity of the group.
Predictive Judgement
In order to make assessments of the failure frequencies and mean repair times
for the critical components in the system, it is necessary for individuals to
make predictive judgements of these reliability parameters. The mechanisms,
strengths and weaknesses of the process of predictive judgement are considered
in this section.
When individuals make predictive judgements, these judgements are made
with reference to other information sources and cues. These sources and cues
can either be seen physically or imagined at the time the judgement is made.
An important aspect of judgement is the extent to which these sources and
cues are available to the individual. Techniques such as 'brain storming' (Os-
born [226]) and'synetics'(Gordon [110]) endeavour to utilise the interchange
of information and cues between individuals to enhance creativity and im-
prove judgement. Some researchers assert that no conclusive evidence has
been produced to confirm that the use of group techniques is more effective
than individual techniques (Taylor et al. [288], Dunnette et al. [78]).
As previously noted, memory plays an important role in predictive judgement.
There are many examples highlighting that the level of remembrarlce of an
incident will significantly influence an individual's judgement. Tversky and
Kahneman [298] assert that individuals use the ease with which they can re-
call events from memory as a factor in determining intuitive judgements of
frequency. This judgemental rule they term the 'availability heuristic'. If an
individual can imagine or visualize several instances of one kind of event com-
pared with another, the individuai is likely to suggest that the former has a
higher frequency than the latter.
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It has also been observed that the process of recounting an event on several
occasions can result in an individual becoming'artificially' more certain of his
or her testimony. Given that the 'availability' in memory of information is
used when making judgements of frequency, an individual having recounted
an event on several occasions is likely to ascribe a higher frequency to an event
than the true frequency. This observation has important implications when
gathering evidence in decision-making situations.
Kahneman and Taversky [298] highlight that a major error in predictive judge-
ment is to treat each case as unique rather that treating an event as belonging
to a 'reference class' about which a lot is already known. It is important
that relevant 'base-rate' data, if available, is provided to individuals before
predictive judgements of a 'target' event are made.
From this brief discussion of predictive judgement, a number of influencing
factors can be determined. Firstly, it is important that the level and variety of
information sources or cues provided to individuals making predictive judge-
ments is as broad as possible. The facilitation of interaction between individ-
uals in a group together with the provision of visual stimulus through visiting
the component sites is therefore recommended. Secondly, having a variety of
individuals with differing background and experience is likely to enhance the
accuracy of the estimates obtained, since overly conservative or optimistic esti-
mates will be countered by individuals within the group. Thirdly, the provision
of 'base-data' when available is likeiy to improve the accuracy of the predictive
judgement of the group.
Aggregating Group Opinion
If a group assessment process is adopted then there is a need for the aggregation
of the individual's assessment of reliabiliiy attributes of the separate critical
components to form a group opinion.
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A simple method for the aggregation of the individual's assessments is by a
process of consensus. The group is encoulaged to discuss their estimates of
the required parameters until a group consensus is reached.
More elaborate methods have been used for the aggregation of individual's
assessment including : the Delphi method (Dalkey and Helmer [56], Linstone
and Tiroff [184]), the use of information theory (Pulkkinen 1242]), the use
of statistical science (Genest and Zidek [103]), the use of an iterative process
(DeGroot [72]) and the use of bargaining theory (Weerahandi and Zidek [314]).
Having obtained the aggregated group opinion for the reliability attributes
of the identified individual critical components, these results can be com-
bined using some computational technique. Edwards et al. [83] described a
method that adopted this approach entitled'probabilistic information process-
ing' (PIP). In this thesis, 'frequency-duration analysis' (FDA) has been used
to combine the individual component reliability attributes. This technique is
detailed later in this section.
Genest and Zidek [103] concluded their review of statistical aggregation tech-
niques with the statement :
"Well directed group interaction with unrestricted feedback would
be the best approach to opinion aggregation in the context of de-
cision making."
3.5.L.2 Important Considerations in the development of a Param-
eter Estimation Technique
From this brief review of the factors affecting the estimation of reliability
parameters for the individual critical components of a bulk water transfer
system, a number of important conclusions can be drawn that influence the
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formulation of an assessment technique. These include :
1. Regardless of how well the process of parameter estimation is formulated,
constructed and applied, adequate documentation is paramount.
2. It is important that individuals are appropriately motivated before at-
tempting creative activity.
3. It is important to encourage individuals to adopt a constructive rather
than destructive approach to the overall process.
4. In estimating reliability parameters for components, it is helpful to call
on the coliective memory and experience of a group of individuals, rather
than the single memory and experience of an individual.
5. The selection of the composition of the group should include a range
of expertise for the system under consideration to enhance the overall
creativity of the group.
6. Having a variety of individuals with differing background and experience
is likely to enhance the accuracy of the estimates obtained.
7. The reconstr-uction of events from memory can be assisted with the in-
cr-eased provision of cues in written, verbal and visual form.
8. It is important that the level and variety of information sources or cues
provided to individuals making predictive judgements is as broad as pos-
sible.
9. The provision of 'base-data', when available, is likely to improve the
accuracy of the predictive judgement of the group.
10. For judgements that cannot be automated, awareness of possible biases
and the development of good judgemental habits is important.
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11. The weighting ascribed to events in memory is likely to vary between
individuals and can easily be distorted.
In this next section, a methodology is presented for the identification of the
critical physical components of a major water supply headworks system and
the estimation of reliabiiity parameters associated with these components. The
methodology involves the dissemination of the pooled knowledge of a group
of experts who have been intimately involved in the design, construction, op-
eration or maintenance of aspects of the system. The previously mentioned
factors have been considered in the formulation of this methodoiogy.
3.5.1.3 The''Walking Party' Approach
The approach presented in this thesis (termed the 'walking party' approach),
to obtain realistic reliability assessments of critical components in a water
supply headworks system, involves five distinct phases.
1. trstablishment of an assessment framework.
2. Individual interviews of experts
3. Review of the individual interview outcomes
The 'walking partyt process
Preparation and review of the final report
The key phase in the approach is the formation of a 'walking party'. This
party comprises experts who have been intimately involved with the design,
construction, maintenance or operation of the system under consideration.
The term 'walking party' is used as the group physically'walks' through the
system during the assessment process. For a large system, it may be necessary




Establishrnent of an Assessment Framework. In preparation for a real-
istic assessment of critical components of a water supply headworks system, a
number of key questions need to be addressed in order to establish the frame-
work for the study. These questions include :
o What are the aims and purposes of the study ?
It is important that participants in the process are fully aware of the aims
and purposes of the study. Once participants can identify the possible
outcomes and potential benefits associated wiih the study, they will be
more willing to participate and contribute.
o What is the extent of the study ?
Boundaries for the study need to be established and made clear to the
participants in both the individual interviews and the 'walking party'
process. It may be necessary to reiterate these boundaries to ensure
individual participants do not divert the process onto tangential issues
outside the scope of the study.
o What are the assumptions adopted in the study ?
It will be necessary for certain assumptions to be adopted for the study.
For example, it may be assumed that regular on-going maintenance will
continue to be performed on the components of the system, or that when
a major failure occurs in the system, necessary resources will be made
available to remedy the failure as quickly as possible. It is important that
the major assumptions adopte<i during the study are cleariy presente<i to
the participants, so that their input is consistent with these assumptions.
o To what level of consequence are failure impacts to be considered ?
It is important to establish the level of consequence of failure impacts
that are to be considered during the study. For exampie, it may be known
that failures resulting in outage times that are less than a day, will not
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impact significantly on the operation of the system. In this situation,
only those individual components failures whose repair times exceed six
hours may be selected for consideration. Allowance must be made in the
selection of the minimum repair times to be considered, for the possibility
of a number of independent failures occurring within a short time period.
Individually, these failures may not exceed the selected consequence level,
but in conjunction with other individual failures may exceed this level.
Setting the level of consequence of failure impacts appropriately will
help direct the attention of the participants towards critical components
within the system.
o Who are the experts that need to be interviewed ?
The design, construction, operation and maintenance of any large system
will have involved a large group of experts from a diverse rânge of fields.
It will be helpful to interview as many of these experts as possible, in
order to gather the full range of available information. This information
can be factual, anecdotal or simply personal opinion. Having consulted
a broad group of experts, it is likely that common thertes will begin to
appear in the gathered information.
o Who are the key participants that should form the 'walking party' ?
When forming the 'walking party'there are a number of considerations
that need to be made. If too few participants are included in the group'
then questionable opinions of certain participants may go unchallenged.
If too many participants are included, then the size of the group will
inhibit -interaction and become unwieldy. It is recommended that the
group should comprise six to ten participants together with a facilitator
and scribe.
o Is there sufficient overlap of knowledge among the key participants ?
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When selecting key participants, it is important to consider their mix of
expertise. The inclusion of participants having some overlap of expertise
will enhance discussion and ensure overly optimistic or pessimistic as-
sessments are challenged. An appropriate mix of participants will ensure
that realistic reliabiiity parameter estimates are obtained.
Individual fnterview of Experts. Those who have been intimately in-
volved with the design, construction, operation or maintenance of a system,
have a great deal of specific detail knowledge together with a 'gut feel' for
how varieus factors will affect the performance of the system. The purpose of
individual interviews with experts is to establish the range of components that
are considered critical in the system and a 'feel'for the potential failure modes
and repair times for these critical components. There are both advantages and
disadvantages associated with individually interviewing experts. Advantages
include the independent nature of information gathered and the individual's
personal perspective of the system. These individual perspectives may not
be obtained in a larger group, as individuals may defer to more senior and
experienced participants and refrain from commenting outside their particu-
Iar alea of expertise. Disadvantages include the lack of interaction between
participants. This interaction mav result in the consideration of issues and
factors that the individual participants would not otherwise have considered.
Estimates and issues may also be clouded bv the individual's perceotion of the
systerrr.
As progressive interviews are undertaken, gathered information will help guide
questions raised in later interviews. Typical questions that can be asked during
the individual intervie\rys are :
o Which components make the system most vulnerable to failure ?
o What would happen if a specific component failed ?
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o What spares are available in the event of a component failure ?
o How would you go about getting the system operational as quickly as
possible and how long would it take if a certain event occurred ?
o How has a particulal component failed in the past ?
o What effect did this component failure have on the system performance,
how quickly was the component repaired, and who was involved in the
repair process ?
Review of the Individual Interview Outcomes. Having interviewed as
broad a range of experts as possible, it is necessary to review the information
gathered. Results from this review should highlight that the performance of
particular components will have limited impact on the overall system while
others are critical.
Following the interview process, an inventory of the critical components can
be assembled and further detailed information gathered from maintenance
records, design plans and calculations, and previous analysis of these compo-
nents. Possible modes of failure can be established and general requirements
for their repair. Sources of spares for these components can be considered and
the time required to obtain these spares.
From this inventory of critical components, details for the walking party can
be prepared including specific failure scenarios to be considered.
The (Walking Partyt Process. The 'walking party' plocess involves the
gathering of a group of experts who have broad knowledge of a particular
system. Having selected the experts to form the party, and established an
inventory of critical components to be assessed, these experts are taken as a
group to the site(s) of the components to be considered. In close proximity
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to the components, the 'walking party' are presented with a range of possi-
ble scenarios. Collectively, they are encouraged to work through the issues
associated with these posed scenarios. Results and issues raised during the
discussion are recorded and the group is asked come to an agreement on the
particular reliability estimates that are sought. When the group has reached
a consensus, the next scenario is considered and the process continued.
It is important that the facilitator endeavours to keep the group focussed on the
primary issues at hand. At the same time the facilitator must be sufficiently
flexible to allow the group to pursue possible tangents that may provide useful
additional information both inside or outside the scope of the process. It is
highly recommended that in addition to the notes taken by the scribe, the
discussions are recorded on audio tape. These records enable accurate review
of the issues raised and discussed during the process.
Using a 'walking party'approach has a number of distinct advantages over the
more common approach of interviewing individual experts or gathering the
experts around a meeting room table. These advantages include :
o Raising the level of interest and enthusiasm in the process
o Ensuring outside interruptions and distractions are kept to a minimum.
o Ensuring the group is focusseci on the probiem at hand.
o Ensuring the actual site conditions and limitations are considered.
o Providing additional visual stimulus regarding related components
o The potentiai for issues to be raised that may noL olherwise have beeri
considered.
Disadvantages with the approach include
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o The greater time commitment required from participants than the more
common approach.
o The increased possibility that the process will be distracted on to pe-
ripheral issues.
o The possibility of perception by management that the method is ineffi-
cient and ihe additional time requirements are unnecessary'
Preparation and Review of the Final Report. On completion of the
'walking party' process, a report detailing the results of the process shouìd
be quickly prepared and distributed for review to the participants. This will
ensure discussion and issues raised during the process are still fresh in the
minds of participants. Details not immediately available during the process
should also be obtained as soon as possible.
Having suitably modified the report on the basis of the comments received frorn
the participants, the document can go on to form a useful resource for future
considerations of the system. Data obtained during the process can also be
applied towards the reliability assessment of the system under consideration.
3.5.2 Frequency-Duration Analysis
A technique reviewed in Section 2.4.4.4 of Chapter 2, and considered applicable
for the reliability assessment of bulk water transfer components of a water
supply system is frequency-duration analysis. This technique is described in
greater detail in the following section together with some worked examples
illustrating the application of this technique to components of a bulk water
transfer system.
Frequency-duration methods were first developed within the field of power
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system engineering to evaluate and compute reliability for systems comprising
electric power generation, transmission and distribution. Hall et al. [126] de-
scribed the application of this technique to parallel po\¡/er generating machines.
They compared the results obtained with methods used by Halperin and Adler
[I27], and an alternative technique discussed by Sauter et. al. 12671 lor twenty
identical machines and twenty-two machines of varying capacities. In a later
paper, Ringlee and Wood [251] applied the technique in both a pol¡/er demand
and capacity reserve model.
Hobbs and Beim [14] [137] adapted this technique to the anaiytical simulation
of a water supply system. In the first of two companion papers, three versions
of the frequency-duration analysis approach were presented to determine the
unavailability and expected unserved demand of a water supply system. In
the second paper, a Markov chain approach was also considered alongside the
frequency-duration analysis approach and compared with the mole realistic
Monte Carlo simulation approach. This comparison verified that analyticai
techniques can be used to produce useful reliability indice estimates.
A difficulty encountered in the application of the frequency-duration analysis
technique to water supply systems is that the effect of significant storage capac-
ity is not easily included in the reliability calculations. The frequency-duration
analysis technique will be described in detail in the following section.
3.5.2.L The Frequency-Duration Analysis Technique
As detailed by Hobbs and Beim [137], the application of frequency-duration
analysis requires that two key relationships between the mean transition rate
)(A) for a system state,4., its probability P(A), its expected residence duration
E(D(A)), and its frequency F(A) are satisfied. The transition rate is the rate
at which the system wiil leave a particular state, given the system was in that
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state to start with. The two key reiationships that must be satisfied for the
appiication of frequency-duration analysis are given in Equations 3.6 and 3.7.









: Expected duration of residence of system state A
: Frequency of occurrence of system state A
: Probability of being in system state A
: Mean transition rate out of system state A
Phillips et al. [235] noted that if the probability that an event wiil occur
in a small-time interval is small, and if the occurrence of the event is inde-
pendent of the occurrence of other events, then the time interval between
occurrence of these events is exponentially distributed and the process is a
Poisson process. If it is assumed that the duration in a state D(A) is exponen-
tially distributed, the instantaneous transition rate wiil be constant over time
and hence automatically satisfy Equation 3.6. It has been demonstrated by
Hobbs and Beim [137] that provided the states for individual components are
statistically independent and the mean transition rates satisfy Equation 3.6,
the frequency-duration analysis technique is applicable to any distribution of
residence durations D(A).
Given that Equation 3.6 is satisfied for the mean transition rates for the indi-
vidual components being considered, the frequency-duration analysis technique
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will now be described by way of a number of worked examples, similar to those
presented by Hall et al. [126], but with application to a water supply system.
Consider a single component (eg. a pump) in a water supply system. The
capacity of this pump can be at its maximum rating for a period of time,
changing suddenly to a reduced or zero rating when the pump fails or is taken
out of service. The transition from one capacity state to another can occur
at any time, and is assumed to occur instantaneously. The average amount
of time that the component capacity remains at a certain rating is referred
to as the mean residence time in that capacity state. The long-term average
availability of a given state is the mean up time (rn) for a given state divided
by the mean cycle time (CT) for that particular state to occur or reoccur.
Figure 3.2 demonstrates the following terms :
r:
CT:
Frequency (cycles per unit time)








Figure 3.2: Pump Capacity vs. Time
The above definitions can also be used to define mean rates of occurrence and
long-term availabilities as follows :
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: Lf m,Failure rate (failures per unit time)
: 1/r, Repair rate (repairs per unit time)
: *l@+ r) : mf CT, Availability (steady-state)
: I 
- 
A-- rf CT, Unavailability (steady-state)
A two state transition diagram for a repairable pump showing the failure rate
(À) and the repair rate (p) is shown in Figure 3.3.
1-¡,
l-¡r
Figure 3.3: Two-State Transition Diagram for a Repairable Pump
Further definitions of the availability, transition rate and mean cycle time are











Figure 3.3 presents a two-state transition diagram for a single component. The
component can either be in an 'up' state or a'down'state. Transition from the
'up' state to the 'down' state is represented by the arc labeled l. Transition
from the 'down' state to the 'up' state is represented by the arc labeled p'. The
long term frequency that a state will be encountered is given in Equations 3.11
and 3.12.
f @o) : A^ (3.11)
: (steady-state probability of being in a state) x (rate of departure)
r@r) Ap, (3.12)
(steady-state probability of not being in a state) x (rate of entry)
The transition rates between states can also be represented by a transition
rnatrix v"'here the transition rate from state i to state j is given by the matrix
element of row i and column j. The two-state diagram for a repairable pump
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3.5.2.2 Example Applications of the Frequency-Duration Analysrs
Technique
In order to describe the practical application of the frequency-duration analysis
technique to components of a bulk water supply transfer system, it is helpful
to consider a number of worked examples.
Exarnple 1 : Two Pumps in Parallel
Consider two pumps in parallel as shown in Figure 3.4
Pump I Pump 2
Figure 3.4: Two Repairable Pumps in Parallel
If the run-repair process for each pump is assumed to be independent, then the
two pumps in parallel can be represented by the four-state transition diagram
shown in Figure 3.5.
Information contained in the four-state transition diagram is also given in
Table 3.1.
Alternatively, the transition rates between states for two repairable pumps in





















































Table 3.1: Four-State Transition Table for Two Repairable Pumps
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Variables given in Table 3.1 can be obtained from the above transition matrix.
In the matrix, row i represents transition information concerning state i. The
sum of the elements of the ith row having column numbers less than i, give
the rate of departure (up) for state i. The sum of the elements of the ith row
having column numbers greater than i give the rate of departure (down). The
rate of entry into state i can be obtained by summing the elemehts in the ith
column. The mean time in residence in a state can also determined from the
reciprocal of the rate of departure from that state.




















Table 3.2: Example 1 : Pump Failure Frequency and Repair Attributes
Using the basic definitions previously described, the pump reliability attributes

































Table 3.3: Example 1 : Pump Availability and Repair Attributes (1)
With reference to the state transition diagram shown in Figure 3.5, the state
pump capacities, the state availabilities, the departure rates from the state and
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Table 3.4: Example 1 : Pump Availability and Repair Aitributes (2)
The transition, availability and capacity information can also be written in



















In this simplistic example, the combined capacity of the two pumps running in
parallel has been assumed to equal the sum of the individual pump capacities.
In practice, the state pumping capacities would need to be obtained by exam-
ining the system head versus flow curve for the particular pump configuration.









Consider the same two pumps described in the previous example, connected
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in series as shown in Figure 3.6
Pump I
Pump 2
Figure 3.6: Two Repairable Pumps in Series
The four-state transition diagram shown in Figure 3.5 and the state transition
table given in Table 3.1, determined for two pumps in parallel, will also apply
to two pumps in series. Since the pumps are in series rather than parallel,
states 2 to 4 will have an available pump capacity o1 zeto. In a generalised
form, the series capacity of two components A and B is given by Equation
3.13.
Capacit y o*u -- F (Capacily ¡,Capacityr ) (3.13)
where,
.F0 is the generalised function relating individual
capacities to the total system capacity.
For the purpose of determining the frequency that the totai pumping capacity
will be zero, various states can be redefined. Cumulative states can be defined
to represent the occurrence of a given pumping capacity or smaller. Consider-
ing the previous four-state transition diagram given in Figure 3.5, cumulative
r28
states 2', 3' and 4'can be defined. These new cumulative states involving the






Figure 3.7: Exact and Cumulative State Transition Diagram for Two Re-
pairable Pumps
Consideration of Figure 3.7 reveals that the frequency of encountering the new
state 4' is the same as that of encountering the old state 4, as described in
Equation 3.14.
fn,: Aq(h+p2): f¿ (3.14)
The frequency of encountering the new state 3' is equal to the sum of the
frequencies with which transfers take place from the old state 3 to the old
state 1 (A"pz), and from the old state 4 to the old state 2 (Anpr). This is
given in Equation 3.15.
f", : AsþzI AsFz (3. i5)
SubstitutinE A+þz from Equation 3.14 into Equation 3.15 yields trquation 3.16
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fr,: f+,-AshlAsþz (3.16)
It is important to note that the transfers between states 3 and 4 represent
failure and repair of pump 1. Since states 3 and 4 are mutually exclusive,
the steady-state frequency of transfer from state 3 to state 4, and the steady-
state frequency of transfer from state 4 to state 3 must be the same. The
steady-state frequency is given by the product of unavailability of pump 2 and
the frequency of encounter of pump 1 in an operational state as presented in
Equation 3.17.
Aqh: As\t (3.17)
By substituting Equation 3.17 into Equation 3.16, the recursive relationship
for the frequency of encountering the cumulative state 3' wiil be given by
Equation 3.18.
f", -- fn,- AsÀt I AzF,z (3.18)
In order to generalise Equations 3.14 to 3.18, the following definitions are made
ì** ),up
Rate of transition out of a given
capacity state (k) to one in which





: Rate of transition out of a given
capacity state (fr) to one in which
Iess capacity is available.
(3.20)
The frequency of encountering a state with a given capacity or less and the
availability of the state is given by Equations 3.21 and 3.22. The respective










L)onsider now two pumps in series having the pump availability and repair
attribute data given in Tables 3.2 and 3.3.
Table 3.5 details the pump availability and repair attributes for this system.
Applying Equations 3.27, 3.22,3.23 and 3.24, Table 3.5 can be reduced to
Table 3.6, where state 3' is the cumulative state representing the combination
of states 3 and 4.
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Table 3.5: Example 2 : Pump Availability and Repair Attributes (1)
Table 3.6: Example 2 : Pump Availability and Repair Attributes (2)
Further application of Equations 3.21, 3.22,3.23 and 3.24 reduces Table 3.6 to
Table 3.7 where state 2' is the cumulative state representing the combination
of states 2 and 3'.
Tabie 3.7: Example 2 : Pump Availability and Repair Attributes (3)
Again, this example is simplistic, as it has been assumed that the combined
capacity of the two pumps running in series will equal the minimum of the
individual pump capacities. In practice the state pumping capacities would











































































































reduced, but greater than zero pumping rate may be possible when the system
is operated with one pump on and one pump off. In practice, it is unlikely
that the system would be operated in this manner.
Example 3 : Two equal capacity Pumps in Parallel
This third example considers two pumps configured in parallel having equal
capacity. If it is assumed that the run-repair processes for each pump are
independent, then the four-state transition diagram given in Figure 3.5 and
the transition table given in Table 3.1 will represent the system.
If the two pumps are assumed to have the failure and repair attributes given
in Tabie 3.8, then the application of the basic definitions previously described




















Table 3.8: Example 3 : Pump Failure Frequency and Repair Attributes
Table 3.9: Example 3 : Pump Availability and Repair Attributes (1)
With reference to the state transition diagram shown in Figure 3.5, the state
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Table 3.10: Example 3 : Pump Availability and Repair Attributes (2)
States 2 and 3 in Table 3.10 have identical capacities, but involve different
combinations of the two pumps. With reference to Figure 3'5, there is no
direct linkage between states 2 and 3. The system can oniy transit between
states 2 and 3 if one pump fails at the same instant that the other pump is
repaired. The probability of this occurring is of second-order. These two states
can therefore be merged, and their frequencies and availabilities directly added.
The generalised capacities, availabilities and frequencies for independent states




The total rates of departure to greater and lesser capacity states are given by
Equations 3.28 and 3.29.





AkÀdo.,n,k : Ai).d.o-n¡ * AjÀ¿o-n,j
(3.28)
(3.2e)
Using Equations 3.25,3.26, 3.27, 3.28, and 3.29, the merged pump availability






























Table 3.11: Example 3 : Pump Availability and Repair Attributes (3)
Alternatively, the problem can be analysed using a state transition matrix and




























The application of Equations 3.28 and 3.29 can be used to combine the elements
in columns I and 4 of the transition matrix. By inspection, the transfer rate
from state 1 to state 2'is the sum of the transfer rates from state 1 to state 2
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and from state 1 to state 3. Similarly the transfer rate from state 4 to state 2'
is the sum of the transfer rates from state 4 to state 2 and state 4 to state 3.


















The procedures used in Examples I,2 and 3 provide the necessary tools for the
combination of components of a system in series or parallel and the reduction
of the number of states in a system to a minimum. These procedures ale
the basic tools employed in the frequency-duration analysis technique. The
following examples illustrate the application of the frequency-duration analysis
technique to a range of pumping systems.
Example 4: A' system of Four Parallel Pumps
Consider four pumps in parallel shown schematically in Figure 3.8, having the













































































Table 3.13: Example 4 : Pump Availability and Repair Attributes (1)
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The application of frequency-duration analysis techniques, produces the failure






















































Table 3.14: Example 4 : Pump Availability and Repair Atiributes (2)
Example 5 : A system of Four Parallel Pumps in Series with a single
Pipeline
Consider four pumps in paraliel having the reliability attributes as given rn
Table 3.12. In addition consider a pipeline connected in series with the pump
system having failure and repair attributes given in Table 3.15. The pump and
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Table 3.16: Example 5 : Pipeline Availability and Repair Attributes
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The application of frequency-duration anaþsis techniques, ploduces the failure
information for the overall pump system presented in Table 3.17.
Equations 3.21,,3.22,3.23, and 3.24 can be applied to Table 3.17 to combine

























































































































































Table 3.18: Example 5 : System Availability and Repair Attributes (2)
The combined states are shown in Table 3.18. State 7' in Table 3.18 is a
cumulative state representing the states 7 to 14 given in Table 3.18.
Comparison of Table 3.18 with Table 3.13 shows that the occasional unavail-
ability of the pipeline has a dramatic impact on the cycle time for the zero
system capacity state.
Exarnple 6 : A system of Four Parallel Pumps in Series with a system
of Two Parallel Pumps
The use of state transition tables in this example, was not possible, since
specific information regarding the state transfer rates to specific states had
been eliminated during the reduction process. Using state transition matrices,
information pertaining to individual transfer rates between specific states was
still available. The use of state transition matrices was therefore adopted in the
appiication of the tcchniquc to thc mctropolitan r\dclaidc bulk watcr transfcr
system.
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Consider a set of four pumps in parallel, having reliability attributes given
in Table 3.12 and a set of two pumps in parallel, having reiiability attributes






Figure 3.10: Four Parallel Pumps in Series with Two Parallel Pumps
If these two sets of pumps are linked in series, the application of frequency-
duration analysis techniques, produces the failure information for the overali
pump system presented in Table 3.19. States 1 to 7 are obtained by combining
state 1 of the two pump sub-system with states 1 to 7 of the four pump sub-
system. States 8 to 14 are obtained by combining state 2 of the two pump
sub-system with states 1 to 7 of the four pump sub-system. States L5 to 2I
are obtained by combining state 3 of the two pump sub-system with states 1
to 7 of the four pump sub-system.
Examination of Table 3.19 reveals that the transition between states 2 and
3, and state 1 does not involve a change in system capacity. Similarly the













































































































































Table 3.19: Example 6 : System Availability and Repair Attributes (1)
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States having capacity equal to zero in Table 3.20 can be combined to produce
the state transition table given in Table 3.21.
Table 3.21 can be further reduced by combining states having the same capac-
ities that are greater than zero. The reduced state transition table is given in
Table 3.22.
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Table 3.20: Example 6 : system Availability and Repair Attributes (2)
'up' or 'down' states can be reduced to 5 capacity states. As the number of
components and the number of states per component increases, the application
of frequency-duration analysis can dramatically reduce the total number of






































































































































Table 3.22: Examrple 6 : System Availability and Repair Attributes (4)
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Example 7 : Analysis of Pump Stations in Series having Interchange-
able Components
In this example, components comprising a pumping system are assumed to be
fully interchangeable, and the impact of this assumption on the overall system
reliability is examined.
Consider a pumping system comprising three pump stations in series. Withrn
each pump station, three pumps operate in parallel. This system is shown
schematically in Figure 3.11.





Pump Station 3 Pump
Figure 3.11: Three Pump Station Schematic
The nine pumps in the system are assumed to be identical and fully inter-
r46
changeable ("g. u pump at any pump station is interchangeable with any other
pump in the system). The time taken to relocate a pump is also assumed to be
sufficiently small to be negligible. This interchangeability of these components
can be shown to have a significant effect on the overall pump system reliability.
If a single pump fails at a particular pump station, then the capacity of the
system will be reduced to f . If however a second pump fails, the system
capacity will not be further reduced. If the second pump fails at a different
pump station then the system capacity will be unaffected since each pump
station will stiil have at least J of the full pumping capacity available. If
the second pump fails at the same pump station, then, since the pumps are
identical and fully interchangeable, a pump from one of the other two fully
operational pump stations in the system can be relocated to replace the second
failed pump. If a third pump fails, the system capacity can still be maintained
at J full capacity. If four pumps fail, the system capacity is reduced to ].
Table 3.23 pqesents the number of operational pumps and the corresponding

















Table 3.23: Pipeline System Capacity with Interchangeable Pumps
In contrast, if the pumps are non-interchangeable, then the overall system
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3 3 3 100
2 3 3 66.6
3 2 3 66.6
2 2 3 66.6
3 3 2 66.6
2 ù 2 66.6
3 2 2 66.6
2 2 2 66.6
1 Any ): 1 Any ): I 33.3
Any l: 1 1 Any ): 1 33.3
Any ): I Any à: l 1 33.3
0 Atty Any 0
Atry 0 Atty 0
Atty Atty 0 0
Table 3.24: Pipeline system capacity with Non-interchangeable Pumps
A comparison of Tables 3.23 and 3.24 leveals that in the event of multiple pump
failures, the system capacity is greatly increased by the ability to interchange
pumps between pump statìons in the system.
The djffi.culty arises when attempting to quantify this beneflt using frequency-
duration analysis. Although the pump stations are in series and the pumps
within the pump stations are in parallel, when pumps are interchangeable the
separate pump stations are not in fact independent. The following steps can
be used to analyse a system of this nature.
1. Consider each of the pump stations separately, and determine reliability




2. Apply frequency-duration analysis to two of the pump stations in series,
however do not compress the resultant states.
3. Consider the resultant uncompressed s.tates and combine only those states
with the same number of 'failed' and 'operational' pumps. (There will
be a number of states having the same capacity.)
4. Using frequency-duration analysis, combine the results obtained in step
3 with the next pump station in series. Do not compress the resuitant
states.
5. Repeat steps 3 ¿nd 4 until all pump stations have been considered
This procedure has been applied to the pump station configuration shown
schematically in Figure 3.11. For each of the nine pumps in the pumping











Tabìe 3.25: Example 7 : Pump Faiiure Frequency and Repair Attributes
If the pumps are assumed to be completely independent and non-interchangeable
then the application of frequency-duration analysis produces the results shown
in Tables 3.26 and 3.27.
If the same system is considered with interchangeable pumps then the re-
sults shown in Tables 3.28 and 3.29 are obtained from the application of the
frequency- duration analysis.
Examination of the results from the preceding 
-example highlight a number
of interesting points. When interchangeable pumps are used in the pump-
















1 300.0 0.064687 0.000000 0.00606i
2 200.0 0.139354 0.064687 0.001387
3 100.0 0.201387 0.133294 0.000674
4 0.0 0.000674 0.200000 0.000000











1 0.9135 x 100 165.000 1.8062 x 102
2 0.8559 x 10-r 15.135 1.7683 x 102
3 0.8907 x 10-" 7.465 8.3802 x 103
4 0.3000 x 10-5 5.000 1.6667 x 10ô

















1 300.0 0.064019 0.000000 0.006061
2 200.0 0.270043 0.064019 0.000004
3 100.0 0.465494 0.263982 0.000000
4 0.0 0.000000 0.465490 0.000000












1 0.9135 x 100 165.000 1.8062 x 102
2 0.8648 x 10-1 15.619 1.8061 x 102
3 0.1210 x 10-5 3.788 3.1296 x 106
4 0.3537 x 10-12 2.r48 6.7032 x 10rz
Table 3.29: Example 7 : Pipeline System Reliability Information with Inter-
changeable Pumps (2)
ing system considered, the following conclusions can be drawn concerning the
pumping system reliability attributes :
1. There is no change in the state probability for state 1 . The consequence of
any pump failing will automatically reduce the system capacity whether
pumps are interchangeable or not.
2. The probability of being in state 2 increases marginally.
3. The probability of being in state 3 is reduced by a factor of approximately
700.
4. The probability of being in state 4 is reduced by a factor of approximately
106.
The impact on the probabilities for states 2, 3 and 4 is significant on the
operation of a system, The probabilities of having zero pumping capacity is
greatly reduced, ensuring that at least a portion of the pumping capacity is
available for operation of the system during the majority of time.
The preceding examples have detailed the practical application of frequency-
duration analysis technique to components of a bulk water supply transfer
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system. The examples highlight the recursive technique that can be used to
combine the reliability attributes of components in series and parallel and to
reduce the number of capacity states to a minimum. In the following section,
the use of Monte Carlo simulation is presented for the generation of random
capacity failures of a bulk water supply transfer system.
3.5.3 Monte Carlo Failure Generation Model
Having determined the failure attributes of the combined components using the
frequency-duration analysis technique, the impact of this information needs to
be included within the overall reliability assessment of the headworks system.
If it is assumed that the transition rate between states is constant over time,
then Equation 3.6 wili be automatically satisfied as noted by Hobbs and Beim
[137]. If it is assumed that the remaining two conditions given in Equations
3.6 and 3.?, then the application of the frequency-duration analysis technique
has been shown to be valid.
Since it has been assumed that the transition rates between states are constant
over time, the transitions between states for a given time period can be deter-
mined by seiecting uniformly distributed random numbers in the range 0 to 1.
For the case of a two-state system, if the generated random number is greater
than or equal to the transition probability obtained from the transition matrix,
then a transition is assumed to have occurred. If the random number is less
than the transition probability, no transition is assumed to have occurred.
The use of a random number generator forms the basis for a Monte Carlo
simulation model. When developing a model of this form, it is critical that
a 'truly random' random number generator is employed. When selecting the
random number generator, the required length of generated record must be
considered to ensure that the generator does not produce cyclical patterns
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within the record length required. The following procedure is proposed for
generating the random failure events.
1. Assume the system starts in state 1 at the commencement of the Monte
Carlo generation process.
2. Generate a random number in the range 0 --+ 1 based on the assumed
combined component failure distribution.
3. Look up the row for the initial state in the transition matrix.
4. Proceed across the row until the next element in the transition matrix
will make the accumulated transition matrix values exceed the generated
random number.
5. Determine the final state for the time period
6. Increment the time counter by 1 and set the initial state for the next
time period equal to the final state of the previous time period.
7. If the required length of failure record has not been generated proceed
to step 2.
3.5.4 Procedure for Component Reliability Analysis
The following procedure is proposed for the inclusion of component reliability
in the reliability-cost assessment of a water supply headworks system.
1. Identify the critical components and obtain individual reliability at-
tributes for these critical components using the component parameter
reliability estimation methodology described in Section 3.5.1.
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2. Apply frequency-duration analysis to combine the reliability attributes
of the individual components and produce frequency and duration infor-
mation for the combined components.
3. Generate random failure events using a Monte Carlo simulation model
based on the combined component reliability information.
4. Assess the impact of the random component failures using a simulation
model of the headworks system, together with synthetically generated
inflow and demand data.
3.5.5 Summary
Pumps and pipelines are often used to transfer water within water supply
headworks systems. These components have finite lives and are subject to
unpredictable failures.
In systems where these components play an important role in the operation of
the system, the estimation of the component parameter reliability attributes
is critical in the assessment of the overall system reliability. A methodology
has been presented for the estimation of these parameters which is applicable
to any complex system. The approach has a number of advantages over the
use of general component reliability data or the more conventional approach
of gathering experts around a table.
Having determined realistic estimates for the individual component parameter
reliability attributes, it is benefrcial to be able to combine and simplify these
parameters. Using a technique known as frequency-duration analysis it is
possible to simplify the reliability attributes for a set of components. The
background and development of this recursive technique has been described
and its application to the reliability assessment of a set of components in series
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and parallel has been illustrated with a number of practical examples. The
technique assumes that the states of the individual components are statistically
independent and the mean transition rates are defined as the reciprocal of the
mean duration.
Finally, a Monte Carlo simulation model is described that can be used to gen-
erate sequences of random state occurrences and durations, using the results
of the frequency-duration analysis for the combined system components.
3.6 'Water Supply System Restriction Costs
The fifth component of the simulation methodology, involves the considera-
tion of the economic costs associated with the application of water supply
restrictions.
During the operation of a water supply system, there will be periods when the
likelihood of the system running out of water increases, for example when the
system is exposed to drought conditions. During these periods, it is common
for water supply authorities to endeavour to reduce demand to ensure supply
can be maintained until the s)/stern reaches a rnore satisfactor)' condition. A
number of approaches have been employed by water authorities for this purpose
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o the implementation of mandatory water restrictions, and
¡ the use of pricing poiicy
Implementation of the first two of these approaches will normally result in
economic loss to both consumers and the wate¡ supply authority. The use of
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pricing policy will result in a net economic loss if the current water price is set
at the social optimum.
In this section, a review is presented of the range of approaches that have been
used to the determine the economic costs associated with water supply system
restrictions and an appropriate method selected.
3.6.1 Review of .water supply system Restriction cost
Assessment Methods
Most water supply authorities follow a multi-stage restriction program where
successive stages are implemented sequentially as the risk of undesirable events
increases. For example, a survey of water rationing policies for major urban
headworks systems in Australia, undertaken by Sheedy and Kesari [270], high-
lighted the widespread use of both voluntary and mandatory multi-stage water
rationing.
From an economic point of view, Moncur [209] [210] suggested the use of pricing
policy as the most effi.cient approach to the rationing of water during periods
of supply shortage. In practice, few water authorities have employed this
approach as practical and political considerations are considered to outweigh
the associated efÊciencies.
An indirect approach for the determination of water supply restrictions costs rs
to identify the incremental cost of increasing the supply capacity so that water
restrictions are no longer necessary. This approach was applied by Boland
et al. [21] to the water supply system of the Washington Suburban Sanitary
Commission. A similar approach \4/as proposed by Clarke et al. [a0] and
applied to the supply system of the Anglian Water Authority.
Dziegielewski and Crews [82] presented a framework for water supply opera-
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tors to formulate least-cost drought emergency plans. Within this framework,
tradeoffs between the expected value of the long-term cost of coping with wa-
ter supply deficits and the cost of the long-term water supply/conservation
projects were examined. Local economic losses caused by water restrictions
were assumed to comprise :
o loss of consumer surplus,
o loss of profit by local industry,
o loss of production payroll for externally owned industry, and
e loss of water revenue from externally owned industry.
Work undertaken by Dandy [66] has considered the assessment of the economic
losses resulting from the rationing of outdoor water use. In this work, the
economic cost of water restrictions were assumed to equal the loss of consumer
surplus plus the loss of producer surplus. The external costs of restrictions
due to 'browning' of the city were not considered. A general expression for the
economic costs of time restrictions on outdoor water use was presented.
3.6.2 Proposed Methodolog¡r for the Assessment of 'Wa-
ter Supply System Restriction Costs
For many water supply systems, a significant proportion of the consumer de-
mand during summer months consists of outdoor water use. For example, in
the metropoiitan Adelaide system, this proportion can be as high as 70To as
noted in an Engineering and Water Supply Department of South Australia
(trWS) report [90]. The need for the imposition of water restrictions is also
likely to coincide with these periods of high outdoor water use.
Ch. 3 Simulati,on Method,ology r57
If the imposition of outdoor water restrictions is the mechanism adopted by
a water supply authority to reduce demand during periods of water shortage,
then the approach proposed by Dandy [00] is considered appropriate for the
assessment of the economic costs associated with the implementation of these
restrictions.
If households are assumed to have demand functions of constant elasticity not
equal to -1, then Equation 3.30 describes the economic loss associated with
outdoor water use restrictions.
L
where,
: o a. {(+) [1 - (1 -r;(r+a)/a1
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Economic loss ($/unit time).
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Total unrestricted outdoor water demand
at price p (m3 f vnit time).
Mean fractional reduction in household water
demand due to restriction imposition (%).
Mean price elasticity of demand for
outdoor water use for all households.
Standard deviation of fractional reduction
in individual household water demands due
to restriction imposition.
Cross correlation coefficient between individual
outdoor household water consumptions and
fractional reduction in individual household






U, : Coefficient of variation of individual household
outdoor water demand functions.
This equation assumes that there is little variation in the price elasticity of
demand for individual households. When the standard deviation of fractional
reduction in individual household water demands due to restriction imposition
(,9,) i. small, Equation 3.30 reduces to Equation 3.31.
L: pQo
For varying levels of water restrictions, the total economic loss can be calcu-
Iated from the above equation and used in the consideration of reliability-cost
tradeoffs for a water supply system.
If it is not possible to estimate the price elasticity of household demand for
outdoor water use, a simpler approach may be necessary for the determination
of economic losses. In this approach, the cost of restrictions is assumed to
equal the loss of producer surplus as given in Equation 3.32.
L: p QoT (3.32)
This simpler approach does not consider the loss of consumer surplus resulting
from water restrictions, and will underestimate the overall cost of restrictions.
When the level of restrictions imposed is small ( < 5To of total demand), this
underestimate will be small.
(+) [1 -(1 -r)(r+a)/a1 (3.31)
Ch. 3 Simulation Methodology
3.6.3 Summary
In this section, the costs associated with water supply system failures have
been considered. An overview of research undertaken in this area has been
presented. Two approaches to the inclusion of water supply system restriction
costs have been detailed. The first approach, where data concerning the price
elasticity of demand is available, calculates the economic loss resulting from the
imposition of outdoor water use restrictions, as the sum of the producer surplus
loss and the consumer surplus loss. When data concerning the price elasticity
of demand is not available, a simpler approach has been described which may
be appropriate. This simpler approach does not consider the loss of consumer
surplus. Where practical, the first approach is considered preferable.
3.7 Summary of ChaPter
In this chapter, a simulation methodology for the assessment of reliability-cost
tradeoffs for muitiple reservoir headworks systems has been presented. In the
methodology, a simulation/optimisation model is integrated with a number of
models and procedures. These models and procedures are :
1. A synthetic inflow data generation model.
2. A synthetic demand data generation model.
3. A component reliability analysis procedure.
4. A procedure for assessment of economic costs associated with the impo-
sition of water supply restrictions.
The methodology is applicable to the assessment of reliabiiity-cost tradeoffs
for any water supply headworks system. The influence on the reliability'cost
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performance of the four areas considered will vary according to the system
configuration under consideration. In certain systems, some elements of the
methodology may have only minor impact on the overall reliability-cost trade-
offs for the system and need not be included.
Chapter 4
Application to the Adelaide
Headworks System
4.L Introduction
This chapter describes the application of the methodology presented in Chap-
ter 3 to the metropolitan Adelaide water supply headworks system.
The chapter commences with a description of the metropolitan Adelaide wa-
ter supply headworks system, and the rules that are used to operate it. A
simulation/optimisaiion model, currently used by the Engineering and Water
Supply Department of South Australia (EWS) to assist in the operation of the
system is then detailed. This model has been used as the primary tool to test
the application of the proposed methodology to the Adelaide system. Details
of the synthetic inflow and demand data generation models developed for the
Adelaide system are presented. The 'walking party' approach described in Sec-
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tion 3.5.1 of Chapter 3 for the assessment of component reliabilities has been
applied to the bulk water transfer system within the headworks system. De-
tails of the application of this approach are described. The frequency-duration
analysis technique has then been applied to the data obtained from the 'walk-
ing party' approach and the results used as input to a Monte Carlo component
failure generation model. Using this model a sequence of synthetic failure
data has been generated. The chapter concludes with the application of an
approach for the assessment of economic costs associated with the imposition
of outdoor water use restrictions on the Adelaide headworks system.
4.2 Description of the Metropolitan Adelaide
'Water Supply and Storage System
This section describes the metropolitan Adelaide water suppiy and storage
system and some of the issues associated with its operation. This system has
been used as a case study for the methodology proposed in Chapter 3.
The metropoiitan Adelaide water supply system caters for a population of ap-
proximately one million people and seeks to maintain a reliable supply of water
at minimum cost. South Australia is the driest state in the driest continent
in the world. Water is a precious commodity in South Australia and to main-
tain a water supply of suitable quality is a challenging task. Within the sta[e,
limited areas exist where sufficient runoff enabie reservoirs to be economically
constructed and operated. These locations are also of prime agricultural and
horticultural value.
There are few remaining reservoir sites that would increase the available water
supply to metropolitan Adelaide. At the same time, the avaiiable water supply
from the existing reservoirs is insufficient in the majority of years to maintain
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supply to the metropolitan areas. This fact has long been recognised by the
trWS and so a number of major pumping pipelines have been constructed to
supplement the available catchment runoff with water from the River Murray.
A schematic for the metropolitan headworks system is shown in Figure 4.1.
The quality of Adelaide's water has been the subject of criticism since the
settlement's first public reticulation system commenced operation in 1860. The
problems include those of turbidity, colour, taste and odour. The turbidity
comes from very fine particles of clay, silt and algae suspended in the water.
The colour is due to dissolved or coiloidal material of vegetable origin. Taste
and odour problems are mainly caused by algae and plankton. There are two
main reasons why Adelaide's water suffers from these problems - poor natural
catchments and an increasing reliance on the River Murray. Adelaide's natural
catchment areas, the Mount Lofty Ranges, are small, closely settled and have
a comparatively high rainfall in a largeiy arid state. Since the settlement
of South Australia, the land in these catchment areas has been used for a
range of intensive agriculture and this human occupancy and agricultural use
has seriously affected the quality of water collected from these catchments.
A similar situation applies to the River Murray, and some of its tributaries,
particularly the Dariing River, whose waters contain a high level of flne silts,
particularly when in flood.
In 1967, the EWS commenced a detailed investigation into the characteristics
of Adelaid,e's water supply which resulted in the publication of a report entitled
'Water Treatment for Metropolitan Adelaide' [88]. This report confirmed that
the quality of Adelaide's water fell well short of acceptable standards. While
the water had not resulted in public heaith problems, its bacteriological quality
did not, despite continuous chlorination, meet the very high standards regarded
as desirable. The report recommended that Adelaide's water supply should be
filtered and this recommendation was adopted as a government policy. Since
its publication, six water filtration plants have been constructed to meet the
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report's recommendations. Myponga water filtration plant was the last of
these plants to be constructed and was opened in November 1993. All areas
of metropolitan Adelaide are now supplied with filtered water. The six water
filtration plants have been constructed in a modular fashion. Within each
plant there are at least two of each basic operating unit, enabling normal
maintenance and emergency repairs to be undertaken without the necessity
for closure of the plant. During the period of maintenance or repair, the plant
operates at reduced capacity and utilises balancing storages contained in the
filtered water storage tanks downstream of the plant.
For the purpose of analysis and modelling, Adelaide's water supply and storage
system can conveniently be divided into two subsystems :
1. The Southern System
2. The Northern System
These two systems have been considered as separate entities within the op-
timisation/simulation model and further discussion will relate to one or the
other of these two systems.
4.2.L The Southern System
'l'he southern metropolitan water supply and storage system comprises three
reservoirs and one pumping system from the River Murray. These are :
o Mount Bold Reservoir




















































































Figure 4.1: The Metropolitan Adelaide water storage s)'stem
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o The Murray Bridge-Onkaparinga Pumping System
Two water filtration plants are used to provide a filtered water supply to the
areas supplied by the southern system. These plants are :
o Happy Valley Water Filtration Plant
o Myponga Water Filtration Plant
A schematic showing the southern system as modelled is presented in Fig-
:ure 4.2. The four demands on the southern system shown in this figure are
described below :
PMBOO Murray Bridge-Onkaparinga Pumping System
On-line Demand
Demand from Happy Valley Demand Zone
Demand from Myponga Demand Zone




Each of these major components will now be described in some detail.
Mount Bold Reservoir Construction of Mount Bold Reservoir began in
1932 and was completed in 1938. The reservoir is located on the Onkaparinga
.\ / River approximately 10 krn upstream fromJ,he township of Clarendon. Mount
.A Bold Reservoir has a capacity of 45.9 A,Xr¿a catchment area of 388 krn2. Its
storage can be supplemented with water pumped from the River Murray via
the Murray Bridge-Onkaparinga pipeline. Water discharges from the pipeline
into the Onkaparinga River near Verdun and flows down the river into Mount




















Demand Zone 'Water Filtration Plant
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Figure 4.22 The Southern Metropolitan Water Storage System Schematic
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Bold Reservoir. Mount Bold Reservoir is primarily used for storage and can-
not directly supply metropolitan Adelaide. Water can be released from the
reservoir and flows along the Onkaparinga River to Clarendon Weir. It can
then be diverted at this weir to Huppy Valley Reservoir via the H.ppy Valley
diversion tunnel.
Happy Valley Reservoir Huppy Valley Reservoir was constructed during
the years 1892 to 1896 in response to increasing water demand due to the
population growth in Adelaide. It is an off-stream supply reservoir and local
catehment runoff is prevented from entering it by a catch drain surrounding
the reservoir. Runoff from the catchment area downstream of Mount Bold
Reservoir, but upstream of Clarendon Weir can be captured in Happy Valley
Reservoir providing the capacity of the Huppy Valley diversion tunnel is not
exceeded. This catchment has an area of. 57 lcm2. The capacity of Huppy
Valley Reservoir has been surveyed as I2.7 GL.
Myponga Reservoir Construction of Myponga Reservoir commenced in
i957 and was compleied in 1962. The reservoir is an on-stream storage and
was constructed to supply the Myponga district. It is linked to the H.ppy
Valley Reservoir via a trunk main and can supply a portion of the southern
metropolitan demand. A pumping station adjacent to the Myponga trunk
main near Sellicks Hill also aliows Myponga Reservoir water to be used to
supplement the Encounter Bay system. The Encounter Bay system includes
the townships of Victor Harbor, Port Elliot, Middleton and Goolwa.
Myponga Reservoir has a catchment area of I24 lemz. Its storage is dependent
on catchment runoff and cannot be supplemented with water pumped from
the River Murray. Myponga Reservoir is both a storage and supply reservoir
meeting the demands of the Myponga demand zone and the Encounter Bay
system. The surveyed capacity of Myponga Reservoir is 26.8 GL.
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The Murray Bridge-Onkaparinga Pipeline The Murray Bridge-Onkaparinga
pipeline was commissioned in 1973 to transfer water from the River Murray
to the southern metropolitan water supply system. It provides minor direct
supplies to the Murray Bridge, Onkaparinga Valley and Nairne-Mount Barker
distribution systems, however its main discharge point is into the Onkaparinga
River near Hahndorf. There is considerable pumping flexibility in this pipeline
and hence off-peak electricity tariffs can be used to advantage.
The pipeiine is serviced by three pumping stations along its length. Each of
these pump stations has three pump sets operating in parallel, having a to-
tal maximum combined pumping rate of 20.74 ML /hour. This corresponds
to a maximum monthly rate of 14,900 ML. At the pumping station clos-
est to the river at Murray Bridge, a fourth pump is installed to supply the
Murray Bridge township. This small pump has'not been included in the sim-
ulation/optimisation model of the Adelaide system. A longitudinal schematic
section along the pipeline is shown in Figure 4.3. The on-line pipeline storages
have only limited capacities and are primarily used during startup and shut-
down of the system and to accommodate slight differences in the operational
characteristics of the three pump stations.
The capacity of this pipeline is such that the weekly southern system demand
could be met solely with pumped water. It must be noted however, that the
peak daily demand exceeds the peak pumping capacity. Given a small storage,
the daily and weekly demand loads could be met.
Further details of the individual pumping components making up the Murray
Bridge Onkaparinga pipeline system are described in Section 4.6 with partic-
ular reference to their reliability characteristics.
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H"ppy Valley 'water Filtration Plant Huppy Valley water filtratron
plant was commissioned in two stages' the second stage being completed in
November 1991. The first stage of the plant commissioned had a nominal pro-
cess capacity of 500 Ml/day and the second stage increased the capacity to
8b0 Ml/day. The Huppy Valley water fi.ltration plant is the largest plant of
its kind in Australia.
Myponga'Water Filtration Plant Myponga water fiItration plant is the
last of the six water filtration plants supplying metropolitan Adelaide and was
officially opened in November 1993. The first stage of the plant has a process
capacity of 50 Ml/day and the second stage of the piant, not due until the
year 200b depending on population growth, will bring the total plant capacity
to 100 Ml/day.
4.2.2 The Northern SYstem
The northern metropolitan water supply and storage system comprises seven
reservoirs and two pipelines from the River Murray. These can be subgrouped
into the South Para subsystem, the Little Para subsystem and the Torrens
subsystem.
Those in the South Para subsystem are :
o Warren Reservoir
o South Para Reservotr
o Barossa Reservoir
o The Swan Reach-Stockwell Pumping System
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Those in the Little Para subsystem are
o Little Para Reservoir
Those in the Torrens subsystem are :
o Millbrook Reservoir
o Kangaroo Creek Reservoir
o Hope Valley Reservoir
o The Mannum-Adelaide Pumping System
Four water filtration plants are used to provide a filtered water supply to the
areas supplied by the northern system. These plants are :
o Barossa Water Filtration Plant
o Little Para Water Filtration Plant
o Hope Valley Water Filtration Plant
o Anstey Hill Water Filtration Plant
A schematic of the overall northern system as modelled is shown Figure 4.4.
The six demands on the northern system shown in this figure are listed below
PMAO
NDWR
Mannum-Adelaide Pumping System On-line Demand
Demand from Lower North Demand Zone





Demand from Barossa Demand Zone
Demand from Little Para Demand Zone
Demand from Anstey Hill Demand Zone
Demand from Hope Valley Demand Zone
The physical layouts of the respective subsystems of the northern system are
shown in Figures 4.5 , 4.I0 and 4.11'
Each of these major components will now be described in detail
'W-arren Reservoir Warren Reservoir was constructed on the South Para
River during the years 1914 to 1916 to provide on-stream storage to supply the
Barossa Valley region and the lower northern areas of South Australia. It main-
tains this function today but can also contribute to the northern metropolitan
Adelaide supply system through its connections with the South Para Reservoir.
warren Reservoir has a catchment area of II9 km2. Its storage can be suppie-
mented with water pumped from the River Murray in two ways :
1. A branch main from the Mannum-Adelaide pipeline discharges water
into the Warren Reservoir.
2. Water from the Swan Reach-Stockwell pipeline can be diverted south-
wards through the Warren trunk main into the reservoir'
The capacity of the Mannum-Adelaide branch main limits the volume of water
that can be transferred through this pipe to 420 ML per month.
The capacity of the Swan Reach-Stóckwell pipeline limits the volume of water




















































































































per month. The capacity of the Swan Reach-Stockwell pipeline to supplement
the Warren Reservoir is further reduced by other demands for water from the
pipeline. In 1982, Warren Reservoir was surveyed and found to have a capacity
of 4.77 GL.
South Para Reservoir South Para Reservoir is the newest and largest of
the three reservoirs in the South Para subsystem. It was constructed in antici-
pation of the rapid growth of residential and industrial areas between Adelaide
and Gawler. Construction commenced in 1948 but due to the post-war demand
on funds and resources, was not completed until 1958. South Para Reservoir
is located on the South Para River at the confluence of Malcolm and Victoria
Creeks.
It has a catchment area of r09 km2. Its storage can be supplemented with
water pumped from the River Murray via the Swan Reach-Stockwell pipeline
diverted south through the Warren trunk main and leleased into the South
Para River upstream of the reservoir. Water released or spilt frorn War.ren
Reservoir can also be used to supplement the reservoir storage.
In 1960, movable gates were installed on South para Reservoir, which when
cioseci couici increase the reservoir storage capacity by 6,300 ML. In 19g3,
these gates were removed following concern regarding the stability of the gates
under certain conditions. South Para Reservoir is the largest stolage in the
metropolitan Adelaide headworks system having a storage capacity or 44.g
^f(¡1,.
Barossa Reservoir Barossa Reservoir was constructed between 1899 and
1902 as an off-streamstorage. Local catchment runoffis divertedfrom entering
the reservoir by a catch drain surrounding the reservoir. Water released or spilt
from South Para Reservoir, together with runoff from the small catchment
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alea d.ownstream of South Para Reservoir, can be captured at Barossa Welr
and transferred to Barossa Reservoir, providing the capacity of the Barossa
diversion tunnel and aqueduct is not exceeded. The catchment, downstream
of South Para Reservoir but upstream of Barossa Weir has an area of 7 kmz '
Initially, Barossa Reservoir was built to provide the Gawler township and
surrounding ¡ìreas to the west, south-west and north-west with a reliable water
supply. Over the years the distribution system from the Barossa Reservoir
has gradually extended to serve most of the area between Gawler and Port
Wakefield. In 1940 the Barossa trunk main was built and after the second world
war extended to supply the northern metropolitan sateliite city of Elizabeth,
linking Barossa Reservoir to the metropolitan supply system. As industrial
and urban development proceeded and demand grew' a second trunk main
was constructed and in L976 a second outlet from Barossa Reservoir was built
to supply this trunk main. The South Para and Barossa Reservoir storages
now supply the northern metropolitan areas as far south as Salisbury as shown
in Figure 4.6. The area of the demand zone supplied by these reservoirs varies
from year to year and from summer to winter. The storage capacity of Barossa
































Figure 4.6: Metropolitan Adelaide Filtered Water Supply Areas
METROPOLITAN ADELAIDE
AREA SERVED BY WATER FINRATION PLANTSMYPONGA* W.F.P
Rege¡voi¡
AFEAS SHOWN ARE NOT FIXED AND CAN VARY FROM DAY TO DAY
oepÈ¡lót¡lo oÑ DEMAND AND AvAlLABlLfrY oF WATER FRoM RESEHVoIFS
TSSK9lOO5AS AT NOVEMBER 1991
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Swan Reach-Stockwell Pipeline The Swan Reach-Stockwell pipeline was
commissioned in 1969 with the primary purpose of supplementing supplies to
the lower north of the state, previously supplied solely from Warren Reservoir.
Its secondary purpose was to supply townships and farmlands along its route.
The pipetine utilises three pump stations and is 54 lcm in length. Each of the
three pump stations contain three pump sets operating in parallel. The max-
imum effective pumping rate for the Swan Reach-Stockwell pumping system
is 2,020 ML per month, making it the smallest of the three major pumping
systems from the River Murray, supplying metropolitan Adelaide.
A longitudinal schematic section along the pipeline is shown in Figure 4.7. The
on-line pipeline storages have only limited capacities and are primarily used
d.uring startup and shutdown of the system. They also are used to accom-




Ch. 4 Application to the Adelaide Headworks Systern 181
Further details of the individual pumping components making up the Swan
Reach-Stockwell pipeline system are described in Section 4.6 with particular
reference to their reliability characteristics.
The Warren trunk main extends northwards from the Warren Reservoir and
connects to the Swan Reach-Stockwell pipeline at Stockwell. From there it
continues, gradually swinging westward to terminate at Paskevilie at the top
of the Yorke Peninsula. During periods of low demand on the Warren trunk
main north of Stockwell, the Swan Reach-Stockwell pipeline can be used to
supplement storages in both Warren and/or South Para Reservoirs by allow-
ing water to flow southwards in the Warren trunk main. This water can be
fed directly into Warren Reservoir or reÌeased into the South Para River just
upstream of the South Para Reservoir.
Details of the pipeline alignment and capacity together with the formulation




























Figure 4.9: The Swan Reach-Stockwell Pipeline System Schematic
Little Para Reservoir Little Para Reservoir is the most recent addition
to the metropolitan Adelaide reservoirs. It is constructed on the Little Para
River and was commissioned in January 1979 having a storage capacity of 20.8
GL.
Little Pa,ra R,eservoir has a catchment a,rea, of 83 lem,2 with a mean annrra.l
yield of 7.5 GL. Its storage can be supplemented with water pumped from
the River Murray via a branch main off the Mannum-Adelaide pipeline as
shown in Figures 4.10 and 4.13. This branch main discharges into the Little
Para River and the water then flows downstream into the reservoir.
Little Para Reservoir functions iargely as a balancing storage for River Murray
water, which can be pumped to the reservoir in winter when other demands
on the Mannum-Adelaide pipeline are low. The reservoir is currently used to
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supply metropolitan Adelaide during summer months only, but with the rapid
development of urban areas nearby it is likely to be used more extensively in
the future. Releases from Little Para Reservoir are also used to supplement











Figure 4.10: The Little Para Water Storage Subsystem Layout
Millbrook Reservoir Millbrook Reservoir was constructed during the years
1914-18 to control flows in the upper reaches of the River Torrens and to
provide a reservoir with sufficient elevation to supply high level eastern suburbs
by gravity. It was built as an off-stream reservoir on Millbrook Creek just
below its confluence with Chain of Ponds Creek. These creeks supply a very
small proportion of the intake water to the reservoir with its main source, the
Torrens River, being diverted at Gumeracha Weir via the Millbrook diversion
tunnel.
The catchment area for Millbrook Reservoir including the catchment area up-
stream of Gumeracha Weir is 233 lcm2. IÍs storage can be supplemented with
water pumped from the River Murray via the Mannum-Adelaide pipeline. Wa-
ter can be released from the pipeline at a number of points and discharged into
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the Torrens River. The water then flows downstream to Gumeracha Weir and
can be diverted into Millbrook Reservoir or allowed to continue down the Tor-
rens River to Kangaroo Creek Reservoir.
Water can be released from Millbrook Reservoir into the Torrens River and
hence transferred to Kangaroo Creek Reservoir. In 1971, an alternative outlet
for Millbrook Reservoir was provided with the construction of the Millbrook
pumping station. This pumping station lifts water from the reservoir into the
gravity section of the Mannum-Adelaide pipeline. Millbrook Reservoir has a
surveyed capacity of 16.5 GL.
Millbrook Pumping Station Millbrook pump station is located just down-
stream of the Millbrook Reservoir. The pump station was constructed to assist
in meeting peak dema,nds in the area served by the Mannum-Adelaide pipeline
at Anstey Hill. The pump station provides considerable flexibility to the over-
all system and can be utilised to transfer water from the Torrens system into
Little Para Reservoir as shown in Figures 4.11 and 4.13.
Millbrook pump station contains four pump sets operating in parallel and has
a maximum capacity of 7,500 ML per month.
Further details of the individual pumping components making up the Millbrook
pumping station are describecl in Section 4.6 with particular reierence to their
reliability characteristics.
Kangaroo Creek Reservoir Construction of Kangaroo Creek Reservoir
was commenced in 1967 and was completed in 1969. The reservoir is situated
1 krn downstream from the confluence of Torrens River and Kangaroo Creek
and had a capacity on completion of 24.4 GL. In 1982-83, as part of the River














































































on the dam, with the dam wall being raised by almost four metres and the
spillway by three metres. Two 'escape' channels \ /ere cut in the spillway five
metres below the level of the crest, effectively decreasing the capacity of the
reservoir to 19.0 GL , but increasing its suitability for flood mitigation.
The catchment area supplying Kangaroo Creek Reservoir alone is 55 krn2.
This area does not include the Millbrook Reservoir local catchment or the
catchment area upstream of Gumeracha Weir.
Water can be released from Kangaroo Creek Reservoir into the Torrens River
and hence transferred to Hope Valley Reservoir via the Gorge Weir and the
Hope Valley diversion aqueduôt as shown in Figure 4.11. The surveyed capacity
of Kangaroo Creek Reservoir is 19.0 GL.
Hope Valley Reservoir Hope Valley Reservoir was the second of South
Australia's water supply reservoirs and was constructed during the period
1869-71. The reservoir is an off-stream storage and locai catchment water is
prevented from entering the reservoir by a catch drain. Water released or spilt
from Kangaroo Creek Reservoir, together with runoff from the catchment area
downstream of Kangaroo Creek Reservoir, can be capturecl at Gorge Weir an<i
transferred to Hope Valley Reservoir, providing the capacity of the diversion
tunnel and aqueduct is not exceeded.
The catchment area for Hope Valley Reservoir alone, that is, the area down-
stream of Kangaroo Creek Reservoir but upstream of Gorge Weir is 57 lcm2.
Hope Valley Reservoir is primarily used as a service reservoir from which water
is distributed from the two other larger reservoirs in the Torrens subsystem.
Hope Valley Reservoir has a surveyed capacity of 3.47 GL.
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Mannum-Adelaide Pipeline The Mannum-Adelaide pumping system was
the first means of supplying River Murray water to metropolitan Adelaide.
The use of the River Murray as a source of water for Adelaide was considered
for many years, but was not a practical option until the Goolwa Barrages at
the river mouth were constructed preventing saline water entering the lower
reaches of the river. The pipeline r'¡/as commissioned in 1954, extending 60 km
from the river township of Mannum to a terminal storage in the suburb of
Modbury. There are three pump stations on the rising section of the pipeline
and the pumping capacity of each pump station is 10,800 ML per month. A
iongitudinal schematic section along the pipeline is shown in Figure 4.12.
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Details of the individual pumping components making up the Mannum-Adelaide
pumping system are described in Section 4.6 with particular reference to their
reliability characteristics.
The capacity of the pipeline system is not uniform throughout its length and is
dependent on the pipeline size. Details of the pipeline alignment and capacity


























Figure 4.13: The Mannum-Adelaide Pipeline System Layout
Within the model used to simulate the operation of the system, the following
parameter names have been adopted. These parameters have been used on the
pipeline system schematic shown in Figure 4.14.
Mannum-Adelaide Pumping System Total Capacity
Mannum-Adelaide Pumping System On-iine Demand
Mannum-Adelaide to Warren Transfer Capacity







Mannum- Adelaide C apacity between Summit Storage
and Miilbrook Tanks
Ex-Millbrook Pumping Capacity
Mannum- Adelaide Capacity between Millbrook Tanks
and Anstey Hill Water Filtration Plant








PMAT <= 10.8 Gl/Month
PMA4 <= 6.6 GIA4onth
PMA5 <= 9.0 GVMonth
PMAW <=0.42 Gl/IVIonth
PEM <= 7.5 Gl/lvlonth
PMALP <= 5.4 Gl/Month
Figure 4.L4: The Mannum-Adelaide Pipeline System Schematic
Barossa 'Water Filtration Plant Barossa water filtration plant was the
third of six plants to supply Adelaide with filtered water and was opened
in October 1982. The nominal capacity of the plant is 160 ML /day, which
matches the hydraulic capacity of the Barossa trunk main.
PEM
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Little Para Water Filtration Plant Little Para water filtration plant is
located just downstream of the Little Para Reservoir. It was the fourth of the
six water filtration plants to supply metropolitan Adelaide and was opened in
November 1984. The nominal process capacity of the plant is 160 ML /day.
Hope Valley 'Water Filtration Plant Hope Valley water filtration plant
was the first water filtration plant constructed in South Australia to supply
the metropolitan Adelaide with filtered water. The plant was commissioned
in September 1977 and has a design capacity of 273 Ml/day.
Anstey Hill Water Filtration Plant Anstey Hill water filtration plant was
the second of the six water filtration plants to supply metropolitan Adelaide.
The plant became fully operational in January 1980 and has a total capacity
(including overload) of 344 ML /day.
4.2.3 The River Murray
As previously described in this section, the Adelaide headworks system is de-
pendent on the River Murray as a source of supply. Two issues associated with
this supply source warrant specific consideration. These are water quantity and
water quality.
4.2.3.1 River Murray'Water Quantity Issues
The River Murray is the major water resource in Australia and forms part of
the Murray-Darling drainage basin. This basin has a catchment area of one
million square kilometres, which comprises nearly one seventh of the area of





































Figule 4.15: Adelaide and the Murlay-Darling Basin
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Storages within the Murray-Darling basin and an interstate'entitlement'agree-
ment ensure that River Murray water is readily available for Adelaide's water
supply even under conditions of extreme drought. The location of the city of
Adelaide and the major pipelines in relation to the River Murray is shown in
Figure 4.16.
Entitlement flows to South Australia are measured at the border of South
Austraiia with Victoria and New South Wales. These flows are used to supply
water for a range of uses including irrigation, private stock and industrial water
supply, domestic water supply, salinity dilution and storage evaporation losses
from Lake Alexandrina and Lake Albert.
Private stock, industrial and domestic water supply, excluding the quantities
pumped to the metropolitan Adelaide, have been relatively constant over the
Iast ten years. The highest level of water use over this period is shown in Table





















Table 4.1: River Murray Stock, Industrial and Domestic Water Use in South
Australia excluding Pumping to Metropolitan Adelaide
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July 109 53 2 54
August t24 82 3 39
September 135 100 4 31
October 170 118 5 47
November 180 145 5 30
December 217 179 6 32
January 2r7 t79 8 30
February 194 L47 6 47
March 186 725 5 56
Aprii 135 95 4 36
M.y 93 60 3 30
June 90 54 2 34
Annual 1850 1337 53 +60
Table 4.2: Rivel Murray Entitlement Flows within South Australia
The minimum volume of water available for pumping to the metropolitan
Adelaide during an 'entitlement'year, while providing for irrigation allocations,
evaporation loss allocations for the lower lakes (Lake Alexandrina and Lake
Albert) and other maximum water uses, is presented in Table 4.2.
The maximum pumping rate possible to the metropolitan Adelaide headworks
system from the River Murray through the three major pumping systems is
27.5 GL per month.
Water licences have been allocated to irrigators along the river in South Aus-
tralia. When monthly entitlement flows to South Australian cannot be sup-
plied, irrigation allocations are reduced by the ratio of the actual supplied
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flows to the entitlement flows. Seven in ten years, South Australia receives
in excess of its entitlement flows. Close [41] estimated that the recurrence
interval for South Australia to receive approximately 75% of its entitlement
is 100 years, based on the 100 years of historical data modified for the cur-
rent configuration and operating rules for the Murray-Darling basin system.
Work has been undertaken by Burton [25] examining the performance of the
Murray-Darling basin under extreme events for the current system configu-
ration and operating rules. Burton generated 84 replicate sets containing 95
years of monthly data for the system. Analysis of this generated data under
the current operating rules for the system showed that if the total active stor-
age in the system on the 31st of July in a given year \¡'/as less than 1000 GL ,
the probability of South Australia receiving more than 70% of its entitlement
flows for the following two years was 92T0, increasing to I00To in the third year.
If the proportion was lowered to 65% of South Australia's entitlement flow,
the probability increased to i00% for all following years. Even in the event
of extremely low flows occurring in the River Murray into South Australia,
political priorities placed on the use of the River Murray water would ensure
pumping requirements for metropolitan Adelaide were adequately met, over
and above irrigation requirements.
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pump stations to metropolitan Adelaide, it would still be possible to pump
water from the river to the metropolitan headworks system. By extending the
intake lines into deeper sections of the river, a portion of the stolages in Lake
Alexandrina and Lake Albelt would be accessible at Swan Reach, Mannum
and Murray Bridge.
The likelihood of sufficient quantity of water being unavailable il the River'
Murray system to meet metropolitan Adelaide requirements is considered neg-
ligible. It has therefore been assumed that quantity requirements for pumping
from the River Murray to the metropolitan headworks system are not limited
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by the availability of sufficient quantities of water in the River Murray.
4.2.3.2 River Murray'Water Quality Issues
From time to time algal blooms occur in the metropolitan Adelaide reservoirs.
These outbreaks can be appropriately managed to prevent the exposure of
consumers to water supply health risks. When the presence of algae within a
reservoir exceed certain levels, the reservoir is treated with an algicide (copper
sulphate) which prevents the formation of an algal bloom. While this approach
is entirely effective in enclosed bodies of water such as reservoirs, it is not
effective in watercourses such as the River Murray.
Water quality in the River Murray has been an issue since European settlement
of South Australia. The nature and climatic conditions of the Murray-Darling
basin are such that the possibility of algal outbreaks occurring in the river will
continue in the foreseeable future.
The critical months for algal blooms in the River Murray are January, February
and March, with February being the key month. These months are during the
middle of summer when temperature and flow conditions in the river system
are ideal for algal growth.
Blooms occurring within the River Murray can potentially last up to 4 weeks
and occur with 1 to 2 weeks warning.
Algal levels within the River Murray can rise markedly due to two processes
1. Localised blooms that have occurred in backwaters during high river
flows are flushed back into the river on the recession of the flood event.
These events tend to be short lived and can be prevented in part by the
use of floating booms across the backwater entrance.
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2. Widespread algal blooms along the length of the river caused by low flow
and warm conditions within the river system.
Only the occurrence of the second type of algal blooms are likely to impact
significantly on the long term operation of pumping from the river.
Contingency plans have been developed to ensure that all consumers taking
water from the metropolitan Adelaide headworks system receive a supply that
is safe to drink. These contingency plans include such measures as :
o Use of activated carbon in water fiitration plants to reduce toxins
o Management of flows in the River Murray to move biooms away from
pump intakes.
o Installation of floating booms around pump intakes to prevent the entry
of floating algal scums.
o Changes of supply sources where possible.
The trWS has adopted a policy that water supplies will not be shut down
in the event of a toxic bloom as this action would merely create other risks
such as reduced firefighting capacity and reduced sanitation. Naturally, if
contaminated water has to be supplied this would be heavily publicised.
Work is currently being undertaken to examine possible techniques for reducing
the length and severity of the later type of algal blooms in the lower reaches
of the River Murray. By inducing rapid, short period flow variations through
operation of the river locks and weirs, it may be possible to break up and
disperse algal blooms within the river.
The pumping of River Murray water containing high algal levels is inadvis-
abie, however the following considerations do need to highlighted. For the
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three major pumping systems supplying metropolitan Adelaide, the current
configuration of the headworks system enables all pumped water to be trans-
ferred to a storage reservoir before being treated in a water filtration plant.
For the Murray Bridge-Onkaparinga pumping system, pumped water is dis-
charged into Mount Bold Reservoir before being transferred to Happy Valley
Reservoir. For the Mannum-Adelaide pumping system, pumped water can be
transferred to Millbrook Reservoir and relifted as required at the Millbrook
pump station. For the Swan Reach-Stockwell pumping system, pumped wa-
ter can be discharged into Warren Reservoir. The transfer and discharge into
these reservoir storages can be used to dilute, break down and kill the algae.
Toxins and taste and odour problems can be treated using granular activated
carbon (GAC) and other facilities within the water flltration plants.
Water quality issues associated with the River Murray are very important to
the supply of water to metropolitan Adelaide. Problems with the turbidity
and colour of source waters can be accommodated using the water flltration
plants constructed to filter the metropolitan Adelaide water supply. Salinity
issues are more difficult to remedy. Previous work by Crawiey and Dandy [46]
l47l 162] [65] has examined the inclusion of salt damage costs on the optimum
operation of the metropolitan Adelaide water supply system. The inclusion of
these costs results in significant changes to the optimum operating strategies
for the system. The salt damage costs have not been included in this thesis as
the principle focus is on the water quantity issues.
Within this examination of reliability-cost tradeoffs for the Adelaide, it has
been assumed that the quantity requirements for pumping from the River
Murray to the metropolitan headworks system are not limited by the quality
of water available from the River Murray in terms of algal content, turbidity,
colour or salinity.
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4.2.4 Historical Operation of the Adelaide Headworks
System
The operation of the Adelaide metlopolitan water supply and storage sys-
tem has historically been dependent on the experience of pumping engineers
within the trWS. In order to manage the system competently, these engineers
have used their experience together with available records of historical rain-
fall, streamflow and system demand to formulate a'pumping programme'that
meets the operational policy objectives of the department.
The current operational policy objectives are
1. No operationally avoidable restrictions in the supply to consumers shall
be imposed.
2. Costs shall be minimised subject to (1) above.
3. Improvements in the quality of water supplied shall be achieved whenever
possible without signifrcantly changing total costs.
The formulated 'pumping programme' is based on deterministic forecasts of
future inflows and demands used to estimate the monthly variations in reser-
voir storages over the whole of the water year, July to June. The resulting
.eservoir storages provide the pumping engineers with the required pumping
from the River Murray to maintain adequate supply levels and safe storages
in the reservoirs. These levels are referred to as 'target storage levels'and are
described in greater detail in Section 4.2.4.1.
This predicted strategy is updated each month (and sometimes at shorter
time intervals) as variation between forecast and actual inflow and demand
volumes occur. As the water year progresses, the time window considered by
the 'pumping programme' gradually shrinks until oniy the final month of the
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water year is considered. At the start of the new water year a twelve month
period is once again considered.
4.2.4.L Reservoir Target Storage Levels
The 'target storage levels' comprise the following two components
o Nominal Minimum Operating Level Component
o Demand Storage Component
These are determined in the manner described below for each month of the
year for each reservoir in the headworks system.
Because Myponga Reservoir cannot be supplemented with water from the
River Murray, an 'end of year' target storage is used. This target has been set
to ensure supply of two consecutive years of local demand and 90% exceedance
intakes. This 'end of year' target is used as the summer and winter nominal
minimum operating level component of the reservoir target storage levels.
In addition to the nominal minimum operating level component, a demand
storage component is added to obtain the target storage levels. This demand
storage component comprises the volume of water necessary to meet the av-
erage demand for a specified period into the future from the month under
consideration.













Figure 4.17: Reservoir Storage Definitions
4.2.4.2 Forecast Reservoir Inflows and Demands
As part of the operating rules for the Adelaide water supply system, a set
of monthly forecast reservoir inflows and system demands are assumed at the
beginning of each water year. On the basis of these forecast inflow and demand
data sets a pumping program is prepared that wili satisfy the reservoir target
storage levels and minimise the operating costs for the system subject to the
pumping, transfer and storage capacity constraints in the system. As the
water year progresses, these forecast inflow and demand values are updated
with actual inflow and demand figures and the pumping program amended as
required.
Using the historical records of reservoir inflows a set of monthly inflow ex-
ceedance volumes have been determined. These inflow exceedance data sets
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are presented in Appendix B for the inflow exceedance probabilities ranging
from 90% Lo l0%.
Historically, the 90% inflow exceedance data set and the 1982/83 water year
demand volumes have been assumed for the preparation of the pumping pro-
8ram.
4.2.5 Current Operation of the Adelaide Headworks
System
The target storage levels used in the current operating procedures for the
Adelaide headworks system are given in Appendix B comprising the nominal
minimum operating level component in Tables 8.4 and 8.I4, and the demand
storage component in Tables 8.5, B.15 and B.16.
These latter levels correspond to one months demand storage for all reservolr-s
except Myponga, where the 'two year' criterion has been applied. These op-
erating rules were introduced during the 1993/94 water year in response to
preliminary results obtained from the research outlined in this thesis. Prior
to these changes, the target storage levels for all reservoirs except Myponga
corresponded to two months demand storage during most of the year and one
months demand storage during April, May and June.
The physical minimum operating levels for each of the reservoirs are given
in Chapter 5 in Tables 5.1 and 5.17. A comparison of these values with the
nominal minimum operating level components of the target storage levels,
reveals that for certain reservoirs the adopted nominal minimum operating
level component is considerably higher than the physical minimum operating
level of the reservoir. In reality, this means that the quantity of demand
storage available in the event of failure of a component of the system would
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be greater than suggested by the particular operating rule description ("g. a
weeks demand).
4.2.6 Summary
In this section, the metropolitan Adelaide water supply headworks system has
been described. The necessity for catchment runoff water to be supplemented
with water pumped from the River Murray has been highlighted. For the
purpose of analysis and modelling, the overall headworks system can be divided
into the southern and northern components. System layouts and schematics
have been presented for various reservoir and pipeline components of these
two systems. Where possible, these systems have been simplified to assist in
the modelling process- The reliability of the River Murray as a supply source
for metropolitan Adelaide has been examined in terms of water quantity and
quality. Finally the historical and current operating rules for the metropolitan
Adelaide headworks system have been described.
4.3 Description of the I{eadworks Optirnisa-
tion Model - Adelaide (FIOMA)
Over the last 7 years, work has been undertaken at the University of Adelaide
in the Department of Civil and Environmental Engineering concerning the
optimisation of the operation of multiple reservoir headworks system. During
this period, an optimisation model has been developed for the metropolitan
Adelaide headworks system and implemented on EWS computers. This model
is entitled the Headworks Optimisation Model - Adelaide (HOMA) and it is
currently used by the pumping engineer at the trWS to assist in the planning
and operation of the headworks system. This model uses a set of target storages
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and inflow and demand forecasts as specifred by the pumping engineer and
determines the optimum operating strategy for these operating rules. Details
of the early development of this model have been described by Crawley and
Dandy [50] [51]. Further enhancements of the model have occurred as part
of this thesis and a complete description of the current model is therefore
included.
4.3.L Overvierv of HOMA
HOMA is a suite of computer models, designed and written specifically to
assist in the planning and operation of the metropolitan Adelaide headworks
system.
The model has been developed to run on UNIX based machines and has been
written to be as portable as possible between platforms. Hardware and soft-
ware requirements for the model are :
¡ UNIX operating system
o Ansi'C'compiler.
o Fortran-77 compiler.
o 'X' Window system environment.
The HOMA model is a complex suite of programs originally written to oper-
ate on both SUN-3 and SUN-4 machines under the SunOS (Unix) operating






and comprises a proprietary linear programming solution package entitled
LINDO developed by LINDO Systems Inc.. Within the 'C' code , exten-
sive use of 'X' routines have been made primarily using the Athena Widget
set, although with some reference to the HP Widget set. HOMA has been
developed with user friendiiness in mind and utilises a mouse and graphics to
interface between the user and the computer on which the model is run.
HOMA uses two separate components to model the southern and northern
systems of the metropolitan Adelaide water supply system. During each model
run, a working directory is created with a user specified name that contains
the files required and produced by the model run.
HOMA uses a monthly time step and considers a fixed planning window of
one water-year commencing at the beginning of July and ending at the end of
the following June. As the year progresses, the planning window reduces in
size until the next water year commences. In this way, HOMA emulates the
decision making process required of the pumping engineer in the planning and
operation of the headworks system.
The model can be applied in three different modes :
o Operational
The operational mode of HOMA is of primary use in assisting
the operations engineer in determining the pumping program
for the current water year. It involves a single optimisation
run to determine the optimum operating strategy up to the
end of the current water year.
o Planning - Forecast
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The planning - forecast mode of HOMA is of use in assisting
planners, operators and the operations engineer in the exami-
nation of changes to the metropolitan headworks system and
the impact of these changes on the operating costs for the
system. In this mode, HOMA is only given the information
that would have been available to the pumping engineer in the
actual operation of the system.
An optimum operating policy is obtained for the system at a
particular point in time. This policy for the coming month
is then assumed to have been adopted. The forecast inflows
and demands are then replaced with actual figures and a new
formulation of the linear programming modei constructed.
Where significant differences exist between'forecast' and 'ac-
tual' data, certain adjustments can be made by the model to
emulate tmid-month' pumping program amendments. For ex-
ample, when the actual inflow is much greater than the fore-
cast inflow and pumping had commenced at the beginning of
the time period, if the reservoir system reached capacity 'mid-
month' the pumping is assumed to have stopped at the time
the capacity of the system was reached.
In this mode, the operational decisions suggested by HOMA
are based solely upon the information that would have been
available to the operators at the time of the decision. The
comparison therefore between the model and the reai world
operation of the system is valid.
o Planning - Perfect
The planning - perfect mode of HOMA is simiiar to the plan-
ning - forecast mode, however instead of using forecast data
the model uses 'perfect' data, that is the 'actual' inflows and
207
208
demands for the period being considered. In this way, HOMA
is used to determine the best possible operating decisions for
the system with the benefit of hindsight.
Although operators of the system would never be in this po-
sition, the results from model runs in this mode are none the
less useful for the following reasons :
- 
They give a lower bound to the operating cost for the
system.
- 
They give an indication of the potential benefits that can
be made through improved forecasting techniques.
- 
They can be used to highlight certain optimum operating
strategies.
Flow charts and further detailed description of the operation of HOMA in
'Planning - Forecast' and 'Planning - Perfect'modes have been presented pre-
viously by Crawley [48].
In the work presented within this thesis, HOMA has been used in 'Planning-
Forecast' mode using the synthetic inflow, demand and pumping system failure
records as input. The model has been used as a simulation tool for the sys-
tem which incorporates an 'optimum' set of operating policies for the set of
operating rules being examined.
4.3.1.1 Formulation of HOMA
An earlier version of HOMA was presented by Crawley [48] [50] as part of his
Master of Engineering Science thesis. This model has been further enhanced
with the inclusion of costs and capacities of water fiitration plants and the fa-
cility for transfers between demand zones. This second feature is particulariy
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important when considering reliability-cost tradeoffs for the metropolitan Ade-
Iaide headworks system. It enables the flexibility of transfers between demand
zones to be included within the operation of the model. These transfers permit
balancing of uneven storage distribution in the headworks system and in the
case of the northern system, greater flexibility in the event of a component
failure resulting in reduced capacity for one of the three pumping systems.
The additional features that have been included within HOMA are outlined
below.
The additional equations that have been used to include the additional model
features are written in terms of generai storages, as the formulation is appli-
cable to any number of reservoirs for any multi-dimensional system.
The objective of HOMA is to determine sequences of optimal pumping, transfer
and supply for the system, so as to minimise pumping, water flltration and
demand zone transfer costs while satisfying a set of system operating rules.
The system operating rules consist of a series of minimum target storages for
each reservoir for each of the time periods under consideration and an assumed
set of forecast inflow and demand figures.
HOMA takes into account the non-linear nature of the pumping cost curve, the
capacities of the pumping and pipeline network, the reservoir capacities, the
transfer and spill capacities of each reservoir, the evaporation characteristics of
each reservoir, the water filtration plant costs and capacities, and the demand
zone transfer costs and capacities in determining the optimal operating policy.
Objective Function The fuil objective function used in HOMA is presented
in Equation 4.1 and includes the water filtration plant and demand zone trans-
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c : Pump-cost curve slope change point
: Total number of pump-cost curve coefficients
for pump station (j)
: Filtration plant (rn) throughput
during period (ú)
: Pump station number
: Total number of pump stations
: Filtration plant number
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: Reservoir number
: Total number of reservoirs
: Reservoir spill volume to reservoir (o)
from reservoir (n) during period (ú)
: Shortfall from target storage for reservoir (n)
at the end of period (ú)
: Storage in reservoir (n)
at the end of period (?)
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Variables used to linearise pump-cost curve
for pump station (j) during period (ú)
Demand zone number
Total number of demand zones
Demand zone Transfer from demand zone (x)
to demand zone (y) during period (ú)
'Shortfall penalty cost coefficient for
reservoir (n) at the end of period (ú)
Pump-cost curve'costt coefficient
for pump station (j) during period (ú)
Spili penalty coefficient for release
to reservoir (o) during period (ú)
End of period benefit coefficient for
for reservoir (n)
Filtration plant (rn) 'variable cost'
coefficient during period (ú)
Demand zone transfer 'cost' coeffi.cient
associated with demand zone transfers











The objective function seeks to minimise the sum of the costs for shortfalls
below target storages (xTQT), pumping electricity cost (Br¿"W!"), reservoir
spillages costs ('yiOf"), filtration plant variable costs (piF{), and demand
zone transfer costs (ofY Zffv), while maximising the value of water in storage
in the reservoirs at the end of the time period under consideration (ó"Si).
Coefficient s dT , 1i and ó" are selected to reflect the relative importance of
these various objectives.
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Details of the objective function coefficients used within HOMA for the south-
ern and northern systems are presented in Appendix B.
Constraint Equations The objective function given in Equation 4.1 is sub-
ject to a set of linear constraint equations. In addition to the constraint
equations that have been described previously by Crawley [48] [50] and are
presented in Appendix A, the following constraint equations have been added
as part of the research work outlined in this thesis.
(4-2)
for t : 1,2r...rT ; * : lr2r...,M
where,
XT : Capacity of filtlation plant (rn)
during time period (f)
XTFÏ
zrio < pio
gio : Capacity of the demand zone transfer
from demand zone (r) to demand zone (y)
(4.3)
for t :1,2r....,T ; * :1r2r...,X ; y: Ir2r...rY
where,
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F{" : Filtration plant (rn) throughput
during period (ú)
ZTy' : Demand zone Transfer from demand zone (m)
to demand zone (r) during period (ú)
Equation 4.2 defines the water filtration plant capacity limitations for each
water filtration plant.
Equation 4.3 defines the demand zone transfer capacity limitations between
demand zones downstream of the water filtration plants.
Equation 4.4 defi.nes continuity constraints for supply and transfer between
demand zones. Apart from the pipeline on-line and lower north demand zones
each demand zone (rn) has an associated water filtration plant as highlighted
in Figures 4.2 and 4.4.
Further details of the constraint equations used within HOMA for the southern
and northern systems are presented in Appendix A. Details of the coefficients
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associated with the constraint equations used within HOMA for the southern
and northern systems are presented in Appendix B.
4.3.t.2 Input Data to HOMA
The following sections describe the input data that is used in formulating the
linear programming models within HOMA. This includes :
o Catchment Inflow Volumes
o System Demands
o Pump Cost Curves
o Water Filtration Plant Costs and Capacities
o Demand Zone Transfer Costs and Capacities
o Storage versus Evaporation Curves
o System Parameters
Catchment Inflow Volumes One objective of the work originally under-
taken was to develop a model which can be used to assist in the operational
decision-making process for the Adelaide headworks system.
The current procedure used to prepare the pumping program for the operation
of the system involves the use of deterministic streamflow values obtained
from statistical and hydrological analysis of the reservoir catchment streamflow
records. Operating guidelines currently used by the EWS involve the use
of forecast catchment inflows corresponding to an annual 70% probability of
exceedance.
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The forecast catchment inflows used by HOMA can be specified by the user
and a range of inflow forecast sets have been considered in the examination of
reliability-cost tradeoffs for the operation of the system.
Details of the catchment infl.ow exceedance values for both southern and north-
ern systems are presented in Tables 4.3,4.4, +.5,4.6,4.7,4.8,4.9 and 4.10.
The data contained in these tables has been obtained from analysis undertaken
by the EWS of the historical records of reservoir inflows.
Table 4.3: Southern System - Mount Bold Inflow Exceedance Volumes (GL )
Month e0% 80% 70% 60% 50% 40% 30% 20% n%
July 4.470 6.490 8.810 11.560 14.590 17.810 21.690 25.210 30.380
August 7.500 10.090 13.550 17.160 2r.230 25.320 28.510 30.410 32.520
September 4.2L0 5.780 8.130 10.530 13.430 17.030 20.760 24.440 28.630
October 2.580 2.930 3.680 4.400 5.340 6.370 7.750 9.880 13.670
November 0.730 0.910 1.140 1.430 1.700 2.060 2.420 3.060 4.450
December 0.150 0.270 0.410 0.560 0.720 0.890 1.020 1.110 1.290
January 0.040 0.050 0.110 0.160 0.240 0.320 0.390 0.450 0.590
February 0.020 0.030 0.050 0.070 0.090 0.170 0.260 0.380 0.620
March 0.020 0.030 0.050 0.090 0.150 0.200 0.270 0.350 0.470
April 0.040 0.150 0.280 0.340 0.480 0.620 0.790 0.910 7.290
May 0.620 0.670 1.000 1.310 1.750 2.t40 2.610 3.510 6.190
June 1.310 2.280 3.510 5.100 7.080 9.460 13.030 t7.280 22.900
TOTAL 21.690 29.680 40.720 52.7L0 66.800 82.390 99.500 116.990 143.000
2t6
Month e0% 80% 707 60% 50% 40% 30% 20% n%
July 0.810 1.400 1.950 2.500 3.000 3.550 4.400 6.100 10.100
August 0.860 1.450 2.200 3.200 4.100 5.000 6.000 7.000 8.500
September 0.520 0.750 1.000 1.300 1.700 2.300 3.100 4.400 7.050
October 0.320 0.500 0.620 0.750 0.880 1.100 1.400 1.900 3.150
November 0.200 0.260 0.320 0.390 0.450 1.530 0.630 0.770 1.020
December 0.100 0.170 0.220 0.260 0.300 1.340 0.390 0.460 0.550
January 0.080 0.140 0.190 0.230 0.250 0.280 0.300 0.330 0.390
February 0.080 0.130 0.160 0.190 0.220 0.240 0.260 0.290 0.360
March 0.070 0.120 0.170 0.210 0.250 0.280 0.320 0.370 0.450
April 0.150 0.220 0.270 0.320 0.360 0.400 0.460 0.540 0.710
May 0.280 0.370 0.420 0.480 0.530 0.630 0.800 1.100 2.050
June 0.340 0.540 0.800 1.100 1.450 1.900 2.500 3.400 6.300
TOTAL 3.810 6.050 8.320 10.930 13.490 16.550 20.560 26.660 40.630
Table 4.4: Southern System - Myponga Inflow Exceedance Volumes (GL )
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Month 90% 80% 70% 60% 50To 40%
July 0.130 0.400 0.870 1.580 2.760 4.000
August 0.200 0.760 r.720 3.390 5.2r0 7.000
September 0.110 0.490 0.930 1.620 2.600 3.930
October 0.000 0.080 0.250 0.330 0.470 1.0i0
November 0.000 0.030 0.040 0.050 0.080 0.140
December 0.000 0.000 0.000 0.000 0.020 0.050
January 0.000 0.000 0.000 0.000 0.000 0.020
February 0.000 0.000 0.000 0.000 0.010 0.030
March 0.000 0.000 0.000 0.010 0.010 0.030
April 0.000 0.000 0.000 0.020 0.060 0.110
Muy 0.000 0.020 0.060 0.090 0.130 0.190
June 0.000 0.070 0.120 0.200 0.340 0.630
TOTAL 0.440 1.850 3.990 7.290 11.690 17.r40
Table 4.5: Northern System - Warren Inflow Exceedance Volumes (GL )
Month e0y 80% 70% 60% 50% 40y
July 0.320 0.570 0.880 I.250 1.650 2.200
August 0.200 0.450 0.780 1.260 1.950 2.950
September 0.170 0.330 0.520 0.890 1.460 2.800
October 0.100 0.140 0.190 0.300 0.540 0.950
November 0.000 0.050 0.080 0.110 0.160 0.230
December 0.000 0.000 0.000 0.010 0.030 0.060
January 0.000 0.000 0.000 0.000 0.010 0.020
February 0.000 0.000 0.000 0.000 0.000 0.030
March 0.000 0.000 0.000 0.000 0.010 0.020
April 0.000 0.010 0.030 0.050 0.090 0.140
May 0.040 0.080 0.130 0.190 0.260 0.360
June 0.110 0.180 0.250 0.370 0.540 0.830
TOTAL 0.940 1.810 2.860 4.430 6.700 10.590
Table 4.6: Northern System - South Para Inflow Exceedance Volumes (GL )
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Month e0% B0% 70% 60% 50% 40%
July 0.430 0.980 1.030 1.330 1.590 1.830
August 0.380 0.940 0.980 t.270 1.590 r.920
September 0.190 0.600 0.690 1.020 1.380 r.770
October 0.210 0.360 0.380 0.470 0.620 0.820
November 0.100 0.170 0.170 0.230 0.280 0.350
December 0.050 0.130 0.120 0.150 0.180 0.220
January 0.020 0.060 0.070 0.110 0.140 0.1 70
February 0.020 0.060 0.060 0.080 0.110 0.130
March 0.020 0.040 0.040 0.070 0.070 0.100
April 0.070 0.110 0.090 0.090 0.110 0.130
May 0.120 0.170 0.140 0.160 0.170 0.180
June 0.170 0.280 0.230 0.270 0.320 0.390
TOTAT 1.780 3.900 4.000 5.250 6.560 8.010
Table 4.7: Northern System - Little Para Inflow Exceedance Volumes (GL )
Month s0% B0% 70% 60% 50% 40%
July t.247 1.940 2.818 3.874 5.135 6.521
August 1.927 3.419 4.977 6.772 8.455 r0.42t
September 7.432 2.475 3.432 4.607 5.973 7.735
October 0.799 1.340 1.795 2.198 2.396 2.54r
November 0.350 0.515 0.667 0.772 0.851 0.970
December 0.119 0.198 0.277 0.343 0.396 0.462
^T:.nrr r rw 0.000 0 073 0.132 o 17r. 0.205 0.238
February 0.000 0.033 0.066 0.086 0.119 0.132
March 0.000 0.006 0.026 0.059 0.092 0.I32
April 0.026 0.092 0.178 0.231 0.277 0.310
May 0.185 0.290 0.409 0.508 0.601 0.772
June 0.521 0.772 1.056 I.426 1.907 2.765
TOTAT 6.600 11.153 t5.773 20.988 26.401 32.999
Table 4.8: Northern System - Millbrook Inflow Exceedance Volumes (GL )
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Month e0% B0% 70To 60% 50% 40%
Julv 0.301 0.470 0.683 0.939 I.245 1.581
August 0.467 0.829 t.t92 t.627 2.050 2.526
September 0.347 0.600 0.832 L.tt7 i.448 1.875
October 0.194 0.325 0.435 0.533 0.581 0.616
November 0.085 0.I25 0.162 0.187 0.206 0.235
December 0.029 0.048 0.067 0.083 0.096 0.112
January 0.000 0.018 0.032 0.042 0.050 0.058
February 0.000 0.008 0.016 0.021 0.029 0.032
March 0.000 0.002 0.006 0.014 0.022 0.032
April 0.006 0.022 0.043 0.056 0.066 0.075
Mry 0.045 0.071 0.099 0.123 0.146 0.187
June 0.t26 0.187 0.256 0.346 0.462 0.670
TOTAT 1.600 2.705 3.823 5.OBB 6.401 7.999
Table 4.9: Northern System - Kangaroo Creek Inflow Exceedance Volumes
(GL )
Month e0% B0% 70% 60% 50% 40y
July 0.338 0.530 0.769 1.057 1.400 1.778
August 0.526 0.932 t.341 1.831 2.306 2.842
September 0.391 0.675 0.936 t.256 1.629 2.L10
October 0.218 0.365 0.490 0.599 0.653 0.693
November 0.095 0.140 0.182 o.2rl 0.232 0.265
December 0.032 0.054 0.067 0.094 0.108 0.126
January 0.000 0.019 0.036 0.047 0.056 0.065
February 0.000 0.009 0.018 0.023 0.032 0.036
March 0.000 0.002 0.007 0.016 0.025 0.036
April 0.007 0.026 0.049 0.063 0.074 0.085
May 0.050 0.079 0.Lt2 0.139 0.164 0.211
June 0.r42 0.2tL 0.288 0.389 0.520 0.754
TOTAT 1.799 3.042 4.304 5.725 7.199 9.001
Table 4.10: Northern System - Hope Valley Inflow Exceedance Volumes (GL )
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Systern Demands The forecast system demands used in HOMA are de-
terministic in nature and can be specified by the user. Operating guidelines
currently used by the EWS invoive the use of forecast demands corresponding
to the average demand for the last five years. Using these forecast demands
together with a set of forecast inflow volumes, a set of monthly pumping and
transfer decisions are made for the operation of the system.
Ftexibility within the system downstream of the water filtration plants allows
these demands to be met from several sources constrained only by the demand
zone transfer capacities.
Details of the current five year average demand values used in the HOMA runs




























July 3.610 0.230 0.100 0.390 4.330
August 3.670 0.230 0.100 0.450 4.450
September 4.i8û 0.27i) 0.iû0 0.500 Ð.u,lu
October 5.760 0.370 0.200 0.600 6.930
November 8.070 0.520 0.300 0.780 9.670
December 9.060 0.580 0.400 0.900 10.940
January 10.780 0.690 0.500 1.010 12.980
Febluary 9.400 0.600 0.400 0.940 11.340
March 9.310 0.590 0.300 0.890 11.090
April 6.240 0.400 0.200 0.580 7.420
M.y 4.460 0.280 0.100 0.410 5.250
June 3.510 0.220 0.100 0.360 4.190
TOTAL 78.050 4.980 2.800 7.810 93.640



































July 0.355 I.290 0.090 1.710 1.780 0.120
August 0.335 1.300 0.000 1.610 1.770 0.100
September 0.295 r.420 0.000 1.730 2.070 0.100
October 0.435 1.480 0.640 2.t90 2.700 0.110
November 0.895 1.480 1.540 3.230 3.630 0.190
December t.L25 t.740 1.850 3.620 3.970 0.210
January I.495 2.150 2.4L0 4.530 4.420 0.300
February t.265 1.880 1.900 3.900 3.930 0.270
March 1.135 1.850 1.940 3.960 4.020 0.260
April 0.875 1.230 1.290 2.760 2.9t0 0.160
May 0.485 r.720 0.270 t.770 2.070 0.100
June 0.385 t.t20 0.000 1.710 t.740 0.080
TOTAL 9.080 18.660 11.930 32.720 35.010 2.000
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Table 4.12: Northern System - Forecast Demand Volumes
Pump Cost Curves Pumping from the River Murray to the metropolitan
Adelaide headworks system can be carried out through three major pump-
ing/pipeline systems together with the Millbrook pump station. Each of these
systems consist of a number of pumps that can be run individuaily or in par-
a,llel.
The pumps are electricaily powered and the trWS is charged for the por'¡/er
consumed by the Electricity Trust of South Australia (ETSA). ETSA offers a
special seasonal electricity tariff to the EWS for pumping on the major pipeline
systems and ¿t Millbrook pump station. This tariff schedule comprises off-peak
and on-peak periods for the winter, spring/autumn, and summer seasons'
The combination of the number of pumps and arrangement of the electricity
tariff periods, results in a non-linear pump-cost curve. Ali combinations of
222
pumps and electricity tariff periods are considered, from no pumps running
to all pumps running continuously. A lower bound to the series of points
plotted is taken and the curve converted into a piece-wise linear function.
These simplifications enable convex pumping-cost curves to be included in
the linea¡ programming formulation. Details of the application of piece-wise
linearisation to the Adelaide headworks system pump cost curves has been
previously described by Crawley [+8] [SO].
The effect of component failures on the operation of the pumping systems
have been included thlough modification of the pumping cost curves. These
modifi.cations are described in detail later in this thesis.
The pump-cost curves used in this study for the three major pumping sys-
tems and the Millbrook pump station, when fully operational, are presented
in Appendix B.
'Water Filtration Plant Costs and Capacities Integral to the operation
of the Adelaide water supply headworks system are six water filtration plants.
Costs associated with the operation of these water filtration plants can be
considered in íerrrrs <¡f fixed arr,f valiatule cos'us.
Fixed costs include labour, materials, plant and vehicle hire, administration,
training and safety expenses which are rninimally affected by the quantity
of water treated. Va¡iable costs include electricity and chemicals which are
directly related to the quantity of water treated through the plant. In the
HOMA model only the variable costs have been included.
The extension of HOMA to include water filtration plant costs and capacities
has been undertaken as part of the work detailed in this thesis.
The water filtration plant costs and capacities used in this study for the six
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metropolitan Adelaide water filtration plants are presented in Appendix B.
Demand Zone Transfer Costs and Capacities Adelaide's consumers
receive water from a reticulation system comprising 120 tanks, 48 pumping
stations and a complex network of over 8000 krn of water mains varying in
size from 2100 mm to 75 mm in diameter. The headworks system is connected
to the reticulation system by a series of trunk mains. These trunk mains
deliver water to supply tanks located throughout the reticulation system. From
these tanks, distribution mains are used to supply consumers. Hydraulically
operated valves regulate the flow into these tanks from the trunk mains. The
majority of the tanks are gravity fed, however in certain locations, distribution
pump stations are utilised.
As previously highlighted in Figure 4.6, water can be supplied to certain areas
from more than one water flltration plant. This flexibiliiy has been included
in the optimisation model for the operation of the headworks system. When
seeking optimal operation of the system, variations in water filtration plant
costs can be exploited to minimise the overall cost of the operation of the
system. When examining reliability-cost tradeoffs for the operation of the
system, this flexibility enhances the reliability for a given set of operating
rules. The extension of HOMA to include demand zone ttansfer capacities
and costs has been undertaken as part of the work detailed in this thesis.
Details of the assumed demand zone transfer costs and capacities adopted in
this study are presented in Appendix B.
Storage versus Evaporation Curves For each reservoir, evaporation losses
can be plotted against storage volume for each time period and a linear regres-
sion applied to these plotted points.
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Details of the inclusion of the evaporation loss curves in HOMA have been
previously presented by Crawley [a8] [50].
The evaporation loss curves for the ten reservoirs in the Adelaide headworks
system adopted in this study are presented in Appendix B.
System Parameters The remaining constraint equations used in the linear
program formulations for the southern and northern systems in HOMA have
previously been described by Crawley [48] [50]. These constraint equations
include :
¡ Constraints on the Mannum-Adelaide pipeline
o Constraints on the Swan Reach-Stockwell pipeline
o Constraints on certain reservoir intakes
Details of these constraints have been presented earlier in this chapter.
4.3.2 Summary
In this section, a description of the Headworks Optimisation Model - Adelaide
(HOMA) is detailed. HOMA is currently used in 'operational' mode by the
pumping engineer within the trWS to assist in the planning and operation of
the headworks system.
Additional features of HOMA have been developed within the work detailed
in this thesis. These additional features are outlined and include cost and
capacities of water filtration plants, and the costs and capacities of transfers
between demand zotres downstream of the water filtration plants.
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HOMA, described in this section, has been used as a simulation/optimisation
tool within the research work presented in this thesis, in the consideration of
the reliability-cost tradeoffs for the Adelaide headworks system.
4.4 Synthetic Inflow Data Generation
In the operation of an urban water supply reservoir system, decisions must be
made regarding the reservoir transfer and release volumes, and the imposition
of restrictions on the system. These decisions are based on the current levels
of storage in the reservoirs in the system and an assessment of the likely future
inflows and demands into and out of the system.
In order to examine risk and reliability aspects of a water supply headworks
system it is necessary to consider the operation of the system over a sufficiently
long period of time to obtain statistically valid results. Historical lecords for
the system are of iimited length and in order to assess the long-te'-m perfor-
mance of the system it is helpful to generate synthetic data that can be used
as input to a system optimisation model. In this section, a synthetic multisite
streamfl.ow data generation model is described that has been deveioped for the
Adelaide water supply headworks system. Data generated using this model
has been used to test the long-term performance of the Adelaide headworks
system under a range of operating rules.
4.4.L Background to the Multisite Strearnflow Data
Generation Model
Work undertaken within the Department of Civil and Environmental Engi-
neering at the University of Adelaide, has examined the use of multisite and
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single site time series models for the short term forecasting of streamflows.
The work included the development of a first-order multisite multiperiod au-
toregressive data generation model of a similar type to the model developed
by Young and Pisano [329].
The model developed by Baker and Dandy [9j [10] [6a] is given by Equation
4.5.
tzl: ïA,llz,_rl r [B¿][e¿] (4.5)
where,
[Zr] : a (n x 1) vector of transformed, standardised
monthly flow or rainfall data at n sites
[At] : a (n x n) matrix of coefficients
[Br] : a (n x n) matrix of coefficients
[A¿] and [,8¿] may be determined using Equations 4.6 ard 4.7.
[Ar] : [Mr,r][Mo,r_r]-, (4 6)
(4.7)lBllBir : lMo,rl - lMr,rllMo,¿_11-1 lMr,rl'
where,
e¡ : a (n x 1) vector of /ú(0,1) random variables
[Mo,r] : a (n x n) matrix of lag zero cross-correlation
coefficients between sites for month (ú)
IMt,r) -- a (n x n) matrix of lag one cross-correlation
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coefficients between sites for month (ú)
The generation equation given in Equation 4.5 uses standardised, transformed
values. The generated values must be 'shaped' to resemble the historical
form by backtransformation. A three parameter log transformation has been
adopted in the model developed by Baker and Dandy for generation of syn-
thetic inflow data for the Adelaide system. The three parameter iog transfor-








ï¡ : flow or rainfall value for month (ú)
At : transformed flow or rainfall value for month (f )
z¿ : transformed and standardised flow or rainfall
value for month (f)
r¿ : a monthly shift parameter for each selies,
chosen so as to give a zero skewness in y¿
llt : mean of y¿
o¿ : standard deviation of y¿
This data generation model has been described in detail by Baker and Dandy
[e] [10] [64].
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As the size of a model of this form increases, there is a tendency toward
mathematically instability in estimating the coefficients contained in matrices
[A¿] and [B¿]. For this reason, a six station model was adopted for application
to the Adelaide Hills catchments using five streamflow sites and one rainfall
station. Using this model, serial flow correlations at individual sites and spatial
correlations between sites have been utilised in the generation of synthetic
streamflow and rainfall data.
The location of these stations is shown in Figure 4.18 and details of the stream-












Myponga G.S. 502 501 1934-1984 51
Onkaparinga (at Clarendon Weir) G.S. 503 500 1898-1984 87
Gorge Weir G.S. 504 501 1884-1983 100
Gumeracha Weir G.S. 504 500 1918-1983 66
Souih Para (at Barossa Weir) G.S. 505 501 1939-1980 42
Rainfali Gauging Station
Millbrook Reservoir R.F. 023 731 i914-1988 75
Table 4.13: Gauging Station Record Periods and Lengths
The streamflow values contained in these records, although referred to as nat-
ural inflows, are in reality reconstructed. These figures are based on gauged
values at the respective sites and water balance equations composed of vari-
ables that seek to remove the human induced effects on the system. The water
balance equations for some of the sites have up to twelve variables and in-









































Figure 4.18: Streamflow and Rainfall Gauging Station Locations
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pumped from the River Murray
As the individual components contain measurement and other errors, the flow
data also contains errors which influence the results to an unknown extent.
When changes in storage levels are used to determine reservoir inflows, these
water balance equations will involve the difference between terms of similar
magnitude. In such cases the errors are magnified as a percentage of the
final estimated value. The effect of the water balance equations is clear for
some data, such as the South Para data set, where negative inflows occur
with regularity" Baker [10] noted that almost all of the streamflow data sets
contained some missing data, but for any particular month, less than five
percent of the values were missing. These missing values were replaced by
mean values for the particular month determined from the remaining values.
Baker concluded that the general quality of the streamflow data was quite
varied with the Myponga data set being least affected by errors, Onkaparinga,
Gorge Weir and Gumeracha Weir records being of only acceptable quality while
the South Para record was of poor quality.
Baker considered that the rainfall record consideled was of high quality and
produced consistently good results.
The model developed by Baker and Dandy can be used to generate monthly
synthetic streamflow data for these five sites and involves a total of 1080 pa-
rameters, comprising mean, variance and a 'shifting parameter' for each of the
sites for each month together with the monthly coefficients of the [A] and [B]
matrices. Although a rigorous exarrination of the effect of the uncertainty of
each of these parameters would be ideal, this is considered practically not pos-
sible. As an alternative, a sensitivity analysis is proposed for those parameters
identifred as having the iargest impact on the reliability-cost tradeoffs for the
system. Details of this parameter sensitivity analysis is presented in Section
5.2.3 ol this thesis.
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4.4.2 Inflow Data Generation
Using the multisite model, synthetic inflow data for the southern and northern
subsystems of the Adelaide Headworks system were generated. The length of
generated data was 10,000 years. Only a portion of this data has been used
in this research when examining the performance of operating policies for the
system.
More detailed summary statistics for the historical and generated data are
presented in Appendix E.
4.4.2.L Southern System Gauging Stations
Inflow data has been generated at two inflow gauging stations for the southern
system. These stations are Myponga and Onkaparinga (at Clarendon Weir)
and are located as shown on Figure 4.18.
Myponga Gauging Station The historical and generated inflow statistics
for the Myponga gauging station are shown in Table 4.14.
Onkaparinga (at Clarendon Weir) Gauging Station The historical and
generated inflow statistics for the Onkaparinga gauging station at Clarendon
Weir are shown in Table 4.15.
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Month Mean
Historical I Generated(ML) I tMLl
Median
Historical I Generated(ML) I trrl
January 300.6 295.7 264.0 23I.7
February 304.9 285.3 232.0 208.3
March 255.2 256.2 26t.5 237.r
April 404.7 405.1 369.0 360.8
May 997.8 1029.1 625.0 655.7
June 2594.L 2795.7 1262.0 1546.3
July 4397.4 4542.7 3168.5 3283.2
August 4480.7 4554.3 4124.5 3808.8
September 3054.5 3182.4 2010.0 1978.5
October 7478.6 1532.2 898.0 1053.0
November 580.1 587.0 541.0 500.2










January 33i.3 245.8 4.168 1.897
February 506.2 263.8 5.532 2.453
March 744.5 t46.4 0.44r 0.716
April 243.0 23t.0 1.805 I.220
M.y 1nAÉ, ñ 11,î1 0 ., .r71 2 97'
June 2803.1 3914.2 1.887 3.361
July 3685.0 444t.8 1.196 2.547
August 3213.I 3445.8 0.969 1.466
September 3082.3 3775.7 t.827 3.109
October 1395.7 1586.1 1.795 2.725
November 352.8 364.7 1.351 1.575
December 165.0 163.7 -0.051 -0.032
Table 4.14: Myponga Inflow Historical and Generated Statistics
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Month Mean






January 366.7 374.2 310.5 327.7
February 514.8 491.r 27t.5 236.8
March 269.8 267.8 231'5 253.4
April 1079.9 971.6 524.0 515.1
May 3543.5 3740.0 1830.0 1811.8
June 8664.8 9309.7 3257.5 3871.6
July 15857.7 16367.0 13393.0 11409.5
August 18079.3 18695.4 15874.5 13980.7
September 11996.8 72554.4 7964.5 8693.9
October 7605.7 8329.6 4601.0 4590.7
November 2794.9 2835.8 1366.0 1817.8
December 826.9 827.4 708.0 727.5
Standard
Deviation




January 663.9 639.9 1.368 0.433
February t132.7 849.4 3.500 2.388
March 295.3 299.2 0.205 0.222
April 2595.2 7459.7 5.473 3.463
May 5464.3 6331.5 2.968 3.952
June t2979.2 L7t69.2 2.557 3.951
July 14638.7 16917.9 1.652 2.5r2
August 14387.5 16705.1 1.148 2.020
September L0252.7 13011.8 1.066 2.663
October 7979.4 11908.9 7.524 3.661
November 3020.9 3332.7 1.850 2.910
December 704.9 691.9 1.019 0.904
Table 4.15: Onkaparinga Inlìow Historical and Generated Statistics
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4.4.2.2 Northern System Gauging Stations
Inflow data has been generated at three inflow gauging stations and one rainfall
gauging station for the northern system. These stations are South Para, Gorge
Weir, Gumeracha Weir and Millbrook Reservoir rainfall station and are located
as shown on Figure 4.18.
South Para Gauging Station The historical and generated inflow statis-
tics for the South Para gauging station are shown in Table 4.16.
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Month
Mean
Historical I Generated(ML) I trrl
Median
Historical I Generated(ML) I trrl
January 67.7 69.1 2.5 24.2
February 118.6 L20.4 10.5 51.1
March 40.8 43.0 23.5 42.8
April 216.8 220.L 159.5 158.1
May 1110.4 1220.2 365.5 4r7.0
June 3548.7 4380.9 678.0 955.8
July 6024.0 6589.1 4096.5 3406.8
August 7937.6 8837.6 4987.5 4(5(.(
September 5633.9 6268.2 3476.5 3359.8
October 2912.2 3556.9 162t.5 1292.0
November 716.2 717.3 258.0 362.9








January 239.4 220.5 1.946 r.246
February 288.6 284.2 1.538 1.693
March 158.3 158.3 0.014 -0.015
April 277.3 270.3 1.563 7.622
M.y 2072.6 2672.I 3.307 4.331
June 584r.4 11814.0 r.745 4.82r
July 7130.0 10219.5 1.893 3.47r
August 8233.8 r296t.2 t.t37 3.382
September 5876.8 924t.6 1.386 3.363
October 3905.0 7707.5 2.086 4.758
November 1136.6 1104.4 2.761 2.847
December 238.9 238.0 1.339 1.386
Table 4.16: South Para Inflow Historicai and Generated Statistics
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Gorge 'Weir Gauging Station The historical and generated inflow statis-
tics for the Gorge Weir gauging station are shown in Table 4.17.
Month
Mean
Historjcal I Generated(ML) I (ML)
Median
Historical I Generated(Mr) I (Mr)
January 314.5 319.7 258.0 248.4
February 255.7 256.t 166.0 t20.0
March 75.6 675.2 111.0 87.3
April 496.4 507.0 345.5 361.4
May t864.4 1910.8 986.0 1106.3
June 5150.9 6352.9 t542.5 1827.8
July 9643.6 10161.8 5237.5 6000.2
August 11716.9 L2465.7 8332.5 7976.7
September 8290.7 8820.3 4752.5 5620.4
October 4933.3 5298.0 3095.0 295r.7
November 1782.2 1813.0 1068.0 1272.1
December 689.0 694.2 5t2.0 559.6
Standard
Deviation




January 471,.4 46r.3 1.188 0.970
February 720.0 642.r 2.869 1.391
March 358.3 3269.8 -0.226 6.392
Aprìl 727.0 628.2 3.208 7.4tt
May 2577.6 2588.9 2.656 3.200
June 7726.r 16031.2 2.107 4.672
July 10541.5 13503.6 1.668 3.096
August 10664.8 14564.2 0.827 2.703
September 7672.6 10542.3 0.866 2.819
October 5822.7 7393.7 1.991 3.386
November 1833.0 1919.6 1.898 2.425
December 708.5 670.2 2.047 7.239
Table 4.17: Gorge Weir Inflow I{istorical and Generated Statistics
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Gumeracha Weir Gauging Station The historical and generated inflow
statistics for the Gumeracha Weir gauging station are shown in Table 4.18.
Month
Mean
Historical I Generated(ML) I tMLl
Median
Historical I Generated(ML) I i*rl
January 727.r 120.9 64.5 95.4
February I48.2 I37.7 46.0 69.8
March 96.4 96.0 53.0 81.7
April 142.9 I43.7 68.5 78.7
May 652.3 842.0 207.0 228.5
June 2390.1 3241.3 571.0 732.5
July 4460.5 4963.7 1769.0 2494.3
August 6086.7 6599.3 4680.5 3915.4
September 4000.7 4417.2 2259.0 2441.1
October 2220.9 2510.2 1139.5 1141.9
November 624.7 639.0 345.0 403.4
December 224.5 222.9 143.5 136.4
Standard
Deviation




January r79.5 150.3 2.95r 1.094
February 345.2 241.1 3.762 2.202
March 115.6 111.5 L.224 0.750
April 203.7 207.7 2.505 3.299
May 1168.7 2479.5 3.552 5.024
June 3832.8 9745.6 7.922 5.090
July 4787.9 7882.0 1.118 3.677
August 5964.4 8502.7 t.r77 3.036
September 3914.6 6282.4 0.900 3.352
October 2769.r 4300.8 1.987 3.956
November 713.0 773.2 2.I43 2.849
December 356.8 287.t 3.824 2.45r
Table 4.18: Gumeracha Weir Inflow Historical and Generated Statistics
238
Millbrook Reservoir Rainfall Gauging Station The historical and gen-
erated rainfall statistics for the Millbrook Reservoir rainfall gauging station
are shown in Table 4-19.
Month
Mean
Historical I Generated(rn-) I (--)
Median
Historical I Generated(--) I (-*)
January 28.19 29.46 16.35 19.06
February 33.49 35.31 20.95 r9.7t
March 26.69 29.33 13.05 15.01
April 70.22 7r.45 68.05 59.2r
May 109.86 111.82 93.40 95.79
June 97.43 97.44 93.85 85.02
July r27.08 128.19 r28.70 r23.2r
August 111.15 rt2.64 102.70 106.07
September 94.07 95.36 79.90 83.99
October 81.86 82.45 71.80 71.25
November 5r.72 5t.41 45.50 46.52








January 26.75 35.07 1.256 2.885
February 36.94 48.63 1.710 3.028
March 29.05 45.72 1.553 3.435
April 51.73 55.50 0.886 1.435
M.y 66.96 73.53 0.604 1.511
June 59.11 62.81 0.775 r.274
July 5r.92 53.82 0.L23 0.534
August 49.90 5t.32 0.504 0.708
September 52.65 56.13 0.653 1.323
October 52.3r 55.30 0.764 1.360
November 29.99 30.29 0.778 1.001
December 23.17 23.69 0.678 1.076
Table 4.19: Millbrook Reservoir Rainfall Historical and Generated Statistics
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Over the last 20 years, the metropolitan Adelaide water supply system has
changed to accommodate the changing demands fol water supply. These
changes have included both temporal and quantitative changes. The purpose
of the work presented in this thesis is to examine the current reliability of the
system rather than the historical reliability or future reliability of the system.
The tools developed however, will be useful in examining the future reliability
of the system, given certain assumptions concerning future trends in system
demands or even changes to the reservoir inflows due to say climatic changes.
4.4.3 Flow Frequency Analysis of Generated and His-
torical Inflow Data
It is important that the data generated using the synthetic inflow generation
model reflects the same statistical properties as the historical data set on which
it is based. It must be noted that the generated data attempts to match the
historicai data on a monthly basis. Of importance to the reliability assessment
of the Adelaide water supply headworks system is not only the accuracy of
monthly inflow volumes, but also the low flow events having dulations of six
months, one, two, five and ten yeals, with the critical periods being of two,
five and ten years duration.
A range of methods have been proposed by McMahon and Mein [203] for
the determination of flow duration curves from a streamflow record. In this
subsection, one method suggested by McMahon and Mein [203] to determine
the flow duration curves for both the generated and historical data sets will be
described. For durations greater than or equai to one year, a different method
has been used than for durations less than one year.
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4.4.3.L Analysis for Flow Durations less than one year
For low flow events of duration less than one year, the following method has
been used to determine the low flow frequency curves for both the historical
data and the synthetically generated data.
For each of the n month periods under consideration, the minimum consecutive
n month flow for each water year in the record is determined. The water year
commences at the beginning of July and ends at the end of June in the following
year. These are ranked with the lowest flow being ranked 1. Plotting positions










Sampie Plobability in any year of an
n-month flow being equal to or less
than the recorded value
Rank of the recorded n-consecutive
monthly sequence
Distribution type constant
Number of years in the record
The constant c varies according to the theoreticai distribution type assumed.
For the normal distribution c : $. ft tn" applicable distribution is unknown
then Cunnane [55] proposed the best value to use is 0.4.
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(4.r2)
(4.11)
4.4.3.2 Analysis for Flow Durations greater than or equal to one
year
For low flow events approaching, or in excess of 12 months duration, the follow-
ing method proposed by Hudson and Roberts [151] has been used. Streamflows
of n consecutive months are selected such that overlap does not occur. This
is achieved by searching the record for the lowest n-month sequence; this is
given rank 1. The remaining portions of the record are searched for the next
Iowest sequence of n-consecutive months; this is given rank 2. And so on until
there is no longer an unbroken n-sequence left. The series formed is termed
the non-overlapping or independent series.
Once the flows have been ranked, sample recurrence intervals are attached to
each flow value using Equation 4.11.
T- N -2c-tIM-c
With respect to the duration of the event under consideration (n months in
duration), the average recurrence interval of an n-month event ("") of rank M




!2! : The maximum number of independent
events in the sequence.
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The recurrence interval 4 has units of n months and is converted to years
using Equation 4.13
(4.13)
4.4.3.3 Comparison of Historical and Generated Cumulative Flow
Frequency Curves
The methodology described in the previous sections has been applied to the
synthetically generated and historicai data sets for the following streamflow
sites : Myponga, Onkaparinga, South Para, and Gorge Weir. Using the histor-
ical record set together with the synthetically generated inflow record of 1000
years in length, cumulative flow frequency curves for periods ranging from 2
months to 10 years have been determined. The results from this analysis are
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The following observations can be drawn from the comparisons shown in these
figures :
o The historical data produces flve and ten year flow duration frequency
curves consistently above those produced using the generated data.
¡ The six month, annual and two year flow duration frequency curves are
fairiy consistent for the historical and generated data with the notable
exceptions of the South Para two year curves and the Onkaparinga annual
and six month curves.
The first observation is caused because of the relatively short data sets in
comparison to the flow duration event being calculated. Consider the South
Para data set length of 42 years. Using the methodology described, we can
obtain at best, four events to plot for the ten year flow dulation curves.
As already noted, the South Para historical data set is probably the least
reliabie of the five records. The Onkaparinga annual and six month curves may
be explained in terms of above average number of drought events occurring
within the historical data.
The nature of the Adelaide system is such that because of the capacity of
pumping available from the River Murray, failures are typically limited to
drought events whose durations are in excess of two years. The record of
synthetically generated data is observed to contain a greater proportion of
drought events having periods in excess of two years than the historical data
record. It is therefore likely that reliability estimates obtained for the operation
of the metropolitan Adelaide system using the synthetic data record will be less
than the 'true' reliability estimates. The selection of an appropriate operating
rule set based on the results obtained using this data record is therefore likely
to be slightly conservative.
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In conclusion, the synthetic data generated for use in this study are considered
suitable to examine the reliability-cost tradeoffs for the metropolitan Adelaide
water supply system. It is, however, considered appropriate to examine the
parameter uncertainty associated with the generation of this synthetic data.
4.4.4 Required Manipulation of the Generated Inflow
Data for input to HOMA
Synthetic streamflow data and rainfall data has been generated using the model
for the Adelaide catchments described in this section. This data has been gen-
erated at the five stre¿mflow and one rainfall gauging stations. The operational
simulation/optimisation model fol the Adelaide headworks system (HOMA)
outlined in Section 4.3 requires as input, reservoir inflows at eight locations. In
order to utilise the synthetically generated streamflow data, correlation equa-
tions have been developed within this thesis to relate data at the generated
sites to the required reservoir inflow sites. This work was necessary since direct
reservoir inflow gauging data is not available.
4.4.4.7 South Para Subsystem
The South Para subsystem supplies the northern areas of metropolitan Ade-
laide together with some of the lower northeln regions of the state. Details of
this subsystem have been described in Section 4.2.2. A layout of the system is
shown in Figure 4.5.
The synthetic data generation model has been used to generate streamflow
data at the Barossa Diversion Weir. The inflow at the Barossa Diversion
Weir comprises, (1) the Warren Reservoir local catchment (Il9 krn2), and
(2) the South Para catchment downstream of Warren Reselvoir (116 km2)
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as shown in Figure 4.18. It has been assumed that the areal distribution of
rainfall and runoff is uniform over the whole catchment and the respective
individual reservoir inflows can be assumed to be the areal proportion of the
total streamflow measured at the Barossa Diversion Weir.
The respective inflow components are given by Equations 4.14 and 4.15
I-, 0.5205 + Ibo, (4.r+)
Isp:0.4795 * Ibo, (4.15)
where,
I-, : Warren Reservoir monthly inflow
Ibo, : Barossa Diversion Weir monthiy flow
Isp : South Para Reservoir monthly inflow
Work undertaken by Tomlinson [294] examining the streamflow data for Barossa
Diversion Weir and backfigured intake data for Warren Reservoir indicates that
a more accurate determination of the Warren and South Para Reservoir inflows
from the Barossa Diversion Weir intake data is not possible.
In the absence of a more accurate method, Equations 4.14 atd 4.15 have been
used to produce the synthetic inflows for Warren and South Para Reselvoirs.
It is noted bhat Warren Reservoir has a much smaller capacity than South
Para Reservoft (4.77 GL compared with 44.8 GL). In the monthly operation
of Warren Reservoir, it is common for the reservoir to flll and spill during the
Iate winter months of most years. In contrast, South Para Reservoir has an
average recurrence interval of spill of approximately 7 years under the current
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operating rules. During periods when Warren Reservoir is full and spilling,
the distribution of inflows between the two reservoirs has no impact on the
operation of the system as all inflows are taken into South Para Reservoir.
The monthiy historical record does not contain a situation when South Para
Reservoir has been spilling while Warren Reservoir is below capacity.
4.4.4.2 Little Para Reservoir
To determine the inflows at Little Para Reservoir a coefficient developed by
Tomlinson [29a] has been used. Tomlinson determined a correlation coefficient




Ib : Little Para Reservoir monthly inflorv
In the absence of a more accurate method, Equation 4.16 has been used to
produce the synthetic inflows for Little Para Reservoir.
4.4.4.3 TorrensSubsystem
There are two gauging stations that have been used on the Torrens River,
Gumeracha Weir and Gorge Weir as shown in Figure 4.18. These two gauging
stations do not directly measure inflow volumes into the thlee reservoirs in
the Torrens subsystem, but must be manipulated to determine these required
inflows.
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If the Gumeracha Weir inflow is assumed to be taken into Millbrook Reservoir
and the difference between the Gumeracha Weir inflow and the reconstructed
Gorge Weir inflow is distributed on an areal basis between the three reservoiLs,
individual reservoir inflow estimates can be determined. Results from the
application of this approach contained a considerable number of negative flow
values for the areas downstream of Gumeracha Weir. After consideration of
alternative adjustment methods it was decided to divide the reconstlucted
Gorge Weir inflow record between the three Torrens catchments based on their
areal distribution.



















I*rb : Millbrook Reservoir monthly inflow
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Is- : Gorge Weir monthly flow
It 
" 
: Kangaroo Creek Reservoir monthly inflow
Iho, : Hope Valley Reservoir monthly inflow
The manner in which the Torrens system is operated in practice will have a mit-
igating effect on possible distribution errors for the lespective reservoir inflow
data sets. Transfers between reservoirs are undertaken on a daily basis, manip-
ulating the three storages as water is supplied through Hope Valley Reservoir
to demand, and as natural intakes f¡om catchment runoff and pumped intakes
from the Mannum-Adelaide pipeline are taken into the three reservoirs in the
system. Potential flexibilities with the Torrens subsystem are highiighted in
Figure 4.24. These daily adjustments are used to meet the monthly reservoir
targets for the system. Given that the overall Torrens subsystem natural inflow
measurements are of the highest achievable accuracy) errors in the distribution
between catchments within the subsystem will not have a significant impact
on the long-term operation of the headworks system.
4.4.5 Application of Generated Inflow Data
Using Equations 4.I4.,4.15, 4.16,, 4.17 ,4.18 and 4.19, monthly synthetic stream-
flow data generated from the three of the five streamflow gauging sites have
been translated into monthly inflows for six of the ten metropolitan Adelaide
reservoirs and the remaining two inflow sites are applied directly.
It has been noted that both the historical and synthetically generated stream-
flow data sets contain negative streamflow values.
These negative values result from the process of reconstructing the natural
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mated flows small. The generated synthetic streamflow data sets have therefore
been adjusted to remove these negative values in the following manner.
For each generated streamflow site, the sum of inflows for a water year is cal-
culated together with the sum of the negative inflow values for the year. The
monthly inflow values are then adjusted by setting the negative values to zero
and multiplying the positive values by the ratio of the sum of the absolute
monthly inflows (including negative inflows) to the annual inflow (excluding
negative inflows). In this way the annual generated inflow volumes are pre-
served and the negative inflows distributed throughout the year in proportion
to the monthly inflow values.
4.4.6 Summary
In this section a first order multisite multiperiod autoregressive generation
model has been described that has been used to generate synthetic streamflow
data for five streamflow and one rainfall gauging sites in the Adelaide hills.
Adjustments to the data generated by this model have been made to enable
this data to be used as input to the HOMA model previously described. Details
of these adjustments have been presented.
4.5 Synthetic Dernand Data Generation
As described in Section 4.4, the synthetic inflow data generation model de-
veloped by Dandy and Baker [64] produces as part of its output, a synthetic
rainfall data set at the Millbrook Reservoir rainfall gauging station. Given
the availability of this data and the known correlation between rainfall and
demand, a simple demand model has been developed to enable synthetic de-
mand data to be generated for each of the demand zones in the metropolitan
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Adelaide system. This section describes this demand data generation model
4.5.L Background to the Synthetic Demand Data Gen-
eration Model
Factors that influence urban water demand have been described in Section 3.4
and include climatic and socioeconomic parameters. When assessing the reli-
ability of a water supply system we are generally interested in (1) the current
level of reliability of the system and (2) the time until the system reliability
wiil fall below some acceptable level requiring augmentation or modification
of the system.
Within this work, the current level of reliability of the metropolitan Adelaide
water supply headworks system is the primary consideration. Future trends in
demands for the system have not been considered. The system demand data
that is required within this research is that which best represents the statistical
properties of the current demands rather than any historical or future demand
patterns.
With this in mind, a number of alternative methods have been considered for
the generation of synthetic demand data.
o Method 1
The simplest method is to simply take the average demand data for say




D : Demand (GL)
M : Average demand over the last five years (GL)
o Method 2
A slightly more complicated method, based upon method 1 is to take
the average demand data for say the last 5 years and then apply a ran-
dom error term to this demand that is a function of the average monthly




Mt : Average demand during month (¿) (GL)
E0 : Random error function (GL)
Rt : Average monthly rainfall during month (f) (-*)
o Method 3
The most elaborate method is to take the monthly rainfall and develop
correiation equations with the system demands. The monthly rainfall
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generated with the synthetic inflow can then be applied to these corre-
lation equations to determine appropriate demand values.
Dt:míRt)*Ct (4.22)
where,
Dt : Demand during month (¿) (GL)
^r0 : Monthly demand function for month (¿) (GL)
Rt : Average monthly rainfall during month (t) (mm)
Ct : Rainfall correlation constant during month (ú) (GL)
4.5.L.L Adopted Synthetic Demand Data Generation Method
The adopted demand data generation technique is to consider the historical de-
mands and develop colrelation equations between these demands and monthly
rainfalls at a representative rainfall station for each of the demand locations
considered.
For each of the demand zones considered, a correlation equation for each month
is developed. These equations take the following form :
Djr:m¡t&tlC¡t (4.23)
where,
D j, : Demand for demand zone (j) during month (¿) (GL)
rn ¡t : Rainfall correlation coefficient for demand zone (j)
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during month (¿) (GL)
Rt : Rainfall at Millbrook Reservoir during month (t) (mm)
C¡, : Rainfall correiation constant for demand zone (j)
during month (t) (GL)
4.5.2 The Synthetic Demand Data Generation Model
The synthetic demand data generated for the metropolitan Adelaide water
supply system in this research work is to be used to test the performance of
the'system under the current demand conditions. Future trends in demand
due to changes in population or water use patterns have not been considered.
The demand data generation technique that has been used to generate syn-
thetic demand data for the metropolitan Adelaide water supply system has
been'described in Section 3.4.
Demands for the water years 1984185 to 1990/91 have been used to develop
correlation equations between demands and the monthly rainfalls at Millbrook
reservorr.
The following sets of demand figures have been considered :
o Demand from Lower North Demand Zone (NDWR)
o Cumulated Demand from Barossa, Little Para, Anstey Hill and Hope
Valley Demand Zones (NDBR+NDLP+NDAH+NDHV)
o Mannum-Adelaide Pumping System On-line Demand (PMAO)
o Demand from Happy Valley Demand Zone (SDHV)
o Demand from Encounter Bay Demand Zone (SDEB)
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o Demand from Myponga Demand Zone (SDMY)
o Murray Bridge-Onkaparinga Pumping System On-line Demand (PM-
Boo)
as shown in the system schematics in Figures 4.2 and 4-4
For each of these sets of demand figures a correlation equation has been devel-
oped for each month taking the following form :






Demand for demand zone U) during month (ú) (GL)
Rainfall correlation coefficient for demand zone (j)
during month (ú) (GL)
Rainfall at Millbrook Reservoir during month (t) (mm)
Rainfall correlation constant for demand zone (j)
during month (r) (GL)
The derived demand data correlation coefficients for each of the demand sites
in the northern and southern subsystems of the Adelaide headworks system are
presented in Tables 4.20, 4.2I, 4.22, 4.24, 4.25, 4.26 and 4.27. These coefficients
have been derived in order to generate synthetic demand data consistent with
the synthetic inflow data generated.
The coefficients have been derived from seven years of historicai monthly de-
mand data correlated against monthly rainfall at the Milibrook rainfall station.
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4.5.2.I Northern System
Tables 4.20, 4.21 and 4.22 contain the coeflìcients fbr the Warren demands, the
overall northern system demands and the Mannum-Adelaide online demands
respectively. Correlation coefficients were derived for the individual demand
centres in the northern system however it was found that the 'r2' terms for these
coefficients were poor. Correlations coefficients were therefore determined fol
the overall northern system demands and the generated demands apportioned
to the demand zones according to the average proportions for the seven year
period (1984-1991) as given in Table 4.23. Because there is some flexibility
downitream of the water filtration plants with potential to transfer between














October -0.00260 0.777 0.00210 0.t44 0.234
November -0.00665 1.164 0.00253 0.130 0.579
December -0.00287 1.380 0.00177 0.117 0.344
January -0.00565 1.616 0.00r 77 0.069 0.670
February -0.01388 1.507 0.00534 0.r29 0.574




Table 4.20: Warren System Demand (NDWR) Rainfall Correlation Coefficients
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August 0.00000 5.600 0.01074 0.552 0.397
September -0.02t12 7.769 0.01415 0.928 0.308
October -0.02826 9.530 0.02115 t.447 0.263
November -0.02083 10.748 0.02+t3 L.240 0.r29
December -0.02765 t2.827 0.01708 L.I29 0.344
January -0.03361 L4.r72 0.01291 0.563 0.575
February -0.08368 12.714 0.03189 0.767 0.579
March -0.04115 12.534 0.01397 0.850 0.634
April -0.0L742 8.743 0.01074 0.552 0.397
Muy -0.01468 8.516 0.00901 7.264 0.347
June 0.00000 5.600
















November -0.00177 0.289 0.00153 0.078 0.2r2
December 0.00000 0.286
January 0.00000 0.390
February -0.00597 0.400 0.00312 0.075 0.422









NDBR NI]LP NDAH NDHV
July 0.218 0.025 0.403 0.354
August 0.204 0.010 0.472 0.314
September 0. i83 0.022 0.47t 0.324
October 0.160 0.113 0.383 0.344
November 0.141 0.134 0.373 0.352
December 0.14t 0.144 0.372 0.343
Janua,ry 0.139 0.166 0.373 0.322
February 0.143 0.148 0.380 0.329
March 0.139 0.r44 0.385 0.332
April 0.139 0.r22 0.402 0.337
M.y 0.181 0.062 0.476 0.281
June 0.197 0.010 0.475 0.318
Table 4.23: Northern System Monthly Demand Proportions
4.5.2.2 Southern System
Tables 4.24, 4.25, 4.26 and 4.27 contain the coefficients for the H.ppy Valley
demands, the Myponga demands, the Encounter Bay demands and the Murray
Bridge-Onkaparinga online demands respectively. The coefficients have been
derived based on the current operating procedures in which filtered water is
supplied from Happy Valley to as large a proportion of the southern districts
as possible.
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October -0.02263 7.230 0.00838 0.468 0.646
November -0.03026 8.564 0.02200 L.I32 0.274
December -0.0L474 8.838 0.01397 0.923 0.182
January -0.05354 10.483 0.00210 0.918 0.564
February -0.08812 9.348 0.00345 0.831 0.565
March -0.04543 9.240 0.00i47 0.896 0.656
April 0.00000 5.581
M.y -0.01079 5.270 0.00239 0.336 0.803
June 0.00000 3.632
Table 4.24: Happy Valley Demand (SDHV) Rainfall Correlation Coefficients



















April -0.01466 1.700 0.01105 0.777 0.260
M.y 0.00000 0.619
June 0.00000 0.199





































August -0.00092 0.549 0.00041 0.054 0.505
September -0.00230 0.638 0.00177 0.116 0.252
October -0.00282 0.776 0.00185 0.126 0.319
l\T^--^_L ^_I\ L' V UIIIUUI ^ ^^.to 
,t
-U.UU¿J1t n orñu.o(,v ^ ^^^î It, . trt., (, (r+ fì nÐoU.Uùt) V.ILJ
December -0.00274 1.039 0.00080 0.053 0.704
January -0.00472 1.712 0.00140 0.061 0.694
February -0.00824 i.038 0.00454 0.109 0.397




Table 4.27: Mwray Bridge Onhaparinga Onlinc Dcmand (PMBOO) Rainfall
Correlation Coefficients
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It is acknowledged that the synthetic demand data generation model adopted
within this research work is a simple one. Additional complexity has not been
included within this model because the nature of the Adelaide system is such
that the impact of demand variations is small compared with the impact of
inflow variations and the reliability of the pumping system from the River
Murray.
4.5.3 Summary
In this section a simple demand data generation model has been presented
that utilises synthetic rainfall data generated as part of the synthetic inflow
data generation model. Correlation equations have been developed relating
zonal demands with rainfall. This demand data generation model allows the
inclusion of demand variation in the assessment of reliability-cost tradeoffs for
the metropolitan Adelaide water supply headworks system.
4.6 Component Reliability Assessment
In Section 3.5.1.3 of Chapter 3, a methodology has been presented for the iden-
tifi.cation of critical components of a bulk water transfer system and the esti-
mation of the reiiability parameters associated with these components. Using
the technique of frequency-duration analysis, this set of component reliability
information can be combined.
In this section, results from the application of this methodology to the metropoli-
tan Adelaide headworks system are presented. Using frequency-duration anal-
ysis, these results have been combined and used as input to a Monte Carlo
failure generation modei to generate synthetic failure data for the metropoli-
tan Adelaide buik water transfer system.
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4.6.L Application of the 'Walking Party' Approach to
the Metropolitan Adelaide Bulk Water TYansfer
System
As described in Section 3.5.1.3, there are five distinct phases involved in the
application of the'walking party' approach. These are :
1. Establishment of an assessment framework
2. Individual interviews of experts
3. Review of the individual interview outcomes
The'walking party' process.
Preparation and review of the final report
The application of each of these phases to the metropolitan Adelaide bulk
water transfel system is described in this section.
4.6.t.L Establishment of an Assessment Framework
In preparation for a realistic assessment of critical components of the Adelaide
bulk water transfer system, a number of key questions must be addressed in
order to establish the framework for the assessment. These questions and the
responses that have been obtained during this research work are presented
below.
o What are the aims and purposes of the study ?
The aim of this study is to identify critical components of the bulk water
transfer system and to estimate mean repair times and failure frequen-
cies for these components. The estimated repair times are to be based
4
5
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on the assumption that the repair wiil be carried out during a 'crisis'
situation. In a 'crisis' situation, whatever resources are required will be
made available to facilitate the recommencement of the operation of the
system in as short a time as possible. In practical terms, it was suggested
that participants consider the failure to have occurred in the middie of
summer, when demands on the system were high and reservoil storage
levels low.
The purpose of this study is to provide appropriate reliability informa-
tion for the metropolitan Adelaide bulk water transfer system that can
be used in the examination of reliability-cost tradeoffs for the overall
metropolitan Adelaide water supply system.
o What is the extent of the studY ?
The study is limited to the three major mettopolitan Adelaide bulk wa-
ter transfer pumping systems (Murray Bridge-onkaparinga, Mannum-
Adelaide and swan Reach-stockwell) and includes the Millbrook pump
station. Longitudinal schematics for these three pumping systems have
previously been pr-esented within section 4.2 in Figures 4.3, 4.7 , atd 4.12.
The Morgan-Whyalla pumping system, which supplies townships in the
northern Spencer Gulf region has not been considered. The study con-
siders only components in these bulk water transfer systems and does
not include failures of other components of system, such as rese'-voirs
or water filtration plants. Low probability extleme events causing more
widespread disruption to the overall water supply system, such as earth-
quakes, have also not been considered.
o What are the assumptions adopted in the study ?
In order to estimate the mean repair time of critical components in the
bulk water transfer system, a number of important assumptions have
been adopted. Firstly, it has been assumed that repairs of these critical
components would be undertaken in a 'crisis' situation. Under these
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conditions, those involved with the repair of the components would have
access to whatever available resources were required to ensure the repair
process was completed in the minimum time possible. Cost was not to be
considered as a limiting constraint in the proposed repair process required
to make the system operational. Secondly, it has been assumed that
short-term 'quick fix' techniques could be adopted, where necessary, to
make the system operational as quickly as possible, even if this approach
may not have been used in a scheduled repair of the same component.
For example, ternporary cabling of the power supply to pumps in a pump
station (with appropriate protection systems) would be installed in the
event of a major switchboard failure, until a new switchboard could be
manufactured. Thirdly, it has been assumed that the current level of
maintenance carried out on the components of the bulk water transfer
system will be sustained. Reduction in the current level of maintenance
is expected to increase the flequency of failure of components of the
system estimated during this study.
o To what level of consequence are failure impacts to be considered ?
The metropolitan Adelaide bulk water transfer system is used to sup-
plement the metropolitan reservoir storages with water from the River
Murray and to directly meet supply through the Anstey Hill water filtra-
tion plant. This transfer system is scheduled on a monthly basis using
the optimisation model (HOMA) described in Section 4.3. Outages of the
bulk water transfer system for durations of less than a week are unlikely
to directly impact on the supply of water to consumers unless major
changes to the current operating rules for the system were impiemented.
For this reason, the critical components of the bulk water transfer system
considered in this study are those whose unplanned failure would reduce
the capacity of the pumping system for a period of one week or greater.
o Who are the experts that need to be interviewed ?
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The design, construction, operation and maintenance of the metropolitan
Adelaide bulk water transfer system has invoived a large gloup of experts
from a diverse range of fields. As many of these experts as possible, ate to
be interviewed in order to gather the full range of available information.
o Who are the key participants that should form the 'walking party' ?
The key participants to be selected to form the 'walking party' are to
comprise experts from within the EWS department, trTSA and an out-
side contractor. A list of the participants selected to form the 'walking
party, together with their particular area of expertise is presented in
Appêndix C.
o Is there sufficient overlap of knowledge among the key participants ?
Inspection of the details of the participants presented in Appendix c
reveals that in most areas, there is overlap of expertise amongst the
participants. During the 'walking party' process, discussion highlighted
that the overlap of expertise amongst the participants was satisfactory.
4.6.L.2 Individual interviews of experts
All of the experts selected to form the 'walking party' were individually inter-
viewed in addition to a number of other experts who had been involved with
the design, construction, maintenance and operation of the bulk water transfer
system.
These interviews were informal in nature and questions of the following form
were used during these interviews.
o Which components do you consider make the system most vulnerable to
failure ?
o What would happen if one of these components failed ?
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o What spares for these components are available ?
o How would you go about getting the system opera,tional a,s cluickly as
possible ?
o How long would you estimate before the system was operational if one
of these components failed ?
o Have these components failed in the past ? If so, how ?
¡ What effect did the failure of these components have on the performance
of the system ?
r How quickly were these components repaired ?
¡ Who was involved in the repair of these components ?
4.6.1.3 Review of the individual interview outcomes
During the interview process it became clear that specific components were
considered by many of those interviewed to be critical to the operation of
the bulk water transfer system, while other components were considered less
-: 
-,-:11 _ _ ,_ L¡jrF,lIrrrc¿1,1r r,.
The information obtained during these individual interviews can be categorised
into one of two broad groups of components :
o Pump station components
o Pipeline components
Information relating to the reliability of components within these two groups
obtained during the interview process is outlined below.
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Pump Station Components The key areas within each of the pump sta-
tions on the three major pumping systems has been identified as :
1. The power supply
2. The power control systems (switchboards and cabling).
3. The pumps, pump motors and associated valve work.
Each of these areas was considered and a summary of the relevant information
obtained from the appropriate experts having knowledge of components in
these areas is presented below.
o The power supply.
As a result of the interview with Jim Stott and Neil Riddings (ETSA)
the following information has been obtained concerning the reliability of
po',¡/er supplied by ETSA to the pump stations.
1. All pump stations in the metropolitan Adelaide bulk water transfer
system have dual transformers. If one of these two transformers
fails it is possible for the pump station to remain operational at a
reduced load. The repair time for a transformer of the size used at
these pump stations could be in excess of a week.
2. The power supply to the Murray Bridge-Onkaparinga and Swan
Reach-Stockwell pumping systems is fully separable. This means
that the power supply to each pump station can be provided through
two separate paths in the electricity transmission system. In the
event of an ETSA transmission cable failure occurring between two
pump stations, this failure can be remotely located and isolated by
trTSA. Under these circumstances the power supply to the pump
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station would be inter-r'upted for a total maxirnum time of one to two
hours. On the Mannum-Adelaide pumping system a transmission
cable failure would need to be physically located and repaired by
ETSA. Under these circumstances the power supply to the pump
station would be interrupted for a total maximum time of eight
hours.
3. The electricity tariff structure for the major pumping systems have
been negotiated as 'interruptible supplies'. During periods when
power demand exceeds ETSA's generation capacity, load shedding
is implemented by ETSA. Under these conditions, power to the
pumping stations may be interrupted for periods up to two hours.
On the basis of this information, the transformers were identified as
important for further consideration in the component reliability exami-
nation of the bulk water transfer system.
As an outcome of the interviews with Lionel Rodrigues and Hanley Puller
(Murray Bridge, EWS) the following information has been obtained con-
cerning external pump station power supply cables. This information was
also conflrmed in interviews with John Minney, Paul Delaverdie and Jim
Brendler (Headworks and Treatment Group, EWS).
High voltage cables are used to connect the EWS main circuit breaker
to the pump station srvitchboard. At most pump stations in the system,
this distance is short and replacement cables would be readily available
and could be quickly installed. At the Murray Bridge no. 1 pump station,
the cable connecting the EWS main circuit breaker to the pump station
switchboard is approximately five hundred metres in length as shown
schematically in Figure 4.25. Replacement cable of this iength would
not normally be held in stock and it is estimated that it could take up to
two weeks to manufacture and install new cabies in the event of complete
failure.
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Figure 4.25: Murray Bridge-Onkaparinga No. 1 Pump Station Power Supply
Schematic
On the basis of this information, further investigation of the external high
voltage cables at the Murray Bridge-Onkaparinga no. 1 pump station
was required in the component reliability examination of the bulk water
transfer system.
o The power control systems
Following the interview with Tony Soar (Engineering Services Branch,
EWS) and Bill Hagger (ETSA) , the following information has been
obtained concerning pump station internal power control systems.
1. In 1991 a failure occurred in the Millbrook pump station high volt-
age switchboard. The nature of the failure was such that it was pos-
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sible to bypass the switchboard and allow full operation of the pump
station. A new switchboard was manufactured to replace the failed
switchboard. The failed switchboard in the Millbrook pump station
was of the same type as those manufactured for the three Mannum-
Adelaide pump stations. Those components of the failed switch-
board which were undamaged are now available as spares for the
three Mannum-Adelaide pump station switchboards. It is planned
to replace these three pump station switchboards in the near future.
2. No specific spares are currently held in store for the Murray Bridge-
Onkaparinga and Swan Reach-Stockwell pumping system switch-
boards.
3. A major switchboard failure in any of the pump stations would have
serious implications on the bulk water transfer system. The length
of time that the pump station would be 'out of action' following
such an event would vary according to the nature and severity of
the failure. If such an event were to occur, the required repair work
would be given a high priority. Although the manufacture of a new
switchboard could take up to six months, it was estimated that
a temporary solution to restore operation to the pumping system
could be a,chieved in a maximum time of two weeks-
On the basis of this information, further investigation of the pump station
switchboards was considered appropriate in the component reliability
examination of the bulk water transfer system.
o The pumps, pump motors and associated valve work.
During interviews with Bob Jordan (F.R. Mayfield Pty. Ltd.), John
Minney, Paul Delaverdie, Jim Brendler, Lionel Rodrigues, and Hanley
Puller, the following key points were noted.
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1. For all pumps and pump motors in each of the pumping systems
a maximum repair time was estimated of between six and eight
weeks. In a'crisis' situation these repair times could be reduced to
an estimated maximum of two weeks for most of these components.
Pumps and pump motor reliabilities were considered critical to the
operation of the bulk water transfer system and need to be examined
in greater detaii.
2. The majority of the pumps and pump motors used in the Mannum-
Adelaide pumping system are of the same type and size and are fully
interchangeable between each of the pump stations. In the event of
two pumps failing at a single pump station, an operational pump
from one of the other pump stations could be relocated to replace
one of the failed pumps. It is estimated that the relocation and
installation of one of these pumps could be achieved in a few days.
As there are three pumps at each of the three pump stations in this
pumping system, failure of one pump would reduce the pumping
capacity by approximately one third. An additional three pumps
would then need to fail for the pumping capacity to be furthel
reduced.
3. Pump stations 2 and 3 in the Swan Reach-Stockwell pumping sys-
tem also have pumps and pump motors of the same type and size
that are fully interchangeable.
On the basis of this information, further investigation of the pumps and pump
motors was considered important in the component reliability examination of
the bulk water transfer system.
Pipeline Components The key components of the pipeline systems are :
1. The pipes.
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2. The pipeline surge protection.
3. The pipeline valves and on-line storage tanks.
4. The pipeline energy dissipator valves.
Each of these components has been considered and relevant information sought
from the respective experts in these areas.
o The pipes
During interviews with Lionel Rodrigues and Hanley Puller, it was esti-
mated that in the event of a major rupture in a section of pipeline, the
pumping system could be out of service for at most one week. If repair
was undertaken assuming a 'crisis' situation, it was estimated that these
repair times could be reduced to one to two days.
on the basis of this information, further investigation of the pipe failures
was not considered necessary in the component reliability examination
of the bulk water transfer system.
¡ The pipeline surge protection
During the interview with Brian Smith (Engineering Services Branch,
EwS) the following information has been obtained concerning the pipeline
surge protection systems.
Pipeline surge protection is provided to prevent damage to the pipeline
components by water hammer in the event of an unscheduled shutdown
of pumping in the pumping system. If a component of the surge protec-
tion system for the pipeline is taken out of service, the pumping system
would be operational at a reduced capacity. It is estimated that the
Ch. 4 Applicati,on to tlze Adelaide Headworks System 279
'worst case' scenario involving pipeline surge protection component fail-
ure would result in the pumping system being at reduced capacity for
at most a week. Under 'crisis' conditions these components could be
repaired in one to two days.
On the basis of this information, further investigation of the pipeline
surge protection system was not considered necessary in the component
reliability examination of the bulk water transfer system.
o The pipeline valves and on-line storage tanks
As a result of the interview with Dave Kerry (Engineering Services
Branch, EWS) the following information has been obtained concerning
the pipeline valves and on-line storage tanks.
It is estimated that the 'worst case' scenario involving pipeline valves
and on-line storage tanks would result in the pumping system being out
of service for at least five days. Under 'crisis' conditions it is estimated
that these components could be repaired in one to two days.
On the basis of this information, further investigation of the pipeline
valves and on-line storage tanks was not considered necessary in the
component reliability examination of the bulk water transfer system.
o The pipeline energy dissipator valves.
During the interview with Brian Smith the following information has
been obtained concerning the pipeline energy dissipator valves.
These valves are used to dissipate hydrauiic energy when water is dis-
charged from the pipelines. The quantity of energy required to be dis-
sipated is a function of the difference in head on the closed sections of
pipeline between the summit storage and the discharge point.
280
The location of the energy dissipators on the Murray Bridge-Onkaparinga
pumping system is shown on the longitudinal pipeline schematic pre-
sented in Figure 4.3. The energy dissipation system for this pipeline is
shown in Figure 4.26 and comprises four valves ; 2 x 600 mm., i x 300
mm. and 1 x 100 mm. operating in parallel. If one of the 600 mm.
valves were to fail, the pumping system could still be operated at fuli
capacity using the remaining three valves. The joint probability of both
600 mm. valves being inoperable is sufficiently small to preclude the need










Figure 4.26: Murray Bridge-Onkaparinga Pumping System Dissipator Valve
Schematic
Arrangements on the Swan Reach-Stockwell pumping system provide
alternate means for discharging water into the South Para system, either
directly into the Warren Reservoir or through scours into South Para
River.
Release from Mannum-Adelaide pipeline into the River Torrens system
can occur at the Mount Pleasant scour, the Angus Creek scour or di-
rectly into Millbrook Reservoir as previously shown in Figure 4.24. The
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130 and 120 MLlday. The maximum daily discharge into the Torrens
system is 200 Ml/day. The joint probability of two scour systems be-
ing inoperable is again sufficiently small to preciude the need for furthel
examination of the energy dissipation system on the Mannum-Adelaide
pumping system.
On the basis of this information, further investigation of the pipeline energy
dissipator valves was not considered necessary in the component reliability
examination of the bulk water transfer system.
In summary, the following components were identified during the interview
process as critical in the operation of the metropolitan Adelaide bulk water
transfer system.
o Pump station high voltage switchboards
o Pumps
o Pump motors
o External high voltage cables at the Murray Bridge-Onkaparinga no. 1
pump station.
o ETSA transformers
Having identifi.ed these components as critical to the operation of the bulk
water transfer system, it was possible to establish the details tÒ be considered
during the 'walking party' process. It is noted that a number of additionai
components were considered critical to the operation of the bulk water transfer
system during the 'walking party' process that were not identified during the
individual interviews.
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4.6.1.4 The 'walking party' process
In October 1993, the 'walking party' process was undertaken to obtain esti-
mates of reliability attributes of the components identified as critical to the
operation of the metropolitan Adelaide bulk water transfer system . A brief
summary of the skills and experience of the personnel involved in this process
is presented in Appendix C.
The 'walking party'process commenced with a presentation of the background,
scope, and objectives of the overall study. During the process the areas to
be considered were the major pumping systems from the River Murray to
metropolitan Adelaide. Early on during the process the ongoing need for
regular maintenance of all system components was highlighted. As the com-
ponents of the bulk water transfer system are aging, maintenance requirements
will tend to increase with time until these components are replaced. Unless
this maintenance is undertaken on an ongoing basis, the current level of relia-
bility can not be maintained and the likelihood of failure of components will
increase. It was assumed during the 'waiking party' process that the current
level of maintenance will at least be retained.
The aim of the 'walking party' process was to estimate mean repair times and
failure frequencies for the components identified as critical for the operation
of the system. In assessing these times it was assumed that the repairs would
be carried out in 'crisis'mode; that is, whatever resources required would be
made available to ensute the system was brought back into operation in as
short a time as possible.
A number of additional components were identified during the 'walking party'
process as critical to the operation of the bulk water transfer system. These
components had not been highlighted during the interview process. The addi-
tional components identified were :
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o The intake valves at Mannum
o The internal high voltage cables at the Mannum-Adelaide pump stations
o The main circuit breakers (E\ /S and trTSA)
o The ETSA grid feed to the Murray Bridge-Onkaparinga no. 1 pump
station
During the 'walking party' process, various sites associated with the Murray
Bridge-Onkaparinga and Mannum-Adelaide pumping systems were visited to-
gether with the Millbrook pump station. During the visits, critical components
were inspected and estimates for the reliability parameters of these components
determined.
In addition to the parameters obtained during the 'walking party' process,
useful discussion occurred particularly with regard to the electrical components
of the system. This discussion highlighted that both physical and personnel
resources could be made available by ETSA, in the event of a major failure
of an electrical component. The provision of these resources would ensure the
required repairs were undertaken in as short a time as possible.
The detailed results obtained from the 'walking party' process are presented
later in this chapter, together with a summary of the reliability results obtained
for the components identified as critical to the operation of the bulk water
transfer system.
4.6.L.5 Preparation and review of the final report
Having completed the 'walking party' process, a draft report was prepared
summarising the results obtained during the process. A copy of the draft
report was sent to each of the participants seeking review and comments on
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the details recorded in the report. A number of useful comments and additional
details were provided during this review process and included within the final
report.
4.6.2 Summary of Reliability Information obtained for
the Metropolitan Adelaide Bulk 'Water TYansfer
System
The three major pumping systems supplying the metropolitan Adelaide wa-
ter.supply system have been described in Section 4.2. Each of these systems
comprises three pump stations in series that progressively lift water from the
River Murray over the Mount Lofty Ranges and into reservoirs in the head-
works system or directly to a water filtration plant.
A summary of the reliability information for each of these pumping systems
is presented below. A more detaiied description of the information obtained
during the 'walking party'process is presented in Appendix D.
4.6.2.i lvlurray Bridge-Onkaparinga Purnping System
The Murray Bridge-Onkaparinga pumping system has been described in Sec-
tion 4.2.L and a longitudinal schematic section of the pipeline presented in
Figure 4.3.
A schematic detailing the components identified as critical to the operation of
the pipeline at the Murray Bridge-Onkaparinga no. 1 pump station is shown
in Figure 4.27. The critical power supply components common to each of the
three pump stations in the pumping system are shown in Figure 4.28. Murray
Bridge-Onkaparinga no. 2 and no. 3 pump stations have similar reliability
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attributes and a schematic detailing the critical components in these pump
stations is shown in Figure 4.29.
ETSA External Power





Figure 4.27: Mwray Bridge-Onkaparinga Pump Station No. 1 Critical Com-
ponent Schematic
Table 4.28 summarises the results obtained for the Murray Bridge-Onkaparinga
pumping system used to supply the southern metropolitan Adelaide areas. The












Figure 4.28: Murray Bridge-Onkaparinga Pump Stations Critical Power Sup-







Figure 4.29: Murray Bridge-Onkaparinga Pump Station No. 2 and No. 3
Critical Component Schematic
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4.6.2.2 Mannum-Adelaide Pumping System
Components at the Mannum-Adelaide no. 1 pump station are typical of the
components at the other two pump stations in the Mannum-Adelaide pumping
system. A longitudinal pipeline schematic for the Mannum-Adelaide pumping
system has been previously presented in Figure 4.12 in Section 4.2.2.
A schematic detaiiing the components identified as critical to the operation of
the pumping system at the Mannum-Adelaide no. 1 pump station is shown in
Figure 4.30. Details of the critical power supply components common to each
of the three pump stations in the pumping system are presented in Figure
4.31. Mannum-Adelaide no. 2 and 3 pump stations have similar reliability
attributes and a schematic detailing the critical components in these pump
stations is shown in Figure 4.32. Two types of pumps and pump motors
have been shown in these schematics. Type 'A' pumps are vertical centrifugal
pumps while type 'B'pumps are horizontal pumps. Reliability attributes for
the critical components shown in these schematics are summarised in Table
4.29. The information contained in Table 4.29 is also presented in Appendix
D in Table D.10.
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Figure 4.32: Mannum-Adelaide Pump Station No. 2 and No. 3 Critical Com-
ponent Schematic
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4.6.2.3 Millbrook Pump Station
A schematic detailing the components identified as critical to the operation of
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Figure 4.33: Millbrook Pump Station Critical Component Schematic
Reliability attributes for the critical components shown in this schematic are
summarised in Table 4.30. The information contained in Table 4.30 is also
presented in Appendix D in Table D.11.
4.6.2.4 Swan Reach-Stockwell Pumping System
During the 'waiking party' process, the Swan Reach-Stockwell pumping system
was not directly considered because of time limitations and the smaller impact
of this pumping system on the overall reliability of the metropolitan Adelaide
headworks system.
The age and form of construction of components on the Swan Reach-Stockwell
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Table 4.30: Millbrook Pump Station Critical Component Reliability Data
pumping system are similar to both the Mannum-Adelaide and Murray Bridge-
Onkaparinga pumping systems. Component reliability information obtained
during the 'walking party'process for these two pumping systems have been
assumed for the components on the Swan Reach-Stockwell pumping system.
The trTSA grid feed, trTSA transformers, ETSA main circuit breakers' pumps
and pump motors associated with the Swan Reach-Stockwell pumping system
are similar to those on the Mannum-Adelaide pumping system and so these
reliability data have been assumed.
The trWS main circuit breakers and switchboards associated with the Swan
Reach-Stockwell pumping system are similar to those on the Murray Bridge-
Onkaparinga pumping system and so these reliability data have been assumed.
Reliability attributes for the critical components assumed for the Swan Reach-
Stockwell pumping system are summarised in Table 4.31. The information
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Switchboard I 1 in 2000 0.999990
Pump Motors I4 1in50 0.999233
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Table 4.31: Swan Reach-Stockwell Pumping System Critical Component Re-
liability Data
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4.6.3 Application of Frequency Duration Analysis
Using the results obtained from the critical component reliability assessment,
a frequency duration analysis has been undertaken for the three major pump-
ing systems and the Millbrook pump station, to produce a simplified state
transition table. The results for the three pumping systems and the Millbrook













1 0.209792 0.000000 0.002555 0.966587
2 0.149+94 0.070626 0.000832 0.315474 x 10-1
3 0.000624 0.142647 0.000570 0.128586 x 10-3
+ 0.001070 0.143751 0.000000 0.173698 x 10-2
1.000000















1 0.246980 x 10-2 39r.362244 0.404891 x 103 15.140000
2 0.225430 x 10-z t3.994294 0.443596 x 103 10.100000
3 0.184157 x 10-a 6.982432 0.543015 x 105 5.050000
4 0.249692 x 10-3 6.956495 0.400494 x 104 0.000000
Table 4.33: Murray Bridge-Onkaparinga Pumping System Frequency Duration
Analysis Results (2)
In Tables 4.32 and 4.33, state 1 represents the pumping system at full capacity,
state 2 represents the system with the capacity reduced by one third, state 3
represents the system with the capacity reduced by two thirds and state 4













1 0.20L754 0.000000 0.006900 0.923465
2 0.159017 0.068966 0.001803 0.69447I x 10-l
3 0.214264 0.143845 0.002095 0.430009 x 10-a
4 0.000381 0.214169 0.001906 0.765494 x 10-Z
5 0.007047 0.L42780 0.000000 0.704529 x 10-2
1.000000















1 0.637207 x 10-' t44.923737 0.156935 x 103 10.408000
2 0.49L47I x 10-2 14.130466 0.203471x 103 7.806000
3 0.627554 x 10-5 6.852737 0.159349 x 106 5.204000
4 0.165404 x 10-7 4.628037 0.604582 x 108 2.602000
5 0.100593 x 10-2 7.003775 0.994107 x 10r 0.000000
Table 4.35: Mannum-Adelaide Pumping System Frequency Duration Analysis
Results (2)
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In Tables 4.34 and 4.35, state 1 represents the pumping system at fuii capacity,
state 2 represents the system with the capacity reduced by one quarter, state 3
represents the system with the capacity reduced by one half, state 4 represents
the system with the capacity reduced by three quarters and state 5 represents












1 0.213663 0.000000 0.001194 0.984874
2 0.145768 0.071073 0.000427 0.i36756 x 10-1
oó 0.000225 0.142801 0.000317 0.210994 x 10-n
4 0.000730 0.t44575 0.000000 0.L42921x 10-2
1.000000















1 0.117576 x 10-2 837.646362 0.850511 x 103 2.040000
2 0.977815 x 10-3 13.985927 0.102269 x 104 1.360000
3 0.301970 x 10-5 6.987246 0.331159 x 10b 0.680000
4 0.206628 x 10-" 6.916842 0.483961 x 104 0.000000
Table 4.37: Swan Reach-Stockwell Pumping System Frequency Duration Anal-
ysis Results (2)
In Tabies 4.36 and 4.37, state 1 represents the pumping system at full capacity,
state 2 represents the system with the capacity reduced by one third, state 3
represents the system with the capacity reduced by two thirds and state 4
represents the system with zero capacity.
In Tables 4.38 and 4.39, state 1 represents the pumping system at full capacity,













1 0.285043 0.000000 0.001219 0.983557
2 0.072540 0.071389 0.001027 0.529301 x 10-2
3 0.216282 0.071341 0.000835 0.106074 x 10-r
4 0. i44130 0.142683 0.000642 0.570453 x 10-a
5 0.071970 0.1.42779 0.000450 0.286378 x 10-a
6 0.000767 0.2L3976 0.000258 0.153701 x 10-ö
t 0.000590 0.144723 0.000000 0.456970 x 10-3
1.000000














1 0.119867 x 10-2 820.539490 0.834257 x 10r 7.500000
2 0.383299 x 10-r 13.809096 0.260893 x lOa 6.250000
I
t) 0.765599 x 10-3 13.855020 0.130617 x 104 5.000000
4 0.817604 x 10-5 6.977133 0.122309 x 106 3.750000
5 0.410176 x 10-5 6.981831 0.243798 x 106 2.500000
b 0.329281x 10-/ 4.667779 0.303692 x 10E 1.250000
7 0.661340 x 10-a 6.909762 0.151208 x 105 0.000000
Table 4.39: Millbrook Pump Station Frequency Duration Analysis Results (2)
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represents the system with the capacity reduced by one third, state 4 represents
the system with the capacity reduced by one half and state 5 represents the
system with zero capacity.
4.6.4 The Monte Carlo Failure Simulation Model
Using the results obtained from the appiication of the frequency-duration anai-
ysis method, random pumping system failure events have been generated for a
2000 year period using a Monte Carlo failure simulation model. Details of the
generation of random failure events using this model have been described in
Section 3.5.3 of Chapter 3. These generated failure events represent 2000 pos-
sible realisations of the failures occurring over the next twelve months under
the current pumping system conditions. The data generated using this model
contains the daily transitions between states for each of the pumping systems.
Associated with each state is a pumping capacity. This daily synthetic data
has been transformed to monthly pumping capacity data that can be used
as direct input into the simulation/optimisation modei for the metropolitan
Adelaide headworks system. Summary information regarding the synthetically












1 70+107 0.963627 376.72927
2 25t01 0.034353 L4.69614
3 110 0.000151 6.87500
4 1366 0.001869 7.4239t
730684 1.000000
Table 4.40: Murray Bridge-Onkaparinga Pumping System Synthetically Gen-
erated Failure Statistics













1 672416 0.920394 749.06147
2 49816 0.068187 t4.t8047
3 5 0"000007 1.66667
4 0 0.000000 0.00000
5 8337 0.011412 7.05927
730574 1.000000













1 721853 0.984787 862.4289t
2 10314 0.014071 74.46564
3 16 0.000022 8.00000
4 827 0.001120 6.r7293
733004 1.000000













1 719379 0.984004 823.08810
2 3902 0.005337 73.73944
3 7368 0.010078 73.54412
4 60 0.000082 12.00000
5 4 0.000005 2.00000
6 0 0.000000 0.00000
n
I 360 0.000492 6.79245
731073 1.000000
Table 4.43: Millbrook Pump Station Synthetically Generated Failure Statistics
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data contained in Tables 4.40,4.4I,4.42, and 4.43 with the frequency duration
analysis results contained in Tables 4.32, 4.33, 4.34, 4.35, 4.36, 4.37,,4.38 and
4.39 used as input to the Monte Carlo failure simulation model reveals that the
statistical properties of failure data have been maintained. Slight differences
in the failure statistics can be accounted for by sampling and rounding erroi-s
in the simulation model.
4.6.5 Inclusion of Failure Data within HOMA
As described in Section 4.3, the optimisation/simulation model (HOMA) thai
has been developed to assist in the operation of the metropolitan Adelaide
headworks system uses a monthly time step. Data generated using the Monte
Carlo failure simulation model described in the previous section comprises a
record of states and the duration times in those states measured in days.
In order to include this synthetically generated failure data in the HOMA
model it is necessary to convert this daily data into equivalent rnonthly data.
Consider a pumping system failure occurring during a month and resulting
in a reduction to 50To capacity of the pumping system capacity, for 50% of
the month as shown in Figure 4.34. The monthly pumping system capacity
used in HOMA at the commencement of the month will be the full capacity
of the pumping system, as the failure event occuls during the month and is
hence unknown. The model will select a level of pumping to be undertaken
during the month according to the current and future forecast conditions for
the system. This level of pumping is assumed to be undertaken uniformly
during the month. The assumed impact of the pumping system failure and the
associated reduced pumping system capacity, is to reduce the proposed level
of pumping in proportion to the reduction in the pumping system capacity for
the month. In the situation shown in Figure 4.34, the monthly capacity of the
pumping system is reduced by 0.5 * 0.5 : 25To and, the planned pumping for
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Proportion through Monthly Period
Figure 4.34: Within Month Pumping System Failure
It is recognised that this approach will yield slightly conservative results. For
example if the pumping system failure occurred early during the month, then
the operators of the system would have the opportunity to make up the lost
pumping by pumping at a higher rate than was initially planned, to catch
up on lost capacity. During critical periods for the system when pumping
is being undertaken at the maximum pumping system capacity over several
months, the approach adopted will realistically model the actual operation of
the system.
Consider now a pumping system failure spanning two months as shor,vn in
Figure 4.35. During the first month, the failure will be 'unknown' and the
approach previously described will be appropriate. For the second month, it
has been assumed that the magnitude and duration of the failure will have
been assessed and hence the associated reduction in capacity will be 'known'.
The impact of this 'known'failure can be directly included within HOMA for
determination of the planned pumping strategy. The constraint equations used
in HOMA detailing the pumping system pump-cost curve and capacity can be
modified to include the 'known'failure. The planned operating strategy can
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then take into account these 'known'failures. No adjustment to the planned
pumping volumes needs to be made, as the operating strategy obtained from










Figure 4.35: Over Month Pumping System Faiiure
4.6.6 Summary
In Section 3.5 of Chapter 3, a methodology for the determination of critical
components of a bulk water supply transfer system and the assessment of real-
istic failure statistics for these components has been presented. In this section,
a description has been presented of the application of this methodology to
the metropolitan Adelaide water supply headworks system. Using frequency-
duration analysis, data obtained from the application of this methodology has
been combined. Results from the frequency-duration analysis have been used
as input to a Monte Carlo failure simulation model for the generation of syn-
thetic failure data for the metropolitan Adelaide system. The section concludes
with a description of the inclusion of this failure data within the optimisation
model (HOMA) used to assist in the operation of the Adelaide water sup-






reliability-cost tradeoffs for the metropolitan Adelaide headworks system can
be examined, including the effect of bulk water supply system failures.
4.7 Metropolitan Adelaide'Water Restrictions
The need to apply water restrictions to the metropolitan Adelaide water supply
system has not arisen since the construction of the Murray Bridge-Onkaparinga
pumping system in 1973. In the event that the imposition of water restrictions
became necessary for the Adelaide system, these restrictions would be targeted
at outdoor domestic water use.
In this section, an ¿ßsessment of the economic costs associated with the impo-
sition of outdoor water use restrictions on the Adelaide headworks system has
been described using the methodology presented in Section 3.6 of Chapter 3.
4.7.L Economic Costs associated with Outdoor 'W'ater
Restrictions for the Metropolitan Adelaide 'Wa-
ter Supply System
Various studies in the United States have been undertaken to estimate the long
run price elasticity of demand for outdoor water use. The climate and pattern
of outdoor water use in Adelaide is most similar to areas in the western United
States. Values obtained for the western United States include by Howe and
Lineweaver [1a8] -0.73, Ben-Zvi [17] -0.S2, Morris and Jones [218] -0.73 and
Wilson [319] -0.5. A study of the Perth water supply system [204] found a
price elasticity of -0.31 for outdoor water use. This lower value results largely
because most Perth water users have the option of installing private bores, an
option not available to Adelaide water users.
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Work undertaken by Dandy [59] studying the factors affecting the residential
water consumption in metropolitan Adelaide, estimated the long run price
elasticity of demand for total water use was to equal -0.4. Given that in-house
water use with a lower levei of price eiasticity, will account for a portion of the
total water use, a value of -0.7 has been adopted in this thesis for the long run
price elasticity of demand for outdoor water use in metropolitan Adeiaide.
A nominal annual water allowance of 136 Kl is given to all metropolitan Ade-
laide domestic consumers. A fixed charge is made for this water allowance
regardless of whether the full allowance is consumed. In 1994, this charge was
set at $120/annum and was based on a unit price of 0.88 $/Kl for the full 136
Kl. Water consumed in excess of this water allowance is charged at the unit
price of 0.SS $/KI. The vast majority of consumers in metropolitan Adelaide
use in excess of their 136 Kl/annum water allowance. Details of the domestic
water pricing structure for metropolitan Adelaide are shown in Figure 4.36.
In Section 3.6 of Chapter 3, details were given for the economic loss associ-
ated with the implementation of outdoor water use restrictions. If individual
households are assumed to have demand functions with constant elasticity (not
equal to -1), then the economic loss is given by Equation 4.24.
L o a" {(+) [1 - (1 -r)(r+a)/a1
(1 
- 
r¡(t-a)/é s? + (1 
- 
r)L/ë pn, v, s, (4.24)
L : Economic loss ($M/month).
p : Water price: $0.8S/Ki : $M0.88/Gl











Mean fractional reduction in monthly
household outdoor water demand due to
restriction imposition (%).
Standard deviation of fractional reduction
in individual household water demands due
to restriction imposition.
Coefficient of variation of individual household
outdoor water demand functions.
Mean price elasticity of demand for outdoor
water use for all households (-0.7).
Cross correlation coefficient between individual
outdoor household water consumptions and
fractional reduction in individual household
water demands due to restriction imposition.
When the standard deviation of fractional reduction in individual household
water demands due to restriction imposition (,S") ir small, Equation 4.24 re-
duces to Equation 4.25.
L : p Qo (+) [1 - (1 - i'¡(r+a)ra1 (4.25)
If an economic loss factor F is defined by Equation 4.26, substituting ap-
propriate values for ttre metropolitan Adelaide water supply system produces
Equal,ion 4.27.
r : (1 
+.a) tt - (i - r¡(r+arre1 (4.26)
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Household Water Consumption (Kl)
Figure 4.36: Metropolitan Adelaide Domestic Water Pricing Structure (1994)
F : 
-2.333[t - (1 - r;(-o'+zsl1 (4.27)
The total economic loss factor (F) associated with the imposition of restrictions
comprises two components : a producer revenue ioss factor (Eo) and a consumer
surplus loss factor (f'"). The producer revenueloss factor is equal to the mean
fractional reduction in monthly household outdoor water demand due to the
imposition of restrictions (r'). The consumer surplus loss factor will then be








The behaviour of the producer surplus loss factor (fo) and the consumer sur-
plus loss factor (.F"), itt response to the imposition of outdoor water use restric-
tions can be i{etermined for the metropolitan Adelaide water supply system
as shown in Table 4.44. The information presented in Table 4.44 is shown

























































































Table 4.44: Producer and Consumer Economic Loss Components of Imposed
Outdoor Water Use Restrictions
As the level of restrictions increases, the proportion of the consumer surplus
loss factor to total economic loss factor increases dramatically. The nature of
this consumer surplus loss response suggests that less stringent water restric-
tions imposed early in a period of water shortage, would involve lower economic
losses than the equivalent reduction in water use resulting from more stringent
water restrictions irnposed later.
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Outdoor Water Use Restrictions
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If the price and long run price elasticity of demand data for metropolitan Ade-
laide is entered into Equation 4.25 then Equation 4.29 can obtained describing
the economic loss for metropolitan Adelaide resulting from the imposition of
outdoor water use restrictions.
-[ : 0.88 8. F (4.2e)
If the reduction in total outdoor water demand is defined by Q,, then Q, is
given by Equation 4.30.
Q,:TQo (4.30)
Substituting Equation 4.30 in Equation 4.29 yields Equation 4.31.
-[ : 0.88 (4.31)
Rearranging Equation 4.31, the economic loss per unit volume of reduced water
demand is given by Equation 4.32.
(9) F
(#):'ss ({) (4.32)
Equation 4.32 will be used to consider a set of proposed water restrictions
policies for the metropolitan Adelaide water supply system and the impact of
these policies on the reliability-cost tradeoffs for the operation of the system.
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4.7.2 Water Restrictions Policies and 'ftigger Storage
Levels
Most water supply authorities follow a multi-stage restriction policy where suc-
cessive stages are implemented sequentially as the risks of undesirable events
increase. Moreau [211] described a risk based model for the selection of a
multi-stage restriction policy. This model considers systems where the intakes
to reservoirs are from catchment runoff only.
A restriction policy typicaily comprise three components
1. Imposition trigger conditions
The imposition trigger conditions are the water shortage conditions which
apply when it is considered necessary to implement a restriction policy.
These imposition trigger conditions typicaily refer to the levels of storage
within the reservoirs of the headworks system that 'trigger' the imposi-
tion of the restriction policY.
2. Restriction classes
As the water shortage conditions worsen, the severity of water restric-
tions will be increased to maximise the time until the system completely
runs out of water'. This leads to the need for a set of restriction classes
associated with each of the imposition trigger conditions.
3. Reiaxation trigger conditions
The relaxation trigger conditions are those when it is considered safe to
relax the level of water restrictions that have been imposed to reduce
system demand. These trigger conditions again typicaliy relate to the
levels of storage within the reservoirs in the headworks system. As the
water shortage conditions improve, the level of water restrictions applied
to the system can be progressively reduced.
3t2
Having selected a set of imposition and relaxation trigger conditions and cor-
responding restriction classes, it is possible using synthetic data generated for
inflows and demands, to examine the effects of this restriction policy on the
operation of the headworks system.
Currently there is no proposed restriction policy in place for the Adelaide
headworks system. In the event of a particularly dry year, as in the 1982183
water year, additional pumping was carried out for both the southern and
northern systems in order to provide additional security of supply above the
target storage levels. In hindsight, this additional pumping was unnecessary
and was carried out as a result of uncertainty regarding the real capacity and
reliability of the system.
Details of the imposition and relaxation trigger storage levels used in the ex-
amination of the southern Adelaide headworks system are presented in Section
5.4 of Chapter 5.
4.7.3 Proposed Restrictions Classes for the Adelaide
System
Duncan and Kesali [77] described water demand in terms of restrictable and
unrestrictable components. Restrictable demand is the demand r,vhich can be
removed by imposition of the most severe restlictions proposed for the system.
For a water supply system, base demand can be defined as the level obtained by
joining a straight line between the mean winter demand for successive years. If
it is assumed that indoor and industrial water use remain relatively constant
throughout the year and outdoor domestic water use in winter is minimal,
then the indoor and industrial use can be assumed equal to this base demand.
The outdoor water use or seasonal demand for a given month will then be
equai to the component of demand for the month above the base demand
Ch. 4 Application to the Ad,elaid,e Headworks System 313
level. It has been observed that the maximum monthly restrictable demand is
approximately equal to the monthly s.easonal demand plus a small percentage
of the base demand (Duncan and Kesari [77]).
Using the record of demands from individual demand zones in the metropoli-
tan Adelaide system for the last five years) a base level of demand has been
determined for each of the demand zones in the southern system. These base
demand levels are presented in Appendix B in Table B.3.
If a restriction policy is defined in terms of the percentage reduction in outdoor
water use, then the economic costs associated with this restriction policy can
also be determined using Equation 4.29. Since the proportion of metropolitan
water consumption used for outdoor purposes will vary from month to month,
the impact of the restriction policy on the total reduction in demand will vary
according to the month of imposition.
Duncan and Kesari [77] considered the effect of the imposition of restrictions
on the Melbourne metropolitan water supply system for a number of water
shortage events. The form of restrictions and the effect of their imposition are









No fixed sprinklers, hand hose any time
Hand hose 2 hours/day, pool filling and
car washing restricted








Table 4.45: Effect of Restrictions on the Melbourne System
Using the results obtained for the effect of restrictions on the Melbourne system
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as a guide, the restriction classes contained in Table 4.46 are proposed for the
Adelaide system.
Estimated




Class 1 Sprinklers banned 20
7 a.m. to 8 p.m.
Class 2 No fixed sprinklers,
hand hose any time
50
Class 3




Table 4.46: Proposed Restriction Classes for the Adelaide System
4.8 Sumrnary
In this chapter, details required for the application of the methodology for
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supply headworks system have been presented. The chapter commences with
a description of the metropolitan Adelaide water supply headw'orks system
and the historical and current operating rules that are used to operate it. An
optimisation model (HOMA), currently used by the EWS to assist in the oper-
ation of the system is then described. Detaiis of synthetic inflow and demand
data generation models developed for the Adeiaide system are presented. A
methodology for the determination of critical components of the bulk water
supply transfer system described in Section 3.5 of Chapter 3 has been ap-
plied to the metropolitan Adelaide system and realistic values for the failure
statistics for these components have been presented. Using frequency-duration
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analysis, these data have been combined and used as input to a Monte Carlo
failure simulation model for the generation of synthetic failure data. This syn-
thetic failure data has been appropriately modified for inclusion within HOMA.
The chapter concludes with a description of the assessment of the economic





This cha,r¡ter clesc.ribes resr:lts ot,tained from the a,nnlical,ion of the simrlati^,-''¡
methodology presented in Chapter 3 to the Adelaide water supply headworks
system. This chapter is structured around three main sections. In the first of
these sections, reliability-cost tradeoffs for the Adelaide system are examined
taking into account hydrologic variability. In the second section, reliability-
cost tradeoffs are considered taking into account the bulk water transfer sys-
tem reliability in addition to the hydrologic variability. In the thir-d section,
reliability-cost tradeoffs are examined including the bulk water transfer sys-
tem reliability, hydrologic variability and the effects of an outdoor water use
restriction policy. The chapter concludes with a summary of the results pre-
sented.
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5.2 Hydrologic Reliability Assessrnent
This section considers the hydrologic factors affecting the reliability-cost trade-
offs for the metropolitan Adelaide water supply system. Using synthetic data
generated for reservoir inflows and system demands, the southern and north-
ern components of the system are examined using the simulation/optimisation
model HOMA.
A range of operating rules are examined for both systems and their perfor-
mance assessed. It has been assumed in this section that the bulk water trans-
fer system operates with perfect reiiability in both the southern and northern
system. That is, pumping from the River Murray to the headworks system
and pumping at Millbrook pump station can be undertaken up to the capacity
of the pumping system as considered necessary for the satisfactory operation
of the system. In this section, no water restriction policy has been applied in
the simulation of the system.
The synthetic inflow data generation model used to generate monthly data for
the five streamflow sites involves 1080 parameters comprising mean, variance
and a 'shifting parameter' for each of the sites for each month plus all the
coefficients in the [A] and [B] matrices. Although a rigorous examination of
the effect of the uncertainty of each of these parameters would be ideal, this is
considered not practical. As an alternative, a sensitivity analysis is presented
for those parameters identified as having the greatest impact on the system
reliability.
5.2.t Southern System
In this section, a range of operating rules for the southern system are examined.
By varying the operating rules, reliability-cost tradeoffs can be considered in
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the operation of this system.
In these comparisons, the physical minimum operating levels at which failurc
is assumed to occur in the southern system reservoirs is given in Table 5.1.
The summer physical minimum operating level for Huppy Valley Reservoir is
higher than the winter level because of the configuration of the intake system
into the Huppy Valley Water Filtration Plant. During summer, the higher
demands from the water filtration plant require the use of additional intake






Huppy Valley 4200 (Winter)
7900 (Summer)
Myponga 4600
Table 5.1: Southern System Reservoir Physical Minimum Operating Levels
In the case of both the Huppy Valley and Myponga Reservoirs, it is possible
to draw the reservoir below these physical minimum operating levels in a crisis
situation with the installation of ternporary pumps and associated pipework.
In the simulation of the southern system it has been assumed that short-term
draw-down below these levels may occur in order to meet demand. When
the reservoir level is drawn down below these levels, a 'failure' has occurred,
however full demand requirements are assumed to be satisfied.
5.2,L.L Southern System - Inflow Exceedance Comparison
As described in section 4.2.4.2 of Chapter 4, a forecast set of inflow and demand
volumes are assumed at the commencement of the water year in the preparation
of the pumping program for the coming year. As the year progresses, these
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forecast inflows and demands are updated with 'actual' inflow and demand
volumes, and the pumping program for the remainder of the year modified as
necessary.
The following method has been adopted by the EWS for the determination
of the inflow forecast data sets. The available monthly historical inflow data
sets for each month for each reservoir have been sorted into ascending order.
Inflow exceedance data sets have then been obtained from these sorted lists of
historical inflow sets. For example a 70% inflow exceedance set is the set of
12 monthly inflow volumes that is exceeded by 70% of the recorded historical
data set. The inflow exceedance data sets determined by ihe EWS have been
used in this work.
In this section a comparison is made for the southern system using a range of
forecast inflows sets havingg0%o Io l0% inflow exceedance values. Details of
these inflow exceedance data sets for the southern system are given in Chapter
4 in Tables 4.3 and 4.4. Additional operating rules used in this comparison
include the demand forecast set presented in Table 4.IL and target storage lev-
els for the reservoirs in the system comprising the nominal minimum reservoir
operating levels given in Table B.4, plus '8 weeks demand'given in Table 8.5.
Other details used in the HOMA simulation model are given in Appendix B.
A synthetic data record of inflow and demand of 2000 years duration has been
used to examine the long term operating and failure behaviour of the system
using this range of inflow forecast data sets.
The comparative pumping costs for the whole of the southern system obtained
from these model runs are given in Tables 5.2,5.3 and 5.4. The corresponding
failure occurrences in the Myponga Reservoir are shown in Tables 5.5, 5.6 and
5.7. The number of months (Mths.) during which a failure occurled is given
in these tables together with the number of failure events (Evts.). The failure
events are defined as the consecutive period of months during which failure of a
320

















-+ 100 176.935 17t.449 166.456
101 --+ 200 t87.326 180.655 174.385
201 --+ 300 210.295 205.609 20t.875
301 --+ 400 189.464 r82.9t7 176.086
401 --+ 500 203.616 I97.íTL 192.r48
501 
-+ 600 t78.287 171.681 166.308
601 
-+ 700 207.678 20t.372 796.352
701 --+ 800 206.662 199.54i r92.352
801 --+ 900 r84.729 178.584 173.900
901 
-+ 1000 r9r.422 185.783 780.727
1001 + 1100 220.39L 215.050 209.796
1101 --+ 1200 213.282 207.407 202.540
1201 --+ 1300 186.560 I8l.2L2 175.780
1301 --+ 1400 197.674 i90.894 186.090
1401 
-+ 1500 188.660 182.361 776.934
1501 
-+ 1600 201.610 196.093 190.697
1601 ---+ 1700 r92.379 186.780 78t.725
1701 
-+ 1800 200.278 195.681 r9r.297
1801 --+ 1900 208.t73 202.768 197.244
1901 --+ 2000 t77.253 r72.030 166.783
rn^+ 
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Average
Annual Cost 1 96 1 1.903 1.850
Table 5.2:
Levels - (1)
Southern System Pumping Costs for Various Inflow Exceedance

















1 --+ 100 164.618 164.037 168.614
101 ---+ 200 r70.344 170.000 178.982
201 --+ 300 200.205 20L.466 206.077
301 ---+ 400 t72.677 L7r.522 175.L34
401 --+ 500 r89.402 187.800 190.595
501 ---+ 600 i64.109 t64.4t5 168.394
601 --+ 700 193.232 19L.727 194.035
701 ---+ 800 188.101 186.713 188.919
801 
-r 900 L7L.770 171.356 t76.032
901 
-+ 1000 r77.464 176.292 t79.292
1001 
-+ 1100 207.609 207.626 2rr.763
1101 --+ 1200 t98.777 197.613 200.025
1201 ---+ 1300 r73.026 172.423 175.874
1301 --+ 1400 184.043 183.553 t87.242
1401 + 1500 174.130 t74.359 i78.936
1501 --+ 1600 187.867 r87.822 191.311
1601 --+ 1700 179.637 178.529 181.192
1701 
-+ 1800 189.506 188.806 193.344
1801 --+ 1900 t95.743 194.335 197.480
1901 --+ 2000 165.255 165.040 169.191
Total 3647.515 3635.434 3706.432
Average
Annual Cost 7.824 1.818 1.853

















1 --+ 100 176.562 183.479 193.i81
101 
-r 200 179.976 i85.417 195.416
201 --+ 300 273.024 2r9.557 229.376
301 --+ 400 i81.304 t87.445 197.639
401 --+ 500 198.486 204.464 274.251
501 --+ 600 t76.754 184.758 t97.r2r
601 --+ 700 200.068 205.97L 215.6L7
701 --+ 800 195.194 199.852 207.573
801 
-+ 900 183.364 t90.294 200.407
901 + 1000 186.006 190.831 198.946
1001 
-+ 1100 279.2t7 225.339 234.53t
110i 
-+ 1200 205.767 210.207 277.843
1201 --+ 1300 181.998 187.668 196.919
1301 --+ 1400 794.204 199.266 209.044
1401 --+ 1500 187.680 195.371 207.972
1501 --+ 1600 198.469 204.368 2r4.106
1601 --+ 1700 186.876 193.105 202.860
1701 --+ 1800 199.582 tnF. îr1 t'l /l R<a
1801 --+ 1900 204.992 2II.I45 220.2I0
1901 --+ 2000 176.518 183.957 194.638
TctaI 3846.035 3967.515 4762.302
Average
Annual Cost t.923 i.984 2.081
Table 5.4: Southern System Pumping Costs for Various Inflow Exceedance
Levels - (3)

















Mths Evts Mths Evts Mths Evts.
1 ---+ 100 0 0 0 0 0 0
101 --+ 200 0 0 0 0 0 0
201 --+ 300 0 0 0 0 0 0
301 ---+ 400 0 0 0 0 0 0
401 ---+ 500 0 0 0 0 0 0
501 ---+ 600 0 0 0 0 0 0
601 
-+ 700 2 1 2 1 3 1
701 --+ 800 0 0 0 0 0 0
801 --+ 900 0 0 0 0 0 0
901 --+ 1000 0 0 0 0 0 0
1001 --+ 1100 0 0 0 0 0 0
1101 ---+ 1200 r) 1 3 1 6 2
1201 --+ 1300 0 0 0 0 0 0
1301 ---+ i400 0 0 0 0 0 0
1401 --+ 1500 0 0 2 1 où 1
1501 --+ 1600 0 0 0 0 0 0
1601 --+ 1700 0 0 1 I 2 1
1701 
-+ 1800 0 0 0 0 0 0
1801 + 1900 0 0 0 0 0 0
1901 
-+ 2000 0 0 0 0 0 0
Total 5 2 8 4 t4 5
Average
Annual Failures 0.003 0.001 0.004 0.002 0.007 0.003



















Mths. F.vts Mths. Evts. Mths. Evts
1 ---+ 100 0 0 0 0 0 0
101 
-+ 200 2 1 2 1 2 1
201 --+ 300 0 0 0 0 0 0
301 --+ 400 0 0 1 1 2 I
401 --+ 500 0 0 0 0 0 0
501 --+ 600 0 0 2 1 2 1
601 --+ 700 5 2 I 2 È7I 2
701 -+ 800 2 1 2 1 2 1
80i 
-+ 900 0 0 0 0 0 0
901 
-+ 1000 0 0 0 0 0 0
1001 --+ 1100 0 0 1 1 i 1
1101 --+ 1200 9 4 13 5 20 I
1201 
-+ 1300 0 0 0 0 0 0
1301 --+ 1400 0 0 0 0 1 1
1401 --+ 1500 5 2 6 2 b 2
1501 --+ 1600 3 2 6 tl 6 3
1601 --+ 1700 2 1 3 1 4 I
1701 
-+ 1800 1 1 1 1 1 I
1801 --+ 1900 0 0 1 1 1 I
1901 --+ 2000 0 0 0 0 0 0
Total 29 I4 45 20 55 23
Average
Annual Failures 0.015 0.007 0.023 0.010 0.028 0.012
Table 5.6: Myponga Failure Occurrences for Various Inflow Exceedance Levels
- (2)

















Mths -Evts Mths. -þ,vts Mths. Evts
1 ---+ 100 0 0 0 0 0 0
101 --+ 200 0 0 ) 1 .)() 1
201 --+ 300 1 1 2 1 I 3
301 
-r 400 2 1 2 1 6 2
401 --+ 500 0 0 2 1 3 1
501 -+ 600 1 1 2 1 3 1
601 --+ 700 6 2 17I 2 11 2
701 ---+ 800 0 0 2 1 4 2
801 --+ 900 0 0 0 0 0 0
901 
-+ 1000 0 0 0 0 1 1
1001 ---+ 1100 1 1 2 1 4 2
1101 --+ 1200 12 5 2l 8 37 10
1201 --+ 1300 1 1 1 1 2 1
1301 ---+ 1400 0 0 0 0 1 1
1401 
-r 1500 5 2 6 2
q 2
1501 --+ 1600 5 3 10 4 15 5
1601 ---+ 1700 4 1 4 1 10 3
1701 j 1800 1 1 ( 3 17 5
1801 ---+ 1900 1 1 1 1 6 3
1901 ---+ 2000 0 0 0 0 i i
Total 40 19 7t 29 r42 46
Average
Annual Failures 0.020 0.010 0.036 0.015 0.071 0.023
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Figure 5.1: Southern Systern Inflow Exceedance Forecast - Reliability vs. Cost
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Consideration of the results presented in Tables 5.2, 5.3 and 5.4, reveals that
the minimum average operating cost for the system would be achieved using a
50% inflow exceedance forecast. This result is not unexpected as the 50% inflow
exceedance values represent the median inflows for the system and therefore
will provide the minimum cumulative difference between forecast and actual
inflows.
Consideration of the failure occurrences for the Myponga Reservoir for each of
the inflow exceedance forecasts reveals that as the inflow exceedance decreases
the failure occurrences increase. This result is aiso intuitive and suggests that
the inflow forecast sets should be selected in the range 90% to 50% according
to the reliability requirements for the system.
Examination of the output obtained using the range of inflow exceedance sets
reveals that total storage ievels in the system are generally lower for lower
inflow exceedance forecast sets. The distribution of these storages is not al-
ways consistent between Myponga and the Onkaparinga Reservoirs for differ-
ent inflow exceedance forecast sets. Variations between the monthly pumping
cost curves due to the Spring, Summer and Autumn electricity tariffs furthel
cornplicate the situation. Differences in storages in the Onkaparinga system
between runs using different inflow exceedance folecast sets are observed to
result in minimum pumping costs being achieved with different distributions
of monthly pumping with consequent differences in system reliability. The
seemingly anomalous increase in reliability using 30% inflow exceedance sets
rather than 40To inflow exceedance sets is an outcome of the combination of
these factors. It is also noted that the annual pumping costs associated with
the use of the 30% inflow exceedance sets falls slightly above a straight line
falling between the 40% and 20To annual pumping cost figures.
Examination of Figure 5.1 showing Myponga Reservoir failure occurrence and
pumping cost plotted against inflow exceedance forecasts suggests the selection
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of the 70To or 60% inflow exceedance as appropriate for the operation of the
southern system. Although the minimum operating costs obtained for the op-
eration of the southern system are obtained using 50% inflow exceedance sets
examination of Figure 5.1 reveals that the reliability of the system drops sig-
nificantly for inflow exceedance sets less than 70To with only minor reductions
in system operating costs.
As a result of this examination, the 70To inflow exceedance sets have been
adopted in this study for the operation of southern component of the Adelaide
headworks system. This inflow exceedance data set has been used in all other
considerations of the southern system described in later sections of this chapter.
5.2.L.2 Southern System - Demand Storage Level Comparison
As described in Chapter 4 in section 4.2.4.1, there are two components to the
reservoir target storage levels adopted in the operating rules for the metropoli-
tan Adelaide water supply system. These two components are the :
o Nominal minimum operating level component
¡ (Ilcrn¡nrl stnr¡ret rnrnnnncnf
In this section, a comparison is made using a range of demand stolage levels
for the southern system using 8, 6, 4 and 2 weeks of demand as the 'demand
storage' component of the reservoir target storage levels. Additional operating
rules used in this comparison include the demand forecast set presented in
Table 4.11 and the 70% exceedance forecast inflow sets presented in Tables
4.3 and 4.4. These operating rules have been examined using 2000 years of
synthetic inflow and demand data. Details of the demand storage components
of the target storage levels for the southern Adelaide system are presented in
Appendix B in Tables 8.5, 8.6, 8.7 and B.8. The nominal minimum operating
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levels components of the target storage levels used in this analysis are presented
in Table B.4. Other details used in the HOMA simulation model are also given
in Appendix B.
The streamflow and demand data has been generated using the data generation
models previously described in Sections 4.4 and 4.5 of Chapter 4.
The comparative pumping costs obtained from each of the operating rule sets
are given in Table 5.8. The months of failure and the number of failure events
for the Myponga Reservoir are given in Table 5.9. These results have also been
presented in graphical form in Figure 5.2. In all simulations of the system no
failures occurred in either Mount Bold or Huppy Valley Reservoirs.
The results highlight that supply failures from the Myponga Reservoir are
critical to the operation of the southern system. The Onkaparinga system
comprising the Mount Bold and Happy Valley Reservoirs is less critical in
the operation of the system because of the capacity of the Murray Bridge-
Onkaparinga pumping system relative to the southern system demand. If the
capacity in this pumping system were reduced for an extended period of time,
the target storage levels in Mount Bold and H.ppy Valley Reservoirs would
influence the length of time before the southern system were to fail. The impact
of the reliability of this pumping system is considered later in this chapter.
The results show that using '8 weeks demand' as the demand storage compo-
nent for the reservoirs in the southern system results in a supply failure from
Myponga Reservoir with a frequency of 1 in 400 years (99.75% reliability).
These failures have an average duration of approximately 3 months.
For the synthetic data set considered, the demand storage cornponent of the
target storage levels could be lowered from '8 weeks demand' to '4 weeks
demand' with a resulting reduction in average annual operating cost of ap-



















1 --+ 100 166.456 156.532 15r.644 L45.042
101 --+ 200 174.385 165.255 159.713 r52.775
201 ---+ 300 20t.875 r93.497 188.835 182.456
301 --+ 400 176.086 t67.829 163.395 t57.280
401 ---+ 500 t92.r48 183.738 179.277 t72.766
501 
-r 600 166.308 156.788 t'r.924 t46.r44
601 --+ 700 196.352 187.102 181.946 175.527
701 ---+ 800 r92.352 183.556 t79.278 r73.777
801 
-i 900 173.900 164.675 159.041 152.069
901 --+ 1000 r80.727 171.077 166.583 157.283
1001 --+ 1100 209.796 201.559 L97.037 190.368
1101 --+ 1200 202.540 193.885 189.125 t82.767
1201 --+ 1300 175.780 167.578 162.653 156.940
1301 --+ 1400 186.090 L77.337 r73.046 167.040
1401 --+ 1500 176.934 167.539 t62.770 156.552
1501 --+ 1600 190.697 181.713 r77.279 t70.929
160i --+ 1700 787.725 172.556 168.143 t62.202
1701 --+ 1800 tgr.297 r81.4r7 r77.e35 L72.082
1801 ---+ 1900 L97.244 189.i86 L84.773 179.151
1901 --+ 2000 166.783 157.633 153.003 146.637
Total 3699.476 3526.446 3427.284 3299.181
Average
Annual Cost 1.850 1.763 r.714 1.650
Table 5.8: Southern System Pumping Costs for Various Demand Storage Lev-
els
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Mths Evts Mths Evts. Mths Evts Mths Evts
1 
-r 100 0 0 0 0 0 0 0 0
101 --+ 200 0 0 0 0 0 0 1 1
201 --+ 300 0 0 0 0 0 0 0 0
301 --+ 400 0 0 0 0 0 0 0 0
401 --+ 500 0 0 0 0 0 0 0 0
501 --+ 600 0 0 0 0 0 0 0 0
601 
-+ 700 3 1 3 l 3 1 3 1
701 
-, 
8û0 0 0 0 0 0 0 0 0
801 --+ 900 0 0 0 0 0 0 0 0
901 --+ 1000 0 0 0 0 0 0 0 0
1001 --+ 1100 0 0 0 0 0 0 0 0
1101 --+ 1200 f) 2 6 2 6 2 6 2
1201 --+ 1300 0 0 0 0 0 0 0 0
1301 ---+ 1400 0 0 0 0 0 0 0 0
1401 --+ 1500 ó 1 3 1 3 1 4 2
1501 --+ 1600 0 0 0 0 0 0 I I
1601 --+ 1700 2 1 2 1 2 1 2 1
1701 -+ 1800 0 0 0 0 0 0 0 0
1801 ---+ 1900 0 0 0 0 0 0 0 0
1901 --+ 2000 0 0 0 0 0 0 0 0
Total t4 5 I4 5 T4 5 77 8
Average
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Figure 5.2: Southern System Demand Storage Level - Reliabitity vs. Cost
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5.2.1.3 Southern System - Myponga Nominal 'Winter Minimum
Operating Level Comparison
As highlighted in the previous two sections, the behaviour of the Myponga
Reservoir has been identified as critical to the reliability of the southern system.
Because this reservoir is unable to be supplemented with water frorn the River
Murray, the target storage levels include a nominal winter minimum operating
level for the months of May, June and July. This nominal winter minimum
operating level has historically been set at 9,500 ML by EWS for Myponga
Reservoir to accommodate 'two consecutive years of local demand, assuming
90To exceedance intakes'.
In this comparison the Myponga Reservoir nominal winter minimum operating
level has been varied and the reliability-cost tradeoffs for the southern system
examìned using 2000 years of synthetic inflow and demand data. The 70%
inflow exceedance sets given in Tables 4.3 and 4.4 and the '4 week demand'
component of the target storages given in Table 8.7 have been used in all
simulations of the system. The demand forecast set adopted in this comparison
is given in Table 4.11. The nominal minimum operating levels used for the
Mount Bold and Huppy Valley Reservoirs are those given in Table 8.4. Other
details used in the HOMA simulation model are given in Appendix B.
The comparative pumping costs obtained for each of the operating ruie sets
considered are given in Tabies 5.10 and 5.11. The corresponding failure occur-
rences in the Myponga Reservoir are also given in Tables 5.12 and 5.13. In all

















-r 100 152.982 152.188 151.644
101 --r 200 161.201 160.459 159.713
201 --+ 300 190.768 L89.754 188.835
301 --+ 400 165.160 164.294 163.395
401 --+ 500 180.885 180.061 779.277
501 --+ 600 153.355 r52.544 15r.924
601 --+ 700 183.930 182.897 181.946
701 
-+ 800 180.731 r79.982 L79.278
801 
-+ 900 160.712 159.891 159.041
901 --+ 1000 767.892 767.2t5 166.583
1001 --+ 1100 199.165 198.015 t97.037
1101 --+ i200 190.841 t89.972 189.125
1201 --+ 1300 164.270 163.394 162.653
1301 --+ 1400 174.268 t73.652 173.046
1401 + 1500 164,356 163.485 762.710
1501 --+ 1600 178.831 178.014 t77.2r9
1601 --+ 1700 169.736 168.925 168.143
1701 --+ 1800 179.860 178.841 r77.935
1801 --+ 1900 186.254 185.436 184.773
1901 --+ 2000 754.479 t53.728 153.003
Total 3459.676 3442.747 3427.284
Average
Annual Cost 1.730 I.721 7.714
Table 5.10: Southern System Pumping Costs for Various Myponga Nominal
Winter Minimum Operating Levels - (1)














1 --+ 100 i50.989 150.580 r50.204
101 + 200 159.063 r58.552 158.057
201 
-+ 300 187.986 t87.234 186.418
301 --+ 400 162.600 t62.02t t6t.374
401 --+ 500 178.635 178.161 r77.557
501 --+ 600 tír.422 151.035 t50.542
601 --r 700 181.065 180.377 t79.429
701 
-+ 800 178.618 178.053 777.335
801 --+ 900 158.326 r57.716 156.851
901 ---+ 1000 166.046 165.493 164.786
1001 --+ 1100 196.204 t95.5r2 194.811
1101 
-+ 1200 188.318 187.635 186.869
1201 + 1300 t62.143 161.688 161.023
1301 --+ 1400 172.583 r72.L56 17r.694
1401 --+ 1500 162.028 161.410 160.768
1501 --+ 1600 176.388 175.683 t74.934
1601 --+ 1700 167.4r7 166.757 166.092
1701 --+ 1800 t77.227 176.610 175.853
1801 + 1900 184.041 183.280 t82.376
1901 
-+ 8000 152.363 151.778 151.099
Total 3413.462 3401.731 3388.072
Average
Annual Cost 1.707 1.701 1.695
Tabie 5.11: Southern System Pumping Costs for Various Myponga Nominal















Mths. Evts. Mths. Evts Mths Evts
1 --+ 100 0 0 0 0 0 0
101 + 200 0 0 0 0 0 0
201 --+ 300 0 0 0 0 0 0
301 --+ 400 0 0 0 0 0 0
401 --+ 500 0 0 0 0 0 0
501 + 600 0 0 0 0 0 0
601 --+ 700 1 1 2 1 3 1
701 --+ 800 0 0 0 0 0 0
801 
-+ 900 0 0 0 0 0 0
901 
-+ 1000 0 0 0 0 0 0
1001 
-+ 1100 0 0 0 0 0 0
1101 --+ 1200 0 0 3 1 6 2
1201 --+ 1300 0 0 0 0 0 0
1301 ---i 1400 0 0 0 0 0 0
1401 --+ 1500 0 0 0 0 3 1
1501 --+ 1600 0 0 0 0 0 0
1601 --+ 1700 0 0 0 0 2 1
1701 --r 1800 0 0 0 0 0 0
1801 --+ 1900 0 0 0 0 0 0
1901 --+ 2000 0 0 0 0 0 0
Total 1 1 (-, 2 74 c,
Average





Table 5.12: Myponga Failure Occurrences for Various Myponga Nominal Win-
ter Minimum Operating Levels - (1)














Mths Evts Mths Evts. Mths Evts
1 
-+ 100 0 0 0 0 8 5
101 --+ 200 2 1 F7I 3 t2 4
201 --+ 300 1 1 8 3 25 I
301 --+ 400 2 2 9 4 13 4
401 
-r 500 0 0 6 4 18 7
501 
-+ 600 2 1 3 1 8 2
601 
-+ 700 nl 2 10 3 r),) 15
701 --+ 800 ó 1 10 4 36 11
801 --+ 900 0 0 0 0 2 1
901 --+ 1000 0 0 2 1 10 3
1001 --+ 1100 I 4 10 4 25 8
1101 --+ 1200 24 7 47 13 85 19
1201 ---+ 1300 0 0 2 1 10 4
1301 ---+ 1400 3 1 aI 3 11 3
1401 --+ 1500 I 2 13 3 20 4
1501 ---+ 1600 6 3 19 6 31 6
1601 --+ 1700 5 3 17 6 28 b
1701 --+ 1800 3 2 18 6 48 t2
1801 ---+ 1900 3 2 L2 5 ,ot)J 9
1901 --+ 2000 0 0 2 1 8 tt)
Totai 75 32 202 7t 464 135
Average





Table 5.13: Myponga Failure Occurrences for Various Myponga Nominal Win-
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Figure 5-3: Southern System Myponga Nominal winter Minimum operating
Level - Reliability vs. Cost
10
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Consideration of the results presented in Tables 5.10 to 5.11 highlights the
tradeoff between operating cost and failure occurrence for Myponga Reservoir
when the Myponga Reservoir nominal winter minimum operating level is var-
ied. These results have been plotted in Figure 5.3. The occurrence of failures
in Myponga Reservoir increases dramatically with a reduction in the reservoir
nominal winter minimum operating level. Using the tradeoffs between reli-
ability and operating costs presented in Figure 5.3, an acceptable Myponga
nominal winter minimum operating levei can be selected by the system oper-
ators.
5.2.t.4 southern system - onkaparinga systern Nominal 'winter
Minimum Operating Level Comparison
In this section, the effect of varying the Mount Bold and H.ppy Valiey Reser-
voir nominal winter minimum operating levels has been considered on the
reliability-cost tradeoffs for the southern system using 2000 years of synthetic
inflow and demand data.
In this comparison, a Myponga nominal winter minimum level of 9500 ML
has been adopted, in conjunction with the 70% exceedance inflow forecast
sets. The demand component of the target storage levels in a1l reservoirs in
the system has been set at '4 weeks demand' and the demand forecast set given
in Table 4.11 has been used. Other details used in the HOMA simulation modei
are given in Appendix B.
As previously described, the Onkaparinga system comprises the Mount Bold
and Happy Valley Reservoirs. These two reservoirs are operated in conjunction.
As additional water is required at Happy Valley Reservoir, water is released
from Mount Bold Reservoir to Clarendon Weir and transferred into Huppy
Valley Reservoir as described in Section 4.2 of Chapter 4. In practice, this
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operation is carried out on a daily basis. Within this examination it is intended
to show that lowering the nominal winter operating level sufficiently can result
in a failure occurring in the Onkaparinga system. To achieve this purpose a
HOMA simulation is presented with an Onkaparinga system nominal winter
minimum operating level given as -100 ML,
Since the operation of the Mount Bold and Huppy Valley Reservoirs are so
closely linked, this run has been achieved by setting the Happy Valley Reservoir
nominal winter minimum operating level to zero and reducing the Mount Bold
Reservoir nominal winter minimum operating level to -100 ML. The additional
100 ML is obtained from the'4 week demand'component of the target storage
IevêI.
The comparative pumping costs are given in Tables 5.14 and 5.15. The cor-
responding failure occurrences in the Onkaparinga system are shown in Table
5.16. Only when the Onkaparinga System nominal winter minimum operating
ievels was reduced to -100 ML did failures occur in the Onkaparinga system.
The results given in Tables 5.14 and 5.15 are presented graphically in Figure
5.4.














1 --+ 100 150.989 t49.45r 146.953
101 --+ 200 i59.063 r57.772 r55.247
201 --+ 300 187.986 t87.443 185.146
301 --+ 400 162.600 161.867 159.495
401 --+ 500 178.635 177.584 175.048
501 --+ 600 r5I.422 150.211 r47.95t
601 --+ 700 181.065 180.278 t78.029
701 ---+ 800 i78.618 t77.666 175.395
801 
-+ 900 158.326 r57.r82 t5+.547
901 
-+ 1000 166.046 164.498 162.265
1001 
-+ 1100 t96.204 i95.439 t92.840
1101 --+ 1200 188.318 187.604 185.415
120i 
-+ 1300 162.143 r6t.r77 159.060
1301 --+ 1400 t72.583 171.305 169.130
1401 
-r 1500 162.028 161.061 158.680
1501 --+ 1600 176.388 175.684 1.73.45t
1601 --+ 1700 167.4t7 t66.562 164.259
1701 --+ 1800 t77.227 176.468 174.t78
1801 --+ 1900 184.041 183.250 181.145
1901 --+ 2000 152.363 151.068 148.831
Total 3413.462 3393.580 3347.065
Average
Annual Cost r.707 t.697 1.674
Table 5.14: Southern System Pumping Costs for Various Onkaparinga Nominal















1 -+ 100 r44.540 I42.278 t40.t72
101 --+ 200 152.768 150.362 148.003
201 --+ 300 182.806 180.561 178.409
301 
-+ 400 t57.299 155.337 153.580
401 ---+ 500 t72.632 170.282 168.065
501 --+ 600 r45.79r 143.752 141.696
601 --+ 700 175.913 173.785 r7r.762
701 --+ 800 r73.223 17t.t27 t68.924
801 --+ 900 r52.054 149.668 t47.+73
901 --+ 1000 159.862 r57.482 r55.209
1001 --r 1100 190.289 187.887 185.511
1101 --+ 1200 183.233 181.053 178.994
1201 --+ 1300 157.034 155.092 1 53.1 73
1301 --+ 1400 167.018 164.973 163.017
1401 --+ 1500 1,65.347 154.110 752.r02
1501 ---+ 1600 r71.240 t69.24t 1.67.175
1601 --+ 1700 161.968 159.633 157.450
1701 --+ 1800 171.898 169.748 167.655
1801 --+ 1900 179.066 r77.t63 175.339




Annual Cost 1.650 t.629 1.608
Table 5.15: Southern System Pumping Costs for Various Onkaparinga Nominal
Winter Minimum Operating Levels - (2)














Mths. Evts. Mths Evts Mths Evts.
I --+ 100 0 0 0 0 43 29
101 
-+ 200 0 0 0 0 53 32
201 --+ 300 0 0 0 0 58 37
301 
-+ 400 0 0 0 0 47 30
401 --+ 500 0 0 0 0 61 39
501 --+ 600 0 0 0 0 46 30
60i --+ 700 0 0 0 0 50 3i
701 --+ 800 0 0 0 0 57 32
801 ---+ 900 0 0 0 0 39 25
901 
-+ 1000 0 0 0 0 56 35
1001 
-+ 1100 0 0 0 0 56 34
1101 --+ 1200 0 0 0 0 58 38
1201 
-+ 1300 0 0 0 0 46 30
1301 + 1400 0 0 0 0 63 40
1401 --+ 1500 0 0 0 0 62 37
1501 
-+ 1600 0 0 0 0 59 36
1601 --+ 1700 0 0 0 0 38 25
1701 --+ 1800 0 0 0 0 50 34
1801 --+ 1900 0 0 0 0 65 39
1901 --+ 2000 0 0 0 0 48 30
Total 0 0 0 0 1055 663
Average
Annual Failures 0.000 0.000 0.000 0.000 0.528 0.332
Table 5.16: Onkaparinga Failure Occurrences for Various Onkaparinga Nomi-
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Figure 5.4: Southern System Onkaparinga Nominal Winter Minimum Operat-
ing Level vs. Cost
6,000
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For each of the Onkaparinga nominal winter minimum operating levels con-
sidered, five months of failure occurred in the Myponga Reservoir comprising
two events. Over the 2000 year simulation period considered this represents a
reliability o199.9%. No failures occurred in the Onkaparinga system until the
nominal winter minimum operating level for the Onkaparinga system was set
to -100 ML. These results show that the capacity of pumping on the Mur-
ray Bridge Onkaparinga pumping system is sufficient to meet demands from
H.ppy Valley Reservoir throughout the year with only small balancing stor-
ages required in the Onkaparinga reservoirs. The nominal winter minimum
operating level for the Onkaparinga system should therefore be selected with
consideration of the reliability of the Murray Bridge-Onkaparinga pumping
system.
In conclusion, consideration of the reliability-cost tradeoffs for southern Ade-
laide water supply system, taking into account hydrologic variability has re-
vealed the potential for significant reductions in operating costs with little
or no loss in system reliability. The dependence of the southern system on
pumping from the River Murray via the Murray Bridge-Onkaparinga pump-
ing system, necessitates the inclusion of the impact of the reliability of this
pumping system in the examination of reliability-cost tradeoffs. The impact
of the reliability of this system is examined later in section 5.3 of this chapter.
5.2.2 Northern System
The following sections detail reliability-cost tradeoffs for the northern system
taking into account hydrologic variability associated with the operation of the
system. These tradeoffs have been determined by considering the application
of a range of system operating rules. In these comparisons, the physical mini-
mum operating levels below which failure is assumed to occur in the northern
system reservoirs is given in Table 5.17. A description of the physical minimum
346












Table 5.17: Northern System Physical Minimum Reservoir Operating Levels
In the case of South Para, Barossa, Little Para and Hope Valley Reservoirs,
it is possible for these reselvoirs to be drawn below their physical minimum
operating levels in a crisis situation with the installation of temporary pumps
and associated pipework.
In the simulation of the northern system it has been assumed that short-term
draw-down of these reservoirs may occur in order to satisfy demand. When
reservoir levels are drawn down below these levels, a 'failure' is assumed to
have occurred, however full demand requirements are assumed to have been
met.
5.2.2.L Northern System - fnflow Exceedance Comparison
As described in section 4.2.4.2 of Chapter 4, a forecast set of inflow and de-
mand volumes are ¿ßsumed at the commencement of the water year in the
preparation of the pumping plogram for the coming year. As the year pro-
gresses, these forecast inflows and demands are updated with 'actual' inflow
and demand volumes and the pumping program for the remainder of the year
is reformulated.
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In this section a comparison is made for the northern system using forecast
inflow data sets having 90% to 40% inflow exceedance values. Details of these
inflow exceedance data sets for the northern system are given in Chapter 4
in Tables 4.5 to 4.I0. 30% to L0% inflow exceedance data sets have not been
considered, as results from the southern system highlight the use of these data
sets will result in higher operating costs with reduced reliability. Additional
operating rules used in this comparison include the demand forecast set pre-
sented in Table 4.12 and t4rget storage levels for the reservoirs in the system,
comprising the nominal minimum reservoir operating levels given in Table B.14
plus '8 weeks demand' given in Tables B.15 and 8.16. Other details used in
the HOMA simulation model are given in Appendix B.
A synthetic inflow and demand data record of 1000 years has been used to
examine the long term operating and failure behaviour of the system using
this range of operating rule sets. A 1000 year record set has been used for
the northern system in contrast to the 2000 year record set for the southern
system because of the greater complexity of the northern system and hence
longer computer run times for the simulations. Simulation of 1000 years of
record of the northern system using the HOMA model in 'forecast' mode on a
Sun Sparcstation 20 takes approximately 12.5 hours.
This data has been generated using the streamflow and demand data genera-
tion models previously described in Chapter 4.
The comparative pumping costs are presented in Tables 5.18 and 5.19
There l\¡ere no failure occurrences in any reservoir in the northern system for
any of the operating rule sets examined.
Consideration of the results shown in Tables 5.18 and 5.19, and plotted rn
Figure 5.5 reveals that the minimum average operating cost for the northern

















-+ 100 498.820 487.581 478.662
101 --+ 200 493.306 480.617 468.908
201 --+ 300 551.876 545.561 539.404
301 --+ 400 525.310 5t4.+75 505.327
401 
-+ 500 527.645 517.614 507.788
501 --+ 600 510.833 499.L94 492.505
601 --+ 700 555.703 542.836 537.825
701 --+ 800 555.699 549.28t 540.419
801 --+ 900 507.963 495.696 486.622
901 --+ i000 516.901 505.878 497.872
Total 5244.056 5138.733 5055.332
Average Annual Cost 5.244 5.139 5.055















1 --+ 100 470 72.6 465.t44 465.e90
101 
-+ 200 458.868 451.380 449.006
201 
-+ 300 535.285 530.077 535.468
301 
- 
400 /o7 ea1 /lAa /12(' 484.r3+
401 --+ 500 498.066 489.790 489.093
501 --+ 600 484.684 476.638 477.92t
601 --+ 700 528.058 523.992 523.200
701 
-+ 800 532.196 525.4r2 525.2r3
801 --+ 900 479.425 474.216 474.577
901 --+ 1000 487.301 483.085 480.379
Total 4971.990 4908.169 4904.513
Average Annual Cost 4.972 4.908 4.905
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Figure 5.5: Northern System Inflow Forecast - Exceedance vs. Cost
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using a 50To inflow exceedance forecast set are marginally higher than the 40%
exceedance case. Although lower exceedance inflow data sets have not been
considered, results from the southern system indicate that the use of these sets
would result in higher operating costs, at a reduced reliability level.
It was iniiially expected that the minimum annual average operating costs
would be obtained using the 50% inflow exceedance sets for the northern sys-
tem. Detailed examination of the output files reveals a number of contributing
factors resulting in the 40To inflow exceedance sets annual average operating
costs being marginally lower. These factors include :
o Consideration of the historical mean and median statistics for the south-
ern and northern system inflow gauging stations presented in Tables 4.14,
4.75, 4.16,4.17 and 4.18 of Chapter 4 reveals that the ratio of winter
mean monthly inflows to median monthly inflows is generally greater for
the northern system gauging stations than the southern system gauging
stations. The 50% inflow exceedance set represents the median rather
than mean inflow set. The minimum operating costs are likely to occur
when the inflow forecast set is closest to the mean inflow set. Since the
mean inflow set is closer to the 40To exceedance set than the 50% inflow
set for the northern system gauging stations, the results for the 40To ex-
ceedance set will be slightiy lower than the results for the 50% inflow
set.
¡ The use of the 40% inflow exceedance sets results in the increased usage
of the Millbrook pump station. As the Torrens system approaches full
capacity, Millbrook pump station can be used to transfer water to the
Little Para Reservoir or directly supply metropolitan Adelaide through
Anstey Hill Water Filtration Plant. Using the lower inflow exceedance
set results in increased scheduling of this pump station as the forecast
inflow to Millbrook Reservoir will be greater. In the event that the actual
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inflows do not attain the forecast inflows, Millbrook Reservoir will not
reach the forecast storage level. In the event that the actual inflows
exceed the forecast inflows and the Torrens system is at or near capacity,
the volumes of spill will be lower if the 40% inflow exceedance sets has
been assumed.
o The use of the 40% inflow exceedance sets results in all reservoirs in
the northern system reaching lower minimum levels during the period
of simulation. Since these minimum reservoir levels are still above the
failure levels for the system, no failures are recorded. The reliability level
using the 40% infl.ow exceedance sets will be marginally lower than that
obtained using the 50% inflow exceedance sets. The reduction in reservoir
storage levels will also have benefits in terms of reduced evaporation
losses.
o In those situations when the inflow is less than the forecast inflow set,
and additional pumping is required, the additional pumping will be un-
dertaken at the next months marginal pumping cost. When the 40%
inflow exceedance sets is applied, a slight increase in pumping costs will
result above that obtained with the use of the 50% inflow exceedance
sets. This effect will counter-balance pumping cost reductions obtained
through the previous two factors.
The summation of the factors affecting the pumping costs for the northern
system using the 40To inflow exceedance sets in contrast to the 50% inflow ex-
ceedance sets result in an average annual operating cost of $4.905M compared
to $4.908M.
Results from the inflow exceedance analysis for the southern system, presented
earlier in this section, resulted in the adoption of the 70% inflow exceedance
sets. For consistency with the analysis of the southern system, the 70% inflow
exceedance sets have also been adopted and used in ail other considerations
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of the northern system described in later sections. It is noted that further po-
tential reduction in operating costs with no apparent loss in system reiiability
could be obtained through the application of the 50% inflow exceedance sets
in place of the 70% inflow exceedance sets.
5.2.2.2 Northern System - Demand Storage Level Comparison
As described in Chapter 4 in section 4.2.4.7 there are two components to the
reservoir target storage levels adopted in the operating rules for the metropoii-
tan Adelaide water supply system. These two components are the :
o Nominal minimum operating level component
o tDemand storaget component
In this section a comparison is made between a range of operating rules for
the northern system using runs with 8, 6, 4 and 2 weeks of demand as the
'demand storage' cornponent of the reservoir target storage levels.
For each of the four cases considered,theT0To inflow exceedance data sets lor
each reservoir in the system has been used together with the forecast demand
set presented in Table 4.12. These operating rules are examined using 1000
years of synthetic inflow and demand data. Details of the components compris-
ing the target storage levels for the northern Adelaide system are presented in
Appendix B in Tables B.15, 8.17, 8.19 and 8.22. The nominal minimum op-
erating levels components of the target storage levels used in this analysis are
presented in Table 8.14. Other details used in the HOMA simulation model
are given in Appendix B.
The streamflow and demand data has been generated using the generation
models previously described in Sections 4.4 and 4.5 of Chapter 4.
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1 --+ 100 478.662 463.655 455.799 444.8t0
101 ---+ 200 468.908 454.814 446.163 434.614
201 ---+ 300 539.404 524.633 5r7.482 509.043
301 + 400 505.327 492.483 482.386 473.L44
401 ---+ 500 507.788 49t.rr7 482.606 +7r.722
501 + 600 492.505 477.r59 469.082 458.753
601 -+ 700 537.825 522.763 5r4.964 504.905
701 --+ 800 540.479 523.436 516.579 506.876
801 -+ 900 486.622 +72.353 463.493 453.980
901 --+ 1000 497.872 481.966 472.244 463.346
Total 5055.332 4904.379 4820.798 472r.L93
Average Annual Cost 5.055 4.904 4.82r 4.72t
Table 5.20: Northern System Pumping Costs for Various Demand Storage
Levels
No system failures occurred during any of the 1000 year simulations of the
northern system for the operating rule sets considered.
The results indicate that the current pumping capacity and minimum stolage
levels in the northern system are adequate to accommodate any hydrological
shortfalls even when the demand storage componerìt of the target storage val-
ues are reduced to 'two weeks demand' above the nominal minimum storage
levels.
For the simulation period considered, the demand storage component of the
target storage levels could be lowered from '8 weeks demand' to '4 weeks de-
mand' with a resulting reduction in average annual operating cost of approx-
imately $234,000 with no reduction in system reiiability. Further reduction
of the demand storage component to '2 weeks demand' would result in an
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additional annual reduction in operating costs of $100,000
Results from the demand storage analysis for the southern system presented
earlier in this section resulted in the adoption of a'4 weeks demand'component
of the target storage levels for the southern system by the EWS. It was decided
in this study, for consistency, that this demand storage component of the target
storage levels should also be adopted for the northern system.
The '4 weeks demand' component of the target storage levels has been used in
all other considerations of the northern system described in later sections.
The operation of the northern system is highly dependent on purnping from the
River Murray via the Mannum-Adelaide and Swan Reach Stockwell pipelines
and pumping at the Millbrook pump station. The overall reliability of the
system is therefore dependent on the reliability of the critical components of
these pumping systems. The impact of the reliability of these components is
considered later in Section 5.3 of this chapter.
5.2.2.3 Northern System - South Para Nominal'Winter Minimurn
Operating Level Cornparison
In this section, a comparison is made for the operating rules for the South Para
subsystem of the northern system. The nominal winter minimum opelating
level currently adopted in the operation of the northeln system is 11,100 ML.
Following discussion with a number of personnel within the EWS, the basis for
the selection of this nominal wintel minimum operating level is unclear, but is
thought to relate to the reliability of the system.
In this comparison, the nominal winter minimum operating level component
of the target storage levels for the South Para Reservoir have been varied
and a synthetic inflow and demand data recold of 1000 years has been used
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to examine the long term operating behaviour for the system under these
operating rules. For each of the nominal winter minimum operating level
components of the target storage ievels, 4 weeks of demand storage has been
used to obtain the monthly target storage levels. For each of the six cases
consideredrtheT0To inflow exceedance data set for each reservoir in the system
has been used together with the forecast demand set presented in Table 4.I2.
For ali other reservoirs, the nominal minimum operating level components of
the target storage levels used in this analysis are those presented in Table 8.14.
Other details used in the HOMA model are given in Appendix B.












1 --+ 100 455.799 454.327 451.008
101 --+ 200 446.163 444.035 440.316
201 --+ 300 5t7.482 515.988 512.083
301 
-+ 400 482.386 481.488 478.22t
401 -+ 500 482.606 480.863 476.760
501 --+ 600 469.082 466.970 463.354
601 
-+ 700 514.964 512.557 509.446
701 --+ 800 516.579 515.012 :Ðtr.797
80i --+ 900 463.493 467.753 458.234
901 --+ 1000 472.244 470.523 468.064
Total 4820.798 4803.516 4769.283
Average Annual Cost 4.821 4.804 4.769
Table 5.21: Northern System Pumping Costs for Various South Para Nominai
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1 --+ 100 447.801 444.984 442.t50
101 ---+ 200 437.t24 434.286 431.705
201 -+ 300 508.955 506.109 503.244
301 ---+ 400 475.247 47r.504 468.925
401 ---+ 500 473.235 469.730 466.484
501 --+ 600 460.065 457.t62 454.t53
601 ---+ 700 507.44r 504.579 50t.947
701 --r 800 509.25r 506.973 504.709
801 --+ 900 454.590 45I.576 448.683
901 -+ 1000 464.702 462.129 459.560
Total 4738.47r 4709.032 4681.560
Average Annual Cost 4.738 4.709 4.682
Table 5.22: Northern System Pumping Costs for Various South Para Nominal
Winter Minimum Operating Levels - (2)
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There were no failure occurrences for the any reservoir of the northern system
for each of the South Para nominal winter minimum storage levels examined.
Consideration of the results shown in Tables 5.21 and 5.22, and plotted in
Figure 5.6, highlight that significant potential reductions in operating costs
can be achieved. Lowering the South Para Reservoir nominal wintel minimum
operating levels does not reduce the system reliability below a 99$% level.
The lowest combined storage level reached in the South Para system (com-
prising the Warren, South Para and Barossa Reservoirs) during the 1000 year
simulation of the system using a nominal winter minimum operating level of
2100 ML for South Para Reservoir was 6506 ML. This represents 2300 ML
above the physical minimum operating level (mole than 2 weeks demand) for
every month in the year for the system. Using a nominal winter minimum
oþerating level of 4100 ML for South Para Reservoir, the lowest combined
storage level reached in the South Para system rises to 8438 ML representing
4200 ML above the physical minimum operating level (more than 4 weeks
demand).
The South Para system can be supplemented by watel pumped via the Swan
Reach-Stockwell and the Mannum-Adelaide pumping systems. Befole firm rec-
ommendations can be ma<ie regarding the nominai winter minimum operating
level for South Para Reservoir, the impact of pumping system failures on the
perf'ormance of the system should be assessed. The impact of the reliability of
these pumping systems is considered later in this chapter in Section 5.3.
5.2.2.4 Northern System - Little Para and Millbrook Nominal'W'in-
ter Minimum Operating Level Comparison
In this section, a comparison is made by modifying the operating rules asso-
ciated with the Little Para and Millbrook Reservoirs of the northern system.
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Variation of the Millbrook nominal winter minimum operating level will impact
on the behaviour of the three reservoirs (Millbrook, Kangaroo Creek and Hope
Valley) in the Torrens system as these three reservoirs are closely linked in the
operation of the northern system. The norrinal wintel minimum opelating
level component of the target storage levels for the Little Para and Millbrook
Reservoirs have been varied and a synthetic inflow and demand data record
of 1000 years has been used to examine the effect on the long term operating
behaviour for the system. For each of the nominal winter minimum operating
level components of the target storage levels, 4 weeks of demand storage has
been used to obtain the monthly target storage levels. For the three cases con-
sidered, the 70To infl.ow exceedance data set for each reservoir in the system
has been used together with the forecast demand set presented in Table 4.12.
For all other reservoirs, the nominal minimum operating level components of
the target storage levels used in this analysis are those presented in Table 8.14.
Other details used in the HOMA model are given in Appendix B.
The comparative pumping costs obtained from the simulations are presented
in Table 5.23 and the corlesponding number of failures in Little Para Reservoir
shown in Table 5.24.
Reducing the nominal winter minimum operating levels in both Millbrook and
Little Para Reservoirs by 1000 ML has no apparent impact on the reliability
of the northern system. If these minimum levels are reduced a further 1000
ML , failures in the Little Para Reservoir are induced. Both the Torrens and
Little Para systems are highly dependent on the Mannum-Adelaide pumping
system and the Millbrook pump station. It is important therefore to consider
the impact of potential failures of these pumping systems on the reiiability-
cost tradeoffs for the operation of the northern system before recommendations
can be made regarding the nominal winter minimum operating levels for the

























1 --+ 100 455.799 451.150 446.688
101 --+ 200 446.163 44t.643 437.229
201 
-+ 300 5t7.482 5r3.776 510.192
301 
-+ 400 482.386 478.505 475.498
401 --+ 500 482.606 478.439 474.364
501 --+ 600 469.082 465.001 461.308
601 --+ 700 574.964 5rr.237 507.597
701 --+ 800 516.579 513.447 509.459
801 
-+ 900 463.493 459.375 455.379
901 --+ 1000 472.244 469.076 465.406
Total 4820.798 478t.643 474-1.I20
Average Annual Cost 4.821 4.782 4.743
Table 5.23: Northern System Pumping Costs for Various Little Para and Mill-
brook Nominal Winter Minimum Operating Levels


























Mths Evts Mths. Evts. Mths Evts
1 ---r 100 0 0 0 0 3 3
101 
-+ 200 0 0 0 0 L4 6
201 ---+ 300 0 0 0 0 25 T2
301 -+ 400 0 0 0 0 8 i)
401 ---+ 500 0 0 0 0 11 6
501 ---+ 600 0 0 0 0 13 6
601 ---+ 700 0 0 0 0 22 9
701 ---+ 800 0 0 0 0 19 11
801 --+ 900 0 0 0 0 19 I
901 ---+ 1000 0 0 0 0 6 2
Total 0 0 0 0 t40 bb
Average Annual Cost 0.000 0.000 0.000 0.000 0.140 0.055
Table 5.24: Northern System Failure Occurrences for Various Little Para and
Millbrook Nominal Winter Minimum Operating Levels
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Potential does exist to reduce the nominal winter minimum operating levels
for both the Little Para and Millbrook Reservoirs with no apparent reduction
in reliability in terms of hydrologic risks related to inflows and demands with
an associated reduction in average annual operating cost of apploximately
$39,000.
In conclusion, consideration of the reliability-cost tradeoffs for the northern
Adelaide water supply system taking into account hydrologic variability, has
revealed the potential for significant reductions in operating costs with little
or no apparent loss in system reliability. The dependence of the northern
system on pumping from the River Murray via the Mannum-Adelaide and
the Swan Reach-Stockwell pumping systems together with the transfer facility
at the Millbrook pumping station, necessitates the inclusion of the impact of
the reliability of these pumping systems in the examination of reliability-cost
tradeoffs. These impacts are considered latel in this chapter in Section 5.3.
5.2.3 Synthetic Inflow Data Parameter lJncertainty Anal-
ysis
The generation of synthetic inflow data for the metropolitan Adelaide water
supply system has involved a set of 1080 parameters representing the monthly
statistical properties of the flve streamflow gauging sites together with the
coefficients of the [,4] and [-B] matrices. Details of the model used to generate
tlris data has been presented in Section 4.4 of Chapter 4.
As discussed in Section 3.3 of Chapter 3, work by a number of researchers has
highiighted the need to consider parameter uncertainty in the generation of
synthetic streamflow data. This parameter uncertainty should be considered in
the assessment of the expected performance of urban water supply headworks
systems as the parameters are estimated from a limited length of historical
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record
A rigorous analysis of all parameters is beyond the scope of the current study,
however the examination of the effect of parameter uncertainty is still consid-
ered appropriate. Results for the southern system indicate that the Myponga
Reservoir is the critical element in the metropolitan Adelaide system. In this
section, parameter uncertainty for the inflows to this reservoir have been ex-
amined.
The24 parameters that have the greatest impact on the Myponga Reservoir are
the L2 monthly means and variances for the Myponga catchment. The values
determined for these parameters by Baker and Dandy [10] using 42 years of
historical data have been previously presented in Table 4.14 of Chapter 4.



















Table 5.25: Myponga Historical Inflow Statistics
For the generation of synthetic data it is preferable to have normally dis-
tributed data. Using the raw historical data, parameters have been determined
by Baker and Dandy to transform the historical data into a de-trended, de-
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seasonalised, zero mean, unit variance, normally distributed set. The historical
data has been transformed using a three parameter log-transform and the pa-
rameters obtained are presented in Table 5.26. For the month of December no
transformation was required as the historical data was normally distributed.












July 8.16 0.79 -293
August 8.65 0.50 -1937
September 7.53 1.00 +98
October 6.92 0.88 +t4
November 6.30 0.54 -48
December normal
January b.b / 0.64 -59
February 5.44 0.75 -19
March 6.26 0.27 284
April 6.18 0.43 -r25
M.y 6.19 1.06 +156
June 7.27 1.10 +105
Table 5.26: Statistics of Myponga Transformed Inflow Data
Preliminary work by Crawley and Dandy [49] identified the critical months
for the operation of the southern system as Aprii, May and June. During
these months the probability of failure occurring in the Myponga Reservoir
is greatest. It was considered overly conservative to assume that inflows into
Myponga Reservoir had been overestimated for ali months in the year and
therefore statistical parameters for only these three months have been varied.
Using the modified inflow record for Myponga Reservoir the impact on the
reliability of the southern system has been examined.
Estimates for the standard error of the monthly mean and standard deviation
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are given by Equations 5.1 and 5.2 (McMahon and Mein [203]).
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(5 1)
Standard error of standard deviation : (5.2)
where,
s : Standard deviation of the data
n : Number of observations
: (42 years for Myponga)
The proposed variations to the mean and standard deviation values for the
months of April, May and June are to reduce the mean of the transformed
data by 1.65 times the standard error of the mean and to increase the standard
deviation of the transformed data by 1.65 times the standard error of the stan-
dard deviation. The factor 1.65 was selected as this represents the ninety fifth
percentile for the estimated parameter assuming that it is approximately nor-
mally distributed. Cross-correlations between errors in the estimated monthly
means and standard deviations are ignored in this simplified analysis. Low
flow events have been identified as critical to the operation of the Myponga
Reservoir. Reducing the mean and increasing the standard deviation of the
transformed data will result in a greater number of these low flow events in
the generated synthetic record and hence produce the'worst-case'result. The
modified means and standard deviations are presented in Table 5.27. The
shifting parameters have not been altered.
Using these modified parameters, the previously generated synthetic data has
been adjusted for the southern system. This data has been used as input to












July 8.16 0.79 -293
August 8.65 0.50 -1937
September 7.53 1.00 +98
October 6.92 0.88 +14
Novembe¡ 6.30 0.54 -48
December normal
January 5.67 0.64 59
February 5.44 0.75 -19
March 6.26 0.27 -284
April 6.07 0.5i -125
Muy 5.92 r.25 +156
June 6.99 1.30 +105
Table 5.27: Statistics of Myponga Transformed Inflow Data after Modification
HOMA to simulate the operation of the southern portion of the Adelaide head-
works system. Reliability-cost tradeoffs have been exarnined for the operation
of the southern water supply system by varying the Myponga nominal winter
minimum operating level. In this examination, 70To exceedance inflow forecast
.^+. L..,- l-^^- ,,.^,1 f^- ^ll -^^^-.,^:-^:.. ^^'.:,,^^r:^'- --.:¿L ¿L^ r^--^-r r-,--- -rvvur r uùuu ¡v¡ Qir r!ùet v vr ¡ ù rrl uul l.l rllluùlUll Wl t ll I,IIC (IUIIICLII(I f UteCäSL
set given in Table 4-11. The demand component of the target storage levels
:- ^lì -^^^-..^:-^ :- ¿L^ ^,--¿^- L^^ L ^^- ^-¿ -L .Á r r r)rrr óll lçòçl vullD rll ull(, ùJòtclII llcl,ö UUCII ügL d,L 'i WeeKS UelIlAIIo AS Slven ln
Table 8.7. The nominal minimum opelating levels used for the Mount Bold
and Happy Valley Reservoirs are those given in Table 8.4. Other details used
in the HOMA simulation model are given in Appendix B.
Pumping clectricity costs obtained for the southern systern usirg the range
of operating rule sets are presented in Tables 5.28 and 5.29. The associated
Myponga Reservoir failure occurrences are presented in Tables 5.30 and 5.3i.














1 ---+ 100 t54.520 153.736 r52.945
10i --+ 200 t62.76L 161.964 161.200
201 
-+ 300 r92.546 191.548 i90.555
301 --+ 400 166.686 165.777 764.957
401 --+ 500 t82.329 r81.454 180.669
501 --+ 600 t54.727 153.952 r53.287
601 -+ 700 185.639 r84.625 183.628
701 --+ 800 182.536 r9t.732 180.956
801 --+ 900 162.428 161.506 160.678
901 --+ 1000 169.26r 168.509 167.888
1001 
-¡ 1100 200.582 r99.344 198.248
1101 --+ 1200 t92.522 191.615 ß0.72r
1201 --+ 1300 166.085 165.080 164.284
1301 
-+ 1400 175.477 173.043 174.262
1401 --+ 1500 166.021 165.079 164.258
1501 --+ 1600 180.190 L79.276 178.483
1601 --+ 1700 171.156 170.280 769.444
1701 --+ 1800 181.407 180.375 t76.982
1801 --+ 1900 787.725 187.004 186.222
1901 --+ 2000 r55.723 149.908 t54.207
Total 3490.32t 3465.801 3453.874
Average Annual Cost r.745 1.733 t.727
Table 5.28: Southern System Pumping Costs for Various Myponga Nominal















1 --+ 100 152.375 151.916 151.538
101 --+ 200 160.548 159.830 159.314
20i --+ 300 189.631 188.823 188.070
301 --+ 400 164.r28 163.367 t62.756
401 --+ 500 179.886 r79.240 178.776
501 --+ 600 752.74r 152.299 151.950
601 --+ 700 782.674 181.804 180.073
701 --+ 800 180.317 L79.707 179.130
801 --+ 900 t59.972 159.1 76 158.660
901 --+ 1000 167.285 166.754 166.229
1001 --+ 1100 197.310 196.633 r95.929
1101 
-+ 1200 189.875 189.050 188.500
1201 --+ 1300 i63.595 163.029 162.584
1301 --+ 1400 173.768 r73.255 172.785
1401 + 1500 163.489 162.855 162.220
1501 --+ 1600 r77.670 176.949 176.244
1601 
-+ 1700 168.720 168.053 t67.454
17n1 ^ 1annI I \'I 
' 
A(JT'\' I 7a ((Â 111 ARn- 177 .)7l¡L I I .L I J
1801 --+ 1900 185.514 184.823 784.074
1901 --+ 8000 153.565 i52.935 152.405
mr 1l()Lar ql t1 f t^ù+lt1.i)i)y Ô/ôô oFôJ+ZÒ..1tJ¿) nt1^ ^ù^ð+ro.v J t,
Average Annual Cost I.72L t.714 1.708
Table 5.29: Southern System Pumping Costs for Various Myponga Nominal
Winter Minimum Operating Levels using Modified Myponga Inflow Data - (2)














Mths Evts. Mths. Evts Mths Evts
1 --+ 100 0 0 0 0 0 0
101 
-+ 200 0 0 0 0 1 1
201 --+ 300 0 0 0 0 0 0
301 ---+ 400 0 0 0 0 0 0
401 
-+ 500 0 0 0 0 0 0
501 -+ 600 0 0 0 0 0 0
601 
-r 700 2 1 4 1 6 2
701 
-r 800 0 0 0 0 0 0
801 
-+ 900 0 0 0 0 0 0
901 --+ 1000 0 0 0 0 1 1
1001 
-+ 1100 0 0 0 0 0 0
1101 -+ 1200 0 0 4 1 I 3
1201 
-+ 1300 0 0 0 0 0 0
1301 --+ 1400 0 0 0 0 0 0
1401 --+ i500 0 0 2 i 5 2
1501 
-+ 1600 0 0 0 0 1 1
1601 --+ 1700 0 0 0 0 2 1
1701 --+ 1800 0 0 0 0 0 0
1801 --+ 1900 0 0 0 0 0 0
1901 
-+ 2000 0 0 0 0 0 0
Total 2 1 10 3 25 11
Average





Table 5.30: Myponga Failure Occurrences for Various Myponga Nominal Win-















Mths Evts. Mths. Evts Mths. Evts
1 ---+ 100 0 0 0 0 10 5
101 ---+ 200 4 2 8 or) 15 4
201 ---+ 300 I 1 13 6 28 10
301 --+ 400 4 3 10 4 19 5
401 
-+ 500 0 0 11 5 26 8
501 
-+ 600 2 1 5 2 10 3
601 --+ 700 8 2 23 10 54 15
701 --+ 800 3 1 13 5 48 13
801 --+ 900 0 0 5 oJ 10 4
901 
-+ 1000 4 1 6 2 16 5
1001 
-+ 1100 8 3 15 6 29 8
1101 ---+ 1200 31 7 62 15 t04 20
1201 --+ 1300 1 I 6 .) 16 ti
1301 ---+ 1400 tr) 1 q 3 18 5
1401 --+ 1500 8 2 74 3 22 4
1501 --+ 1600 7 .)J 23 6 36 7
1601 ---+ 1700 b 4 19 6 32 8
1701 --+ 1800 6 4 31 11 o( t7
1801 --+ i900 6 3 18 I 4T 10
1901 
-+ 2000 0 0 2 1 a 3
Totai r02 39 311 101 609 160
Average





Table 5.31: Myponga Failure Occurrences for Various Myponga Nominal Win-
ter Minimum Operating Levels using Modified Myponga Inflow Data - (2)
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Results from Tables 5.28, 5.30, 5.29 and 5.31 together with the results from the
unmodified Myponga inflow comparison previously presented in Tables 5.10,










































11500 1.730 0.0005 r.745 0.0005 0.0000
i0500 r.72t 0.0010 1.733 0.0015 0.0005
9500 I.7I4 0.0025 r.727 0.0055 0.0030
8500 r.707 0.0160 t.721 0.0195 0.0035
7500 1.701 0.0355 t.714 0.0505 0.0150
6500 1.695 0.0675 1.708 0.0800 0.0125
Table 5.32: Original and Modified Myponga Inflow - Annual Cost and Failure
Summary
A number of observations can be drawn from the results presented in Table
5.32.
1. The results indicate that the effect of uncertainty of the inflow parameters
will have some impact on the assessed reliability-cost tradeoffs for the
system and the effect of this parameter uncertainty must be considered
in the selection of an appropriate level of system reliability.
2. The largest increases in the average annual number of failure events
occurs with the use of 7500 ML and 6500 ML nominal winter minimum
operating levels for Myponga Reservoir. For the higher nominal winter
minimum operating levels of 8500 ML to 11500 ML , the increase is
relatively small, however still significant relative to the average annual
failure event frequency determined using the original Myponga Reservoir
372
inflow statistics. If the required reliability for the southern system is for
the failure frequency to be less than or equal to 1 in 400 years, it may
be considered appropriate to select a Myponga nominal winter minimum
operating level of 10500 ML rather than 9500 ML to accommodate the
effect of the inflow parameter uncertainty.
3. A reduction in the mean inflow for the months of April, May and June
results in an increase in the average annual pumping cost for the system.
This increase in pumping cost is relatively consistent across the range of
operating rules considered.
5.2.4 Surnmary
In this section, reliability-cost tradeoffs have been considered for the southern
and northern components of the Adelaide water supply headworks system,
taking into account potential variations in inflow and demand on the system.
A range of operating rule sets have been considered and the pumping costs and
failure occurrences associated with these operating lules determined. In the
examination of the system, the bulk water transfer systems have been assumed
to be fully available whenever required.
Results presented in this section highlight that the most sensitive component
of the headworks system is Myponga Reservoir. Myponga Reservoir is also the
only reservoir in the system that cannot be supplemented with water from the
River Murray.
Potential exists in the results presented for significant reductions in system
operating costs, with only small changes in system reliability. Because of the
high dependence of the Adelaide system on the transfer of water from the
River Murray, it is vital that the impact of the reliability of the bulk water
transfer systems be considered in the overall reliability-cost assessment of the
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Adelaide system. This assessment is undertaken in the following section.
5.3 Hydrologic and Component Reliability As-
sessment
This section considers both the hydrologic and bulk water transfer reliability
factors that affect the reliability-cost tradeoffs for the metropolitan Adelaide
water supply system. Using synthetic data generated for reservoir inflows and
system demands, in conjunction with synthetic failure data for the bulk water
transfer systems, the southern and northern components of the system are
examined using the simulation/optimisation model HOMA.
The parameters determined for the bulk water transfer component reliabilities
have a degree of uncertainty associated with them. In order to examine the
sensitivity of the results to these uncertainties, variations to these parametels
have been considered, and the effect on the simulation results for a range of
operating rule sets plesented.
5.3.1 Southern System
In the first assessment of the southern system, a demand storage ievel compar-
ison previously undertaken is repeated with the inclusion of pumping system
failures to examine the effect of these failures on the reliability-cost tradeoffs
for the system. In the second assessment, the nominal winter minimum op-
erating level for the Myponga Reservoir is varied and the effect of pumping
system failures on reliability-cost tradeoffs examined.
In both these comparisons the physical minimum operating levels at which fail-
ure is assumed to occur in the southern system reservoirs are those previously
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given in Table 5.1
5.3.1.1 Southern System - Demand Storage Level Comparison
In this section, a comparison is made between a range of operating rules for
the southern system using runs with 8, 6, 4 and 2 weeks of demand storage
components of the target storage levels. The nominal minimum operating
levels components of the target storage levels used in this analysis are presented
in Table 8.4 of Appendix B. The performance of these operating rules are
considered using 2000 years of synthetic inflow and demand data in conjunction
with Monte Carlo failure data for the Murray Bridge-Onkaparinga pumping
system.
Additional operating rules used in this comparison include the demand fore-
cast set presented in Tabie 4.11 and the70% exceedance forecast inflow sets
presented in Tables 4.3 and 4.4. Other details used in the HOMA simulation
model are given in Appendix B.
The streamflow and demand data has been generated using the models pïe-
viously described in Chapter 4. The pumping system failure data has l¡een
generated using the model described in Section 4.6.4 of this same chapter.
The nrrrnnino rnc+.c 
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5.33. The corresponding number of months of failure and failure events for
the Myponga Reservoir are given in Table 5.34. This is identical to Table
5.8 which ignored the reliability of the bulk water transfer system. Again, no
failures occurred in the Onkaparinga system. In all four simulations, there were
two months when the pumping capacity was reduced to zero for the montir.
During these two months the online demand by small towns on the Murray
Bridge-Onkaparinga pipeline was unable to be met. It has been assumed that
during these two rnonths, water would have been tankered to meet these supply
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requirements. An estimated cost for tankered water, used in this comparison
is $10,000/ML. This cost has been taken from work presented by Dandy [61].
The results again highlight that supply failur-e from the Myponga Reservoir
due to low inflow events is the critical consideration in the operation of the
southern system. The Onkaparinga system comprising Mount Bold and H.ppy
Valley Reservoirs are not criticai in the operation of the system because of the
large capacity of the Murray Bridge-Onkaparinga pumping system relative to
the southern system demand.
For the range of operating rules considered and the pumping system reliability
parameters assumed, pumping system failures have little impact on the overall
reiiability of the southern system.
Comparison of the pumping costs presented in Table 5.33 with those previously
presented in Table 5.8 where perfect pumping reliability was assumed, reveals
that the impact of pumping system failures is to marginally increase the overall
pumping costs. This result is intuitive since, in addition to the costs associated
with tankering to meet on-line demands, 'catch up' pumping will need to be
undertaken at higher marginal pumping costs in subsequent months following
a pumping system failure.
The results also show that using a demand storage component of '8 weeks
demand' as part of the target storage levels in the operation of the southern
system, a failure of supply from Myponga Reservoir would occur with a fre-
quency of approximately 1 in 400 years (99.75% reliability) and the failure
would have an average duration of approximately 3 months.
Results from this assessment of the southern system highlight that the operat-
ing rules could be modified from using an '8 weeks demand' component of the
target storage levels to a'4 weeks demand' component with no apparent re-


















1 ---+ 100 i67.511 157.519 t52.4L7 r45.826
101 + 200 175.513 166.277 160.650 153.611
201 --+ 300 202.897 r94.484 i89.804 r83.444
301 --+ 400 176.999 168.678 164.166 158.053
401 
-+ 500 r91.647 184.646 180.288 173.7t4
501 --+ 600 167.207 r57.705 t52.849 t47.020
601 --+ 700 196.957 187.863 182.644 176.257
701 --+ 800 193.291 t84.459 180.306 t74.158
801 --+ 900 774.786 165.553 160.000 153.043
901 --+ 1000 181.841 172.088 167.57r 161.009
1001 ---+ 1100 2r0.734 202.4r9 197.885 i91.104
1101 + 1200 203.301 194.838 t90.229 183.692
1201 --+ 1300 176.675 168.472 163.526 r57.762
1301 ---+ 1400 187.187 i78.386 173.934 167.835
1401 + 1500 r77.890 168.534 t63.712 157.543
1501 --+ 1600 191.463 t82.491 177.892 171.550
1601 
-+ 1700 182.604 L73.397 168.947 162.935
1701 
-r 1800 192.013 182.153 178.649 172.696
1801 --+ 1900 198.016 189.94i 185.451 179.801
190i --+ 2000 167.7t3 158.478 153.882 147.386
Sub Total 3716.245 3538.381 3444.802 3319.433
Online Supplv
Tankering Cost 14.850 14.850 14.850 14.850
Total 3731.095 3553.231 3459.652 3334.283
Average
Annual Cost 1.866 t.777 1.730 r.667
Table 5.33: Southern System Pumping Costs for Various Demand Storage
Levels
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Mths. Evts. Mths Evts. Mths. Evts. Mths. -b,vts.
1 --+ 100 0 0 0 0 0 0 0 0
101 ---r 200 0 0 0 0 0 0 1 1
201 ---+ 300 0 0 0 0 0 0 0 0
301 --+ 400 0 0 0 0 0 0 0 0
401 
-+ 500 0 0 0 0 0 0 0 0
501 
-+ 600 0 0 0 0 0 0 0 0
601 --+ 700 3 1 3 1 3 1 3 1
701 ---+ 800 0 0 0 0 0 0 0 0
80i ---+ 900 0 0 0 0 0 0 0 0
901 ---+ 1000 0 0 0 0 0 0 0 0
1001 ---+ 1100 0 0 0 0 0 0 0 0
1101 ---+ 1200 6 2 6 ) 6 2 6 ,
1201 --+ 1300 0 0 0 0 0 0 0 0
1301 --+ 1400 0 0 0 0 0 0 0 0
1401 --+ 1500 3 I ô 1 ÐL) 1 4 2
1501 --+ 1600 0 0 0 0 0 0 1 1
1601 --+ 1700 2 1 2 1 2 1 2 1
1701 ---+ 1800 0 0 0 0 0 0 0 0
1801 --+ 1900 0 0 0 0 0 0 0 0
1901 --+ 2000 0 0 0 0 0 0 0 0
Total T4 5 t4 5 I4 5 17 8
Average
Annual Failures 0.007 0.003 0.007 0.003 0.007 0.003 0.009 0.004
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an average reduction in operating costs of the order of approximately $140,000
per annum
5.3.L.2 Southern System - Myponga Nominal Winter Minimum
Operating Level Comparison
In this comparison, the Myponga Reservoir nominai winter minimum operating
level has been varied and the reliability-cost tradeoffs for the southern system
examined using 2000 years of synthetic inflow and demand data in conjunction
with Monte Carlo failure data for the Murray Bridge-Onkaparinga pumping
system. The 70% inflow exceedance sets given in Tables 4.3 and 4.4 and the
'4 week demand' component of the target storages given in Table B.7 have
b""r, ,r."d for all runs. The demand fbrecast set adopted in this comparison
is given in Table 4.11. The nominal minimum operating levels used for the
Mount Bold and Huppy Valiey Reservoirs are those given in Table 8.4. Other
details used in the HOMA simulation model are given in Appendix B.
The streamflow and demand data has been generated using the models ple-
viously described in Chapter 4. The pumping system failure data has been
generated using the model described in Section 4.6.4 of this same chapter.
The comparative pumping costs obtained for each of the operating rule sets
considered are given in Tables 5.35 and 5.36. In all six simulations, there were
two months when the pumping capacity was reduced to zero for the month.
During these two months the online demand by small towns on the Murray
Bridge-Onkaparinga pipeline was unable to be met. It has been assumed that
during these two months, water would have been tankered to meet these supply
requilements. An estimated cost for tankered water, used in this comparison is
$10,000/ML. The corresponding failure occurrences in Myponga Reservoir are
shown in Tables 5.37 and 5.38. Fol each of the operating rule sets considered,
no failures occurred in the Onkaparinga system.















-+ 100 153.845 153.065 r52.4r7
101 --+ 200 162.125 161.393 160.650
201 --+ 300 rgt.745 190.723 189.804
301 
-+ 400 165.936 165.070 164.166
401 --+ 500 i81.904 i81.085 180.288
501 --+ 600 t54.246 153.446 r52.849
601 --+ 700 184.623 183.595 r82.644
701 --+ 800 181.745 180.993 180.306
801 ---+ 900 161.613 160.840 160.000
901 
-+ 1000 168.876 168.203 167.57r
1001 --+ 1100 200.035 198.863 197.885
1101 --+ 1200 191.931 191.069 r90.229
1201 
-+ 1300 165.114 164.246 163.526
1301 --+ 1400 775.728 174.515 r73.934
1401 + 1500 165.350 164.486 t63.772
1501 ---+ 1600 179.535 178.699 r77.892
i601 ---+ 1700 170.547 169.726 168.947
1701 ---+ 1800 180.562 i79.561 178.649
1801 --+ 1900 186.942 186.125 185.451
1901 --+ 2000 155.358 t54.592 153.882
Sub Total 3477.716 3460.295 3444.802
Online Supply
Tankering Cost 14.850 14.850 14.850
Total 3492.566 3475.r45 3459.652
Average
Annual Cost L.746 1.738 1.730
Table 5.35: Southern System Pumping Costs for Various Myponga Nominal















1 --+ 100 r1t.877 151.465 151.200
101 
-+ 200 160.002 159.486 159.054
201 --+ 300 i88.953 188.210 187.637
301 --+ 400 163.389 162.82t 162.238
401 
-i 500 r79.64t r79.r75 L78.720
501 + 600 r52.376 151.990 151.608
601 --+ 700 181.764 181.079 180.401
701 --+ 800 t79.640 179.073 178.563
801 
-i 900 r59.294 158.682 158.223
901 --+ 1000 167.058 166.502 165.965
1001 --+ 1100 197.043 196.365 t95.744
1101 --+ 1200 189.439 188.754 188.191
1201 --+ 1300 163.002 162.533 t62.073
1301 --+ 1400 L73.490 773.064 t72.704
1401 --+ 1500 163.051 162.486 161.907
1501 --+ 1600 r77.059 176.356 775.744
1601 --+ i700 168.215 i67.550 166.990
1701 --+ 1800 t77.945 777.336 176.755
1801 
-+ 1900 184.718 183.953 r83.274
1 c)nl . annnIJVI 
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Sub Total 3431.219 3419.558 3409.158
Online Supply
Tankering Cost 14.ððu 14. ¿Jllt, 14.óÐ(,
Total 3446.069 3434.408 3424.008
Average
Annual Cost r.723 r.717 7.7r2
Table 5.36: Southern System Pumping Costs for Various Myponga Nominal
Winter Minimum Operating Levels - (2)














Mths. Evts Mths Evts. Mths Evts.
1 
-+ 100 0 0 0 0 0 0
101 --+ 200 0 0 0 0 0 0
201 --+ 300 0 0 0 0 0 0
301 -+ 400 0 0 0 0 0 0
401 
-i 500 0 0 0 0 0 0
501 --+ 600 0 0 0 0 0 0
601 --+ 700 1 1 2 1 3 1
701 
-+ 800 0 0 0 0 0 0
801 
-+ 900 0 0 0 0 0 0
901 
-+ 1000 0 0 0 0 0 0
1001 ---+ 1100 0 0 0 0 0 0
1101 --+ 1200 0 0 3 1 6 2
1201 
-+ 1300 0 0 0 0 0 0
1301 --+ 1400 0 0 0 0 0 0
1401 
-+ 1500 0 0 0 0 3 1
1501 
-+ 1600 0 0 0 0 0 0
1601 --+ 1700 0 0 0 0 2 1
1701 
-+ 1800 0 0 0 0 0 0
1801 ---+ 1900 0 0 0 0 0 0
1901 ---+ 2000 0 0 0 0 0 0
Total 1 1 5 2 1+ 5
Average





Table 5.37: Myponga Failure Occurrences for Various Myponga Nominal Win-















Mths. Evts Mths Bvts. Mths. Evts
1 ---+ 100 0 0 0 0 8 5
101 ---+ 200 2 1 ,I 3 t2 4
201 --+ 300 1 1 8 3 25 I
301 
-+ 400 2 2 I 4 13 4
401 ---+ 500 0 0 6 4 18 È7I
501 --+ 600 2 1 3 1 8 2
601 --+ 700 I 2 10 3 33 15
701 --+ 800 3 1 i0 4 36 11
801 
-+ 900 0 0 0 0 2 1
901 ---+ 1000 0 0 2 1 10 3
1001 --+ 1100 n¡ 4 10 4 25 8
1101 --+ 1200 24 7 47 13 85 19
1201 
--+ 1300 0 0 2 1 10 4
1 301 
-+ 1400 3 1 7 J 11 3
1401 ---+ 1500 I 2 13 3 20 4
1501 --+ 1600 b 3 19 6 31 6
1601 --+ i700 5 ó L7 6 28 6
1701 
-+ 1800 3 2 18 6 48 12
180i ---+ 1900 3 2 72 5 33 I
1901 --+ 2000 0 0 2 1 8 3
Total 75 32 202 7t 464 135
Average





Table 5.38: Myponga Failure Occurlences for Various Myponga Nominal Win-
ter Minimum Operating Levels - (2)
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Comparison of the pumping costs presented in Tables 5.35 and 5.36 with those
previously presented in Tables 5.10 and 5.11 where perfect pumping reliabil-
ity was assumed, reveals that the impact of pumping system failures is to
marginally increase the overall pumping costs. This increase in pumping cost
is relatively uniform over the range of operating rules considered.
Comparison of the Myponga Reservoir failure occurrences presented in Tables
5.37 and 5.38 with those previously presented in Tables 5.12 and 5.13 reveals
that no additional supply system failures resulted from the inclusion of pump-
ing system failures in the simulation of the southern system. The impact of
failures on the pumping system does not affect failures within Myponga Reser-
voir over the range of operating rules considered. This result highlights the
capacity of the Murray Bridge-Onkaparinga pumping system relative to the
southern system demand and the opportunity to modify the operating rules
for this southern system, with only minor impact on the system reliability.
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5.3.2 Northern System
In the first assessment of the northern system, a demand storage level com-
parison previously undertaken in Section 5.2 is repeated with the inclusion
of pumping system failures to examine the effect of these failures on the
reliability-cost tradeoffs for the system. In the second assessment, the nominal
winter minimum operating level for South Para Reservoir is varied and the
effect of pumping system failures on reliability-cost tradeoffs is determined.
In the third assessment, the nominal winter minimum operating levels for the
Millbrook and Little Para Reservoirs are varied and the effect of pumping
system failures examined.
In all three comparisons, the physical minimum operating levels at which fail-
ure is assumed to occur in the northern system reservoirs are those previousiy
1 Y .Ègrven rn laDte Ð.t l.
5.3.2,L Northern System - Demand Storage Level Cornparison
In this section, a comparison is made between a range of operating rule sets
for the northern sSrstem using simula,tions with 8, 6, 4 and 2 weeks of demand
as the 'demand storage' component of the reservoir target storage levels. For
ea,ch of the for:r cases considered, ¡"he70% inflow exceedance data sets fcr each
reservoir in the system has been used together with the forecast demand set
presented in Table 4.12. These operating rule sets are examined using 1000
years of synthetic inflow and demand data in conjunction with Monte Carlo
failure data for the Mannum-Adelaide and Swan Reach-stockwell pumping
systems and the Millbrook pump station. Detaiis of the components compris-
ing the target storage levels for the northern Adelaide system are presented
in Appendix B in Tables 8.15, 8.17, 8.19, 8.21, 8.16, 8.18, B.20 and 8.22.
The nominal minimum operating levels components of the target storage levels
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used in this analysis are presented in Table 8.14. Other details used in the
HOMA simulation model are given in Appendix B.
This streamflow and demand data has been generated using the models pre-
viously described in Chapter 4. The pumping system failure data has been
generated using the model described in Section 4.6.4 of this same chapter.
The comparative pumping costs are presented in Table 5.39. There were two
months during the simulations of the northern system when failure of the
Mannum-Adelaide pumping system resulted in the inability for on-iine de-
mands to be met. (Simulation of the Swan Reach-Stockwell pipeline does not
include on-line demands). During these months it has been assumed that water
would have been tankered to meet these supply requirements. An estimated
cost for tankered water, used in this comparison is $10,000/ML. This cost has
been taken from work presented by Dandy [6i].
No system failures occurred within any of the 1000 year simulations for the
northern system for the four sets of operating rules considered.
Comparison of the pumping costs presented in Table 5.39 with those previ-
ously presented in Table 5.20 reveals that the impact of the inclusion of pump-
ing system failures on the operation of the system under the operating rules
considered is to marginally increase the annual average pumping costs. This
increase in pumping costs is relatively uniform across the four operating rules
considered.
The results indicate that the current pumping capacity and its assessed reli-
ability attributes, together with the nominal minimum storage levels in the
northern system, are adequate to accommodate any hydrological shortfalls
even when the demand storage component of the target storage values is re-






















1 --+ 100 480.325 465.230 457.227 446.463
101 --+ 200 470.1,42 456.109 447.460 435.944
201 --+ 300 542.259 527.875 518.912 510.491
301 
-+ 400 506.467 492.807 484.377 474.379
401 
-+ 500 508.102 493.326 483.195 473.018
501 
-+ 600 493.659 479.9r4 470.55t 460.326
601 --+ 700 539.775 524.695 5i6.338 507.304
701 --+ 800 541.131 525.9r4 518.293 509.402
801 --+ 900 485.956 473.450 464.498 455.159
901 --+ 1000 497.440 48+.r7r 474.539 464.852
Sub Total 5065.256 4923.494 4835.390 4737.338
Online Supply
Tankering Cost 6.770 6.770 6.770 6.770
rn^+ 
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Average Annual Cost 5.072 4.930 4.842 4.744
Table 5.39: Northern System Pumping Costs for Various Demand Storage
Levels
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Potential exists for reductions in the northern system operating costs of up to
6% with no reduction in system reliability, taking into account both hydrologic
factors and pumping system reliability. It is therefore recommended that the
'demand storage' component of the target storage levels forming a portion of
the operating rules for the northern system, be reduced to 4 weeks demand.
5.3.2.2 Northern System - South Para Nominal Winter Minirnum
Operating Level Comparison
In this section, a comparison is made of a range of operating rule sets for
the northern system involving the variation of the South Para nominal win-
ter minimum operating level. Using these operating rule sets, reliabiiity-cost
tradeoffs are examined including the effect of hydrological variability and ran-
dom failures of the three pumping systems utilised in the northern Adelaide
water supply system.
A synthetic inflow, demand and pumping system failure data record of 1000
years has been used to examine the long term operating behaviour for the sys-
tem under these operating rule sets. For each of the nominal winter minimum
operating level components of the target storage levels considered, 4 weeks of
demand storage has been used to obtain the monthly target storage levels.
For each of the six cases considered, the 70To inflow exceedance data sets for
each reservoir in the system has been used together with the forecast demand
set presented in TabIe 4.I2. For all other reservoirs, the nominal minimum
operating level components of the target storage levels used in this analysis
are those presented in Table B.14. Other details used in the HOMA model are
given in Appendix B.
The comparative pumping costs are given in Tables 5.40 and 5.41. Online
supply tankering costs are again included for the two months where failure
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of the Mannum-Adelaide pipeline resulted in insufficient monthly pumping














1 ---+ 100 457.527 456.041 452.718
101 --+ 200 447.460 445.320 441.605
201 
-+ 300 518.912 5t7.4r5 514.323
301 --+ 400 484.377 482.626 479.330
401 --+ 500 483.915 482.208 478.064
501 --+ 600 470.551 468.41L 464.764
601 ---+ 700 516.338 515.040 511.683
701 ---+ 800 518.293 516.701 512.668
801 ---+ $Q[ 464.498 462.770 459.278
901 
-+ 1000 474.539 472.778 469.427
Sub Total 4835.390 4819.310 4783.860
Online Supply
Tankering Cost 6.770 6.770 6.770
Total 4842.160 4826.080 4790.630
Average Annual Cost 4.842 4.826 4.791
Table 5.40: Northern Systern Pumping Costs for Various South Para Nominal
Winter Minimum Operating Levels - (1)
There were no occurrences of failure in any reservoir during the simulations of
the northern system f'or each of the South Para winter minimum storage levels
examined. Consideration of the results presented in Tables 5.40 and 5.41 with
the inciusion of pumping system failures in contrast to those presented in
Tables 5.21 and 5.22,, where 'perfect' operation of the pumping systems were
assumed, highlights the impact of pumping system failures on the South Para
system.
These failures resuit in a relatively uniform increase in the system operating
costs over the range of operating rule sets considered. With the inclusion
of pumping system failures, the lowest combined storage level reached in the
South Para system (comprising the Warren, South Para and Barossa Reser-












1 ---+ 100 449.539 446.68t 443.807
101 --+ 200 438.334 435.480 +32.846
201 
-+ 300 510.320 508.334 505.464
301 
-r 400 475.5ß 473.462 470.r4r
401 + 500 474.542 47t.0t3 467.739
501 --+ 600 46r.497 458.599 455.569
601 
-+ 700 508.811 506.171 503.564
701 --r 800 510.039 508.651 505.541
801 --+ 900 455.634 45r.725 449.720
901 ---+ 1000 466.054 463.486 460.891
Sub Total 4750.289 4723.602 4695.282
Online Supply
Tankering Cost 6.770 6.770 6.770
Total 4757.059 4730.372 4702.052
Average Annual Cost 4.757 4.730 4.702
Table 5.41: Northern System Pumping Costs for Various South Para Nominal
Winter Minimum Operating Levels - (2)
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voirs) during the 1000 year simulation of the northern system, using a nominal
winter minimum operating level of 2100 ML for the South Para Reservoir was
5232 ML. This represents 1000 ML above the physical minimum operating
level for every month in the year for the system. Using a nominal minimum
operating level of 4100 ML for the South Para Reservoir, the lowest combined
storage level reached in the South Para system rises to 7283 ML representing
3100 ML above the physical minimum operating level (more than 2 weeks
demand). Although these minimum levels are lower than those reached when
'perfect' pumping systems are assumed for the northern system, the South
Para system storages still do not fall below the physical minimum operating
level.
These results reveal that including the impact of the assessed pumping system
reliability has only minimal effect on the operation of the northern system
over the range of the South Para nominal winter minimum operating levels
considered. Significant potential reductions in operating costs can be achieved
by lowering these levels. Although the failure frequency is less than 1 in 1000
years (99.9%) for all operating rule sets considered, the lower minimum storage
levels attained with the inclusion of pumping system failures highlight the need
to consider the reliability of the pumping systems in reliability-cost tradeoff
assessrnents.
It is recommended that the nominal winter minimum operating level for the
South Para Reservoir be lowered from 11,100 ML to 2,100 ML with an asso-
ciated reduction in average annual operating costs of $140,000.
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5.3.2.3 Northern System - Little Para and Millbrook Nominal Win-
ter Minimum Operating Level Cornparison
In this section, a comparison is made of a range of operating rule sets for
the northern system involving the variation of the Little Para and Millbrook
nominal winter minimum operating levels. Variation of the Millbrook nominal
winter minimum operating level will impact on the behaviour of the three
reservoirs (Millbrook, Kangaroo Creek and Hope Valley)in the Torrens system
as these three reservoir are closely linked in the operation of the northern
system.
Using these operating rule sets, reliability-cost tradeoffs are examined including
the effect of hydrological variability and random failures of the three pumping
systems utilised in the northern Adelaide water supply system.
A synthetic inflow, demand and pumping system failure data record of 1000
years has been used to examine the long term operating behaviour for the
system under these operating rule sets. For each of the nominal
The nominal winter minimum operating level component of the target storage
levels for the Little Para and Millbrook Reservoirs have been varied and a
synthetic inflow, demand and pumping system failure data record of 1000 years
has been used to examine the effect on the long term operating behaviour for
the system. For the three operating rule sets considered, the 70To exceedance
inflow forecast sets, the forecast demand set presented in Table 4.72 and'4
weeks demand' storage have been used. For all other reservoirs, the nominal
minimum operating level components of the target storage levels used in this
analysis are those presented in Table 8.14. Other details used in the HOMA
model are given in Appendix B.
The comparative pumping costs are given in Table 5.42 and the number of




























-+ 100 457.227 452.755 448.256
101 
-, 200 447.460 442.799 438.330
201 --+ 300 518.912 514.304 511.516
301 --+ 400 484.377 480.392 476.527
401 --+ 500 483.915 479.613 475.495
501 --+ 600 470.551 466.353 462.558
601 --+ 700 516.338 5rr.944 508.834
701 --+ 800 518.293 5r4.ztt 57r.926
801 --+ 900 464.498 460.393 455.551
901 --+ 1000 474.539 470.439 466.691
Sub Total 4835.390 4793.203 4755.684
Online Supply
Tankering Cost 6.770 6.770 6.770
Total 4842.160 4799.973 4762.+54
Average Annual Cost 4.842 4.800 4.762
Table 5.42: Northern System Pumping Costs for Various Little Para and Miil-
brook Nominal Winter Minimum Operating Levels


























Mths Evts Mths Evts Mths Evts
1 --+ 100 0 0 0 0 3 0J
101 ---+ 200 0 0 0 0 15 I
201 ---+ 300 0 0 0 0 27 T2
301 --+ 400 0 0 0 0 8 5
401 
-+ 500 0 0 0 0 t2 5
501 ---+ 600 0 0 0 0 13 6
601 --+ 700 0 0 0 0 22 q
701 ---+ 800 0 0 0 0 19 11
801 ---+ 900 0 0 0 0 19 I
901 --+ 1000 0 0 0 0 8 3
Total 0 0 0 0 r46 70
Average
Annual Faiiures 0.000 0.000 0.000 0.000 0.146 0.070
Table 5.43: Little Para Failure Occurrences for Various Little Para and Mill-
brook Nominal Winter Minimum Operating Levels
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Consideration of the results presented in Tables 5.42 and 5.43, with the inclu-
sion of the bulk water transfer failures, highlights the impact on the operation
of the northern system.
The inclusion of pumping system failures again result in a relatively uniform
increase in the system operating costs over the range of operating rule sets
considered. Reducing the nominal winter minimum operating level in Little
Para Reservoir to 4000 ML and in Millbrook Reservoir to 2000 ML has no
apparent impact on the reliability of the system.
If these minimum levels are reduced a further 1000 ML, failures in the Little
Para Reservoir are induced, but not in the Torrens system. Comparison of the
failure occurrences in Table 5.43 with those previously presented in Table 5.24
reveals a slight increase in the frequency of failure for the same operating rule
sèt with the inclusion of pumping system failures. A sensitivity analysis of the
assumed pumping system critical component reliability attributes is considered
later in this section.
Results presented in Tables 5.42 and 5.43 reveal that even with the inclusion
of pumping system failures, potential exists for the reduction in both the Lit-
tle Para and Millbrook Reservoir nominal winter minimum operating levels
with only a small reduction in system reliability. Lowering the Littie Para
and Millbrook nominal winter minimum operating levels from 5000 ML and
3000 ML to 4000 ML and 2000 ML respectively, results in a reduction in
average annual northern system operating costs of $42,000 while maintaining
the system reliability at greatel Lhan gg.9To.
In conciusion, the impact of the inclusion of the reliability of the three major
pumping systems in the assessment of northern system reliability-cost trade-
offs, for the assessed pumping system reliabiiity attributes and over the range
of operating rule sets considered is small.
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It is evident that even with the inclusion of the effect of pumping system
failures, the northern system is extremely reliable. Significant potential has
been identifled for the reduction in system operating costs with minimal impact
on the system reliability.
5.3.3 Component Parameter LJncertainty Analysis
In the estimation of the parameters associated with the component reliabil-
ities for the bulk water transfer system, there will be an associated level of
uncertainty. It is therefore important to consider the sensitivity of the resuits
to these uncertainties.
Those components for which failure will lower the bulk water transfer system
capacity to zero for one of the pumping systems, are likely to have the largest
impact upon the performance of the system. If the mean repair time for these
components has been underestimated or the component failure frequency has
been overestimated, then the assessed long-term performance of the system
will be non-conservative.
In this section, the effect of the parameter uncertainty will be examined for
some of the components identified as having the greatest impact upon the
water supply headworks system reliability-cost tradeoffs. Although a rigorous
examination of all parameters has not been undertaken, the effect of certain
key components will be considered for two of the three major pumping systems.
5.3.3.1 Murray Bridge-Onkaparinga Pumping System
Examination of Table 4.28 in Chapter 4 ¡eveals that there are two criticai
components for which failure will bring the capacity of the Murray Bridge-
Onkaparinga pumping system to zero and which also have the highest failure
396
frequencies. These are the EWS main circuit breakers in each of the three
pump stations and the external high voltage cables at the Murray Bridge-
Onkaparinga no. 1 pump station. If the reliability parameters for these com-
ponents have been underestimated, then the assessed long-term performance
of the southern component of the water supply system will be assessed incor-
rectly.
In this section, the effect of modifying the assumed component reliability pa-
rameters for these two components will be considered. If the component pa-
rameters shown in Table 5.44 are assumed for Murray Bridge-Onkaparinga
pumping system (in contrast to those previously adopted as shown in Table
4.28), and all other component parameters are held at their previously deter-
mined values, then the application of frequency-duration analysis to the overall
pumping system produces the pumping system state transition attributes sh-
















Table 5.44: Modified Murray Bridge-Onkaparinga Pumping System Critical
Component Reiiabiiity Data
Using these results, random failure events have been generated for the Murray
Bridge-Onkaparinga pumping system using the Monte Carlo failure simula-
tion model. This model requires the input of a 'seed' value to commence the
generation of these random failure events. In order to ensure a realistic com-
parison, the same 'seed' value has been used for the generation of failure events
with the modified pumping system reliability attributes as that used to gener-
ate the failure events with the original pumping system reliability attributes.












1.000000 0.r4t554 0.000000 0.002885 0.960667
2.000000 0.t47267 0.070626 0.001161 0.313542 x 10-1
3.000000 0.000596 0.L42647 0.000900 0.127799 x 10-J
4.000000 0.002059 0.073258 0.000000 0.785058 x 10-2
1.000000
Table 5.45: Modified Murray Bridge-Onkaparinga Pumping System Frequency














i.000000 0.277125 x 10-2 346.654358 0.360847 x 10ó 15140
2.000000 0.225083 x 10-2 i3.930053 0.444280 x 103 10100
3.000000 0.183450 x 10-a 6.966402 0.545107 x 10b 5050
4.000000 0.575116 x 10-r 13.650441 0.173878 x 104 0
Table 5.46: Modified Murray Bridge-Onkaparinga Pumping System Frequency
Duration Analysis Results (2)
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The failure events generated using the modified pumping system reliability at-
tributes are of longer duration and will include some additional failure events
that did not occur in the 'base' data generated. The southern component of
the metropolitan Adelaide water supply system has then been simulated us-
ing the HOMA model with the synthetic inflow and demand data previously
generated and the Monte Carlo pumping system failure data.
The foilowing operating rule sets have been considered in the simulation of
the southern system and a direct comparison can be made with results from a
previous simulation of the system using the 'base' component reliability data
previously presented in this section.
In these simulations the Myponga nominal winter minimum operating level
has been considered over the range 11500 ML to 6500 ML and the reliability-
cost tradeoffs examined using 2000 years of synthetic data. The 70% inflow
exceedance set and a '4 week demand' component of the target storages for the
southern system reservoirs have been used for ali simulations undertaken. The
nominal minimum operating levels used for the Mount Bold and Huppy Valley
Reservoirs are those given in Table B.4. Other details used in the HOMA
simulation model are given in Appendix B.
The pumping costs obtaine<i lrom these simulations are presented in Tables
5.47 and 5.48 and the corresponding failure occurrences in the Myponga Reser-
voir are presented in 'Iables 5.49 and 5.50. No failures occurred in the Onka-
paringa system. During each of the simulations of the southern system there
were 28 months when the reduced pipeline pumping capacity resulted in the
Murray Bridge-Onkaparinga online demands being unable to be supplied from
the pipeline due to pumping system failures. The total of the online demands
unable to be supplied was 18,694 ML. If these demands were met by tankered
water at a cost of $10,000/ML. then an additional $M 186.94 should be added
to the pumping electricity cost as shown in Tables 5.47 and 5.48.















-r 100 153.946 153.164 r52.5t6
101 
-r 200 t62.260 t6t.527 160.781
201 --+ 300 t92.0L4 191.017 190.099
301 --+ 400 t65.962 165.096 t64.t94
401 --+ 500 181.886 18i.065 180.266
501 --+ 600 t54.299 153.499 t52.902
601 --+ 700 184.684 183.654 182.703
701 --+ 800 181.740 180.985 180.298
801 -+ 900 161.795 r6L.022 160.181
901 --+ 1000 169.042 168.370 167.738
1001 --+ 1100 200.501 r99.327 i98.343
1101 --+ 1200 191.948 191.082 r90.244
1201 --+ 1300 165.178 164.309 163.587
1301 --+ 1400 t75.r7r 774.557 173.977
i401 --+ 1500 165.527 163.i16 163.890
i501 --+ 1600 r79.634 178.798 177.99r
i601 --+ 1700 170.724 169.905 169.126
1701 
-+ 1800 180.587 179.588 178.677
1801 --+ 1900 187.014 i86.194 r85.524
1901 ---+ 2000 155.966 155.197 I54.476
Sub Total 3479.878 3+6t.472 3447.5t3
Online Supply
Tankering Cost 186.940 186.940 186.940
Total 3666.818 3648.4r2 3634.453
Average
Annual Cost 1.833 r.824 1.817
Table 5.47: Southern System - Component Reliability Sensitivity Analysrs















1 --+ 100 r57.977 151.565 151.300
101 --+ 200 160.121 159.596 r59.237
201 --+ 300 789.249 188.522 r87.952
301 --+ 400 163.418 162.84L 162.318
401 --+ 500 779.679 179.151 178.698
501 --+ 600 r52.429 152.043 151.661
601 --+ 700 181.823 18i.136 180.458
701 + 800 179.633 179.066 178.557
801 --+ 900 759.476 158.856 158.393
901 --+ 1000 t67.225 166.669 166.132
1001 --+ 1100 797.436 196.736 196.206
1101 --+ 1200 189.460 188.737 188.197
1201 
-+ 1300 163.063 162.594 t62.134
1301 
-+ 1400 173.533 173.108 172.748
1401 --+ 1500 163.229 162.663 162.086
1501 --+ 1600 r77.r59 176.455 175.844
1601 --+ 1700 168.402 167.738 167.179
1701 --+ 1800 777.973 r77.364 176.782
1801 --+ 1900 184.801 184.036 r83.372
1 0n1 
- 
Qnnn 153.842 1_4q tÃR 1A' 7AA
Sub Total 3433.868 3422.r34 3472.998
Online Supply
rlr^_l-^-:__ 11^^rr d,rrt\Y.trrrF, v\Jò rr 1 04 rìit na ou. J'lu 10Á ô,,r^r ()t, . Ja(, 1OC ^/l^L ()(r. Jat,
Total 3620.808 3609.074 3599.938
Average
Annual Cost 1.810 1.805 1.800
Table 5.48: Southern System - Component Reliability Sensitivity Analysis
Pumping Costs - (2)














Mths. Evts Mths Evts. Mths Evts.
1 --+ 100 0 0 0 0 0 0
101 
-+ 200 0 0 0 0 0 0
201 --+ 300 0 0 0 0 0 0
301 --+ 400 0 0 0 0 0 0
401 
-r 500 0 0 0 0 0 0
501 --+ 600 0 0 0 0 0 0
601 --+ 700 1 1 2 I 3 1
701 
-+ 800 0 0 0 0 0 0
801 ---+ 900 0 0 0 0 0 0
gQl 
--+ 1000 0 0 0 0 0 0
1001 --+ 1100 0 0 0 0 0 0
1101 --+ 1200 0 0 3 1 6 2
1201 ---+ 1300 0 0 0 0 0 0
1301 --+ 1400 0 0 0 0 0 0
1401 --+ 1500 0 0 0 0 3 1
1501 
-+ 1600 0 0 0 0 0 0
1601 --+ 1700 0 0 0 0 2 1
1701 ---+ 1800 0 0 0 0 0 0
1801 --+ 1900 0 0 0 0 0 0
1901 --+ 2000 0 0 0 0 0 0
Total 1 1 5 2 74 5
Annual





Table 5.49: Southern System - Component Reliabìlity Sensitivity Analysis















Mths. Evts Mths Evts Mths. Evts.
1 
-+ 100 0 0 0 0 8 5
101 --+ 200 2 1 7 3 72 4
201 --+ 300 1 1 8 3 25 9
301 --+ 400 2 2 9 4 13 4
401 --+ 500 0 0 6 4 18 I
501 --+ 600 2 1 3 1 8 2
601 ---+ 700 I 2 10 3 33 15
701 --+ 800 ó 1 i0 4 36 11
801 
-r 900 0 0 0 0 2 1
901 --+ 1000 0 0 2 1 10 3
1001 --+ 1100 8 4 T4 5 31 q
1101 --+ 1200 24 ì7I 47 13 85 19
1201 --+ 1300 0 0 2 1 10 4
1301 --+ 1400 3 1 I 3 11 3
1401 
-+ 1500 I 2 13 3 20 4
1501 --+ 1600 lJ 3 19 6 31 6
1601 --+ 1700 5 3 T7 6 28 6
1701 
-+ 1800 tJ 2 18 6 48 72
1801 --+ 1900 r) 2 T2 5 33 I
1901 --+ 2000 0 0 2 1 8 3
Total 76 32 206 72 470 136
Annual





Table 5.50: Southern System - Component Reliability Sensitivity Analysis
Myponga Failure Compariso" - (2)
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Results from Tables 5.28, 5.30, 5.29 and 5.31, together with the results us-
ing the'base'component reliability parameters previously presented in Tables












































1 1500 t.746 0.0005 1.833 0.0005 0
10500 1.738 0.0010 r.824 0.0010 0
9500 1.730 0.0025 1.817 0.0025 0
8500 t.723 0.0160 1.8i0 0.0160 0
7500 1.717 0.0355 1.805 0.0360 t.4
6500 t.712 0.0675 1.800 0.0680 0.7
Table 5.51: Original and Modified Murray Bridge-Onkaparinga Reliability Pa-
rameters - Annual Cost and Failule Summary
A number of observations can be drawn from the summaly resuits presented
in Table 5.51.
1. The effect of uncertainty of the pumping system reliability parameters
has only minor impact on the assessed reliability-cost tradeoffs for the
southern system for the range of operating rule sets considered.
2. A reduction in the assessed pumping system reliability for the southern
system results in an increase in the aver-age annual pumping cost for the
system. This increase in pumping cost is relativeiy consistent across the
range of operating rules considered.
3. The effect of parameter uncertainty of the pumping system reliability
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attributes has only minor impact on the selection of operating rule sets
from the range of an operating rule sets considered.
5.3.3.2 Mannum-Adelaide Pumping System
Examination of Table 4.29 in Chapter 4 reveals that the internal high voltage
cables in each of the three Mannum-Adelaide pump stations and the intake
valves at the Mannum-Adelaide no. 1 pump station have the highest failure
frequencies of those components whose failure would lower the capacity of
the Mannum-Adelaide pumping system to zero. Consideration of Tables 4.32,
4.34, 4.36 and 4.38 also reveals that the Mannum-Adelaide pumping system
has the highest state probability for the zero capacity state of the four pumping
systems.
If the reliability parameters for these components have been underestimated
then the assessed long-term performance of the northern component of the
water supply system will be assessed incorrectly.
In this section, the effect of modifying the assumed component reliability pa-
rameters for these components is considered. If the component parameters
shown in Tabie 5.52 are assumeci for the Mannum-Acieiaicie pumping system
(in contrast to those originally determined and given in Table 4.29), and all
other component parameters are held at their previously assumed values, then
the appiication of frequency-duration analysis to the overall pumping system
produces the pumping system state transition attributes shown in Tables 5.53
and 5.54.
Using these pumping system state transition attributes, random failure events
have been generated for the Mannum-Adelaide pumping system using the
Monte Carlo failure simulation model. The northern component of the metropoli-
tan Adelaide water supply system has then been simulated with this failure



























r.000000 0.1 35557 0.000000 0.008555 0.905009
2.000000 0.154039 0.068966 0.003458 0.6E0õ92 x 10-r
3.000000 0.21426r 0.143845 0.003750 0.,121.115 x 10-a
4.000000 0.000381 0.214169 0.003561 0.750195 x 10-7
5.000000 0.013667 0.071601 0.000000 0.268895 x 10-r
1.000000















1.000000 0.774259 x 10-2 116.887093 0.129156 x 103 10408
2.000000 0.492913 x 10-2 13.807547 0.202876 x 10r 7806
3.000000 0.621987 x 10-5 6.775300 0.160775 x 106 5204
4.000000 0.163340 x 10-/ 4.592857 0.612221 x 10ð 2602
5.000000 0.192533 x 10-2 i3.966190 0.519392 x 103 0
Table 5.54: Modified Mannum-Adelaide Pumping System Frequency Duration
Analysis Results (2)
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clata in conjunction with the synthetic inflow and demand data previously
genelated.
The follorving operating lules have been considered in the simulation of the
northeln s¡'sten ancl a comparison made with results fi'om previous simulations
of the s)¡stem using the 'ba,se' component reliability data pleviously presented
in this section.
The opelating rules considered for the northern system involve the nominal
rvintel minimum operating level components of the talget storage levels for
the Little Para, ancl Milll¡rooli lìeservoirs. These levels have been variecl a,ncl a
synthetic clat¿1. recorcl of 1000 years has been used to exarline the effect on the
long telm operating behaviour for the system. For each of the nominal winter
minimum opelating level components of the talget storage levels consider-ed, 4
r,r'eeks of clenand storage has been used to obtain the monthly talget storage
levels. The 70% inflow exceedance data sets for each reservoil in the system
has been used together with the forecast demand set presented in Table 4.I2.
For all other reservoirs, the nominal minimum opelating level components of
the target storage levels used in this analysis are those presented in Table E}.14.
Other details used in the HOMA simulation model are given in Appendix B.
The operating rules for the Little Para and Mìllbrook Reservoirs have been
qelceferl l"^- 
"-^.o 
fhp nnccihlo r^"fhorn cr¡ctpm n-arefino 
",,loo ^.o.ri^rrol.,
considered, as variation of these operating rules has resulted in failure occur-
rence in the northern system. The purpose of this examination is to determine
the additional impact of the pumping system component palameter Lrncer-
tainty on the overall reliability-cost tradeoffs for the system.
The comparative pumping costs from these simulations of the northern system
are given in Table 5.55 and the number of failures in the Torrens system and
the Little Para Reservoir are shown in Tables 5.56 and 5.57.
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In addition to the online supply tankering costs, there were several events
u,hen the combined failures of the Mannum-Adelaide pumping systern, Mill-
blook pr-rmping station and the storage level in Millbrook Reservoil resulted in
insufÊcient capacity to meet supply requirements in the Anstey I{ill demand
zone. During these events, it has been assumed that the demancl requirements
rvele met by tanliering water to Anstey FIill water filtlation plant at a' cost of



























1+100 458.82i 453.996 449.436
101 -+ 200 449.20r 445.322 439.837
201 + 300 520.386 516.377 5i2.561
301 + 400 485.842 480.216 477.r74
401 + 500 485.634 482.20r 478.150
501 --+ 600 471.318 467.r70 462.440
601 --+ 700 5i6.755 õró.t I ( 509.144
701 --+ 800 521.088 517.773 514.579
801 + 900 464.530 461.858 457.783
901 ---+ 1000 474.r94 471.055 467.474
Sub Total 4847.769 4809.745 4768.578
Online Supply
Tankering Cost 141.930 141.930 141.930
Metropolitan
Adelaide Supply
Tankering Cost 39.860 48.660 120.070
Total 5029.559 5000.335 5030.578
Average Annual Cost 5.030 5.001 5.031




























Mths. Evts Mths Evts Mths Evts.
1 --+ 100 0 0 0 0 t) 4
101 --+ 200 0 0 0 0 16 I
201 
-+ 300 0 0 0 0 to l4
301 --+ 400 0 0 0 0 8 5
401 --+ 500 0 0 0 0 74 5
501 --+ 600 0 0 0 0 19 9
601 --+ 700 2 i 2 1 25 r2
70i --+ 800 0 0 0 0 27 13
801 
-+ 900 0 0 0 0 20 10
onl 1 nnn 2 , , 2 1n Á
Total 4 3 4 3 168 83
Average
Annual Failures 0.004 0.003 0.004 0.003 ^ 1 îOU. I UC) 0.083
Table 5.56: Northern System - Component Reliability Sensitivity Analysis
Little Para Failure Comparison


























Mths. Evts Mths Ìlvts. Mths Evts
1 
-i 100 0 0 0 0 I 1
101 --+ 200 0 0 0 0 0 0
201 
-+ 300 0 0 0 0 1 1
301 --+ 400 0 0 0 0 0 0
401 --+ 500 0 0 0 0 2 1
501 --+ 600 0 0 0 0 1 1
601 
-+ 700 1 1 I 1 2 2
701 --+ 800 0 0 0 0 0 0
801 
-+ 900 0 0 0 0 I 1
901 --+ 1000 0 0 0 0 J 2
Total 1 1 1 1 11 I
Average
Annual Failures 0.001 0.001 0.001 0.001 0.011 0.009
Table 5.57: Northern System - Component Reliability Sensitivity Anaiysis
Torrens System Failure Comparison
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Results from Tables 5.55, 5.56 and 5.57, together with the results from the
'base' pumping system leliability comparison previously plesented in Tables

















































5000 3000 4.842 0.000 5.030 0.003 0.001
4000 2000 4.800 0.000 5.001 0.003 0.001
3000 1000 4.762 0.070 5.031 0.083 0.009
Table 5.58: Original and Modified Mannum-Adelaide Reliability Parameters -
Annual Cost and Failure Summary
Comparison of the summarised results highlights the impact of the sensitivity
associated with the assessed bulk water transfer system reliability data on the
operation of the northern system.
It is evident that the northern system is more sensitive to uncertainty in the
^-^L ^1 rL ^ L-.ll- -.-^L^- ¿.^^-^f^- ^-.^L^^ -^l:^L:l:+-, ^++-:L,,+^^ +L^- +L^¿SSeS¡jIIICIIL Ul LUe UUIK W¿l,Cl LLd,llSltjl bybtrclrr lulld,r,JlIrLJ ¿ul,l luuucù t llôll urrc
southern system. Given the higher ratìo of average annual pumping to annual
pumping capacity for the northern system to the southern system, this result
is not surplising.
When the Little Para and Millbrook nominal winter minimum operating levels
are set at 1000 ML and 3000 ML respectively, the reduction in average annual
pumping costs are outweighed by the increases in tankering costs to meet
Anstey Hill demand requirements, resulting in a higher total cost than that
obtained using Little Pala and Millbrook nominal winter minimum operating
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levels of 2000 ML. and 4000 ML. respectively. These increases in tankeling
costs result from the increased volumes of water that can not be suppliecl
through Anstey Hill as a result of insufficient capacity in Milll¡rook R.eservoir'
in conjunction with failure of the Mannum-Adelaide pumping system. It is
evident fron these lesults that the level of storage held in Millìrrooli R.eservoir'
rvill have signiflcant impact on the northern system during Ma,nnttm-Aclelaicle
punping system failure events.
The lesults from this sensitivity a,nalysis highlight the rteed lo estirna'te the
reliability attributes fol the critical components in the bulk rvatcr tlansfet'
systems as acculately as possible.
5.3.4 Summary
In this section, the impact of both the hydrologic variability and the reliability
of the bulk water transfer system on the reliability-cost tradeoffs for the oper-
ation of the southern and northern Adelaide w-ater supply headworks systems
has been examined.
Results presented in this section reveal that the impact of the reliability of the
'bulk water transfer system is generally limited over the range of operating rule
sets considered. The results indicate that significant reductions in operating
costs for both the southern and northern systems may be achieved with little
reduction in the reliability of these systems'
Sensitivity analysis undertaken on the bulk water tlansfer system component
reliabilities reveals that the northern system is more sensitive than the southern
system to parameter variation.
In the selection of operating rule sets for the northern system, it may be
prudent to adopt a slightly more conservative operating rule set because of the
4r2
greater impact that uncertainty in the bulk water tlansfer system leliability
parameters will have on the per'l'olrnance of the sysl;em.
5.4 Hydrologic and Component Reliability As-
sessment including Restriction Policies
This section considers the application of a restt'iction polic5, in aciclition to the
hydrologic factols and the bulli water tt'ansfer Leiiabilil,.y I'ac:tot's affecting the
reliability-cost tradeoffs for the rletlopolitan A,clelaicle rt'a,t'er supply s)'stem.
Using a r.estliction policy bogethel rvith ¿r n-rethoclologl' for the assessment of
economic losses lesulting florn the imposition ol rva,tel restrictions, tìre overall
reliability cost tladeoffs for the system have l¡een eraminecl.
In Sections 5.2 and 5.3 of this thesis, the Myponga Reservoir in the southern
system has been identified as critical to the Aclelaide water supply system. In
this section, the southern system has been examined to identify the impact of
the use of a water restriction policy on reliability-cost tradeoffs. In the first case
study, a water rêstriction policy for the southeln system has been considered
where water restrictions are imposed on all demands on the southern system,
in the event of the Myponqa Reservoir falling below the restliction imposition
target storage level. In the second case study, restrictions are imposed only on
those demands that are directly met fì'om the Myponga Reservoir.
5.4.L Southern System Rcstriction Policy - Case 1
In this first case study, a range of operating rules have been considered and a
restriction poiicy used to reduce demand from the full southern system when
the monthly Myponga Reselvoir storage level falls below a tligger target stor-
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age level. The imposition and relaxation trigger storage levels for Myponga
Reservoir for each month of the year used in this case study are presented in
Table 5.59.
The assumed reduction in outdoor water use associated with the three restric-
tion classes is shown in Table 5.60 together with the economic costs associated
with their imposition. These economic costs have been determined using the















Class 1 6000 6500
Class 2 5500 6000
Class 3 5000 5500














Class 1 Sprinklers banned
7 a.m. to 8 p.m.
20 1.03125
Class 2 No fixed sprinklers,
hand hose any time
50 t.42794
Class 3




Table 5.60: Restriction Classes, Expected Reductions in Outdoor Water Use
and Costs for the Southern System
In this first case study the Myponga nominal winter minimum operating level
has been varied and the reiiability-cost tradeoffs examined using 2000 years
4t4
of synthetic inflow and demand data, in conjunction with Monte Carlo failure
data for the Murray Bridge-Onkaparinga pumping system. The 70% inflow
exceedance sets and a '4 week demand' component of the target storages for
the southern system reservoirs h¿ve been used for each of the operating rule
sets considered. The demand forecast set adopted in this comparison is given
in Table 4.11. The nominal minimum operating levels used for the Mount Bold
and Happy Valley Reservoirs are those given in Table 8.4. Other details used
in the HOMA model are given in Appendix B.
In previous sections, the water filtration plant costs have not been presented'
since these costs are directly related to the volume of demands from the sys-
teni. In the comparisons presented in this thesis the assumed Happy Valley
and Myponga marginal water filtration plant costs are the same. Identical
demands on the southern system, will therefore result in the same total water
filtration plant costs no matter which reservoir is used to meet the demands.
It has therefore not been necessary to include these costs in the reliability-cost
tradeoffs for the system. With the application of water restrictions, it is appro-
priate to also include the reduction in water filtration plant costs in the overall
reliability-cost tradeoffs. The unit costs for the two water filtration plants in
the southern system are given in Appendix B.
Water supply costs for Myponga nominal winter minimum operating levels
varying from 12500 ML to 6500 ML are presented in Tables 5.61, 5.62, 5.63,
5.64,5.65,5.66 and 5.67. The number and level of restrictions imposed on the
system for each of the operating ruies considered are presented in 1'ables 5.68,
5.69, 5.70, 5.7I,5.72,5.73 and 5.74.
\ /ith the application of the proposed water restriction policy, no failures oc-
curred in Mount Bold, Huppy Valley or Myponga Reservoirs for all operating
rule sets considered except when the Myponga winter minimum was reduced
to 6500 ML.
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Table 5.61: Restriction Policy - Case 1 - Water Supply Costs Myponga Nominal



























1 --+ 100 r54.733 0.000 0.000 0.000 154.733
101 --+ 200 t62.979 8.380 0.000 0.000 171.359
201 
-+ 300 r92.746 0.000 0.000 0.000 L92.746
301 
-+ 400 166.860 6.470 0.000 0.000 173.330
401 --+ 500 182.830 0.000 0.000 0.000 182.830
501 --+ 600 154.913 0.000 0.000 0.000 154.913
601 --+ 700 185.620 0.000 3.202 0.092 188.730
701 -+ 800 182.585 0.000 0.000 0.000 182.585
801 --+ 900 L62.523 0.000 0.000 0.000 162.523
901 --+ 1000 169.682 0.000 0.000 0.000 169.682
1001 --+ 1100 20r.246 0.000 0.000 0.000 20t.246
1101 --+ 1200 192.847 0.000 0.000 0.000 t92.847
1201 --+ 1300 166.058 0.000 0.000 0.000 166.058
1301 --+ 1400 175.814 0.000 0.000 0.000 175.8t4
1401 --+ 1500 166.327 0.000 0.000 0.000 166.327
1501 --+ 1600 180.553 0.000 0.000 0.000 180.553
1601 --+ 1700 L7t.43r 0.000 0.000 0.000 t7L.43l
1701 --+ 1800 t79.529 0.000 0.000 0.000 r79.529
1801 -+ 1900 187.756 0.000 0.000 0.000 187.756
1901 
-+ 2000 151.194 0.000 0.000 0.000 151.194
Total 3488.226 14.850 3.202 0.092 3506.186
Average
Annual Cost t.744 0.007 0.002 0.000 1.753
4t6
Table 5.62: Restriction Policy - Case 1 - Water Supply Costs Myponga Nominal



























1 ---+ 100 153.845 0.000 0.000 0.000 153.845
101 --+ 200 162.I25 8.380 0.000 0.000 170.505
201 --+ 300 r9t.745 0.000 0.000 0.000 19I.745
301 ---+ 400 165.936 6.470 0.000 0.000 t72.406
401 --+ 500 181.904 0.000 0.000 0.000 181.904
501 --+ 600 154.246 0.000 0.000 0.000 I54.246
601 ---+ 700 784.290 0.000 7.t84 0.202 r91.272
701 --+ 800 181.745 0.000 0.000 0.000 r8L.745
801 
-+ 900 161.613 0.000 0.000 0.000 161.6i3
901 
-+ 1000 168.876 0.000 0.000 0.000 168.876
1001 --+ 1100 200.035 0.000 0.000 0.000 200.035
1101 --+ 1200 191.765 0.000 3.744 0.104 195.405
1201 --+ 1300 165.114 0.000 0.000 0.000 i65.1 14
1301 --+ 1400 775.728 0.000 0.000 0.000 175.128
1401 --+ 1500 165.332 0.000 0.276 0.012 165.596
1501 --+ 1600 179.535 0.000 0.000 0.000 179.535
1601 --+ 1700 i70.543 0.000 0.166 0.008 170.701
17n1 -- lRnn 1 Rn ÃÂt n nnn n nnn n nnn 1 QN KAO
1801 --+ 1900 t86.942 0.000 0.000 0.000 186.942
1901 ---+ 2000 155.358 0.000 0.000 0.000 155.358
m^¿^lI (J t,rll o ÁÈ7c c.t^J't I U.UtrY 1 I Ot^I't.OJU 11 qA^II.JIU v.óZrJ ôtsAô FññJOUZ.ÐJó
Average
Annual Cost 1.738 0.007 0.006 0.000 1.751
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Table 5.63: Restriction Policy - Case 1 - Water Supply Costs Myponga Nominal



























1 ---+ 100 153.065 0.000 0.000 0.000 153.065
101 --+ 200 161.375 8.380 0.321 0.012 170.064
201 --+ 300 L90.723 0.000 0.000 0.000 t90.723
301 --+ 400 165.070 6.470 0.000 0.000 171.540
401 
-+ 500 181.085 0.000 0.000 0.000 181.085
501 
-r 600 153.436 0.000 0.279 0.011 153.704
601 --+ 700 183.181 0.000 8.979 0.272 191.888
70i --+ 800 180.966 0.000 0.435 0.017 181.384
801 
-+ 900 160.840 0.000 0.000 0.000 160.840
901 --+ 1000 168.r44 0.000 0.994 0.040 169.098
1001 --+ 1100 198.838 0.000 0.484 0.020 199.302
1101 --+ 1200 t90.542 0.000 15.943 0.364 206.tzr
1201 --+ 1300 164.246 0.000 0.000 0.000 16+.246
1301 --+ 1400 174.457 0.000 0.998 0.040 r75.4r5
1401 --+ 1500 164.346 0.000 3.784 0.088 168.042
1501 --+ 1600 178.609 0.000 1.618 0.064 180.i63
1601 --+ 1700 169.691 0.000 1.408 0.048 171.051
1701 ---+ 1800 179.561 0.000 0.000 0.000 179.561
1801 + 1900 186.r22 0.000 0.205 0.008 186.319
1901 --+ 2000 r54.592 0.000 0.000 0.000 r54.592
Total 3458.889 14.850 35.448 0.984 3508.203
Average




























I --+ 100 r52.4r7 0.000 0.000 0.000 t52.4t7
101 
-+ 200 160.538 8.380 2.208 0.072 77I.054
201 ---+ 300 189.778 0.000 1.022 0.032 190.768
301 ---+ 400 164.04r 6.470 3.7r4 O.TI2 L74.tt3
401 
-+ 500 180.270 0.000 0.478 0.020 180.728
50i --+ 600 152.825 0.000 0.963 0.028 153.760
601 
-r 700 181.966 0.000 15.403 0.456 196.913
701 --+ 800 t80.202 0.000 2.233 0.072 182.363
801 + 900 160.000 0.000 0.000 0.000 160.000
901 
-+ 1000 167.494 0.000 t.762 0.056 169.200
1001 ---+ 1100 197.603 0.000 8.116 0.244 205.475
1101 ---+ 1200 189.044 0.000 27.984 0.832 2t6.196
1201 
-+ 1300 163.515 0.000 0.166 0.008 163.673
1301 
-+ 1400 t73.852 0.000 3.345 0.096 1 77.101
1401 ---+ 1500 163.437 0.000 8.101 0.2r2 r77.326
1501 --+ 1600 177.498 0.000 8.956 0.288 186.166
1601 --+ 1700 i68.719 0.000 9.t42 0.284 II (.ÐI í
1n^1 . 1Qônt¡ul 
- 
r()uf, 1 VA aaeI I (J.U(J(J n ^nrì(r. t, (r(, 4 roou.doo fì ô10V,ZLL 10t a^^rô+. I trv
1801 --+ 1900 t86.942 0.000 3.764 0.014 190.692
1901 --+ 2000 153.882 0.000 0.000 0.000 153.882
Iotal ó++2.óõo i4.850 ItJ.l.94l) 3.038 3558. i iJ
Average
Annual Cost I 72 1 0.007 0.052 0.002 r.779
Table 5.64: Restriction Policy - Case 1 - Water Supply Costs Myponga Nominal
Winter Minimum Operating Level : 9500 ML.
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Table 5.65: Restriction Policy - Case 1 - Water Supply Costs Myponga Nominal



























1 --+ 100 151.851 0.000 t.052 0.040 152.863
101 --+ 200 159.588 8.380 t0.777 0.304 t78.44L
201 -+ 300 188.626 0.000 r0.227 0.336 198.517
301 --+ 400 162.878 6.470 i9.000 0.440 187.908
401 + 500 179.351 0.000 8.830 0.276 187.905
501 --+ 600 L52.205 0.000 6.680 0.220 158.665
601 + 700 180.734 0.000 25.343 0.772 205.305
701 --+ 800 179.057 0.000 13.587 0.420 r92.224
801 --+ 900 159.191 0.000 2.502 0.096 16i.597
901 --+ 1000 166.938 0.000 3.623 0.120 170.4+L
1001 --+ 1100 196.270 0.000 26.603 0.768 222.L05
1101 --+ 1200 186.796 0.000 61.319 1.836 246.279
1201 --+ 1300 162.853 0.000 3.991 0.120 166.724
1301 --+ 1400 173.109 0.000 13.386 0.408 186.087
1401 --+ 1500 162.478 0.000 t7.r54 0.432 179.200
1501 ---+ 1600 175.941 0.000 31.230 0.892 206.279
1601 --+ 1700 t67.437 0.000 34.031 0.996 200.472
1701 ---+ 1800 176.650 0.000 34.882 1.040 2t0.+92
1801 --+ 1900 183.896 0.000 20.337 0.648 203.585
1901 --+ 2000 r53.220 0.000 3.269 0.128 156.361
Total 3419.069 14.850 347.823 t0.292 377r.450
Average
Annual Cost 1.710 0.007 0.r74 0.005 1.886
420
Table 5.66: Restriction Policy - Case 1 - Water Supply Costs Myponga Nominal



























1 ---+ 100 t'r.L44 0.000 10.386 0.316 167.274
101 --+ 200 158.716 8.380 20.77r 0.620 t87.247
201 --+ 300 186.987 0.000 34.532 1.040 220.479
301 
-r 400 16i.914 6.470 26.108 0.760 793.732
401 
-+ 500 178.057 0.000 31.493 0.972 208.578
501 ---+ 600 r:Ðt.467 0.000 18.093 0.556 169.004
601 --+ 700 178.871 0.000 59.582 r.776 236.677
701 --+ 800 t76.827 0.000 50.533 1.584 225.776
801 
-+ 900 158.381 0.000 9.899 0.316 167.964
901 --+ 1000 165.987 0.000 r5.852 0.508 181.331
1001 + 1100 794.949 0.000 45.331 1.308 238.972
1101 --r 1200 182.870 0.000 139.384 4.036 318.218
1201 --+ 1300 t6L.974 0.000 20.576 0.608 t8r.942
1301 ---+ 1400 t72.022 0.000 27.602 0.908 198.716
1401 --+ 1500 161.283 0.000 35.815 0.948 196.150
1501 
-+ 1600 173.875 0.000 84.651 2.032 256.494
1601 --+ 1700 165.377 0.000 94.648 2.352 257.673
1 Ù^1 r O^^Ittrl ---+ 1ôt.,t, ltat 1ryF7Lt+-+l I tr. (, ut, ,a^ t1 Il:1.¿ L+ ¿,õull LJ L.OY I
180i 
-+ 1900 181.926 0.000 58.188 7.732 238.382
1901 ---+ 2000 r52.478 0.000 13.568 0.452 165.534
'lbtal 3389.522 r4.E5U 876.526 25.r2+ 4255.774
Average
Annual Cost 1.695 0.007 0.438 0.013 2.I28



























1 ---+ 100 148.492 0.000 25.t65 0.736 172.92t
101 ---r 200 L57.785 8.380 35.174 1.056 200.283
201 --+ 300 184.640 0.000 83.372 2.488 265.524
301 --+ 400 160.604 6.470 55.028 1.524 220.578
401 --r 500 176.369 0.000 69.296 2.072 243.593
501 --+ 600 150.558 0.000 37.747 f. i28 787.r7r
601 --+ 700 175.066 0.000 r77.489 4.r04 348.451
701 -+ 800 t74.084 0.000 rrt.228 3.224 282.088
801 + 900 157.570 0.000 23.t23 0.764 r79.929
901 --+ 1000 164.573 0.000 43.475 r.292 206.756
1001 --+ 1100 192.743 0.000 99.805 2.588 289.960
1101 
-+ i200 179.103 0.000 250.2r7 6.444 422.876
1201 --+ 1300 160.777 0.000 49.889 r.452 209.r54
i301 --+ 1400 170.633 0.000 75.518 1.816 244.335
1401 --+ 1500 160.334 0.000 51.899 1.468 2L0.765
1501 --+ 1600 t7r.796 0.000 r33.522 3.r72 302.146
1601 --+ 1700 L62.8+0 0.000 r82.759 3.992 34t.607
1701 --+ 1800 171.650 0.000 r40.t26 4.I40 307.636
1801 + 1900 r79.467 0.000 rr0.220 3.164 286.523
1901 ---+ 2000 t't.257 0.000 43.944 1.292 193.909
Total 3350.281 14.850 1798.990 47.916 5116.205
Average
Annual Cost 1.675 0.007 0.899 0.024 2.558
Table 5.67: Restriction Policy - Case 1 - Water Supply Costs Myponga Nominal









I --+ 100 0 0 0 0
101 
-+ 200 0 0 0 0
201 
-r 300 0 0 0 0
301 --+ 400 0 0 0 0
401 --+ 500 0 0 0 0
501 --+ 600 0 0 0 0
601 ---+ 700 0 2 0 1
701 --+ 800 0 0 0 0
801 
-i 900 0 0 0 0
901 --+ 1000 0 0 0 0
1001 --+ 1100 0 0 0 0
1101 --+ 1200 0 0 0 0
1201 --+ 1300 0 0 0 0
1301 ---+ 1400 0 0 0 0
1401 ---+ 1500 0 0 0 0
1501 --+ 1600 0 0 0 0
1601 ---+ 1700 0 0 0 0
1701 --+ 1800 0 0 0 0
i801 ---+ 1900 0 0 0 0
1901 --+ 2000 0 0 0 0
Total 0 2 0 1
Average Annual





Table 5.68: Restriction Policy - Case 1 - Imposed Restrictions Myponga Nom-
inal Winter Minimum Operating Level: 12500 ML.








1 --+ 100 0 0 0 0
101 
-+ 200 0 0 0 0
201 
-r 300 0 0 0 0
301 --+ 400 0 0 0 0
401 + 500 0 0 0 0
501 --r 600 0 0 0 0
601 
-+ 700 0 3 0 1
701 --+ 800 0 0 0 0
801 + 900 0 0 0 0
901 
-+ 1000 0 0 0 0
1001 
-+ 1100 0 0 0 0
1101 --+ 1200 2 2 0 1
1201 --+ 1300 0 0 0 0
1301 --+ 1400 0 0 0 0
1401 -+ 1500 3 0 0 1
1501 --+ 1600 0 0 0 0
1601 
-+ 1700 1 0 0 1
1701 ---+ 1800 0 0 0 0
1801 --+ 1900 0 0 0 0
1901 --+ 2000 0 0 0 0
Total 6 5 0 4
Average Annual





Table 5.69: Restriction Policy - Case 1 - Imposed Restrictions Myponga Nom-






Restriction Levell lzl g
Restriction
Events
1 --+ 100 0 0 0 0
101 --+ 200 2 0 0 1
201 --+ 300 0 0 0 0
301 --+ 400 0 0 0 0
401 
-r 500 0 0 0 0
501 
-+ 600 2 0 0 1
601 --+ 700 3 3 0 2
701 --+ 800 2 0 0 1
801 --+ 900 0 0 0 0
901 --+ 1000 3 0 0 1
1001 --+ 1100 3 0 0 2
1101 --+ 1200 15 3 2 17I
1201 --+ 1300 0 0 0 0
1301 
-+ 1400 3 0 0 1
1401 --+ 1500 3 1 2 2
1501 --+ 1600 6 0 0 3
1601 --+ 1700 2 1 0 1
1701 --+ 1800 0 0 0 0
1801 --+ 1900 2 0 0 2
1901 --+ 2000 0 0 0 0
Total 46 8 4 24
Average Annual





Table 5.70: Restriction Policy - Case 1 - Imposed Restrictions Myponga Nom-
inal Winter Minimum Operating Level: 10500 ML.








1 --+ 100 0 0 0 0
101 --+ 200 3 2 0 2
201 --+ 300 4 1 0 3
lQl --+ 400 2 4 0 3
401 --+ 500 .td 0 0 2
501 --+ 600 0 2 0 1
601 --+ 700 f) 6 0 4
lQl --+ 800 1 2 0 1
gQl 
--+ 900 0 0 0 0
901 --+ i000 I 2 0 1
2 8 0 zl
1101 --+ 1200 13 23 0 10
1201 
-i 1300 1 0 0 1
1301 --+ 1400 1 2 0 1
1401 
-i 1500 1 4 2 2
1501 --+ 1600 6 6 0 4
1601 
-+ 1700 8 2 1 5
1701 
-+ 1800 10 3 0 b
1801 --+ 1900 9 1 0 4
1901 --+ 2000 0 0 0 0
Total 7T 68 3 53
Average Annual







Table 5.?1: Restriction Policy - Case 1 - Imposed Restrictions Myponga Nom-









1 --+ 100 4 0 0 2
101 --+ 200 1 I 0 3
201 
-+ 300 11 6 0 7
301 
-+ 400 6 5 3 5
401 --+ 500 I 8 0 8
501 
-r 600 6 3 0 3
601 --+ 700 23 9 1 11
701 --+ 800 13 I 0 I
801 --+ 900 I 0 0 3
901 --+ 1000 3 4 0 3
1001 --+ 1100 15 I 3 ()
1101 --+ 1200 27 33 2 16
1201 
-+ 1300 2 2 0 2
1301 
-+ 1400 5 6 0 3
1401 --+ 1500 I 4 4 5
1501 -+ 1600 T2 I 2 nI
1601 ---+ 1700 8 13 1 6
1701 
-+ 1800 23 15 2 13
1801 --+ 1900 T7 11 0 I
1901 --+ 2000 t7I 0 0 3
Total 208 150 18 725
Average Annual





Table 5.72: Restriction Policy - Case 1 - Imposed Restrictions Myponga Nom-
inal Winter Minimum Operating Level: 8500 ML.








1 --+ 100 8 5 i 5
101 --+ 200 4 11 0 4
201 --+ 300 22 15 2 i3
301 
-+ 400 I 10 1 5
{Ql ---+ 500 16 13 1 9
501 
-+ 600 6 8 0 4
601 + 700 19 28 2 14
701 
-+ 800 30 2T 0 T4
801 --+ 900 I 8 0 6
901 --+ 1000 10 8 0 6
lQQl --+ 1100 12 I7 .).) r0
1101 
-+ 1200 36 48 6 19
1201 --+ 1300 I4 6 i 8
1301 --+ 1400 2t 8 0 f)
1401 --+ 1500 I I2 2 6
lgQl ---+ 1600 i9 17 4 10
1601 ---+ 1700 16 18 4 10
1701 ---+ 1800 35 24 5 16
1801 ---+ 1900 25 24 1 15
1901 
-+ 2000 I 6 0 4
Total 325 307 33 184
Average Annual





Table 5.73: Restriction Policy - Case 1 - Imposed Restrictions Myponga Nom-












I --+ 100 8 15 0 I 0
101 --+ 200 t) 14 0 4 0
201 --+ 300 30 36 0 18 0
301 --+ 400 11 19 2 9 0
401 --+ 500 28 16 4 t2 0
50i ---+ $QQ I t2 0 6 0
601 --+ 700 2I 43 1ÐI '.) I4 0
701 --r 800 27 43 , 17 0
801 --+ 900 A t2 0 7 0
901 --+ 1000 13 19 0 I 0
I00l --+ 1100 I .)r.) .)7LI 0 T2 0
1101 --+ 1200 34 67 T2 22 1
1201 --+ 1300 10 22 0 9 0
1301 
-+ 1400 I7 15 4 6 0
1401 --+ i500 7 2L 2 8 0
1501 --+ 1600 17 31 5 t2 0
1601 --+ 1700 23 23 I 11 3
1701 --+ 1800 36 54 0 17 0
1801 --+ 1900 26 41 2 20 0
1901 --+ 2000 19 16 0 10 0
Total 369 546 61 230 4
Average Annual





Table 5.74: Restriction Policy - Case 1 - Imposed Restrictions Myponga Nom-
inal Winter Minimum Operating Level: 6500 ML.
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The water supply costs for the range of operating rules consideled fol the
southeln system are summalised in Table 5.75. The irnposed lestriction levels







































12500 r.744 0.007 0.002 0.000 1 - É.)I . I t)r)
1 1500 1.738 0.007 0.006 0.000 1.751
10500 r.729 0.007 0.018 0.001 r.754
9500 r.727 0.007 0.052 0.002 r.779
8500 1.710 0.007 0.r74 0.005 1.E86
7500 1.695 0.007 0.438 0.0i3 2.t28
6500 1.675 0.007 0.899 0.024 2.558

























12500 0.000 0.001 0.000 0.001 0.000
1 1500 0.003 0.003 0.000 0.002 0.000
10500 0.023 0.004 0.002 0.012 0.000
9500 0.036 0.034 0.002 0.027 0.000
8500 0.104 0.075 0.009 0.063 0.000
7500 0.163 0.154 0.017 0.091 0.000
6500 0.185 0.273 0.031 0.1 15 0.002
Table 5.76: Restriction Policy - Case 1 - Average Annual Restriction and
Myponga Failure Summary
Examination of Tables 5.75 and 5.76 reveals a number of important results
430
1. The use of a restriction policy for the southeln Adelaide system can
reduce system failules to zelo for all opelating rule sets considered except
when the Myponga winter minimum is leduced to 6500 ML.
2. The economic costs a,ssocialed u'ith the imposition of water restrictions
on the whole of the southern s5'sten have significant impact on the se-
lection of an econon-ricall¡, optirnun nominal wintel ninimum operating
level for Myponga lìeservoir as part of the southern system opelating
rules. Frorn the results presented in Table 5.75, a Myponga nominal
winter minimurn opelating level of 11500 ML appears optimum ovel the
range of opelating rule sets considered.
3. The economic costs associatecl u'ith the application of a restriction policy
are high and with refelence to the southern Adelaide system it appears
applopliate to lirnit thc ap1;lictrLion of these lestriction policies to those
demand aleas where the application will result in a reduction in the
demand on the Myponga Reservoir only.
5.4.2 Southern System Restriction Policy - Case 2
In this second case study) a range of operating rules have been considered
for the southern system and a rcstriction policy uscd t,o reduce demand from
those areas supplied solely from the Myponga Reservoir. These restrictions are
imposed when the Myponga Reservoir storage level falls below the set of target
storage levels. This is tire prefèr'red stlategy fol the imposition of restrictions,
since only those demand areas reliant solely on the Myponga Reservoir for their
water supply need be restricted in the event of the storage level in Myponga
Reservoir falling to low levels.
The imposition and relaxation trigger storage levels for Myponga Reservoir
used in this case study are the same as those used in the previous case study
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and are presented in Table 5.59. Thè reduction in outdoor water use from
the Myponga and Encountel Bay dernand zones associated with the three
restriction classes is shoryn in Table 5.60 together with the economic costs per
unit volume of rvatet' at each restliction level.
In this second case stttcll', the Myponga nominal winter minimum operating
level has been valiecl ancl the reliability-cost tradeoffs exarlinecl using 2000
yeals of synthetic inflou' ancl demand data in conjunction with Monte C¿r,rlo
failtrle clata for the l\,Iullay Bridge-Onkaparinga pumping system. The 70%
inflow exceedance sets and a '4 week demand' component of the target storages
for the sout|ern systern reservoirs have been used for each operating rule sets
consiclerecl. The clemarrcl foleca,st set adopted in this cotnpa,t'ison is given in
Table 4.11. The nominal minimum operating levels usecl for the Mount Bolcl
ancl Ilappv \ialle)' Reselvoìr's a,re those given in Table 8.4. Othel details usecl
in the HOMA rnodel ale given in Appendix B.
Water supply costs for l\'I¡tponga nominal winter minimum operating levels
varyingfrom 12500 ML to 6500 ML are presented in Tables 5.77,5.78,5.79,
b.80,5.81, 5.82 and 5.83. The number and level of restrictions imposed on the
system for each of the operating rules considered are presented in Tables 5'84,
5.85, 5.86, 5.87, 5.88, 5.89 and 5.90.
With the application of the proposed water restriction policy, no failures oc-
curred in Mount Bold, H.ppy Valiey or Myponga Reservoirs for all operating
rule sets considered except when the Myponga winter minimum was reduced
to 6500 \4L.
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Table 5.77: Restriction Policy - Case 2 - Water Supply Costs Myponga Nominal



























I --+ 100 154.733 0.000 0.000 0.000 154.733
101 --+ 200 t62.979 8.380 0.000 0.000 171.359
20i --+ 300 192.746 0.000 0.000 0.000 1.92.746
301 --+ 400 166.860 6.470 0.000 0.000 173.330
.101 
--+ 500 182.830 0.000 0.000 0.000 i82.830
501 --+ 600 154.913 0.000 0.000 0.000 154.913
601 
-+ 700 185.709 0.000 1.018 0.028 186.699
701 ---+ 800 1 82.585 0.000 0.000 0.000 182.58,'r
801 --+ 900 t62.523 0.000 0.000 0.000 162.523
901 --+ 1000 169.682 0.000 0.000 0.000 169.682
1001 --+ 1100 207.246 0.000 0.000 0.000 207.246
1101 --+ 1200 792.847 0.000 0.000 0.000 t92.847
1201 
-+ 1300 166.058 0.000 0.000 0.000 166.058
1301 
-+ 1400 175.814 0.000 0.000 0.000 175.814
1401 --+ 1500 166.327 0.000 0.000 0.000 166.327
1501 --+ 1600 180.553 0.000 0.000 0.000 180.553
1601 
-+ 1700 L7L.43T 0.000 0.000 n nnn 1 71 ¿.\'l
1701 --+ 1800 r79.529 0.000 0.000 0.000 t79.529
1801 --+ 1900 187.756 0.000 0.000 0.000 r87.756
llln1 . onnrìLúWL 
- 
þWVV 'I<t 1rl/TUA,TJT n nnn n nnn 0.00c 1É1 1^ArJ1.1y+
Total 3488.315 14.850 1.018 0.028 3504.155
Average
Annual Cost r.744 0.007 0.001 0.000 1..752
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Table 5.78: Restriction Policy - Case 2 - Water Supply Costs Myponga Nominal



























I --+ 100 153.845 0.000 0.000 0.000 153.845
101 ___+ 200 162.t25 8.380 0.000 0.000 170.515
201 --- 300 191.745 0.000 0.000 0.000 191.745
301 
-+ .100 165.936 6.470 0.000 0.000 172.406
,t01 --+ 500 181.904 0.000 0.000 0.000 181.904
,50i ---+ 600 154.246 0.000 0.000 0.000 t54.246
SQI ---+ 700 184.503 0.000 2.105 0.060 186.548
181.7.t5 0.000 0.000 0.000 181.74ir
801 -- 900 161.613 0.000 0.000 0.000 161.613
901 
-+ 1000 168.876 0.000 0.000 0.000 168.876
1001 
-+ 1100 200.035 0.000 0.000 0.000 200.035
1101 
-i 1200 191.880 0.000 1.027 0.028 r92.879
120i --+ 1300 165.114 0.000 0.000 0.000 165.1 14
1301 --+ 1400 175.r28 0.000 0.000 0.000 775.r28
lzlQl ---+ 1500 165.343 0.000 0.1 10 0.004 165.449
1501 --+ 1600 179.535 0.000 0.000 0.000 1 535
1601 --+ 1700 168.719 0.000 0.102 0.004 168.817
1701 
-+ 1800 180.562 0.000 0.000 0.000 180.562
1801 --+ 1900 186.942 0.000 0.000 0.000 186.942
1901 --+ 2000 155.358 0.000 0.000 0.000 155.356
Total 3475.754 14.850 3.344 0.096 3493.252
Average
Annual Cost 1.738 0.007 0.002 0.000 1.7 47
434
Table 5.79: Restriction Policy - Case 2 - Watel Suppl-v Costs Nlyponga Nominal




























-+ i00 153.065 0.000 0.000 0.000 15í1.065
101 --+ 200 161.387 8.380 0.107 0.004 169.870
201 --+ 300 t90.723 0.000 0.000 0.000 190.723
301 --+ 400 165.070 6.470 0.000 0.000 171.540
401 --+ 500 18 1 .08ir 0.000 0.000 0.000 181.085
501 --+ 600 l53.ztr3ii 0.000 0.107 0.004 153.539
601 --+ 700 r83.477 0.000 2.525 0.076 185.926
70 t ---+ $QQ 180.986 0.000 0.107 0.004 181.089
801 --+ 900 160.840 0.000 0.000 0.000 160.840
901 --+ 1000 168.1 86 0.000 0.301 0.012 168.475
1001 --+ 1100 198.852 0.000 0.209 0.008 199.069
1101 
-+ 1200 190.929 0.000 4.481 0.104 195.306
1201 
-+ 1300 \64.246 0.000 0.000 0.000 164.246
1301 --+ 1400 174.497 0.000 0.301 0.012 774.786
1401 --r 1500 164.430 0.000 1.508 0.032 165.906
1501 --+ 1600 r78.674 0.000 0.510 0.020 t79.764
1 t1^1 1 F7n^lUUr 
- 
1r [rt, 1 r^ È7.-lí:IUJ, I LV ^ nnarU.UUU ^ cc,tU.UU.l n rìq,4v.vLl 1 n^ 9eaI f tJ.rrtrt,
1701 --+ 1800 1 79.56 1 0.000 0.000 0.000 179.561
i801 ---+ 1900 186.r24 0.000 0.107 0.004 186.227
ieOi --+ 2000 i54.59)2 0.0û0 U.UUU U.UUU ñ4.592
Total 3459.886 14.850 1.0.927 0.304 3485.359
Average
Annual Cost i.730 0.007 0.006 0.000 1 È7 Á'1,1'It)
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Table 5.g0: Restriction policy - case 2 - water suppll'costs Myponga Nominal




























-+ 100 1.52.417 0.000 0.000
0.000 ltt2.417
101 
-+ 200 160.609 8.380 0.77'2 0.024
1iig.737
201 --+ 300 189.797 0.000 0.470 0.0 L6 r90.25 L
301 --+ 400 164.148 6.470 t.27 t 0.036 l7l .853
401 + 500 180.284 0.000 0.209 0.008 r 80.4E5
501 
-+ 600 152.848 0.000
0.370 0.0 i2 t53.206
601 -+ 700 182.451 0.000 4.437 0.136 r86.752
701 
-+ 800 r80.276 0.000 0.61; 0.020
r80.873
801 
-+ 900 160.000 0.000 0.000
0.000 160.000
901 + 1000 167.554 0.000 0.56+ 0.016 168.102
1001 --+ 1100 197.796 0.000 2.75E 0.080 200.47 
4
1101 --+ i200 189.902 0.000 7.963 0.236 r97.629
1201 --+ 1300 i63.519 0.000 0.102 0.004 169.303
1301 --+ 1400 173.919 0.000 1.02+ 0.028 174.91.5
1401 --+ 1500 163.645 0.000 2.8E7 0.072 175.646
1501 -+ 1 600 r77.785 0.000 2.7,12 0.088 180.439
1601 --+ 1700 168.943 0.000 3.325 0.096 t72.r72
1701 
-+ 1800 178.556 0.000
2.093 0.068 180.581
1801 --+ 1900 185.399 0.000 1.362 0.048 186.713
1901 --+ 2000 153.882 0.000 0.000 0.000 153.882
Total 3443.670 14.850 32.966 0.988 3490.498
Average
Annual Cost 1.722 0.007 0.016 0.000 r.7+5
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Table 5.81: Restriction Policy - Case 2 - Water Supply Costs Myponga Nominal



























1 --+ 100 151.877 0.000 0.403 0.016 r52.264
101 --+ 200 159.884 8.380 3.195 0.088 17r.37t
201 ---+ 300 188.862 0.000 3.491 0.1 12 t92.241
301 ---+ 400 t63.27r 6.470 6.422 0.t44 176.019
401 --+ 500 179.589 0.000 3.006 0.092 182.503
501 
-+ SQQ 152.374 0.000 2.245 0.072 754.547
601 ---+ 700 r8r.542 0.000 7.395 0.220 188.717
701 ---+ 800 179.473 0.000 4.049 0.l2tL 183.398
801 ---+ $QQ 159.281 0.000 0.7t2 0.028 I 59.965
901 --+ 1000 167.046 0.000 1.230 0.040 r68.236
100i --+ 1100 196.869 0.000 7.477 0.21.6 204.130
1101 --+ 1200 188.726 0.000 17.479 0.516 205.629
1201 ---+ 1300 162.943 0.000 1.537 0.048 164.432
1301 ---+ 1400 r73.462 0.000 3.345 0.104 176.703
1401 
-+ 1500 162.929 0.000 5.427 0.132 168.22+
1501 --+ 1600 176.861 0.000 8.265 0.236 184.890
1Âfll + I7Olì 168.210 n nnn 1n 11? N 
'RR
1 7e na(
1701 --+ 1800 t77.624 0.000 9.678 0.288 187.014




LUI'U 1tît ^7ßtlJJ.¿LrU U.UUU 1 ^1 II,UI+ tr.t,+(, IÐ+.¿õU
Total 3428.605 14.850 102.586 3.000 3543.041
Average
Annual Cost 1.71+ 0.007 0.051 0.002 r.772
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Table 5.g2: Restriction policy - case 2 - water supply costs Myponga Nominal



























1+100 151.417 0.000 3.523 0.100 154.840
101 --+ 200 159.316 8.380 6.387 0.373 173.710
201 
-+ 300 187.946 0.000
11 380 0.32E 198.998
lQl -+ 400 162.625 6.470 8.151 0.232 177.074
401 + 500 178.966 0.000 E.942 0.27'¿ 187.636
501 --+ 600 151.926 0.000 5.195 0. r60 156.961
601 --+ 700 180.680 0.000 i6.639 0.484 196.835
701 --+ 800 178.535 0.000 1.1.064 0.,r40 192.1 59
801 + 900 158.631 0.000 2.879 0.092 161.,118
901 --+ 1000 166.408 0.000 5.021 0.156 t7r.273
1001 --+ 1100 196.146 0.000 1 1.758 0.340 207.564
1101 + 1200 187.350 0.000 35.770 1.028 222.092
1201 --+ 1300 162.389 0.000 6.617 0.188 168.818
1301 + 1400 172.940 0.000 7.707 0.252 180.395 -
1401 + 1500 1,62.230 0.000 10.665 0.280 172.615
1501 
- 
1600 175.924 0.000 21.165 0.512 196.577
1601 --+ 1700 167.408 0.000 26.487 0.640 r93.255
1701 + 1800 i76.735 0.000 21.387 0.612 197.510
1801 
-+ 1900 183.487 0.000 16.747
0.492 199.742
1901 -+ 2000 t52.634 0.000 4.023 0.132 156.525
Totai 3413.693 14.850 24+.507 7.1 13 3665.937
Average
Annual Cost r.707 0.007 0.722 0.004 1.833
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Table 5.83: Restriction Policy - Case 2 - Water Supply Costs Myponga Nominal



























1+100 151.101 0.000 7.429 0.216 1 58.3 l4
101 --+ 200 158.880 8.380 9.723 0.288 i 76.695
201 --+ 300 187.037 0.000 24.406 0.724 210.719
301 --+ 400 162.026 6.470 16.235 0.440 184.291
401 --+ 500 178.256 0.000 18.637 0.552 196.3.11
501 
-+ 600 151.505 0.000 9.782 0.292 r ijO.995
601 --+ 700 r79.352 0.000 45.477 1.060 223.763
701 --+ 800 ttt.i)f.) 0.000 29.544 0.856
801 --+ 900 158. i 17 0.000 6.631 0.216 t64.532
901 --+ 1000 165.761 0.000 12,I3I 0.360 t77.532
1001 ---+ 1100 r95.272 0.000 26.32r 0.680 220.9r3
1101 --+ 1200 185.998 0.000 64.498 1.640 248.856
1201 --r 1300 1.6L.779 0.000 15.100 0.436 176.443
1301 ---+ 1400 172.4t3 0.000 20.575 0.492 r92.496
1401 --+ 1500 161.628 0.000 15.779 0.444 176.963
1501 ---+ 1600 1 75.133 0.000 33.089 0.800 207.422
1 A^1 1 4^^l-uur 
- 
tr[J[, 1îr A011UU.+ÔI U.UUI.J +Ì\.zY+ t.uf() zló.oyv
1701 --+ 1800 175.631 0.000 38.309 i.128 212.EIz
1801 --+ 1900 182.519 0.000 30.358 0.872 2r2.005
i9ûi 
-+ 20ûû i52.û25 0.000 i2.i61 0.J56 163.830
Total 3398.487 14.850 484.473 12.928 3884.882
Average
Annual Cost 1.699 0.007 0.242 0.006 r.942








1 --+ 100 0 0 0 0
101 --+ 200 0 0 0 0
201 --+ 300 0 0 0 0
301 ---+ 400 0 0 0 0
401 --* 500 0 0 U 0
501 ---+ 600 0 0 0 0
gfll 
---+ 700 0 2 0 t
701 
-+ 800 0 0 0 0
801 ---+ 900 0 0 0 0
901 
-+ 1000 0 0 0 0
1001 ---+ 1100 0 0 0 0
1101 --+ 1200 0 0 0 0
1201 ---+ 1300 0 0 0 0
1301 --+ 1400 0 0 0 0
1401 --+ 1500 0 0 0 0
1501 --+ 1600 0 0 0 0
1601 
-i 1700 0 0 0 0
1701 
-+ 1800 0 0 0 0
1801 ---+ 1900 0 0 0 0
1901 ---+ 2000 0 0 0 0
Total 0 2 0 1
Average Annual





Table 5.84: Restriction Policy - Case 2 - Imposed Restrictions Myponga Nom-









1 --+ 100 0 0 0 0
101 --+ 200 0 0 0 0
201 --+ 300 0 0 0 0
301 
-+ 400 0 0 0 0
401 ---+ 500 0 0 0 0
501 --+ 600 0 0 0 0
601 
-+ 700 0 3 0 1
701 --+ 800 0 0 0 0
801 ---i 900 0 0 0 0
901 
-+ 1000 0 0 0 0
1001 --+ 1100 0 0 0 0
1101 --+ 1200 2 2 0 t
1201 --+ 1300 0 0 0 0
1301 --+ 1400 0 0 0 0
1401 
-+ 1500 3 0 0 1
1501 --i 1600 0 0 0 0
1601 --+ 1700 1 0 0 1
1701 --+ 1800 0 0 0 0
1801 --+ 1900 0 0 0 0
1901 
-+ 2000 0 0 0 0
Total 6 5 0 4
Avera,ge Annrral





Table 5.85: Restriction Policy - Case 2 - Imposed Restrictions Myponga Nom-
inal Winter Minimum Operating Level : 11500 ML.









l+100 0 0 0 0
101 ---+ 200 2 0 0 I
201 --+ 300 0 0 0 0
301 
-r 400 0 0 0 0
401 
-+ 500 0 0 0 0
501 --+ 600 2 0 0 I
601 
-+ 700 .) l 0 '2
701 ---+ 800 ) 0 0
801 --+ 900 0 0 0 0
901 --+ 1000 tt) 0 0 I
1001 --+ 1100 J 0 0 2
ilQl ---+ 1200 15 c') ) I
1201 + 1300 0 0 0 0
1301 ---+ 1400 3 0 0 1
1401 + 1500 3 I 2 ')
1501 
-+ 1600 6 0 0
.t
'J
1601 --+ 1700 2 1 0 1
1701 ---+ 1800 0 0 0 0
1801 --+ 1900 2 0 0 )
1901 ---+ 2000 0 0 0 0
Total 46 8 4 2+
Average Annual





Table 5.86: Restriction Policy - Case 2 - Imposed Restrictions Myponga Nom-







r l2 | 3
Restliction
Ilvcnts
I --+ 100 0 0 0 0
101 --+ 200 3 2 0 2
201 --+ 300 4 I 0 1)
301 --- 400 2 4 0 .)
401 --+ 500 .)
') 0 0 2
501 ---+ (jQg 0 2 0 I
601 --+ 700 () 6 0 rl
701 --+ 800 I 2 0 1
801 --+ 900 0 0 0 0
901 --+ 1000 I 2 0 I
1001 --+ 1100 ) 8 0 4
1101 --+ 1200 13 .-).)L¿ 0 i0
1201 
-+ 1300 1 0 0 1
1301 
-+ 1400 1 2 0 I
1401 --+ 1500 1 4 2 2
1501 
-+ 1600 6 6 0 4
1601 --+ 1700 I 2 1 5
1701 --+ 1800 10 .JJ 0 5
1801 --+ 1900 I 1 0 4
1901 --+ 2000 0 0 0 0
Total 7I 68 Dt) 53
Average Annual





Table 5.87: Restriction Policy - Case 2 - Imposed Restrictions Myponga Nom-
inal Winter Minimum Opelating Level : 9500 ML.









1 --+ 100 4 0 0
,2
101 + 200 I 7 0
.)
r)
2gl ---+ 300 tl t) 0 7
301 
-+ 400 6 5 .1 5
401 + 500 a I 0 8
501 --+ 600 tl
,)
!) 0 I
601 --+ 700 23 I I l1
lQl --+ 800 l3 7 0 I
801 






1001 + 1i00 15 8 ,) I
llQl + 1200 27 33 2 r6
1201 --+ 1300 2 2 0
,2




-+ 1500 7 4 4 5
lgQl --+ 1600 72 q 2 I
1601 -+ 1700 8 13 I 6
170i --+ i800 23 15 2 13
lgSl --+ 1900 t7 11 0 cì
1901 --+ 2000 7 0 0
,Ð









Table 5.88: Restriction Policy - case 2 - Imposecl Restrictions Myponga Nom-










1 ---+ 100 I 5 I 5
101 --+ 200 4 11 0 4
201 
--+ 300 22 15 2 13
301 --+ 400 7 10 1 5
401 
-+ 500 r6 13 I
501 --+ 600 6 I 0 4
601 ---+ 700 19 28 2 l4
701 -+ 800 30 2l 0 t1
801 --+ 900 () E 0 (i
901 ---+ 1000 10 I 0 6
1001 --+ 1100 t2 T7 J 10
1101 --+ 1200 36 48 6 19
1201 --+ 1300 14 6 I 8
1301 --+ 1400 27 8 0 6
1401 --+ 1500 9 t2 2 6
1501 --+ 1600 19 17 4 10
1601 --+ 1700 16 18 4 10
1701 
-+ 1800 35 24 Irl 16
1801 --+ 1900 25 24 I 15
1901 
-+ 2000 7 6 0 4
Total 325 307 33 184
Average Annual





Table 5.89: Restriction Policy - Case 2 - Imposecl Restrictions Myponga Nom-
inal Winter Minimum Opelating Level: 7500 NIL.












I --+ 100 8 15 0 t 0
101 ---+ 200 6 T4 0 0
201 ---+ 300 30 36 0 l8 0
301 ---+ 400 11 19 2 c) 0
401 
-+ 500 28 16 4 l2 0
501 --+ 600 Q L2 0 ti 0
601 --+ 700 2I 43 l3 ll 0
701 
-+ 800 27 43
,2 t7 0
801 ---+ 900 t4 l2 0 I 0
901 ---+ 1000 13 19 0 I 0
1001 + 1100 13 27 6 12 0
1101 
-+ 1200 34 t)l t2 )') I
1201 
-+ 1300 10 22 0 c) 0
i301 ---+ 1400 T7 15 4 6 0
1401 
-+ 1500 I 2T 2 I 0
1501 ---+ 1600 T7 31 5 I2 0
1601 ---+ 1700 23 23 I 11 3
1701 --+ 1800 36 54 0 l7 0
1801 ---+ 1900 26 4r 2 20 0
1901 
-i 2000 19 16 0 10 0
Total 369 546 61 230 4
Average Annual





Table 5.90: Restriction Policy - Case 2 - Imposed Restlictions Myponga Nom-
inal Winter Minimum Operating Level : 6500 N{L.
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The water supply costs for the range of operating lules considered for the
southern system have been sumrna,lised in Table 5.91. 'l-he iruposecl lestriction







































12500 r.7 44 0.007 0.000 0.000 r.752
1 1500 1.738 0.007 0.002 0.000 1.7,\7
10500 i 1.730 0.007 0.006 0.000 1.743
9500 r.722 0.007 0.0i6 0.00i 1.745
8500 r.7r4 0.007 0.05 1 0.002 t.772
7500 t.707 0.007 0.122 0.004 r.833
l.6996500 0.007 0.242 0.007 1.9,12

























0.00012500 0.000 0.001 0.000 0.001
1 1500 0.003 0.003 0.000 0.002 0.000
10500 0.023 0.004 0.002 0.012 0.000
9500 0.036 0.034 0.002 0.027 0.000
8o00 0.104 0.075 0.009 0.063 0.000
7ó00 0.163 0.154 0.017 0.091 0.000
6500 0.185 0.273 0.031 0.115 0.002
Table 5.92: Restriction Policy - case 2 - Average Annual Restriction and
Myponga Failure SummarY
consideration of Tables 5.91 and 5.92 reveals a number of important results
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1. The use of a restriction policy for the southern Aclelaide syst,em ca,n
reduce system failures to zelo for'¿rll opelating rule sets colrsidelecl exccpL
u'lten the Myponga winter rnirtimum is reclucecl to ii500 N4L.
2. The use of the proposecl water lestrictiou policy is a. costl¡, excrtcisr: itr
t,errls of economic losses 1;o both cronsumers anci proclucct's ¿r,tt<l rvhert'c
possìble, it appeals apploprial,c to sel operating t'uies so ¿t,s t,o tttinitnisr,'
thc use of these policies. In the Aclelaicle s¡,steut, the select,iotL of o¡rct'-
aling mles can be rna,cle so as to limit tlie neecl lot' l,hc :r¡>plicat,ion ol
suclr ¡>olicies because of the pumping capacity avail¿rble 1r'orn tltc lìivc't'
\'lrrlral'. As the clcmarrcls on the s)rstcm int:re¿ise into t,lrc f'tttrtrc, tIrc tinr-
irrg for angrnentation of the pnrnpirrg systenrs rvill Ircecl to lrcr consiclclerl
rlitlr lel'crence to the r:colromic cost,s a,ssocial,ecl u'itlr lltc rtsc ol'¿t rt'¿tt,ct'
lestrictions policl'.
3. \,\/hen the restriction policv involves the irnposition of lestt'ict,iotrs ort
onll' those areas supplied solely by Myponga Reservoir', the economic
costs of restrictions are reclucecl fi'om the bloader based application of
restlictions to the lvhole of fhe southeln system.
zl. From the lesults presented in Table 5.91, a N{yponga nominal winter
minimum operating level in the range 12500 ML to 9500 ML appears
appropriate with the economic optimum being 10500 ML.
5. If the operators of the southern system consider it unacceptable to draw
clorvn Myponga Reservoir below the physical minimurn operating level,
it is recommended that the nominal winter minimum operating level fol
Myponga Reser.,'oir be set at 10500 ML and '4 lveeks of demand' used
as part of the target storage levels. Using the restliction policy adopted
as described ealliel in this section and applied only to the demands met
solely from Myponga Reservoir', the frequency of failure tbr the southeln
system can be reduced to less than 1 in 2000 years (99.95%).
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5.4.3 Summary
The lesults plesented fol the southeln conrporrcnt ol tlre l\clelaicle rvatel sup-
ply system with the inclusion of a w¿tcL' restrictiou polic,¡' highlight the high
economic costs associated with the imposition o[' r'est,r'ict,ions on ¿r water supplv
systenr. If these econornic costs ¿rre incluclccl in tlrr,'r'cliabiìit.v-cost 1,r'acleofls [or'
the operation of the southeln systern, thc nomina,l rvintel minimunr opela.ting
Ievel for lVlyponga Reservoil shoulcl be selectecl so a,s to luinirnise the ncecl to
impose u'ateL lcstr'ictions. If thc acloptecl resllicliorr policf involvr:s the ap-
plication of restrictions on the whole of the southern s)/sten demand zone, it
is recornmended that a Myponga norninal winter minimum operating level of
11500 ML should be applied. If the adopted restriction policy involves the
application of restrictions on only that portion of the southern system demand
met from Myponga Reservoir', it is recommencled that a Myponga nominal
winter minimum oneratins level of 10500 ML sìroulrl be annlied.____ 
-r'_-"___Ò _ _ _-r'¡ -- "-_
The use of a restriction policy is a costly exercise for both consumers and the
operators of a water supply system. In many water supply systems, water
restlictions are a necessity rather than an option. For the Adelaide water su¡r-
ply systern, the need for the imposition of n'a,ter restrictions can be minimisecl
through the selection of appropriate operating lule sets. For a given level of
reliability, results plesented in this section highlight that rvhen selecting an
operating rule set in conjunction with the application of a restriction policy,
the reductions in operating costs obtained fron the selection of a less conser'-
vative operating rule set are quickly offset by the increases in costs resulting
from the imposition of restrictions.
Ch. 5 Restt"lts and Discussion
5.5 Sumrnary of Results for the Adelaide 'Wa-
ter Supply Headworks SYstem
Det¿rils of the Aclelaicle Watel Supply Headworlis S.ystern have been presetttecl
irr Chapter 4 of this thesis. The methodolo¡4y presentecl in Chapter'3lras
Seen applied to the southern ancl northern compol-tents clf the Aclelaide wat,et'
supply headrvorks system to exanine reliability-cost tracleofls associatecl rvitlr
the opela,tion of these sYstems.
'fo demonstrate the impact of the three rnajor influences on lelial¡iiity-cost
tracleoffs, the three components of the methodology have been applied pro-
gressively.
Firstly, a hydrologic reliability assessment has been undertaken considering
only the demand and inflow variability, assuming 'perfect'performance of bulk
rvater transfer system with no restriction policy.
Secondly, a hydrologic and bulk watel transfer system reliability assesstnent
has been undertaken, considering the demand and inflow variability and the re-
liabilit¡'of the bulk water transfer system. In this consideration, no restriction
policy has been applied.
Thirdly, all three components of the methodology have been applied
In the following sections, conclusions drawn from the progressive application
of the methodology to the solrthern and norther-n components of the Aclelaicle
\Ä/ater Supply Headwolks System are presented.
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5.5.1- Southern System - Hydrologic Reliability Assess-
ment
The critical component of the southenr system is Myponga, Iì,escrvoir'. Unlike
all othel reservoirs in both the southeln and northeln s1'stcurs, thc ca,t,chlnellt,
runoff to Myponga Reservoir cannot be srrppler-nentecl with wa,ter pumped florn
the Iì.iver Mulray. In the hyclrologic lcliability assessmcnL ol thc southelrr
s)¡sten, pelfect per-formance of the bulli watcr tr¿rnsfcl s.)/stern is ¿lssurne,cl.
Failules ale defined as occurring when the stora,ge level in ¿r, rcservoil falls belorv
the physical minimum operating level. Ir¿rilule occulrences for' l,hc southern
system have been deterrnined using a 2000 year rr-rcolc.l o['s1r¡1lhq1ic ilrl[orv a,ncl
clenand data.
.\ t'a,nge of opela,ting rule sets has ìreen r:xaurinccl 1'ol t,hc southeru svstem ancl
tradeoffs between reliability and operating cost I'ol the system c<¡nsiclerecl.
The folecast inflows used within the oper-ating rules have been considered and
the results from this examination for the pumping costs are shown in Tables 5.2,
5.3 and 5.4. Myponga failure occurrences associated with these opelating rules
are presented in Tables 5.5, 5.6 and 5.7. These lesults are plotted in Figure
5.1. The current operating rule set includes the use of a70Vo forecast inflow
exceedance data set. Adopting this forecast inflow set, it has been determined
that the southern system will have a failure fi'equency of approximately 1 in
400 years (ie. 99.75% annual reliability), with an associated average failure
duration of approximatell' 3 months. The a,r'elage a,nnna,l operating costs for
the southern system using this operating rule set have been determined as
$1.850M. If a 60% forecast inflow exceedance data set were rrsecl, this woulcl
involve a corresponding failure frequency of approximately 1 in 140 year-s (ie.
99.3% annual reliability) rvith an aveÌage failure duration of 2.7 months. The
average annual operating costs for the southern system using these operating
lules is $1.824M. If a reduction in reliability due to hyclrologic uncertainty
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fr.orn 99.75% to 99.3To is acceptable, then an estimated reduction in average
operating costs of around $26,0O0/annurn can be acl-rieved.
'lìhe target stolage levels used as part of the operating nrles f'or the Adelaicle
heaclwor'lis s),Stern have been clescribed in detail in Chapter' 4 within Section
4.2.4.1. Both the nominal minimum operating level and the demancl stora'ger
¡o¡ìponclìts of these target stolage levels ha,ve been consiclerecl arld relia,bility-
cost tlac[eofls cietelrninecl for a range of operatirrg rule sets.
Äclopting a.7\Yo inflou'erceedance forecast set ancl holding all other opelating
L.ules c:errsta,nt, the clemanci storage comporÌelìt for each of the resel'voirs in thc
soul,he¡u s)/stem has ber:n valiecl fron'8 u'eelis clcmancl'l;o'2 lveeks clem¿r,tlcl '.
Punping costs obtainecl using these operating rule sets are plesentecl in'Iablc
5.8 ancl the a,ssociated Nf;'ponga failule occurrences are presentecl in T¿i.ble 5.9.
Iì.eclucing the demand storage component from '8 weeks demand' to '4 weeks
demancl' procluces no change in the frequency or duration of failures of the My-
ponga Reservoir, but reduces the average annual operating costs from $1'850M
to $1.714M. Reducing the demand storage to'2 weeks demand'reduces the
average annual operating costs to $1.650M but increases the frequency of fail-
ure from approximately 1 in 400 years (\e. 99.75% annual reliability) to 1 in
250 years (ie. 99.6% annual reliabitity) for the Myponga Reservoir.
Aclopting a 70% inflow exceedance forecast set and a target storage level in-
cluding '4 weeks demand' for each of the reservoirs in the southern system, the
nominal n,inter minimum operating level component for the Myponga Reser-
voir has been varied from 11500 ML to 6500 ML. The pumping costs obtained
from this analysis are presented in Tables 5.35 and 5.36 with the corresponding
failure occurrences for Myponga Reservoir presented in Tables 5.37 and 5.38'
These results highlight the critical element of the southern system, in terms of
the hyclrologic risks, as the nominal winter minimum opelating level adopted
within the Myponga Reservoir. Raising the nominal winter minimum opelat-
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ing level from 9500 ML to 11500 ML involves an inclease in average annual
operating costs from $1.714M to $1.730M, but an associated rcduction il fa.il-
ure frequency in Myponga Reservoir fi'om approxirnately I in 400 )'ears (ie.
99.75% annual reliability) to 1in 2000 years (ie. 99.95% a,nnu¿rl lcliabilit.y).
Adopting a70% inflow exceedance forecast set, a talget storage level incltrcling
'4 weeks demand' f'ol each of the leservoils in the soutlrelrr systcrrr ancl a,
nominal winter minimum operating level fol Nfyponga lìeselvoir ol E500 N4L 
,
the nominal winter minimum operating level cornpor:rent f'ol the Onka,paringa,
system has been varied 1ì'om 4900 \4L to -100 N{L. (A -100 Ml,. rrornina,l
winter mininun has been obtained by setting the IIappy Valley nominal rvint,cr'
minimum to 0 NIL and reducing the Mount Ilolcl nonin¿rl wintcl nrinirlrrrn t,o
-100 ML. The additional 100 N4L has been obta,inecl fi'orn thc ',1 u'crcli clernancl'
cornponent of the talget stora,ge level.). The punr¡ring costs ol¡t,a,inecl h'onr this
analysis are pÌesented in Tables 5.14 and 5.15 with the cor'-,-esponding lailure
occurrences for Happy Valley Reservoir presented in Table 5.16. Reducing the
nominal winter minimum operating level from 4900 ML to 900 ML produces
no change in the frequency or duration of failures for- the southeln srl'stem.
These changes result in a reduction in average annual operating costs from
$1.707M to $1.629M. Reducing the nominal winter minimum operating level
to -100 ML reduces the average annual operating costs fulthel to , 1.608M
but dramatically increases the frequency of failure in the llapp¡' Valle¡, and
Mount Bold Reservoirs.
When assessing the impact of hydrologic variability, it is importa,nt to recog-
nise that the parameters used in the synthetic inflow and demand data gener-
ation models will have an associated level of unceltainty. Although a rigolous
analysis of these parameter uncertainties has not been undertaken, sensitiv-
ity analysis on six parameters identified as key to the reliability-cost tladeoffs
for the southern system have been considered. The results presented in Sec-
tion 5.2.3 highlight that uncertainty associated with the inflow paraneters will
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have some irnpact on the assessed reliabilit.y-cost tradeoffs I'or the southerlì sys-
ten and must be considered in the selection of the level of systern rclia.bilitS,
recluilecl b1, the system operatols'
5.5.2 Northern system - Hydrologic Reliability As-
sessrIrent
A r.ange of operating rule sets has been examined to cletet'rnine reliabilitv-cosl,
tradeoffs for the not'thet'n sYstem
The forecast i¡rflow clata, sets usecl rvithin i,he opelating rules ltave llr:c'll c,ott-
sìcle¡ecl a,¡cl the results from this examination fol the pumping costs a,t'c sh-
orv¡ i11'laþles 5.18 and 5.19. These results are plottecl il li'igule 5.5. 'lltc,r'e
were no failure occurrences for any of the reservoils in the nolthern systen-t
fol each of the inflow exceedance forecast data sets examined. These lesults
suggest that the 50% exceedance inflow forecast set could be selected fol the
¡orthern system with minimal reduction in system reliability. The current op-
er-ating procedure involves the use a 70% forecast inflow exceedance data set
with a corresponding average annual operating cost for the northern system of
$5.055M. If a 50To forecast inflow exceedance data set were used, this would
involve a corresponding average annual operating cost for the northern system
of $4.908M.
Both the nor¡inal mininum operating level and the demancl stolage colllPo-
nents of the target stolage levels have been considered and reliability-cost
tradeoffs for. these components determined for the northern system.
While maintaining the nominal minimum operating level component of the
talget storages for each of the reservoirs in the northern system constant'
the demancl stolage for each of the reservoirs has been variecl fron '8 weeks
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demand' to '2 rveeks demand'. There were no failule occulrences for any of
the reservoirs in the northern system fol ea,ch of the clemancl stot'age levels
examined. Reducing the demancl storage flont '8 wcel<s clena,nd' to '2 weeks
demand' produces a reduction in average annnal opcla,tirrg costs fi'our $5.055M
to $4.721M.
Adopting a denancl stora,ge level ol 4 r,veelis for ea,t;h ol l,hc lcserr'oit's in th<:
northeln systern, the nominal winter minirnurn opelatirrg levr:l coutponent for
South Para Reservoir has been varied over-the range 11100 N{L t,o 2100 ML.
The pumping costs obtained fi'om this a.nalysis a,re prr:sr:trtecl in lalrles 5.21 ancl
5.22. These results are plotted in Figule 5.6. 'l'llcrc, \\,er€'uo l'ailurc occurrcìnces
fol any of the reselvoirs in tire nolthern systc.n.r lor cra,ch of thc nontinal wilttcr
minirnum operating levels examinecl. Rcclucing thcr ItorrtilL¿rl rvitrtct' mininurn
opelating level fol Sorrth Pa,r'a Reselvoir to 2100 N'lL ¡rroclucr:s ¿t, t'eclrtctiolt itr
aveÌage annual operating costs fi'on $4.821M to $4.682N'I.
Adopting a demand storage level of 4 weeks for each of the reservoirs in the
northern system, the nominal wintel minimum opelating level component for
Little Para and Millbrook Reservoirs has been varied from 5000 N'IL to 3000
ML and 3000 NIL to 1000 ML respectively. The pumping costs obtained
from this analysis are presented in Table 5.23. Reducing the nominal winter
minimum operating level for Little Para and Millbrook Reservoirs to 3000 ML
and 2000 ML respectively produces no change in the frequency or duration
of failure for the northern system but results in a reduction in average an-
nua,l operating costs from $4.821M to $4.782M. Reducing the nominal winter
minimum operating levels to 2000 ML and 1000 ML r-espectively reduces the
average annual operating costs further to $4.743M, but dramatically increases
the frequency of failure in Little Para Reservoir.
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5.5.3 southern system - Hydrologic and Bulk water
TYansfer System Reliability Assessment
The colclusions c['awn in Section 5.2 fol the sout]ret'n system are ba,sed solel5'
upol the hycl¡ologic reliability assessment ancl assunle the Mullay Rriclge-
Onkaparinga pr.rnping system operates with pelfect leliability.
In Section 5.3, a range ol opelating lule sets have been exaninecl fol the
sotLthern system u,ith the incrlusion of the impact of leliability atl,ributes ol
the N4urlay Bridge-Onkaparinga purnping system.
In the first exarninzr,tion., ¿r clemancl storage level cornp¿rrison is undelta'ken
using the same r.ange of opelating rule sets considerecl in Section 5.2. Results
f¡om this exami¡atio¡ indicate that no additional system failulcs occur wilLr
the inclusion of pumping system failures over the range of operating rules
consiclered.
While maintaining the nominal minimum operatin$ Ievels component of the
target stor.ages for each of the reservoirs in the southern system constant, the
demancl storage component for each of the reservoirs has been varied from
'8 weeks d.emancl' to '2 weeks demand'. Pumping costs obtained using these
operating rule sets are presented in Table 5.33 and the associated Myponga
failure occurrences are presented in Table 5'34.
Recluci¡g t[e clernand stolage cornponent to '-l rt'eelis demand' ploclttces no
change in the frequency or duration of failure of the Myponga Reservoir but
results in a reduction in average annual operating costs of $1.866M to $1.7301VI.
Reducing the demand storage from '8 weeks demand' to '2 weeks demand'
reduces the average annual operating costs further to $1.667M, but at the
expense of increasing the flequency of failule from approximately i in 400
years (ie. 99.7570 annual reliability) to 1 in 250 yeals (ie. 99.6% annttal
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leliability) for the Myponga Reservoir
In the second examination of the southeln systern, target stola,ge levels inclucl-
ing '4 weel<s demand' f'or each reservoir in the system have been adopted and
the Myponga nominal winter minimum operating level has been variecl {r'onr
11500 ML to 6500 ML.. The pumping costs obtained fi'om this zrnalysis ale
plesented in Tables 5.35 and 5.36 with the corresponcling fa,ilule occLrrrenc('s
fol Myponga Reservoir presented in 'fables 5.37 and 5.38.
lìesults from this examination again indicate that no adclitional syst,em l¿rilures
over with the inclusion of pttmping system f¿ilulcs ovel t,he ra,ngc ol o¡relatiug
rule sets consiclered.
The leliability parametels estimated I'ol the IVlulla5, Blidge-Onl<zrpalinga, Purnl)-
ilg systern ivill Lave ¿ln ¿rssociatecl lcvel ol unccrtzrirrt5-. ILr olclcl to tr:s1, llrc
sensitivity of the results for the southern system, the paraneter estima,tes
for two critical components have been modified. Using the modified failule
frequency attributes for the overall pumping system, reliability-cost tradeoffs
have been examined by varying the Myponga nominal winter minimum op-
erating levels. Results from this reliability-cost analysis have been presented
ir 'l-"hlo" .( á7 ( 10 ( zlR 
"..l ( (n o-.1 -^-t.."+-,1 ,,,;th {1.^ ,,--^l:A^l ,.^livr ¡ r, v. tú) vt Lv erru uvtrUr (ùùuvU ìv¡U¡f UIIU t¡l¡¡llvulllçU l!ll-
ability results in Table 5.51. These results highlight the relative insensitivity
^f +L^ ^^..r1^^-- ^,,^i^- +-^Å^^{f^ }^..-^^-+^:-¿:^^:- ¿L^ ^^--^-^-¿ --r:^t^:r:¡--vr urru ùvuulrurll ùJùuurll uróucurlò LU rruuctr,¿ll.tLlu5 lll Lllc LUItIPUllelrL tcIld,ulllL.y
parameter estimates.
These lesults confirm previons analyses that highlightecl thc critica,l trspect
of the southern system operating rule set as the Myponga nominal winter
minimum opcrating lcvcl. With an increase in average annual operating costs
from $1.730M to $1.746M by raising the nominal rvinter minimum operating
level in Myponga Reservoir from 9500 ML to 11500 ML the frequency of
failure in the Myponga Reservoir can be reduced flon approximately 1 in 400
years (ie. 99.75% annual reliability) to 1 in 2000 years (ie. gg.g5% annual
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leliability)
5.5.4 Northern System - Hydrologic and Bulk Water
TYansfer System Reliability Assessment
In section 5.3, a lange ol operating lule sets have been exantined 1'or the norl,h-
r:rn system rvith the inclusion of the impact of the leliability of l;he Mannum-
Aclelaicle ancl Siva'n lìeach-Stocku'ell pumping s)'stems and the Millbrook punp
station.
In the first exarninatiorr. a, clemancl storage level cornparison has been ltndet'-
taken using the sane range of operating lule sets considelecl in section 5.2.
The purnpiug cosl,s obtainecl h'on this analysis are preselltecl in 'I'a,l¡ics 5.39.
Results from this examination indicate that no additional system failures oc-
cur with the inclusion of pumping system failures over the range of operating
rule sets considelecl. Reducing the demand storage from '8 weeks demand' to
'2 weeks demand' ploduces a reduction in average annual operating costs from
$5.072M to $4.744M.
In the second examination of the northern system, target storage levels includ-
ing '4 weeks demand' for each reservoir in the system have been aclopted and
the South Para nominal winter minimum operating level has been varied from
11100 ML to 2100 ML. The pumping costs obtained from this analysis are
presentecl in Tables 5,-10 and 5.41. There \\'ere again no failure occtlrtences o\/el'
the range of operating lule sets considered during the period of simulation.
In tþe third exarnination of the northern system, target storage levels including
'4 weeks demand' for each reservoir in the system have been adopted and the
Little Pala and Millbrook nominal winter minimum operating levels have been
varied. The pumping costs obtainecl from this analysis are presented in Tables
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5.40 and 5.41
The reliability parameters estimated for the pumping systems utilised in the
northern system will have an associated level of uncertainty. In olcler to test
the sensitivity of the results for thc northeln system, the pararneter estimatcs
for two critical components in the Mannum-Adelaide pumping s;'stem have
been modified. Using the modified failure frequency ¿ttril¡utes for the ovcrr'-
all Mannum-Adelaide pumping systern, together with the original failule fi'e-
c{uency attributes for the Swan Reach-Stockwell pumping system ancl the N{ill-
brooli pump station, reliability-cost tradeoffs have been exa,minecl l;1, var)/irìg
the Little Pala and Millbrooli Reservoir nominal winter minimum operating
levels.
Results from this analysis have been plesented in'I'ables 5.55, 5.õtj ancl 5.57 and
contrasted with the unmodified reliability results in 'I'able 5.5E. I'hese lesults
highlight a number of important considerations in the selection of operating
rules for the northern system :
1. The northern system has a greater dependence on the Mannum-Adelaicle
pumping system than the southeln system on the Murray Bridge-Onkaparinga
pumping system.
2. Ii; is important that the reliabiiity attributes of the buik rvater transfer
systems be included in the reliability-cost assessment for the Adelaide
water supply system.
3. The results obtained for the northern system, with the inclusion of the
r-eliability attributes of the bulk water transfel systems. are moderately
sensitive to the assessed critical component reliability attributes. It is
therefore important that the uncertainties associated u'ith the assess-
ment of the critical pumping system component reliabilit¡. attributes be
considered when selecting operating rules for the northern system.
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5.5.5 Southern System - Hydrologic Variability and
Bulk W.ater TYansfer System Reliability with the
application of a Restriction Policy
In Section 5.4, a lestliction policl, has been incluclecl in the opelating lules I'or
bhe soubhern Aclelaide r,va,tel suppll,' hea,clrvorks svstem. Using two case stuclies,
a range of operating rLrle scts have been considerecl to cletermine reliability-
cost tr.acleof[s lbr thc souLhelrr systetn. The impact of hydlologic variability
a¡d bulk water tL¿rrrsfc..r's1's1eln reliability have been incluclecl in both case
studies.
In the fir'st of thcse strrclies, r'e-'stlictions have beett imposecl on all of the south-
ern system derlands, in the event of N4yponga Reselvoir falling below a sPec-
ified trigger level. In the second case study, restrictions have been imposed
only on those aleas supplied frorn Myponga Reservoir.
Using the economic costs associated with the imposition of lestriction as de-
termined using the approach presented by Dandy [66], reliability-cost tradeoffs
have been determined for a range of operating rule sets involving variation of
the Myponga nominal winter minimum operating level.
With the application of a water restriction policy, the number of failure events
can be reduced to zero for each of the operating rules sets considered, in both
case stuclies.
In the first case study, where restrictions were imposed on all southern system
d.emands, reduction in pumping electricity costs were equalled or exceeded
by increases in the costs associated with the imposition of lestrictions for all
operating rules sets when the Myponga nominal u'inter minimum operating
level was reducecl below 12500 ML.
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if the adopted policy by the operators of the system was to impose restrictions
on all southern system demands, then the economically optimum Myponga
nominal winter minimum operating level using a '4 week demand' componenl
of the target storage levels would be in the range 11500 ML to 12500 ML,
u,ith associated average annual total costs of $1.754M. For Myponga nomirra,l
n'inter minimum operating levels below 11500 ML , the overall annual average
costs associated with the opelation of the southel system lise quite la,picll1,,
u'ith reductions in pumping costs being swamped by incleases irr the costs
associated with the imposition of water restrictions.
In the second case study, where restrictions were imposed on only t,hosc soutlr-
eln system demands met from N'Iyponga Reset'voir, the optimunt N41,ponga,
nominal winter minimum operating level is malginally lower than thc filst ca,sc
consiclelecl u'ith the optìmum in the range 10500 ML to 11500 N41,. lia,virrg
associated average annual total costs of $1.747M to $1.748M.
5.6 Sumrnary of Chapter
In this chapter, the methodology described in Chapter 3 has been applied to
the assessment of reliability-cost tradeoffs for the operation of the metropoli-
tan Adelaide water supply system. Following the introduction to the chapter,
results from the simulation of the southern and norther:n components of the
Adelaide system using synthetic inflorv and demancl clata have been presentecl.
In these simulations, the bulk rvater transfer system has been assumed to have
100% reliability. The examination has considered a range of operal,irtg rule
sets for these systems including the inflow forecast data sets, the demand stor-
a,ge components of the reservoir target storage levels and the nominal winter'
minimum operating levels for the reservoirs. The sensitivity of the results have
also been considered with respect to the uncertainty in the palameters used
Ch. 5 Results and Discussion 461
to generated the synthetic inflow datá. Using results from these simulations,
reliability-cost tradeoffs have been presented taking into account hydrologic
variability in the operation of the system.
A key element in certain water supply systems is the tlansfer of water from a
remote source. Following the consideration of tlie hydrologic factors affecting
tþe operation of the Adelaide watel supply system, the effect of the reliability
of the bulk water transfer system on the system reliability and operating costs
has been considered. Using results from the 'walking party' approach for the
assessment of c¡itical components of a bulk water transfer system, clesclibed in
Chapter 4, the perfolmance of the southern ancl northern components of the
Adelaide systerr have been examined. The sensitivity of the lesults have also
been consiclered rvith respect to the unceltainty in the component reliability
pa.ra,meters fol the critical components in the bulk water transfer systems.
Using the results flom these simulations, r'eliability-cost tladeoffs have been
presented which take into account both hydrologic variability and bulk water
transfer system reliability.
A feature of many water supply systems is the use of water supply restrictions
during periods of rvater shortages, to ensure a level of supply is maintained to
consumers. In the last section of this chapter, the use of a water restriction
policy has been considered as part of the operating rules for the Adelaide
system. Using the methodology described in Chapter 3, the economic costs
associated with the imposition of water restrictions have been included in
the reliability-cost tradeoff assessment for the Adelaide system. Using results
from the simulation of the southern system, reliability-cost tradeoffs have been
presented, taking into account hydrologic variability, the reliability of the bulk
water transfer system and the economic costs associated with the use of a
water restriction policY.
This chapter has presented the results of the application of the methodology
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described in Chapter 3 to the Adelaide system. Results obtained for the Acle-
laide system have highlighted potential reductions in operating costs that ma,y






In this thesis, a methodology has been presented for the assessment of reliability-
cost tradeoffs in the operation of multipie reservoir headworks systems.
The methodology considers the four major influences affecting the reliability-
cost tradeoffs for a multiple reservoir water supply headworks system. These
influences are :
1. The inflow variability.
2. The demand variability
3. The reliability of a bulk water transfer system.
463
464
4. The application of water restrictions.
The use of a synthetic inflow data generation model enables the examination
of inflow variability on reliability-cost tradeoffs in the operation of multiple
reservoir headworks systems, and forms the first component of the method-
ology. In the case study of the Adelaide water supply headworks system, a
synthetic inflow data generation model developed by Dandy and Baker' [64]
has been used to generate synthetic inflow data for the metropolitan Adelaide
reservoirs. This model is a first-order multisite multiperiod autoregressive
data generation model of a similar type to the model developed by Young and
Pisano [329]. Although the impact of the model and data parameter uncertain-
ties is not included within this model, sensitivity analysis has been undertaken
on several of the assumed model parameters identified as having greatest im-
pact on the reliability-cost tradeoffs. The inclusion of inflow variability on the
reliability-cost tradeoffs for the water supply headworks system forms the first
component of the methodology.
Demand for water is affected by a range of factors. The variability of demand
from a water supply headworks system will also influence the reliability-cost
tradeoffs in the operation of the system. In many water supply systems, the
.¡r.i"hilii.r i- lo-"-.1 trrilì ho o-"ììor f hen f ho -r""i.hilif -r i. i.fl^.rt 
"..1 ho-.o
have less impact on these tradeoffs. In the case study of the Adelaide water sup-
^1,, L^^J,,,^-1,^ ^.,^t^- ^ ^:--ì^ ^-,-iL^i:^ l^*^-l l^+^ -^-^-^+:^- *^l^ì l^^-PIJ rrçcLuvvutJ\ù ùJùuurrr, @ ùrlrrl,ru ùJrrurlcuru uurllÕrru u@u@ ËurrurÕurulr rrrvuur Uaò
been developed that utilises the synthetic rainfall data generated by the inflow
data generation model. Additional complexity has not been included within
the synthetic demand data generation model as the nature of the Adelaide sys-
tem is such that the impact of demand variability is small when compared with
the impact of inflow variability and the reliability of the pumping system from
the River Murray. The inclusion of demand variability on the reliability-cost
tradeoffs for the water supply headworks system forms the second component
of the methodology.
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In order to assess the reliability of a bulk water transfer system, critical com-
ponents within the system need to be identified. Reliability attributes then
need to be determined for these components and the impact of the reliabil-
ity of these individual components on the overall bulk water transfer system
determined. A technique entitled the 'walking party' approach has been devel-
oped in this research to identify these critical components and obtain realistic
estimates of their reliability attributes. The 'walking party' approach involves
five distinct phases. These are :
1. Establishment of an assessment framework
2. Individual interviews of experts
3. Review of the individual interview outcomes
4. The 'walking party'process
5. Preparation and review of the final report.
Application of the 'walking party' approach to the bulk water transfer system
forming part of the Adelaide water supply headworks system has been de-
scribed in this thesis. Results obtained from this appiication are also detailed.
Having identified and obtained reliability attributes for the critical components
of the bulk water transfer system, these individual reliability attributes need
to be combined to obtain the overall reliability attributes of the bulk water
transfer system. The 'frequency-duration' analysis technique was first devel-
oped within the field of power system engineering to evaluate and compute the
reliability for systems comprising electric power generation, transmission and
distribution. Hobbs and Beim [14] [137] adapted this technique to the analyt-
ical simulation of a water supply system. Using 'frequency-duration' analysis,
the individual component reliability attributes can be combined to obtain the
overall reliability properties of a bulk water transfer system.
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Having obtained the overall reliability attributes of the bulk water transfer sys-
tem, the impact of these attributes needs to be considered on the reliability-cost
tradeoffs for the overall headworks system. Using a Monte Carlo simulation
model, random failure events can be generated for the bulk water transfer
system. Using these random failure events, the performance of the water sup-
ply headworks system can be simulated and the impact of the reliability of
the bulk water transfer system examined. Associated with the assessment of
the individual component reliability parameters will be a level of uncertainty.
Although a more rigorous assessment of the impact of these parameter un-
certainties would be ideal, sensitivity analysis has been undertaken on those
elements identified as having the largest impact on the reliability-cost trade-
offs for the operation of the system. The inclusion of the bulk water transfer
system reliability forms the third component of the methodology.
Water r-estrictions are a common mechanism used by water supply authori-
ties to reduce demand on a water suppiy headworks system during periods of
water shortage. The use of water restrictions to reduce demand will not be
without cost. Using the approach proposed by Dandy [66], the economic costs
associated with the imposition of water restrictions have been considered and
the impact of the use of water restrictions has been included in the assess-
ment of reiiabiiity-cosL tradeolls lor a water suppiy hea<iworks sysierrr. F<¡r the
Adelaide water supply system, considerable outdoor watel usage occurs during
ihe summer monihs. In ihe appiicaiion of ihe metho<ioiogy to the A<ielaide
system, the effect of outdoor water use restrictions has been considered. The
inclusion of the economic impacts of a water restriction policy form the fourth
component of the methodology.
To demonstrate the application of the methodology for the assessment of
reliability-cost tradeoffs for a water supply headworks system, the Adelaide
system has been examined as a case study in this thesis. Results from this ex-
amination have highlighted the potential benefits that can be obtained through
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the consideration of reliability-cost tradeoffs for a water supply headworks sys-
tem, in which a significant proportion of the water is pumped from a distant
water source. The results indicate that the inclusion of the reliability of the
bulk water transfer system may be important in the overail examination of
reliability-cost tradeoffs. In the case study of the Adelaide Water Supply
Headworks system undertaken in this thesis, the reliability of the bulk water
transfer system at the current levels of demand was shown to have only limited
impact on these reliability-cost tradeoffs. As demand on the system increases
in the future, the impact of the reliability of the bulk water transfer system
on these reliability-cost tradeoffs will increase.
6.2 Contributions made in this Thesis
The work presented in this thesis makes a number of contributions to the body
of knowledge in the area of water resources planning and management. These
contributions include :
1. A methodology has been developed for the assessment of reliability-cost
tradeoffs for multiple reservoir water supply headworks systems that con-
siders inflow variability, demand variability, the reliability of a bulk water
transfer system and the economic costs associated with the imposition of
water restrictions. To the authors knowledge, a methodology including
all four of these infl.uences has not previously been presented.
2. Within the overall methodology, an approach has been presented entitled
the 'walking party' approach for the identifrcation and assessment of
reliability attributes of critical components used to transfer water in a
water supply headworks system. The 'walking party' approach provides
a framework that is applicable to the reliability assessment of any system
of mechanical or electrical components.
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3. 'Frequency-duration' analysis has found limited appiication in the con-
sideration of water supply headworks systems. In this thesis, the use
of 'frequency-duration' analysis has been demonstrated for the simpli-
fication of the reliability attributes of a complex system of components
connected in series and parallel. Results from the application of the anal-
ysis technique have been used to consider the impact of the reliability of
the complex system on the overall reliability-cost tradeoffs for a water
supply headworks system.
4. The imposition of restrictions on a water supply system will involve sig-
nificant economic costs. In this thesis, the approach proposed by Dandy
[66] for the assessment of these economic costs has been included in the
overall methodology. This is the first application of this approach to an
actual water supply system.
5. The application of the methodology for the assessment of reiiability-cost
tradeoffs to a multiple reservoir water supply headworks system and the
demonstration of the potential reductions in operating costs that can be
obtained through modification to the system operating rules with little
or no reduction in system reliability.
6. A demonstration of the relative contributions towards the reliability-cost
tradeoffs made by hydrologic variability, pumping system failures, and
the imposition of water restrictions for a water supply headworks system
in which a significant proportion of the water supply is obtained from a
distant water source.
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6.3 Specific Recommendations for the Ade-
laide 'Water Supply l{eadworks Systern
The results obtained from the application of the methodology to the Adelaide
water supply headworks system described in Chapter 5 of this thesis has in-
dicated significant savings are available in the operation of both the northern
and southern components of the system.
Recommendations that can be drawn from the exarnination of the Adelaide
system including the impacts of hydrologic variabiiity and bulk water transfer
system reliability are :
1. The selection of more conservative operating rules for the Adelaide water
supply headworks system is preferable to the use of a, water restriction
policy to attain an appropriate system reliabiiity level. There is still
scope however for the reduction in operating costs through modifi.cation
to the operating rule sets for both the southern and northern systems'
2. Currently 70% inflow exceedance forecast sets are used for both the
southern and northern components of the Adelaide headworks system.
Adjustments can be made to the forecast inflows used in the preparation
of the pumping program for the northern component of the Adelaide
headworks system. I1 50To inflow forecasts are used instead of the cur-
rentT0To forecasts, a reduction in average pumping cost of approximately
$147,000/annum for the northern system will be obtained with no ap-
parent reduction in system reliability.
3. Consideration should be given to the period of demand storage required
in both the southern and northern systems. If the demand storage com-
ponent of the target storage levels is reduced from 4 weeks to 2 weeks,
then the average annual pumping costs will be reduced by approximately
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$63,000/annum for the southern system and approximately $98,000/an-
num for the northern system, with only minor reduction in system reli-
ability.
4. Adjustments be made to the South Para winter nominal minimum op-
erating level reducing this value from 11100 ML to 4100 ML. During
the 1000 year synthetic data model run using a nominal winter minimum
operating level of 4100 ML , the lowest combined storage level reached in
the South Para system, comprising the Warren, South Para and Balossa
Reservoirs was 7283 ML which is 4300 ML above the physical mini-
mum operating level for the reservoir system. This corresponds to over
2 weeks demand storage above the system physical minimum operat-
ing level during summer. This change in operating policy will result in
a reduction in pumping cost for the northern system of approximately
$112,000/annum.
5. Consideration be given to the Little Para and Millbrook nominal winter
minimum operating levels. Reduction in these levels from 3000 ML and
5000 ML to 2000 ML and 4000ML respectively, including the impact
of the assessed reliability attributes of the northern system pumping
systems, results in a reduction in pumping cost of $42,000f annum.
6. Consideration be given to the Myponga nominal winter minimum oper-
ating level. A range of operating rule sets have been considered including
the use of a restriction policy. Results from these analyses present a range
of possible alternatives depending on what conditions within the south-
ern system are considered acceptable or unacceptable to the operators of
the system. These conditions include :
(a) the reliability level required for the Myponga Reservoir,
(b) whether draw-down of Myponga Reservoil beiow its minimum op-
erating level is acceptable and
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(c) the minimum storage level acceptable in Myponga R.eservoir
6.3.1 Restrictions Policies
The implementation of restliction policies is a wideiy used technique in times
of water shortage in a water supply headworks system. Resuits presented in
this thesis have highlighted the significant economic costs associated with the
implementation of such policies, in addition to any political costs.
The inclusion of the economic costs associated with the imposition of water
restrictions in the operating rule set for the southern Adelaide Water Supply
System has shown that it is preferable to adopt a more conservative operating
rule set that involves minimai imposition of restrictions, rather than a less
conservative operating rule set that involves more frequent imposition of water
restrictions.
The very high reliability of the Adelaide Water Supply Headworks System
resulting from having bulk water transfer systems from the River Murray pro-
vides the option of reducing the requirement to impose water restrictions.
Selection of an appropriate operating rule set can be used to take into account
the effects of hydrologic variability and pumping system reliability.
The results presented for the southern Adelaide \Mater Supply System, includ-
ing the application of a water restriction policy, reveal that temporary draw
down of Myponga Reservoir below the physical minimum operating level by
using temporary pumps and pipework is preferable to the imposition of water
restrictions on those areas solely supplied from Myponga Reservoir.
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6.4 Recomrnendations for Further 'Work
There are a number of areas in which further refinement of the methodology
presented in this thesis would be beneflcial.
1. Consideration of the uncertainty associated with the assessed inflow pa-
rameters used in the generation of synthetic inflow data has been under-
taken in this research work through the application of sensitivity analysis.
A more rigorous analysis was precluded because of the large numbel of
parameters associated with the use of a multi-site model (180 parame-
ters together with the monthly coefficients of the [A] and [B] matrices).
Further work considering uncertainties associated with a larger number
of parameters in synthetic inflow data generation models is required.
2. The uncertainty associated with the assessment of the reliability at-
tributes of critical components in the bulk water transfer systems has
also been considered using a sensitivity analysis. A more rigorous ap-
proach examining the effect of these parameter uncertainties would be a
useful future development.
3. The 'walking party' approach presented in this thesis for the identifi-
cation of the critical components in a bulk water transfer and the as-
sessment of their reliability parameters warrants further consideration in
several areas :
(a) Examination of the accuracy of the estimates obtained using this
approach, by application to a system with 'known' reliability at-
tributes.
(b) The extension of the approach to include confidence limits estimates
by the participants about their reliability parameter estimates.
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(c) Examination of benefits that can be obtained by the improvement
of the reliability attributes of speciflc critical components, through
replacement with a more reliable equivalent component or the hold-
ing of spares in stock to reduce rnean repair times.
4. It has been demonstrated that the River Murray is an extremely reliable
source for the Adelaide Water Supply System. For some water suppiy
systems dependent on a distant water soulce, this may not be the case.
The inclusion of the effect of the reliability of the distant water source
warrants further consideration. If reliability attributes fol this source
can be accurately assessed, then it would be possible to include the 'sup-
ply source' as an additional component within the 'frequency-duration'
analysis of the bulk water transfer system.
5. The reliability of water filtration plants has not been considered in the
methodology presented in this thesis. It was considered that the reliabil-
ity of these plants will have limited impact on the reliability-cost tradeoffs
for the operation of the water suppiy headworks systems. Further work
is needed in this area, considering the impact of differing water filtration
plant unit costs on the operation of water supply headworks systems
and examination of the reliability of the operation of these plant on the
overall headworks system reliability.
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Appendix A
HOMA Model Formulation
This appendix contains details of the HOMA model formulation described in
Section 4.3 of Chapter 4. These details include the constraint equations, the
pump cost curves, the storage vs. evaporation curves and the remaining system
parameters.
4.1- Constraint Equations
This objective function used in HOMA is subject to a set of linear constraint
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PTI : Volume pumped via pump station (j)
during period (ú)
(! : Pump-cost 'volume'coefficient
for pump station (j) during period (ú)
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Pl" : Volume pumped via pump station (j)
to reservoir (n) during period (ú)
for t : 1,2r...rT ; n :Ir2,,...,N
Ei : Evaporation constant
for reservoir (n) during period (ú)
Fi : System supply from reservoir (n) to its
water filtration plant during period (f)




: Filtration plant (rn) throughput
during period (ú)




Reservoir Transfer volume to reservoir (n)
from reservoir (o) during period (ú)
\,,1J : Reservoir-storage evaporation coefficients






for t : 1,2,,... rT ; tt :1r2r...,N
0T : Transfer capacity into reservoir (n)
during period (ú)
si+QT>
for t:1,2r...rT ; n :Ir2r...,N
rci : Target storage level for reservoir (n)




for t : 1,2r...rT ; r :1r2r...,N
where,
^T 
: Capacity of reservoir (n)
at the end of period (/)
Equations 4.1 and 4.2 define the piecewise linearised pump-cost curves for
pumping water to the headworks system via the pump station (j) for each
time period (¿). Details of the derivation of these equations can be found in
Section 4.2.
The maximum volume that can be pumped via the pump station (j) during
time perìod (ú) is defined by the pump-cost 'volume' coefficient elr"t u" given
in Equation 4.2.
Equation ,{.3 describes the mass balance constraints for water pumped via
each pump station U) during time period (ú).
Equation ,{.4 is the reservoir water balance equation for each reservoir (n)
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reservoir. These equations are particularly relevant to the Adelaide headworks
where a number of the reservoirs are off-stream.
Equation 4.6 gives the target storage constraints for each reservoir. When
(,9f < rci) then (QT > 0) where Çf represents the volume of target shortfall
for reservoir (n) during period (ú). A penalty is paid on this target shortfall
within the objective function. The inclusion of the parameters Qf ensure that
if the system can not physically achieve the required reservoir target storage
levels, the linear program is not invalidated.
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The reservoir storage capacities Ài for each reservoir (n) and each time period
(l) are given in Equation ,A.7.
A.2 Purnp Cost Curves
Pumping from the River Murray to the metropolitan Adelaide headworks sys-
tem can be carried out through 3 major pumping/pipeline systems. Each of
these systems consist of a number of pumps that can be run individually or in
parallel.
The pumps are electrically powered and the E&WS is charged for the powe-r-
consumed by the Electricity Trust of South Australia (trTSA). The Electricity
Trust has seasonal electricity tariff schedules comprising Off-peak, On-peak
and Special On-peak periods for the winter, spring/autumn, summer seasons.
The combination of the number of pumps and arrangement of the electricity
tariff periods, results in a non-linear pump-cost curve. A typical example of
these pump-cost curves is shown in Figure 4.1. All combinations of pumps and
electricity tariff periods are considered, from no pumps running to all pumps
running continuously.
A lower bound to the series of points plotted is taken and the curve con-
verted into a piece-wise linear function. These simplifications enable convex
pumping-cost curves to be included in the linear programming formulation in
the following manner.
The convex cost curve ,þieTi), j : L,2,. . ., -I is first approximated in a
piecewise linear fashion, as shown in Figure 4.1. This is accomplished by
carefully selecting a number of break points, where the pumping-cost curve
slope changes.
If we let the number of linear segments approximating the piecewise linear cost
function ,þiefi) be given as C¡ for pump station j, we can define
tir ti2 tjCtSf r Sf r"': Sf (A 8)
}IÄ}I}ITJH-ADEI.A I DE PI PFJ,I }rE






























Mannum - Adeiaide Pump Cost Curve
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as the ascending values of PT! where the piecewise linear cost function changes
slope.
We next subdivide the volume pumped PT! into a set of auxiliary components
and define W!" as the weight applying to the volume ti'i". if,Wl': 1, the
volume pumped i. 
€1" ; il W!" - W!*+r : 0.5 the volume pumped is midway
between {/' and el"*'.
Then we can write :









then the nonlinear pumping-cost function can now be defined in terms of its
piecewise linear approximation :
C¡
,þieri)::prwi" vi,t (4.12)
The problem has now been transformed into an ordinary linear programming
problem that can be solved using a linear programming optimisation package
in the conventional manner. Since the term (Lþt; lLtí") has a non-decreasing
character, it is evident that in a cost minimisation problem the linear program-
ming solution technique will select the cost variables in their correct order and
no additional constraints are required.
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4.3 Storage vs. Evaporation Curves
For each reservoir, evaporation losses can be plotted against storage volume
for each time period and a linear regression applied to these plotted points.
The resulting regression line takes the form of :
Er:T+ü,9 (A.13)
where,
Er: Reservoir Evaporation loss
I ^ depth of evaporation
Reservoir Storage
The slope of the regression line
The 'y' intercept of the regression line
A typical example of the Evaporation loss vs. Storage volume curve with fi.tted
regression line is shown in Figure 4.2.
It has been assumed that the evaporation occurs at a constant rate during the
time period considered. The total evaporation loss from reservoir (n) during






ei : Depth of evaporation for reservoir (n)
during time period (l)
Eui : Total evaporation loss from reservoir (n)
during time period (ú)
The terms Ei, nT and p,i previously defined in the reservoir storage balance
constraint equations in Section 4.1 can then be calculated as :
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Ei : T""T (A.15)




This section describes the remaining constraint equations in the linear program
formulations for the southern and northern system models. These include :
o Constraints on the Mannum-Adelaide pipeline
o Constraints on the Swan Reach-Stockwell pipeline
o Constraints on certain reservoir intakes
The physical layout of the Mannum-Adelaide pipeline is described in Sectron
4.2.2. The constraint equations derived from this physical layout are described
beiow. The capacity of the pipeline is not uniform along the length of the
pipeline as shown in Figure 4.14. This non-uniformity has been modelled in
i Lto li-or. ñr^drâññi-a f^.-rtì.1in- ,roi-o .^-f i-ttif-t ¡nncf ¡rinf anrrr{ i^-o 
^-ur¡v ¡¡¡¡ua¡
the pipeline.
The generalised continuity equation for the lüannum-Adelaide pipeline can be
written in the following form :
Vú (A.18)
Fi : Filtration plant (rn) throughput
during period (ú)
NKPTr: Dpf + ÐFr
n=I k=7
where,
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Constraints on the capacity of transfers from the pipeline into individual reser-
voirs are specified in the following generalised form :
Pi< (A.1e)
ei : Transfer capacity into reservoir (n)
during time period (f)
The variable nature of the pipeline capacity along the length of pipe can not
be described in a generalised form. For the Mannum-Adelaide pipeline the
following limitations apply :
(PMAT)6 : (PMAO)I + (PMAw)r +
(PMAM)r + (PMA4)t Vt (A.20)
(PMA4)r + (PEM)r : (PMA5)t Vt (4.21)
















Total volume pumped in the Mannum-Adelaide pipeline
during time period (Í)
Volume supplied from the Mannum-Adelaide pipeline
to on-line demands during'time period (f)
Volume pumped through the Mannum-Adelaide pipeline
to Warren reservoir during time period (ú)
Volume pumped through the Mannum-Adelaide pipeline
to the Torrens system during time period (ú)
Volume pumped in the Mannum-Adelaide pipeline
through section 4 during time period (ú)
Volume pumped from Millbrook reservoir to the
Mannum-Adelaide pipeline during time period (f)
Volume pumped in the Mannum-Adelaide pipeline
through section 5 during time period (ú)
Volume pumped in the Mannum-Adelaide pipeline
to the Little Para reservoir during time period (f)
Supply from the Mannum-Adelaide pipeline
to the Anstey Hill Water Filtration Plant
during time period (ú)
Pipeline capacity for section 4
during time period (ú)
Pipeline capacity for section 5
during time period (ú)
T¡
U¡
The constraints on the Swan Reach-Stockwell pipeline are of a slightly different
nature to those on the Mannum-Adelaide pipeline. The physical layout of this
pipeline system is shown in Figure 4.8. In order to keep the number of equa-
tions in the northern system linear programming formulation to a minimum,
simplifications have been made to this pipeline system as shown in Figure 4.9.
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It is assumed that all water pumped through the pipeline is placed into Warren
reservoir. Water can then be transferred to South Para reservoir from Warren
reservoir, limited only by the transfer capacity. Water supplied to the lower
northern regions through the Swan Reach-Stockwell pipeline is assumed to
have first been placed into Warren reservoir. In reaiity, when demands are
high in the lower northern region, it is not possible to fully meet the supply
from Warren reselvoir because of hydraulic limitations on the pipeiine.









Lower north demand met from the
Swan Reach-Stockwell pipeline and
Warren Reservoir during time period (f)
Total volume pumped in the
Swan Reach-Stockwell pipeline
during time period (t)
Hydraulic pipeline capacity limitations
on the Warren trunk main
during time period (ú)
A number of the Adelaide metropolitan reservoirs were constructed as off-
stream storages. Details of these reservoirs are given in Section 4.2. Intake
into these reservoirs is limited by the capacity of the associated diversion struc-
tures, channels, pipes and tunnels. These limitations apply to instantaneous
transfer rates and so various assumptions have been made on the appropriate
limitations applying to the time periods considered. For certain of the reser-
voirs, the capacity of diversion structures (notably Millbrook reservoir) or the
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reservoir capacity and volume of natural intake (notably Barossa reservoir)
enable these limitations to be ignored, however for the remaining off-stream
stor-ages notably Hope Valley and Happy Valley reservoirs these limitations
need to be considered.
A characteristic of an off-stream storage is that it is constructed with very
limited, if any, spillway capacity. If the capacity of the reservoir is reached,
watel is no longer diverted into the reservoir from the diversion structures, but
instead allowed to spill at these locations.







Figure 4.3: The Hope Valley System Schematic
The particular constraint equations used to represent the Hope Valley Reser-
voil shown schematically in Figure 4.3 and contained within the linear pro-
gramming model are given by Equations 4.26 and A..27.
(THV)t + (rHV)r 
- 
(SP3)r > o.o (A.26)
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where,
(rHV)r
(THV)t + (rHV)t 
- 
(SP3), <
Specified catchment runoff volume downstream
of Kangaroo Creek reservoir into Gorge
Weir during time period (ú)
Release volume from Gorge Weir
during time period (f)
Supply from the Hope Valley Reservoir
to the Hope Valley Water Filtration Plant
during time period (ú)
Total Volume released from Kangaroo
Creek reservoir to Gorge Weir






Equation 4.26 ensures the volume of release from Gorge Weir during time
period (ú) does not exceed the sum of the catchment runoff and the release
from Kangaroo Creek reservoir.
Equation 4.27 limits the maximum volume of water that can be transferred




8.1 HOMA data comrnon to both Southern
and Northern Systems
There are some data that is common to both southern and northern systems
that will be presented first.
8.1.1 Shortfall Penalty Cost Coefficients
The objective function used in the HOMA model as presented in Scction 4.3.1.1
of Chapter 4 in Equation 4.1 includes a shortfäll penalty cost when a reser-
voir storage falls below the target storage level. The purpose of this shortfall
penalty cost is to discourage but not prevent a solution containing reservoir
storage levels below the target storage levels. During certain situations it is
unavoidable that the reservoir storage levels will fall below these levels.
The penalty coefficient (oT) has been set at 100 for all reservoirs (n) and time
periods (ú) in the runs undertaken using HOMA during the research presented
in this thesis.
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8.L.2 End of Period Benefit Coefficients
The objectivefunction used in the HOMA model as presented in Section 4.3.1.1
of Chapter 4 in Equation 4.1 includes an 'end of period' benefit term for water
held in storage at the end of the water year. The purpose of this 'end of period'
benefit term is to maximise the end of period storages in each of the reservoirs.
The beneflt term (á") has been set at 0.025 for ali reservoirs (o) in the runs
undertaken using HOMA during the resealch presented in this thesis.
8.1-.3 Spill Penalty Cost Coefficients
The objective function used in the HOMA model as presented in Section 4.3. i.1
of Chapter 4 in Equation 4.1 includes a spill penalty cost. It is evident that
if the cost of pumping is minimised and the the final storage level in the
reservoirs is maximised through the inclusion of an 'end of period benefit'
term that spillages from each reservoir will implicitly be minimised.
Consider however the system of reservoirs that are at full capacity and the
forecast inflows for the next two months exceed the forecast demands. As far
as the model is concerned there is no difference between a solution where all
spills occur in the first month and the reservoir is drawn down only to be filled
in the second month and a solution where the reservoir stays at full capacity
for both months and the spills spread over the two months. In an operation
sense the former practice of allowing the spill to occur during the first month
only is unacceptable in the operation of the system. Thus in order to give
credibility to the operation of the model, an appropriate set of very small
penalty coefficients have been applied to the spill from the leservoirs.
The spill penalty coefficient (7r') has been set at 0.0i for all reservoirs (o)
and time periods (l) in the runs undertaken using HOMA during the research
presented in this thesis.
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8.2 Southern System
The data applies to the southern system of the metropolitan Adelaide head-
works system.
8.2.L Reservoir Storage Capacities







Table 8.1: Southern System Reservoir Storage Capacities
8.2.2 Initial Reservoir Storage Levels
The starting reservoir storage levels for a HOMA model runs have been taken







Table B.2: Southern System - 'Start of Run' Reservoir Storage Levels
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8.2.3 Indoor Water Use Demand Volumes
'Outdoor' water use restrictions have been considered for the southern Adelaide
water supply system. In order to calculate the 'outdoor' watet use component
of the total demand on which restrictions can be imposed it is necessary to
obtain a set of monthly 'indoor' water demands fol each demand zoîe. The
base monthly 'indoor' water demands obtained from the historical demand




























July 3.500 0.170 0.050 0.300 +.020
August 3.500 0.170 0.050 0.300 4.020
September 3.500 0.170 0.050 0.300 4.020
October 3.500 0.170 0.050 0.300 4.020
November 3.500 0.170 0.050 0.300 4.020
December 3.500 0.170 0.050 0.300 4.020
January 3.500 0.170 0.050 0.300 4.020
February 3.500 0.170 0.050 0.300 4.020
March 3.500 0.170 0.050 0.300 4.020
April 3.500 0.170 0.050 0.300 4.020
Muy 3.500 0.170 0.050 0.300 4.020
.June 3.500 0.170 0.050 0.300 4.020
TOTAL 42.000 2.040 0.600 3.600 48.240
Table 8.3: Southern System - Assumed Indoor Water Use Volumes
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8.2.4 Target Storage Levels
The target storage levels used in the operation of the southern metropolitan
system comprise two components :
o Minimum Operating Level component
o Demand Storage Component
The minimum operating level component for the Mount Bold, Huppy Valley













July 0.4 4.5 9.5
August 0.4 8.0 4.6
September 0.4 8.0 4.6
October 0.4 8.0 4.6
November 0.4 8.0 4.6
December 0.4 8.0 4.6
January 0.+ 8.0 4.6
February 0.4 8.0 4.6
March 0.4 8.0 4.6
April 0.4 4.5 9.5
M.y 0.4 4.5 9.5
June u.+ 4.5 9.5
Table 8.4: Southern System - Nomina,l Minimum Operating Levels
The demand storage components corresponding to the '8 weeks demand', '6
weeks demand', '4 weeks demand' and'2 weeks demand' criteria, described in
Section 5.2.1.2 for the southern metropolitan system are shown in Tables B.5,
8.6, 8.7 anrl 8.8 below.













July 7.2 2.5 0.4
August 8.9 2.4 r.2
September 13.1 2.4 1.8
October' 15.8 3.2 2.3
November 16.9 4.5 2.7
December 16.6 4.7 2.6
January 14.7 4.7 2.2
February 17.4 4.7 r.7
March b.t 4.7 1.1
April 5.3 3.3 0.8
Muy t.4 2.4 0.3
June 2.8 1.9 0.3













Juiy b.t) 2.4 0.3
August b.l) 2.4 0.5
September 9.8 2.4 0.7
October t2.I 3.2 r.2
November t2.7 4.5 1.5
December 13.0 4.7 1.8
January 11.3 4.7 1.9
February 9.0 4.7 1.6
March 5.0 4.7 t.2
April 3.9 3.3 0.8
Muy 1.4 2.4 0.3
June 2.8 1.9 0.3














July 2.7 2.4 0.4
August 2.r 2.4 0.4
September Ðnt).1 2.4 0.7
October 5.2 3.2 1.0
November 4.8 4.5 1.2
December 5.9 4.7 1.3
January 4.6 4.7 1.1
February 4.1 4.7 0.9
March 1.5 4.7 0.6
April t.2 qoJ.J 0.4
M.y 1.1 2.4 0.3
June 2.5 1.9 0.3













July L.4 0.8 0.2
August 1.8 0.4 0.2
September 2.6 0.4 0.4
October ¿.ó r.'z u.Ð
November 2.2 2.5 0.6
December 2.6 2.7 0.7
January 1.9 2.7 0.6
February r.7 2.7 0.5
March t.4 t.7 i.3
April r.4 0.8 0.2
Muy t.4 0.4 0.2
June r.4 0.8 0.1
Table 8.8: Southern System - '2 Weeks Demand' Target Storage Component
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8.2.5 Pipeline Pump Cost Curve Coefficients
The cost curve coefficients for pumping via the Murray Bridge-Onkaparinga

























July 2.4251 4.3894 7.8058 11.3326 14.7859
August 2.4251 4.3894 7.8058 11.3326 14.7859
September 2.5482 4.6174 5.7363 11.6557 15.3281
October 2.5482 4.6174 5.7363 11.6557 15.3281
November 2.7863 5.5407 tt.2584 14.8055 14.8055
December 2.7863 5.5407 7r.2584 14.8055 14.8055
January 2.7863 5.5407 17.2584 14.8055 14.8055
February 2.7863 5.5407 11.2584 14.8055 14.8055
March 2.5482 4.6L74 5.7363 11.6557 15.3281
April 2.5482 4.6t74 5.7363 11.6557 15.3281
May 2.5482 4.6174 5.7363 11.6557 15.3281
June 2.4251 4.3894 7.8058 11.3326 14.7859





























July 0.13555 0.26574 0.51141 0.78454 1.13489
August 0.13555 0.26574 0.51141 0.78454 1.13489
September 0.t422t 0.27880 0.35733 0.78703 1.13850
October 0.r422t 0.27880 0.35733 0.78703 1.13850
November 0.15490 0.33230 0.76520 1.10691 1.10691
December 0.15490 0.33230 0.76520 1.10691 1.10691
January 0.15490 0.33230 0.76520 1.10691 1.10691
February 0.15490 0.33230 0.76520 1.10691 1.10691
March 0.r422t 0.27880 0.35733 0.78703 1.13850
April 0.1422r 0.27880 0.35733 0.78703 1.13850
May 0.t422t 0.27880 0.35733 0.78703 1.13850
June 0.13555 0.26574 0.51141 0.78454 1.13489
Table 8.10: Murray Bridge-Onkaparinga Monthly Pump Cost Curve Cost
Coefficients
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8.2.6 Reservoir Evaporation Coefficients
Evaporation coefficients used within the model for Mount Bold, Huppy Valley










A B A B A B
July 0.02668 0.00258 0.03133 0.00442 0.00161 0.00469
August 0.03770 0.00364 0.04427 0.00624 0.00228 0.00663
September 0.04524 0.00437 0.05312 0.00749 0.00273 0.00796
October 0.06670 0.00644 0.07832 0.01104 0.00403 0.01173
November 0.08062 0.00778 0.09466 0.01334 0.00487 0.01418
I)ecember 0.10324 0.00997 0.12122 0.01709 0.00623 0.01816
January 0.11484 0.01109 0.13484 0.01901 0.00693 0.02020
February 0.09976 0.00963 0.11713 0.01651 0.00602 0.01754
March 0.08236 0.00795 0.09670 0.01363 0.00497 0.01448
April 0.05742 0.00554 0.06742 0.00950 0.00347 0.01010
May 0.03248 0.00314 0.03814 0.00538 0.00196 0.00571
June 0.02668 0.00258 0.03133 0.00442 0.00161 0.00469
Table 8.11: Southern System Reservoir Evaporation Coefficients
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8.2.7 Southern System Demand Zone Transfer Costs
and Capacities
For all months in the year the adopted monthly transfel capacity from the
Huppy Valley to the Myponga demand zone is 3,000 ML. The corresponding
monthly transfer capacity from the Myponga to the Huppy Valley demand zone
is 300 ML. The transfer between demand zones utilises the head difference
between the reservoirs and the supply zones and the adopted cost associated
with this transfer is $0.01 per ML. Facility is available within the HOMA model
to vary these monthly transfer capacities and costs as modifications are made
to the southern supply system.
8.2.8 Southern System Water Filtration Plant Costs
and Capacities
For all months in the year the adopted monthly capacity for the H.ppy Valley
Water Filtration Plant is 25,000 ML. The corresponding monthly capacity
for the Myponga Water Filtration Plant is 1,500 ML. The operating costs
assumed for both water filtration plants in the southern system for each month
of the year is $40 per ML. Facility is available within the HOMA model to vary
these monthly capacities and costs as modiflcations are made to the southern
supply system.
8.3 Northern System
8.3.1- Reservoir Storage Capacities
The reservoir storage capacities used in the model optimisation run have been
taken from the following historical measured reservoir storage capacities shown
in Table 8.12 below.










Table B.I2: Northern System Reservoir Storage Capacities
8.3.2 Initial Reservoir Storage Levels
The starting reservoir storage levels for a model optimisation run have been
taken from the following start of year historical reservoir storage levels shown
in Tabie 8.13 below. When a run is carried out over multiple years, the model
uses only the initial year historical storages and calculates the remaining start










Table 8.13: Northern system - 'start of Run' Reservoir Storage.Levels
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8.3.3 Target Storage Levels
The target storage levels used in the operation of the northern metropolitan
system comprise two components :
o Minimum Operating Level component
o Demand Storage Component
The minimum operating level components for all months in the water year for
the Warren, South Para, Barossa, Little Para, Millbrook Kangaroo Creek and










Table B.14: Northern System - Nominal Minimum Operating Levels (for all
months)
The demand storage components corresponding to the '8 weeks demand', '6
weeks demand','4 weeks demand' and '2 weeks demand' criteria, described in
Section 5.2.2.2 for the northern metropolitan system are presented in Tables
8.15, 8.16, 8.17, B.18, 8.19, 8.20,8.27 ar'dB.22.















Julv 0.6 2.4 0.7 0.1
August 0.9 2.6 0.7 0.7
September 1.5 2.5 0.8 2.0
October 2.0 2.7 0.9 3.1
November 2.5 3.5 0.8 3.6
December 2.6 3.2 1.0 3.6
January c)9L.¿ 2.8 1.0 3.2
February 1.8 2.0 1.0 2.5
March 1.2 r.7 0.9 1.3
April 0.8 1.7 0.6 0.5
M.y 0.3 0.1 0.7 0.1
June 0.2 1.0 0.4 0.1
Tabie 8.15: Northern System - '8 Weeks Demand' Demand Storage Compo-












July 3.9 1.9 0.6
August 4.8 3.6 0.6
September 7.4 6.0 0.7
October 9.5 b. I 7.4
November 10.9 7.0 1.9
December tL.4 6.7 2.1
January 10.4 5.8 2.3
February 8.4 4.8 2.t
March 5.8 3.0 2.0
April 4.4 2.2 1.5
M.y 2.r 0.6 1.0
June 1.9 0.3 0.8
Table 8.16: Northern System - '8 Weeks Demand' Demand Storage Compo-
















July 0.4 t.4 0.7 0.1
August 0.6 1.6 0.7 0.4
September 0.9 1.6 0.8 1.2
October 1.3 1.5 0.9 2.r
November t.7 2.r 0.8 2.5
December 1.9 2.1 1.0 2.6
January 1.6 7.7 1.0 2.2
February 1.3 1.3 1.0 2.0
March 1.0 0.8 0.9 1.1
April 0.6 1.1 0.6 0.4
Muy 0.3 0.1 0.7 0.i
June 0.2 1.0 0.4 0.1
Table 8.17: Northern System - '6 Weeks Demand' Target Storage Component












July 2.8 1.0 0.6
August 3.0 2.0 0.6
^tl)ep[emDer +. I ó.f ^È7u.t
October 6.5 4.2 7.4
November 7.4 4.r 1.9
liecember 8.1 4.2 2.7
Januaty 7.4 3.5 2.3
February 6.3 3.1 2.r
March 4.4 1.8 2.0
April 3.2 r.2 1.5
M.y 2.1 0.6 1.0
1.9 0.3 0.8June
Table B.18: Northern System - '6 Weeks Demand' Target Storage Component
- Torrens Subsystem















July 0.2 0.6 0.7 0.1
August 0.3 0.8 0.7 0.1
September 0.5 0.8 0.8 0.6
October 0.8 0.6 0.9 1.3
November 1.0 i.0 0.8 1.6
December 1.3 1.2 1.0 1.8
January t.2 0.8 i.0 1.5
February 0.9 0.7 1.0 1.5
March 0.7 0.2 0.9 0.9
April 0.4 0.7 0.6 0.3
Muy 0.3 0.1 0.7 0.1
June 0.2 0.9 0.4 0.1
Table 8.19: Northern System - '4 Weeks Demand'Target Storage Component












July 1.9 0.4 0.6
August 1.8 0.7 0.6
September 2.7 1.9 0.7
October 4.2 2.2 T,4
November 4.6 2.I 1.9
December Ð.Ð 2.2 2.1
January 5.1 1.6 2.3
February 4.6 1.6 2.t
March 3.3 0.7 2.0
April 2.2 0.4 1.5
Muy 1.9 0.6 1.0
June 1.8 0.2 0.8

















July 0.1 0.0 0.7 0.0
August 0.2 0.1 0.7 0.1
September 0.3 0.0 0.8 0.3
October 0.4 0.0 0.8 0.6
November 0.5 0.1 0.8 0.8
December 0.6 0.1 i.0 0.9
January 0.6 0.0 0.9 0.7
February 0.5 0.0 0.9 0.7
March 0.4 0.0 0.5 0.5
April 0.2 0.1 0.6 0.2
Muy 0.1 0.0 0.4 0.0
June 0.1 0.2 0.4 0.0
Table B.21: Northern System -'2 Weeks Demand' Target Storage Component












July 0.9 0.0 0.6
August 0.9 0.0 0.6
September 1.tl-.t) ^È7u. I ^nu.r
October 2.r 0.4 t.4
November 2.3 0.1 1.9
December 2.8 û.0 2.1
January 2.6 0.0 1.9
February 2.3 0.0 1.9
March 1.6 0.0 t.4
April 1.1 0.0 1.0
Mry 1.0 0.0 0.7
June 0.9 0.0 0.5
Table 8.22: Northern System - '2 Weeks Demand'Target Storage Component
- Torrens Subsystem
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8.3.4 Pipeline Pump Cost Curve Coefficients
Pump cost curve coefficients for each of the northern system pump stations,
Millbrook, Swan Reach-Stockwell and Mannum-Adelaide are given below in
































July 0.9399 0.09868 1.9670 0.23860
August 0.9399 0.09868 1.9670 0.23860
September 0.7885 0.07871 2.0454 0.23925
October 0.7885 0.07871 2.0454 0.23925
November 0.9573 0.09461 1.9756 0.23320
December 0.9573 0.09461 1.9756 0.23320
January 0.9573 0.09461 1.9756 0.23320
February 0.9573 0.09461 1.9756 0.23320
March 0.7885 0.07871 2.0454 0.23925
Aprii 0.7885 0.07871 2.0454 0.23925
M.y 0.7885 0.07871 2.0454 0.23925
June 0.9399 0.09868 1.9670 0.23860






























July 2.1203 3.8097 5.6720 8.0040 10.3651
August 2.7203 3.8097 5.6720 8.0040 10.3651
September 1.1871 2.2305 3.8996 8.0388 r0.4t02
October 1.1871 2.2305 3.8996 8.0388 r0.4L02
November 1.2981 2.6778 3.7666 7.7648 10.0553
December 1.2981 2.6778 3.7666 7.7648 10.0553
January 1..2981 2.6778 3.7666 7.7648 10.0553
February 1.2981 2.6778 3.7666 7.7648 10.0553
March 1.1871 2.2305 3.8996 8.0388 10.4102
April 1.1871 2.2305 3.8996 8.0388 L0.4102
M.y 1.1871 2.2305 3.8996 8.0388 r0.4702
June 2.7203 3.8097 5.6i20 8.0040 10.3651



























July 0.L4478 0.28130 0.4274+ 0.62766 0.85485
August ^ 1 A |ryOu.rlt¿ÌlÕ ^ ôo1 0^u.¿ô10u ^ tîry/ Àu.+L t ++ ^ rñryaeU.U¿ I UU n orloru.ou1t()d
September 0.07605 0.15190 0.28588 0.62966 0.85757
October 0.07605 0.15190 0.28588 0.62966 0.85757
i\ovember 0.08283 0.18i05 0.26586 0.672i9 tr.ð;J:t /¿i
December 0.08283 0.18105 0.26586 0.61219 0.83378
January 0.08283 0.18105 0.26586 0.61219 0.83378
February 0.08283 0.18105 0.26586 0.612i9 0.83378
March 0.07605 0.15190 0.28588 0.62966 0.85757
April 0.07605 0.15190 0.28588 0.62966 0.85757
M.y 0.07605 0.15190 0.28588 0.62966 0.85757
June 0.14478 0.28130 0.42744 0.62766 0.85485
Table 8.26: Mannum-Adelaide Monthly Pump Cost Curve Cost Coefficients
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8.3.5 Reservoir Evaporation Coefficients
The evaporation coefficients used within the model for Warren, South Para,
Barossa, Little Para, Millbrook, Kangaroo Creek and Hope Valley Reservoirs








A B A B A B
July 0.00475 0.00676 0.02166 0.00266 0.00312 0.00464
August 0.00600 0.00854 0.02736 0.00336 0.00394 0.00586
September 0.00863 0.01228 0.03933 0.00483 0.00566 0.00842
October 0.01400 0.01994 0.06384 0.00784 0.00918 0.01366
November 0.07725 0.02456 0.07866 0.00966 0.01132 0.01684
December 0.02150 0.03062 0.09804 0.0L204 0.01410 0.02098
January 0.02413 0.03435 0.1 1001 0.01351 0.01583 0.02355
February 0.02050 0.02919 0.09348 0.01148 0.01345 0.02000
March 0.01713 0.02439 0.07809 0.00959 0.01123 0.01671
April 0.01125 0.01602 0.05130 0.00630 0.00738 0.01098
M.y 0.00675 0.00961 0.03078 0.00378 0.00443 0.00659
June 0.00475 0.00676 0.02166 0.00266 0.00312 0.00464




























A ts A ts A B
July 0.01480 0.00348 0.00828 0.00180 0.00536 0.00548
August 0.01813 0.00426 0.01014 0.00227 0.00657 0.00671
September 0.02590 0.00609 0.01449 0.00315 0.00938 0.00959
October 0.04477 0.01053 0.02505 0.00545 0.01621 0.0i658
November 0.05550 0.01305 0.03105 0.00675 0.02010 0.02055
December 0.07030 0.01653 0.03933 0.00855 0.02546 0.02603
January 0.07585 0.01784 0.04244 0.00923 0.02747 0.02809
February 0.06401 0.01505 0.03581 0.00779 0.02318 0.02370
March 0.05217 0.01227 0.02919 0.00,635 0.01889 0.01932
April 0.03700 0.00870 0.02070 0.00450 0.01340 0.01370
M.y 0.02109 0.00496 0.01180 0.00257 0.00764 0.00781
June 0.01406 0.00331 0.00787 0.00171 0.00509 0.00521
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Table 8.29 Torrens Subsystem Reservoir Evaporation Coefficients
8.3.6 Northern System Demand Zone Tlansfer Costs
and Capacities
For all months in the year the adopted monthly transfer capacity from the
Barossa to the Little Para demand zone is 960 ML. The corresponding
monthly transfer capacity from the Little Para to the Barossa demand zone
is also 960 ML. The transfer from the Barossa to the Little Para demand
zone utilises the head difference between the reservoirs and the supply zones
and the adopted cost associated with this transfer is $0.01 per ML. Trans-
fer from Little Para to Barossa demand zone is currently not possible due to
head differences. A cost of $10,000 per ML has been set as this transfer cost,
representing tankering costs between the demand zones.
For all months in the year the adopted monthly transfer capacity from the
Little Para to the Anstey Hill demand zone is 960 ML. The corresponding
monthly transfer capacity from the Anstey Hill to the Little Para demand
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zone is also 1,860 ML.. Transfer from Little Para to Anstey Hill demand zone
is currently not possible due to head differences. A cost of $10,000 per ML
has been set as this transfer cost, representing tankering costs between the
demand zones. The transfer from the Anstey Hill to the Little Para demand
zone utilises the head difference between the reservoirs and the supply zones
and the adopted cost associated with this transfer is $0.01 per ML.
For all months in the year the adopted monthly transfer capacity from the
Anstey Hill to the Hope Valley demand zone is 1,860 ML. The corresponding
monthly transfer capacity from the Hope Valley to the Anstey Hill demand
zone is also 1,440 ML. The transfer from the Anstey Hill to the Hope Valley
demand zone utilises the head difference between the reservoirs and the supply
zones and the adopted cost associated with this transfer is $0.01 per ML.
Transfer from Hope Valley to Anstey Hill demand zone is currently not possible
due to head differences. A cost of $10,000 per ML has been set as this transfer
cost, representing tankering costs between the demand zones.
Facility is available within the HOMA model to vary these monthly transfer
capacities and costs as modifications are made to the northern supply system.
8.3.7 Northern System 'Water Filtration Plant Costs
and Capacities
For all months in the year the adopted monthly capacity for the Barossa, Little
P.ar.a Anstev Hiìì .and Hone Valler, \À/¿i". Filtration Plants is 4-800 ML - 4-800
'*,,"J
ML , 9,300 ML and 7,200 ML respectively. The operating costs assumed for
each of the water filtration plants in the northern system for each month of
the year is $40 per ML. Facility is available within the HOMA model to valy





This appendix outlines the skills and expertise of the personnel who partici-
pated in the 'walking party' process used to identify the critical components of
the Adelaide bulk water transfer system and assess their reliability attributes.
The personnel were :
Lionel Rodrigues Operations and Maintenance Engineer,
Mechanicai and Electrical,
Murray Bridge, EWS
Lionel Rodrigues is intimately involved with the operation and maintenance
of the mechanical and electrical components of the major pumping systems.
His experience and knowledge of the current conditions within these systems,






Hanley's primary role is to oversee the day to day operation of the Murray
Bridge-Onkaparinga and Mannum-Adelaide pumping systems. He is also di-
rectly involved in the monitoring, maintenance and repair of the key compo-
nents used within these systems. Over 30 years of experience within the EWS
enabled Hanley to provide valuable'hands on' input during the 'walking party'
process.
John Minney Manager, Headworks,
Headworks and Treatment, EWS
John Minney is involved in the management and operation of the headworks
system. His knowledge and familiarity of the system makes him an ideal can-
didate to provide input to the 'walking party' process. John has had extensive
experience with the construction, repair, maintenance and operation of the
Adelaide system.
Dave Kerry Supervising Engineer, Pipe Systems,
Engineering Services, EWS
Dave Kerry has been involved in the design and construction of pipework
| '¡l r rI nlrt^ 1 I ñ^ f Ll : rl:- 
-,-componenfs wltnrn fne UWJ and nas over ZU years oi expelï,ise jlr -r,llls aïea.
His expertise in this area provided valuable input during the 'walking party'
process.
Tony Soar Supervising Engineer, Eiectrical,
Engineering Servic.es, EWS
Tony Soar's expertise is in the area of high voltage power supply within the
EWS. He has over 25 years of experience in this area and has a thorough
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knowledge of the design, operation and maintenance requirements for these
components within the major pumping system.
Bob Jordan Project Manager,
F.R. Mayfleld Pty. Ltd
Bob Jordan has been involved with major mechanical and electrical construc-
tion projects with F.R. Mayfield for over 30 yeals. He has been dilectly in-
volved with construction contracts for the metropolitan Adelaide bulk water
transfer system. His firm is often called upon to provide services to the EWS
involving mechanical and electrical components. Bob's wealth of experience
with pumps, pump motors and switchboards associated with the Adelaide sys-
tem makes him an ideai candidate to participate in the'walking party'process.
Andrew Jessup Operations Engineer,
Operations Support Branch, EWS
Andrew Jessup's role within the EWS involves the planning and monitoring
of the month by month and longer term operation of the headworks system.
His familiarity with the 'bigger picture' associated with the operation of the
system, makes Andrew an ideal candidate to participate in the 'walking party'
process.
Bill Hagger Substation Maintenance Supervisor
Marlston, ETSA
Bitl Hagger is involved with the maintenance and repair of ETSA's high voltage
electricity distribution system. Bill plays a role as 'trouble shooter' in the
event of the failure of key components within this system. He has a breadth of
knowledge regarding the maintenance and repair requirements for high voltage
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electrical systems and provided a wealth of experience applicable to the power
suppiy systems for the major pumping systems.
Phil. Crawley Research Engineer,
Operations Support Branch, EWS







This appendix describes the metropolitan Adelaide buik water transfer sys-
tem and the components identified as critical to the operation of this system.
Assessed reliability estimates obtained during the 'walking party' process are
detailed for these critical components.
D.2 Summary of Reliability Inforrnation ob-
tained for the Metropolitan Adelaide Bulk
Water TYansfer System
The three major pumping systems supplying the metropolitan Adelaide wa-
ter supply system have been described in Section 4.2. Fach of these systems
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comprises three pump stations in series that progressively lift water from the
River Murray over the Mount Lofty Ranges and into reservoirs in the head-
works system or directly to a water flltration plant.
Reliability information for each of these pumping systems are detailed below.
Where information is common across a number of pump stations or pipelines,
detailed information will be provided in the first description of this type of
component and subsequent instances will be referenced to this initial descrip-
tion.
D.z.L Murray Bridge-Onkaparinga Pumping System
Components at the Murray Bridge-Onkaparinga no. 1 pump station were
considered to be typical of the components at the other two pump stations
in the Murray Bridge-Onkaparinga pumping system. Any differences between
the three pump stations have been discussed.
The Murray Bridge-Onkaparinga pumping system has been described in Sec-
tion 4.2.1. of Chapter 4 and a longitudinal schematic section of the pipeline
presented in Figure 4.3.
A schematic detailing the components identified as critical to the operation of
the pipeline at the Murray Bridge-Onkaparinga no. 1 pump station is shown
in Figure D.1. The critical power supply components common to each of the
three pump stations in the pumping system are shown in Figure D.2. Murray
Bridge-Onkaparinga no. 2 and no. 3 pump stations have similar reliability
attributes and a schematic detaiiing the critical components in these pump
stations is shown in Figure D.3. Details concerning these components are
discussed below.
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Figure D.1: Murray Bridge-Onkaparinga Pump Station No. 1 Critical Com-
ponent Schematic
ETSA External Power













Figure D.2: Murray Bridge-Onkaparinga Pump Stations Critical Power Supply








Figure D.3: Murray Bridge-Onkaparinga Pump Station No. 2 and No' 3
Critical Component Schematic
D.2.1.1 ETSA Grid feed to the Murray Bridge-Onkaparinga no. 1
Purnp Station
The power supply to the Murray Bridge-Onkaparinga no. 1 pump station is
^L^...- ^^L^-^+:^^11., ;- [l:^,,-^ ll ,^brr\Jvvlr ùurrcrlrouruGrrJ rrr r róurv a.!u'
The Murray Bridge-Onkaparinga no. 1 pump station is supplied with power
r rr nmct 
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substation itself has two main circuit breakers, both of which would need to
fail to shut down the substation. These circuit breakers could be replaced in
a week. Mobilong substation can be fed from the three alternate sources of
Mannum, Mount Barker and Tailem Bend. A single line feeds directly from
this substation to the ETSA switchyard at the pump station. At the no. 2 and
3 pump stations it is possible to feed the trTSA switchyard at these locations
from two directions. The mean repair time for a failure on the line from
Mobiiong substation to the switchyard at Murray Bridge-Onkaparinga no. 1
(r
App.D Metropolitan Adelaide Bulk Water Transfer System Reliabili,ty 561
pump station is estimated as one week. Since pump stations 2 and 3 have a
dual feed faciiity, an ETSA grid feed failure could be isolated and the pump
station made operational within a day. During the 'walking party' process it
was concluded that only the reliability of the Murray Bridge-Onkaparinga no.
1 pump station ETSA grid feed needed to be considered. An estimate was
made that the failure of the single line feed to this pump station would have
a frequency of one in one thousand years and a mean repair time of one week.
D.2.1.2 ETSA Transformers on the Murray Bridge-onkaparinga
Pumping System
There are two ETSA transformers at Murray Bridge-Onkaparinga no. 1 pump
station that are used to provide the 11 kV supply. The details of these trans-
formers are :
tïzlrt kv (12.5 MVA)
These transformers ale identical to those at pump stations 2 and 3.
Table D.l gives the rated po\4rer drawn by the pumps at each of the Murray
Bridge-Onkaparinga pump stations together with the transformer capacities














No. 1 8997 10600 3
Pump Station
No. 2 18120 21400 1
Pump Station
No. 3 17650 20800 1
Table D. 1 : Murray Bridge-Onkaparinga Pipeline Transformer Capacities
These transformers are visually inspected by trTSA personnel every thlee
months. A more detailed inspection of each transformer is undertaken ev-
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ery four to five years. These more detailed inspections involve the sampling of
the oil coolant used in the transformer. A chemical analysis of the oil sample is
undertaken and, if necessary, the oil within the transformer is replaced. Trace
elements or gas detected in the oil also indicate potential problems with the
transformer insulating elements.
Around South Australia, trTSA has four to five hundred large high voltage
transformers in service. These transformers can be categorised into two types
: those having manual tap changers and those having automatic tap changers.
Of the two types of transformers) those having automatic tap changers are
characterised by a much higher level of reliability. Each of the transformers
used to supply the pump stations on the three major pumping systems have
automatic tap changers.
The incidence of failure of any of the four to five hundred transfolmers is ap-
proximately one in four to five years. This therefore gives a failure probability
of an individual transformer of the order of one in sixteen hundred to two thou-
sand five hundred years. These estimates are probably conservative since the
EWS transformers have automatic tap changers and the sample set includes
transformers that have manual tap changers.
In the event of the failure of one of these high voltage transformers, spare
transformers are held at Marleston. The size of the transformers are such that
a crane and special trucking requirements are necessary for their relocation. It
is estimated that to get a replacement transformer back in service would take
a maximum total time of one week.
During the 'walking party' process, it was concluded that in the event of a
single transformer failure at any of the three pump stations, for safety r-easons
the pumping system would need to be completely taken out of selvice for a
mean time of one week. For the purpose of the study, the failure frequency
should be adopted as one in sixteen hundred years.
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D.2.1.3 Main Circuit Breaker to the ETSA transformers at the
Murray Bridge-Onkaparinga Pump Stations
The main ETSA circuit breaker (132 kV) is an essential component of the
power supply system to each of the pump stations. As shown in Figure 4.25,
this circuit breakel is located within the ETSA switchyard and provides pro-
tection to the trTSA grid in the event of an electrical fault occurring within
the trTSA switchyard. It can also be used by trWS to isolate the pumping
system in the event of an earth fault occurring within its 11 kV main switch.
Regular maintenance of these circuit breakers is carried out by ETSA. A minor
over-haul is carried out evely four and a half years and a major overhaul is
carried out every nine years. A spare system circuit breaker is always available
in the event of the failure of a particular circuit breaker.
During the 'walking party'process) it was estimated that the mean repail time
for these circuit breakers is one week and that the frequency of failure is one in
flve hundred years. These estimates were based upon ETSA's experience with
these type of components in use throughout the electricity supply network in
South Australia.
D.2.L.4 E.WS Main Circuit Breakers adjacent to the ETSA trans-
formers in the Murray Bridge-Onkaparinga Pumping Sys-
tem
The trWS main circuit breaker provides isolation to the trWS 11 kV system
and protection in the event of overload, short circuit or earth leakage. Separate
pump overload protection is provided by individual circuit breakers for each
pump set. On the Murray Bridge-Onkaparinga pumping system, the three
EWS circuit breakers are of the 'minimum oil' rather than 'vacuum' type'
When a 'minimum oil' circuit breaker operates on load, the arc causes burning
of the oil and because of the low oil volume, the level of contaminants in the oil
rises relatively quickly. A check of these circuit breakers is undertaken every
fifty operations. It is intended to replace these 'minimum oil' with 'vacuum'
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circuit breakers on the Murray Bridge-Onkaparinga pumping system in the
near future, when funds become available. These 'minimum oil' circuit break-
ers are recognised as having a lower level of reliability than 'vacuum' circuit
breakers.
In the event of a failure of this main circuit breaker, this component could be
bypassed using a portable ETSA 11 kV circuit breaker. This circuit breaker
would be connected in-line as a temporary solution until a replacement distli-
bution board was designed and constructed.
During the 'walking party' process, it was estimated that the mean time to
install a portable circuit breaker and bring the system safely back into opera-
tion would be one week. The frequency of failure of the 'minimum oil' circuit
breakers was estimated as one in fifty years.
D.2.1.5 High Voltage Cables from the EWS Power Distribution
Substation to the Pump Station Switchboard
The Murray Bridge-Onkaparinga no. 1 pump station is located on the banks
of the River Murray while the ETSA switchyard supplying power to the pump
station is located 400 metres away) adjacent to the system control centre.
Two, 0.3 square inch (195 r:nr.n2) three core aluminium XLPE doubie tape
".rnnrr"crl 
'l 1 l.V ¡ehles .a.re use,'l l.n Lr¡.nsmit nor.ver from the F,WS main circuit
breaker adjacent to the ETSA switchyard, to the pump station high voltage
^..,:+ ^LL^^-lò vv I uurluvol u.
Following the assessment day, Bill Hagger (trTSA) reviewed the available cable
resources that are held in stock within trTSA. If these two cables were to fail,
then although ETSA does not have identical replacement cable, they would be
able to provide three 300 mm2 single core aluminium XLPE cables in parallel
to meet the load requirement. Cable of this size is regularly required by ETSA
and consequently, significant iengths are maintained in stock. Repiacement of
these cables would also involve termination of the cables at each end. Although
of large size, the necessary resources required to terminate these cables are also
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available within ETSA.
It was estimated during the 'walking party' process that the mean time to
replace these cables and restore power to the pumps, given the availability of
spare cable, would be one week. The failure frequency for these cables was
estimated as one in fifty years.
D.2.1.6 High voltage switchboard at the Murray Bridge-onkaparinga
Pump Stations
Each of the pump stations on the Murray Bridge-Onkaparinga and Mannum-
Adelaide pumping systems have a high voltage switchboard. These switch-
boards provide an interface between the ETSA transformers and the pump
motors.
ETSA has approximately two hundred similar high voltage switchboards in
service throughout their power supply network in South Australia. During the
last thirty years, there has been one failure event involving these two hundred
switchboards. This single failure event was caused by the installation of an
unsuitable circuit breaker in the switchboard. The failure did not require
compiete replacement of the switchboard and the fault was repaired within a
few days. Although these high voltage switchboards will be of different designs
according to the specific site conditions in which they are installed, they do
indicate that the failure probability for switchboards of this type are of the
order of one in six thousand years or greater.
In the event of a partial switchboard failure, the rearrangement of the power
supply to use the undamaged portion of the switchboard should be possible in
two to three days. In the event of a complete switchboard failure, the pumps
could be made available using portabie 11 kV circuit breakers. These circuit
breakers would be installed within the pump station and cabling provided to
bypass the switchboard. During the 'walking party' process it was estimated
that the mean time to bring the system back into operation, using portable
circuit breakers was one week. This solution, although temporary, would suffice
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until a replacement switchboard could be designed and constructed. A failure
frequency of one in six thousand years was also estimated.
D.2.L.7 Pump Motors on the Murray Bridge-Onkaparinga Pump-
ing System
There are three pump sets at the Murray Bridge-Onkaparinga no. 1 pump
station. Each of these pump sets comprise a pump and a pump motor. At the
Murray Bridge-Onkaparinga no. 2 pump station there are three tandem pump
sets. Each of the tandem pump sets comprise a primary pump and pump motor
and a secondary pump and pump motor. At the no. 3 pump station there are
three single stage pump sets comprising a pump and pump motor. All pumps
and pump motors in the Murray Bridge-Onkaparinga pumping systern were
commissioned in 1973. Table D.2 gives details of the pump motors installed
in the Murray Bridge-Onkaparinga pumping system.
Pump Station Pump Unit Manufacturer Power/Motor
(kw) No.
No. l Pump
Station Primary Hitachi 2830 ot)
No. 2 Pump
Station
Primary Mitsubishi 1380 3
Secondary Mitsubishi 4660 3
No. 3 Pump
Station Primary Mitsubishi 5670 ô
Table D.2: Murray Bridge-Onkaparinga Pumping System Pump Motor Detaiis
A pump set, used to suppiy water to the Murray Bridge township, is also
located in the Murray Bridge pump station. This Hitachi motor is rated at
507 kW. The addiiional capacity of this pump set, above the Murray Bridge
township water demands, is small and has not been considered in relation to
the metropolitan Adelaide bulk water transfer system. Over the twenty years
of operation of the Murray Bridge-Onkaparinga pumping system, there have
been no major failures of the pump motors.
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In the event of a failure requiring a total rewind for an individual motor, there
are few companies within Australia that would have both the expertise and the
facilities to properly rewind motors of these sizes. One company that does have
such expertise and equipment is Bob Whites Electrix in Geeiong. In the event
of a complete motor rewind being necessary, the quickest solution would be to
send the motor to Geelong to have it rewound. Following discussions with Jeff
White of Bob Whites Electrix it was estimated that a complete rewind of one of
the motors on the Murray Bridge-Onkaparinga pumping system under normal
conditions would take of the order of eight weeks. In the event that 'round the
clock'work was undertaken this figure could be reduced to five weeks. During
the 'walking party' process it was estimated that the failure frequency of an
individual pump motor failure requiring a complete motor rewind is one in
fifty years.
D.2.1.8 Pumps on the Murray Bridge-Onkaparinga Purnping Sys-
tern
On-going maintenance is carried out on the individual pumps of the Murray
Bridge-Onkaparinga pumping system. Table D.3 gives the details associated
with each of the pumps on the Murray Bridge-Onkaparinga pumping system.
Pump Station Pump Unit Manufacturer Pump
Details No.
No. 1 Pump







Primary Kelly and Lewis 8251e00
SDS_DV 3




Primary Kelly and Lewis 6751875
SDS-DV tt)
Table D.3: Murray Bridge-Onkaparinga Pumping System Pump Details
These pumps have performed well over their twenty year life to date. The
llbð
potential problems that could arise with these pumps are :
o pump shafts breaking
o impeller corroding
o sealing rings wealing
In each of these situations, the necessary resources are available within trWS
to repair the pumps. As a minimum, three days are required to lemove the
pumps for repair and a furthèr three days for their reinstatement.
Individual pumps in the Murray Bridge pumping system were installed in 1970
and are subject to regular inspection and maintenance. During this regular
inspection and maintenance, identified potential pr-oblems are rectified as nec-
essary. An unscheduled failure of a pump would result in leduced capacity of
the pumping system. In the event of such a failure, if the pumping capacity
required were less than the remaining available capacity, the system would
remain unaffected by the pump failure. The pump could therefore be repaired
in a scheduled manner. In the event of a pump failure occurring when all
pumps were required, there would be an urgency for the pump to be repaired
as quickly as possible.
During the 'walking party' process it was estimated that under normal con-
ditions the mean repair time of an individual pump would be three weeks. If
'round the clock' repair work were undertaken, this time could be reduced to
two weeks. A consensus reached during the 'walking party' process for an in-
dividual pump failure frequency on the Murray Bridge-Onkaparinga pumping
system was one in fifty years.
D.2.2 Mannurn-Adelaide Pumping System
Components at the Mannum-Adelaide no. 1 pump station are typical of the
components at the other two pump stations in the Mannum-Adelaide pumping
system. A longitudinal pipeline schematic for the Mannum-Adelaide pumping
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system has been previously presented in Figure 4.L2 in Section 4.2.2 of Chapter
4.
A schematic detailing the components identified as critical to the operation of
the pumping system at the Mannum-Adeiaide no. 1 pump station is shown in
Figure D.4. Details of the critical power supply components common to each
of the three pump stations in the pumping system ale presented in Figure D.5.
Mannum-Adelaide no. 2 and 3 pump stations have similar reliability attributes
and a schematic detailing the critical components in these pump stations is
shown in Figure D.6. Two types of pumps and pump motors have been shown
in these schematics. Type'A'pumps are vertical centrifugal pumps while type
'B' pumps are horizontal pumps. Details regarding the critical components
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D.2.2.L ETSA Grid feed to the Mannum-Adelaide No. 1 Pump
Station
The power supply to the Mannum-Adelaide no. 1 pump station is shown
schematically in Figure D.7.






Figure D.7: Mannum-Adelaide Pump Station No. 1 Power Supply Schematic
The Mannum-Adelaide no. 1 pump station is supplied with power from the
ETSA grid through a mesh bus at the Mannum substation. Mannum substa-
tion has two main circuit breakers, both of which would need to fail for the
substation to shut down. These circuit breakers could be replaced in a week.
Mannum substation can be fed from the two alternate sources of Angus Creek
and Mobilong. A single line feeds direct from this substation to the ETSA
switchyard at the pump station. During the 'walking party'process' it was
estimated that the mean repair time for a failure of the power supply line from
the Mannum substation to the switchyard at Mannum-Adelaide no. 1 pump
station was 1 week, with a failure frequency of one in one thousand years.
During the'walking party'process, it was concluded that the mean repair times
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and failure frequencies for the nos. 2 and 3 pump stations in the Mannum-
Adelaide pumping system and the three Swan Reach-Stockwell pump stations
couid be assumed the same as the Mannum-Adelaide no. 1 pump station.
D.2.2.2 ETSA TYansformers at the Mannum-Adelaide Pump Sta-
tions
There are dual ETSA transformers at the l\{annum-Adelaide no. 1 pump
station that are used to provide a 3.3 kV power supply to the pump station.
These transformers are 132 to 3.3 kV step-down transformers rated at 7.5
MVA. The transformers at pump stations no, 2 and 3 are similar to those at
the no. 1 pump station being 132 f,o 3.3 kV step-down transformers rated at
6.0 MVA.
Table D.4 gives the rated power drawn by the pumps at each of the Mannum-
Adelaide pump stations, the transformel capacity requirements for the pump
station to be fully operational and the number of pump sets that could be














No. 1 72028 r4200 2
Pump Station
No. 2 8652 10200 2
Pump Station
No. 3 9552 11300 2
Table D.4: Mannum-Adelaide Pumping System Transformer Details
Maintenance is undertaken by ETSA on these tlansformers in the same manner
as the transformers at the Murray Bridge-Onkaparinga and Mannum- Adeiaide
pump stations. These transformers have automatic tap changers. The likeli-
hood of failure of one of these transformer units is therefore similar to those
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at the Murray Bridge-Onkaparinga and Mannum-Adelaide pump stations.
In the event of the failure of one of these high voltage transformers, spare
transformers are held at Marleston. The size of the transformers are such that
a crane and special trucking requirements are necessary for their relocation.
During the 'walking party' process, it was concluded that in the event of a
single transformer failure at any of the three pump stations, for safety reasons'
the pumping system would need to be completely taken out of service for a
mean time of one week and for the purpose of the study, the failure frequency
should be taken as one in sixteen hundred years (the same failure frequency
as the transformers on the Murray Bridge-Onkaparinga pumping system).
D.2.2.3 Main Circuit Breaker to the ETSA transformers at the
Mannum-Adelaide PumP Stations
The main circuit breaker (132 kV) provides protection to the trTSA grid in the
event of a fault occurring within the ETSA switchyard. Regular maintenance
of these circuit breakers is carried out by ETSA. This maintenance is consistent
for all circuit breakers in the ETSA grid and has already been described in the
section on the'Main Circuit Breaker to the ETSA transformers at the Murray
Bridge-Onkaparinga Pump Stations'.
During the 'walking party' process it was concluded that the mean repair time
for the main ETSA circuit breaker was one week and a failure frequency of
one in five hundred years should be adopted for the study.
D.2.2.4 E'WS Main Circuit Breakers adjacent to the ETSA trans-
formers in the Mannum-Adelaide Pumping System
The trWS main circuit breakers provide isolation and protection to the pumps
in the event of overload, short circuit ol earth leakage protection in the 3.3 kV
po\/er supply system. Separate pump overload protection is also provided at
each pump set by individual pump motor circuit breakers. On the Mannum-
Adelaide pumping system, the EWS circuit breakers are all of the 'vacutlm'
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type.
In the event of a failure of one of these main circuit breakers, it would be pos-
sible to bypass this component using a portable ETSA 1i kV circuit breaker.
This portable circuit breaker could be connected in-line as a temporary solu-
tion until a replacement distribution board was designed and constructed. In
response to questioning, participants of the 'walking party' affirmed that an
11 kV circuit breaker would function adequately in the 3.3 kV system.
During the 'walking party'process, it was estimated that the mean time to in-
stall a portable circuit breaker and bring the system safely back into operation
would be one week. The frequency of failure of the vacuum circuit bleakers
was estimated as one in flve hundred years.
D.2.2.5 High Voltage Cables internal to the Mannum-Adelaide Pump
Stations
An issue raised during the 'walking party' process at the Mannum-Adelaide no.
1 pump station was the location and nature of the internal high voltage cables
in the Mannum-Adelaide pump stations. These cables are laid in common
cable ways between the switchboard and the individual pumps. In the event
of the failure of one of these cables, adjacent cables may also be damaged. In
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switchboard and the pump motors are 3.3 kV, three core, paper-lead. This
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XLPE cables.
In the event of a failure of one or more of these cables, they could be replaced
with appropriately bundled 300 mm2 single core aluminiumXLPE PVC cables.
This would provide both the load capacity and fault tolerance requirements.
This cabling in most cases is of short length only (less than 20 metres).
As previously noted on page 564 under the heading'High Voltage Cables from
the trWS Power Distribution Substation to the Pump Station Switchboard'
for the Murray Bridge-Onkaparinga pumping system, cables of this size and
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Iength are maintained in store by trTSA together with the necessary resources
for cable termination. In the event of a major failure of the internal cabling
in one of the pump stations, resources from ETSA would be made available to
expedite the repair process.
It was estimated during the 'walking party' process, that the mean time to
provide temporary arrangements to restore power to the pumps in the event
of internal cable failure within a pump station would be one week. Because of
the age and nature of these cables, the failure frequency was estimated as one
in twenty years.
D.2.2.6 High Voltage Switchboards in the Mannum-Adelaide Pump
Stations
Each of the pump stations on the Mannum-Adelaide pumping system utilise
a high voltage switchboard. These switchboards provide an interface between
the trTSA transformers and the pump motors. The switchboards at each of
these pump stations are of the same design and constructed of the same make
and capacity components. The Millbrook pump station switchboard, when
originally designed and constructed, also utilised these same components. In
recent years, the Millbrook switchboard has been replaced. The undamaged
components of this switchboard are now available as spares for the switch-
boards at each of the three Mannum-Adelaide pump stations. In the event of
a single component failing on any of these three switchboards, spare compo-
nents are availabie and the switchboard could be made operationai in a few
days.
During the 'walking party' process, the reliability of these switchboards was
considered similar to the switchboards at each of the Murray Bridge-Onkaparinga
pump stations. In the event of a complete switchboard failure, a temporary
bypass system would need to be installed while a new switchboard was man-
ufactured. This temporary bypass system could be constructed utilising the
portable 11 kV cir-cuit breakers that ETSA uses in emergency situations to-
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gether with appropriate high voltage cabling. It was noted that the pump
stations in the Mannum-Adelaide pumping system use 3.3 kV rather than 11
kV and that the circuit breakers would be in excess of the requirements.
It was estimated during the 'walking party' process that the mean time to
provide temporary arrangements to restore po\/er to the pumps, in the event
of a major switchboard failure within one of the Mannum-Adelaide pump sta-
tions, would be one week. The faiiure frequency was estimated as one in two
thousand years (the same failure frequency as the switchboards in the Murray
Bridge-Onkaparinga pumping system).
D.2.2.7 Intake Valves at Mannum-Adelaide No. 1 Pump Station
Thele ale individual intake valves linking the River Murray to each of the
type 'A' pump units in the Mannum-Adelaide no. 1 pump station. These
valves are used to isolate the pump station from the River Murray. During the
'walking party' process, a concern raised by participants during the visit to
the Mannum-Adelaide no. 1 pump station was regarding the consequence of
the body of one of these valves failing. If this occurred, the primary pump well
would be flooded, drowning the type 'A' pump unit. The pump motors are
located above the level to which the water would rise in the event of a valve
failrrre.a.n¿l sn r¡.,orlrl rema.in un.a,ffected. Tn nrder to re-esta,hlish numnins at
the Mannum-Adelaide no. 1 pump station, it wouid be necessary to stoplog
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and flange off the pipe.
It was estimated during the'walking party'process that the mean repair time
for these valves would be two weeks under normal repair conditions. If the
lepair was undertaken in a 'crisis' situation and tround the clockt resources were
made available, it was estimated that the mean repair time could be reduced
to one week. The failure frequency for these intake valves was estimated as
one in twenty years. The possibiliiy of failure of these valves had not been
raised during the individual interview process, but arose in the 'walking party'
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process during the visit to the Mannum-Adelaide no. 1 pump station.
These intake valves are specific to the no. 1 pump station on the Mannum-
Adelaide pumping system.
D.2.2.8 Pump Motors at the Mannum-Adelaide Pump Stations
There are four pump sets at each of the pump stations in the Mannum-Adelaide
pumping system. Each of these pump sets comprise a pump and a pump motor.
The majority of pump motols in use in the Mannum-Adelaide pumping system
are designed and constructed by Mitsubishi. Details of these pump motors are
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Table D.5: Mannum-Adelaide Pumping System Pump Motor Details
In the event of a pump motor failure requiring the total rewind of the motot,
details given for the pump motors on the Murray Bridge-Onkaparinga pumping
system would also be applicable to the Mannum-Adeiaide pumping system.
Following discussions with Jeff White of Bob Whites Electrix in Geelong, it
is estimated that a complete rewind of one of the motors on the Mannum-
Adelaide pumping system under normal conditions would take of the order of
three weeks. In the event that 'round the clock' work was undertaken this
figure could be reduced to two weeks. The failure frequency, estimated during
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the 'walking party' process for these pump motors was one in frfty years (the
same failure frequency as the pump motors in the Murray Bridge-Onkaparinga
pumping system).
D.2.2.9 Pumps at the Mannum-Adelaide Pump Stations
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Table D.6: Mannum-Adelaide Pumping System Pump Details
Ongoing maintenance is carried out on the individual pumps of the Mannum-
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potential problems identified are rectified as required. These pumps have per-
formed well over their forty year life to date. Problems that could ar"ise with
these pumps include : a pump shaft breaking, an impeller corroding and the
sealing rings requiring replacement. In each of these situations, the necessary
equipment to repair these components would be available. During the'walking
party' process it was estimated that under normal conditions repair of an in-
dividual pump would require up to two weeks. If 'round the clock' repair work
were undertaken, the mean repair time for an individual pump was estimated
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to be one week. Because of the age and condition of these pumps, the failure
frequency for an individual pump was estimated as one in twenty years.
There is some flexibility in the Mannum-Adelaide pumping system for the
relocation of the individual Thompson pumps and Mitsubishi pump motors
between pump stations in the event of multiple failures at a single pump sta-
tion. Although these relocated pumps may not operate at peak efficiency, it
would still be possible for pumping to be carlied out. In this way, if two pumps
or pump motors were to fail at a particular pump station, the capacity of the
pumping system would only be reduced to three quarters of full capacity, as
a pump or pump motor from a different pump station could be relocated to
the station where two had failed. This flexibility also exists for the pumps
and pump motors at the no. 2 and no. 3 pump stations in the Swan Reach
pumping system.
D.2.3 Millbrook Pump Station
A schematic detailing the components identified as critical to the operation of
the Millbrook pump station is shown in Figure D.8.
Details concerning each of these components are discussed below.
D.2.3.1 ETSA Grid feed to the Millbrook Pump Station
The pump station at Millbrook was commissioned in 1971 and is suppiied
with power from the ETSA grid from the Millblook substation. Millbrook
substation itself has one hydraulicaliy operated main circuit breaker (132 kV).
In the event of a failure this circuit bleaker could be replaced in a week.
Millbrook substation is fed via a 'T' off the Angas Creek-Northfield 132 kV
line.
It was concluded during the 'walking party' process that the reliability at-
tributes for the ETSA grid feed to the Millbrook pump station would be the
same as those for the ETSA grid feed to the Mannum-Adelaide pumping sys-
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Figure D.8: Millbrook Pump Station Critical Component Schematic
one thousand years
D.2.3.2 ETSA Transformers at Millbrook Pump Station
There are t\^/o ETSA transformers at the Millbrook pump station that are used
to provide 3.3 kV supply to the pump station. The details of these transformers
are
13213.3 kv (5 MVA)
These transformers are similar to those at Mannum-Adelaide pump station
nos. 1, 2 and 3.
Table D.7 gives the rated power drawn by the pumps at the Millbrook pump
station.
Each of the two transformels has sufficient capacity to meet the power re-
quirements of two tandem units within the pump station (eg. there is two
(r














Pump Station 6000 7100 2 Tandem Units
Table D.7: Millbrook Pump Station Transformer Details
thirds standby capacity at the pump station). Regular maintenance is carried
out by ETSA on these transformers. Details of this maintenance program are
the same as that undertaken for the transformers associated with the Murray
Bridge-Onkaparinga and Mannum-Adelaide pumping systems. In the event of
the failure of one of these high voltage transformers, spare transformers are
held at Marleston. Transportation of these high voltage transformers would
require the same special arrangements as previously described for the Murray
Bridge-Onkaparinga and Mannum-Adelaide pumping systems.
During the 'walking party' process, it was concluded that a mean repair time
of one week and a failure frequency of one in sixteen hundred years were
applicable to these transformer components.
D.2.3.3 Main Circuit Breaker to the ETSA transformers at Mill-
brook Pump Station
The main circuit breaker (132 kV) provides protection to the ETSA grid in
the event of a fault in the ETSA switchyard. Regular maintenance is car-
ried out at this switchyard in the same manner as that previously described
for the Murray Bridge-Onkaparinga pump stations. The circuit breaker at
Millbrook pump station is of a slightly different type to those at the Murray
Bridge-Onkaparinga and Mannum-Adelaide pump stations. Spares for this cir-
cuit breaker are available and it is estimated that the pump station could be
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brought back into full operation in one week. The reliabiliiy of circuit breakers
of the type in use at the Millbrook pump station is known to be less than other
ETSA circuit breakers in use elsewhere.
During the 'walking party' process, estimates of one week for the mean repair
time and one in fifty years for the failure frequency were adopted for this circuit
breaker.
D.2.3.4 E\MS Main Circuit Breakers adjacent to the ETSA trans-
formers at the Millbrook Purnp Station
In the event of a failure of the main circuit breaker, it would be possible
to bypass this component of the pump station using a portable ETSA 11
kV circuit breaker. This cilcuit breaker could be connected in-iine until a
replacement distribution board was designed and constructed. In response to
questioning, participants of the 'walking party' affirmed that an 11 kV circuit
breaker would function adequately in a 3.3 kV system.
During the 'walking party' process, it was estimated that the mean time to
install a portable circuit breaker and bring the system safely back into opera-
tion would be one week. The frequency of failure of the 'vacuum' type main
circuit breaker in use at the Millbrook pumping station was estimated as one
in flve hundred years.
D.2.3.5 High Voltage Switchboard at Millbrook Pump Station
l-'he high voltage switchboard at Millbrook pump station has recently been
replaced. At the time of replacement, a spare main circuit breaker and spare
motor breaker were also purchased and is available in the event of either of
these components failing.
The reliability of this switchboard is similar, if not better than those in the
Murray Bridge pumping system. In the event of a partial switchboard failure,
the rearrangement of the power supply to use the undamaged portion of the
switchboard should be possible in a few days. In the event of a complete
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switchboard failure, the pumps could be made operational using portable 11
kV circuit breakers. These circuit breakers would be installed within the pump
station and cabling provided to bypass the switchboard. During the 'walking
party' process it was estimated that the mean time to bring the system back
into operation using portable circuit breakers \ /as one week. This solution
would be satisfactory until a replacement switchboard could be designed and
constructed. A failure frequency of one in six thousand years was estimated
for a compiete switchboard failure at the Millbrook pump station.
D.2.3.6 Pump Motors at the Millbrook Pump Station
There are four pump sets at the Millbrook pump station, two of these are
tandem sets with the other two being single sets. The tandem pump sets com-
prise two pumps and two pump motors while the single sets comprise one pump
and one pump motor. Details of the pump and pump motor configuration is
presented in Figure D.8.
At the Millbrook pump station six new pump motors were installed in 1984.
These pump motors are manufactured by Mitsubishi and are rated at 1000 kW
and have a reputation as being reliable motors. Over the period of operation
of the Millbrook pump station, there have been no major problems with the
pump motors.
In the event of a failure requiring the total rewind of a pump motor, the
description given for the pump motors in the Mannum-Adelaide pump stations
is applicable to the pump motors in the Millbrook pump station.
There is ongoing work being undertaken examining the possibility of upgrading
both the pumps and the pump motors in the Millbrook Pump station. This
would result in an improvement in the reliability of these components.
The consensus reached during the'walking party' approach was that the mean
repair time for the pump motors at the Millbrook pump station is two weeks
and the failure frequency is one in fifty years.
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D.2.3.7 Pumps at the Millbrook Pump Station
Details of the pumps at Millbrook pump station are given in the Table D.8

















Table D.8: Millbrook Pump Station Pump Details
Of the four* pump sets at the Millbrook pump station, the tandem pumps were
initially installed in the Mannum-Adelaide pumping system and later relocated
to the Millbr-ook pump station.
Ongoing maintenance is carried out on the individual pumps in the Millbrook
pump station. During this regular inspection and maintenance, identified po-
tential problems are rectified as necessary. These pumps have performed well
over their forty year life to date. Problems that could arise with these pumps
have been described in the previous section fol the Mannum-Adelaide pump
station pumps. During the 'walking party' process it was estimated that un-
der normal conditions repair of an individual pump would require up to two
weeks. In the event of a'crisis' situation whe¡e 'round the clock' repair work
was undertaken, the mean repair time for an individual pump was estimated
to be one week. Because of the age and condition of these pumps, the failure
frequency for an individual pump was estimated as one in twenty years.
D.2.4 Swan Reach-Stockwell Pumping System
During the 'walking party'process, the Swan Reach-Stockwell pumping system
was not directly considered because of time limitations and the smaller impact
of this pumping system on the overall reliability of the metropolitan Adelaide
headworks system.
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The age and form of construction of components on the Swan Reach-Stockwell
pumping system are similar to both the Mannum-Adelaide and Murray Bridge-
Onkaparinga pumping systems. Component reliabiiity information obtained
during the 'walking party' process for these two pumping systems have been
assumed for the components on the Swan Reach-Stockwell pumping system.
The trTSA grid feed, trTSA transformers, ETSA main circuit breakers, pumps
and pump motors associated with the Swan Reach-Stockwell pumping system
are similar to those on the Mannum-Adelaide pumping system and so these
reliability data have been assumed.
The EWS main circuit breakers and switchboards associated with the Swan
Reach-Stockwell pumping system are similar to those on the Murray Bridge-
Onkaparinga pumping system and so these reliabiiity data have been assumed.
D.2.5 The Mannum-Adelaide, Swan Reach-Stockwell
and Murray Bridge-Onkaparinga Pipelines
The Mannum-Adelaide, Swan Reach-Stockwell, and Murray Bridge-Onkaparinga
pipelines were commissioned in 1954, 1969 and 1973 respectively. All three
pipelines were constructed using spun, concrete lined, steel pipes.
Severe damage to each of these pipelines could be result from a'direct hit' by a
truck. A 'glancing blow', where the pipeline was struck obliquely would result
in only minor damage and would put the pipeline out of service for one to two
days. There are no locations on any of the three pipelines where a major road
is running at right angles to a section of pipeline with the associated potential
for a'direct hit'.
Providing ongoing inspection and maintenance is carried out on the pipelines,
then problems arising such as localised corrosion, resulting in smaii holes in
the pipeline, could be patched with a rolled piece of plate and repaired in a
dry. If it was required to replace a short section of pipe, it was estimated
during the 'walking party' process that the mean time to repair the pipe was
three days.
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In the event of the failure of one of the major line valves it would be possible
to replace the line valve with a 'cotton reel'. It was estimated that a repair of
this type could be achieved in less than a week. The major purpose of these
line valves is to enable the isolation of sections of the pipelines in the event of
a leak. Isolation of a section of the pipeline would limit the loss of water to
that section of the pipeline.
It was concluded during the 'walking party' process that failure of a section of
pipe iinking ihe pump stations on the three pumping systems could be repaired
in less than a week and therefore need not be considered as critical to the bulk
water transfer system reliability.
D.3 Summary of Bulk Water TYansfer Sys-
tem Critical Component Reliability Re-
sults
Tables D.9, D.10, D.11 and D.12 summarise the results obtained for the three
major pumping systems together with the Millbrook pump station, used to
supply metropolitan Adelaide.
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trTSA Grid Feed 7 1 in 1000 0.999981
ETSA Transformers 7 1 in 1600 0.999988
ETSA Main
Circuit Breaker







Switchboard 7 1 in 2000 0.999990
Pump Motors 35 1in50 0.998082





ETSA Transformers aI 1 in 1600 0.999988
ETSA Main
Circuit Breaker





Switchboard 7 1 in 2000 0.999990
Pump Motors 35 1in50 0.998082













Switchboard 7 1 in 2000 0.999990
Pump Motors 35 1in50 0.998082
Pumps 14 1in50 0.999233
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ETSA Grid Feed I 1 in 1000 0.999981
ETSA Transformers I 1 in 1600 0.999988
ETSA Main
Circuit Breaker
I 1 in 500 0.999962
trWS Main
Circuit Breaker




Switchboard 7 1 in 2000 0.999990
Pump Motors I4 1in50 0.999233
Pumps T4 1in20 0.998082





trTSA Grid Feed 4I 1 in 1000 0.999981












Switchboard nI 1 in 2000 0.999990
Pump Motors T4 1in50 0.999233





ETSA Grid Feed I 1 in 1000 0.999981















Switchboard 17I 1 in 2000 0.999990
Pump Motors l4 1in50 0.999233
Pumps t4 1in20
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ETSA Grid Feed 7 1 in 1000 0.999981







I 1 in 500 0.999962
Switchboard 7 1 in 6000 0.999997
Pump Motors T4 1in50 0.999233
Pumps t4 1in20 0.998082
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trTSA Grid Feed F7I 1 in 1000 0.999981
ETSA Iiansfbrmers taI 1 in 1600 0.999988
ETSA Main
Circuit Breaker




Switchboard 7 1 in 2000 0.999990
Pump Motors 74 1in50 0.999233







ETSA Grid Feed 7 1 in 1000 0.999981








Switchboard F7I 1 in 2000 0.999990
Pump Motors T4 1in50 0.999233









trTSA Grid Feed I 1 in 1000 0.999981
ETSA 'I'ransfbrmers nI 1 in 1600 0.999988
ETSA Main
Circuit Breaker




Switchboard 7 1 in 2000 0.999990
Pump Motors I4 1in50 0.999233
Pumps L4 1in50 0.999233
Appendix E
Comparison of Historical and
Generated Inflow and Rainfall
Data
The multisite multiperiod autoregressive data data generation developed by
Baker and Dandy and described in Section 4.4 has been used to generate
10,000 years of synthetic data for the Adelaide hills catchments.
Details of the statistics of the generated data and historical data are compared
in this appendix. Discussion of this comparison is given in Section 4.4.2.
Using the techniques described in Section 4.4.3, a flow frequency analysis of the
generated and historical inflow data has also been undertaken. The purpose of
this analysis is to compare the statistical properties of the generated streamflow
with the historical streamflow records for a range of cumuiative flow periods.
Discussion of the results presented in this appendix is made in Section 4.4.3.3.
591
592
Flow Volumes (ML )
Month Jan. Feb Mar Ap.. M.y Jun.
Minimum 278 -266 -447 -160 -19 -44.
Maximum 979 999 462. 7244. 11111. 20407
Mean 67.7 118.6 40.8 2t6.8 1110.4 3548.7
Median 2.5 10.5 23.5 159.5 365.5 678.0
std. dev 239.4 288.6 158.3 27t.3 2012.6 584r.4
Skew 7.946 1.538 0.014 1.563 3.307 t.745
To zero 45 40 45 t4 5 2
10% conf. 451.0 535.0 212.0 605.0 3437.0 13512.0
90To conf. -116.0 -75.0 -119.0 -25.0 32.0 71.0
Table E.1: South Para Historical Inflow Statistics (January to June)
FIow Volumes ML
Month .Iul Aog. s"p Oct. Nov Dec.
Minimum tÐ 136 qta-r)1. 15 -202 -276.
Maximum 29532. 293r2 27248. 18694. 5991 901
Mean 6024.0 7937.6 5633.9 2972.2 716.2 r42.9
Median 4096.5 4987.5 3476.5 r62t.5 258.0 70.0
std. dev 7130.0 8233.8 5876.8 3905.0 1136.6 238.9
Skew 1.893 1.137 1.386 2.086 2.767 1.339
To zero 0 0 2 0 10 26
10% conf. 13299.0 18881.0 t2574.0 8838.0 1715.0 494.0
90% conf. 348.0 514.0 347.0 r44.0 -27.0 -83.0
Table 8.2: South Para Historical Inflow Statistics (July io December)
Flow Volumes
Ap.. Muy JunMonth .Jan. Feb. Mar
Minimum -262 -248. -352 -r49 -19 -38
Maximum 915 t344 439 1375. 19978 9061 1.
Mean 69.1 r20.4 43.0 220.r 1220.2 4380.9
Median 24.2 51.1 42.8 158.1 4r7.0 955.8
std. dev 220.5 284.2 158.3 270.3 2672.L 11814.0
Skew 1.246 1.693 -0.015 r.622 4.331 4.821
Vo zero 45 41 39 18 tr) 5
Table 8.3: South Para Generated Inflow Statistics (Janualy to June)
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Flow Volumes ML
Month Jul Arg s"p Oct Nov Dec
Minimum -148. -307 -335 nI -179. -200
Maximum 70955 86788 62005 59135. 677r 1085
Mean 6589.1 8837.6 6268.2 3556.9 7t7.3 r44.t
Median 3406.8 4757.7 3359.8 t292.0 362.9 91.8
std. dev 10219.5 t296t.2 924t.6 7707.5 rr04.4 238.0
Skew 3.471 3.382 3.363 +.758 2.847 1.386
c/o zeto 2 3 4 I t7 30
Table 8.4: South Para Generated Inflow Statistics (July to December)
Flow Volumes (ML )
Month Jan Feb Mar Apt Mry Jun
Minimum 0 1 .t7LI 59 195 205
Maximum 2138. 3419. 607. t425 4527 Izt69
Mean 300.6 304.9 255.2 404.7 997.8 2594.1
Median 264.0 232.0 26t.5 369.0 625.0 1262.0
std. dev. 331.3 506.2 r44.5 243.0 1045.0 2803.1
Skew 4.168 5.532 0.441 1.805 2.271 1.887
To zero 0 0 0 0 0 0
l0To conf. 409.0 356.0 409.0 687.0 2152.0 5867.0
90To conf. 52.0 92.0 79.0 146.0 295.0 435.0
Table E.5: Myponga Historical Inflow Statistics (January to June)
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Flow Volumes :ML )
Month Jul. Ang. s"p Oct Nov Dec.
Minimum 360 462 290 119 1 19. 0
Maximum 14638 15509. t4r22. 6032 7702. 594
Mean 439r.4 4480.7 3054.5 1478.6 580.1 320.3
Median 3168.5 4124.5 2010.0 898.0 541.0 297.0
std. dev 3685.0 3273.r 3082.3 1395.7 352.8 165.0
Skew 1.196 0.969 t.827 r.795 1.351 -0.051
To zero 0 0 0 0 0 0
l0To conf. 10130.0 8288.0 7075.0 3788.0 844.0 532.0
90% conf. 682.0 831.0 568.0 290.0 2I7.0 87.0
Table 8.6: Myponga Historical Inflow Statistics (July to December)
Flow Volumes (ML )
Month Jan Feb Mar Apt Muy Jun.
Minimum 3 i8. -15 48 196 203
Maximum r422 1639 725 7282. 8057 26593
Mean 295.r 285.3 256.2 405.1 L029.t 2795.7
Median 23r.7 208.3 237.L 360.8 655.7 1546.3
std. dev 245.8 263.8 t46.4 23L.0 1163.9 3914.2
Skew 1.897 2.453 0.716 1.220 3.272 3.361
To zero 1 0 1 0 0 0
Table E.7: Myponga Generated Inflow Statistics (January to June)
Flow Volumes ML
Month Jul. Aog s"p Oct. Nov. Dec
Minimum 2t2 -270 269 132 94 95.
Maximum 27786. 18519. 25053. 9915 27r5 724
Mean 4542.7 4554.3 3t82.4 1532.2 587.0 32I.I
Median 3283,2 3808.8 i978.5 1053.0 500.2 320.1
std. dev 444r.8 3445.8 ót tÐ.t 1586.1 364.7 163.7
Skew 2.547 1.466 3.109 2.725 t.575 -0.032
To zero 0 2 0 0 0 ot)
Table tr.8: Myponga Generated Inflow Statistics (July to December)
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FIow Volumes (ML )
Month Jan. Feb. Mar Ap. M.y Jun
Minimum -46r 727 -856 -460. 40 299
Maximum 1895 3735. 762 420r 1 1793. 33107
Mean 314.5 255.7 75.6 496.4 7864.4 5150.9
Median 258.0 166.0 111.0 345.5 986.0 1542.5
std. dev 47t.4 720.0 358.3 727.0 257r.6 7726.r
Skew 1.188 2.869 -0.226 3.208 2.656 2.707
'/o zeto 26 24 38 l4 2 0
I0To conf. 839.0 522.0 525.0 905.0 31.74.0 15416.0
90% conf. -266.0 -429.0 -429.0 -t24.0 285.0 462.0
Table 8.9: Gorge Weir Historical Inflow Statistics (January to June)
Flow Volumes
Month Jul Ang S"p Oct Nov. Dec.
Minimum 0 0 293 156 -153 -334.
Maximum 43923 36522. 27915. 26168. 8148 3842.
Mean 9643.6 1i716.9 8290.7 4933.3 t782.2 689.0
Median 5237.5 8332.5 4752.5 3095.0 1068.0 5r2.0
std. dev 10541.5 10664.8 7672.6 5822.7 1833.0 708.5
Skew 1.668 0.827 0.866 1.991 1.898 2.047
To zero 2 2 0 0 2 72
10% conf. 23018.0 29087.0 21245.0 14019.0 3843.0 1440.0
90% conf. 484.0 t542.0 579.0 460.0 175.0 -58.0
Table E.10: Gorge Weir Historical Inflow Statistics (Juiy to December)
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Flow Volumes (ML )
Month Jan Feb. Mar Ap. Muy Jun.
Minimum -460 -673. -156 qìaq-Ðlt) -4 293
Maximum 1960 2830. 29402. 3001 17340. ******
Mean 319.7 256.1 675.2 507.0 1910.8 6352.9
Median 248.4 120.0 87.3 36L.4 1106.3 t827.8
std. dev 461.3 642.t 3269.8 628.2 2588.9 16031.2
Skew 0.970 1.39i 6.392 7.477 3.200 4.672
To zero 26 4l 0 20 1 0
Table tr.l1: Gorge Weir Generated Inflow Statistics (January to June)
Flow Volumes ML
Month Jul. Ang. s"p Oct. Nov Dec.
Minimum -330 -556 -óÐ,t) 37 -119. -327
Maximum 87792. 89980. 67065 49598. II74I 3187
Mean 10161.8 t2465.7 8820.3 5298.0 1813.0 694.2
Median 6000.2 7976.7 5620.4 295r.7 1272.1 559.6
std. dev 13503.6 t4564.2 L0542.3 7393.7 1919.6 670.2
Skew 3.096 2.703 2.819 3.386 2.425 1.239
To zero 2 2 2 1 3 11
Table 8.12: Gorge Weir Generated Inflow Statistics (July to December)
Flow Volumes (ML )
Month Jan Feb Mar Ap.. M.y Jun
Minimum -167 -145 -1 60 1 49 17.
Maximum 991. r92t. 432. 953 657r 13587
Mean tzr.t t48.2 96.4 742.9 652.3 2390.r
Median 64.5 46.0 53.0 68.5 207.0 571.0
std. dev 179.5 345.2 115.6 203.7 1168.7 3832.8
Skew 2.95r 3.762 7.224 2.505 3.552 r.922
To zero 2 t 5 2 0 0
10% conf. 279.0 272.0 268.0 346.0 1159.0 9288.0
90To conf. 18.0 14.0 17.0 14.0 52.0 66.0
Table E.13: Gumeracha Weir Historical Inflow Statistics (January to June)
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Flow Volumes ML
Month Jul Ang s"p. Oct. Nov Dec.
Minimum tr7 I28. 110 85. -42 -57
Maximum r744r. 2287r r2950 12+77. 352r 2128.
Mean 4460.5 6086.7 4000.7 2220.9 624.7 224.5
Median 1769.0 4680.5 2259.0 1139.5 345.0 143.5
std. dev 4787.9 5964.4 3914.6 2769.r 713.0 356.8
Skew 1.118 1.I77 0.900 1.987 2.r43 3.824
To zero 0 0 0 0 5 10
70To conf t2124.0 15661.0 10404.0 4922.0 1568.0 477.0
90% conf. 244.0 716.0 364.0 195.0 100.0 0.0
Table E.14: Gumeracha Weir Historical Inflow Statistics (July to December)
Flow Volumes (ML )
Month Jan. Feb Mar. Apt. Muy Jun
Minimum -119 -r22 - 110 1 45. 19
Maximum 67t 1318 459 1396 20573 79232
Mean 120.9 r37.7 96.0 r+3.7 842.0 3247.3
Median 95.4 69.8 8t.7 78.7 228.5 732.5
std. dev 150.3 241.1 111.5 207.7 2479.5 9745.6
Skew 1.094 2.202 0.750 3.299 5.024 5.090
To zero 2I 31 20 0 0 0
Table 8.15: Gumeracha Weir Generated Inflow Statistics (January to June)
FIow Volumes ML
Month Jul. A',t9. s"p Oct Nov. Dec
Minimum -50 -L23 -36. 57 -42. 53.
Maximum 54436 54692. 42439 30426 4943 1681.
Mean 4963.7 6599.3 4417.2 25t0.2 639.0 222.9
Median 2494.3 3915.4 244r.1 rL4L.9 403.4 136.4
std. dev 7882.0 8502.7 6282.4 4300.8 773.2 287.7
Skew 3.677 3.036 3.352 3.956 2.849 2.45L
To zero 2 2 1 0 ,) 12
Table tr.16: Gumeracha Weir Generatecl Inflow Statistics (July io December)
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Flow Volumes (ML )
Month Jan Feb Mar Apt M.y Jun.
Minimum -1381 -405 -490. 78 114 97
Maximum 2859 5927. 946 16984. 26677. 62725
Mean 366.7 514.8 269.8 1079.9 3543.5 8664.8
Median 310.5 277.5 23t.5 524.0 1830.0 3257.5
std. dev 663.9 rt32.7 295.3 2595.2 5464.3 72979.2
Skew 1.368 3.500 0.205 5.473 2.968 2.557
To zeto l4 2I 74 2 0 0
10% conf. 722.0 871.0 620.0 r775.0 6364.0 22093.0
90% conf. -233.0 -198.0 -94.0 72.0 557.0 931.0
Table 8.17: Onkaparinga Historical Inflow Statistics (January to June)
Flow Volumes (ML )
Month Jul. Arg. s"p Oct Nov Dec.
Minimum 779 T7+I 953 840 -50 -443
Maximum 69879 66025 39687 31054. 14061 2844
Mean 15857.7 18079.3 11996.8 7605.7 2794.9 826.9
Median 13393.0 t5874.5 7964.5 4601.0 1366.0 708.0
std. dev 14638.7 14387.5 10252.7 7979.4 3020.9 704.9
Skew r.652 1.148 1.066 r.524 1.850 1.019
To zero 0 0 0 0 2 5
l0To conf. 39865.0 38812.0 28863.0 22354.0 6596.0 1810.0
90% conf 1590.0 3403.0 2254.0 1058.0 650.0 1t2.0
Table E.18: Onkaparinga Historical Inflow Statistics (July to December)
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Flow Volumes ML
Month Jan Feb Mar Apr Muy Jun
Minimum -953 -358 -4r5. -51 t54 156
Maximum 2283. 4778 1091 9894 46098 **+**+
Mean 374.2 49I.1 267.8 977.6 3740.0 9309.7
Median 327.7 236.8 253.4 515.1 1811.8 3871.6
std. dev. 639.9 849.4 299.2 t459.7 6331.5 t7769.2
Skew 0.433 2.388 0.222 3.463 3.952 3.951
To zeto 30 29 19 + 0 0
Table E.19: onkaparinga Generated Inflow Statistics (January to June)
Flow Volumes (ML )
Month Jul. Arg. s"p Oct Nov Dec.
Minimum -111 45 447 570. 4 -381
Maximum ****** 95370. 82775 83104. 27454. 3181.
Mean 16367.0 18695.4 12554.4 8329.6 2835.8 827.4
Median 11409.5 13980.7 8693.9 4590.7 1817.8 721.5
std. dev i6917.9 16705.1 13011.8 11908.9 3332.7 691.9
Skew 2.5L2 2.020 2.663 3.661 2.910 0.904
Yo zero 1 1 0 0 1 8
Table tr.20: Onkaparinga Generated Inflow Statistics (Juiy to December)
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RainFall (--)
Month Jan Feb Mar Apt Muy Jun
Minimum 0 0 3 44 I28. 150
Maximum r207 1657 r295 2303 2548 2499
Mean 28r.9 334.9 266.9 702.2 1098.6 974.3
Median 163.5 209.5 i30.5 680.5 934.0 938.5
std. dev 267.5 369.4 290.5 517.3 669.6 59i.1
Skew t.256 1.710 1.553 0.886 0.604 0.775
To zero 2 10 0 0 0 0
l0% conf 673.0 676.0 677.0 7420.0 2106.0 1951.0
90To conf. 33.0 0.0 26.0 77.0 367.0 253.0
Table E.21
June)
Millbrook Reservoir Rainfall Historical Statistics (January to
Raintrall mm
Month Jul Attg. s"p Oct Nov. Dec.
Minimum 406. 138 185 20 13 16
Maximum 2395 2320 2t09 2203 1351. 965.
Mean 1270.8 1111.5 940.7 818.6 5t7.2 362.6
Median 7287.0 t027.0 799.0 718.0 455.0 333.5
std. dev 519.2 499.0 526.5 523.7 299.9 231.7
Skew 0.r23 0.504 0.653 0.764 0.778 0.678
To zero 0 0 0 0 0 0
10% conf 1982.0 1940.0 1748.0 i543.0 889.0 736.0
90To conf. 509.0 535.0 313.0 242.0 182.0 67.0
Table tr.22: Millbrook Reservoir Rainfall Historical Statistics (July to Decem-
1-^-\wçt )
App.E Comparison of Historical and Generated Infl,ow and' Rainfall Data 601
RainFall mm)
Month Jan. Feb Mar Apt Mry Jun.
Minimum -10 -28. -1 96 88 30.
Maximum 2279 3t52. 3133. 2965. 4204 3416.
Mean 294.6 353.1 293.3 7t4.5 1118.2 977.4
Median 190.6 r97.t 150.1 592.7 957.9 850.2
std. dev 350.7 486.3 457.2 555.0 735.3 628.1
Skew 2.885 3.028 3.435 1.435 1.511 I.274
Yo zero 2 5 1 2 0 0
Table E.2Z: Millbrook Reservoir Rainfall Generated Statistics (January to
June)
RainFall mm
Month Jul. Ang S"p Oct Nov Dec.
Minimum t97. 166 t25. 3 12. -26
Maximum 2941. 2816. 3196. 3057. 1601 t2t9
Mean 1281.9 1126.+ 953.6 824.5 5t4.1 361.1
Median L232.r 1060.7 839.9 7r2.5 465.2 318.8
std. dev 538.2 5r3.2 561.3 553.0 302.9 236.9
Skew 0.534 0.708 1.323 1.360 1.001 1.076
Yo zero 0 0 0 I 0 1





Risk and Reliability Assessment of Multiple
Reservoir Water Supply Headworks Systems
by
Mr. P.D. Crawley
In paragraph 1, line 1, insert "It is recognised that the water distribution network
between the finished water storage and the users is an important part of the system
and does affect the systemreliabiliry. This area of a bulk water supply system has
not been considered in the work undertaken presented in this thesis." after the
sentence ending ".... in greater detail in Section 2.4.".
Page 14 In line 1 replace "reliable" with "reliability".
Page 45 Delete paragraph 4 commencing "It is generally considered
Page 7l In paragraph 1, line 1, replace "Attainment of the goals is sought sequentially
beginning with the highest priority goal. Only when a goal is attained is any
consideration given to the next lorvver priority goal." with
"There are two types of goal programming - weighted goal programming and
hiera¡chial goal programming.
In hierarchial goal programming, the next lower goal can be considered once the
previous higher priority goal is achieved to its maximum possible under the
constraints, a condition that may not correspond to complete attainment of tlrat
goal.
In weighted goal programming, all goals are handled simultaneously in relation to
the weights assigned to ther& with the resulting level of achievement of each goal
reflecting its assigned weight. Depending on the nature of the constraint set,
higher priority goals are not always achieved to the same extent as lower priority
goals."
In paragraph 1, line 7, rcplace "goal programming" with
programming".




Page 9l In paragraph 2, line 3, replace "precision" with "accuracy"
Page 102 In paragraph 3, line Z,replace "in a system is limited or non-existent" with "in a




Page 103 In paragraph 4, line 10, insert '"The type of cue may also affect the reconstruction
of events from memory. Considerable care is required in the choice of cues to
avoid bias in the reconstruction of events from memory." after the sentence ending
"... normal recall processes.".
Page 104 Move the heading "Creative Activity" at the bottom of Page 104 to the top of
Page 105.
118 In paragraph 2, line 8, replace "reliability indice estimates" with "estimates of the
indices".
I24 Move the array T[i u{ to the top of Page 125.
153 At the end of paragraph 5 after".... of gatheringexperts around a table.", insert
"These advantages include :
Raising the level of interest and enthusiasm in the process.
Ensuring outside intemrptions are kept to a minimum.
Ensuring the group is focussed on the problem at hand.
Ensuring the actual site conditions and limitations are considered
Providing additional visual stimulus regarding related components
The potential for issues to be raised that may not otherwise have been
considered.".
Page 2ll At the bottom of this page insert the following paragaph. "The actual values
assigned to the coefficients õ", Yl and ai should ideally be determined from a
sensitivity analysis involving an investigation of the change in operations arising
from variation to these values. This sensitivity analysis would be a time consuming
task and is not considered feasible for this study."
Page 2r3 In the definitions underEquation 4.4replace 'Demand 7Ðne" with "demand zone"
and "Demand zone Transfer" with "Demand zone transfer".
Replace Equation 4.4 with :
XT
D,^ = FT - DZr,* * lzrf^ Y m,t
r=l v=l
214 In paragraph 2, line 1, replace "input data that is used" with "input data that are
used".
231 In paragraph 3, line 1, replace "Inflow data has" with "Inflow data have' .
234 In paragraph 1, line 1, replace "Inflow data has" with "Inflow data have".
240 In the definitions under Equation 4.10 replace "Sample Probability" with "Sample
probability".
250 In paragraph 1, line 4, replace "this synthetic data" with "these synthetic data".































In paragraph 2, line 2,replace "This data has" with "These data have".
In paragraph 2, line 9, replace "gauging data is" with "gauging data are".
295 In Table 4.33, column 5, replace "GlMonth" with "GLMonth".
296 In Table 4.35, column 5, replace "Gl/lvlonth" with "Gl-Æ\4onth".
297 In Table 4.37, column 5, replace "GlMonth" with "GLMonth".
298 In Table 4.39, column 5, replace "GlMonth" with "GLMonth".
301 In paragraph 2, line 4, replace "comprises" with "comprise".
310 In paragraph 2,line 1, replace "Qr" with"Qr" .
318 In paragraph 4,line 1, replace "in section 4.2.4.2" with "in Section 4.2.4.2".
329 In paragraph 2, line 1, replace "demand data has" with "demand data have".
345 In paragraph 2, line 8, replace "in section 5.3" with "in Section 5.3".
346 In paragraph 4,line 1, replace "in section 4.2.4.2" with "in Section 4.2.4.2".
352 In paragraph 2,line 1, replace "in section 4.2.4.1" with "in Section 4-2.4.1".
In paragraph 4,line 2,rcplace "system has been" with "system have been".
In paragraph 5, line 1, replace "demand data has" with "demand data have".
362 In paragraph 3, line 5, replace "this data" with "these data".
365 In paragraph 3, line 1, replace "synthetic data has " with "synthetic data have".
In paragraph 3, line 2,replace "this data has" with "these data have".
374 In paragraph 4, line 1, replace "demand data has " with "demand data have".
In paragraph 4, line 2,replace "failure data has " with "failure data have".
385 In paragraph 2, line 1, replace "demand data has " with "demand data have".
In paragraph 2, line 2,replace "failure data has " with "failure data have".
391 In paragraph 1, line 6, replace "reservoir" with "reservoirs".
Delete paragraph 3 commencing "A synthetic inflow ....".
394 In paragraph 1, line 2, after "impact" insert "of bulk water transfer failures".
413 In Table 5.60, column 4, replace "$M/Gl" with "$lvVGL".
457 In paragraph 1, line 1, replace "in section 5.3" with "in Section 5.3"
In paragraph 2,line 2,replace "in section 5.2" with "in Section 5.2"
Page 460 In paragfaph 1, line 7, replace "souther" with "southern"'
Page 467 In paragraph 3, line 5, replace "authors" with "author'S"'
page 468 ln paragraph 3, line 1, replace"application of the methodology" with "application
of a methodologY".
In paragraph 3,line 4, remove "with little or no reduction in system reliability"'
