In this paper, we present new results relating the numerical range of a matrix A with generalized Levinger transformation L(A, α, β) = αH A + βS A , where H A and S A , are, respectively the Hermitian and skew-hermitian parts of A. Using these results, we, then derive expressions for eigenvalues and eigenvectors of the perturbed matrix A + L(E, α, β), for a fixed matrix E and α, β are real parameters.
In (1), for α = 1 and β = 2t − 1, t ∈ R, we have L(A, 1, 2t − 1) = tA + (1 − t)A * ,
i.e., L(A, 1, 2t − 1) is just the ordinary Levinger's transformation, which has been studied in [5, 9, 10, 11] . Moreover, for α = 2t − 1, t ∈ R and β = 1, we have L(A, 2t − 1, 1) = tA + (t − 1)A * .
The equation (2) is a different formulation of Levinger transformation, where in L(A, 2t − 1, 1) the difference of coefficients t and t − 1 of matrices is equal to unity (skew convex expression). Note, that L(iA, 1, 2t − 1) = iL(A, 2t − 1, 1).
Clearly, for every α, β ∈ R, we have from (1) the domain of β can be reduced to [0 , +∞ ). Additionally, if 0 < β 1 < β 2 , then due to (3), (4) and the symmetry of the numerical ranges with respect to the real axis, we have (in some sense) a vertical dilation, i.e., for z 1 ∈ ∂N R[L(A, α, β 1 )], z 2 ∈ ∂N R[L(A, α, β 2 )], holds The paper is devoted to the study of the generalized Levinger transformation of a matrix. Specifically, we establish an interesting relationship between the numerical range of a matrix A and its generalized Levinger transformation. This relationship is then used to obtain results on the eigenvalue and eigenvector of the perturbed matrix of the form A + L(E, α, β), where E is fixed and α, and β are small parameters.
Our motivation for such study comes from the fact that a great deal of effort has been made in the literature to establish bounds on the eigenvalues of a perturbed matrix. For results on this topic, see [14] and the well-known books on linear and numerical linear algebra by Datta [4] , Stewart and Sun [13] , Kato [7] , Lancaster and Tismenetsky [8] , and Bhatia [2] . This paper is divided in two parts. The first part contains geometric properties of numerical range of L(A, α, β). Also bounds are given for real and imaginary parts of eigenvalues of L(A, α, β). This provides us a framework to study variation of the spectrum of L(A, α, β). In the second part, we use the Levinger transformation for a fixed matrix E as a perturbation matrix, whose activity on a matrix A depends only on the parameters α and β. First, we formulate a necessary and sufficient condition for a normal matrix to remain normal, under a perturbation by a symmetric and rank one matrix. Next, we present an approximation of a perturbed eigenpair of a diagonalizable matrix A using two parameters, which generalizes a known result in [13, p. 183] , where the eigenvector of perturbed eigenvalue is not mentioned and even the perturbed eigenvector is investigated in [4, p. 431] , without giving further details for the perturbation of the corresponding eigenvalue. Further we simplify these formulae using the notion of generalized inverse extending the corresponding result in [5] . As an application, we present a sufficient condition such that the perturbed eigenpair is first order approximation of the corresponding simple eigenpair of initial matrix A, and we give two numerical examples to illustrate our results.
Geometric properties
Proof. a. For any x 1 + iy 1 , x 2 + iy 2 ∈ N R[A], and t ∈ [0, 1], we observe that
where αx 1 + iβy 1 and αx 2 + iβy 2 lie in the convex set N R[L(A, α, β)]. Hence, the proof of a follows readily. Proposition 3 Let A ∈ M n (C), and α, β ∈ R − {0}.
Proof. a. The proof of this part follows readily by Proposition 1a and from the observation that A is unitarily similar to diag{ x 1 + iy 1 , x 2 + iy 2 , . . . , x n + iy n } if and only if L(A, α, β) is unitarily similar to diag{ αx 1 + iβy 1 , αx 2 + iβy 2 , . . . , αx n + iβy n }.
In fact, from (1) and the relationship U * AU = λI m ⊕ B, where λ / ∈ σ(B), it follows that
In the following proposition we present a compression of N R[L(A, α, β)], when A is a normal matrix, based on our results in [1] .
Proposition 4 Let A ∈ M n (C) be a normal matrix and let the polygon
where
Proof. By the equation (1) we have L(P * AP, α, β) = P * L(A, α, β)P, and it is evident the equality of the numerical ranges. Moreover, L(A, α, β) is normal, and it is known in [1] that,
Since, the eigenvalues of A and L(A, α, β) are related by λ (L)τ = α Reλ (A)τ + iβ Imλ (A)τ , the equation (5) is verified.
In the following applying the results of Rojo and Soto in [12] to L(A, α, β), one obtains bounds for the real and the imaginary parts of the eigenvalues of L(A, α, β).
Theorem 1 Let the matrix
and
where · F denotes the Frobenius norm.
Proof. Observe that tr(L(A, α, β)) = tr(αH A + βS A ) = αtr(H A ), and
Since
we have
and consequently by (9) and (10)
Therefore, if we substitute (8), (9) , and (11) in the relationships of Theorem 7 in [12] , we have
thus we obtain the bounds for the real and the imaginary part for each eigenvalue of L(A, α, β) in (6) and (7).
Application to perturbation theory
The question ′′ how close is a matrix M to being normal ′′ , it is known that it is evaluated by the normality distance AA T − A T A p of p norm. Since various matrix norms are equivalent, using the Frobenius norm we have:
Proposition 5 Let N ∈ M n (R) be a normal matrix and for a nonzero vector x ∈ R n , let E = xx T . If x is not eigenvector of N corresponding to a real eigenvalue, the matrix M = N + E is normal if and only if N is symmetric.
Proof. For the symmetric matrix E = xx T , clearly E 2 = x 2 E, and the normality distance of M is equal to
and tr (R T ) 2 = tr(R 2 ), we have :
Hence, the matrix M is normal if and only if N T N = N 2 . This equation is equivalent to
where D is diagonal and unitary similar to N, i.e., N = U DU * . Thus, by (12) , D is real and N is symmetric, since it is unitary similar to a real diagonal matrix. It is worth notice that, the result in Proposition 5 is combined by the special form of E, but it is interesting to look at more general perturbations, investigating how main properties of N are influenced. For this, we consider E ∈ M n (R), since
where [N, E T ] = N E T − E T N, we conclude that, the normality distance of M is related to the normality distance of E. Hence, an outlet is to investigate if some properties of perturbed normal matrices remain. Let the matrix A ∈ M n (C) be diagonalizable (keeping the property of N ) and E ∈ M n (R) be fixed, without giving any attention to E . Consider the matrix
where α, β ∈ R are small enough varying parameters. Clearly in (13), M α,β is continuous differentiable and the Hermitian and the skew-hermitian parts of E influence independently the matrix A. Especially, when A is normal, H E and S E alter H A and S A separately. Denote by λ α,β an eigenvalue of M α,β in (13) and by υ α,β and ω α,β , the corresponding right and left eigenvectors, i.e., (M α,β −λ α,β I)υ α,β = 0, ω * α,β (M α,β −λ α,β I) = 0. Since the coefficients of characteristic polynomial det(λI − M α,β ) are polynomials of two variables α, β and λ α,β is continuous function of these coefficients, for α = β = 0 the perturbed eigenvalue λ α,β is equal to a semisimple eigenvalue λ i of A, and the eigenvectors are : υ α,β = υ i , ω α,β = ω i , where υ i and ω i are the right and left eigenvectors of λ i for the matrix A. We remind the readers that an eigenvalue is called semisimple, when it is a simple root of the minimal polynomial of matrix. Moreover, λ α,β and υ α,β , ω α,β are continuous functions of α, β and partial differentiable, but might have rather singularities on total differentiability [7, p. 116] . For further details we refer to [7] and [8, Ch. 11]. We will now give a result on the sensitivity of eigenvalues and eigenvectors of perturbed matrix M α,β in (13) in the neighborhood of λ i in relation with the remaining eigenvalues and eigenvectors. Theorem 2 Let the matrix A ∈ M n (C) be diagonalizable and let υ j and ω j be the right and left eigenvectors of A corresponding to λ j ∈ σ(A). If the eigenpair (λ α,β , υ α,β ) has continuous second order partial derivatives in the neighborhood of λ i and υ i , then :
Proof. The partial derivatives of the equation (M α,β − λ α,β I) υ α,β = 0, with respect to α, β, are
Multiplying these by ω * α,β , since ω * α,β M α,β = λ α,β ω * α,β , we have
For (α, β) → (0, 0) the expressions given above
and then, the first differential dλ α,β is equal to
Moreover, the first equality in (16) for (α, β) → (0, 0) gives
Since A is diagonalizable, we can write
c k υ k , and so the last equality can be written as
Furthermore, multiplying the above equality by the left eigenvector ω k of A, and using the orthogonality of ω k and υ i (k = i), we have
and consequently,
Similarly, by the second equality in (16), we obtain (
, and thus
Hence, the differential dυ α,β can be computed as
Now, the partial derivatives of the equations in (16) with respect to α, β, are
Multiplying these expressions by ω * α,β and substituting
from (18) and (19), for (α, β) → (0, 0), and noting that ω * i υ k = 0, we obtain
Therefore, the second differential d 2 λ α,β is equal to
and by
we receive (14), whereas we have declared s ℓ = ω * ℓ υ ℓ . Multiplying the first of (20) by ω * j , due to ω * j υ i = 0 (j = i), for (α, β) → (0, 0), we obtain
Substituting the formulae of
from (17) and (18), since ω * j υ k = 0 (j = k), we take
and then
Similarly, the last two expressions of (20) lead to
Thus, by (22) and (23) we take
we obtain the claimed equality (15).
The simplified presentation of partial differential formulae (17) and (21) of λ α,β and (18), (19), (22) and (23) of υ α,β for α = β = 0 are independent results on those, which were obtained earlier by Chu in [3] . Chu has follow different methodology considering that λ i is simple eigenvalue and an additional normalized condition that ω * i υ i = 1, and even Chu's formulations of the partial derivatives depend on the invertibility of a matrix and the eigenvectors υ i , ω i . Furthermore, no results on the perturbation of the eigenpairs λ α,β , and υ α,β are given in [3] .
In the following we present a lemma, which will contribute in the approximation formulae (14) and (15).
Lemma 1
Let the matrix A ∈ M n (C) be diagonalizable and Y i , W i be matrices whose columns υ i and rows ω * i respectively are the corresponding right and left eigenvectors of A, for λ i ∈ σ(A). A generalized inverse of (A − λ i I) µ , µ ∈ N, is defined by
Proof. It is evident that (A − λ i I)
In Lemma 1, if A is normal, then υ k = ω k , and [(A − λ i I) µ ] + is Hermitian. In this case,
Combining Equations (24), (14) , and (15), Theorem 2 leads to a generalization of a corresponding result for simple eigenvalues of a Hermitian matrix, which was presented by M. Fiedler in [5] .
Theorem 3
Let the matrix A ∈ M n (C) be diagonalizable and λ i be a semisimple eigenvalue of A with υ i , ω i corresponding right and left eigenvectors. If the assumptions for the equations (14) and (15) hold, then the following expressions for λ α,β and υ α,β hold:
Since,
Proposition 6 Let λ i be a simple eigenvalue of diagonalizable matrix A ∈ M n (C) with right and left eigenvectors υ i and
Corollary 2 Let λ i be a simple eigenvalue of normal matrix A ∈ M n (C) with eigenvector
Proof. It is well-known that
Also, since A is normal, ω i = υ i . Thus by (28), it is implied that (A − λ i I) + L(E, α, β) υ i = (A − λ i I)
In this case, (27) is simplified to
or, λ α,β = (λ i + 1) + O α 2 , β 2 , υ α,β = υ i + O α 2 , β 2 for real symmetric matrix A. Similarly, using the eigenvectors υ 3 , ω 3 , the second-order approximations of the third eigenpair of M α,β are
