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AUTOMORPHISMS OF THE JACOBIAN
DAMI LEE AND CATHERINE RAY
Abstract. In this paper, we calculate and interpret the interaction between the au-
tomorphism group of a Riemann surface and the automorphism group of its Jacobian.
We exposit and expand some calculational techniques from computational arithmetic
geometry and hyperbolic geometry. Using these methods, we calculate in a new way
the automorphism group of surfaces. Examples include highly symmetric surfaces
such as Klein’s quartic, Fermat’s quartic, and Bring’s curve. Furthermore, we include
concrete examples from Lee’s thesis and the modular curve X0p63q to test our tech-
niques. We find several principal polarizations on many Jacobians of these Riemann
surfaces, and the automorphism groups with respect to each of these polarizations.
We discuss and answer questions on Jacobians with multiple principal polarizations.
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1. Introduction
We are interested in the interaction between the automorphism groups of Riemann
surfaces and the automorphism groups of their Jacobian varieties. Hurwitz’s theorem
gives us an upper bound of the order of the automorphism group of a compact Riemann
surface of genus greater than one. However, computing the automorphism group is in
general difficult. We exposit and improve two complementary methods to calculate the
automorphism group of a given Riemann surface.
One method is from computational arithmetic geometry. This program is based on
the work of Bruin-Sijsling-Zotine introduced in [2]. The program takes an explicit plane
curve and provides the automorphism group of its Jacobian with respect to the curve’s
canonical principal polarization. By Torelli’s theorem, there is an abstract isomorphism
between these automorphism groups if the curve is hyperelliptic. If the curve is not
hyperelliptic, there is an involution that follows.
The other method is from hyperbolic geometry. In [13], the first author develops
the tessellation-flag method to compute the automorphism group of Fermat’s quartic.
This method works particularly well on highly symmetric surfaces, e.g. those whose
Weierstrass points have uniform weight. Lee presents Fermat’s quartic as an eightfold
cyclic branched cover over a thrice punctured sphere and finds a regular hyperbolic
tessellation on the surface that is preserved under the automorphism group. Using this
tessellation, Lee computes the automorphism group of Fermat’s quartic in a generator-
relation format. In this paper, we extend this to surfaces that have Weierstrass points
of different weights.
These two methods clarify each other. On one hand, Lee’s method of investigating
curves as cyclic covers over spheres eases the computation. We discuss such covers
in section 2 where further details can be found in [14]. These surfaces have many
symmetries, hence one can identify the hyperbolic structure, flat structure, an explicit
basis of holomorphic 1-forms, algebraic description, etc. The cyclicity on each surface
makes it easy to compute period matrices which we use as inputs in our programs in
section 4. On the other hand, our programs allow us to check the results obtained from
Lee’s method.
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To show the range of the Jacobian program, we also treat the case of the modular
curve X0p63q, which is not a cyclic cover over a sphere. Modular curves give information
about modular forms and provide friendly examples of moduli spaces. The compactified
modular curves are Riemann surfaces, and therefore, we may apply our methods to
them. The case of all X0pNq except N “ 63 was completed by [9]. The case of X0p63q
was done by Elkies in [3] soon after using two different proofs. We present a different
proof via the Jacobian.
From the endomorphism ring of a Jacobian, we can directly understand the splitting
of JacpCq into simple abelian varieties (Corollary 4.8, [2]). In the case that these
varieties are elliptic curves, which occurs surprisingly often, we can write down the
point count of JacpCq over any finite field, and therefore the L-function of JacpCq. The
endomorphism ring is calculated along the way to the automorphism group.
There are two main approaches to calculate automorphism groups of Jacobian vari-
eties over C. One approach is to study maps from a Riemann surface to 1-dimensional
tori that are not quotient maps. Instead, we use the aforementioned program based
on the work of Bruin-Sijsling-Zotine. This program finds principal polarizations of any
given Jacobian1 from scratch, and calculates the automorphism group of the Jacobian
with respect to each of these found principal polarizations. This has the side effect
of identifying different principal polarizations when their corresponding automorphism
groups are different.
Understanding of the number of principal polarizations for a given Jacobian variety
remains an unsolved problem, called “explicit Narasimhan-Nori” [18]. Only the simple
case is understood [11], which we discuss in section 4.5. Finding examples which are non-
simple is therefore desirable. We do this for several Jacobians, including the Jacobian
of Schoen’s I-WP Surface.
The section rundown of this paper is as follows:
In section 2, we summarize the theory of cyclically branched covers over punctured
spheres from the first author’s thesis [14] and discuss tools we use in finding the plane
curve model, tessellation, period matrix, and the automorphism group.
In section 3, we discuss the precise Torelli theorem and exposit the outline of its
proof.
In section 4, we exposit the workings of the two programs: One takes a plane curve
representation and produces the automorphism group of the Jacobian with respect to
the canonical principal polarization. The other, given only the period matrix, com-
putes the automorphism group of the Jacobian with respect to many different principal
polarizations. We finish by discussing and comparing prior work on finding multiple
principal polarizations.
In section 5, we see our methods in action and find some interesting results. Focusing
on lower genus surfaces pg “ 3, 4q that are cyclic covers over spheres, we find multiple
examples of abelian varieties with several isomorphism classes of principal polarizations.
We finish by giving a new proof of the automorphism group of X0p63q, which was the
only remaining unresolved automorphism group of a compact modular curve until [3].
1This program also works for all abelian varieties for which we know the period matrix.
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In section 6, we discuss questions and answers about the nature of Jacobians with
several principal polarizations.
2. Geometric Computation of the Automorphism Group of Surfaces
In this section, we will use the notion of cyclically branched covers over punctured
spheres. These surfaces are particularly symmetric, thus one can find various equiv-
alent descriptions of each surface. First, we will define and discuss tools that we use
throughout this paper. Then we use cyclicity to create a fairly simple algorithm that
yields the period matrices. This algorithm is the only alternative the authors know of
to numerical approximation. Lastly, we seek a tessellation on each surface that exhibits
the automorphism group.
We refer to Klein’s quartic as our leading example for each computation in the fol-
lowing subsections.
2.1. Cyclically Branched Covers over Punctured Spheres. We will discuss the
topological construction of a cyclically branched cover over a sphere, then determine
its conformal type. This section is extracted from chapter 3 of [14].
We define a covering over an n-punctured sphere in the following way. Let Y :“
S2ztp1, . . . , pnu be an n-punctured sphere and let q P Y be a base point. Let γi be
simple curves from q to pi so that γi are mutually disjoint. These will serve as the
branch cuts. We assign a positive integer di for each i that shows how the branching
occurs at each branch cut. We call di the branching index. Let d be the degree of the
covering map and use j to index Y1, . . . , Yd. For each i and j we identify the “left” side
of γi of Yj with the “right” side of γi of Yj`di pmod dq.
Definition 1. We say that a surface S is a d-fold cyclically branched cover over
an n-punctured sphere if S{pZ{dZq is a sphere and S is branched at n points.
The following theorem shows when such a covering is defined as a closed surface.
Theorem (Lee). Given branching indices pd1, . . . , dnq, a d-fold cyclically branched cover
over an n-punctured sphere is a closed surface if and only if
nř
i“1
di ” 0 pmod dq.
Moreover, the genus of the covering can be computed using the Riemann-Hurwitz
formula.
Proposition. Let X be a d-fold cyclically branched cover over an n-punctured sphere
defined by branching indices pd1, . . . , dnq. Then
genuspXq “ dpn´ 2q
2
` 1´ 1
2
ÿ
gcdpd, diq.
Now we pin down its conformal type. We will obtain cone metrics that arise from the
branching indices. Let a cone metric on a compact Riemann surface be defined by cone
angles pθ1, . . . , θnq. Then, we have the following proposition that connects the topology
(the Euler characteristic) and the geometry (total curvature) of the surface.
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Proposition. Given a compact Riemann surface of genus g with a cone metric, let
p1, . . . , pn be distinguished points with respective cone angles θi. Then,
ř
θi “ 2pip2g ´
2` nq.
For example, a euclidean triangular pillowcase is topologically a sphere with a cone
metric defined by angles pθ1, θ2, θ3q where θi is the cone angle at each vertex.
Let X be a cyclic cover over Y. We say a cone metric on Y is admissible if its pullback
yields a translational structure on X. Given a cone metric on Y, the following definition
gives us a natural way of finding admissible cone metrics.
Definition 2. Given branching indices pd1, . . . , dnq, we say a P t1, . . . , d´1u is a multi-
plier if the cone metric given by cone angles 2pi
d
¨apd1, . . . , dnq :“ 2pid pa¨d1 pmod dq, . . . , a¨
dn pmod dqq is admissible. For simplicity, we denote apd1, . . . , d3q as pa1, . . . , a3q where
ai P t0, . . . , d´ 1u.
Remark. Given branching indices pd1, . . . , dnq and pa1, . . . , anq where ai ” a ¨di pmod dq
for some a P Z, if ai ą 0 for all i and ř ai “ dpn ´ 2q, then the cone metric given by
cone angles 2pi
d
pai, . . . , anq is admissible. This notion is particularly helpful when n “ 3.
Theorem (Lee). Let X Ñ Y be a d-fold cyclically branched cover over a thrice-
punctured sphere with branching indices pd1, d2, d3q. Then there are exactly g admissible
cone metrics that arise from multipliers.
For example, in [8], Klein’s quartic is identified as a sevenfold cyclic cover over a
thrice punctured sphere. It is defined by the branching indices p1, 2, 4q. The admissible
cone metrics arise from multipliers 1, 2, and 4.
Lastly, we will locate Weierstrass points on the coverings. This information will be
used in subsection 2.3. These are points where the dimension-count of the Riemann-
Roch theorem is not generic. For example, Klein’s quartic has three holomorphic 1-
forms with the following divisors
pω1q “ rp2 ` 3rp3, pω2q “ rp1 ` 3rp2, pω3q “ 3rp1 ` rp3.
We define the weight of a point to measure how far the point is from being generic.
A generic point is where the order of zeros form the sequence 0, 1, . . . , g ´ 1 given a
basis. This sequence is preserved under the change of basis. For Klein’s quartic, at rpi,
this sequence is 0, 1, 3. The weight at each rpi is computed by the difference of the two
sequences: p0´ 0q ` p1´ 1q ` p3´ 2q “ 1.
The following propositions are from [4].
Proposition. Let S be a compact Riemann surface of genus ě 2. Let wtp be the weight
of p P S. Then ř
pPS
wtp “ pg ´ 1qgpg ` 1q.
Proposition. Let W pSq be the finite set of Weierstrass points on S. If φ P AutpSq,
then φpW pSqq “ W pSq. In fact, the sequences of the order of zeros at p P S and φppq
are the same.
In other words, there is a faithful representation of AutpSq as permutations of the set
of Weierstrass points L : AutpSq Ñ ΣW pSq. However, in general, the action of AutpSq
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on W pSq is not transitive [?]. Next, we use the Wronski metric to find all Weierstrass
points that are not necessarily rpi.
Definition 3. Given a basis of holomorphic differentials ωi “ fidz on a Riemann
surface X of genus g, the Wronskian defined by
Wpzq :“ det
ˆ
djfkpzq
dzj
˙
j“0,...,g´1, k“1,...,g
is a non-trivial holomorphic function on X that induces a metric which we call the
Wronski metric.
By induction, one can show that a zero of the Wronskian is a Weierstrass point on
X and the order of a zero at a point equals its weight. In our case, the Wronskian has
simple zeros at the preimages of the midpoint of two pi.
2.2. Computation of the Period Matrix on Cyclic Covers. In this section, we
use the flat structure of a surface to compute the period matrix. We will look at the
simplest case where n “ 3 and d1 “ 1. Then, since ř di “ d, a cone metric with
cone angles 2pi
d
pd1, d2, d3q is admissible. Let Y be a sphere with such cone angles. We
construct X with d copies of Y, which yields a flat structure on X. Figure 1 shows the
flat structure of Klein’s quartic.
Figure 1. The flat fourteengon represents ω1
The identification of edges are via parallel translations, which verifies that the cone
metric is admissible. Identification of parallel edges yields closed cycles and the cyclicity
gives away a homology basis with the following intersection matrix
int “
¨˚
˚˚˚˚
˝
0 1 1 0 0 ´1
´1 0 1 1 0 0
´1 ´1 0 1 1 0
0 ´1 ´1 0 1 1
0 0 ´1 ´1 0 1
1 0 0 ´1 ´1 0
‹˛‹‹‹‹‚.
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Furthermore, we can produce flat structures that arise from ω2 and ω3 which are
achieved from multipliers. The following period matrix is computed using the method
from [8]
pΠq “ p
ż
γ
ωq “
¨˝
1 ζ ζ2 ζ3 ζ4 ζ5
1 ζ2 ζ4 ζ6 ζ8 ζ10
1 ζ4 ζ8 ζ12 ζ16 ζ20
‚˛
where ζ is the seventh root of unity.
2.3. The Automorphism Group via Tessellation. In [13], the first author com-
putes the automorphism group of an eightfold cyclic cover over a thrice punctured
sphere via a tessellation on the surface where the vertices correspond to the Weierstrass
points of uniform weight. In this paper, we conjecturally generalize this algorithm to
surfaces that have Weierstrass points of different weights.
In this section, we wish to find a tessellation ∆ on a surface S which exhibits the
automorphism group of S. Formally, we wish for AutpSq to act freely and transitively
on the tiles of ∆; we denote this with a slight abuse of notation:
Autp∆q » AutpSq
This notation is partially justified by defining Autp∆q to be the group of automor-
phisms which are orientation-preserving, send vertices to vertices, edges to edges, and
faces to faces.
Definition 4. A tessellation ∆ is a polygonal decomposition of the surface where the
polygons are either disjoint or share an edge or vertex, and their union is the entire
surface. We say ∆1 is a refinement of ∆ if the tiles of ∆ can be subdivided into tiles of
∆1.
Definition 5. Let S be a d-fold cyclic cover over an n-punctured sphere. We define
the base tessellation of S as a tessellation tiled by n-gons with valency d at every
vertex.
For n ě 3 and d ą n
2
, there exists a unique base tessellation on a surface of genus
g ą 1. The base tessellation is tiled byN -many n-gons where´2pip2´2gq “ Nppi´n¨ 2pi
d
q.
The right-hand-side of the formula is simply the area of the surface and the rest follows
from the Gauss-Bonnet formula.
Algorithm: A particular tessellation ∆T on S.
Input: A surface S which is a cyclically branched cover of a sphere.
Output: A particular tessellation ∆T .
(1) Construct a base tessellation ∆ of S.
(2) Separately, find the Weierstrass points of S using Definition 3.
(3) Refine ∆ until all tiles are similar and all Weierstrass points of S occur as
vertices. Call this new tessellation r∆.
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(4) Let GT be the orientation-preserving automorphism group of a tile T of r∆ (recall
that all tiles are similar2). Restrict our attention to a tile T of r∆. On this tile
T , add lines until any tile of the refinement T 1 is the fundamental domain of GT
acting on T . Doing this to every tile T gives a new tessellation, which we call
∆T .
Conjecture 1. The output tessellation ∆T of this algorithm always exists and
Autp∆T q » AutpSq
By checking against the automorphism groups obtained via the autplane program
described in section 4.1, we have shown this conjecture to be true for the cyclically
branched surfaces of genus ă 5 mentioned in section 5.
Example 2. We perform this algorithm for Klein’s quartic. We begin with the base
tessellation Figure 2(a). Both d and n play a role as we already know the existence
of the d-fold map and the order-n map that permutes the branched values. Due to
definition 5, the base tessellation of Klein’s quartic is tiled by 56 hyperbolic 2pi
7
-triangles
(Figure 2(a)). Next, we locate all Weierstrass points. On Klein’s quartic, all vertices
of the base tessellation correspond to Weierstrass points, that is ∆ “ r∆. We move to
the last step. Since each tile T of r∆ is a regular triangle with all vertices the same
weight, we get GT “ Z{3. Thus, we subdivide T so that T 1 is a fundamental domain
for the action of GT on T . (Figure 2(b)).
(a) The base tessellation ∆
B
D
C
A
B
D
C
A
(b) The refined tessellation ∆T
Figure 2. Klein’s quartic
2Note that the automorphism group GT encodes the weight of the vertices of T . As automorphisms
preserve weights, vertices of different weights cannot be mapped to each other. Since all T are similar,
all GT are the same.
AUTOMORPHISMS OF THE JACOBIAN 9
3. The Precise Torelli Theorem
Remark. The first portion of this section is an English translation of the first two
paragraphs of the Appendice [12], with slight modifications for the reader’s convenience.
Let k be a field, and let X be a nice (smooth, projective and geometrically integral)
curve over k of genus g ą 1. Let pJacpXq, aq denote the Jacobian of X together with the
Jacobian’s canonical principal polarization a, which is of degree 1. Let X 1 be another
nice curve over k. Any isomorphism f : X Ñ X 1 defines by functoriality an isomorphism
fJ : pJacpXq, aq Ñ pJacpX 1q, a1q.
Remark. The isomorphism f : X Ñ X 1 induces an isomorphism between the divisor
groups DivipXq and DivipX 1q for every i. This is because these groups are defined as
formal combinations of codimension 1 subvarieties, and, via the isomorphism f , we
can pull back the inclusions of subvarieties of X 1 to inclusions of subvarieties of X.
Note that the image of Divg´1pXq under the Abel-Jacobi map determines the canonical
principal polarization of JacpXq with respect to X.
Torelli’s theorem says that we get almost all of the isomorphisms pJacpXq, aq Ñ
pJacpX 1q, a1q. More precisely:
Theorem. Suppose X is hyperelliptic. Then for every isomorphism of polarized abelian
varieties F : pJacpXq, aq „Ñ pJacpX 1q, a1q, there exists a unique isomorphism f : X „Ñ X 1
such that F “ fJ .
Theorem. Suppose X is not hyperelliptic. Then, for every isomorphism of polarized
varieties F : pJacpXq, aq „Ñ pJacpX 1q, a1q, there exists an isomorphism f : X „Ñ X 1 and
e P t˘1u such that F “ e ¨ Jf . Moreover, the pair pf, eq is uniquely determined by F .
So, we conclude:
AutpJacpXq, aq »
#
AutpXq if X is hyperelliptic
AutpXq ‘ Z{2 if X is not hyperelliptic
(Here we end quoting the Appendice). This precise form of Torelli’s theorem is
proved for algebraically closed fields by Weil [20]. A modern proof by Martens [16]
proves Torelli’s theorem as a combinatorial consequence of the Riemann-Roch theorem
and Abel’s theorem. Let φ be the Abel-Jacobi map φ : X Ñ JacpXq (this map is
determined up to translation by the torus JacpXq). Let DivipXq denote the degree ď i
effective divisors on X, and W i denote their image φpDivipXqq.
Note that:
‚ Div1pXq is simply the points on X, so Div1pXq “ X.
‚ W 1 is birationally equivalent to X, that is, we can think of X as being embedded
in its Jacobian.
‚ W g´1 determines the canonical polarization of JacpXq “ W g with respect to X.
‚ There is a map
flip : JacpXq Ñ JacpXq
u ÞÑ ´u` φpZq
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where Z is a canonical divisor on X.
‚ By translation of U , we mean for every p P U Ă JacpXq, we have p ` a using
the Jacobian group operation.
Let X and Y have the same Jacobian, and V k denote φpDivkpY qq. We finish by
showing that if the canonical polarizations are the same, i.e. V g´1 “ W g´1, then V 1 is
a translate of W 1 or flippW 1q. This is done by induction on the smallest r such that
V 1 Ď W r`1 or V 1 Ď flippW r`1q, up to translation, showing that r must be 0.
In the case of hyperelliptic curves, W 1 “ flippW 1q, that is, they coincide as sets in
JacpXq. For non-hyperelliptic curves, W 1 ‰ flippW 1q, hence we have the Z{2 factor.
4. Programmatically Computing the Automorphism Group of Plane
Curves and Abelian Varieties over C
Remark. This section is copied with from section 4 of [2] with exposition and examples
added for the reader’s convenience.
Let us examine abelian varieties represented as analytic groups X :“ V {Λ and X 1 :“
V 1{Λ1. They need not be Jacobians.
Theorem ([1] 1.2.1). Let X :“ V {Λ and X 1 :“ V 1{Λ1 be abelian varieties. Under
addition the set of homomorphisms HompX,X 1q forms an abelian group. There is an
injective homomorphism of abelian groups:
ρ : HompX,X 1q Ñ HompV, V 1q
f ÞÑ F
The restriction to the lattice Λ is Z-linear, thus we get an injective homomorphism:
ρ|Λ : HompX,X 1q Ñ HomZpΛ,Λ1q
f ÞÑ F |Λ
We will namely use the representation ρ|Λ and find the basis of our set of maps in
terms of this representation.
We work in the category of varieties equipped with principal polarizations, which we
discuss in section 4.3. In this category, we consider morphisms of pairs. That is,
f : pX, c1pLqq Ñ pY, c1pMqq
such that f˚pY, c1pMqq “ pX, c1pLqq (for isomorphisms). We may represent polar-
izations as integral valued alternating forms.
Definition 6. Let a be a polarization of X. We call AutpX, aq a symplectic auto-
morphism group of X, as it respects the symplectic form a.
Let E1 and E2 be forms representing c1pL1q and c1pL2q, respectively. Note that a
map α : pX1, c1pL1qq Ñ pX2, c1pL2qq such that
α˚pc1pL2qq “ c1pL1q
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is equivalent to R in the image of ρ|Λ such that
RtE2R “ E1
4.1. Computing the Automorphism Group of Plane Curves.
Remark. This section is on the algorithm used in autplane.sage.
In the case that our abelian variety Ji is of the form Ji “ JacpCiq, and we know Ci
as a plane curve, then there is a special principal polarization Ei with respect to Ci.
This is programmatically found using Lemma 2.6 from [2].
Algorithm: Compute the set of isomorphisms between curves.
Input: Planar equations f1, f2 for curves C1, C2.
Output: The set of isomorphisms C1 Ñ C2, or the group AutpCq if C1 “ C2.
(1) Check if gpC1q “ gpC2q; if not, return the empty set.
(2) Check if C1 and C2 are hyperelliptic; if so, use the methods in [15].
(3) Determine the period matrices P1, P2 of C1, C2 to the given precision.
(4) Determine a Z-basis of HompJ1, J2q ĂM2gˆ2gpZq represented by integral matri-
ces R PM2gˆ2gpZq. [Lemma 4.3 [2]]
(5) Using Fincke-Pohst3, determine the finite set [from 5.1.9 [1]]
S “ tR P HompJ1, J2q | trppE´11 RtE2qRq “ 2gu
(6) Return the subset4 of S where RtE2R “ E1. (These are the symplectic endo-
morphisms.)
(7) The subset in which detpRq “ ˘1 is the set of symplectic automorphisms.
(8) If J1 “ J2, find the group structure of the subset from step (7).
Note that if the curves C1 and C2 are non-hyperelliptic, we get HomppJ1, E1q, pJ2, E2qq »
HompC1, C2q \ t˘1u from this algorithm. By the precise Torelli theorem, we must re-
move the direct summand t˘1u.
Remark. Step 8 of the above algorithm was added by the second author to tame these
unwieldy matrix groups, and is achieved as follows.
Algorithm: Compute the group structure of an underlying set of matrices.
Input: A set of matrices which is a group by multiplication.
Output: The group structure of the set.
(1) Check cardinality of the set. Call this N .
(2) Take first 15 elements of the set, use GAP to check if these generate a matrix
group G of the correct order N . If not, it generates a group of order K, where
KM “ N . Take more elements of order dividing M until they generate a group
of the correct order.
(3) Use IdGroup(G) in GAP.
3This is an algorithm for finding vectors of small norm. We use it here to solve for the finite set of
solutions R “ ř2gi“1 λiBi, where B is the basis from step (4).
4The condition RtE2R “ E1 (i.e., E´11 RtE2R “ Id) implies that trppE´11 RtE2qRq “ 2g. So we first
solve for the latter to thin the results, then solve for the former from that set.
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4.2. Computing the Automorphism Group of Abelian Varieties.
Remark. This section is on the algorithm used in autperio.sage
Notation. Let A :“ V {Λ be an abelian variety of dimension g. Let te1, . . . , egu be the
chosen basis for V , and tλ1, . . . , λ2gu be a corresponding chosen basis for Λ. Let Π be
the corresponding period matrix such that A :“ Cg{ΠZ2g.
Algorithm: Compute the group of isomorphisms between abelian varieties.
Input: Period matrices Π1 and Π2 of abelian varieties J1 and J2, respectively.
Output: For each combination of principal polarizations pai, bjq, the set of isomor-
phisms between pJ1, aiq and pJ2, bjq (or the group, if they coincide).
(1) Check if g1 “ g2; if not, return the empty set.
(2) Determine a Z-basis of HompJ1, J2q ĂM2gˆ2gpZq represented by integral matri-
ces R PM2gˆ2gpZq.
(3) Find many principal polarizations taiu and tbju for J1 and J2 respectively using
CullPB (exposited in the next section).
(4) Apply steps (5)-(8) of the previous section substituting each pair pai, bjq for
pE1, E2q. For each pair, this will produce the set of isomorphisms between
pJ1, aiq and pJ2, bjq.
(5) If pJ1, aiq “ pJ2, bjq, find the group structure of each set AutpJ1, aiq (using the
algorithm in the previous section).
4.3. Introduction to Polarizations: From Theory to Code. The notion of a
polarization of an abelian variety has many faces. If a complex torus has a polarization,
it is an abelian variety.
Definition 7. A polarization of a complex torus X is an embedding j : X Ñ PN for
large enough N .
We can understand this embedding j as a map
p ÞÑ ra1ppq : ¨ ¨ ¨ : aN´1ppqs
where ai are a chosen generating set of global sections of a line bundle L on X.
Definition 8. A line bundle L is defined to be very ample on X if it defines a closed
embedding into PN for large enough N .
Definition 9. A line bundle is ample if a tensor power of the line bundle is very ample.
Since the Chern class is additive, c1pLbkq “ kc1pLq, the ample bundle and its tensor
power are equivalent datum.
Remark. In other words, L is defined to be ample if it (or a tensor power of it) specifies
an embedding of X into projective space.
Definition 10. Line bundles L1 and L2 on X are analytically equivalent if there is
a connected complex analytic space T , a line bundle L on X ˆ T , and points t1, t2 P T
such that
L|Xˆttiu » Li
for i “ 1, 2.
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A line bundle L over X is specified up to analytic equivalence by its first Chern class
c1pLq P H2pX;Zq. More precisely,
Theorem ([1] 2.5.3). Let X be an abelian variety. For line bundles L1 and L2 over X,
the following statements are equivalent:
(1) L1 and L2 are analytically equivalent.
(2) c1pL1q “ c1pL2q
Definition 11. The first Chern class of a line bundle L is the image of L P PicpXq “
H1pOX˚q under the map c1 on cohomology which arises as follows. Consider the exact
sequence
0 Ñ ZÑ OX Ñ O˚X Ñ 0
and its long cohomology sequence:
¨ ¨ ¨ Ñ H1pO˚Xq c1ÝÑ H2pX,Zq Ñ ¨ ¨ ¨
We associate to every first Chern class an alternating form.
Theorem ([1] 1.3.2, 2.1.2).
ψ : H2pX;Zq » Alt2pΛ,Zq
Let S be the set of c1pLq where L ranges over all holomorphic line bundles on X.
The image ψpSq is isomorphic to all Hermitian alternating forms.
Theorem ([1] 2.1.6). Let X :“ V {Λ be an abelian variety. For an alternating form
E : V ˆ V Ñ R, the following conditions are equivalent:
(1) There is a holomorphic line bundle L on X such that ψpc1pLqq “ E.
(2) EpΛ,Λq Ď Z, and
Epiv, iwq “ Epv, wq
Remark. Note that from each element Alt2pΛ,Zq we obtain via R-linear extension an
alternating form Alt2pV,Rq (as in rational versus analytic representation, see [[1] 1.2.1]).
We also have an isomorphism between real valued forms satisfying 2.1.6(2) and Her-
mitian forms.
It is important to emphasize that not all forms satisfying 2.1.6(2) correspond to
Chern classes of ample line bundles. Ampleness is stronger than holomorphicity, hence
we need a stronger condition.
Definition 12. A line bundle L on X is called positive if c1pLq is represented by a
positive-definite Hermitian form.
Theorem. Let X be a smooth complex projective variety. A line bundle L on X is
ample if and only if it is positive.
This is how we ask the computer to find polarizations of an abelian variety X, which
are steps 1 and 2 of the algorithm in the following section.
However, there may be infinitely many polarizations. We are interested in a particular
kind of polarization.
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Definition 13. A polarization c1pLq of X is called principal if L has only one section
up to constants, i.e., dimH0pX,Lq “ 1.
As a motivational theorem:
Theorem ([1] 4.1.2). Every polarization is induced by a principal polarization via an
isogeny.
By Narasimhan-Nori [18], there are only finitely many principal polarizations on an
irreducible and smooth variety X. As a corollary, only finitely many curves may have
the same Jacobian since each non-isomorphic curve gives a non-isomorphic principal
polarization on its Jacobian.
4.4. Finding Principal Polarizations. We begin with a representation of our abelian
variety as A :“ Cg{ΠZ2g.
Then Λ is the associated lattice spanned by the columns of Π. Thus, we have a
distinguished basis for the homology of A, corresponding to the columns of Π. We
present the most naive algorithm possible.
Algorithm: Compute many principal polarizations on a given abelian variety A.
Input: An abelian variety A :“ Cg{ΠZ2g, where Λ is the associated lattice to the
period matrix Π.
Output: Many principal polarizations on A.
(1) The magma function FindPolarizationBasis determines all integral alternat-
ing pairings E on the homology, i.e., E P Alt2pCg,Zq, for whose real extension
we have
Epiv, iwq “ Epv, wq
This is a basis of alternating forms tEiu.
(2) Check that E is positive-definite.
(3) CullPB.m tries some small combinations and sees if Ei actually gives a pairing
with determinant 1 indicating that Ei is a principal polarization. If so, it returns
Ei. This gives us a set tEku of integral pairings on the homology.
(4) For each i, we rewrite these pairings in a symplectic basis. That is, we find a
basis of Λ in which
Ei “
ˆ
0 D
´D 0
˙
where D “ diagpd1, ..., dgq which we may do by the elementary divisor theorem
([1] section 3.1).
Remark. This does nothing but modify the (homology) basis of Λ. Multiplying Π on
the right with this integral matrix, we get a new period matrix Q whose columns span
exactly the same lattice but for which the standard symplectic pairing E is actually
the Chern class of a line bundle. This is often called the Frobenius form of the period
matrix Π.
Definition 14. We say two principal polarizations p1 and p2 on A are auto-equivalent
if and only if AutpA, p1q » AutpA, p2q.
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This program produces many auto-equivalent principal polarizations. Via this equiv-
alence, the number of principal polarizations is greatly reduced. Note that auto-
equivalence is a weaker notion of equivalence than analytic equivalence, as discussed in
section 6.
If the abelian variety is indeed a Jacobian, this method will in practice return at
least enough polarizations to find the canonical principal polarization. It is an unsolved
problem to find all possible principal polarizations associated to a given abelian variety,
called “explicit Narasimhan-Nori”.
4.5. Abelian Varieties with Several Principal Polarizations. An unexpected re-
sult of this paper was finding multiple non-autoequivalent principal polarizations on
many different Jacobians using a method not found in the literature. Before we state
our result we summarize what is known about abelian varieties with several principal
polarizations.
Definition 15. An abelian variety is simple if it is not isogenous to a product of
abelian varieties of lower dimension.
Some previous work on finding multiple principal polarizations on abelian varieties
has been done by finding two non-isomorphic curves with the same (unpolarized) Jaco-
bian. By Torelli’s theorem, their associated canonical polarizations must be different.
Otherwise, the curves would be isomorphic. There are results in which the non-simple
case at genus two [7] and three [Brock, Superspecial curves of genera two and three] are
discussed, though the authors was unable to find a copy of the latter.
Remark. There is only a canonical principal polarization on A if a curve C is specified
so that A “ JacpCq. In other words, knowing that A is in the image of the functor Jac
is not enough.
Another technique used in [5] and [6] gives examples of genus two curves that are
non-isomorphic but give the same (simple) Jacobian. This is done in characteristic p
with isogeny classes of abelian varieties which correspond to special Weil numbers. In
[11] Theorem 1.5, Lange establishes that the order of AutpAq with certain restrictions
and equivalence relations is equal to the number of principal polarizations on A up to
isomorphism. This bijection between sets is induced by a principal polarization, so one
must know that one exists to implement this theorem. One could compute the size of
this specially carved out version of AutpAq by hand using Lange’s theorem. However,
we compute directly the principal polarizations on A with the aid of a computer.
Another technique is used in [5] and [6] which gives examples of genus two curves
that are non-isomorphic but give the same (simple) Jacobian. In characteristic p, Weil
numbers are equivalent to isogeny classes of abelian varieties. Howe shows that having
Weil numbers with special properties allows you to construct two nonisomorphic curves
with the same Jacobian. In [11] Theorem 1.5, Lange establishes that the order of AutpAq
with certain restriction conditions and equivalence relations is equal to the number of
principal polarizations on A up to isomorphism, pipAq. This bijection between sets is
induced by a principal polarization, so one must know that one exists to implement this
theorem. One could compute the size of this specially carved out version of AutpAq by
16 DAMI LEE AND CATHERINE RAY
hand using Lange’s theorem. However, we compute directly the principal polarizations
on A with the aid of a computer.
We use an entirely different technique, exposited in section 4.4, which treats both
simple and non-simple cases. This technique, for example, gives us 9 not auto-equivalent
principal polarizations on the Jacobian of Schoen’s I-WP Surface. This is a very in-
teresting result, especially since the variety JacpI-WPq itself factors into a product of
4 elliptic curves5, so the remaining principal polarizations must come from interesting
new cycles in the product of these elliptic curves. Other such results from this technique
are shown in Table 2.
Remark. Since every abelian variety is isogenous to a product of simple abelian varieties
A » A1 ˆ ...ˆ Ak
it is reasonable to ask how the numbers of principal polarizations on each Ai are related
to that of A.
We establish some vocabulary to discuss this intuitively. Recall that we may also
define a principal polarization on A as an isogeny which is also an isomorphism between
AÑ A_, where A_ denotes the dual variety. Let A and B be arbitrary abelian varieties.
Note that CorrpA,Bq » HompB,A_q, where we take a correspondence from A to B to
be a line bundle L over the product AˆB which is trivial when restricted to A or B.
We are interested in AutpA,A_q, which is isomorphic to CorrpA,Aqˆ but the prob-
lem of comparision arises immediately and obviously without having to pass to isomor-
phisms.
We wish to compare
Corr
˜
kź
j“1
Aj,
kź
i“1
Ai
¸
and
ź
i,j
CorrpAj, Aiq
Let C and D be abelian varieties, and let pipAq be the number of principal polariza-
tions on A up to isomorphism. Given a line bundle on C and on D, we get a line bundle
on C ˆ D, but not vice-versa. Intuitively, the product C ˆ D may have many more
interesting cycles than the product of the cycles of C and D, and may not necessarily
restrict to a line bundle on C or D. Therefore, in general the number of principal
polarizations of A is at least the product of the number of principal polarizations of the
simple components Ai, that is,
pipA1 ˆ . . .ˆ Akq ě
kź
i“1
pipAiq
as observed. We saw that JacpI-WPq is isogenous to a product of 4 elliptic curves.
Since these curves are all isomorphic, we only get one principal polarization from this
decomposition, but we found at least 9 principal polarizations on their product.
5This is because EndpJacpI-WPqq » M4pKq, where K is imaginary quadratic. Thus, JacpI-WPq is
the product of elliptic curves with CM by K.
AUTOMORPHISMS OF THE JACOBIAN 17
5. Example Calculations
This section is devoted to showing results from the methods discussed in sections 2
and 4.
We apply these methods to few genus 2, 3, and 4 surfaces that are cyclic branched
covers of the sphere. We take examples from [14] which we expect to have large auto-
morphism groups. We additionally investigate an interesting X0p63q, a genus 5 surface
that is not cyclically branched over a sphere.
The two tables highlight the different information revealed by the different methods.
The first set of methods works given only a plane curve equation, and the second set
works given only the period matrix. The tables are organized by genus and the order
of the automorphism group.
The results in Table 1 are proved as follows. The genus and their (non)-hyperelliptic
nature are calculated by tools from section 2. The automorphism groups and their
orders are calculated by algorithms in section 4.1.
In the following individual sections, we derive the plane curve models of the cyclic
covers of the sphere. We also derive the tessellations ∆T to show that our examples
of cylically branched covers satisfy Conjecture 1, in section 2.3. Finally, we derive the
period matrices using cyclicity (section 2.2) and use the results for calculations in Table
2.
Remark. The case of the modular curve X0p63q is calculated in a different way which
does not require a plane curve model. See section 5.10.
The results in Table 2 are proved as follows. The principal polarizations, the corre-
sponding symplectic automorphism groups, and their orders are found using autperio.sage
(section 4.2).
Remark. Note that the University of Bristol’s GroupNames database at the time of writ-
ing has groups up to order 500 with full names and structure description. In the cases
where the order is greater than 500, we use the output of StructureDescription(G);
18 DAMI LEE AND CATHERINE RAY
Table 1. Plane Curve Automorphism Groups
Curve C Plane Curve Model Genus Aut(C) |Aut(C)|
˚8p1, 3, 4q y2 ´ px5 ´ xq 2 GL2pF3q 48
˚6p1, 1, 4q y2 ´ px6 ´ 1q 2 S3 ¸D4 24
7p1, 2, 4q (Klein’s quartic) y3x` x3 ` 1 3 GL3pF2q 168
8p1, 2, 5q (Fermat’s quartic) y4 ´ xpx` 1qpx´ 1q 3 C 24 ¸ S3 96
12p1, 3, 8q y3 ´ px4 ´ 1q 3 C4 ¨ A4 48
˚8p1, 1, 6q y2 ´ px8 ´ 1q 3 D4 ¸ C4 32
˚12p1, 5, 6q y2 ´ px7 ´ xq 3 C4 ˆ S3 24
˚4p1, 3, 3, 1q y4 ´ px2 ´ 1qpx2 ´ a2q3 3 C2 ˆD8 16
5p1, 2, 4, 3q (Bring’s curve) y5 ´ xpx´ 1q2px` 1q3 4 S5 120
12p1, 4, 7q (I-WP) y3 ´ px5 ´ xq 4 C3 ˆ S4 72
X0p63q ? 5 C2 ˆ S4 48
An ˚ indicates that the curve is hyperelliptic
Table 2. Automorphism Groups wrt each of the Principal Polarizations
Curve C Genus
# Principal
Polarizations AutpJacpCq, aiq |AutpJac, aiq| GAPID
Klein 3 2 S4 ˆ C2 48 [48, 48]
GL3pF2q ˆ C2 336 [336, 209]
Fermat 3 2 pC4 o C2q ˆ C2 64 [64, 101]
pC 24 ¸ S3q ˆ C2 192 [192, 944]
12p1, 5, 6q 3 3 D6 12 [12, 4]
C4 ˆ S3 24 [24, 5]
C4 ˆD4 32 [32, 25]
Bring 4 2 C 22 ˆD4 32 [32, 46]
C2 ˆ S5 240 [240, 189]
I-WP 4 9 C 42 16 [16, 14]
C 22 ˆ C6 24 [24, 15]
C 22 ˆD4 32 [32, 46]
C 32 ˆ C6 48 [48, 52]
C 22 ˆ S4 96 [96, 226]
C6 ˆ S4 144 [144, 188]
pC2 ˆ C6q ˆ pC3 ¸D4q 288 [288, 1002]
C3 ˆ pppC6 ˆ C2q : C2q ˆD8q 576 [576, 7780]
C6 ˆ pS3 ˆ ppC6 ˆ C2q : C2qq 864 [864, 4523]
X0p63q 5 2 C 52 32 [32,51]
C 22 ˆ S4 96 [96, 226]
The number of principal polarizations refers to the number of found prin-
cipal polarizations up to auto-equivalence.
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5.1. 8(1, 3, 4). In this section, we look at a genus two surface defined as an eightfold
cyclic cover over a thrice punctured sphere with branching indices p1, 3, 4q. Since it is
a genus two curve, it is hyperelliptic. We begin this section by discussing two different
types of hyperelliptic curves that arise as cyclic branched covers over thrice punctured
spheres, namely the p1, d
2
´ 1, d
2
q-cover and the p1, 1, d ´ 2q-cover. Recall that we let
dpd1, . . . , dnq denote the d-fold cyclic cover over an n-punctured sphere with branching
indices pd1, . . . , dnq. The former is a genus-d4 curve hence we will write it as a 4gp1, 2g´
1, 2gq cover. Similarly, the genus of the latter is `d
2
´ 1˘ hence we denote it as 2g `
2p1, 1, 2gq. The former type yields a basis of holomorphic 1-forms with divisors pωiq “
p2i ´ 2qrp1 ` p2g ´ 2iqrp2, for i “ 1, . . . , g. Given this basis, the Wronski metric tells
us that all rpi are Weierstrass points. The quotient sphere under the d-fold cyclic map
is a thrice punctured sphere, but the quotient under the hyperelliptic involution is a
p2g` 2q-punctured sphere. Note that the branched points are exactly the hyperelliptic
points. We can think of this as a sphere with rp1 and rp2 placed at the North and South
Pole, and 2g preimages of p3 along the Equator. These points correspond to the zeros
of its plane curve model y2´ xpx2g ´ 1q. For the 8(1, 3, 4) cover, we have y2´ px5´ xq.
On the other hand, the p2g`2q-fold cover yields a basis of holomorphic 1-forms with
divisors pωiq “ pi´1qrp1`pi´1qrp2`pg´ iqrp31`pg´ iqrp32, for i “ 1, . . . , g. Then none of
the rpi are Weierstrass points but rp˚ are, where p˚ is a fixed point of an involution that
fixes p3 and interchanges p1 and p2. Since it is not a branched point under the cyclic
map, it has 2g`2 preimages which are all fixed under the hyperelliptic involution. The
quotient sphere under the hyperelliptic involution can be viewed as a doubled p2g` 2q-
gon where all Weierstrass points are located at the vertices. The corresponding plane
curve model is y2 ´ px2g`2 ´ 1q.
The 8p1, 3, 4q cover is a double cover over an octahedron, hence tiled by sixteen 8-
valent triangles. We tile the hyperbolic disc via these triangles and mark the Weierstrass
points by ‚. Since these tiles are regular, we refine the tessellation to show the order-
three symmetry on each tile. The shaded area in Figure 3(a) indicates a quotient
sphere under the eightfold cyclic map.
In Figure 3(b) is the flat structure given by ω1. We take the closed cycles via the
parallel identification of edges and apply cyclity. Then the period matrix is
pΠq :“ pA|Bq “
˜
1 1`i?
2
| i ´1`i?
2
1 ´1`i?
2
| ´i 1`i?
2
¸
.
5.2. 6(1, 1, 4). In this section, we look at another (hyperelliptic) genus two curve. It
is a double cover over a doubled-hexagon and its plane curve model is y2 ´ px6 ´ 1q.
Note that we cannot apply the base tessellation (Definition 5) here6. Instead we use the
fact that the quotient sphere (under the hyperelliptic involution) is a doubled-hexagon
and tile the disc with twelve ppi
3
, pi
6
, pi
6
q-triangles. These angles come from Gauss-Bonnet
formula (´2pip2 ´ 2 ¨ 2q “ 12ppi ´ p2α ` pi
3
qq). We refine the tessellation so that the
Weierstrass points are vertices of the tiling. Note that the center of Figure 4(a) is fixed
under the sixfold map, not the hyperelliptic map.
6The conditions in Definition 5 were imposed because of this specific case.
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A
B
D
C
A
(a) Hyperbolic tessellation
on 8p1, 3, 4q
(b) Flat 8-gon represents ω1
of 8p1, 3, 4q
Figure 3. 8(1, 3, 4)
B
D
C
A B
D
C
A
(a) Hyperbolic tessellation
on 6p1, 1, 4q
(b) Flat 12-gon represents ω1
of 6p1, 1, 4q
Figure 4. 6(1, 1, 4)
The shaded area in Figure 4(a) indicates a quotient sphere (under the sixfold map)
and the Weierstrass points are denoted by ‚. The identification of edges yield closed
cycles. Take the 1-forms achieved via multipliers, then the period matrix is
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pΠq :“ pA|Bq “
˜
1 1`
?
3i
2
| ´1`
?
3i
2
´1
1 ´1`
?
3i
2
| ´1´
?
3i
2
1
¸
.
5.3. 8(1, 2, 5) Fermat’s quartic. This example arises in [13] as an abstract quotient
of a triply periodic polyhedral surface. The polyhedral surface is called the Octa-4 as
it is the boundary of a polyhedron built by gluing four regular octahedra to a centered
octahedron (Figure 5).
(a) Octa-4 (b) Fundamental piece of Octa-4
Figure 5. Octa-4
In [13], Lee shows that the polyhedral metric induces hyperbolic structures and var-
ious translation structures that are compatible with its conformal type. It is described
as an eightfold cyclic cover over a sphere.
Furthermore, Lee also shows that the surface can be written as a fourfold cyclic cover
over a 4-punctured sphere defined by branching indices (1, 1, 1, 1). Then the two affine
models y8´xpx´1q5 are equivalent y4´xpx´1qpx`1q, and given the latter we achieve
Fermat’s quartic.
Remark. Using tessellations, the automorphism group of this Riemann surface is pre-
sented in [13] as AutpXq “ xa, b | a8 “ b3 “ pabq2 “ pa2b2q3 “ pa4b2q3 “ 1y. This is
equivalent to the group in Table 2 by the GAP small group identification function. We
reprove this with autplane.sage.
Using the same method as earlier, that is, so that the intersection matrix is chosen
as
int1 “
¨˚
˚˚˚˚
˝
0 1 1 0 0 0
´1 0 1 1 0 0
´1 ´1 0 1 1 0
0 ´1 ´1 0 1 1
0 0 ´1 ´1 0 1
0 0 0 ´1 ´1 0
‹˛‹‹‹‹‚,
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(a) Hyperbolic tessellation
on 8p1, 2, 5q
(b) Flat sixteengon represents ω1
Figure 6. 8(1, 2, 5)
the period matrix Π1 is computed as follows:
Π1 “
¨˝
1 e
pii
4 i e
3pii
4 ´1 e´ 3pii4
1 i ´1 ´i 1 i
1 e´
3pii
4 i e´
pii
4 ´1 epii4
‚˛
Remark. In [14], the homology basis is chosen so that the cycles appear as “handles”
on the polyhedral surface. That is,
int2 “
¨˚
˚˚˚˚
˝
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
´1 0 0 0 0 0
0 ´1 0 0 0 0
0 0 ´1 0 0 0
‹˛‹‹‹‹‚
This yields the following period matrix Π2
Π2 “ pA|Bq “
¨˝
1´ i ´pp1` iq{p1`?2qq p1` iq{p1`?2q | 1` i ?2 2´?2
´2i 2i 2i | 2i ´2 ´2
´1´ i p1´ iqp1`?2q p´1` iqp1`?2q | 1´ i i?2 ip´2´?2q
‚˛
where
τ “ A´1B “
¨˝
i 1`i
2
1`i
2
1`i
2
i 1`i
2
1`i
2
1`i
2
i
‚˛
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5.4. 12(1, 3, 8). In this section, we look at an example that arises from the Shiga curve
y3 “ x4 ´ 1. This is a genus three non-hyperelliptic curve. We observe that there is an
order-twelve map x ÞÑ ix, y ÞÑ ζy, where ζ is a third root of unity. As we have three
branched values 0, 1, and 8, we rely on Appendix A of [14] and search for twelvefold
cyclic covers over thrice punctured spheres where we find two possible candidates. One
is defined as 12p1, 5, 6q and the other is defined as 12p1, 3, 8q. The former is hyperelliptic
whereas the latter is not. Therefore we conclude that the Shiga curve corresponds to
the 12p1, 3, 8q cover.
The admissible cone metrics arise from multipliers and yield a basis of 1-forms with
divisors pω1q “ rp31 ` rp32 ` rp33 ` rp34, pω2q “ rp1 ` rp21 ` rp22 ` rp23, and pω3q “ 4rp1.
The Wronski metric tells us that the Weierstrass points do not have equal weight:rp1 and rp2i have weight two, rp3i have weight one. Additionally we have wtp rp˚iq “ 1,
where p˚ is a fixed point of an involution that fixes p3 and interchanges p1 and p2. We
begin with the base tessellation, then by Gauss-Bonnet formula, the surface is tiled by
sixteen hyperbolic ppi
6
, pi
6
, pi
6
q-triangles. The region bounded by the bold lines shows the
tessellation of this surface (Figure 7(a)). We mark the Weierstrass points and subdivide
the ppi
6
, pi
6
, pi
6
q-triangles so that all triangles are congruent to each other. Vertices marked
as ‚ are Weierstrass points of weight two, those marked as ˝ are points of weight one.
B
D
C
AB
D
C
A
(a) Hyperbolic tessellation
on 12p1, 3, 8q
(b) Flat 24-gon represents ω1
of 12p1, 3, 8q
Figure 7. 12(1, 3, 8)
The period matrix of 12p1, 3, 8q is:
Π “
¨˝
1 e
pii
6 e
pii
3 i e
2pii
3 e
5pii
6
1 e
pii
3 e
2pii
3 ´1 e´ 2pii3 e´pii3
1 e
5pii
6 e´
pii
3 i e´
2pii
3 e
pii
6
‚˛
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5.5. 8(1, 1, 6). In this section, we look at a genus three hyperelliptic curve defined
as an eightfold cyclic cover with branching indices (1, 1, 6). Its quotient sphere (under
the hyperelliptic involution) is a doubled hexagon. We tile the hyperbolic disc by thirty
two 8-valent triangles. Via the Wronski metric, we locate the Weierstrass points and
refine the tessellation to show all symmetries (Figure 8(a)). Its plane curve model is
y2 ´ px8 ´ 1q and the period matrix is
Π :“
¨˝
1 e
pii
4 i e
3pii
4 ´1 e´ 3pii4
1 i ´1 ´i 1 i
1 e
3pii
4 ´i epii4 ´1 e´pii4
‚˛.
B
D
C
A B
D
C
A
(a) Hyperbolic tessellation
on 8p1, 1, 6q
(b) Flat 16-gon represents ω1
of 8p1, 1, 6q
Figure 8. 8(1, 1, 6)
5.6. 12(1, 5, 6). In this section, we look at another example of a genus three hyperel-
liptic surface which is defined as a twelvefold cyclic cover over a sphere with branching
indices p1, 5, 6q. It is a double-cover over a sphere with branched points at the North
and South Pole, and six equidistributed points on the Equator. Its plane curve model is
y2´ xpx6´ 1q. We tile the hyperbolic disc by twenty four hyperbolic ppi
6
, pi
4
, pi
4
q-triangles
(´2pip2´ 2 ¨ 3q “ 24ppi ´ p2α ` pi
6
qq. All Weierstrass points are marked as either ‚ or ˝
as they have different valency.
We use the identification of opposite edges of the 12-gon as closed cycles to form a
homology basis and the 1-forms achieved via multipliers. Then the period matrix is
Π “
¨˝
1 e
pii
6 e
2pii
6 e
3pii
6 e
4pii
6 e
5pii
6
1 e
pii
2 e
2pii
2 e
3pii
2 e
4pii
2 e
5pii
2
1 e
5pii
6 e
10pii
6 e
15pii
6 e
20pii
6 e
25pii
6
‚˛
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B
D
C
AB
D
C
A
(a) Hyperbolic tessellation
on 12p1, 5, 6q
(b) Flat 12-gon represents ω1
of 12p1, 5, 6q
Figure 9. 12(1, 5, 6)
5.7. 4(1, 3, 3, 1). In this section, we look at a genus three hyperelliptic curve that is
a cyclic cover over a 4-punctured sphere. In our case, the admissible cone metrics are
achieved via multipliers, although this is not true for all cyclically branched covers over
npě 4q-punctured spheres (See chapter 2). The admissible cone metrics yield a basis
with divisors pω1q “ 2rp2 ` 2rp3, pω2q “ rp1 ` rp2 ` rp3 ` rp4, and pω3q “ 2rp1 ` 2rp4. Given
a chart where pzppiqq “ p´a,´1, 1, aq for some a ą 1, the Wronskian tells us that the
curve is hyperelliptic and the Weierstrass points are located at the preimages of q where
zpqq “ 0 or zpqq “ 8. The Weierstrass points are marked as ‚ in Figure 10(a).
Given the branching indices, that is, the appropriate cone angles, the four punctured
sphere associated to ω1 is a doubled trapezoid with angles
pi
4
and 3pi
4
. However, the
trapezoid cannot be pinned down uniquely (Figure 10). We parametrize the side lengths
of the trapezoid so that p1p2 “ 1 and p2p3 “ b for b ą 0. Moreover, for ω2, we
parametrize the side lengths to be 1 and c, and show that c can be arbitrary. Given
b, c ą 0, we calculate the period matrix to be:
Π “
¨˝
1 i ´1 pb`?2qe ipi4 pb`?2qe 3ipi4 pb`?2qe´ 3ipi4
1 ´1 1 ci ´ci ci
1 ´i ´1 be 3pii4 be 9pii4 be 15pii4
‚˛.
5.8. 5(1, 2, 4, 3) Bring’s curve. In this section, we look at the genus four non-
hyperelliptic Riemann surface associated to Kepler’s small stellated dodecahedron. In
[19], it is shown that the Riemann surface is a fivefold cyclic cover over a 4-punctured
sphere defined by branching indices p1, 2, 4, 3q. Hence, our plane curve model is y5 ´
xpx´ 1q2px` 1q3. It is also shown in [19] that it is biholomorphic to Bring’s curve.
The period matrix of B, in its pure form, is calculated in [19] in Lemma 5.1.
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(a) Hyperbolic tessellation
on 4(1, 3, 3, 1)
(b) flat, a “ ?2
(c) flat, a “ ?5
Figure 10. 4(1, 3, 3, 1)
5.9. 12(1, 4, 7) Schoen’s I-WP Surface. In this section, we look at another genus
four non-hyperelliptic surface. This surface appears in [14] as an abstract quotient of a
triply periodic polyhedral surface where it is called the Octa-8 surface. It is also shown
in [14] that this curve can be described as a threefold cyclic cover over a six-punctured
sphere with branching indices p1, 1, 1, 1, 1, 1q. This map is the order-three Gauss map
on the minimal surface in R3. The branched points are located at the vertices of an
octahedron hence the plane curve model is y3´px5´xq. It is then shown that the cone
metric yields a conformal structure that is compatible to Schoen’s I-WP surface.
The base tessellation is tiled by twenty four ppi
6
, pi
6
, pi
6
q-triangles. The branched points
(under the twelvefold cyclic map) are Weierstrass points of weight four and the preim-
ages of the midpoints of pi and pi1 are Weierstrass points of weight one. These are
marked as ‚ and ˝, respectively in Figure 12(a).
The period matrix is
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B
D
C
A
B
D
C
A
(a) Hyperbolic tessellation
on Bring’s curve
(b) Flat 20-gon represents ω1
of Bring’s curve
Figure 11. Bring’s curve
B
D
C
A B
D
C
A
(a) Hyperbolic Tessellation on I-WP (b) Flat 24-gon represents ω1
of 12p1, 4, 7q
Figure 12. Schoen’s I-WP surface
Π “
¨˚
˚˝˚1 e
pii
6 e
pii
3 i e
2pii
3 e
5pii
6 ´1 e´ 5pii6
1 e
pii
3 e
2pii
3 ´1 e´ 2pii3 e´pii3 1 epii3
1 e
2pii
3 e´
2pii
3 1 e
2pii
3 e´
2pii
3 1 e
2pii
3
1 e´
5pii
6 e
pii
3 ´i e 2pii3 e´pii6 ´1 epii6
‹˛‹‹‚
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5.10. The Modular Curve X0p63q. Recall that SL2pZq acts transitively on the upper
half plane h by τ ÞÑ aτ`b
cτ`d . We quotient the upper half plane by subgroups Γ of SL2pZq
and metrize the quotient, however, this yields non-compact Riemann surfaces. To get a
compact Riemann surface, we consider the extended upper half plane h` :“ hYRYt8u
as a subset of CP 1.
We are most interested in quotients of the upper half plane h` by the following
subgroups of SL2pZq. These subgroups come up naturally in the study of modular
forms associated to elliptic curves.
Definition 16.
Γ0pNq :“
"ˆ
a b
c d
˙
P SL2pZq
ˇˇˇ ˆ
a b
c d
˙
”
ˆ˚ ˚
0 ˚
˙
mod N
*
Γ1pNq :“
"ˆ
a b
c d
˙
P SL2pZq
ˇˇˇ ˆ
a b
c d
˙
”
ˆ
1 ˚
0 1
˙
mod N
*
ΓpNq :“
"ˆ
a b
c d
˙
P SL2pZq
ˇˇˇ ˆ
a b
c d
˙
”
ˆ
1 0
0 1
˙
mod N
*
The automorphism groups of X0pNq :“ h`{Γ0pNq were calculated in [9] except for
N “ 63. The case of X0p63q was resolved 2 years later by Elkies in [3] by two different
proofs: a conceptual one that uses enumerative geometry and the modular structure,
and an explicit one that exhibits the modular equations.
Conjecture 3. The program CullPB.m finds all principal polarizations on the curves
we consider.
If this conjecture is true, it would be a radically different proof than that of Elkies,
since we approach by computing the automorphism group of the Jacobian of X0p63q.
Assuming this conjecture, we have
Theorem. AutpX0p63qq » S4 ˆ Z{2
Proof. Note the following theorem from [9]:
Lemma. AutpX0p63qq is either A4 ˆ Z{2 or S4 ˆ Z{2.
Using the period matrix provided by Mascot, performed with 150 precisions, autperio.sage
(using Conjecture 3) gives
Lemma. AutpX0p63qq is either C 42 or S4 ˆ Z{2.
Therefore, it must be that AutpX0p63qq » S4 ˆ Z{2. 
The period matrix used in our calculation of AutpJacpX0p63qq, piq was computed by
Nicolas Mascot using an alteration of his personal code.
Remark. Mascot, in [17], discusses finding the period matrices for X1pNq by integrating
cuspforms along modular symbols. His algorithm works for any compactified modular
curve, but it works best when N is square-free. In the non-squarefree case, the coef-
ficients in the q-expansions of the cuspforms and the j-invariant do not converge as
quickly, thus they require more digits of precision.
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Remark. In private correspondence, John Voight programmatically proved that X0p63q
is not a cyclically branched cover of the sphere. Given that the genus of the quotient
X0p63q{H is equal to the dimension of the H-invariant differentials, he shows that the
list of dimensions of the space of H-invariant differentials on X0p63q (where H is a
cyclic subgroup of AutpX0p63qq) does not contain zero.
6. Closing Remarks
The code used in this paper can all be found at https://github.com/catherineray/
aut-jac.
We speak here of polarizations up to auto-equivalence and ask natural questions on
Jacobians with multiple principle polarizations, answering all but one of the questions
using methods developed in our paper.
We fix some notation. Let θC be the canonical principal polarization of JacpCq
with respect to C. We call AutpA, aiq a symplectic automorphism group of A, as the
automorphisms respect the principal polarization ai, which is a symplectic form on A.
Question. AutpJacpCq, θCq will have the highest order of all symplectic automorphism
groups of JacpCq.
This is proven false by example 12p1, 5, 6q, where |AutpJacp12p1, 5, 6qq, θ12p1,5,6qq| “
24, but |AutpJacp12p1, 5, 6qq, aiq| “ 32 is achieved. It is more dramatically proven false
by Schoen’s I-WP Surface, where |AutpJacpI-WPq, θI-WPq| “ 288, but |AutpJacpI-WPq, aiq|
achieves 576 and 864.
Question. Principal polarizations p1 and p2 are auto-equivalent if and only if they are
analytically equivalent. In other words,
AutpX, p1q » AutpX, p2q ô p1 “ p2
The direction (ð) is clear because L and M are analytically equivalent if and only
if c1pLq “ c1pMq by [[1] 2.5.3]. The other direction is false. This is proven false by
the following two non-isomorphic curves with the same (unpolarized) Jacobian from
Theorem 1 [5]:
X : 3y2 “ p2x2 ´ 2qp16x4 ` 28x2 ` 1q
X 1 : ´y2 “ p2x2 ` 2qp16x4 ` 12x2 ` 1q
which both have AutpJacpXq, θXq » C2 ˆ C2 » AutpJacpX 1q, θX 1q.
Question. If JacpCq » JacpC 1q as complex varieties, then
AutpJacpCq, θCq » AutpJacpC 1q, θC1q
We checked this question on the family of hyperelliptic cases of genus 2 from [5]
Theorem 1, where it is true. However, there is no reason to expect this to be true in
general.
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Figure Credits
‚ Figure 1
“The flat fourteengon fundamental domain represents a holomorphic 1-form,”
H. Karcher, M. Weber, On Klein’s Riemann Surface, The Eightfold Way, MSRI
Publications, Vol. 35, 1998, pp.9–49.
‚ Figure 5
“Construction of Π” and “Fundamental piece, Π0,” D. Lee, On a triply periodic
polyhedral surface whose vertices are Weierstrass points, Arnold Mathematical
Journal, Vol. 3, Issue 3, 2017, pp.319–331.
‚ Figure 6(b)
“Flat structure of the fundamental piece,” D. Lee, On a triply periodic polyhedral
surface whose vertices are Weierstrass points, Arnold Mathematical Journal,
Vol. 3, Issue 3, 2017, pp.319–331.
‚ Figure 11(b)
“Figure 8,” M. Weber, Kepler’s small stellated dodecahedron as a Riemann sur-
face, Pacific Journal of Mathematics, Vol. 220, 2005, pp.167–182.
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