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i commands in [R] epitab now calculate and report the exact McNemar statistic signiﬁcance probability
for all 2
￿ 2 tables. The exact test is obtained from the binomial distribution with
￿
= 1
=2 and conditioning on the sum of the
two off-diagonal cells. See, for example, Agresti (1992).
Syntax and output
The commands’ syntax has not changed; the output has been modiﬁed. This is demonstrated using the immediate test
























































































































































































































































































































































































































































































































The result from the exact test is saved in the
S 24 macro.
References
Agresti A. 1992. A survey of exact inferences for contingency tables. Statistical Sciences 7: 131–177.
dm53 Detection and deletion of duplicate observations
Thomas J. Steichen, RJRT, FAX 910-741-1430, steicht@rjrt.com












































s provides information about unique and duplicate observations in the data ﬁle and, optionally, drops all duplicate
observations.
varlist is an optional variable list that determines which observations are duplicates: observations must match exactly on



























an error message is reported and no data are dropped. The expand variable will contain the number of duplicate copies of






d command will completely resurrect the original data only if




s command (or, equivalently, if varlist contains all variables in the data ﬁle), or if the
unspeciﬁed variables are constant within the subgroups formed by the speciﬁed variables. The data can be partially, but not























p is included and the speciﬁed varname exists, an error message





) causes the value of the variables in varlist2 to be added to the output displayed for each group. varlist2 should
be the same as, or a subset of, varlist.I fvarlist2 is assigned value
















e limits the default display output. When speciﬁed, only the number of duplicate groups, total observations, number of









s will number the duplicate

























Data ﬁles generated from multiple sources, by accretion over time, or by merging of smaller data ﬁles occasionally have
duplicate observations that need to be identiﬁed and eliminated. Other data ﬁles are expected to have only unique observations
deﬁned by all or a subset of the variables in the ﬁle. The existence of duplicates on the deﬁning variables usually indicates data
entry errors that require detection and correction. Alternatively, some data ﬁles are expected to have multiple observations on
key variables in the ﬁle. In these ﬁles, the existence of one or more unique observations would indicate the data entry errors




s, which is implemented in this insert, provides a simple method to detect and report information about unique and





















































































































a because varlist was not supplied. As expected, no





































































































































































































































































































































































































































































s, no observations were dropped from the data ﬁle




























































































































































































































































), that indicates that






























n) is not the complete varlist, it will be impossible to fully












d will recreate a ﬁle with 22 ‘Foreign’ and 52 ‘Domestic’ observations,
but all ‘Foreign’ observations will be identical, as will all ‘Domestic’ observations.)
gr16.2 Corrections to condraw.ado
J. Patrick Gray, University of Wisconsin-Milwaukee, jpgray@csd.uwm.edu
Nicholas J. Cox, University of Durham, UK, FAX (011) 44-91-374-2456, n.j.cox@durham.ac.uk











o program published in STB-23 as gr16 does not plot convex hulls correctly




































































o and needed a minor modiﬁcation to










































gr27 An adaptive variable span running line smoother





















































































o smooths yvar on xvar. It is designed to be completely automatic, but some options are permitted. The smooth is a
running line ﬁt with a variable span. The span is chosen at each point by cross validation on the mean squared error of prediction.
The span at each point is smoothed to produce the variable span used to smooth the data. A graph of yvar together with its







) is the minimum number of symmetric nearest neighbors on each side of an observation that are used in smoothing.











) is the maximum number of symmetric nearest neighbors on each side of an observation that are used in smoothing.





5, but no more than
N
=2, where








) speciﬁes the number of times the data are to be smoothed using the selected number of symmetric nearest neighbors.






























) creates kvar containing the number of nearest neighbors on either side of each observation used in the ﬁnal smooth.












t transforms the smooth and plots the
y-axis on a logit scale. 0–1 observations are automatically jittered in the vertical











h suppresses displaying the graph.












y;s e e[ R] graph twoway.
Examples
The ﬁrst example (see Figure 1) uses the motorcycle crash data (Silverman 1985) provided as a Stata dataset by Salgado-
Ugarte, Shimizu, and Taniuchi (1996). Notice how the smooth ﬁt follows the ﬁrst bend reasonably well and is not excessively











































































































































































































The second example uses simulated data suggested by Friedman (1984) as a difﬁcult test for a variable span smoother. We
have used 200 observations, but you might try using as few as 20 or as many as 20,000 (the latter will probably take between








































































































































t6 Stata Technical Bulletin STB-41
Figure 3. Smoothing the simulated data. Figure 4. Plotting the smoothed values and the smooth function.
Finally, in Figure 5 we plot both the variable number of symmetric nearest neighbors and the true underlying function (on
different scales) against












































Note how the number of neighbors increases from 6 (for small values of
x) to 96 (for large values of
x) corresponding to the
increasing variance of the “noise” which is proportional to
x-squared. The theoretical optimal number of nearest neighbors also
depends on the curvature of the signal (
y
0). It is also of interest to look at how the selected span varies over simulations. This























































































































































Friedman (1984) proposed a variable span smoother that was computable in order









is similar, but not identical to Friedman’s proposal (often called “supersmoother”). The basic idea is to smooth the data using aStata Technical Bulletin 7
few different spans and to compute the cross validated mean squared error (MSE) of prediction at each point for each span. The
span with the smallest MSE is identiﬁed at each point. These spans are then smoothed and the result is used as the “selected








o differs from “supersmoother” in several details.
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Salgado-Ugarte, I. H., M. Shimizu, and T. Taniuchi. 1996. snp10: Nonparametric regression: Kernel, WARP and k-NN estimators. Stata Technical
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ip23 Expansion and display of if expressions




























































































p expands the tokens in an
i
f expression and displays the fully-expanded expression. exp contains the expression to
be expanded and is required (as is the
i
f before it). By default, the following are done:
￿ variable names are expanded to variable labels (if they exist),
￿ numerical values are expanded to value labels (if they exist),
￿ variable names are unabbreviated (if displayed), and


























































f expressions that appear optionally as part of a Stata command can become quite cryptic and uninformative after a very



































8, and I have
no idea of the meaning of the numeric values,
1 and
0. In this instance, though, I had enough foresight to deﬁne variable and
value labels—thus I could go back and determine the subset of data that the command acted upon. Nonetheless, it would have























































p allows ado-ﬁle programmers
to automatically display the expanded text of an
i
f expression. It can also be invoked directly by users who wish to examine
or document an expanded
i
f expression. Although Stata’s style is generally quite terse (ignoring variable and value labels in
many instances), display of this output has proven to be surprisingly useful to this author.8 Stata Technical Bulletin STB-41
Non-Programming examples





p is straightforward. For the above example, the interactive command and its































































































































































p will correctly process arbitrarily long
i
f expressions, wrapping the displayed output at natural breaks between
elements, and will process all of the standard delimiters and operators (except quotation marks—a limitation of Stata’s parser).































































































































































































p calls on Stata’s parser to determine if a legal
i
f expression is present on the command line; therefore the expression









p is also straightforward. In programs, the
i





the programmer need insert only the following line into the program at an appropriate spot (I prefer to put it after any preliminary







































































’ in the calling program must contain the
i








p will not detect the
i
f expression and an error will occur. Therefore, the calling program








x descriptor when declaring the
i






x is the default), or
2. must manually insert the
i











































This seemingly inconsistent assertion is true because the calling program itself will fail when attempting to parse an
i
f expression











p imposes no new limitations on the calling program.
ip24 Timing portions of a program
Frederic Zimmerman, Stanford University, zimmer@leland.Stanford.edu
Programmers frequently want to know how long portions of a program last. This insert automates the procedure of timing






e allows you to name the portion of code you’re timing if desired, and also stores













e start time name of operation





Eatsome earlierpoint, and name of operation




















h is the number of hours,
m
m the number of minutes, and
s





































































































































































































































































































sbe19 Tests for publication bias in meta-analysis










































































































s performs the Begg and Mazumdar (1994) adjusted rank correlation test for publication bias and performs the
Egger et al. (1997) regression asymmetry test for publication bias. As options, it provides a funnel graph of the data or the
regression asymmetry plot.
The Begg adjusted rank correlation test is a direct statistical analogue of the visual funnel graph. Note that both the test
and the funnel graph have low power for detecting publication bias. The Begg and Mazumdar procedure tests for publication









this test by, ﬁrst, standardizing the effect estimates to stabilize the variances and, second, performing an adjusted rank correlation
test based on Kendall’s
￿.
The Egger et al. regression asymmetry test and the regression asymmetry plot tend to suggest the presence of publication
bias more frequently than the Begg approach. The Egger test detects funnel plot asymmetry by determining whether the intercept
deviates signiﬁcantly from zero in a regression of standardized effect estimates against their precision.








s as a log risk ratio, log odds ratio, or other direct measure of effect.
Along with theta, the user supplies a measure of theta’s variability (i.e., its standard error, se theta, or its variance, var theta).
Alternatively, the user may provide the exponentiated form, exp(theta), (i.e., a risk ratio or odds ratio) and its conﬁdence interval,
(ll, ul).
The funnel graph plots theta versus se theta. Guide lines to assist in visualizing the funnel are plotted at the variance-















a,w h e r e








on the right of the graph (where studies with high standard error are plotted) may give evidence of publication bias.
The regression asymmetry graph plots the standardized effect estimates, theta
=se theta, versus precision, 1
=se theta, along
with the variance-weighted regression line and the conﬁdence interval about the intercept. Failure of this conﬁdence interval to
include zero indicates asymmetry in the funnel plot and may give evidence of publication bias. Guide lines at
x
= 0a n d
y
= 0













) is speciﬁed. Variable by var indicates the categorical variable that deﬁnes the strata. The procedure
















) requests the Begg funnel graph showing the data, the ﬁxed-effects (variance-weighted) meta-analytic effect, and












) requests the Egger regression asymmetry plot showing the standardized effect estimates versus precision, the







) sets the conﬁdence level, in percent, for the pseudo conﬁdence intervals; the default is 95%.
v
a
r indicates that var theta was supplied on the command line instead of se theta. Option
c










r should not be speciﬁed when option
c
i is speciﬁed.

























































) for displaying the meta-analytic effect, the pseudo conﬁdence interval limits (two lines),








































































s in any of three ways:













2. the effect estimate and its corresponding variance (note that option
v
a

















3. the risk (or odds) ratio and its conﬁdence interval (note that option
c
















where exp(theta) is the risk (or odds) ratio, ll is the lower limit and ul is the upper limit of the risk ratio’s conﬁdence
interval.
When input method 3) is used, cl is an optional input variable that contains the conﬁdence level of the conﬁdence interval
























s assumes that each conﬁdence interval is at the 95% conﬁdence level. cl allows the user to
provide the conﬁdence level, by study, when the conﬁdence intervals are not at the default level or are not all at the same level.
Values of cl can be provided with or without a decimal point. For example, 90 and .90 are equivalent and may be mixed (e.g.,
90, .95, 80, .90 etc.).
Explanation
Meta-analysis has become a popular technique for numerically synthesizing information from published studies. One of the
many concerns that must be addressed when performing a meta-analysis is whether selective publication of studies could lead
to bias in the meta-analytic conclusions. In particular, if the probability of publication depends on the results of the study—for
example, if reporting large or statistically signiﬁcant ﬁndings increase the chance of publication—then the possibility of bias
exists.
An initial approach used to assess the likelihood of publication bias was the funnel graph (Light and Pillemer 1984). The
funnel graph plotted the outcome measure (effect size) of the component studies against the sample size (a measure of variability).
The approach assumed that all studies in the analysis were estimating the same effect, therefore the estimated effects should be
distributed about the unknown true effect level and their spread should be proportional to their variances. This suggested that,
when plotted, small studies should be widely spread about the average effect and the spread should narrow as sample sizes
increase. If the graph suggested a lack of symmetry about the average effect, especially if small, negative studies were absent,
then publication bias was assumed to exist.
Evaluation of a funnel graph was a very subjective process, with bias—or lack of bias—being in the eye of the beholder.
Begg and Mazumdar (1994) noted this and observed that the presence of publication bias induced a skewness in the plotStata Technical Bulletin 11
and a correlation between the effect sizes and their variances. They proposed that a formal test for publication bias,w h i c hi s
implemented in this insert, could be constructed by examining this correlation. The proposed test evaluates the signiﬁcance of
the Kendall’s rank correlation between the standardized effect sizes and their variances.
Recently, Egger et al. (1997) proposed an alternative, regression-based test for detecting skewness in the funnel plot and, by
extension, for detecting publication bias in the data. This numerical measure of funnel plot asymmetry also constitutes a formal
test for publication bias and is implemented in this insert. The proposed test evaluates whether the intercept deviates signiﬁcantly
from zero in a regression of standardized effect estimates against their precision. The test is motivated by the observation that,
under assumptions of a nonzero underlying effect and a lack of publication bias, 1) small studies would have both a near-zero
precision (since precision is predominantly a function of sample size) and a near-zero standardized effect (because of division
by a correspondingly large standard error), while 2) large studies would have both a large precision and a large standardized
effect (because of division by a small standard error). Therefore the standardized effects would scatter about a regression line
(approximately) through the origin that has a slope which estimates both the size and direction of the underlying effect. Under
conditions of publication bias and asymmetry in the funnel plot, the sub-sample of small studies will differ systematically from
the sub-sample of larger studies and the regression line will fail to go through the origin. The size of the intercept provides a
measure of asymmetry—the larger the deviation from zero the greater the asymmetry. The direction of the intercept provides
information on the form of the bias—a positive intercept indicates that the effect estimated from the smaller studies is greater
than the effect estimated from the larger studies. Conversely, a negative intercept indicates that the effect estimated from the
smaller studies is less than the effect estimated from the larger studies.
Begg’s test
This section paraphrases the mathematical development and discussion in the Begg and Mazumdar paper (the paper also


















;be the estimated effect sizes and sample variances from
k studies in a meta-analysis. To construct




































































Correlate the standardized effect sizes,
t
￿
i, with the sample variances,
v
i, using Kendall’s rank correlation procedure and
examine the
p value. A signiﬁcant correlation is interpreted as providing strong evidence of publication bias.























2,w h e r e





Q is the number of pairs ranked in the opposite order. This statistic does not apply a continuity correction. The authors





i but, instead, apparently break













u procedure to calculate the correct statistic, whether ties exist or not, and presents the
z and
p values with and
without the continuity correction.
Begg and Mazumdar report that the principal determinant of the power of this test is the number of component studies in
the meta-analysis (as opposed to the sample sizes of the individual studies). Additionally, the power will increase with a wider
range in variance (sample size) and with a smaller underlying effect size. The authors state that the test is fairly powerful for
a meta-analysis of 75 component studies, only moderately powerful for one of 25 component studies, and weak when there
are few component studies. They advise that “the test must be interpreted with caution in small meta-analyses. In particular,
[publication] bias cannot be ruled out if the test is not signiﬁcant.”12 Stata Technical Bulletin STB-41














l). The stratiﬁed test statistic, without



































s values with and without the continuity correction.
Begg and Mazumdar assume that the sampling distribution of









),w h e r e
￿ is the common effect
size to be estimated and the
v
i are the variances, which depend on the sample sizes of the individual component studies. They
argue that the normality assumption is reasonable because
t is “invariably a summary estimate of some parameter, and as such
will possess an asymptotic normal distribution in most circumstances.” The subsequent asymptotic-normality assumption for
z
s
inherently follows from this argument.
Egger’s test
This section paraphrases the method development and discussion in the Egger et al. paper. (The paper also provides an
empirical evaluation, based on only eight examples from the medical literature, of the ability of the regression asymmetry test


















; be the estimated effect sizes and sample variances from
k studies in a meta-analysis. Deﬁne




























i. (In this form of
standardization,
t






weighted linear regression with weights









1. A signiﬁcant deviation from zero of the estimated
intercept,
b
￿, is interpreted as providing evidence of asymmetry in the funnel plot and of publication bias in the sampled data.
Egger et al. ﬁt both weighted and unweighted regression lines and select the results of the analysis yielding the intercept
with the larger deviation from zero. This insert implements only the weighted analysis.
Egger et al. do not provide a formal analysis of coverage (i.e., nominal signiﬁcance level) or power for this test, though
they do provide a number of assertions about power. First, they state that “[i]n contrast to the overall test of heterogeneity, the
test for funnel plot asymmetry assesses a speciﬁc type of heterogeneity and provides a more powerful test in this situation.”
Second, they state that “[i]n some situations
:
:
:power is gained by weighting the analysis.” Lastly, in a comparison to the Begg
and Mazumdar test, they state that “the linear regression approach may be more powerful than the rank correlation test.” Egger
et al. note, though, that “any analysis of heterogeneity depends on the number of trials included in a meta-analysis, which is
generally small, and this limits the statistical power of the test.”
Although the paper provides no formal analysis in support of these assertions, an empirical evaluation based on eight
examples from the medical literature is reported. This evaluation assessed the ability of the regression asymmetry test to correctly
predict whether a meta-analysis of smaller studies will be concordant with the results of a subsequent large trial. For these eight
examples, the test detected bias in 3 of 4 cases where a meta-analysis disagreed with a subsequent large trial and indicated
no bias in all 4 cases where the meta-analysis agreed with the subsequent large trial. In contrast, the Begg and Mazumdar test
was signiﬁcant for only 1 of the 4 discordant cases (but like Egger’s test, for none of the concordant cases). Nonetheless, eight
example cases are too few to be statistically convincing and the test remains unvalidated. Further, the lack of coverage analysis
leaves open the question of false-positive claims of asymmetry and publication bias. Interestingly, if the Egger’s publication bias
test is too liberal (a concern that the author of this insert holds), that translates into conservativeness at the meta-analysis level
since the bias test will suggest too frequently that caution is needed in interpreting the results of the meta-analysis.
An approximate stratiﬁed test can be constructed using logic similar to that of Begg and Mazumdar (although Egger et
al. did not do so). Let
a




l be the variance of
a
l.T h e
























and is assumed to be distributed asymptotically normal. In this form, the stratiﬁed estimate is simply the variance-weighted,
ﬁxed effect meta-analysis of the intercepts. This stratiﬁed test is implemented in this insert.Stata Technical Bulletin 13
Examples
Begg and Mazumdar illustrated their method with examples from the literature. The ﬁrst example examined the association


















































r is used because the data were provided as log-odds ratios and variances and this avoids the, admittedly, small





























































































































































































































































































































































































































































































































































































































s procedure corrected the standard deviation of
Kendall’s score for ties; and second, Begg and Mazumdar apparently carried out their calculation on data that differs slightly
from the data they report in their appendix.




















that it, it was incorrectly entered as
(0.41
;0.083
). Recalculation of the test statistic with ties broken, and with the data modiﬁed
to match the published graph, yields the published results.
Begg and Mazumdar report that their
p of 0.08 is “strongly suggestive of publication bias.” Correction of the data and
calculation of the test statistic to account for the ties, as shown above, weakens this conclusion. Application of the continuity
correction further weakens the conclusion. Nonetheless, with only 29 component studies, the test is expected to have only
moderate power at best, and the existence of publication bias cannot be ruled out.







= 0.012), strongly indicates the presence of asymmetry and
publication bias. Further, the sign of the coefﬁcient (positive) suggests that small studies overestimate the effect (or, alternatively,
that negative and/or nonsigniﬁcant small studies are not included in the Cottingham and Hunter dataset). The slope coefﬁcient,
0.511, which is an estimate of theta (that in a weak sense might be considered to be adjusted for the effects of publication bias),
is smaller than the effects estimated from meta-analysis of these data using either ﬁxed-effects (theta
= 0.655) or random-effects
(theta
= 0.716). These differences in effect estimates are consistent with those expected when small, negative studies are excluded.












) option, graphically shows this test and points out that the
analysis is dominated by one large, very precise study. The plot also shows that the data near the origin are systematically
elevated.












additional support for this interpretation.
(Figures on next page.)14 Stata Technical Bulletin STB-41
Figure 1 Figure 2
Most of the data points in the Begg plot fall above the meta-analytic effect estimate and there is a visible void in the
lower right of the funnel, that is, in the region of low effect and high variance. This is the region where studies most likely to
be subject to publication bias would appear. It is notable, though, that since the meta-analytic effect estimate and most of the
individual component effect estimates are substantially above zero, the effect of publication bias, if any, would be to inﬂate the
estimate rather than to lead to an incorrect conclusion about the existence of an effect.
Begg and Mazumdar’s third example called for the use of the stratiﬁed test. These data examined the association between

































































e is to be











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































= 0.049) provides strong evidence that publication bias exists in the chlorinated drinking
water and cancer literature. (These results also differ slightly from those published by Begg and Mazumdar in that the published
score for the Pancreas strata is 6, leading to an overall score of 35 and slightly different test statistics for this strata and the
overall statistic. Results for all other strata agree.) Again, the Egger test provides a stronger indication of the possible presence
of publication bias in this literature. Four site-speciﬁc strata (Breast, Colon, Pancreas and Stomach) reach statistical signiﬁcance
and the
p value for the overall test is more signiﬁcant than that of Begg’s test, 0.000 versus 0.049. All but one of the individual
bias coefﬁcients are positive, as is the overall bias coefﬁcient, suggesting that the small studies in this Morris et al. dataset are











1 number of studies
S
5 Begg’s




6 Egger’s bias coefﬁcient
S








8 overall effect (log scale)
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sbe20 Assessing heterogeneity in meta-analysis: the Galbraith plot
Aurelio Tobias, Institut Municipal d’Investigacio Medica (IMIM), Spain, atobias@imim.es
Graphical methods are frequently used in meta-analysis to complement the statistical analysis of clinical and epidemiological
data. If the number of studies evaluated in a meta-analysis is small the assessment of heterogeneity is complicated. A range
of tests to assess heterogeneity are available (Fleiss 1981), but they tend to have low power against the alternative (Laird and
Mosteller 1990). Moreover, it is difﬁcult to have a visual impression of the amount of heterogeneity from common meta-analysis
diagrams (Gladen and Rogan 1983, Galbraith 1988). Hence, graphical methods are particularly important to check and to explore






r performs the Galbraith plot (Galbraith 1988), which has been more recommended (Thompson 1993)
than other graphical methods to investigate heterogeneity in meta-analysis. This command can be useful to complement the




a command (Sharp and Sterne 1997).
The Galbraith plot
Following the notation by Sharp and Sterne, let us assume that
^
￿
i is the estimated treatment effect
￿


















i. Different log rate ratios, log odds ratios or log hazard ratios are therefore represented on the diagram by straight
lines to the origin for different gradients. In particular, it could be veriﬁed that the (unweighted) regression line constrained
through the origin has a slope equal to the overall log odds ratio in a ﬁxed effects meta-analysis. Heterogeneity may be assessed
by the contribution of each trial
i to the overall
Q statistic (DerSimonian and Laird 1986) for heterogeneity. This investigation
can also be performed visually from a Galbraith plot. The position of each trial on the horizontal axis gives an indication of the
weight allocated in the meta-analysis. The vertical axis gives the contribution of each trial to the
Q statistic, that is, to say the
distance between each trial point and the regression line is equal to
q
2





















i . Points outside
the conﬁdence bounds (positioned 2 units above and below the regression line) are these trials which have a major contribution
to heterogeneity. In the absence of heterogeneity we could expect all points within the conﬁdence limits. The Galbraith plot
can also be used to investigate possible sources of heterogeneity by labeling the points in the graph by different covariates,
for example type of trial, duration of treatment, or drug differences. We should note that this is a post-hoc investigation and
interpretation should be made with caution (Thompson 1993).
Syntax









r works on a dataset containing the estimate effect, theta, and its standard

























) supplies a variable which is used to label the studies. If the data contains a labeled numeric variable, it can also
be used.16 Stata Technical Bulletin STB-41




















) is useful to check the direction and intensity of the overall effect estimated in a ﬁxed effects meta-analysis by

































) are not suggested.
Example





r with data from seven placebo-controlled studies on the effect of aspirin in preventing death





































































































































































































































































































































































































































































































































































































































































































































































= 0.126). However, this test has been criticized due to its lack of sensitivity to detect heterogeneity (Spector and Thompson
1991). For this reason, Fleiss recommends to use a large signiﬁcance level
￿, say 0.10 to 0.20, rather the usual 0.05. The output
of the Galbraith plot presents strong visual evidence of heterogeneity between the studies. There is a clear inﬂuence of the
largest study, ISIS-2, becoming the major weight contributor to the overall ﬁxed-effects estimate. The second largest study, AMIS,





























See Figure 1 below.








= 0.960), also conﬁrmed by the Galbraith plot. Hence, a random effects model should be more
















































See Figure 2 below.
(Figures on next page.)Stata Technical Bulletin 17
Figure 1. The Galbraith plot for the seven studies evaluated. Figure 2. The Galbraith plot, excluding ISIS-2 and AMIS studies.










r works on data contained in frequency records, one for each study or trial. If we have















I am grateful to Michael Hills for introducing me to and helping me with Stata programming language, and to Joan B.
Soriano for his technical assistance.
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sed9.1 Pointwise conﬁdence intervals for running
Peter Sasieni, Imperial Cancer Research Fund, UK, p.sasieni@icrf.icnet.uk















g provides a substantial improvement over the old. The syntax is unchanged except where new options are available.
The new version offers the following additional features.
1. Analytic weights are allowed. The weights do not affect the “windows” i.e., the observations considered to be “nearest
neighbors.” Rather it is assumed that the variance of yvar is inversely proportional to the weights. Frequency weights would
require a new algorithm to select the “neighbors” and are therefore not allowed. Observations with zero, negative or missing
weights are treated as missing.
2. Standard errors and conﬁdence bands can be calculated and added to the graph for simple smoothers. When the ﬁt is
by locally weighted least squares, it is easy to estimate the standard errors of the ﬁtted values. The program uses a local
estimate of the variance of an observation with unit weight.
3. Twicing is permitted. Thus one may smooth the residuals from the initial ﬁt and add the two smooths to give the ﬁnal ﬁt.
The same smoother must be used for both the raw data and the residuals.18 Stata Technical Bulletin STB-41
4. The maximum span for a running line smoother has been increased from 1 to 2. A span of 2 yields the usual straight line
(weighted) least squares ﬁt.
We have also taken the opportunity to correct a few minor bugs and to reﬁne the Stata code. The new program has been







g will work even
when there are tied values in xvar and between 1 and
N



































































































g smooths yvar on xvar. By default, the smoothed version is a running line: a running mean is also available. A
graph of yvar together with its smooth is plotted against xvar, unless suppressed. If xvar is not provided, then yvar is smoothed






) speciﬁes the number of nearest neighbors on each side to be used. The argument of
k
n
n can either be an integer or
the name of an integer value variable.
k
n
n is stored in
$
S








n. The formula for calculating the default value of
k
n













































must be be in the range
(0
;2































t increases the time






































e carries out Tukey’s “twicing” procedure whereby residuals from the original ﬁt are smoothed and added back to the ﬁt to
obtain the ﬁnal smooth (“smoothing the rough” or “reroughing” in Tukey’s terminology). The result is somewhat rougher
than would have been obtained without the application of twicing, but may be a better ﬁt to the data.
c































































) creates bvar containing the local slope estimates. They constitute a local estimate of the derivative of the smoothed



















t transforms the smooth and plots the
y-axis on a logit scale. 0–1 observations are automatically jittered in the vertical











h suppresses displaying the graph.












y;s e e[ R] graph twoway.
Examples
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The default value of
k
n





=2w h e r e





































t is the function yielding the integer part of its argument.

























Standard errors are calculated based on the local weighted least squares ﬁt. Conﬁdence intervals take account of sampling








g uses the weighted mean residual sum of squares for the neighbors of the observation. The nominal coverage of














t option with data that are binomial outcomes with sample sizes of between 1 and





























































































































































































































Figure 1. Smoothing binomial outcomes.
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Figure 4. Illustrating possible bias.
















































































Figure 5. Reducing bias by twicing. Figure 6. Bias can be greatly reduced by using a smaller span.






































































n is 2, the ﬁt is excellent to this noiseless data, but


































(Figure 8 on next page.)22 Stata Technical Bulletin STB-41
Figure 8. Wide conﬁdence intervals when
k
n
























































































Figure 10. A good choice of
k
n
n (20).Stata Technical Bulletin 23
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sg44.1 Correction to random number generators
Joseph Hilbe, Arizona State University, atjmh@asuvm.inre.asu.edu
Walter Linde-Zwirble, Health Outcomes Technologies, walter122@aol.com










o program that Walter Linde-Zwirble and I wrote for STB-28 does not
work from mean values such as 100. I discovered that the largest allowable value for the mean was 83. The reason is the value













e into the program.
The program has been so amended.
































o, I have made necessary





















o programs that incorporate the above enhancements.
My thanks, of course, go to Professor van Melle and to another who discovered the mean limitation (I’m embarrassed that I
don’t recall his name—and apologize).
sg53.2 Stata-like commands for complementary log-log regression
Joseph Hilbe, Arizona State University, atjmh@asuvm.inre.asu.edu
A maximum-likelihood complementary log-log regression program was published in the July 1996 STB-32 (Hilbe 1996).











o, includes a variety of options including a host of residual statistics. Moreover, both
ungrouped and grouped data situations can be modeled from within the same program. However, the old cloglog program was







g to more exactly































































g, which models grouped























g when StataCorp makes the additional setting from within the
s
w
command. It is an easy task, but I chose not to change StataCorp’s own program. Perhaps it will be amended when this program
is published.
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sg75 Geometric means and conﬁdence intervals
John Carlin, University of Melbourne and Royal Children’s Hospital, Australia, j.carlin@medicine.unimelb.edu.au
Suzanna Vidmar, University of Melbourne and Royal Children’s Hospital, Australia
Carlos Ramalheira, Coimbra University Hospital, Portugal, cramal@cygnus.ci.uc.pt
The geometric mean is a natural summary statistic for a log-normal distribution, since it is the back-transform or anti-log
of the mean of the log-transformed values, which (by deﬁnition) have a symmetric normal distribution. More generally, many
right-skewed distributions are approximately log-normal and are better summarized by the geometric mean than by the mean,
since estimates of the latter may be strongly inﬂuenced by a small number of outlying values. Several textbooks point out that
the geometric mean is usually close to the median in distributions with this sort of skewness (e.g. Altman 1991, Armitage and























i, provides geometric means with conﬁdence intervals in a very similar format to
c
i. The command is an improved








































) sets the desired conﬁdence interval level to #. When speciﬁed, # must be an integer from 10 to 99. The default is to











) adds the value # to all values of varlist before the geometric mean and conﬁdence interval are calculated. This is




y has no effect unless the
a
d
d option is used. When both options are speciﬁed, the
a
d
d option will only be applied to












a contains the titres of 3 different antibodies from 188 babies after a primary course of immunization.





m) reveal that all three antibody levels have strongly skewed distributions that































































































































































T h es a m em e t h o df a i l sf o r
a
b










































































































































































































































































































































































































































































































































































































































































































Although the device of adding a constant to all values in order to remove zeros or even negative values, before taking logs,
appears to be widely used, it should be approached with caution. In particular, it is often recommended to add 1 (which means
that the minimum log value becomes 0, if the raw data have minimum 0), but this is appropriate only if the original scale of
measurement is such that most values are greater than 1. It is not appropriate to add a “very small” value (such as 0.1, 0.001),
because this is likely to create outliers relative to the variation in the remaining values, since the deﬁnition of “very small” is
always relative (it is a long way from any positive value to 0 on a log scale since the log of 0 can be regarded as negative
inﬁnity). Minimal distortion seems to result if a value of about one half of the minimum positive value in the data is added.
Even then, however, the interpretation may be somewhat awkward, since the resulting geometric mean is a summary of the
shifted distribution, not the original. Finally, if there are a large number of zeros, no transformation will achieve a symmetric
distribution, so the use of a geometric mean as a summary may not be very helpful.Stata Technical Bulletin 25
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ssa10.1 Update to analysis of follow–up studies with Stata 5.0
David Clayton, MRC Biostatistical Research Unit, Cambridge, david.clayton@mrc-bsu.cam.ac.uk
Michael Hills, London School of Hygiene and Tropical Medicine (retired), mhills@regress.demon.co.uk
All routines in ssa10 have been updated to version 2.0 in which a number of small bugs have been ﬁxed.
Reference
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ssa11 Survival analysis with time-varying covariates
Jeroen Weesie, Utrecht University, Netherlands, weesie@weesie.fsw.ruu.nl
One of the most demanding tasks in the analysis of survival time data involves data management in constructing time-varying
covariates. In an undergraduate course on “event-history modeling” for the social sciences that I teach using Stata, a large fraction
of the time and inspiration of students evaporates in perspiration over trying to understand a relatively long series of arcane,








y, and the system identiﬁers
n and
N. In a desperate attempt to become more
popular with my students, and, more seriously, to redirect the student’s attention to the more substantial and statistical issues
(and, of course, to reduce data manipulation errors in my own research), I wrote a series of new commands (programs) that I
hope will facilitate survival analysis with time-varying covariates. With these new programs, performing survival analyses with
time-varying covariates will resemble much more closely how one uses other software for survival time analyses. These new
programs employ the facilities of the new
s
t package for survival time data that was introduced in Stata 5.0. In this insert I
describe my collection of new
s
t programs, with a series of examples. My description presupposes that the reader is already
familiar with the
s






t, you should probably read it before reading on here.
Let me start with some more or less formal descriptions of the ﬁve new programs. After these descriptions, we illustrate






your data before using the commands.
Time-varying covariates: Discrete transitions


































































































































































































































































l modiﬁes an existing time-varying covariate so that is takes value exp-0 for t


































































































































) consists of an odd number of expressions,























These commands can of course be invoked more than once in a job, in any combination, to create and manipulate one or
more time-varying covariates. Episode splitting will always be performed transparently. If necessary, these commands generate











x for details on the names.




) is not optional; it speciﬁes the time, expressed as the elapsed time since time 0, at which the TVC changes from exp-0



























































































































































). The expression should evaluate to nonmissing.
Time-varying covariates in Cox regression
































































c creates the risk-pool expanded data in st-format, so that time-varying covariates can be generated in terms of





































c with the list of variables that you will use as






























) speciﬁes a typically small number so that a case that is in the risk set at time










]. Inﬁnitesimal episodes rather than
n death-on-arrival-episodes are required in Stata





be set to a number that is small compared to the measurement unit of time.
e
p















x, observations with equal values of the variables are assumed







a are used in risk-pool expansion so that records are replicated only at all times at which failures














c expanded data that do not account for the strata wastes memory but produces otherwise correct
results.
General options










w change whether the other
s
t commands are to display the identities of the key
s









e speciﬁes that the data are preserved before data manipulation, so that the data will be restored in original form after
pressing the break key.
These programs expand and may substantially modify the data in memory. As a consequence, you can’t undo the modiﬁcations
to the data. Before using the programs you should thus save your data. Beware that the programs do not obey the Stata convention





r to protect a user from (unintentional)
destruction of data. Survival analysis with time-covariates is not for the faint-hearted anyway.
These programs support multi-record and recurrent event data, data with late entry, with gaps, etc. The programs automatically
manipulate the entry times (
t
0), exit times (




d), and the case identiﬁer (
i
d). If these variables





t, the programs will generate these variables automatically with the following names and














: whichever did not yet


























d is created with value 1, meaning that all cases died.
Example 1
The exponential regression model (without time-covariates) assumes that the hazard rate






































￿ are the regression coefﬁcients to be estimated. Note that the exponential model ﬁts into the class of proportional
hazards models with constant baseline hazard
￿
0. Here it is assumed that the baseline hazard is piecewise constant on a predeﬁned




















































































This model can be estimated in Stata in a somewhat different parameterization (deviation contrast) by conceiving of the
model as one with
k time-constant covariates, and one time-varying dummy covariate. This involves some data manipulation.




















With episode splitting at time
T















































































































































































































While the logic of these commands is fairly simple, it is a lot of work, it requires relatively intricate understanding of






n it becomes very simple to manipulate data in





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We will now estimate a piecewise constant exponential regression model with episode splitting at the median survival time.
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We see that episodes were split for cases 45 and 46; they survived after time 17.












































































































































































































































































































































































































































































































































































































































g output for the unexpanded and expanded data are identical. This should be, since the expanded data
organization is just a less economical way for describing the same information. The careful reader may have noticed that the
“Log likelihood” values are not the same. This is due to the fact that, as explained in Stata Reference Manual, vol. 3 (p. 355),
Stata does not display the true log likelihood.





































































































































































































































































































































































































































































































































































































































e is very signiﬁcant: the death after time 17 is about three times higher than before time 17. Thus, we can
reject the exponential regression model that assumes time-constancy.
To me, a piecewise constant model is not very attractive because its baseline function is so discrete. Does it make sense to
assume that death rate just before 17 may be totally different than right after 17? Thus, we may, in this case, actually prefer a






















assumes that the baseline hazard is monotone, i.e., increasing or decreasing. In many situations it may be more reasonable to
assume that survival is inverse-U shaped. This cannot be tested with the Weibull speciﬁcation. (We may of course inspect the
Kaplan–Meier estimate of the survival rates, adjusted for the covariates, for a visual test.) Currently, Stata does not estimate
survival models with non-monotone hazard rates such as the log-normal and log-logistic models. However, with the piecewise
constant model with more than 2 episodes, a fairly crude test can be made.






y that is 1 at times
[0
;8






n is to construct





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e larger than 1. Thus, the three-period
discretization of the baseline hazard supports the claim that death rates increase with survival time.













































































































t created a time-varying variable that identiﬁes the respective episodes. In the example,
t
v
c takes value 1 on the episode
[0
;8
), 2 on the interval
[8
;17



















) for episode splitting at regular intervals. Below, we will


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We now illustrate the commands for the construction of time-varying covariates in an example in which the transition
times for a covariate varies between subjects. The example is based on the Coleman–Hoffer research project “High school and















d Censoring (0) vs drop-out (1)
s
e














e part-time student 1=yes, 0=no
l
a
g time lag high-school graduation – entry in college (in months)
m
r
g time of marriage; 99=never (number of months since jan 1980)
s
t

















































































































































































































































































































































































Let us verify the number of episodes in which a student is married. This should equal the number of students who married








































































































































































































































































































































































































































































































































































































































































































































































































































































































We conclude that married students have a 4 times higher rate of drop out than non-married students. One may wonder




















































































































































































































































































































































































































































































































































































































































































































































































































Many survival time data are very discrete. For instance, in research on labor market mobility, career changes are often only
recorded in units of a month, reﬂecting both the institutional organization of the labor market (labor contracts usually expire by
the end of the month) and “crude” measurement (“interval-censoring” to use the technical term) of careers in interviews. Discrete








in some binary response model using covariates that depend only on time (compare the baseline hazard in proportional hazards
models) and covariates that depend on personal characteristics (and possibly time; these are of course time-varying covariates).
The discrete time approach requires the creation of a so-called “person-period” ﬁle in which a person (case) is described






















) speciﬁes the degree of coarseness of the required time

















































For comparison with the discrete-time version below, we estimate the continuous time models that assume that the hazard






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Note that in these data, the survival time is an integer variable with measurement unit equal to 1 month. We can create a


































































t returns st-data that are equivalent to











































































































































































































































































































































4 with entry time 0 and survival until time (month) 11 at which she died of cancer. This history is
represented by 11 cases associated with survival months. All but the ﬁrst period (month) have late entry, and all but the last






4 has a survival time of 10 periods (months) and all periods are censored. Note that in the














g simply reproduces the output shown above,
but takes more time because of the non-economical representation in person-period data. We can also use the data to estimate
a discrete time analog of an exponential regression model. In this model, the failure/censor variable becomes the dependent











































































































































































































































































































































































































































































































The odds ratios of the variables in the discrete time model are indeed very similar to the hazard ratios of the variables
in the continuous time model. Also, the standard errors are comparable. You may actually prefer robust standard errors. It can
be shown that you have to specify the variant with clustering on the case identiﬁer (
i







































































































































































































































































































































































































































































































































































































)) is actually more appropriate if the time-discreteness is due to crude
measurement of a continuous survival time that follows a proportional hazards model (Collett 1994). Generally, however, the







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































g are roughly the same for the continuous and discrete-time version. But what about the shape
parameter
p? Above, we have seen that the maximum-likelihood estimator of





















= 1.786 which is again close to the maximum-likelihood estimator.
It is also possible to estimate discrete time analogs to survival time models that are currently not supported by Stata.
An example is the Gompertz/Bailey regression model that assumes that the (log)-probability of failure depends linearly on the
survival time. The discrete-time variant of this model can be estimated by simply including the
t

























































































































































































































































































































































































































































































































































Finally, Efron has suggested discrete time methods with a ﬂexible model for the pure time dependency as an alternative to





















































































































































































































































































































































































































































































































































































































































































































































According to the estimated model, we have little reason to assume that the (logit-) conditional probability of failure depends
nonlinearly on survival time. The disadvantage of linear splines is, of course, that the knots have to be speciﬁed exogenously.

































































































































































































































































































































































































































































































































































































































































































































t the pure time effect can be assessed graphically. According to this plot, the discrete hazard is approximately
S-shaped in survival time.
So far, we have included
a
g
e as a time-constant variable in the analyses. However,
a
g
e is clearly time-dependent—some





is easily constructed. We have to be aware that
a
g






































































































































































































































































































































































































































































































































One can construct other time-varying covariates in terms of
t
0. Since the cancer data does not provide any meaningful
data here, we leave this point to the reader.
In this discussion, we have chosen to consider discrete time in units of one month. This is clearly somewhat arbitrary. Why
























It can be shown mathematically that with decreasing episode length, the estimates of, for instance, the discrete time Weibull
model converge to the estimates of the continuous time model. In practice, we often have to move in the other direction: larger
periods. The reason is that person-period ﬁles may consume a fair amount of memory if the dataset comprises many cases, or







t command can also be used to create a person-period ﬁle in which a period
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m were identical, this is no longer

















d has scale “quarter.”
































































































































































































































































































































































































































































































































































Comparing the output of the discrete Gompertz models with data in months or time-aggregated to quarters, we see that the
differences are very small indeed. In my experience, this is generally the case.
Example 4: Continuously varying covariates in Cox regression
We will now discuss how to estimate Cox regression models with continuously varying covariates. We want to stress that
the method outlined below is not applicable to parametric survival time models. It is important to recall a theoretical property
of the estimation method of Cox regression: the partial-likelihood inference method used to estimate the Cox model depends on
survival data only via the composition of the risk pools at the failure times, i.e., at the times at which at least one of the subjects
in the sample failed (died). Thus, in partial-likelihood estimation of a Cox regression model, covariates are only “evaluated” at
the failure times; it does not matter what happened with covariates between failure times. It follows that “continuously varying
covariates” in Cox regression are essentially covariates that change at failure times. Note, again, that these time points depend
on the sample, and are not deﬁned exogenously. In particular, and somewhat oddly, these time points involve what happened to
other subjects, and do not depend on characteristics of the subjects themselves. Moreover, inference is not affected if a subject
“disappears” from observations between failure times, as if a subject is only at risk during an inﬁnitesimal period at the failure
times.
How can these theoretical properties of partial-likelihood inference be put to use for Cox regression analyses with time-







l (Gould 1997) does the more tricky part of expanding a subject to all event times







l modiﬁes the failure/censor indicator (“died”), and returns a variable that numbers



























l does not modify the entry
times
t
0 and the failure times















l that forms the risk









Time-varying covariates can now be constructed in terms of the time variable t, i.e., the name of the survival time variable.
Readers familiar with the survival modules of other statistical programs will be used to deﬁning time-varying covariates in terms
of a “system variable,” labeled TIME (BMDP), t (Statistica), T (SPSS), (time) (LIMDEP), TIME (TDA), etc. For instance, in some























































l), Stata users now can deﬁne time varying covariates using the
















require a huge amount of memory. Thus, users should only keep the cases that are used, and drop all variables that will not be








c with a varlist, it
will keep only the selected variables, along with the variables that are used by the
s
t package (the entry and survival times, etc.)















l) can form the risk pools, Stata is really very much faster than these other programs.
As a ﬁrst illustration, we consider again the data on school drop-out. In Example 2 we saw that being married increases the
drop-out rate four-fold. We want to study whether the duration of marriage affects the drop-out rate even further. After loading
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d, we simply have to compare the (calendar) time at an episode with













































e) has become dynamic. We can now

























































































































































































































































































































































































































































































































































































































































































































Apart from the “time at risk” nothing has changed—as it should be. The “time at risk” has become so small because
in the risk-pool expanded format, subjects are only at risk during the very small periods at which one of the subjects failed
































































































































































































































































































































































































































































































































































































































































































































































































We ﬁnd no evidence that duration of marriage affects drop-out, though we have to be careful with this conclusion since
being married and the duration of marriage are relatively highly correlated in these data.
In a second illustration, we tackle the problem discussed by Bill Gould in the statistics part of the Frequently Asked













m). Gould explains how an interaction effect between dynamic time and a
time-constant covariate can be estimated via a person-period ﬁle—the method that we discussed above—and he illustrates this



















































































































































































































































































































































































































































































































































































































































































































































































c reports that it added 230
￿26
= 204
cases. The size of the risk-pool data format (230) which compares quite favorably to the size of the person-period ﬁle (with
time-unit 1): This ﬁle contained over 15000 observations.






























































































































































































































































































































































































































































































































































































































































































These results are identical to those reported by Collett (1994) and Gould (1997). (The reader who has consulted Gould’s
answer on FAQ may have noticed that Gould stresses that his method is only approximately right. Although Gould is right
that Stata can only deal with covariates that change at discrete time points rather than continuously, this does not matter in
Cox-regression in which continuously varying covariates are indistinguishable from covariates that change at properly deﬁned
time points.).

























Note that this model implies that




) is itself time-constant, the “proportional” hazard model implies



























































which is independent of time. Of course, if the covariates are themselves time-dependent, the term proportional doesn’t make
much sense anymore. A well-known method to test the assumption that
￿ is itself time-constant is to embed
￿ in a time-varying
model, and test the hypothesis that






























































































































































































































































































































































































































































































































































































































































































































































































c to bring the data into a suitable format, and then creating the interaction effects of
the covariates and the survival time variable. Please be aware that forming these interaction effects on the unexpanded data and
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We tested the assumption that
￿
= 0, i.e., there is no time-linear trend in
￿ with a Wald test and with a (partial-)likelihood












t doesn’t understand the
difference between the number of records in a dataset and the number of observations.) These tests are asymptotically equivalent
under
￿
= 0; I know of no studies comparing the power of these tests against meaningful alternatives. In this case, both
speciﬁcation tests do not reject the proportional hazards model.
A fourth and ﬁnal illustration of Cox regression with time-varying covariates may be of some interest because of a conceptual






r data discussed before. One of the explanatory variables for surviving
some cancer treatment is
a
g
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































0, and that 525 records were added.
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Compare the output of Cox regressions with age-at-time-zero and time-varying-age respectively. There are no differences



































































































Cox’s semi-parametric regression model seeks to make inferences about the regression coefﬁcients
b without making










inference on the regression coefﬁcients is not affected! More generally, effects of covariates that change over time in the same
way for all cases (within each stratum) are indistinguishable from time-invariant covariates when analyzed with a Cox regression
model.
Dependencies
The commands in this insert use commands previously written by Weesie (1997a, 1997b) and Gould (1997). These previously
written commands are included on the STB-41 disk.
Programming remarks










not allow expressions that include parentheses in options. For the construction of time-varying covariates, this is often an

























































p is not installed, the st-commands still (should) work, but of
course you cannot invoke them with expressions with embedded parentheses.










and options. Expressions may of course contain commas. Thus, one cannot simply decide that all text after the ﬁrst comma
is the options part; rather, one has to search for the ﬁrst comma that is not embedded within parentheses.












y constructs. In this format, the







l used a different approach that depends heavily on the
predictable order of records after expansion, and thereby avoids costly sorting. In a number of tests, I learned that my code
was sometimes somewhat faster than Gould’s type of coding, but never by more than 50%; on the other hand, Gould’s







l for large datasets with
relatively few ties. I thus decided to switch to Gould’s type of coding. The disadvantage is that I made these changes rather
quickly, and the new programs are not as well tested as they should be. But, be merry, if something goes wrong, at least
you don’t have to wait so long to notice it.
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sxd1 Random allocation of treatments in blocks













c produces a data ﬁle






c addresses 4 (of the many) objectives of the design of a RCT:
1. Random allocation of treatments to subjects. Each block represents a random permutation of the treatments speciﬁed.
2. Avoiding unnecessary imbalance in the number of subjects allocated to each treatment. Allocation within blocks of reasonable
size achieves this. In the case of a trial with
k treatments, even in the event of unexpected termination of the trial, the
imbalance will be at most
1
=
k times the size of the largest block used.
3. Maintenance of blinding by concealing the pattern of the blocks. A sequence of block sizes is chosen at random (from 3
to 7 different sizes, with equal or unequal probabilities, may be speciﬁed). Such a scheme makes “breaking the blind” by
working out the block pattern extremely difﬁcult.
4. Ensuring that a record is kept of the randomization protocol. Good practice dictates that the randomization schema for a





































o to write a record of the options speciﬁed (seed, number of subjects requested
etc) and certain other useful information (number of blocks used, number of subjects randomized) as notes into the data




















o). (The clue that this is possible—that is, saving other than just straight text as a note—comes from the fact




























































































c requires speciﬁcation of 3 variables that will appear in the dataset that the command creates and saves:
BlockIdvar is the variable identifying each block.
BlockSizevar stores the block size.







c creates a fourth variable, named Order, which stores the original random allocation sequence. This




























































c supports 2, 3 or 4 arms. If unspeciﬁed,
































































will yield possible block sizes of 3, 6, 9, 12, and 15. The default value is 5. Note that it is quite possible not to realize















e option, each block
would appear on roughly 20% of occasions. This may not be desirable: too many small blocks may allow breaking the
blind; too many large blocks may compromise balance of treatments in the event of premature closure. The default choice is













l appeared, allocation of block sizes would be in the ratio of 1:4:6:4:1. That is, the relative frequency




t option below for another way to limit the number of small
blocks, albeit at the cost of increasing the number of large blocks. The number and proportions of the different block sizes






) speciﬁes the initiating value of the sequence deﬁning the block sizes. When not speciﬁed the default is the number












> 1 has been speciﬁed for a 2 treatment trial, when the default





























































t were unspeciﬁed, the block sizes































































allocates treatments A and B at random in a ratio of 1:1 in blocks of sizes 2 4 6 8 and 10 to 100 subjects. Block sizes are







































































































































































allocates treatments A and B at random in ratio of 1:3 in blocks of sizes 8 12 16 and 20 to 920 subjects using Stata’s default






























































allocates treatments A B C and D at random in ratio of 1:1:1:1 in blocks of sizes 4 8 12 and 16 to 4984 subjects using the
default seed. Block sizes are roughly in ratio of 1:3:3:1.





























































































































































































































Ideally, this would be captured in the user’s log ﬁle. Otherwise, the table could subsequently be reproduced from the saved ﬁle



























































































a, and, at its conclusion, reads this data ﬁle back into memory. If memory












































































































































































































































































Note that 4988 subjects were allocated (compared with 4984 requested). The dataset would show that the 4984th subject



























































































































































































































































































































































































































































































tt7 Random walk tutorial
Albert Verbeek, Utrecht University, Netherlands









k displays some interesting random walks in 1 and 2 dimensions. In particular, the tutorial demonstrates
that while Gaussian (normal) and Cauchy distributions are in many respects quite similar (e.g., both distributions are symmetric
and bell-shaped; many observations are required to distinguish them), there is a distinct qualitative difference between Gaussian
and Cauchy random walks.












t into your Stata directory, where the other tutorial





t) are also placed. Note that it is probably not the same directory where your ado ﬁles are located.


















and read the explanations on the screen.
A ﬁrst draft of the random walk tutorial was written in Stata version 1 by Albert Verbeek, professor of mathematical
sociology at Utrecht University, shortly before he died. According to Verbeek’s documentation, the tutorial was based on Huber’s
ISP random walk demo. I recently relocated this tutorial ﬁle, and made the modiﬁcations to the coding to make it ﬁt into Stata’s
tutorial system.Stata Technical Bulletin 47
STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
snp nonparametric methods svy survey sampling
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
srd robust methods & statistical diagnostics
In addition, we have granted one other preﬁx, stata, to the manufacturers of Stata for their exclusive use.
Guidelines for authors
The Stata Technical Bulletin (STB) is a journal that is intended to provide a forum for Stata users of all disciplines and
levels of sophistication. The STB contains articles written by StataCorp, Stata users, and others.
Articles include new Stata commands (ado-ﬁles), programming tutorials, illustrations of data analysis techniques, discus-
sions on teaching statistics, debates on appropriate statistical techniques, reports on other programs, and interesting datasets,
announcements, questions, and suggestions.
A submission to the STB consists of
1. An insert (article) describing the purpose of the submission. The STB is produced using plain TEX so submissions using
TEX (or L ATEX) are the easiest for the editor to handle, but any word processor is appropriate. If you are not using TEXa n d
your insert contains a signiﬁcant amount of mathematics, please FAX (409–845–3144) a copy of the insert so we can see





e ﬁles, or other software that accompanies the submission.
3. A help ﬁle for each ado-ﬁle included in the submission. See any recent STB diskette for the structure a help ﬁle. If you
have questions, ﬁll in as much of the information as possible and we will take care of the details.
4. A do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows us to verify
that the software works as described and allows users to replicate the examples as a way of learning how to use the software.
5. Files containing the graphs to be included in the insert. If you have used STAGE to edit the graphs in your submission, be




h ﬁles. Do not add titles (e.g., “Figure 1: ...”) to your graphs as we will have to strip them off.






























e if you are working on a Unix platform or by attaching it to an email message if your mailer allows
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