Introduction
Consider the following boundary value problem r 2 f ′′ + f = f 3 , 0 < r < ∞, (1.1) f (r) → 0, as r → 0, (1.2) f (∞) = 1, (1.3) where ′ means d/dr. This problem was proposed in [11] (Wu and Yang) for studying the monopole solution in the pure SU(2) gauge field theory. The solution to this problem is usually called Wu-Yang solution. And when people study the Yang-Mills coupled equations, for example, in [2] [4] [8] , this equation is always considered. The regular solution to this equation only comes out from this boundary value problem or equivalently f (∞) = −1. So it is useful to give a complete study for the existence, uniqueness, asymptotics and connection formulas for the parameters in the asymptotic formulas. The readers who are interested in the physics background are refered to [1] [5] . Wu and Yang [11] , Protogenov [7] and Breitenlohner, Forgács and Maison [2] obtained that the solution to this boundary value problem has the asymptotics f (r) ∼ α r as r → ∞ for some parameters α, β, γ. The current work is motivated to find the formulas for the parameters α, β and γ, which are called connection formulas for this problem.
In this paper and in [9] [10], we study this boundary value problem and finally give the connection formulas. We will show that any solution to this problem has infinitely many zeros, and the zeros have upper bound. So the largest zero r = r 0 exists. Since the equation is invarient under the scaling transformation r → c r, we just need to discuss r 0 = 1. To study the boundary value problem, we first consider the existence and uniqueness of another boundary value problem f (1) = 0, f (∞) = 1, and f (r) > 0 for r > 1, which is the work of this paper. By using shooting argument and variation method, we prove that this problem has a unique solution, and the solution has asymptotics f (r) ∼ a * log r, as r → 1, for a positive constant a * . In [9] we will find exact formula for this number a * by using analytic continuity method to study the analytic property of the solution at r = 1. In [10] , we will discuss the global solution to the boundary value problem (1.1) (1.2) and (1.3), and give the asymptotics and connection formulas. The method used in these papers would be applicible to study a more general equation r 2 f ′′ = F (f ), where F (f ) is a polynomial of f .
To study equation (1.1) we put
In Sect. 2 we prove that there is a solution y * (x) to equation (1.5) for x > 0, such that y * (0) = 0, y * (∞) = 1 and y * (x) > 0, x > 0. The method we use in this paper is the one dimensional shooting argument which has been widely used to discuss boundary value problems. In Sect. 3 we show the solution y * (x)(x > 0) is unique and strictly monotone by using variation method. In the next paper [9] , we will discuss the number a * = y * ′ (0), which will be used to analyze the global solution (−∞ < x < ∞) [10] .
Existence of the Solution
Let us consider the following problem
In this section we show that there is a positive value of a, such that the solution to (2.1) and (2.2) satisfies
First let us state a basic fact in ordinary differential equation theory [3] . We then analyze the behaviour of the solution when a is large or small. It will be shown below that when a is large, y crosses 1 before y ′ crosses 0, and when a is small, y ′ crosses 0 before y crosses 1. Then we show there is a value of a, such that y(x, a) does not cross 1, and y ′ (x, a) does not cross 0, and y(∞, a) = 1. This is the so called shooting method.
, the solution y(x) to (2.1) (2.2) satisfies
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where
Proof. Let
Multiplying equation (2.5 ) by v ′ and integrating, we arrive at
, the right hand side of the above equation is always positive. And because v ′ (0) = −a < 0, we have
or equivalently
So the lemma is proved. 2
)
Then (2.1), (2.2) become
As a → 0, w(x) uniformly on compact intervals in x tends to the solution of the problem
It's not hard to see that the solution of this problem is
We see that
Thus there exists a − > 0, such that if a ∈ (0, a − ], there is
By equation (2.9), the lemma is proved. 2 For the solution y(x, a) of (2.1), (2.2), where again a = y ′ (0), let us define
Lemma 2 shows that (1/ √ 2, ∞) ⊂ S + , and Lemma 3 shows that (0, a − ) ⊂ S − .
Theorem 1 There is a solution to the following problem
Proof. By Lemma 2 and Lemma 3, we have that S + and S − are non-empty sets. By the definition of S − and S + , we see that they are disjoint sets. By implicit function theorem, it is not difficult to show that S + and S − are open sets.
Hence there is a * > 0, a * / ∈ S − ∪ S + , such that y(x, a * ) satisfies
Let us show b = 1. There exists x 0 > 0 such that when x 0 < x < ∞,
If b < 1, we have from (2.20)
as x → ∞,which is a contradiction, since y(∞, a * ) exists. So b = 1. 2
Uniqueness of the Solution
In the last section we have proved that problem (P + ) has a solution. Now, we show that the solution is also unique. Let us start from the following lemma.
Lemma 4 If y(x)
is a solution to the problem (P + ) Proof. (i) Suppose x 1 > 0 is the first point, such that y(x 1 ) = 1. By the uniqueness of the solution, y ′ (x 1 ) > 0. We then claim that y ′ (x) > 0, for x 1 < x < ∞. If not, suppose x 2 > x 1 is the first point such that y ′ (x 2 ) = 0. Then since y ′ (x) > 0, for x 1 < x < x 2 , there is
which is a contradiction. So y ′ (x) > 0, for x 1 < x < ∞. Then we can not get y(∞) = 1, which is a contradiction. Thus y < 1. 
which implies that y ′′ (x) > 0 in a neighborhood of x 0 . So y ′ (x) is increasing in this neighborhood. By equation (3.1)
when x ≥ x 0 . We see that y ′′ (x) keeps positive, and y ′ (x) keeps increasing for x ≥ x 0 , which is a contradiction since y(∞) = 1. Therefore we have y ′ (∞) = 0.
(iii) Let y 1 = y, y 2 = y ′ , and change equation (3.1) into the system
It is easy to see that (1, 0) is a saddle point in the phase plane. Since (y 1 (∞), y 2 (∞)) = (1, 0), by the stable manifold theorem ( [3] [6]) we get that as x → ∞, (y 1 (x), y 2 (x)) lies on the stable manifold. And by standard argument [6] we have 
we see that c = d. 2 To prove the uniqueness, we use variational method. Suppose y(x, a 1 ) is a solution to (P + ). We will show in this section that when a increases a little from a 1 , y(x, a) crosses 1 at some point. We then show the root x of y(x, a) = 1 is moving left while a is increasing further more, which means for any a > a 1 , y(x, a) does not satisfies y(∞, a) = 1, i.e. they are not solutions to (P + ). So we can show the solution is unique.
For simplicity we do not directly discuss (P + ). Instead we consider the original equation (1.1). Suppose f (r, a) is a solution to the following problem for 1 < r ≤ r 1 .
(ii) If for some a = a 1 , f (r, a 1 ) satisfies f (r, a 1 ) > 0, for r > 1, and
for r > 1.
Proof. (i) By the definition of ψ (3.6), ψ satisfies
By (3.4) and (3.9), we have
Assume for contradiction r 0 ∈ (1, r 1 ] is the first point, such that ψ(r 0 , a) = 0. Then since r 0 is the first zero of ψ(r, a) after r = 1, and ψ(1, a) = 1 > 0, we have ψ ′ (r 0 , a) ≤ 0. If ψ ′ (r 0 , a) = 0, by the uniqueness of solution, ψ(r, a) ≡ 0, which is a contradiction. So ψ ′ (r 0 , a) < 0. Then since f (1) = ψ(1) = 0, we get from (3.11)
By the assumption ψ(r 0 ) = 0, we arrive at
Then f (r 0 ) > 0 implies that ψ ′ (r 0 ) > 0, which is a contradiction. So (3.7) is true.
(ii) Recalling the relation between y(x, a) and f (r, a) (1.4), and by Lemma 4 (i) , we have 0 < f (r, a 1 ) < 1 for r > 1, which implies f (r, a 1 ) has no singularity in (1, ∞) . Then by the same argument as above, we have ψ(r, a 1 ) > 0 for r > 1. Now suppose r 2 > 1 is the first point such that ψ ′ (r 2 , a 1 ) = 0, then we have
This is a contradiction because ψ(r 2 ) > 0, and f ′ (r 2 ) > 0 by Lemma 4 (ii) . So the lemma is proved. 2
Lemma 6
If f (r, a 1 ) is a solution to (3.4) , (3.5) , satisfying f (∞, a 1 ) = 1 and f (r, a 1 ) > 0 for r > 1, then there existsǭ > 0, such that for any ǫ ∈ (0,ǭ], f (r, a 1 + ǫ) crosses 1 at some point r 0 > 1, and f (r, a 1 + ǫ) > 0 for 1 < r ≤ r 0 .
Proof. By Lemma 5 (ii) and Lemma 4 (ii), there existǭ > 0,
for 1 < r ≤ r 2 , a 1 < a ≤ a 1 +ǭ, and
for r ≥ r 1 . Let v(r, a) = f (r, a) − f (r, a 1 ) for a 1 < a ≤ a 1 +ǭ. Then v satisfies the equation
14)
where r > 1. When r 1 ≤ r ≤ r 2 , a 1 < a ≤ a 1 +ǭ, by (3.12), (3.13) and (3.14) we have
By (3.13) and (3.14), we see that (3.15) is true for all r ≥ r 1 . Therefore we have
for all r ≥ r 1 . Since f (∞, a 1 ) = 1, f (r 1 , a) − f (r 1 , a 1 ) > 0, we then conclude that f (r, a) crosses 1 at some point for all a ∈ (a 1 , a 1 +ǭ], and f (r, a) keeps positive and finite before it crosses 1. 2
Theorem 2 Suppose f (r, a) is a solution to (3.4) , (3.5) . There is a unique value a = a * , such that f (∞, a * ) = 1, and f (r, a) > 0 for r > 1. Thus the problem (P + ) has a unique solution y * (x) = y(x, a * ), and y * (x) has the asymptotics y * (x) ∼ a * x, as x → 0, and y * (x) = 1 − c e −x + O(e −2x ), as x → +∞.
Proof. Theorem 1 has shown that such value of a exists. Now suppose a 1 > 0 is a value of a, such that y(x, a 1 ) solves (P + ). We want to show for any a > a 1 , y(x, a) does not satisfies (P + ). Consider the equation ( Therefore as a increases r 1 (a) monotonically decreases. Thus D = (a 1 , ∞), which means for a > a 1 y(x, a) does not satisfies (P + ) by Lemma 4. If there is another value of a which is less than a 1 , such that y(x, a) satisfies (P + ), then by the above argument, y(x, a 1 ) does not satisfies (P + ), which is a contradiction. So we have proved the theorem. 2
