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Steklov Mathematical Institute, RAS, Moscow
Abstract
A necessary condition for reversibility (sufficiency) of a quantum
channel with respect to complete families of states with bounded
rank is obtained. A full description (up to isometrical equivalence)
of all quantum channels reversible with respect to orthogonal and
nonorthogonal complete families of pure states is given. Some appli-
cations in quantum information theory are considered.
The main results can be formulated in terms of the operator alge-
bras theory (as conditions for reversibility of channels between alge-
bras of all bounded operators).
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1 Introduction
Reversibility (sufficiency) of a quantum channel Φ : S(HA) → S(HB) with
respect to a family S of states in S(HA) means existence of a quantum
channel Ψ : S(HB)→ S(HA) such that Ψ(Φ(ρ)) = ρ for all ρ ∈ S.
The notion of reversibility of a channel naturally arises in analysis of dif-
ferent general questions of quantum information theory and quantum statis-
tics [4, 13, 14, 15, 18, 20]. For example, the famous Petz’s theorem states
that an equality in the inequality
H(Φ(ρ)‖Φ(σ)) ≤ H(ρ‖σ), ρ, σ ∈ S(HA),
expressing the fundamental monotonicity property of the quantum relative
entropy, holds if and only if the channel Φ is reversible with respect to the
states ρ and σ.
It follows from this theorem that the Holevo quantity1 of an ensemble
{πi, ρi} of quantum states is preserved under action of a quantum channel
Φ, i.e.
χ({πi,Φ(ρi)}) = χ({πi, ρi}),
if and only if the channel Φ is reversible with respect to the family {ρi}.
Further analysis shows that preserving conditions for many others important
characteristics under action of a quantum channel are also reduced to the re-
versibility condition [4, 14]. In [20] it is shown that a criterion for an equality
1The Holevo quantity χ({pii, ρi}) .=
∑
i
piiH(ρi‖ ρ¯), where ρ¯ =
∑
i
piiρi, provides an
upper bound for accessible classical information which can be obtained by applying a
quantum measurement [5, 12].
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between the constrained Holevo capacity and the quantum mutual informa-
tion of a quantum channel Φ can be formulated in terms of reversibility of the
complementary channel Φ̂ with respect to particular families of pure states.
In this paper we study conditions for reversibility of a quantum channel by
using the notion of a complementary channel, whose essential role in analysis
of different problems of quantum information theory was shown recently [6,
11]. By using Petz’s theorem we prove that reversibility of a quantum channel
with respect to complete families of states with rank ≤ r implies that the
complementary channel has the Kraus representation consisting of operators
with rank ≤ r (Theorem 3). In the case of families of pure states (states with
rank = 1) this result leads to simple criterion of reversibility, which gives a full
description (up to isometrical equivalence) of all quantum channels reversible
with respect to given orthogonal and nonorthogonal complete families of pure
states (Proposition 1, Theorem 4).
Some applications of the obtained results in quantum information theory
are considered in the last part of the paper (Theorem 5 and its corollaries).
2 Preliminaries
Let H be either a finite dimensional or separable Hilbert space, B(H) and
T(H) – the Banach spaces of all bounded operators inH and of all trace-class
operators in H correspondingly, S(H) – the closed convex subset of T(H)
consisting of positive operators with unit trace called states [5, 12].
Denote by IH and IdH the unit operator in a Hilbert space H and the
identity transformation of the Banach space T(H) correspondingly.
A family {|ψi〉} of vectors in a Hilbert space H is called overcomplete if∑
i
|ψi〉〈ψi| = IH.
Let H(ρ) and H(ρ‖σ) be respectively the von Neumann entropy of the
state ρ and the quantum relative entropy of the states ρ and σ [5, 12, 16].
A linear completely positive trace preserving map Φ : T(HA) → T(HB)
is called quantum channel [5, 12].
For a given channel Φ : T(HA)→ T(HB) the Stinespring theorem implies
existence of a Hilbert space HE and of an isometry V : HA →HB⊗HE such
that
Φ(ρ) = TrHEV ρV
∗, ρ ∈ T(HA). (1)
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A quantum channel
T(HA) ∋ ρ 7→ Φ̂(ρ) = TrHBV ρV ∗ ∈ T(HE) (2)
is called complementary to the channel Φ [6].2 The complementary channel is
defined uniquely in the following sense: if Φ̂′ : T(HA)→ T(HE′) is a channel
defined by (2) via the Stinespring isometry V ′ : HA → HB ⊗ HE′ then the
channels Φ̂ and Φ̂′ are isometrically equivalent in the sense of the following
definition [6].
Definition 1. Channels Φ : T(HA)→ T(HB) and Φ′ : T(HA)→ T(H′B)
are isometrically equivalent if there exists a partial isometry W : HB →HB′
such that
Φ′(ρ) = WΦ(ρ)W ∗, Φ(ρ) =W ∗Φ′(ρ)W, ρ ∈ T(HA). (3)
The notion of isometrical equivalence is very close to the notion of uni-
tary equivalence. Indeed, the isometrical equivalence of the channels Φ
and Φ′ means unitary equivalence of these channels with the output spaces
HB and HB′ replaced by their subspaces HΦB =
∨
ρ∈S(HA)
suppΦ(ρ) and
HΦ′B′ =
∨
ρ∈S(HA)
suppΦ′(ρ).3 We use the notion of isometrical equivalence,
since dealing with a given representation of a quantum channel Φ it not easy
in general to determine the corresponding subspace HΦB.
The Stinespring representation (1) is called minimal if the subspace
M = { (X ⊗ IE)V |ϕ〉 | ϕ ∈ HA, X ∈ B(HB) }
is dense in HB ⊗HE . The complementary channel Φ̂ defined by (2) via the
minimal Stinespring representation has the following property:
Φ̂(ρ) is a full rank state in S(HE) for any full rank state ρ in S(HA). (4)
The Stinespring representation (1) generates the Kraus representation
Φ(ρ) =
∑
k
VkρV
∗
k , ρ ∈ T(H), (5)
2The quantum channel Φ̂ is also called conjugate to the channel Φ [11].
3We denote by suppρ the support of a state ρ (the subspace (kerρ)⊥).
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where {Vk} is the set of bounded linear operators from HA into HB such that∑
k V
∗
k Vk = IHA defined by the relation
〈ϕ|Vkψ〉 = 〈ϕ⊗ k|V ψ〉, ϕ ∈ HB, ψ ∈ HA,
where {|k〉} is a particular orthonormal basis in the space HE. The corre-
sponding complementary channel is expressed as follows
Φ̂(ρ) =
∑
k,l
Tr [VkρV
∗
l ] |k〉〈l|, ρ ∈ T(HA). (6)
The following class of quantum channels plays an essential role in this
paper [5, 12].
Definition 2. A channel Φ : T(HA)→ T(HB) is called classical-quantum
(briefly, c-q channel) if it has the following representation
Φ(ρ) =
dimHA∑
k=1
〈k|ρ|k〉σk, ρ ∈ T(HA), (7)
where {|k〉} is an orthonormal basis in HA and {σk} is a collection of states
in S(HB).
C-q channel (7) for which σk = σ for all k is a completely depolarizing
channel Φ(ρ) = σTrρ, where σ is a given state in S(HB).
The Schmidt rank of a pure state ω in S(H ⊗ K) can be defined as the
operator rank of the isomorphic states TrKω and TrHω [22].
The Schmidt class Sr of order r ∈ N is the minimal convex closed subset
of S(H⊗K) containing all pure states with the Schmidt rank ≤ r, i.e. Sr is
the convex closure of these pure states [22, 21].4 In this notations S1 is the
set of all separable (non-entangled) states in S(H⊗K).
A channel Φ : T(HA)→ T(HB) is called entanglement-breaking if for an
arbitrary Hilbert space K the state Φ ⊗ IdK(ω) is separable for any state
ω ∈ S(HA ⊗K) [10]. This notion is generalized in [3] as follows.
4In finite dimensions the convex closure coincides with the convex hull by the
Caratheodory theorem, but in infinite dimensions even the set of all countable convex
mixtures of pure states with the Schmidt rank ≤ r is a proper subset of Sr for each r [21].
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Definition 3. A channel Φ : T(HA) → T(HB) is called r-partially
entanglement-breaking (briefly r-PEB) if for an arbitrary Hilbert space K
the state Φ⊗ IdK(ω) belongs to the Schmidt class Sr ⊂ S(HB ⊗K) for any
state ω ∈ S(HA ⊗K).
In this notations entanglement-breaking channels are 1-PEB channels.
Properties of r-PEB channels in finite dimensions are studied in [3], where
it is proved, in particular, that the class of r-PEB channels coincides with
the class of channels having Kraus representation (5) such that rankVk ≤ r
for all k. But in infinite dimensions the first class is essentially wider than
the second one, moreover, for each r there exist r-PEB channels such that
all operators in any their Kraus representations have infinite rank [21].
Following [14, 15] introduce the basic notion of this paper.
Definition 4. A channel Φ : T(HA) → T(HB) is reversible with respect
to a family S ⊆ S(HA) if there exists a channel Ψ : T(HB) → T(HA) such
that ρ = Ψ ◦ Φ(ρ) for all ρ ∈ S.5
The channel Ψ will be called reversing channel.
Note that reversibility is a common property for isometrically equivalent
channels.
Lemma 1. Let Φ : T(HA) → T(HB) and Φ′ : T(HA) → T(HB′) be
quantum channels isometrically equivalent in the sense of Def.1. If the chan-
nel Φ is reversible with respect to a family S ⊆ S(HA) then the channel Φ′
is reversible with respect to this family S and vice versa.
Proof. Let Ψ be a reversing channel for the channel Φ, i.e. Ψ ◦Φ(ρ) = ρ
for all ρ ∈ S. Consider the channel Θ(·) = W ∗(·)W + σTr(IH
B′
−WW ∗)(·)
from S(HB′) into S(HB), where W is the partial isometry in (3) and σ is a
given state in S(HB). It is easy to see that Ψ ◦ Θ is a reversing channel for
the channel Φ′. 
Petz’s theorem gives criterion of reversibility of a channel with respect to
families of two states. It will be used in this paper in the following reduced
form.
Theorem 1. [18] Let Φ : T(HA)→ T(HB) be a quantum channel, ρ and
σ states in S(HA) such that H(ρ‖σ) < +∞. Let Θσ : T(HB) → T(HA) be
the predual channel to the linear completely positive unital map
Θ∗σ(·) = AΦ (B(·)B)A, A = [Φ(σ)]−1/2, B = [σ]1/2,
5This property is also called sufficiency of the channel Φ with respect to the family S
[13, 18].
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from B(HA) into B(HB). The following statements are equivalent:
(i) H(Φ(ρ)‖Φ(σ)) = H(ρ‖σ);
(ii) the channel Φ is reversible with respect the states ρ and σ;
(iii) ρ = Θσ(Φ(ρ)).
Note that σ = Θσ(Φ(σ)) by definition of the channel Θσ.
This theorem is proved in [18] in general von Neumann algebras setting
for normal faithful states, i.e. for full rank states ρ and σ in our terminology.
Since the condition H(ρ‖σ) < +∞ implies suppρ ⊆ suppσ, we always may
assume that σ is a full rank state. A possible generalization to the case
suppρ 6= HA is presented in Appendix 5.1 (in finite dimensions it follows
from the Theorem in [4, Sect.5.1]).
Definition 5. A family S of states in S(H) is called complete if for any
nonzero operator A in B+(H) there exists a state ρ ∈ S such that TrAρ > 0.
A family {|ϕλ〉〈ϕλ|}λ∈Λ of pure states in S(H) is complete if and only if
the linear hull of the family {|ϕλ〉}λ∈Λ is dense in H. By Lemma 2 in [13] an
arbitrary complete family of states in S(H) contains a countable complete
subfamily.
Petz’s theorem implies the following criterion for reversibility of a channel
with respect to countable complete families of states.
Theorem 2. [13] A quantum channel Φ : T(HA)→ T(HB) is reversible
with respect to a complete countable family {ρi} of states in S(HA) if and
only if ρi = Θρ¯(Φ(ρi)) for all i, where ρ¯ =
∑
i πiρi and {πi} is any non-
degenerate probability distribution.
3 Conditions for reversibility of a channel
3.1 Families of states with bounded rank
For a given channel Φ : T(HA)→ T(HB) let HΦB =
∨
ρ∈S(HA)
suppΦ(ρ) and
m(Φ) =
{
dimker Φ∗ if HΦB = HB
dimker Φ∗|B(HΦ
B
) if HΦB 6= HB ,
where Φ∗|B(HΦ
B
) is the restriction of the dual map Φ
∗ : B(HB)→ B(HA) to
the subspace B(HΦB) of B(HB). It is clear that m(Φ) = minΨ∼Φ dim kerΨ∗,
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where the minimum is over all channels Ψ isometrically equivalent to the
channel Φ in the sense of Def.1.
Petz’s theorem implies the following necessary condition for reversibility
of a quantum channel with respect to families of states with bounded rank
expressed in terms of the complementary channel.
Theorem 3. Let S = {ρi}ni=1, n ≤ +∞, be a complete family of states
in S(HA) such that rankρi ≤ r for all i. If a channel Φ : T(HA)→ T(HB)
is reversible with respect to the family S then its complementary channel Φ̂
has Kraus representation (5) consisting of ≤ n × min{m(Φ) + r2, dimHΦB}
summands such that rankVk ≤ r for all k and hence Φ̂ is a r-partially
entanglement-breaking channel (Def.3).
If the above hypothesis holds with r = 1 , i.e. ρi = |ϕi〉〈ϕi| for all i, then
Φ̂(ρ) =
n∑
i=1
〈φi|ρ|φi〉
m∑
k=1
|ψik〉〈ψik|, (8)
where m = min{m(Φ) + 1, dimHΦB}, {|φi〉}ni=1 is an overcomplete system of
vectors in HA defined by means of an arbitrary non-degenerate probability
distribution {πi}ni=1 as follows
|φi〉 =
√
πiρ¯−1pi |ϕi〉, ρ¯pi =
n∑
i=1
πi|ϕi〉〈ϕi|, (9)
and {|ψik〉} is a collection of vectors in a Hilbert space HE such that∑m
k=1 ‖ψik‖2 = 1 and 〈ψil|ψik〉 = 0 for all k 6= l for each i = 1, n.
The first assertion of Theorem 3 means that the channel Φ̂ has the follow-
ing property: for an arbitrary Hilbert space K and any state ω in S(HA⊗K)
the state Φ̂⊗ IdK(ω) is a countably decomposable state in the Schmidt class
Sr ⊂ S(HB ⊗ K), i.e. it can be represented as a countable convex mixture
of pure states having the Schmidt rank ≤ r (there exist states in Sr which
are not countably decomposable [21]).
The second assertion of Theorem 3 implies the criteria of reversibility of a
quantum channel with respect to orthogonal families of pure states considered
in the next subsection (Proposition 1 and Corollary 1).
Proof. Let Φ̂(ρ) =
∑d
k=1 VkρV
∗
k , d ≤ +∞, be the Kraus representation
of the channel Φ̂ : T(HA) → T(HE) obtained via its minimal Stinespring
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representation with the isometry V : HA → HE ⊗ HC (see Section 2). The
complementary channel Ψ =
̂̂
Φ to the channel Φ̂ defined via this representa-
tion is expressed as follows
T(HA) ∋ ρ 7→ Ψ(ρ) =
d∑
k,l=1
TrVkρV
∗
l |k〉〈l| ∈ T(HC),
where {| k〉}dk=1 is an orthonormal basis in the d-dimensional Hilbert space
HC .
Since Ψ =
̂̂
Φ, the channels Φ and Ψ are isometrically equivalent. By
Lemma 1 below the channel Ψ is reversible with respect to the set {ρi}.
Let {πi}ni=1 be an arbitrary non-degenerate probability distribution and
ρ¯ =
∑n
i=1 πiρi. By property (4) Ψ(ρ¯) is a full rank state in S(HC). By
Theorem 2 the reversibility condition implies Ai = Ψ
∗(Bi) for all i, where
Ai = πi(ρ¯)
−1/2ρi(ρ¯)
−1/2 and Bi = πi(Ψ(ρ¯))
−1/2Ψ(ρi)(Ψ(ρ¯))
−1/2 are positive
operators in B(HA) and in B(HC) correspondingly.
Note that
Ψ∗(C) =
d∑
k,l=1
〈l|C|k〉V ∗l Vk, C ∈ B(HC).
Since Ai = Ψ
∗(Bi) is an operator of rank ≤ r, Lemma 2 below implies
Bi =
∑m
j=1 |ψij〉〈ψij |, where m = min{dimkerΨ∗+r2, dimHC} and {|ψij〉}j
is a set of vectors in HC , for each i.
Since Ψ(ρ¯) is a full rank state in S(HC), we have
n∑
i=1
m∑
j=1
|ψij〉〈ψij| =
n∑
i=1
Bi = IHC .
By Lemma 3 below
Φ̂(ρ) =
n∑
i=1
m∑
j=1
WijρW
∗
ij , (10)
where Wij =
∑d
k=1〈ψij |k〉Vk.
Since Ai = Ψ
∗(
∑m
j=1 |ψij〉〈ψij |) is an operator of rank ≤ r for each i and
Ψ∗(|ψij〉〈ψij |) =
d∑
k,l=1
〈l|ψij〉〈ψij |k〉V ∗l Vk = W ∗ijWij , (11)
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the family {Wij} consists of operators of rank ≤ r. To complete the proof
of the first part of the theorem it suffices to note that dimHC = dimHΦB
and dimker Ψ∗ = m(Φ), since the partial isometry expressing the isometrical
equivalence of the channels Φ and Ψ is an isometrical embedding of HC into
HB (due to full rank of the state Ψ(ρ¯) ∈ S(HC)).
If ρi = |ϕi〉〈ϕi| for each i then Ai = |φi〉〈φi|, where the vector |φi〉 is
defined by (9), and (11) implies
|φi〉〈φi| =
m∑
j=1
Ψ∗(|ψij〉〈ψij|) =
m∑
j=1
W ∗ijWij .
Hence Wij = |ηij〉〈φi| for all i and j, where {|ηij〉} is a set of vectors in HE
such that
∑m
j=1 ‖ηij‖2 = 1 for each i = 1, n.
It follows from (10) that
Φ̂(ρ) =
n∑
i=1
〈φi|ρ|φi〉
m∑
j=1
|ηij〉〈ηij|, ρ ∈ T(HA),
By using spectral decomposition of the states
∑m
j=1 |ηij〉〈ηij|, i = 1, n, we
obtain representation (8). 
Lemma 2. Let Φ : T(HA) → T(HB) be a quantum channel. If B is
a positive operator in B(HB) such that rankΦ∗(B) = r < +∞ then B =∑m
j=1 |ψj〉〈ψj|, where m = min {dimker Φ∗ + r2, dimHB} and {|ψj〉}mj=1 is
a set of vectors in HB.
Proof. Note first that for an arbitrary orthonormal basis {|j〉} in HB
we have B =
∑dimHB
j=1 |ψj〉〈ψj |, where |ψj〉 = B1/2|j〉. So, the assertion
of the lemma is nontrivial only if dim ker Φ∗ + r2 < dimHB, i.e. if m =
dimker Φ∗ + r2 < +∞.
In this case we may assume that the first n = rankB vectors of the
above family {|ψj〉} are linearly independent. It follows that the operators
|ψj〉〈ψj |, j = 1, n, generates a n-dimensional subspace Bn of B(HA). Since
B ≥∑nj=1 |ψj〉〈ψj| and the operator Φ∗(B) is supported by a r-dimensional
subspace Hr of HA, the operators Φ∗(|ψj〉〈ψj |) lie in B(Hr) for j = 1, n.
Thus Φ∗(Bn) ⊆ B(Hr) and hence
rankB = n = dimBn ≤ dim ker Φ∗ + dimB(Hr) = dimker Φ∗ + r2 = m.
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Since B is a positive operator of rank ≤ m < +∞, the finite-dimensional
spectral theorem implies B =
∑m
j=1 |ψ′j〉〈ψ′j |, where {|ψ′j〉} are orthogonal set
of eigenvectors of B. 
Lemma 3. Let Φ(ρ) =
∑d
k=1 VkρV
∗
k be a quantum channel and {|k〉}dk=1
an orthonormal basis in d-dimensional Hilbert space Hd, d ≤ +∞. An arbi-
trary overcomplete system {|ψi〉} of vectors in Hd generates the Kraus repre-
sentation Φ(ρ) =
∑
iWiρW
∗
i of the channel Φ, where Wi =
∑d
k=1〈ψi|k〉Vk.
Proof. Since
∑
i |ψi〉〈ψi| = IHd , we have
∑
i
WiρW
∗
i =
d∑
k,l=1
VkρV
∗
l
∑
i
〈ψi|k〉〈l|ψi〉
=
d∑
k,l=1
VkρV
∗
l
∑
i
Tr|k〉〈l||ψi〉〈ψi| =
d∑
k=1
VkρV
∗
k . 
3.2 Orthogonal families of pure states
The second part of Theorem 3 implies the following criterion of reversibility
of a channel with respect to a given complete family of orthogonal pure states.
Proposition 1. Let Φ : T(HA) → T(HB) be a quantum channel, m =
min{m(Φ)+1, dimHΦB} 6 and S = {|ϕi〉〈ϕi|} a complete family of orthogonal
pure states in S(HA). The following statements are equivalent:
(i) the channel Φ is reversible with respect to the family S;
(ii) Φ̂ is a c-q channel having the representation Φ̂(ρ) =
dimHA∑
i=1
〈ϕi|ρ|ϕi〉σi,
where {σi} is a set of states in S(HE) such that rankσi ≤ m for all i;
(iii) the channel Φ is isometrically equivalent to the channel
Φ′(ρ) =
dimHA∑
i, j=1
〈ϕi|ρ|ϕj〉|ϕi〉〈ϕj| ⊗
m∑
k, l=1
〈ψjl|ψik〉|k〉〈l|
6The parameter m(Φ) and the subspace HΦ
B
are defined before Theorem 3.
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from T(HA) into T(HA⊗Hm), where {|ψik〉} is a collection of vectors in
a separable Hilbert space such that
∑m
k=1 ‖ψik‖2 = 1 and 〈ψil|ψik〉 = 0
for all k 6= l for each i and {|k〉}mk=1 is an orthonormal basis in Hm.7
Proof. (i)⇒ (ii) follows from the second part of Theorem 3, since in this
case |φi〉 = |ϕi〉 for all i.
(ii)⇒ (iii). If σi =
∑m
k=1 |ψik〉〈ψik| then Φ̂(ρ) =
∑
i,kWikρW
∗
ik, where
Wik = |ψik〉〈ϕi|, and hence representation (6) implies ̂̂Φ = Φ′.
(iii)⇒ (i) follows from Lemma 1, since Ψ(·) = TrHm(·) is a reversing
channel for the channel Φ′ with respect to the family S. 
Proposition 1 implies the following criterion for reversibility of a channel
in terms of its dual channel.
Corollary 1. A channel Φ : T(HA) → T(HB) is reversible with respect
to a complete family {|ϕi〉〈ϕi|} of orthogonal pure states in S(HA) if and
only if there exists a partial isometry W : HA ⊗Hm →HB such that
|ϕi〉〈ϕi| = Φ∗(W [|ϕi〉〈ϕi| ⊗ IHm ]W ∗) ∀i, (12)
where m = min{m(Φ) + 1, dimHΦB} and Φ∗ : B(HB)→ B(HA) is the dual
channel to the channel Φ.
Note that condition (12) implies Φ∗(WW ∗) = IHA and hence WW
∗ is the
projector on the subspace containing supports of all states Φ(ρ), ρ ∈ S(HA).
Proof. Necessity of condition (12) directly follows from Proposition 1.
To prove its sufficiency consider the channel Φ′(ρ) = W ∗Φ(ρ)W from
T(HA) into T(HA ⊗Hm). By the remark after Corollary 1
WΦ′(ρ)W ∗ = WW ∗Φ(ρ)WW ∗ = Φ(ρ), ρ ∈ T(HA),
and hence the channels Φ and Φ′ are isometrically equivalent. By Lemma 1
it suffices to show reversibility of the channel Φ′ with respect to the family
{|ϕi〉〈ϕi|}.
Condition (12) implies
Tr [|ϕi〉〈ϕi| ⊗ IHm ] Φ′(|ϕj〉〈ϕj|) = TrΦ∗(W [|ϕi〉〈ϕi| ⊗ IHm ]W ∗) |ϕj〉〈ϕj| = δij .
It follows that the support of the state Φ′(|ϕi〉〈ϕi|) belongs to the subspace
{λ|ϕi〉} ⊗ Hm and hence TrHmΦ′(|ϕi〉〈ϕi|) = |ϕi〉〈ϕi| for all i. 
7Here and in what follows Hm is either m-dimensional (if m < +∞) or separable (if
m = +∞) Hilbert space.
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3.3 Arbitrary families of pure states
In this section we consider a structure of a quantum channel reversible with
respect to an arbitrary complete family S = {|ϕλ〉〈ϕλ|}λ∈Λ of pure states.
It is known that a channel Φ : T(HA)→ T(HB) is reversible with respect
to the family of all pure states in S(HA) (which means that it is reversible
with respect toS(HA)) if and only if its complementary channel is completely
depolarizing, i.e. if and only if Φ is isometrically equivalent to the channel
Φ′(ρ) = ρ⊗ σ (13)
from T(HA) into T(HA ⊗ K), where K is a Hilbert space and σ is a given
state in S(K) [5, Ch.10].
We give first a characterization of a family S = {|ϕλ〉〈ϕλ|}λ∈Λ ⊂ S(HA)
such that the reversibility of a channel Φ : T(HA)→ T(HB) with respect to
S implies its reversibility with respect to S(HA).
Definition 6. A family {|ϕλ〉}λ∈Λ of vectors in H (corresp. a family
{|ϕλ〉〈ϕλ|}λ∈Λ of pure states in S(H)) is called orthogonally decomposable if
these is a proper subspace H0 ⊂ H such that some vectors of this family lie
in H0 and all the others – in H⊥0 .
Families of pure states, which are not orthogonally decomposable, will be
called orthogonally non-decomposable (briefly, OND) families.
Proposition 2. Let {|ϕλ〉〈ϕλ|}λ∈Λ be a complete family of pure states in
S(HA). The following statements are equivalent:
(i) the family {|ϕλ〉〈ϕλ|}λ∈Λ is orthogonally non-decomposable;
(ii) any channel Φ : T(HA) → T(HB) reversible with respect to the family
{|ϕλ〉〈ϕλ|}λ∈Λ is isometrically equivalent to channel (13).
Proof. (i)⇒ (ii) If Ψ : T(HB) → T(HA) is a reversing channel for the
channel Φ then Lemma 4 below shows that Ψ ◦Φ = IdHA. Thus the channel
Φ is reversible with respect to the set S(HA) and hence its complementary
channel Φ̂ is completely depolarizing.
(ii)⇒ (i) If H0 is a proper subspace of HA such that the vector |ϕλ〉 lies
either in H0 or in H⊥0 for each λ ∈ Λ then the channel ρ 7→ P0ρP0 + P¯0ρP¯0,
where P0 is the projector on H0 and P¯0 = IHA − P0, is obviously reversible
with respect to the family {|ϕλ〉〈ϕλ|}λ∈Λ. 
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Lemma 4. Let Φ : T(H)→ T(H) be a quantum channel (dimH ≤ +∞)
and {|ϕλ〉〈ϕλ|}λ∈Λ be an orthogonally non-decomposable family of pure states
in S(H). If Φ(|ϕλ〉〈ϕλ|) = |ϕλ〉〈ϕλ| for all λ ∈ Λ then Φ|T(H0) = IdH0,
where H0 is the subspace generated by the family {|ϕλ〉}λ∈Λ.
Proof. Let Φ(ρ) = TrKV ρV
∗ be the Stinespring representation of the
channel Φ, where V is an isometry from H into H⊗K.
By using the standard argumentation based on Zorn’s lemma one can
show that any complete OND family of pure states contains a countable
complete OND subfamily (Lemma 7 in Appendix 5.2).
Let {|ϕi〉〈ϕi|} be a countable OND subfamily of {|ϕλ〉〈ϕλ|}λ∈Λ such that
the family {|ϕi〉} generates the subspace H0. The condition of the lemma
implies
V |ϕi〉 = |ϕi〉 ⊗ |ψi〉, ∀i,
where {|ψi〉} is a family of unit vectors in K. Since V is an isometry, we have
〈ϕi|ϕj〉 = 〈V ϕi|V ϕj〉 = 〈ϕi|ϕj〉〈ψi|ψj〉, ∀i, j
and hence 〈ϕi|ϕj〉 6= 0 ⇒ 〈ψi|ψj〉 = 1.
It follows that |ψi〉 = |ψj〉 for all i, j. Indeed, if there exist index sets I
and J such that |ψi〉 6= |ψj〉 for all i ∈ I, j ∈ J then the above implication
shows that 〈ϕi|ϕj〉 = 0 for all i ∈ I, j ∈ J contradicting to the assumed
orthogonal non-decomposability of the family {|ϕi〉〈ϕi|}.
Thus we have V |ϕi〉 = |ϕi〉 ⊗ |ψ〉 for all i and hence V |ϕ〉 = |ϕ〉 ⊗ |ψ〉 for
all |ϕ〉 ∈ H0, since the family {|ϕi〉} generates the subspace H0. It follows
that Φ(ρ) = ρ for all ρ ∈ T(H0). 
In analysis of reversibility of a channel with respect to orthogonally de-
composable families of pure states the following simple observation plays an
essential role.
Lemma 5. An arbitrary family S of pure states in S(H) can be decom-
posed as follows S =
⋃
k Sk, where {Sk} is a finite or countable collection
of OND disjoint subfamilies of S such that ρ ⊥ ρ′ for all ρ ∈ Sk, ρ′ ∈ Sk′,
k 6= k′. This decomposition is unique (up to permutation of the subfamilies).
Proof. For given ρ ∈ S consider the monotone sequence {Cρn} of sub-
families of S constructed as follows. Let Cρ1 = {ρ}, C2 be the family of all
states from S non-orthogonal to ρ, Cn+1 be the family of all states from S
non-orthogonal to at least one state from Cn, n = 2, 3, .... Let C
ρ
∗ =
⋃
n C
ρ
n.
It is easy to verify by induction that Cρn is an OND family for each n and
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hence Cρ∗ is an OND family. Note that any state in C
ρ
∗ is orthogonal to any
state in S \ Cρ∗. Indeed, if ρ ∈ Cρ∗ then ρ ∈ Cρn for some n. So, if a pure state
σ is not orthogonal to ρ then it belongs to Cρn+1 ⊆ Cρ∗.
It is easy to see that the families Cρ∗ and C
ρ′
∗ , ρ, ρ
′ ∈ S, either coincide or
have an empty intersection. Since the Hilbert space H is separable and each
family Cρ∗ occupies a nontrivial subspace ofH, the collection {Cρ∗}ρ∈S contains
either a finite or countable number of different families. These families form
the required decomposition. 
The above decomposition of a complete family S of pure states provides
a description of the class of all channels reversible with respect to S.
Theorem 4. Let Φ : T(HA) → T(HB) be a quantum channel, m =
min{m(Φ)+1, dimHΦB} 8 and S a complete family of pure states in S(HA).
Let S =
⋃n
k=1Sk, n ≤ dimHA, be a decomposition of S into OND subfam-
ilies (from Lemma 5) and Pk – the projector on the subspace generated by
the states in Sk. The following statements are equivalent:
(i) the channel Φ is reversible with respect to the family S;
(ii) the channel Φ is reversible with respect to the family
Sˆ =
{
ρ ∈ S(HA)
∣∣∣∣∣ ρ =
n∑
k=1
PkρPk
}
;
(iii) Φ̂ is a c-q channel having the representation Φ̂(ρ) =
n∑
k=1
[TrPkρ]σk,
where {σk} is a set of states in S(HE) such that rankσk≤ m for all k;
(iv) the channel Φ is isometrically equivalent to the channel
Φ′(ρ) =
n∑
k,l=1
PkρPl ⊗
m∑
p,t=1
〈ψlt|ψkp〉|p〉〈t|
from T(HA) into T(HA ⊗Hm), where {|ψkp〉} is a collection of vectors
in a separable Hilbert space such that
∑m
p=1 ‖ψkp‖2 = 1 and 〈ψkt |ψkp〉 = 0
for all p 6= t for each k and {|p〉}mp=1 is an orthonormal basis in Hm.
8The parameter m(Φ) and the subspace HΦ
B
are defined before Theorem 3.
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Proof. (i)⇒ (ii). Let Ψ be a channel such that Ψ(Φ(ρ)) = ρ for all
ρ ∈ S. Let Hk be the subspace of H generated by the vectors corresponding
to the subfamily Sk. Since Sk is an OND family, Lemma 4 shows that
Ψ ◦ Φ|T(Hk) = IdHk for each k.
(ii)⇒ (iii). Let {|φi〉} be an orthonormal basis corresponding to the
decomposition HA = ⊕kHk, i.e. each |φi〉 lies in some Hk. Let Ik be the set
of all i such that |φi〉 ∈ Hk. Since |φi〉〈φi| ∈ Sˆ for all i, the channel Φ is
reversible with respect to the family {|φi〉〈φi|}. By Proposition 1 we have
Φ̂(ρ) =
∑
k
∑
i∈Ik
〈φi|ρ|φi〉σi,
where {σi} is a set of states in S(HE) such that rankσi ≤ m for all i. Since
Sk is an OND family, Proposition 2 shows that the restriction of the channel
Φ̂ to the set T(Hk) is a completely depolarizing channel. Hence σi = σ¯k for
all i ∈ Ik. Thus Φ̂(ρ) =
∑
k[TrPkρ]σ¯k.
(iii)⇒ (iv). Let k(i) be the index of the set Ik containing i, i.e. i ∈ Ik(i)
for all i. If σk =
∑m
p=1 |ψkp〉〈ψkp | then Φ̂(ρ) =
∑
i,pWipρW
∗
ip, where Wip =
|ψk(i)p 〉〈φi|, and hence representation (6) implies
̂̂
Φ(ρ) =
∑
i,j,p,t
[TrWipρW
∗
jt]|φi〉〈φj| ⊗ |p〉〈t| =∑
k,l,p,t
∑
i∈Ik,j∈Il
〈φi|ρ|φj〉|φi〉〈φj| ⊗ 〈ψlt|ψkp〉|p〉〈t| =
∑
k,l
PkρPl ⊗
∑
p,t
〈ψlt|ψkp〉|p〉〈t|,
where {|p〉} is an orthonormal basis in Hm.
(iv)⇒ (i) follows from Lemma 1, since Ψ(·) = TrHm(·) is a reversing
channel for the channel Φ′ with respect to the family S. 
Theorem 4 implies the following useful observation.
Corollary 2. If a channel Φ : T(HA)→ T(HB) is reversible with respect
to a complete family S of pure states in S(HA) then it is reversible with
respect to a particular complete family of orthogonal pure states in S(HA)
and hence dimHA ≤ dimHB.
Remark 1. If the complete family of pure states S contains a subfamily
S0 = {|ϕi〉〈ϕi|} such that {|ϕi〉} is a basis in the space HA (in the sense that
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an arbitrary vector |ψ〉 has a unique decomposition |ψ〉 = ∑i ci|ϕi〉)9 then
the family of orthogonal pure states mentioned in Corollary 2 is explicitly
given by Theorem 3. Indeed, by Lemma 8 in Appendix 5.2 the set {|φi〉} of
vectors defined in (9) by means of an arbitrary non-degenerate probability
distribution {πi} forms an orthonormal basis in HA. By Proposition 1 the
channel Φ is reversible with respect to the family {|φi〉〈φi|}.
There are two cases in which the reversibility criterion from Theorem 4
is simplified to the limit.
Corollary 3. Let Φ : T(HA)→ T(HB) be a quantum channel satisfying
one of the following conditions:
• ker Φ∗ = {0}.
• dimHA = dimHB < +∞,
Let S be a complete family of pure states in S(HA), S =
⋃n
k=1Sk its
decomposition into OND subfamilies (n ≤ dimHA) and Pk the projector on
the subspace generated by the states in Sk. The channel Φ is reversible with
respect to the family S if and only if it is unitary equivalent to the channel
Φ′(ρ) =
n∑
k,l=1
cklPkρPl
from T(HA) into itself, where ‖ckl‖ is a Gram matrix of a collection of unit
vectors (in the case ker Φ∗ = {0} this matrix contains no zeros).
Proof. If ker Φ∗ = {0} then m(Φ) = 1 and the assertion of the corollary
directly follows from Theorem 4. We have only to note that in this case
HΦB = HΦ′B = HB and hence isometrical equivalence of the channels Φ and Φ′
means their unitary equivalence.
Consider the case d = dimHA = dimHB < +∞. By Corollary 2 the
reversibility of the channel Φ with respect to S implies its reversibility with
respect to some family {ρi}di=1 of orthogonal pure states in S(HA). Hence
1
d
d∑
i=1
H(Φ(ρi)‖Φ(ρ¯)) = 1
d
d∑
i=1
H(ρi‖ρ¯) = log d,
9Existence of the subfamily S0 is obvious if HA is a finite-dimensional space. The con-
dition showing that a complete countable family of unit vectors in an infinite-dimensional
Hilbert space forms a basis can be found in [1, Chapter I].
17
where ρ¯ = d−1IHA. It follows that the family {Φ(ρi)}di=1 consists of orthogo-
nal pure states and that Φ(IHA) = IHB .
Hence, by definition of the complementary channel, {Φ̂(ρi)}di=1 is a family
of pure states and Theorem 4 shows that Φ̂(ρ) =
∑
k
[TrPkρ]|ψk〉〈ψk|, where
{|ψk〉} is a set of unit vectors in HE. If follows that the channel Φ is isomet-
rically equivalent to the channel
̂̂
Φ = Φ′ with ckl = 〈ψl|ψk〉. Since the both
channels are unital, their isometrical equivalence means unitary equivalence.

Remark 2. If one of the conditions of Corollary 2 holds for a channel Φ
then this channel is reversible with respect to a complete family S of pure
states if and only if Φ(ρ) = UρU∗ for all ρ ∈ S, where U is an unitary
operator, i.e. reversibility of the channel Φ with respect to a complete family
of pure states is equivalent to preserving of all states of the family by this
channel (up to unitary transformation).
4 Conditions for preserving the Holevo quan-
tity and their applications
Consider some applications of the results of Section 3 in quantum information
theory.
A finite or countable collection of states {ρi} with the corresponding
probability distribution {πi} is called ensemble and denoted {πi, ρi}. The
state ρ¯ =
∑
i πiρi is called the average state of the ensemble {πi, ρi}.
The Holevo quantity of an ensemble {πi, ρi} is defined as follows
χ({πi, ρi}) .=
∑
i
πiH(ρi‖ρ¯) = H(ρ¯)−
∑
i
πiH(ρi),
where the second formula is valid under the condition H(ρ¯) < +∞. This
value plays a central role in analysis of different protocols of classical infor-
mation transmissions by a quantum channel [5, 12].
By monotonicity of the quantum relative entropy we have
χ({πi,Φ(ρi)}) ≤ χ({πi, ρi}). (14)
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for an arbitrary quantum channel Φ : T(HA) → T(HB) and any ensemble
{πi, ρi} of states in S(HA).
Remark 3. If H(ρ¯) < +∞ and H(Φ(ρ¯)) < +∞ then inequality (14)
means convexity of the function ρ 7→ H(Φ(ρ))−H(ρ) – the entropy gain of
the channel Φ.
By Theorem 1 an equality in (14) under the condition χ({πi, ρi}) < +∞
is equivalent to reversibility of the channel Φ with respect to the family {ρi}.
Thus, the results of Section 3 provide conditions of this equality (which can
be interpreted as preserving the Holevo quantity of the ensemble {πi, ρi}
under the channel Φ).
In analysis of infinite-dimensional quantum systems and channels it is
necessary to consider generalized (or continuous) ensembles, defined as Borel
probability measures on the set of quantum states (from this point of view
ensemble {πi, ρi} is the purely atomic measure
∑
i πiδρi, where δρ is a Dirac
measure concentrated at a state ρ) [5, 8].
The Holevo quantity of a generalized ensemble (measure) µ is defined as
follows
χ(µ) =
∫
S(H)
H(ρ‖ρ¯(µ))µ(dρ), (15)
where ρ¯(µ) is the barycenter of µ defined by the Bochner integral
ρ¯(µ) =
∫
S(H)
ρµ(dρ).
If H(ρ¯(µ)) < +∞ then χ(µ) = H(ρ¯(µ))− ∫
S(H)
H(ρ)µ(dρ) [8].
Denote by P(A) the set of all Borel probability measures on a closed
subset A ⊆ S(H) endowed with the weak convergence topology [17].
The image of a generalized ensemble µ ∈ P(S(HA)) under a channel
Φ : T(HA)→ T(HB) is a generalized ensemble Φ(µ) .= µ ◦Φ−1 ∈ P(S(HB)).
Its Holevo quantity can be expressed as follows
χ(Φ(µ)) =
∫
S(HA)
H(Φ(ρ)‖Φ(ρ¯(µ)))µ(dρ)
= H(Φ(ρ¯(µ)))−
∫
S(HA)
H(Φ(ρ))µ(dρ),
(16)
where the second formula is valid under the condition H(Φ(ρ¯(µ))) < +∞.
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Similarly to the discrete case monotonicity of the relative entropy implies
monotonicity of the Holevo quantity for generalized ensembles:
χ(Φ(µ)) ≤ χ(µ). (17)
Theorem 1 implies the following criterion of an equality in (17), which is
a modification of Theorem 3 in [13] (in the case M = B(H)).
Proposition 3. Let Φ : T(HA) → T(HB) be a quantum channel and µ
a generalized ensemble in P(S(HA)) such that χ(µ) < +∞. The following
statements are equivalent:
(i) χ(Φ(µ)) = χ(µ);
(ii) H(Φ(ρ)‖Φ(ρ¯(µ))) = H(ρ‖ρ¯(µ)) for µ-almost all ρ in S(HA);
(iii) ρ = Θρ¯(µ)(Φ(ρ)) for µ-almost all ρ in S(HA);
(iv) the channel Φ is reversible with respect to µ-almost all ρ in S(HA).
In contrast to Theorem 3 in [13], in Proposition 3 it is not assumed that
the ”dominating” state ρ¯(µ) is a countable convex mixture of some states
from the support of µ.
By Proposition 3 Theorem 3 (with Lemma 2 in [13]) and Theorem 4 imply
the following conditions for equality in (17).
Theorem 5. Let Φ : T(HA) → T(HB) be a quantum channel. If there
exists an ensemble µ ∈ P(Sr), where Sr = {ρ ∈ S(HA) | rankρ ≤ r}, with
full rank average state ρ¯(µ) such that
χ(Φ(µ)) = χ(µ) < +∞, (18)
then the complementary channel Φ̂ has Kraus representation (5) consisting
of ≤ n × min{m(Φ) + r2, dimHΦB} summands 10 such that rankVk ≤ r for
all k and hence Φ̂ is a r-partially entanglement-breaking channel (Def.3).
If the above hypothesis holds with r = 1 then equivalent statements (i)-(iv)
of Theorem 4 are valid for the channel Φ with an orthogonal resolution of
the identity {Pk} such that ρ =
∑
k PkρPk for µ-almost all ρ in S(HA).11
We consider below some corollaries of this theorem related to different
characteristics of quantum systems and channels.
10The parameter m(Φ) and the subspace HΦ
B
are defined before Theorem 3.
11More precisely, {Pk} is the minimal orthonormal resolution of the identity possessing
this property.
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4.1 The Holevo capacity and the minimal output en-
tropy of a finite-dimensional channel
Let Φ : T(HA) → T(HB) be a channel between finite-dimensional quantum
systems (dimHA, dimHB < +∞).
The Holevo capacity of the channel Φ is defined as follows (cf.[5, 12])
C¯(Φ) = sup
{pii,ρi}
χ({πi,Φ(ρi)}). (19)
It follows from inequality (14) that
C¯(Φ) ≤ log dimHA. (20)
Since the supremum in (19) is always achieved at some ensembles of pure
states [19], Theorem 5 (with r = 1) and Corollary 3 imply the following
criteria of an equality in (20).
Corollary 4. A) An equality holds in (20) if and only if equivalent
statements (i)-(iv) of Theorem 4 are valid for the channel Φ with a particular
orthogonal resolution of the identity {Pk}.
B) If HB = HA then an equality holds in (20) if and only if the channel
Φ is unitary equivalent to the channel Φ′ described in Corollary 3 with a
particular orthogonal resolution of the identity {Pk}.
Corollary 4B implies the following observation concerning the minimal
output entropy
Hmin(Φ) = min
ρ∈S(HA)
H(Φ(ρ))
of covariant channels.
Corollary 5. Let Φ : T(HA) → T(HB), HB = HA, be a quantum
channel covariant with respect to some irreducible representation {Vg}g∈G of
a compact group G in the sense that Φ(VgρV
∗
g ) = VgΦ(ρ)V
∗
g for all g ∈ G.
The equality Hmin(Φ) = 0 holds if and only if the channel Φ is unitary equiv-
alent to the channel Φ′ described in Corollary 3 with a particular orthogonal
resolution of the identity {Pk}.
Proof. It is sufficient to note that the covariance condition implies C¯(Φ) =
log dimHB −Hmin(Φ) [7].
Corollary 5 gives a criterion of the equality Hmin(Φ) = 0 for any unital
qubit channel Φ (for which dimHA = dimHB = 2 and Φ(IHA) = IHB) [5].
21
4.2 Strict decrease of the Holevo quantity under par-
tial trace and strict concavity of the quantum con-
ditional entropy
Since the partial trace T(H⊗K) ∋ ρ 7→ TrHρ ∈ T(K) is not a r-PEB channel
for r < dimK, Theorem 5 implies the following observations.
Proposition 4. Let HA = HB ⊗HE and Φ(ρ) = TrHEρ, ρ ∈ S(HA).
A) χ({πi,Φ(ρi)}) < χ({πi, ρi}) for any ensemble {πi, ρi} of states in
S(HA) with full rank average state such that supi rankρi < dimHE and
χ({πi, ρi}) < +∞.
B) χ(Φ(µ)) < χ(µ) for any generalized ensemble µ in P(S(HA)) with
the full rank average state ρ¯(µ) such that supρ∈suppµ rankρ < dimHE and
χ(µ) < +∞.
Remark 4. By the Stinespring representation every quantum channel
is unitary equivalent to a particular subchannel of a partial trace. Since
the Holevo quantity does not strict decrease for all channels, Proposition 4
clarifies necessity of the full rank average state condition in Theorem 5. 
The quantum conditional entropy of a state ρ of a composite system AB
is defined as follows
HA|B(ρ)
.
= H(ρ)−H(TrHAρ)
provided
H(ρ) < +∞ and H(TrHAρ) < +∞. (21)
By Remark 3 concavity of the function ρ 7→ HA|B(ρ) on the convex set
defined by conditions (21) follows from monotonicity of the Holevo quantity
under partial trace. Proposition 4A implies the following strict concavity
property of the conditional entropy.
Corollary 6. Let ρ be a full rank state in S(HA ⊗HB) satisfying (21).
Then
HA|B(ρ) >
∑
i
πiHA|B(ρi)
for any ensemble {πi, ρi} with the average state ρ such that rankρi < dimHA
for all i.
By using Proposition 4B one can obtain a continuous (integral) version
of Corollary 6.
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It is easy to construct an example showing that the strict concavity prop-
erty of the conditional entropy stated in Corollary 6 does not hold for arbi-
trary state ρ and its convex decomposition.
Theorem 5 is essentially used in the proof of the criterion of an equality
between the constrained Holevo capacity (the χ-function) and the quantum
mutual information of a quantum channel [20].
5 Appendix
5.1 Proof of Petz’s theorem (Theorem 1) for degener-
ate states
It suffices to prove (i)⇒ (iii) assuming that ρ is an arbitrary state and σ is
a full rank state.12 Consider the ensemble consisting of two states ρ and σ
with probabilities t and 1 − t, where t ∈ (0, 1). Let σt = tρ + (1 − t)σ. By
Donald’s identity (Proposition 5.22 in [16]) we have
tH(ρ‖σ) + (1− t)H(σ‖σ) = tH(ρ‖σt) + (1− t)H(σ‖σt) +H(σt‖σ) (22)
and
tH(Φ(ρ)‖Φ(σ)) + (1− t)H(Φ(σ)‖Φ(σ))
= tH(Φ(ρ)‖Φ(σt)) + (1− t)H(Φ(σ)‖Φ(σt)) +H(Φ(σt)‖Φ(σ)),
(23)
where the left-hand sides are finite and coincide by the condition. Since the
first, the second and the third terms in the right-hand side of (22) are not
less than the corresponding terms in (23) by monotonicity of the relative
entropy, we obtain
H(Φ(ρ)‖Φ(σt)) = H(ρ‖σt) and H(Φ(σ)‖Φ(σt)) = H(σ‖σt). (24)
It follows from [13, Theorem 3 and Proposition 4] that ρ = Θt(Φ(ρ)) for all
t ∈ (0, 1), where
Θt(̺ ) = [σt]
1/2Φ∗
(
[Φ(σt)]
−1/2(̺ )[Φ(σt)]
−1/2
)
[σt]
1/2, ̺ ∈ S(HB).
12I would be grateful for any reference on the proof of Theorem 1 in infinite dimensions
without the full rank condition on the state ρ.
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To complete the proof it suffices to show that
lim
t→+0
Θt = Θσ (25)
in the strong convergence topology (in which Φn → Φ means Φn(ρ) → Φ(ρ)
for all ρ [9]), since this implies ρ = limt→+0Θt(Φ(ρ)) = Θσ(Φ(ρ)).
Since Θt(Φ(σ)) = σ for all t ∈ (0, 1), the set of channels {Θt}t∈(0,1) is
relatively compact in the strong convergence topology by Corollary 2 in [9].
Hence there exists a sequence {tn} converging to zero such that
lim
n→+∞
Θtn = Θ0, (26)
where Θ0 is a particular channel. We will show that Θ0 = Θσ.
Note that (26) means that the sequence {Θ∗tn(A)} tends to the operator
Θ∗0(A) in the weak operator topology for any positive A ∈ B(HA).13 By
Lemma 6 below we have
lim
n→+∞
[Φ(σtn)]
1/2Θ∗tn(A)[Φ(σtn)]
1/2 = [Φ(σ)]1/2Θ∗0(A)[Φ(σ)]
1/2
in the Hilbert-Schmidt norm topology. But the explicit form of Θ∗tn shows
that
[Φ(σtn)]
1/2Θ∗tn(A)[Φ(σtn)]
1/2 = Φ
(
[σtn ]
1/2A[σtn ]
1/2
)
and since limn→+∞[σtn ]
1/2A[σtn ]
1/2 = [σ]1/2A[σ]1/2 in the trace norm topol-
ogy, the above limit coincides with Φ(
[
σ]1/2A[σ]1/2
)
. So, we have Θ∗0(A) =
Θ∗σ(A) for all A ∈ B(HA) and hence Θ0 = Θσ.
The above observation shows that for an arbitrary sequence {tn} converg-
ing to zero any partial limit of the sequence {Θtn} coincides with Θσ, which
means (25).
Lemma 6. Let {ρn} be a sequence of states in S(H) converging to a
state ρ0 and {An} a sequence of operators in the unit ball of B(H) con-
verging to an operator A0 in the weak operator topology. Then the sequence
{√ρnAn√ρn} converges to the operator √ρ0A0√ρ0 in the Hilbert-Schmidt
norm topology.
Proof. Since {ρn}n≥0 is a compact set, the compactness criterion for
subsets of S(H) (see [8, Proposition in the Appendix]) implies that for an
13Since this topology coincides with the σ-weak operator topology on the unit ball of
B(HB) [2].
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arbitrary ε > 0 there exists a finite rank projector Pε such that TrP¯ερn < ε
for all n ≥ 0, where P¯ε = IH − Pε. We have
√
ρnAn
√
ρn =
√
ρnPεAnPε
√
ρn
+
√
ρnPεAnP¯ε
√
ρn +
√
ρnP¯εAnPε
√
ρn +
√
ρnP¯εAnP¯ε
√
ρn, n ≥ 0,
(27)
Since Pε has finite rank, PεAnPε tends to PεA0Pε in the norm topology
and hence
√
ρnPεAnPε
√
ρn tends to
√
ρ0PεA0Pε
√
ρ0 the trace norm topology,
while it is easy to show that the Hilbert-Schmidt norm of the other terms in
the right-hand side of (27) tends to zero as ε→ 0 uniformly on n. 
5.2 Some auxiliary results
Lemma 7. An arbitrary complete orthogonally non-decomposable family
of pure states in a separable Hilbert space H contains a countable complete
orthogonally non-decomposable subfamily.
Proof. Let H be the set of all subspaces of H generated by countable
OND subfamilies of the family S endowed with the inclusion ordering. Let
H0 be a chain in H and H0 =
⋃
K∈H0
K. Since there is a countable chain
{Hk} in H such that H0 =
⋃
kHk and a countable union of countable OND
subfamilies is a countable OND subfamily, the subspace H0 belongs to the
set H. Hence H0 is an upper bound of the chain H0 and Zorn’s lemma
implies existence of a maximal element Hm in H. Suppose, Hm  H. Since
the family S is complete and orthogonally non-decomposable, it contains a
pure state |ϕ〉〈ϕ| such that the vector |ϕ〉 lies neither in Hm nor in H⊥m. By
adding the state |ϕ〉〈ϕ| to the countable OND subfamily corresponding to the
subspace Hm we obtain a countable OND subfamily. Hence Hm∨{λ|ϕ〉} ∈ H
contradicting to the maximality of Hm .
Lemma 8. Let {|ϕi〉} be a basis in a Hilbert space H (in the sense that
an arbitrary vector |ψ〉 in H has a unique decomposition |ψ〉 = ∑i ci|ϕi〉).
Then the set {|φi〉} of vectors defined in (9) by means of an arbitrary non-
degenerate probability distribution {πi} is an orthonormal basis in H.
Proof. Since
∑
i |φi〉〈φi| = IH, for given arbitrary j we have
|φj〉 =
∑
i
〈φi|φj〉|φi〉
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and hence
(‖φj‖2 − 1)|φj〉+
∑
i 6=j
〈φi|φj〉|φi〉 = 0.
By applying the operator ρ¯pi =
∑
i πi|ϕi〉〈ϕi| to all the terms of this vector
equality we obtain
√
πj(‖φj‖2 − 1)|ϕj〉+
∑
i 6=j
√
πi〈φi|φj〉|ϕi〉 = 0.
Since {|ϕi〉} is a basis and πi > 0 for all i, we have ‖φj‖2 = 1 and 〈φi|φj〉 = 0
for all i 6= j. Thus {|φi〉} is an orthonormal system of vectors in H. It is a
complete system, since
∑
i |φi〉〈φi| = IH. 
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