













SYNTHESIS OF 3D UTTERANCE FACIAL EXPRESSION 
CONSIDERING INDIVIDUAL DIFFERENCE 
 
小澤優希 





In this study, we aimed to generate a utterance facial expression that is close to the actual utterance facial 
expression and has a high recognition rate. Three-dimensional face image data is acquired by Kinect V2, and 
principal component analysis is performed on the obtained data to extract features by lower-dimensional 
parameters of the data. The facial expression vector required for generation of utterance facial expression is 
obtained from the difference between the two facial expression data in the low-dimensional parameter space. At 
this time, we tried to generate a more sophisticated facial expression vector than the conventional method by 
selecting the facial expression data to be used. And verified its effectiveness by actually generating and 
evaluating the utterance facial expression. 


































データの取得は Microsoft 社の Kinect V2 で行った．









である「あ，い，う，え，お」の計 6 種類である． 
顔画像は 1 点が XYZ の形状情報と RGB の濃淡値情報










M 個の 3 次元顔画像の形状情報と濃淡値情報をそれぞ
れ多次元ベクトル集合{𝑋𝑚}(𝑚 = 1,2,⋯ ,𝑀)で表す．この
とき点数が N だとすると m 番目の形状情報は式(1)，濃淡
値情報は式(2)のように表される． 
 
𝑋𝑚 = (𝑋1, 𝑌1, 𝑍1, 𝑋2, 𝑌2, 𝑍2, ⋯ , 𝑋𝑁, 𝑌𝑁, 𝑍𝑁 , ) (1) 






1,2,⋯ , 𝐾 < 𝑀)とすると式(3)に従って m 番目の任意の顔

























Kinect V2 で取得した 3 次元顔画像データの口を中心
に「上唇，下唇，左端，右端」の 4 つの特徴点を設定した
（図 1）．  
 
 




し，表情ベクトルを生成する．2 つの特徴点𝑝 = (𝑋𝑝, 𝑌𝑝, 𝑍𝑝)，
𝑞 = (𝑋𝑞 , 𝑌𝑞 , 𝑍𝑞)とすると 2点間の距離は式(5)で表される． 
 
𝑑(𝑝, 𝑞) = (√(𝑋𝑞 − 𝑋𝑝)
2
+ (𝑌𝑞 − 𝑌𝑝)
2






















𝑑(𝑓𝑟,𝑓𝑠) = √(𝑓𝑠1 − 𝑓𝑟1)










3 次元顔画像データは男性 32 人，女性 8 人の計 40 人
（20 代前後），1 人につき 6 表情「真顔，あ，い，う，え，
お」を Kinect V2 を用いて取得した．  
（２）入力データ 
「（1）使用するデータ」で取得した真顔表情データにつ























本手法を用いて生成した発話表情の 1 例を図 3 に示す．








値を表 1 に示す．データ A，B，C，D は k-means 法で 4 つ
のクラスに分けた時の代表データである． 
 




ド距離 d が「𝑑 ≤ 1なら赤，1 < 𝑑 ≤ 2なら緑，2 < 𝑑なら
青」の顔画像データを生成した．その結果を図 4 に示す． 
 
 
図 4 生成した発話表情の距離画像 
 
認識率の評定実験の結果を図 5 に示す． 
 
 
図 5 評定実験による認識率 
 
８． 考察 
 表 3 より，最も実際の発話表情に近くなった回数は

























発話表情 全て 男女 口特徴点 類似顔
あ 1.56 1.63 1.28 1.22
い 3.34 3.29 2.47 2.07
う 4.08 4.11 2.76 2.00
え 1.82 2.02 1.21 0.99
お 3.19 3.42 2.41 1.65
あ 3.37 3.53 2.47 1.42
い 2.22 2.19 1.96 1.26
う 3.11 3.07 2.05 2.35
え 2.43 2.40 1.76 1.54
お 2.95 2.69 1.22 1.60
あ 1.83 1.68 1.04 1.50
い 2.62 2.57 1.23 0.98
う 2.04 1.99 1.88 1.30
え 5.05 5.37 3.34 2.67
お 1.84 1.99 0.90 1.73
あ 2.07 2.20 1.42 1.18
い 2.73 2.66 1.62 2.06
う 3.08 3.10 2.30 2.24
え 2.95 3.00 1.92 1.81























表情𝑋?̂?(𝑖 = 1,2,⋯ , 𝐼)は式（8）で表される． 
 














図 6 動画像の一部 
 
生成した動画像による発話表情について認識率測定の
ための評定実験を行った．その結果を図 6 に示す． 
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