In the future International Linear Collider (ILC) experiment, high performance tracking is essential to its physics program including precision Higgs studies. One of major challenges for a detector such as the proposed International Large Detector (ILD) is to provide required momentum resolution in a magnetic field which is expected to be significantly non-uniform. The non-uniform magnetic field implies deviation from a helical track and hence requires the extension of a helical track model used for track fitting in a uniform magnetic field. In this paper, a segment-wise helical track model is introduced as such an extension. The segment-wise helical track model approximates the magnetic field between two nearby measurement sites to be uniform and steps between the two sites along a helix. The helix frame is then transformed according to the new magnetic field direction for the next step, so as to take into account the non-uniformity of the magnetic field. Details of the algorithm and mathematical aspects of the segment-wise helical track model in a Kalman-filter-based track fitting in the non-uniform magnetic field are elaborated. The new track model is implemented and successfully tested in the framework of the Kalman filter tracking software package, KalTest, which was originally developed for tracking in a uniform magnetic field.
Introduction
1 There are two major ways for the presence of a non-uniform magnetic field to manifest itself: (1) E × B effect that distorts the measured hit points and hence the apparent trajectory and (2) the real deviation of a track from a helical trajectory. The former effect can be corrected away in principle. As long as the latter is negligible, we can therefore use the helical track model. uniform magnetic field will also be discussed. 
Kalman filter

44
The Kalman filter handles a system that evolves according to an equation it is the true state vector without any measurement error. The system equa-52 tion that describes the evolution of the state at site (k − 1) to the next one, 53 site (k), can be written in the form:
where f k−1 (ā k−1 ) is a state propagator which expresses a smooth and deter-55 ministic motion that would take place if there were no process noise, and 56 w k−1 is the process noise term due to the random disturbance. It is assumed 57 that the process noise is unbiased and has a covariance given by
At each site, we measure some observables about the system. The values 
In the Kalman filter process, two operations, prediction and filtering, are 
where the superscripts (k − 1) to the state vectors indicate that the state 
75
The covariance matrix for a k−1 is defined by
then the prediction for the covariance matrix at site (k) is given by
where
is called a propagation matrix.
79
In the filtering step, the predicted state vector at site (k) is updated by 80 taking into account the pull that is defined to be the difference between the 81 measured and the predicted measurement vectors,
in which, K k is the gain matrix given by
with H k defined by
which is called the measurement matrix.
85
After all the n sites are filtered, the state vector at site (k(k < n)) can 86 be reevaluated by including the information at subsequent sites: k + 1 to n. 
which gives the smoothed state at site (k) in terms of the smoothed state at 90 site (k + 1), the predicted state at site (k + 1), and the filtered state at site 
Helical track parametrization
93
In a uniform magnetic field a charged particle follows a helical trajectory.
94
If we set our coordinate system in such a way that the magnetic field points 95 to the z axis direction, the helix can be parametrized as field and the speed of light, respectively. Since the reference point x 0 is 100 arbitrary, we can take it to be the measured hit point at each site, say, site
101
(k) and call it a pivot. Then φ measures the deflection angle from the pivot.
102
The geometrical meanings of the five helix parameters are depicted in Fig.1 .
103
Notice that ρ ≡ α/κ is the radius of the helix singed by the particle charge, 
The reason to use κ = Q/p t instead of ρ or p t as a helix parameter is to Eqs.(7) and (9), respectively. The pure virtual functions such as TVKalSt- 
155
The architectural design of KalTest thus minimizes the number of user-
156
implemented classes to the following three:
157
• MeasLayer: a measurement layer object that multiply inherits from a 158 concrete shape class such as TCylinder and the abstract measurement 159 layer class TVMeasLayer.
160
• KalDetector: a class derived from TVKalDetector, which is imple-mented as an array of TVMeasLayer pointers and holds MeasLayers 162 with any shape and coordinate system as well as materials.
163
• Hit: a coordinate vector class as defined by the MeasLayer class, which 164 inherits from TVTrackHit.
165
Notice that, by design, KalTest allows site-to-site change of track models. 
188
This new track propagation procedure is illustrated in Fig.3 . Firstly, the field. This rotation ∆R is defined as follows:
where the x ′ y ′ z ′ -frame is first rotated around the z ′ axis by the angle φ to 211 bring the y ′ axis to a tentative y ′′ axis so that it becomes perpendicular to 
We also need a transformation of a vector from a global frame to the local 223 frame:
in whichx is the corresponding vector defined in the global frame. In Eq.(15),
225
x k is defined in local frame (k), and it can be transformed from the global 226 vector by
Substituting Eq.(17) into Eq.(15)
then the global rotation matrix R k and the shift vector d k can be represented 229 by the following recurrence formulae:
The local magnetic field in frame (k) is transformed simply by
in whichB(x) is the magnetic field in the global frame. 
Propagator matrix 233
The total propagation described in Section 3.1 can be represented math-
234
ematically by
where, the function f k is the original state vector propagation function for a 236 uniform magnetic field, c is a function which converts a state vector to the 237 corresponding momentum with c −1 being its inverse, and the function t is a 238 rotation given by the rotation matrix ∆R.
239
The momentum can be calculated using Eq.(13):
As mentioned before, the sign of κ is the sign of the particle charge. The 241 momentum vectors in the two successive local frames are related by ∆R:
During the transformation, the intersection (taken to be the pivot) is on the 
where the sign of κ in the last local frame (i.e. s κ ≡ sgn(κ)) is used, since it is safe to assume that the magnetic field direction will not be reversed as 248 long as the magnetic field varies moderately.
249
According to Eq.(20), the modified propagator matrix is given by
which is calculated to be
The original propagator matrix F k is known in the original KalTest already.
252
The other three matrices in F rot k are given in Appendix A.
253
The transformation algorithm described in this section is implemented we assumed a tracker having 251 measurement layers with a layer-to-layer 277 distance of 6 mm, an inner radius of 300 mm, and outer radius of 1800 mm.
278
The detector geometry is similar to the configuration of the LC TPC in the 279 ILD detector concept [1] .
280
To simulate tracks in the non-uniform magnetic field, a Runge-Kutta 
Results
294
Momentum measurement
295
With tracks generated in the non-uniform magnetic field, we compared 
318
In fact, the bad resolution in Fig.6 (a) was found to come from a momen-319 tum bias. This is because the magnetic field becomes weaker as z increases,
320
although it is assumed to be constant in the reconstruction with the original 321 helical track model, thereby overestimating p t . Since the magnetic field de-322 creases with the z coordinate, as the dip angle increases, the reconstructed 323 1/p t decreases.
324
The results for different non-uniformities and dip angles with a track step 325 size (i.e. helix segment size) of 6 mm are given in Table 1 (a). As expected,
326
for a specified dip angle, the momentum bias becomes more prominent as 327 the non-uniformity increases, since the assumption that the magnetic field
328
is approximately uniform between two nearby layers becomes inappropriate. 
CPU time
341
The time consumption of relevant functions in the track fitting (without 342 the dummy layers to force the stepping size to be 1 mm) for 1000 tracks is 343 listed in Table 2 . These CPU times were measured on a laptop PC with a by about 10 seconds because of using the track frame transformation class, class TTrackFrame. The algorithm should hence be relatively easy to port to 378 any other Kalman-filter-based track fitting package.
379
We tested the segment-wise helical track model and its performance in The CPU time expense was measured and found to be approximately 388 doubled as compared to the original KalTest for a uniform magnetic field.
389
The increase was mostly due to the repeated coordinate transformations for 
