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1 Introduction
One way to describe a language’s grammar is as a compact system that encodes the regular-
ities of the language. This system allows someone to immediately comprehend and generate
novel linguistic items that follow those encoded regularities, and so grammars are often
viewed as generative systems. Notably, because languages vary with respect to the specific
regularities they have, the generative system can be instantiated in various ways, based on
language-specific input (e.g., as a specific set of parameter values in a parametric system
or a specific ordering of constraints in a constraint-ranking system). The variables that can
be used in a language’s grammar (e.g., the specific parameters or constraints) are defined
by the knowledge representation (KR) and so a KR defines the set of possible grammars
underlying human languages, based on those variables.
The utility of KRs for language acquisition then becomes apparent: if the child already
has access to the KR, the hypothesis space of grammars that could encode the regularities of
the language is already defined. So, the child already knows which variables in the linguistic
environment matter, and can focus her attention on simply selecting the appropriate instan-
tiation of the KR (i.e., the language-specific grammar), based on those relevant variables.
The language acquisition task is about choosing the correct grammar for the language from
those defined by the KR.
These two aspects of KRs lead to two natural criteria for any KR. The first criterion is the
cross-linguistic variation criterion, which states that the right KR should be able to explain
the constrained cross-linguistic variation we observe in the world’s languages. The cognitive
premise of this kind of argument is that it is surprising to see such limited variation if there
is no common underlying KR that humans are drawing their language-specific grammars
from. KR theorizing then focuses on identifying the most compact representation than can
account for the observed, limited variation. In this vein, Hayes (1995:55) notes, for example,
that a successful representation of stress knowledge is one that is “capable of describing all
the stress systems of the world’s languages” and is “maximally restrictive”.
The second criterion is the learnability criterion, and states that if children have access to
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the right KR, they should be able to learn any language’s grammar from the language input
they encounter. This again relates to the idea that the right KR helpfully circumscribes
the child’s hypothesis space. However, previous work investigating a parametric KR (Pearl
2009, 2011) has suggested that acquisition is not so straightforward when the learner is given
realistic child-directed data to learn from. That is, even with access to the KR, selecting the
correct language-specific grammar when learning from realistic language data is non-trivial.
Traditionally, KRs have been proposed based on the first criterion of accounting for
constrained cross-linguistic variation (e.g., Halle and Vergnaud 1987; Hayes 1995; Hammond
1999; Pater 2000; Tesar and Smolensky 2000; Prince and Smolensky 2002). This has led
to several KR options in di↵erent linguistic domains (e.g., metrical phonology: parameters
(Halle and Vergnaud 1987; Hayes 1995), violable constraints (Tesar and Smolensky 2000;
Prince and Smolensky 2002)). While these KRs often overlap with respect to the linguistic
aspects that comprise their variables, they do not rely on the exact same set of variables and
so are not obviously notational variants of each other.
Notably, an often tacit assumption has been that a KR that satisfies the cross-linguistic
variation criterion will easily satisfy the learnability criterion, precisely because the right
KR highlights the relevant variables for the child (e.g., Chomsky 1981; Dresher 1999; Crain
and Pietroski 2002). To choose among di↵erent KRs, which are viable with respect to the
cross-linguistic variation criterion, it seems reasonable to examine them with respect to the
learnability criterion. That is, since they can account for cross-linguistic variation, are the
grammars they define also learnable?
More specifically, how learnable is the language-specific grammar within a KR, given
realistic data from that language? To answer this, we need to define what it means to be
learnable, empirically grounding a learnability assessment with available acquisition data
and quantifying how learnable a grammar defined by a KR is. We then need to concretely
test the KR with a specific language and the data children are using to learn that language’s
grammar. Another often tacit assumption about KRs is that having the appropriate KR
makes successful acquisition possible even in di cult acquisition scenarios – that is, the
reason acquisition occurs so quickly for these “hard” cases is because the child has access
to the KR, which tremendously simplifies the acquisition task. Therefore, an informative
test for any KR is its ability to handle the hard acquisition cases, and so we should select a
language whose grammar is likely to be non-trivial to learn when assessing learnability.
In the remainder of this paper, we first establish formal metrics for comparing KRs,
based on a learnability analysis that is empirically grounded in child-directed speech data.
We then demonstrate how to use this approach on a case study in metrical phonology, where
we compare three KRs. We briefly review the KRs, and then discuss how we will evaluate
them with respect to their ability to learn English, which is a notoriously di cult case
for acquisition due to known irregularity in the data. We discover, perhaps surprisingly,
that all three KRs have learnability issues when applied to learning English, and so the most
straightforward argument from acquisition cannot be made for any of them. Nonetheless, we
discuss various ways to solve the learnability issues for each KR, which include incorporating
additional knowledge that can be derived during acquisition, equipping the learner with
helpful learning biases that guide learning, and adjusting the definition of what the English
grammar is within the KR. Thus, even though all three KRs have learnability issues for
English at first glance, this does not mean we must immediately abandon those KRs –
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instead, we can adjust di↵erent aspects of the acquisition problem to see if and how each
KR’s English grammar can become learnable. In this way, we can identify KRs that satisfy
both the cross-linguistic variation criterion and the learnability criterion, and so are likely
to be more accurate descriptions of the mental representations of this linguistic knowledge.
2 Learnability metrics
2.1 The learnability approach
Many di↵erent approaches to assessing learnability exist (e.g., Pearl 2011; Clark and Lappin
2012; Legate and Yang 2013; Fulop and Chater 2013), and here we propose one that is similar
to those used by Pearl (2011) and Legate and Yang (2013). We will assess learnability
by (i) using realistic input and (ii) assessing it at the computational level (in the sense
of Marr 1982). By evaluating learnability with realistic input, we can more concretely link
learnability to the language acquisition task children actually face. By evaluating learnability
at the computational level, we can focus on the utility of the hypothesis space defined by the
KR: does this view of the relevant grammar variables easily lead the learner to that specific
language’s grammar, given the available language data? Notably, this type of analysis focuses
on the choices that a rational learner would make, given the current hypothesis space and
learning preferences (Goldwater et al. 2009; Pearl et al. 2011; Perfors et al. 2011; Feldman
et al. 2013; Dillon et al. 2013). It abstracts away from how that choice is actually made,
given the cognitive resources available to children. A computational-level analysis can thus
highlight if learnability issues already exist given a particular hypothesis space and learning
assumptions, even before cognitive constraints come into play.
A rational learner will select what it perceives to be the best grammar, and we posit that
the best grammar is the grammar able to account for the most data in the input perceived as
relevant. This relates to the utility of grammars: a grammar is useful because it allows the
learner to compactly represent the regularities in the language data, and so language data
captured by the grammar do not need to be stored in detail. Instead, the relevant aspects
of these data can be described by the compact representation provided by the grammar. So,
the more data accounted for by the grammar, the more useful the grammar is because there
are fewer data that must be dealt with separately (e.g., stored explicitly). Because of this,
from a language use standpoint, the best grammar is naturally defined as the one that can
account for the most data.
2.2 Specific learnability metrics
Once we define the set of data children are learning from, we can evaluate the grammars
defined by any KR on their ability to account for those data. At an individual data point
level, a grammar can be compatible with the data point. For example, a metrical phonology
grammar is compatible with a data point if it can generate the observed stress contour for
that data point. The proportion of data points a grammar is compatible with is its raw
compatibility with that data set. For example, a grammar compatible with 70% of the data
set has a raw compatibility of 0.70. When comparing grammars within a KR, a higher raw
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compatibility is better since this indicates the grammar is more useful for accounting for the
available data. Thus, the best grammar will have the highest raw compatibility, and be the
most useful.
From a learnability perspective however, what matters more than raw compatibility
is how a grammar compares to other grammars defined by the KR. This is captured by
relative compatibility, which is how a grammar’s raw compatibility compares to the raw
compatibilities of other grammars in the hypothesis space. We define a grammar’s relative
compatibility as the proportion of grammars in the hypothesis space that this grammar
is better than, with respect to raw compatibility. The best grammar will have a relative
compatibility of approximately 1.00, since it will be better than all other grammars. For
example, if there are 768 grammars, then the best grammar is better than 767, which gives a
relative compatibility of 767/768 = 0.999. Importantly, no matter what the raw compatibility
of the best grammar is, it is the one a rational learner would choose because it is the best of
all the grammars defined by the KR.
We can also evaluate the learnability potential of a KR, which is simply the raw compat-
ibility of the best grammar (with relative compatibility ⇡1.00) defined by the KR. In e↵ect,
the learnability potential indicates how good the grammar variables defined by the KR are
at accounting for the available data in the learner’s input.
2.3 Evaluating the language-specific grammar
To satisfy the learnability criterion in the most straightforward way, the language-specific
grammar should be the grammar that is learned most easily from the language’s child-
directed input data. This can be empirically tested using the metrics above. If the language-
specific grammar is the most easily learned grammar, it should have the highest raw com-
patibility, which will cause it to have a relative compatibility of approximately 1.00. This,
in turn, would cause this grammar’s raw compatibility to be equivalent to the learnability
potential of the KR that defines it, since it would be the grammar defined by that KR that
is the best at accounting for the language’s child-directed input data.
3 Knowledge representations in metrical phonology
For metrical phonology, the observable data is the stress contour associated with a word.
For example, octopus has stress on the first syllable, but not on the second and third syl-
lables. We can represent this as o´ctopus (/A´kt@pUs/) having the stress contour 100.1 All
the KRs we examine define grammars that assume a word has been divided into syllables
and those syllables are classified according to their syllable rimes, so that syllable onsets are
ignored (e.g., strong (/stôAN/) is equivalent to /tôAN/, /ôAN/, and /AN/). All grammars then
form metrical feet comprised of one or more of those syllables, which we will indicate with
parentheses, as in (1). Metrical feet are used for determining which syllables to stress, with
a single syllable within a metrical foot being stressed.
1Here we are only concerned with the distinction between stressed and unstressed syllables, rather than the
additional consideration of primary vs. secondary stress among stressed syllables.
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(1) Sample metrical structure for octopus (/Akt@pUs/)
stress 1 0 0
metrical feet (VC V) VC
syllable rimes VC V VC
syllable IPA Ak t@ pUs
A grammar defined by a KR will be associated with an underlying metrical structure, as
shown in (1), whose observable form is the stress contour for the word. Importantly for our
empirical purposes, each KR has defined a grammar that is meant to account for English,
and so that is the grammar we will be particularly interested in evaluating against English
child-directed input data. We now briefly review the three KRs we will compare, which
include both parametric and constraint-ranking representations.
3.1 Parametric knowledge representations
3.1.1 The HV parametric representation
The first parametric KR is adapted from Halle and Vergnaud (1987) (HV), and its learnabil-
ity has been previously investigated by Pearl (2007, 2011). The HV representation involves
five main parameters with three sub-parameters, yielding 156 grammars in the hypothesis
space. For a more detailed description of each of the parameters and their interactions with
each other, see Dresher and Kaye (1990), Dresher (1999), and Pearl (2007).
Quantity Sensitivity. Quantity sensitivity determines whether syllables are treated iden-
tically or instead di↵erentiated by syllable rime weight for the purposes of stress assignment.
A language could be quantity sensitive (QS), so that syllables are di↵erentiated into (H)eavy
and (L)ight syllables. Long vowel syllables with or without codas (VV(C)) are Heavy, short
vowel syllables (V) are Light, and short vowel syllables with codas (VC) can be either Light
(QS-VC-L) or Heavy (QS-VC-H), yielding three syllable type distinctions (long, short, and
closed).2 In contrast, if the language is quantity insensitive (QI), all syllables are treated
identically (represented below as S ). Both kinds of analyses are shown in (2) for beautiful.
(2) QS and QI analysis of beautiful (/bjut@fUl/)
QS analysis H L L/H QI analysis S S S
syllable rime VV V VC syllable rime VV V VC
syllable IPA bju t@ fUl syllable IPA bju t@ fUl
Extrametricality. Extrametricality determines whether all syllables of the word are con-
tained in metrical feet. In languages allowing extrametricality, either the leftmost syllable
(Em-Left) or the rightmost syllable (Em-Rt) is excluded (indicated by angled brackets
h...i). In contrast, languages without extrametricality (Em-None) have all syllables in-
cluded in metrical feet. Example (3a) shows extrametricality applied to gira↵e and octopus,
while (3b) shows Em-None applied to afternoon.
2Vowel length in English typically corresponds to the tense/lax distinction, such that tense vowels (including
diphthongs) are long, while lax vowels are short.
402
Lisa Pearl, Timothy Ho, & Zephyr Detrano
(3) a. Extrametricality, with QS, QS-VC-H
Em-Left Em-Rt
syllable class hLi H H L hHi
syllable rime V VC VC V VC
syllable IPA dZ@ ôæf Ak t@ pUs
b. No extrametricality (Em-None), with QS, QS-VC-L
syllable class L L H
syllable rime VC VC VVC
syllable IPA æf t@ô nun
Foot Directionality. Once the syllables to be included in metrical feet are known, metrical
feet can be constructed. Feet can be constructed beginning at the left (Ft-Dir-Left), as in
(4a), or the right (Ft-Dir-Rt), as in (4b).
(4) a. Ft-Dir-Left, starting metrical foot construction from the left: (L L H
b. Ft-Dir-Rt, starting metrical foot construction from the right: L L H)
Boundedness. The boundedness parameter determines the size of metrical feet. An un-
bounded (Unb) language has no arbitrary limit on foot size; a metrical foot is only closed
upon encountering a Heavy syllable or the edge of the word. If there are no Heavy syllables
or the syllables are undi↵erentiated (S) because the language is quantity insensitive, then
the metrical foot encompasses all the non-extrametrical syllables in the word. Some example
unbounded foot constructions are shown in (5).
(5) Unbounded metrical foot construction
a. Em-None, Ft-Dir-Left for L L L H L
begin (L L L H L
heavy syllable encountered (L L L) (H L
end (L L L) (H L)
b. Em-None, Ft-Dir-Rt for S S S S S
begin S S S S S)
end (S S S S S)
The alternative is for metrical feet to be Bounded (B), and so to be no larger than a
specific size. A metrical foot can be either two units (B-2) or three units (B-3); units are
either syllables (B-Syl) or sub-syllabic units called moras (B-Mor) that are determined by
the syllable’s weight (Heavy syllables are two moras while Light syllables are one). Only
if the word edge is reached can metrical feet deviate from this size (by being smaller than
this size). Example (6) demonstrates di↵erent bounded foot constructions, with various
combinations of these parameter values.
(6) Sample bounded analyses of five-syllable sequences
a. B-2, B-Syl with QS, Em-None, Ft-Dir-Left: (H L) (L L) (L)
b. B-3, B-Syl with QI, Em-None, Ft-Dir-Left: (S S S) (S S)
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c. B-2, B-Mor with QS, Em-None, Ft-Dir-Left:
mora analysis µµ µ µ µ µ
syllable classification (H) (L L) (L L)
Foot Headedness. Once the metrical feet are formed, the foot headedness parameter
determines which syllable within a foot is stressed. Feet headed on the left have the leftmost
syllable of the foot stressed (Ft-Hd-Left), shown in (7a), while feet headed on the right
have the rightmost syllable of the foot stressed (Ft-Hd-Rt), shown in (7b).
(7) Analyses for (L L) (L), which uses QS, Em-None, Ft-Dir-Left, B-2, B-Syl
a. Ft-Hd-Left:
1 0 1
(L L) (L)
b. Ft-Hd-Rt:
0 1 1
(L L) (L)
The English HV grammar. The English grammar for the HV representation di↵eren-
tiates syllables into Heavy and Light, treating VC syllables as Heavy (QS, QS-VC-H). The
rightmost syllable of a word is extrametrical (Em-Rt), and metrical feet are built from the
right side (Ft-Dir-Rt). A metrical foot spans two syllables (B, B-2, B-Syl), and the leftmost
syllable within a foot is stressed (Ft-Hd-Left). A sample analysis using the English grammar
is shown for octopus in (8). The generated stress contour (100) matches the observed stress
contour (o´ctopus).
(8) English grammar analysis for octopus (/Akt@pUs/):
QS, QS-VC-H, Em-Rt, Ft-Dir-Rt, B, B-2, B-Syl, Ft-Hd-Left
stress 1 0 0
analysis (H L) hHi
syllable IPA Ak t@ pUs
3.1.2 The Hayes parametric representation
The second parametric system is adapted from Hayes (1995) (henceforth Hayes), and in-
cludes eight parameters that concern the basic distinction between stressed and unstressed
syllables. These eight parameters yield 768 grammars in the hypothesis space.
Syllable Weight. Syllables are characterized as (H)eavy or (L)ight, similar to the QS
option in the HV representation. Syllables with long vowels (VV) in their rimes are always
Heavy, and syllables with short vowels only in their rimes (V) are always Light. Similar
to the HV representation, closed syllables with a short vowel and one or more consonants
(VC+) can be treated as either Heavy (VC-H) or Light (VC-L).
Extrametricality. Extrametricality is also similar to extrametricality in the HV system.
In addition to no extrametricality (Em-None) and syllable extrametricality on the rightmost
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(Em-Right) or leftmost (Em-Left) syllable, this representation also permits extrametrical-
ity on the rightmost consonant (Em-RtCons), where the rightmost consonant of a word is
removed from metrical consideration. Notably, Em-RtCons can interact with syllable weight,
as shown in (9). Because Em-RtCons can change the syllable type (e.g., turning a VC syl-
lable into a V syllable), four syllabic distinctions are required in the Hayes representation:
short (V), potentially short (VC), closed (VCC+), and long (VV or VVC+).
(9) Sample syllable weight representations interacting with extrametricality, given VC-H
Em-None Em-RtCons
syllable class H H H L
extrametricality VV VC VV V
syllable rime VV VC VV VC
syllable IPA pe p@ô pe p@ô
syllables pa per pa per
Foot Directionality. Similar to the HV representation, metrical foot construction can
begin from the left edge (Ft-Dir-Left) or the right edge (Ft-Dir-Rt).
Parsing Locality. The parsing locality parameter indicates whether metrical feet are built
as adjacently as possible. Strong local parsing (LP-Strong) requires that after a foot is
constructed, the next foot should begin with the next syllable (10a). Weak local parsing
(LP-Weak) requires that one Light syllable be skipped between feet (10b). Note that
Heavy syllables are never skipped, even with weak local parsing.
(10) Sample parsing locality feet construction, with feet comprised of exactly two syllables
a. Em-None, Ft-Dir-Left, LP-Strong
begin L H L L L
start next foot (L H) (L L L
end (L H) (L L) L
b. Em-None, Ft-Dir-Left, LP-Weak
begin L H L L L
skip L syllable (L H) L (L L
end (L H) L (L L)
Foot Inventory. When constructing metrical feet, there are three options: Syllabic Trochees
(Tro-Syl), Moraic Trochees (Tro-Mor), and Iambs (Iamb). A Tro-Syl foot can take two
forms: (i) two syllables of any weight with stress on the leftmost syllable (S´ S), or (ii) a
single stressed Heavy syllable at the end of metrical foot construction (H´). A Tro-Mor foot
can also take two forms, based on the idea that each foot has two moras (L syllables = µ, H
syllables = µ µ): (i) two Light syllables with stress on the leftmost syllable (L´ L), or (ii) a
single stressed Heavy syllable (H´). An Iamb foot can also take two forms: (i) a Light syllable
followed by a syllable of any weight, with stress on the rightmost syllable (L S´), or (ii) a
single stressed Heavy syllable (H´). Example (11) demonstrates foot construction for a word
of form H L L H H with each of the di↵erent foot types.
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(11) Tro-Syl, Tro-Mor, and Iamb metrical feet built for H L L H H, given Em-None, Ft-
Dir-Left, and LP-Strong
Tro-Syl Tro-Mor
Tro-Syl foot 1 (H´ L) L H H Tro-Mor foot 1 (H´) L L H H
Tro-Syl foot 2 (H´ L) (L´ H) H Tro-Mor foot 2 (H´) (L´ L) H H
Tro-Syl foot 3 (H´ L) (L´ H) (H´) Tro-Mor foot 3 (H´) (L´ L) (H´) H
Tro-Mor foot 4 (H´) (L´ L) (H´) (H´)
Iamb
Iamb foot 1 (H´) L L H H
Iamb foot 2 (H´) (L L´) H H
Iamb foot 3 (H´) (L L´) (H´) H
Iamb foot 4 (H´) (L L´) (H´) (H´)
Degenerate Feet. After constructing feet, edge syllables may remain unfooted. If a lan-
guage has a strong prohibition against degenerate feet (DF-Strong) and an edge syllable
is unfooted, a degenerate foot is not allowed to form and the analysis fails (12, lefthand
side). If a language instead has a weak prohibition against degenerate feet (DF-Weak), a
degenerate foot may form if the remaining syllable is Light (12, righthand side).
(12) Analyses of L H with DF-Strong and DF-Weak, given Em-Right and Tro-Mor
DF-Strong DF-Weak
H extrametrical L hHi H extrametrical L hHi
L too small for Tro-Mor foot. L hHi L too small for Tro-Mor foot. L hHi
L 6= degenerate foot. L hHi L = degenerate foot. (L´) hHi
Analysis crashes.
Word Layer End Rule. The Word Layer End Rule (WLER) can interact with degenerate
feet and the analysis direction (see next section) to alter the observable stress contour. If
degenerate feet are formed (due to DF-Weak), the WLER determines whether the stress
on the degenerate foot survives. WLER can be set to either Left (WLER-L) or Right
(WLER-R) and will allow the stress of any degenerate foot to survive if it is closer to the
corresponding edge of the word than any other foot. For example, in a WLER-R language
with a degenerate foot on the right edge of the word, the degenerate foot’s stress will survive
(13a). In contrast, if the degenerate foot is on the left edge of the word and there are
additional feet closer to the right edge, the degenerate foot’s stress will not survive (13b).
(13) Sample analyses of word form L L H L L, showing the interaction of Ft-Dir-Left and
Ft-Dir-Rt with WLER-R
a. Em-None, Ft-Dir-Left, Tro-Syl, LP-Strong, DF-Weak, WLER-R
Tro-Mor foot 1 (L´ L) H L L
Tro-Mor foot 2 (L´ L) (H´ L) L
Degenerate foot (L´ L) (H´ L) (L´)
Degenerate foot stress survives (L´ L) (H´ L) (L´)
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b. Em-None, Ft-Dir-Rt, Tro-Syl, LP-Strong, DF-Weak, WLER-R
Tro-Mor foot 1 L L H (L´ L)
Tro-Mor foot 2 L (L´ H) (L´ L)
Degenerate foot (L´) (L´ H) (L´ L)
Degenerate foot stress does not survive (L) (L´ H) (L´ L)
Stress Analysis Direction. This parameter determines whether metrical stress analysis
begins with creating feet and then determining word-level stress via WLER (Bot-Up) or
begins with word-level analysis using the WLER and subsequently creates feet (Top-Down).
Notably, in Top-Down languages, the WLER decides whether the initial (WLER-L) or final
(WLER-R) syllable should be stressed, regardless of weight. Parsing of syllables into feet is
then constrained by the stress assigned by the WLER at word level. All previous analyses
presented have used the Bot-Up value. We demonstrate in (14) how stress analysis direction
can interact with the WLER.
(14) Sample analyses of word form L H using Bot-Up versus Top-Down, with Em-None,
Ft-Dir-Right, Iamb, LP-Strong, DF-Weak, WLER-L
Bot-Up Top-Down
Iamb foot (L H´) WLER stresses leftmost syllable L´ H
No degenerate feet.
Word-level stress
remains as is.
(L H´) Cannot create (L H´) Iamb foot
due to L´, so create (H´) Iamb foot
L´ (H´)
DF-Weak creates degenerate foot (L´) (H´)
The Hayes English grammar. The English grammar for the Hayes representation treats
VC syllables as Heavy (VC-H) and views the rightmost consonant as extrametrical (Em-
RtCons). Metrical feet are built from the right (FtDir-Rt) as adjacently as possible (LP-
Strong), and are two moras in size with the leftmost syllable stressed (Tro-Mor). Degenerate
feet are not allowed (DF-Strong), so although stress on a degenerate foot would be allowed
to survive if it was the rightmost syllable (WLER-R), this aspect does not matter for this
layer of metrical stress in English (though WLER-R does matter for distinguishing between
primary and secondary stress one layer above). In addition, metrical feet are created before
word-level stress is assigned (Bot-Up). A sample analysis using the English grammar is
shown for octopus in (15). Note that the English grammar generates the incorrect stress
contour for this word (110 instead of the observed 100).
(15) English grammar analysis for octopus (/Akt@pUs/):
VC-H, Em-RtCons, FtDir-Rt, LP-Strong, Tro-Mor, DF-Strong, WLER-R, Bot-Up
stress 1 1 0
analysis (H´) (L´ L)
syllables Ak t@ pUhsi
3.2 Constraint-based representations
Optimality Theory (OT) (Tesar and Smolensky 2000; Prince and Smolensky 2002) charac-
terizes linguistic knowledge as a universal set of constraints whose interaction determines
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the form of observable linguistic data, and a language’s grammar is a ranking of these con-
straints. Given n constraints, there are n! rankings. In our instantiation of OT (Hammond
1999; Pater 2000), there are nine phonological constraints, defining a hypothesis space of 9!
= 362,880 grammars. Additionally, there is one inviolable principle called Rooting, which
requires all words to have some stress on them and so entails that their analyses contain at
least one metrical foot.
3.2.1 Constraints
Non-Finality (NonFin). The final syllable is unfooted. In (16), the first candidate form
for little (/lIRIl/) is preferred since the final syllable is not included in a metrical foot.
(16)
Input: /lI RIl/ NonFin
a. + (l´I) RIl
b. lI (R´Il) ⇤!
Trochaic (Tro). Feet are headed on the left. In (17), the first candidate for mommy
(/mami/) is preferred since its sole foot has stress on the leftmost syllable.
(17)
Input: /mA mi/ Tro
a. + (mA´ mi)
b. (mA mi´) ⇤!
Weight-to-Stress Principle VV (WSP-VV). Syllables with long vowels should be
stressed. The first candidate in (18) for canoe (/k@nu/) is preferred since its second syllable
has a VV rime and is stressed.
(18)
Input: /k@ nu/ Wsp-vv
a. + (k@ nu´)
b. (k2´ nu) ⇤!
Weight-to-Stress Principle VC (WSP-VC). Syllables closed by consonants should be
stressed. The first candidate in (19) for little (/lIRIl/) is preferred since its second syllable
has a VC rime and is stressed.
(19)
Input: /lI RIl/ Wsp-vc
a. + (lI R´Il)
b. (l´I RIl) ⇤!
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Foot Binarity (FtBin). Feet are binary (contain two units) at some level of analysis
(e.g., syllables or moras). The first candidate for little in (20) is preferred since the sole
metrical foot contains two syllables.
(20)
Input: /lI RIl/ FtBin
a. + (l´I RIl)
b. (l´I) RIl ⇤!
Align Right (Align-R). Align the right edge of a foot to the right edge of the prosodic
word. This constraint prefers metrical feet to have their right edge as close as possible to the
right edge of the word, and so the third candidate for horizon (h@rAjz@n) in (21) is preferred.
(21)
Input: /h@ rAj z@n/ Align-R
a. (h2´) raj z@n ⇤!⇤
b. h@ (ra´j) z@n ⇤!
c. + h@ raj (z@´n)
Align Left (Align-L). Align the left edge of a foot to the left edge of the prosodic word.
This constraint prefers metrical feet to have their left edge as close as possible to the left
edge of the word, and so the first candidate for horizon in (22) is preferred.
(22)
Input: /h@ rAj z@n/ Align-L
a. + (h2´) raj z@n
b. h@ (ra´j) z@n ⇤!
c. h@ raj (z@´n) ⇤!⇤
Parse-Syllable (Parse- ). Syllables must belong to feet. Extrametrical syllables violate
this constraint and so the first candidate for mommy in (23) is preferred.
(23)
Input: /mA mi/ Parse- 
a. + (mA´ mi)
b. (mA´) mi ⇤!
*Sonorant Nucleus (*SonNuc). Syllables should avoid having sonorant nuclei. The
first candidate for little in (24) is preferred since none of its syllables have sonorant nuclei.
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(24)
Input: /lI RIl/ *SonNuc
a. + (l´I RIl)
b. (l´I Rl
"
) ⇤!
3.2.2 Syllabic distinctions
These constraints require eight syllabic distinctions, which divide syllables generally into
short, closed, long, and super-long variants. The short variants are these: (i) short vowel
open (V), as in the first syllable of kitty (/kI Ri/), and (ii) sonorant nucleus (R), as in the
second syllable of actor (/æk tr
"
/). The closed variants are these: (i) short vowel closed
(VC), as in took (/tUk/), (ii) short vowel closed by a sonorant consonant (VR), as in them
(/DEm/), (iii) short vowel closed by a sonorant consonant and another consonant (VRC), as
in tent (/tEnt/), and (iv) sonorant nucleus closed by another consonant (RC), as in heard
(/hr
"
d/). The long variant is a long vowel (VV), as in the second syllable of kitty (/kI Ri/),
and the super-long variant is a long vowel closed with a consonant (VVC), as in boot (/but/).
3.2.3 The OT English grammar
The OT “grammar” for a language is often a partial ordering of constraints, and so corre-
sponds to multiple grammars that are explicit rankings of all nine constraints. In this vein,
the English grammar described by Hammond (1999) and Pater (2000) obeys ten constraint
ranking relationships, which correspond to 26 grammars that explicitly rank all nine con-
straints. This partial ordering is shown in Figure 1, where each arrow represents a constraint
ordering that is true of the English grammar.
Tro
Wsp-vv
NonFin
Wsp-vc
FtBin
Parse- 
Align-R
*SonNuc
Align-L
Figure 1: Partial ordering of constraints defining the English grammar.
The tableau below is an evaluation of a grammar satisfying the English constraint rank-
ings on little (/lIRIl/). Because the final /l/ could be the nucleus of the second syllable, eight
candidates are generated. The optimal candidate for the grammar has a stress contour that
matches the observed stress contour of little (l´ıttle).
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Input:
Tro Wsp-vv NonFin Wsp-vc Align-R FtBin Parse-  *SonNuc Align-L
/lI RIl/
(l´I RIl) ⇤! ⇤ ⇤
(lI R´Il) ⇤! ⇤ ⇤
(l´I) RIl ⇤! ⇤ ⇤ ⇤
lI (R´Il) ⇤! ⇤ ⇤ ⇤
(l´I)(R´Il) ⇤! ⇤⇤
(l´I Rl
"
) ⇤! ⇤ ⇤
(lI R´l
"
) ⇤! ⇤ ⇤ ⇤
+ (l´I) Rl
"
⇤ ⇤ ⇤ ⇤
lI (R´l
"
) ⇤! ⇤ ⇤ ⇤ ⇤
(l´I)(R´l
"
) ⇤! ⇤⇤ ⇤
4 English metrical phonology
English metrical phonology is an excellent test case for metrical phonology KRs, since the
data are irregular and make acquisition of the target knowledge di cult. So, if a learner
using a particular KR can succeed at acquiring the English grammar from realistic English
input data, this provides very good support for the utility of this KR for acquisition.
But what makes English data so di cult with respect to acquisition? The first issue
is that many data are ambiguous for which parameter value or constraint-ranking they
implicate, due to parameter or constraint interaction. For example, consider two grammars
defined by the HV parametric KR that cucumber (/kjuk2mb@ô/) is compatible with, shown in
(25). Quite strikingly, these two grammars have no parameter values whatsoever in common,
yet are able to generate the same stress contour (contour 110).
(25) Two grammars cucumber is compatible with
a. QI, Em-None, Ft-Dir-Rt, B, B-2, B-Syl, Ft-Hd-Left
Analysis (S´) (S´ S)
Syllables kju k2m b@ô
b. QS, QS-VC-H, Em-Some, Em-Right, Ft-Dir-Left, Unb, Ft-Hd-Rt
Analysis (H´) (H´) hHi
Syllables kju k2m b@ô
Data ambiguity is a common problem for language acquisition – in fact, the infamous
poverty of the stimulus concerns exactly this issue (e.g., Chomsky 1980; Baker and McCarthy
1981; Hornstein and Lightfoot 1981; Crain 1991; Pinker 2004; Pearl and Mis 2011). Clearly
English metrical phonology is no exception. We can easily see that the observable stress
contour data can be compatible with multiple hypotheses about the underlying structure
from (25) above.
English metrical phonology data have another less common problem, however: There are
numerous exceptions to the underlying system representing the target grammar, no matter
which grammar is selected as the target grammar (Pearl 2011). How could this be? First,
there are known interactions with both morphology (Chomsky and Halle 1968; Kiparsky
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1979; Hayes 1982) and grammatical category (Chomsky and Halle 1968; Hayes 1982; Kelly
1988; Kelly and Bock 1988; Hammond 1999; Cassidy and Kelly 2001). For example, in
pre´tty/pre´ttier/pre´ttiest and sensa´tion/sensa´tional/sensa´tionally, adding inflectional and
derivational morphology does not shift the stress, despite adding syllables to the word. This
would be unexpected in the purely phonological systems described by the KRs above, since
additional syllables typically alter which syllables are stressed in a word. For grammatical
categories, there are examples like co´nduct/condu´ct and de´sert/dese´rt, where the grammat-
ical category influences the stress pattern (i.e., nouns are stress-initial while verbs are stress-
final). This is again unexpected in the purely phonological systems described above, since
they would generate/select a single stress pattern for a syllabic word form (i.e., abstracted
to syllable rime, so conduct is VC VC), irrespective of grammatical category.
Notably, these irregularities in the data can cause multiple stress contours to appear for
a single syllabic word form, as we saw in the grammatical category examples above. This
is problematic because, as mentioned above, a grammar can only generate/select a single
stress contour per syllabic word form. This means there is no way for a single grammar –
no matter which grammar it is – to account for all the English data in a learner’s input.
But how often does a syllabic word form have multiple stress contours associated with it in
realistic acquisition data? We examined the Brent corpus of the American English subsection
of CHILDES (MacWhinney 2000), which contains speech directed at children between the
ages of six and twelve months (99968 multisyllabic word tokens, 4780 multisyllabic word
types). If we examine only non-monosyllabic words, under the assumption that at least two
syllables are required to have a stress contour, we find this issue occurs quite often: 51%
(HV), 58% (Hayes), or 37% (OT) of all syllabic word forms have multiple stress contours.
This underscores why no single grammar can be compatible with all the input data, and thus
why acquisition of the target grammar for English may be di cult, given realistic English
acquisition input. In particular, it will be impossible for the English grammar in any of these
KRs to account for all the input data, due to the numerous irregularities in the input data.
Clearly, the interactions between metrical phonology, morphology, and grammatical cat-
egory that lead to some of these irregularities are part of the complete target knowledge for
English. However, children may not hypothesize these interactions when they first begin
learning grammars for metrical phonology (which Kehoe 1998 suggests occurs before the age
of two). Thus, in the initial stages of English metrical phonology acquisition, children may
assume the metrical phonology system is autonomous and only look within the phonological
KRs to select the grammar that best accounts for the input, perhaps noting that there are
irregularities that must be accounted for later on.
5 Learnability comparison for English input data
5.1 Learnability potential
Given how many syllabic word forms have multiple stress contours, it is reasonable to wonder
how well any one grammar within these KRs could possibly do. In particular, what is the
largest quantity of data that any single grammar can account for? This represents the
learnability potential of the KR. It turns out that all three KRs have a grammar that is
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able to account for about 23 of the word types (0.657-0.683) and about
3
4 of the word tokens
(0.729-0.750), as shown in Table 1. This suggests that the best grammar in each knowledge
representation is quite useful to have, since it can account for a large portion of the input
(even if not all the input can be accounted for). Therefore, each KR is capable of defining a
grammar that would be useful for the child to acquire.
5.2 English grammar compatibility
Since it is possible to learn a useful grammar from these data, the next reasonable question
is whether the English grammar is the most useful one to learn. This is indicated by the
English grammar’s compatibility with the English input data. Table 1 shows that the English
grammar in all three KRs (or the best instantiation of the English grammar, in the case of the
OT representation) is not compatible with as much data as the best grammar (types: 0.485-
0.593, tokens: 0.531-0.716). The (best) English grammar is clearly not the most compatible
grammar, and so a rational learner looking for the grammar capable of accounting for the
most input data would not select it.
But recall that raw compatibility does not matter as much as relative compatibility, since
a learner is selecting a grammar from a circumscribed hypothesis space. Though the (best)
English grammar accounts for fewer data than the best grammar, how does it compare to
the rest of the grammars that are available? It could be that the (best) English grammar,
while having a significantly lower raw compatibility than the best grammar, is the next best
grammar overall for accounting for the English input data. If that were true, children might
have a better chance of selecting the English grammar, especially if they are not perfectly
rational learners. That is, if the relative compatibility of the (best) English grammar is very
high, children may still be able to learn it fairly easily from English input.
Unfortunately, this turns out not to be true for any of the knowledge representations. As
Table 1 shows, the parametric English grammars are better than about 23 of the grammars
in the hypothesis space (types: 0.673-0.676, tokens: 0.673-0.685) and the best constraint-
based grammar is better than about 45 of the grammars in the hypothesis space (types:
0.817, tokens: 0.785). This indicates that the English grammars are better than many other
grammars – but there are a large number of grammars that are better than the English
grammars. For the parametric KRs, tens or hundreds of grammars are better able to account
for the English input (types: HV=51, Hayes=249; tokens: HV=51, Hayes=242) while for the
constraint-based KR, tens of thousands of grammars are better (types: OT=66,407, tokens:
OT=78,019). In short, the target English grammar is unlikely to be easily learnable from
this hypothesis space of grammars.
5.3 Learnability summary
For all three KRs, there are learnability issues. Using realistic English child-directed input,
it is di cult to learn the English grammar in each KR. More specifically, a rational learner
looking for the grammar best able to account for the observable English input would not
select the target English grammar in any of these KRs.
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Table 1: Learnability analyses for the three knowledge representations: HV, Hayes, and OT.
The three metrics shown are learnability potential of the knowledge representation (KR:Pot),
raw compatibility of the (best) English grammar (Eng:Raw), and relative compatibility of
the (best) English grammar (Eng:Rel), which are computed over word types and word tokens
in English child-directed speech. The word token score is shown in parentheses.
KR:Pot Eng:Raw Eng:Rel
HV 0.668 (0.739) 0.593 (0.716) 0.673 (0.673)
Hayes 0.683 (0.750) 0.485 (0.531) 0.676 (0.685)
OT 0.657 (0.729) 0.573 (0.574) 0.817 (0.785)
6 Addressing the learnability issues
The learnability problem can e↵ectively be summarized as the learner not being able to
learn the target grammar, given the initial knowledge state provided by the KR and realistic
English input. Below we present three potential ways around this apparent problem so that
the three KRs could satisfy learnability for English.
6.1 Intermediate knowledge states
Experimental data suggest that there may be several intermediate knowledge states when
learning English metrical phonology. First, there is a trochaic metrical template used at
age two (Gerken 1994, 1996), which could implement a preference for a quantity insensitive
metrical foot spanning two syllables, with stress on the leftmost syllable. Then, by age
three, children have recognized that the metrical system is quantity sensitive, but not that
the rightmost syllable is typically extrametrical (Kehoe 1998). It therefore seems possible
that there are additional transitory states before the final knowledge state is achieved at age
four or five (e.g., Pettinato and Verhoeven 2008; Arciuli et al. 2010).
One reason that there might be intermediate knowledge states is that children may per-
ceive the input di↵erently as they gain more linguistic knowledge. For example, when learn-
ing the metrical phonology system, gaining knowledge about the interaction between metrical
phonology and morphology would allow children to perceive and analyze their input data
di↵erently. This new analysis could then cause them to abandon an intermediate non-target
grammar and instead learn the target English grammar, because the target English grammar
would then become the one able to account for the most input data.
One useful piece of knowledge to acquire is that productive a xes in English tend to be
stressless or bear weak stress if there are multiple stressed syllables in a word (Hayes 1995).
For example, in sensa´tionally, the derivational a xes -al and -ly are not stressed, and in
pre´ttiest, the inflectional a x -est is not stressed. But when do children acquire knowledge
of productive English a xes, and is it early enough that they’re likely to use this knowledge
when acquiring the English metrical phonology grammar? While knowledge of derivational
morphology appears to develop fairly late (well into primary school, where it may be explicitly
instructed (Tyler and Nagy 1989; Stotko 1994; McBride-Chang et al. 2005; Jarmulowicz et al.
2008)), children develop knowledge of inflectional morphology much earlier, often using it
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productively in their own utterances by age three (Brown 1973). Given their own usage of
inflectional morphology, it is possible that children have noticed by this age that inflectional
morphology is not stressed and rarely alters the stress on a word. They could then apply
this acquired knowledge when learning the target English metrical phonology grammar.
In particular, they could ignore inflectional morphology when attempting to determine the
analysis underlying an observable stress contour. Thus, pre´ttiest (/pô´IRiIst/) would be viewed
as pre´tti (/pô´IRi/) for the purposes of learning the metrical phonology grammar.
To investigate the impact of this kind of acquired knowledge, we re-analyzed the English
input data for their compatibility with the various grammars after removing inflectional
morphology (plural –s, possessive ’s, past tense –ed, progressive –ing, past participle –en,
comparative –er, and superlative –est).3 This simulates the learner ignoring inflectional
morphology in the input when learning the English metrical phonology grammar.
How does the (best) English grammar compare to the rest of the grammars in the hy-
pothesis space, once the learner has this acquired knowledge about inflectional morphology?
Does this now make the (best) English grammar have a high relative compatibility? In fact,
it does not: HV = 0.712, Hayes = 0.704, and OT = 0.786 by types. This again indicates that
the English grammars are better than many other grammars (between 70 and 80% of the
hypothesis space) – but there are still a large number of grammars that are better than the
English grammars. Once again, the target English grammar is unlikely to be easily learnable
from this hypothesis space of grammars, even with this acquired knowledge.
One pervasive issue that occurs is that the English grammars in all three KRs typically
want syllables with a long vowel nucleus (e.g., sweet) to be stressed. This can be problematic
for realistic child-directed speech since many words (and often very frequent words) have
unstressed long vowel syllables, such as ba´by (2158 tokens) and k´ıtty (1261 tokens).
One way to deal with these problematic data is to acquire additional knowledge that
will allow the learner to view them as compatible with the English grammar. For example,
the perception that the diminutive a x /i/ is a kind of inflectional morphology could occur
because it communicates a↵ection and attaches to the root form of a noun as a su x (e.g.,
dog becomes doggie), occasionally altering the root form in the process (e.g., cat becomes
kitty). It is unclear when children acquire knowledge of the diminutive in English, but if they
are able to use it productively around the time when they productively use other inflectional
morphology, then it is likely they acquire it while they are learning the metrical phonology
grammar of English. They could then use this knowledge to perceive these diminutive data
di↵erently, ignoring the diminutive a x for purposes of metrical phonology. The diminutives
then become compatible with the English grammars in all three KRs. This general strategy
of ignoring certain aspects of the input data could be very helpful, since so many stress data
are irregular in English. In the next section, we discuss other ways children might utilize
this type of selective learning strategy on English input.
3Note that if a word was previously multisyllabic but became monosyllabic after ignoring inflectional mor-
phology (e.g., sweetest becoming sweet), it was analyzed as being compatible with all grammars.
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6.2 More sophisticated learning
Perhaps the learning process is more sophisticated, with the learner having useful prior
knowledge that guides learning. Thus, the initial knowledge state also includes helpful
learning biases for navigating the hypothesis space defined by the KR. Both of the learning
biases we discuss below are predicated on the same basic idea: instead of trying to account
for all of the input data with a grammar, the learner tries to account for only a subset of the
input data that are perceived as relevant for determining the correct grammar. In essence,
the learner’s data intake (Fodor 1998; Pearl 2007; Gagliardi et al. 2012; Gagliardi 2013) is a
subset of the available input, due to these learning biases.
The first learning bias of this kind is to learn only from data perceived as unambiguous
by the learner (Fodor 1998; Pearl 2008). This might result from a more general bias to prefer
highly informative data, where unambiguous data would be viewed as maximally informative.
Pearl (2008, 2011) demonstrated how this kind of bias could be used to learn the HV English
grammar from realistic English child-directed data. Data points were viewed as potentially
unambiguous with respect to a particular parameter value in the HV KR, e.g., a bisyllabic
word with stress on the leftmost syllable like ba´by would be viewed as unambiguous for
metrical feet headed on the left (Ft-Hd-Left). This allowed the learner to identify a very
small subset of useful data points (never more than 5% of the input for any parameter
value). When coupled with some additional knowledge about the order in which parameters
must be learned, this unambiguous data bias allowed the learner to successfully navigate the
HV hypothesis space of grammars. Thus, this more sophisticated learner did not encounter
the learnability problem we discovered here for the HV KR with an unbiased learner. It is
therefore possible that the other KRs would also surmount their learnability issues if the
learner were equipped with these helpful learning biases.
In a similar vein, another potentially helpful learning bias is to learn only from data
viewed as regular (rather than irregular), with the idea that a regular data point will have
a productive rule associated with it (Legate and Yang 2013). Each productive rule is then
something the learner is interested in capturing with the grammar for the language. One
way children might implement this bias when learning metrical phonology is to assume that
for every syllabic word form that has multiple stress contours (e.g., V VV: k´ıtty, awa´y, u´h
o´h), one stress contour may be the regular, productive stress contour while the others are
exceptions. A formal way to identify if there is a productive rule for a set of items is the
Tolerance Principle (Yang 2005; Legate and Yang 2013), which is used to estimate how many
exceptions a rule can tolerate before it’s no longer useful for the learner to have the rule at all.
E↵ectively, if there are too many exceptions, it is better to simply deal with the exceptions
on an individual basis rather than bothering to learn a rule that is often violated. For N
items, the total exceptions a rule can tolerate is Nln N . If there are more exceptions than this,
then the rule is not productive.
The metrical phonology learner would apply the Tolerance Principle when considering
any syllabic word form with multiple stress contours. At any point during acquisition, there
are two possible outcomes. One option is that one contour may be the regular contour
according to the Tolerance Principle, and so the learner would attempt to account for only
the data with that stress contour (e.g., k´ıtty), ignoring the other data for that syllable word
form (e.g., awa´y, u´h o´h) when trying to learn the grammar. The other option is that no
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contour is regular according to the Tolerance Principle, and so all the data for that syllable
word form are ignored when trying to learn the grammar. Similar to a learner using the
unambiguous data bias, it may be that this bias to learn only from regular data helps the
learner perceive the input in a way that causes the English grammar in each KR to be
compatible with far more data, and so surmount the apparent learnability problem.
6.3 Di↵erent target states for English
A third way to deal with the learnability problem is to simply change what the target gram-
mar for English is. One idea is to look at the grammars within each KR that are more
compatible with the English child-directed data, and examine what about these high com-
patibility grammars makes them more compatible. We examine each KR in turn, looking at
the grammars that have  0.70 token compatibility, since that seemed to be a good threshold
that separated the high-compatibility grammars from the lower-compatibility grammars.
For the HV KR, it turns out that the grammar currently defined for English uses all
the parameter values that the majority of the high-compatibility grammars do (e.g., 53 of
58 high-compatibility grammars use the Em-Rt value, which makes the rightmost syllable
extrametrical, and this is the same parameter value the current English grammar uses). So,
there is no one value that is obviously “wrong” for English child-directed input – it’s simply
that when all these parameter values are combined, they’re sub-optimal. Therefore, there is
no obvious change to the target grammar definition that will improve learnability for the HV
KR. However, this does suggest that a learner attempting to learn these parameter values
individually may succeed, and that may be why the unambiguous data bias used in Pearl
(2008) worked so well – it forced the learner to learn the values separately, since data are
unambiguous only with respect to a single parameter value.
However, it turns out that the Hayes KR can benefit significantly by altering some of the
values in the current definition of the English grammar. One change is to alter the form of
the metrical foot from moraic trochees (Tro-Mor) to syllabic trochees (Tro-Syl). This would
allow the grammar to account for bisyllabic words with an unstressed Heavy syllable at the
end, such as ba´by and k´ıtty. Making this update boosts the relative compatibility to 0.910
by types. Thus, this new English grammar with the Tro-Syl foot inventory value now is far
more learnable compared to other grammars in the Hayes hypothesis space, as it is better
at accounting for the English child-directed data than 9 out of 10 of them.
An alternative update to the definition of the Hayes English grammar also yields promis-
ing results. This involves changing the extrametricality parameter from Em-RtCons (the
rightmost consonant is extrametrical) to Em-Rt (the rightmost syllable is extrametrical)
and changing the degenerate foot parameter from DF-Strong (don’t allow degenerate feet)
to DF-Weak (allow degenerate feet for single Light syllables at word edge). This allows the
grammar to account for words like pre´tty, as the rightmost syllable is extrametrical (and
therefore unstressed), while the single Light syllable pre can form a degenerate foot and be
stressed. Making this update boosts the relative compatibility to 0.923 by types. Thus,
this new English grammar with the Em-Rt and DF-Weak values now is also far more learn-
able compared to the other grammars in the Hayes hypothesis space, as it is also better at
accounting for the English child-directed data than 9 out of 10 of them.
Turning to the OT KR, we find that there is a single ordering constraint update that
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is very beneficial. All of the high-compatibility grammars rank NonFin higher than Wsp-
vv, which means that it is more important to make the rightmost syllable extrametrical
(NonFin) than it is to stress long vowel syllables (Wsp-vv). The current definition of
the English grammar has the opposite ranking (Wsp-vv > NonFin), preferring to stress
all long vowel syllables no matter where they are in the word. This makes the current
English grammar unable to account for words like ba´by, which have an unstressed long vowel
syllable as the rightmost syllable. Altering this ranking so that NonFin is more important
(NonFin > Wsp-vv) boosts the relative compatibility to 0.988. Thus, even moreso than
the Hayes English grammar, updating the OT English grammar allows this grammar to be
far more learnable than the other grammars in the OT hypothesis space, since it is better
at accounting for the English child-directed data than nearly 99 out of 100 of them.
6.4 Summary
The basic issue we encountered is that all three KRs appear to have learnability issues when
it comes to learning the English grammar they define from realistic English child-directed
input. So, while these KRs satisfy the criterion of accounting for constrained cross-linguistic
variation, they all seem to fail the learnability criterion when it comes to English. However,
there are ways that they may be able to satisfy the learnability criterion after all.
First, it may be that children do not reach the target English grammar immediately, but
instead pass through one or more transitory grammars. As they acquire useful knowledge
about English metrical phonology, they may perceive the input di↵erently and so update
their non-target grammars to the target English grammar. We investigated the addition
of one type of useful knowledge about the interaction of English metrical phonology with
morphology that is likely to be acquired early enough to be used by children. However, this
knowledge was not su cient on its own, and other knowledge may required for unbiased
learners to learn the target English grammar in each KR. Experimental work may be able to
determine what useful knowledge children acquire early enough to use when learning their
metrical phonology grammar, as well as any transitory grammars they may converge on
during acquisition.
A second option is that children are not unbiased learners, as our basic learnability
analysis assumed, and they have useful learning biases that help them navigate the hypothesis
space of grammars defined by each KR. Two potentially useful biases involve learning a
grammar that accounts for a subset of the available input data (as defined by each bias),
rather than all of it. The HV KR has been shown to benefit from exactly this type of bias,
when the learner also has some prior knowledge about the order in which to learn parameters
(Pearl 2008).
A third option is to update the definition of the target grammar for English to some-
thing that is more learnable from realistic input data. For the Hayes and OT KRs, there
were potential minor updates that significantly improved learnability. Future experimental
investigations can determine if adult knowledge corresponds better to these updated En-
glish grammars or if these grammars are perhaps intermediate knowledge states for children
during acquisition. Future computational investigations on adult-directed English data may
also help determine if the current target grammars are the most compatible with the data
adults typically encounter. If not, this suggests that updating the definition of the target
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English grammar is warranted – not only would the updated grammar be more learnable
from child-directed speech, but it would be more compatible with adult knowledge.
For all three KRs, there are ways to potentially make the English grammars in them
learnable. If it turns out that some are still not learnable, then this is support in favor of the
ones that are in fact learnable. If it instead turns out that all are learnable, then it matters
what each KR needs to satisfy learnability for English. If transitory knowledge states are
assumed, we must find evidence that children pass through those transitory states. If prior
knowledge is required, we must find evidence that children have that prior knowledge. If
the adult knowledge is assumed to be di↵erent, we must find evidence that adult knowledge
is indeed that way. Thus, computational investigations about learnability can lead to tar-
geted experimental and further computational investigations that indicate which theoretical
representations are accurate.
7 Conclusion
In this paper, we have established a methodology for quantitatively evaluating di↵erent
knowledge representations (KRs), based on the learnability of their language-specific gram-
mars from realistic acquisition input. We have used this approach to investigate KRs in
metrical phonology, evaluating them on their ability to learn the target English grammar
from realistic English data. English is an excellent test case for metrical phonology learn-
ability, since it contains many irregularities and therefore represents a di cult acquisition
scenario. So, if a KR allows a learner to successfully acquire the English grammar, that KR
truly is useful for acquisition.
While we found that all three KRs have apparent learnability issues, we also were able
to discover what causes the failure and what could be done about it. This led us to propose
possible changes to the way acquisition must proceed for a given KR and possible changes
to the definition of the target grammars for English within existing KRs. Thus, this com-
putational approach allows us to suggest useful alterations to both the theories about how
learning proceeds in this domain and the theories about how knowledge in this domain is
represented.
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