Abstract. Millimeter observations of 48 oxygen-and 20 carbon-rich AGB Miras with periods shorter than 400 days are presented. In addition, observations of 14 O-rich and 15 C-stars with longer, or no known, periods have also been obtained.
Introduction
Previous studies have shown that mass loss rates increase with increasing pulsation periods in Miras. For example, Whitelock (1990) and Whitelock et al. (1994) derived the mass loss rates for oxygen-rich Miras in the Galactic Bulge and the South Galactic Cap, respectively, and found this trend. The mass loss rates were based on dust emission and then converted to a total mass loss rate based on a constant dust-to-gas ratio and expansion velocity for all stars in their respective samples.
In a different approach to derive the dust mass loss rate, fitted the Spectral Energy Distributions (SEDs) and mid-infrared IRAS LRS spectra of 44 carbon Mira variables with a dust radiative transfer model. In that paper the total mass loss rate was then derived from a modified relation between the photon momentum transfer rate (L/c) and the momentum transfer rate of the wind (Ṁ v ∞ ).
There is an alternative method to derive the total mass loss rate and that is through molecular emission lines, notably CO which is the most abundant molecule after H 2 . Many CO observations have been published for AGB stars over the past years (see Loup et al. 1993 for a compilation up to that epoch; more recent work include Bieging & Latter 1994; Sahai & Liechti 1995; Young 1995; Knapp et al. 1998; Olofsson et al. 1998; Neri et al. 1998; Kerschbaum & Olofsson 1998; Groenewegen & de Jong 1998) . CO observations are the main focus here as well. As the results in suggested that the overall good relation between mass loss rate and pulsation period might break down for periods shorter than about 400 days we concentrated on the shorter period range, and also included both O-and C-rich Miras. This possible breakdown of a mass loss-period relation might be related to the fact that radiation pressure on dust is no longer sufficient to drive the mass loss at lower luminosity (Dominik et al. 1990 ).
The paper is organised as follows. In Sect. 2 the sample of stars is introduced and the millimeter observations are described. In Sect. 3 the line profiles and observational results are presented. In Sect. 4 the infrared observations are described. In Sect. 5 the analysis is performed, which includes the modelling of the SEDs and LRS spectra for 7 stars, estimation of luminosity and distance using several methods, derivation of the dust-and gas-mass loss rate. In Sect. 6 we comment on the various correlations between mass loss rate and pulsation period, expansion velocity, etc.
The observations
Observations were performed with the IRAM-30 m-telescope and the SEST each on three different occasions and with the JCMT on one occasion. In Table 1 we list the observations of the different runs, the observed coordinates, chemical type (C or M) and pulsation period. In addition, references are given to previous detections in CO and in the case of non-detections (previously and by us) we refer to radial velocities obtained by other means, if avaialable. The stellar coordinates are in most cases taken from the simbad data base (when listed to < ∼ 0.2 accuracy), the Hipparcos input catalog, the Stephenson (1989) catalog of carbon stars, or derived from the Digitised Sky Survey. In few cases the IRAS coordinates are used, mostly for the less known carbon stars and the stars listed under their IRAS name. The pulsation periods are taken from the 4th edition of the General Catalog of Variable Stars (GCVS, Kholopov et al. 1985) , Jones et al. (1990) , and Joyce et al. in preparation. The data obtained with the IRAM-30 m-telescope were taken in the period between 23 and 29 December 1994, between 26 and 28 January 1995 and on the 3rd and 4th of August 1995. For the December 1994 run (observers MG and JB) the 12 CO J = 1 − 0 and J = 2 − 1 lines, and for some stars also the HCN(1−0) and SO(6 5 −5 4 ) lines, were observed simultaneously using the 230 GHz and 3 mm SIS receivers. Both the two 1 MHz filter banks and the autocorrelator were used as backends. In cases where both data sets are available with good S/N we only present the one with the highest frequency resolution. The same procedure is adopted for the other observations discussed below. Table 3 gives the channel spacing which we finally decided to use.
The targets were observed using wobbler switching during all runs with the IRAM-30 m-telescope, mostly with a throw of 120 in azimuth.
Baselines were removed and all temperatures are on a main-beam brightness scale (the same applies for all temperatures presented in this paper). Due to different definitions used at different telescopes the observed antenna temperatures (T A ) are converted to main-beam brightness temperatures (T mb ) by using T mb = T A /B eff for the SEST and JCMT data (discussed below), and T mb = T A × F eff /B eff for the IRAM data, where F eff and B eff are respectively the forward and main-beam efficiencies (listed in Table 2 together with the FWHM beam widths).
The comparison with the calibration sources (supplemented by consistency checks from stars observed during more days, or even observed both in the December and January runs, as well as published results obtained with the IRAM-30 m-telescope) indicated that the CO J = 1 − 0 and the HCN observations during the December 1994 run are consistent with the calibration observations. The situation is different for the CO J = 2 − 1 and SO data. The observed CO J = 2 − 1 data had to be multiplied by factors 1.1 − 1.5 to obtain agreement with previous results. For the SO transitions there are no calibration sources and only very few published data. The 230 GHz receiver was tuned to the SO line during two consecutive days during the December 1994 run. We observed IRC+10 011 on both days and compared our data to that of Bujarrabal et al. (1994) . On the first day our brightness temperature scale was too low by a factor of 2.2; on the second day we found agreement between the two. By scaling the result for VY CMa obtained with the Loup et al. (1993) , Olofsson et al. (1998) NRAO 12 m telescope to the expected value for the IRAM-30 m-telescope, assuming a point source, we again found an underestimate of the temperature scale by a factor of 2.2 for the first day of SO observations. Hence, for the first day of SO observations the observed brightness temperatures were multiplied by 2.2; for the second day no correction was applied. We estimate the final calibration for all observed lines to be accurate by about 10% (1σ). This is true for all runs with the IRAM-30 m-telescope.
For the January 1995 run (Observer MG) the 12 CO J = 1 − 0, 2 − 1 and 3-2 transitions were observed simultaneously with three SIS receivers. We used as backends the 1 MHz filterbank and the autocorrelator, which was split into three parts. The data reduction is similar as described above. For the J = 3 − 2 line there were at that time no calibration observations available for the IRAM-30 m-telescope.
For the August 1995 run (observer EJ) the 12 CO J = 1 − 0, 2 − 1 transitions were observed simultaneously, in a set-up identical to the December 1994 run.
The JCMT data were taken on August 28 and September 1 & 7, 1995 (observers FB and RT) . The 12 CO J = 2− 1, J = 3− 2 and, for a subsample, 13 CO J = 2− 1 and J = 3 − 2 were observed using two SIS receivers. The backend was the digital autocorrelation spectrometer. A chopping secondary was used with a throw of 2 . The data reduction is similar as described above. We estimate the calibration to be accurate to about 10% (1σ).
The first set of SEST data was taken between 11 and 16 September 1996 (observer MG). Either 12 CO J = 1− 0 and SiO (3 − 2, v = 0), or 12 CO J = 1 − 0 and CS (3 − 2) were observed simultaneously using the 2 mm and 3 mm SIS receivers. The former setting was used to observe Orich sources, and the latter was used for the C-rich sources. This was not our preferred set-up but the 1.3 mm receiver was unavailable during our run to observe the CO (2 − 1) line. The dual beam switching mode was used with a throw of 2 26 in azimuth. One of two available acousto-optical spectrometers was split and connected to the two receivers with a channel separation of 0.7 MHz.
During the second (20-21 September 1997; observer RS) and third (30 September 1998; observer MG) SEST run the 12 CO J = 1 − 0 and 2 − 1 lines were observed simultaneously with the 1.3 mm and 3 mm SIS receivers using the dual beam switching mode as outlined above. We targeted only those stars which had already been detected in the 1996 September run. The data reduction for the SEST runs is similar as described above. Based on a comparison with calibration sources we estimate the brightness temperature scale to be accurate to about 10% (1σ). Table 3 lists the results of the observing run. Included are the name of the object, the transition, the channel spacing, the rms noise, the peak temperature, the integrated intensity, the central velocity with respect to the local standard of rest and half the velocity width at zero intensity which equals the expansion velocity of the circumstellar shell. These quantities were determined either directly from the profiles or from profile fits using the reduction program CLASS (Forveille et al. 1990 ). Typical 1σ uncertainties in the central velocity and the expansion velocity are 1 km s −1 . The 1σ uncertainties in the peak temperature and the integrated intensity are dominated by the calibration uncertainties. Values flagged with a colon are particularly uncertain. Upper limits are 3σ values.
Results of the observations
Data of stars observed with the IRAM-30 m-telescope on two separate occasions are co-added first. The results are also included in Table 3 . For ZZ Gem we only coadded the CO (2 − 1) spectra as the CO (1 − 0) line was detected on only one occasion; for R Pyx only the December 1994 data is used, as the integration time during the January 1995 run was only three minutes, resulting in a poor signal-to-noise level. For AX Cep only the January 1995 data is used, as the CO (2 − 1) emission is much stronger, and the peak of strongest emission was found to be at a slight off-set compared to the position observed in December 1994.
Data obtained with SEST were also co-added, and only the final results are included in Table 3 . In the cases where the CO (1 − 0) line was detected on two or three occasions, the observed temperatures were in good agreement within the limits of the observation. Also observations of CO (1 − 0) and (2 − 1) calibrator stars on different occasions were in agreement with each other.
For stars without detection the stellar LSR velocity is listed in brackets when available. References are listed in Table 1 . When this is "simbad" it is an optical velocity as listed in the "oRV" field, transformed to the LSR frame. When several significantly different values are listed by simbad, the range is given.
The calibrated profiles are shown in the Figs. 1-3 (carbon stars) and 4-9 (oxygen-rich stars). A velocity range of 100 km s Fig. 3 ). The most unusually shaped line profile is that of AFGL 2368 (Fig. 3 ), which shows a clear asymmetrical profile, in particular in the 1 − 0 line. A SEST CO (1 − 0) observation (Nyman et al. 1992) does not seem to show this, but there is a hint of a similar asymmetrical line shape in an CO (1 − 0) observation with the FCRAO (Margulis et al. 1990 ).
Near-infrared observations
We obtained JHK photometry for a few stars with the 1.5 m Carlos Sanchez telescope at the Teide observatory on the island of Tenerife. A single-channel infrared photometer was used with an aperture of 15 . Cycles of "onoff-on" observations were obtained using a throw of 20 . The observation was obtained on November 28, 1998, and the results are listed in Table 4 . For four stars these appear to be the first NIR measurements published, which will be used later on to obtain the distance using a period-M K -relation.
Analysis

Modelling some SEDs
A few very red stars without known pulsation period (all observed with the IRAM-30 m-telescope in December 1994) are treated in a different way from the rest of the sample. The reason is that for some objects no near-IR data and/or pulsation period is available and the methods discussed below could not be applied.
The object OH 10.1 − 0.1 (IRAS 18052 − 2016) is located near the galactic centre and thus we assume a distance of 8.0 kpc. The other objects (IRAS 02408+5458, 06582+1507, 05284+1945, 06403 − 0138, 21554+6204, 22480+6002 = AFGL 2968) are all located outside the solar circle, and were studied by Blommaert et al. (1993) . Following Blommaert et al. (1993) , kinematic distances could be derived for all objects except IRAS 05284+1945, which in the following we assume to be located at 5 kpc, for otherwise its luminosity would be too low to be on the AGB. Jiang et al. (1997) put this object at 9.8 kpc (for their assumed typical AGB luminosity of 8000 L ). As a next step the SEDs and LRS spectra were fitted using the dust radiative transfer model of Groenewegen (1993; also see . IRAS LRS spectra could be retrieved from the database maintained at the University of Calgary (see http://www.iras.ucalgary.ca/ ∼ volk/getlrs plot.html), except for IRAS 05284+1945. Broadband data were taken from the IRAS Point Source Catalog (12, 25, 60, 100 µm data), and IR data from Blommaert et al. (1993) (typically JHKLM and narrow-band data near 10 µm in the best cases, but note that no near-IR data is available for IRAS 18052 − 2016 and 21554+6204). For IRAS 05284+1945 a K observation was taken from from Garcia-Lario et al. (1997) and H, K observations from Jiang et al. (1997) . For AFGL 2968, I, K observations were added from the IRC survey. The interstellar extinction towards the sources was estimated from the model by Arenou et al. (1992) , and ranges from A V = 0.5 − 3.0. For OH 10.1 − 0.1, probably a Galactic Center source, we assumed an A V of 25. Within the uncertainties, in none of the cases does the adopted value for the extinction influence the derived value for luminosity or dust mass loss rate. The model requires the expansion velocity of the outflow which is taken from the CO measurements.
The resulting fits are displayed in Figs. 10-16. We find two sources to be carbon-rich: IRAS 02408+5458 and 06582 + 1507. This was already suggested by Blommaert et al. (1993) based on the shape of the SEDs, and by Volk et al. (1993) based on the characteristic featureless LRS spectra of very red carbon stars (see also the group v sources in Groenewegen et al. 1992) . This is indirectly confirmed here by the good fits obtained with amorphous carbon dust. Both stars lose mass at such high rates that any presence of silicate would result in deep silicate absorption near 10 µm, which is not observed. The fit to the blue part of the LRS spectrum of IRAS 02408+5458 is not very good however. Recently, Speck et al. (1997) obtained a UKIRT CGS3 8 − 13 µm spectrum. Their spectrum differs in two ways from the LRS spectrum. First, their spectrum continues to rise to the blue, peaks near 9 µm and only then drops in flux towards shorter wavelengths, in much better agreement with our model prediction. Second, they find strong silicon carbide absorption at 11 µm, which is not evident in the LRS spectrum. To simulate this, our model was calculated with 90% amorphous carbon mixed with 10% silicon carbide. The optical depth at 11.3 µm in our model is 5.5. The differences between UKIRT and LRS spectrum may in part be due to the relatively poor signal-to-noise of the LRS spectrum, but the change from a nearly featureless spectrum to one with strong SiC absorption is real, and suggests an increase in the SiC/amorphous carbon ratio.
Applying the adopted kinematic distances and assuming a dust-to-gas ratio of 0.005, we derive for IRAS 02408 +5458 a luminosity of 5700 L and a mass loss rates of 6.9 10 −5 M yr −1 and for IRAS 06582+1507 a luminosity of 6500 L and a mass loss rate of 9.0 10 −5 M yr −1 . Note that luminosity and mass loss rate scale with the adopted distance like L ∼ D 2 , andṀ ∼ D. The other sources are O-rich, as evidenced by the strong silicate emission or absorption. IRAS 05284+1945, for which no LRS spectrum is available, is an OH (te Lintel Hekkert et al. 1991) and SiO (Jiang et al. 1996) maser source. In all stars except one, a silicate dust opacity was used composed of Jones & Merrill (1976) dirty silicate shortward of 8 µm, and the silicate of David & Papoular (1990) at longer wavelengths. The exception is IRAS 18052 − 2016 (OH 10.1 − 0.1) where, based on the discussion in Suh (1999) , we used Mg 0.8 Fe 0.2 SiO 4 (Dorschner et al. 1995) . This was the only silicate out of several species tried which resulted in at least some absorption in the 18 µm region. However, in view of the still not satisfactory fit of the model to the data, further NIR data is badly needed for this source to confirm if the model prediction for the assumed dust opacity holds at shorter wavelengths. The fits to the SEDs and LRS spectra are quite good, the exception being AFGL 2968 (IRAS 22480+6002). However, taking the kinematic distance, we derive a luminosity of 140 000 L , which would make it a supergiant and not an AGB star. In support, its large expansion velocity of 26.4 km s −1 and large 60 µm flux to T (1 − 0) ratio (Josselin et al. 1998 ) are consistent with this interpretation. In fact, Josselin et al. classified it as a M0I object based on unpublished material (Josselin et al., in preparation) . This star has not been detected in OH. This is surprising as it is both an SiO ) and a H 2 O master source (Han et al. 1998) . Possibly the silicate dust opacity around supergiants is different from that typical for O-rich AGB stars, or the dust is more distributed in a disk-like structure. For the other O-sources we find luminosities in the range 1120 to 30 000 L , and mass loss rates between 5.0 10 −6 and 6.2 10 −5 M yr −1 , again assuming a dust-to-gas ratio of 0.005. The luminosity for IRAS 06403 − 0138 is quite low (1120 L ), which might indicate that the kinematic distance is an underestimate of the true distance. Note, again, that luminosity and mass loss rate scale with the adopted distance like
Luminosity and distance
Luminosities and distances are derived in various ways depending on the amount of available data.
For stars with a pulsation period the luminosity can be derived from a Period-Luminosity (PL) relation. For carbon Miras we use the relation by Groenewegen & Whitelock (1996) , which was derived for stars with periods <520 days. This method was used for all carbon stars in the sample, except the five stars with unknown periods. The SEDs of AFGL 5076 and 5625 were fitted by Groenewegen (1995) , who assumed a luminosity of 7050 L . This is the mean observed for C-stars in the LMC (see e.g. Groenewegen 1999 ). In the cases of IRAS 02408+5458 and 06582+1507 we refer to the Fig. 9 . As Fig. 4 previous section. C1698 is not considered any further as no sensible assumption for its luminosity and distance can be made.
For oxygen-rich Miras we use the PL-relation by Feast et al. (1989) for LMC Miras shifted by the assumed distance modulus of 18.5 (consistent with the procedure in Groenewegen & Whitelock 1996) . This was used for 49 out of the 64 O-rich stars in the sample. For the rest of the Fig. 10 . Model fit to the observed SED and LRS spectrum. In the bottom panel the model is the dashed line, the LRS spectrum the solid line. This star is fitted with dust composed of 90% amorphous carbon and 10% silicon carbide Fig. 11. As Fig. 10 . Silicate dust is used Fig. 12. As Fig. 10 . Silicate dust is used Fig. 13. As Fig. 10 . Pure amorphous carbon dust is used sample the luminosity was determined by model fitting the SED (AFGL 5093 in Groenewegen et al. 1995 , and the objects discussed in Sect. 5.1), or direct integration under the SED (6 stars; Blommaert et al. 1993) , with distance estimates either from kinematics (Blommaert et al. 1994) , or the "phase-lag" method (van Langevelde et al. 1990 ). The distance and luminosity of the S-star W Aql is discussed in Groenewegen & de Jong (1998) based on a comparison with S-stars in the hipparcos catalog.
The SEDs of 25 out of the 35 C-stars were fitted in , two more in Groenewegen (1995) , and two in Sect. 5.1 to give the distance for the adopted luminosity. For three stars, we use the Period-M K Fig. 16. As Fig. 10 . Silicate dust is used relation by Groenewegen & Whitelock (1996) , together with the observed K magnitudes in Table 4 , to derive the distance. For three stars no distance could be derived.
As explained above, for some of the O-rich stars there is a kinematic distance or one from the "phaselag" method. For some stars distances were derived by Whitelock et al. (1995) based on a method similar to the one described now.
For most of the stars the distance is derived from the relation between the observed K-band magnitude and M K as given by the P − M K -relation from Feast et al. (1989) . No reddening correction are applied, but they should be negligible in the K-band for the distances under consideration here ( < ∼ 1 kpc for the stars this method was applied to). The observed K-band data were preferentially taken from the 2.2 µm IRC catalog. Observations from Catchpole et al. (1979) , Epchtein et al. (1985) , Fouqué et al. (1992) and Kerschbaum (private comm.) were also used. No attempt was made to bring these data to a common photometric system.
For 12 out of the sample of 35 C-stars, and 33 of the 62 O-rich stars under consideration a parallax measurement in the hipparcos database (ESA, 1997) is available, but only for 2, respectively 10, objects, has the parallax been determined with an accuracy better than 50%, and only these cases have been included in Table 5 . Additionally, for R Leo there is the ground-based parallax determination of Gatewood (1992; π = 8.3 ± 1.0 mas) as well, which is more accurate than the hipparcos parallax. One can compare the distances derived from the hipparcos data and derived from the P − M K -relation.
No infrared photometry is available for one star with a hipparcos parallax. In 9 out of 11 cases, the distance based on the P − M K -relation is larger than the hipparcos distance. For the stars with a poorly determined parallax ((σ/π) > 0.21, where σ is the error in the observed parallax) this is 7 out of 8. In one case the difference in distance is marginal, but for the other Miras it is a factor of 1.3, and then between factors of 1.9 and 4.4.
A neglect of reddening in our analysis can not be found responsible for this discrepancy. For distances < ∼ 1 kpc, one expects visual extinctions < ∼ 1 magnitude, which translates into A K < ∼ 0.1 mag (corresponding to a < ∼ 10% shift in distance). The P − M K -relation was applied to the Galaxy adopting a distance modulus to the LMC of 18.5. A larger distance modulus, as advocated by e.g. Feast & Catchpole (1997) , would make the galactic stars only brighter and hence would increase the discrepancy. A possibility is that the LMC is actually closer than adopted here.
A natural explanation for the discrepancy is given by the so-called Lutz-Kelker bias (Lutz & Kelker 1973) , and is related to the difference in sampled volume between a star with a parallax between (π − σ) and (π), and (π) and (π + σ) (also see Oudmaijer et al. 1998) . One can introduce the concept of a "most probable parallax" (e.g. Koen 1992) , and its value depends on the underlying distribution of stars and additional constrains one may have (e.g. a luminosity function). In the case of no additional information and an uniform space density the most probable parallax is ( (Koen 1992) . This is defined only for (σ/π) < 0.25. Although perhaps a meaningless comparison for one star only, application of this procedure to R Leo would change the observed hipparcos parallax of 9.87 mas to a probable parallax of 7.62 mas, and the observed ground-based parallax from 8.3 mas to a probable parallax of 7.8 mas, in very good agreement with each other. Based on the "most probable parallax" for the objects with (σ/π) < 0.25 we adopt the following distances: o Cet (140 pc), R Car (130 pc), and R Leo (130 pc). For the rest of the sample of stars with Hipparcos parallaxes we prefer to use the distance based on the P − M K -relation, because it is more reliable that the distance based on the parallax. Olofsson et al. (1993) give the following relation between the measured peak intensity of a CO line and the mass loss rate:
The gas mass loss rate from CO
whereṀ g is in units of solar masses per year, T mb in Kelvin, v ∞ in km s −1 , D the distance in parsec. B the FWHM size of the telescope beam in arcsec, f CO the CO abundance relative to H 2 , and s(J) is a correction factor, Methods: 1) Luminosity from the C-star PL-relation of Groenewegen & Whitelock (1996) . Distance obtained from detailed modelling of the SED .
2) Distance from the "phase-lag" method (van Langevelde et al. 1990 ), luminosity from Blommaert et al. (1994) , based on integration under the SED.
3) Distance from kinematics (Blommaert et al. 1994 ) and luminosity by the same authors, based on integration under the SED. 4) Luminosity from the C-stars PL-relation of Groenewegen & Whitelock (1996) ; 4b) distance from the observed K-band magnitude and a Period-M K relation (Groenewegen & Whitelock 1996) . 5) Luminosity from the PL-relation (Feast et al. 1989) of O-rich Miras in the LMC for a distance modulus of 18.5. Distance from: (5a) most probable parallax (see text); (5b) from the observed K-band magnitude and a Period-M K relation (Feast et al. 1989 ); (5c) as quoted by Whitelock et al. (1995) . 6) From Groenewegen & de Jong (1998) . 7) Distance from the "phase-lag" method (van Langevelde et al. 1990 ), luminosity scaled from Groenewegen et al. (1995) based on model fitting of the SED. The dust mass loss rate is also derived from the model fitting, appropriately scaled from Groenewegen et al. (1995) . 8) Luminosity adopted, distance and dust mass loss rate from model fitting to the SED (Groenewegen 1995) , scaled to the adopted velocity. 9) Distance from kinematics (or adopted for IRAS 05285+1945; OH 10.1-0.1 assumed to be near the galactic center at 8.0 kpc), luminosity and dust mass loss from model fitting of the SED (this paper, Sect. 5.1).
equal to unity for the J = 1 − 0 transition and 0.6 for the J = 2 − 1 transition. Equation (1) was calibrated for J = 2 − 1 and 1 − 0 transition but in view of the increasing number of available J = 3 − 2 observations, determination of s(3) would be useful. This was done on the basis of (rewriting Eq. (1) for given stellar parameters):
and only simultaneous observations with the same telescope were used in its application. Based on three stars observed with the CSO by Knapp et al. (1998) a geometric mean of s(3) = 0.43 is derived. Based on our own JCMT data for 7 stars we find s(3) = 0.43, and our own IRAM data on 6 stars results in s(3) = 0.24. The latter value is clearly off, and indicates a possible calibration error (a beam efficiency which is lower), or a contribution from the error beam. If the latter is true it should be less of a problem with the smaller JCMT and CSO telescopes. The IRAM J = 3 − 2 data is not used to make an estimate of the mass loss rate, and in the other cases s(3) = 0.43 is used.
The gas mass loss rate is derived using both our CO results and the CO data in the papers listed in Table 1 . Equation (1) was used with f CO = 5 10 −4 for O-rich stars and 8 10 −4 for C-stars to calculate the mass loss rate per unit distance. The gas mass loss rate listed in Table 5 is the range between minimum and maximum value in the case of multiple determinations.
The expansion velocity is required in this calculation and the finally adopted values are listed in Table 5 . They are an average of the available CO data (ours and literature). When no, or only poor, CO data was available the expansion velocity is taken from OH and SiO data, when available, without any correction for the possible difference between the CO and OH/SiO expansion velocity. In other cases a value of 10 km s −1 is adopted.
The dust mass loss rate
The dust mass loss rate can be derived from a detailed modelling of the SED. This was done for most of the carbon-rich Miras in . In those cases the values they derived from the fit (their Table 3 ) have been used, appropriately scaled for the slightly different velocities adopted in some cases. The same was done for AFGL 5076 and 5625 (Groenewegen 1995) , and AFGL 5093 , and the stars analysed in Sect. 5.1. For the rest of the sample the relation between the 60 (or 25) µm flux and the dust mass loss rate is used. From Jura (1988) we have:
whereṀ d is the dust mass loss rate in units of solar masses per year, C is a constant, v 15 is the dust expansion velocity in units of 15 km s −1 , D the distance in kpc, L 4 the luminosity in units of 10 000 L , λ 10 the wavelength in units of 10 µm where the peak of the energy distribution occurs, and κ 150 the opacity at 60 µm in units of 150 cm 2 g −1 . F (λ) is the excess emission at wavelength λ in Jansky. Jura (1988) uses C = 7.7 10 −10 and λ = 60 µm.
It is clear that the excess emission should be used in Eq. (2), but in many applications, the observed flux has been used (see the discussion in Groenewegen & de Jong 1998) . Following that paper we have corrected for the photospheric contribution to the observed flux based on a simple radiative transfer model. This correction is explained for O-rich stars in Groenewegen & de Jong (1998; their Fig. 4 ). In the case of carbon stars we performed similar calculations, which are based on a dust shell composed of amorphous carbon mixed with 10% silicon carbide around a central star with a blackbody temperature of 2500 K. The inner dust temperature was set at 1200 K. Shells of increasing optical depth were calculated and the fraction of excess emission determined as a function of S 12 /S 25 ratio (see Fig. 17 ).
The constant C in Eq. (3) at λ = 60 µm is 1.34 10 −9
for O-rich star models (Groenewegen & de Jong 1998) and 5.35 10 −10 for C-star models. At λ = 25 µm these numbers are 2.43 10 −10 and 1.49 10 −10 , respectively 1 .
1 Note that the number of 7.67 10 −11 in is incorrect. Since the relation at 25 µm was not 
Results of the analysis
In this section some implications are discussed. Figure 18 shows the relation between the gas mass loss rate based on the analysis described in the previous sections, and from the combination of the dust mass loss rate derived from model fitting of the SEDs and the theory of radiation pressure on dust ) for 19 C-stars in common. The results are in perfect agreement for mass loss rates higher than 10 −5.5 M yr −1 , and there is some indication that the mass loss rate from CO is slightly less that that derived in 
This implies that two completely independent methods give mass loss rates that agree to better than a factor of two, and that over a wide range of mass loss rates. Figure 19 shows the relation between mass loss rate and pulsation period for the present sample. The solid line is the relation for C-Miras derived in . It seems that at the shorter period the mass loss rates for the O-rich stars are significantly smaller than for C-stars, and they do not follow the relation for C-stars found by . Although a detailed comparison will be deferred to a future paper, we note here that some semi-regulars (SRs) of spectral type S (see Groenewegen & de Jong 1998) , and O-rich SRs (Kerschbaum et al. 1996) have mass loss rates between 10 −8 and 10 −7 M yr −1 at periods between 100 and 250 days. A second implication of the present data is that the mass loss rate seems to level off above P = 500 days at a level near 10 −5 M yr −1 , independent of chemical type.
actually used this has no consequences on any of the results in that paper. Fig. 18 . Comparison between the total mass loss rates, for carbon stars only, derived in this paper (based on CO data), and in based on the dust mass loss rate in conjunction with radiation driven wind theory. The solid line is the one-to-one relation Figure 20 shows the gas-to-dust ratio as a function of pulsation period. A similar trend is observed in the gas-to dust ratio. At short periods the gas-to-dust ratio of C-stars seems to be higher than for the corresponding O-rich stars. At longer periods, there seems to be no dependence on chemical type, and the gas-to-dust ratio decreases. can be observed in Loup et al. (1993) , Groenewegen & de Jong (1998) , Kerschbaum & Olofsson (1999) . Note that some known O-rich sources in our sample have larger expansion velocities, but they are known supergiants, or no period is known. The upper limit on the expansion velocity is in qualitative agreement with the calculations presented by Habing et al. (1994) for AGB stars which predict a maximum attainable expansion velocity for a Fig. 20 . The relation between Log (Period) and Log (gas-todust ratio). Symbols as in previous figure   Fig. 21 . The relation between Log (Period) and expansion velocity. Symbols as in previous figure mass loss rate of about 5 10 −6 M yr −1 in O-rich stars. Their models also predict that the expansion velocity in C-stars reaches larger values, which is indeed confirmed from our data (also see Groenewegen & de Jong 1998) .
We consider the present discussion of the results as preliminary. In a future publication we will combine the CO data, and the derived mass loss rates with other recent publication on CO measurements in MS-and S-stars (Groenewegen & de Jong 1998) , Semi-Regular and Irregular variables (Kerschbaum & Olofsson 1998 , and other literature data. Using this much larger dataset it should be possible to see if the correlations presented here hold for the other categories of variable stars, and from that also gain insight into the evolutionary connection between the Carbon-, S-type and Oxygen-rich Lb, SR and Mira variables, which is yet not possible from the present limited dataset.
