The asymptotic convergence of parameterized variants of Newton's method for the solution of nonlinear systems of equations is considered. The original system is perturbed by a term involving the variables and a scalar parameter which is driven to zero as the iteration proceeds. The exact local solutions to the perturbed systems then form a differentiable path leading to a solution of the original system, the scalar parameter determining the progress along the path. A path-following algorithm, which involves an inner iteration in which the perturbed systems are approximately solved, is outlined. It is shown that asymptotically, a single linear system is solved per update of the scalar parameter. It turns out that a componentwise Q-superlinear rate may be attained, both in the direct error and in the residuals, under standard assumptions, and that this rate may be made arbitrarily close to quadratic. Numerical experiments illustrate the results and we discuss the relationships that this method shares with interior methods in constrained optimization.
Introduction
We consider the solution of a nonlinear system of algebraic equations F (x) = 0, (1.1) where F : R n → R n is a continuously differentiable function of the vector of unknowns x. Let f i (x) be the i-th component function of F (x). We assume that the Jacobian matrix J(x) of F (x), i.e., the matrix whose i-th row is ∇ x f i (x) T , is full rank at a root of interest, x * , and Lipschitz continuous close to this root, that is A1. J(x * ) is non-singular, and A2. J(x) is Lipschitz continuous in some open neighbourhood of x * .
It is well-known that in this case, if x * is a limit point of the Newton iteration
started from some x 1 sufficiently close to x * , the complete sequence {x k } converges in norm at a Q-quadratic rate, that is to say that there is a constant κ ≥ 0 and integer k q for which
for all k ≥ k q (see, for example, [8, 16] ), where · denotes any norm on R n . While this result is entirely satisfactory if all we are concerned about is a fast normwise convergence rate, it is less useful if our interest is in methods that attain a fast componentwise rate of convergence. Let us denote by z i the i-th component of any vector z ∈ R n . It follows immediately from (1. 3) that there exists κ ∞ > 0 such that
for every component x k i of x k , and thus that {x k i } converges R-quadratically. However this is not sufficient to guarantee that each (or any) component converges Q-quadratically, and indeed this may not be the case, as we show in the following example. Example 1.1. For 1 ≤ ≤ n, let e be the -th column of the identity matrix of order n. Consider the nonlinear system of equations
i + x i+1 = 0, for 1 ≤ i ≤ n − 1, and x 2 n + x 1 = 0, (1.4) and suppose that the iterate x k is equal to x e , (|x | < 1) for some index 1 ≤ ≤ n. It is possible to show (see the Appendix) that a Newton step from x k results in the improved estimate
x k+1 = x 2 e +1 for 1 ≤ ≤ n − 1 x 2 n e 1 for = n, (1.5) of the root x * = 0. Hence, if the Newton iteration is started at x 1 = x e for some 1 ≤ ≤ n, the resulting sequence of iterates has the property that each component is non-zero precisely once in every cycle of n iterations. Thus, although the norm of the iterates converges Q-quadratically, this is not true of individual components-they do, however, converge at an n-step Q-2 n rate. 2
In this paper, we are interested in Newton-like methods that produce iterates whose components converge at the same Q-rate since then we can be sure that, asymptotically, each iteration results in an improvement in any particular component(s). This is particularly important in large-scale computations, where every iteration is expensive, and when only a subset of the variables are of interest. Our aim then is not to spend time on unnecessary computation, which might happen if the components of interest do not improve over the course of a number of iterations. For example, if x = (x P , y) where x P is the vector of primal variables in a basic SQP Newton method for constrained optimization, and where y is the vector of associated Lagrange multipliers, it is known that the pair (x P , y) asymptotically converges at a Q-quadratic rate under reasonable assumptions, while often it is only the primal variables x P that are of interest, and these may not inherit the overall rate of the combined pair. Similarly, in some control problems, the control u may be of greater interest than the state x, or the convergence properties of a particular combination of some components of u with some components of x is important, and this combination might not possess the same convergence properties as the complete solution pair (x, u).
Another example where convergence does not take place componentwise is in the solution to the Navier-Stokes equations when studying turbulent fluid flow around a complex geometry, say, an aircraft. In the far field, the flow settles after a few iterations and fast convergence occurs, whereas in the vicinity of the aircraft, convergence may be much slower and variables may be of widely different magnitude, because of the effects of the complexity of the flowfield and of the local mesh refinement. It may thus be desirable to encourage faster convergence in certain, predefined, regions of the mesh-such as boundary layers, wakes, recirculation regions and shock waves-and thus to have control over the convergence of certain, predefined, variables.
Recently, it has been shown that the iterates generated by certain interiorpoint methods for constrained optimization converge at a componentwise fast (almost quadratic) Q-rate [12] . The methods we consider in the present paper are a variation, and generalization, on this theme.
Homotopy methods [24, 25, 35] , designed to be globally convergent-i.e., convergent from a remote starting point-with probability one, perturb (1.1) in such a way that solutions to the perturbed problem converge to a solution of (1.1) as the perturbation gradually vanishes. This perturbation usually depends on a scalar parameter µ > 0 which iteratively decreases to eventually equal zero, at which point the perturbed problem coincides with (1.1). We cast problem (1.1) into a path-following framework by allowing complete control of the rate at which the perturbation vanishes. This is at variance with homotopy methods in which global convergence partially relies on a "search" in the perturbation parameter space. This distinction, and the path-following framework, are further described in the next sections.
We consider the case of regular solutions, i.e., Assumption A1 is satisfied. This assumption, in conjunction with the others and the implicit-function theorem, guarantees that a locally unique parameterized path emanates from x * and can therefore be traced numerically. Were A1 not satisfied, local uniqueness would no longer take place and we would be confronted with a bifurcation problem. Bifurcation problems in the framework of nonlinear parametric programming problems are described in [14, 17, 19, 21] . An occurence of such a situation in a practical application is presented in [18] in the context of analysis and design of elastic/plastic structures, and where the failure of A1 is due to the Mangasarian and Fromovitz constraint qualification being satisfied in place of the linear independence constraint qualification.
Rheinboldt [19] examines and compares a class of continuation methods proposed by a number of authors, based on augmented systems of the form
where we often have φ : R n+p → R, and λ ∈ R p is a suitable vector of parameters. These methods are designed to numerically trace continuously differentiable manifolds of regular solutions, when this system is first turned into an initial-value problem. His analysis is more general, fits in the framework of differential geometry and encompasses a large class of methods, both in finite and infinite-dimensional cases, including that presented here. In this paper, we are only interested in the asymptotic behaviour of a sequence of iterates converging to a solution of (1.1). More precisely, we implicitely assume that some globally-convergent algorithm-based, for instance, on linesearches, trust regions or homotopies-has been successful in providing a point sufficiently close to a solution of (1.1), from which a local procedure is started. This local procedure is the main concern of the analysis presented in the next sections and is a phase sometimes referred to as the "end game" in the context of homotopy methods [20] , as opposed to the strategy used to properly initiate the globalization-the "opening game". Hereafter, this end game is a Newtonlike method resulting in componentwise Q-superlinear convergence as outlined above. As it turns out, the same componentwise Q-superlinear rate also applies to the vector of residuals.
In what follows, we use the order notation for conciseness and clarity. If {α k } and {β k } are two sequences of positive numbers converging to zero, we say that α k = o(β k ) if lim k→∞ α k /β k = 0 and we say that α k = O(β k ) if there exists a constant κ > 0 such that α k ≤ κβ k for all sufficiently large k. We say that
If {z k } is a sequence in R n , and if K is an index set, the subsequence of {z k } indexed by K will be denoted by {z k } k∈K .
We use the following terminology. A method which is convergent from a remote starting point is said to be globally convergent. Otherwise, it is said to be locally convergent.
The paper is organized as follows. In §2, we recall the methodology of the Newton homotopy, describe the alternative approach we adopt to solve (1.1) and outline a generic algorithm. We then examine the fast asymptotic properties of this algorithm in §3 and give an explicit componentwise Q-rate of convergence. We discuss the method and its relations with interior-point methods for constrained optimization in §4 and comment on our assumptions and other related issues in §5. Finally, we illustrate the results numerically in §6 and conclude in §7.
A parameterized variant of Newton's method
Suppose h : R + → R n is a continuously differentiable vector-valued function of the positive real parameter µ such that h(0) = 0. A common way of solving problem (1.1) is instead to consider solving a sequence of systems
as µ is progressively driven to zero (see for instance [13, 25, 35] ). At iteration k, a typical method sets the value of µ to µ k , generates a starting point x k S , possibly from the solution x k corresponding to µ k−1 , and uses a globally convergent method-which we refer to as the inner iteration-to find x k+1 satisfying
for some small k > 0. The sequences {µ k } and { k } are chosen to converge to zero. The procedure (2.1)-(2.2) is usually referred to as the Newton homotopy [35] . Our major concern in what follows will be the choice of the starting point x k S rather than the details of the globally convergent procedure-we simply mention that a trust-region variant of Newton's method is suitable, provided that it ensures convergence to a solution of (1.1) [5] . The most obvious starting point is simply the result of the previous inner iteration, x k . However, we intend to show that a superior point may be obtained as an approximation to the Newton point for the next parameterized subproblem
Applying an approximate Newton correction, we set
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for some residual vector r k and a suitable sequence {η k } of positive values whose limit is zero. We might then examine the possible fast componentwise convergence of the sequence {x k } to a solution of (1.1), under appropriate assumptions on h, when the starting point (2.3) is used at each iteration.
In the remainder of this paper, our intent is to analyze methods similar to (2.1), but to allow more generality on the perturbation function h, and to permit the use of approximate Jacobian matrices G(x k ) ≈ J(x k ). More precisely, consider the function h : R n × R + → R n of (x, µ) and suppose it satisfies the following properties A3. The derivatives of h(x, µ) with respect to x and µ exist and are Lipschitz continuous over a neighbourhood of (x * , 0), and A4. h(x * , 0) = 0, h(x, µ) is nonzero for all x = x * sufficiently close to x * and all sufficiently small µ > 0, and satisfies ∇ x h(x * , 0) = 0.
We shall henceforth consider the parameterized system
as a function of µ as µ decreases to zero. Since (2.1) is a special case of (2.5), we only consider and refer to (2.5) in the remainder of this paper. Assumption A4 will be used several times in the sequel, in relation with the implicit-function theorem, noting that when (x, µ) = (x * , 0), the system (2.5) reduces to F (x * ) = 0 because of the first part of A4, and that its Jacobian is J(x * ) because of the last part of A4. In the remainder of this paper, whenever A4 is used in conjunction with the implicit-function theorem, we simply refer to A4 rather than to its first and last parts. We further comment Assumption A4 in §5.
Let x(µ) be the root of (2.5) for which lim µ→0 x(µ) = x * . From the implicitfunction theorem, such a root exists for sufficiently small µ by virtue of A1-A4 and may be expressed as a continuously differentiable function of µ. This claim will be more formally stated in Lemma 3.1.
We shall refer to the method outlined above as a path-following method and the simple idea behind it is to track the path of exact solutions x(µ) of (2.5) to x * , using a convergent iterative method to solve (2.5) with fixed µ. Note that this procedure differs from globally-convergent homotopy methods, which attempt to solve (2.5) for the joint variables (x, µ). An overview of homotopy methods may be found in [13, 16, 35] . Deeper motivation appears in [24] together with numerous references to practical situations, basic work and sparse and dense linear algebra concerns in the course of the solution to (2.5) .
In our more general context, we still use (2.3) where s k is now required to satisfy
for some residual vector r k and a suitable sequence {η k } of positive values whose limit is zero. In this equation, the matrix G(x k ) is either J(x k ) or is a suitable approximation thereof, and is required to satisfy the following condition A5. There exists a constant κ G > 0 such that for all x k sufficiently close to x * ,
where s k is defined by (2.6).
Condition (2.7) is similar to the Dennis-Moré condition [8, Theorem 8.2.4] , often used in quasi-Newton methods, but is stronger in that it makes the accuracy of the Jacobian approximation along the normalized step explicitly dependent on µ k−1 , that is, as we show in Lemma 3.3, on the distance to the solution. It is indeed easy to see, using A1-A2, that condition (2.7) implies the Dennis-Moré condition if we assume, as will be the case later in this paper, that a subsequence {x k } k∈K of {x k } converges to x * . This and other aspects of Assumption A5 are further commented in §5.
Since no derivative of h with respect to x appears in (2.6), a possible interpretation of (2.3) is as an approximation to the Newton point for the next parameterized system F (x) = h(x, µ k ) starting from x k , where the derivatives of h with respect to x, or any approximation thereof, have been discarded from G(x). This is justified if, for instance, ∇ x h(x, µ) is expensive to compute or is perhaps unavailable. An alternative interpretation is as an approximation to the Newton point for F (x) = h(x k , µ k ), starting from x k . However, the absence of ∇ x h(x, µ) in (2.6) is a key point to the results to come and is strongly related to the asymptotic behaviour of interior methods in optimization, as we will further comment in §4.
Let {µ k }, { k } and {η k } be strictly decreasing sequences of parameters whose limit are zero, and consider the iteration given in Algorithm 2.1 for solving (1.1) by way of (2.5).
Algorithm 2.1: Parameterized root-finding procedure Given x 1 ∈ n , µ 0 > 0 and 0 > F (x 1 ) − h(x 1 , µ 0 ) , set k = 1 and perform the following steps:
Step 1 [Update]. Compute the new parameters µ k , k and η k in such a way that they form strictly decreasing sequences converging to zero.
Step 2 [Starting point]. Generate the starting point x k S from x k using (2.3) and (2.6).
Step
stopping at the first inner iterate for which this condition is satisfied.
The rationale behind updating the parameter µ at Step 1 of Algorithm 2.1 will emerge in Theorem 3.1 and Theorem 3.2 from which we see that the stopping condition of the overall outer iteration may be conveniently based on the magnitude of the parameter µ.
For future reference, we write the stopping rule
In order to find a point satisfying (2.8), we may for instance apply Newton's method to (2.5). However, in what follows, we will not be concerned with the exact mechanism of the inner iteration, merely than it starts from x k S and returns as soon as a point x k+1 satisfying (2.8) is discovered.
Notice that the step s k computed in Step 2 of Algorithm 2.1 might have been rejected by the mechanism of the inner iteration, perhaps by a linesearch or trust-region acceptance rule, had we used (2.6) as inner iteration procedure, and started from x k . By computing such a step outside the inner iteration, we may choose to ignore such (often overly cautious) restrictions. Notice also that the flexibility implied by (2.6) may be exploited by allowing early termination of iterative methods (such as Krylov subspace methods) applied to the system
in the unknown s.
Our aim is thus to propose suitable values for the parameters {µ k } and the accuracy tolerances { k } and {η k }, and to examine the effect such choices have on the rate of convergence of the overall iteration.
Fast local convergence
In this section, we propose a set of updating rules for Step 1 of Algorithm 2.1. While it is possible to derive more abstract conditions on general parameters {µ k } and accuracy tolerances { k } and {η k } that permit fast convergence, we restrict ourselves here to the update
and accuracy tolerances
for appropriate scale factors
and exponents
where τ min and τ max are given constants. Our aim is to show that there are suitable values of these exponents (3.5) that allow fast componentwise convergence. As asymptotic properties are sought, boundedness of the scale factors (3.4) is sufficient, and we will not be concerned by their exact values. Our first result considers the behaviour of x(µ) near x * .
for all sufficiently small µ, where
Proof. The definition of x(µ) and (2.5) give that
By the implicit-function theorem and A1-A4, there exists a vector x such that x(µ) may be expressed in the form
Note that (3.8) immediately implies that
A Taylor expansion of F (x(µ)) involving (3.8) and (3.9) may be combined with A2 and the identity F (x * ) = 0 to give
On the other hand, a second-order expansion of h(x(µ), µ) about (x * , 0) gives
where we used A3 and A4 and (3.9). A matched asymptotic expansion between (3.10) and (3.11) yields (3.7) and, using A1, the estimate ε(µ) = O(µ 2 ). Such an estimate combines with (3.8) to give (3.6).
In the remainder of this section, we consider a subsequence {x k } k∈K converging to x * . Unless otherwise specified, the following results involve only k ∈ K.
Our main theorems will then be concerned with the whole sequence {x k }. Before proceeding, we need the following technical result, inspired by [12, Lemma 3.1] and [33, Lemma 3.1], that will provide a bound, given in Lemma 3.3, on the distance between x k satisfying (2.9) and x * for all sufficiently large k ∈ K. Lemma 3.2. Suppose that A1-A4 hold and that the vector x(µ, u) ∈ R n is defined implicitely as the solution to the nonlinear system
for µ ∈ R + and u ∈ R n . Then there exists a constant δ > 0 such that the following statements hold.
(i) The derivatives of x(µ, u) with respect to µ and u exist and are Lipschitzcontinuous functions over the neighbourhood
Proof. Since A1 and A4 imply that the Jacobian matrix ∇ x Ψ (x * , 0, 0) = J(x * ) is non-singular, since Ψ (x * , 0, 0) = 0 and since A2 and A3 imply that Ψ (x, µ, u) has Lipschitz-continuous partial derivatives in a neighbourhood of (x * , 0, 0), (i) follows from the implicit-function theorem. Moreover, still from the implicit-function theorem, the Jacobian of the function x(µ, u) found in (i) is given by
where I n is the identity matrix of size n. If (µ 1 , u 1 ), (µ 2 , u 2 ) ∈ N δ , a Taylor expansion thus yields
(3.14) Notice that if (µ, u) is close to (0, 0), the Jacobian ∇ µ,u x(µ, u) remains uniformly bounded and has full-rank in a neighbourhood of (0, 0) because of A1-A4. Its smallest singular value thus remains bounded away from zero, and the first term on the right-hand side of (3.14) is therefore dominant. These two last facts combine with (3.14) to give (3.13) .
Note that because of Lemma 3.1, the exact solution x(µ) to (2.5) is unique for all sufficiently small µ. Therefore, we have that x(µ, 0) = x(µ), with x(µ, 0) as defined in Lemma 3.2. Lemma 3.2 now allows us to derive the following bound on the distance between x k and x * . Lemma 3.3. Suppose that A1-A4 hold and that {x k } k∈K → x * where {x k } is a sequence generated by Algorithm 2.1 using the updating rules (3.1)-(3.5). Then, for sufficiently large k ∈ K,
Proof. Inequality (2.9) may be written as
For sufficiently large k ∈ K, we have from the fact that µ k → 0 and (3.2) that (µ k−1 , u k ) lies in the neighbourhood N δ defined in Lemma 3.2. We may therefore apply (3.13) with the parameters (µ k−1 , u k ) and (0, 0) to obtain
The following technical result relates the norm of the step s k computed from
is a sequence generated by Algorithm 2.1 using the updating rules (3.1)-(3.5), and that the step s k is computed from (2.6). Then, for sufficiently large k ∈ K,
Proof. From A2, there exists a κ J > 0 such that J(x k ) ≤ κ J for all sufficiently large k ∈ K, and using A5, we have
On the other hand, A1 implies that J(x * )v ≥ σ 1 v for all v ∈ R n , where σ 1 > 0 is the smallest singular value of J(x * ). Hence, a continuity argument yields that, in particular, J(x k )s k ≥ 1 2 σ 1 s k for all sufficiently large k ∈ K. Therefore, we have, using A5, We now give an upper bound on the size of the step s k computed from (2.6).
Lemma 3.5. Suppose that A1-A5 hold, that {x k } k∈K → x * where {x k } is a sequence generated by Algorithm 2.1 using the updating rules (3.1)-(3.5), and that the step s k is computed from (2.6). Then, for sufficiently large k ∈ K,
Proof. The rule (2.6) shows that
where r k ≤ η k . In addition, A3, A4, (3.15) and the fact that µ k < µ k−1 imply that for sufficiently large k ∈ K,
and
so that 
Combining (3.24) with (3.16), we obtain s k = O(µ k−1 ), which proves (3.19 ).
Our next result shows the benefit of using the advanced starting point (2.3) with s k computed from (2.6). 
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for all sufficiently large k ∈ K, where the starting point x k S is computed as in Step 2 of Algorithm 2.1.
Proof. It follows from A2, (2.3), (2.6) and A5 that for all sufficiently large k ∈ K,
Hence (3.3), Lemma 3.5, (3.31) and the fact that µ k < µ k−1 reveal that
On the other hand, using A3, A4 and the expansions
where we have used the fact that µ k < µ k−1 , (3.15) and (3.19) , we have
Thus, combining (3.32) and (3.33), we have 35) and observe that because of (3.5), (3.25) is equivalent to It follows immediately from Lemma 3.6 that for all sufficiently large k ∈ K, the starting point x k S satisfies the inner-iteration stopping rule (2.8) provided that the exponents θ k−1 µ , θ k , and θ k η satisfy (3.25) , and hence that we will choose, for all sufficiently large k ∈ K, We now show that, up to at least first order, the asymptotic form (3.6) of x(µ) is inherited by any x k close to x * , satisfying (2.9). Then for all sufficiently large k ∈ K,
where x is given by (3.7).
It follows from A2, the fact that x * is a root of (1.1) and (3.15) , that
for all sufficiently large k ∈ K. Hence, A1 implies that
On the other hand, we have from A3, A4 and (3.15) that
which combines with (3.40) to give
Observe now that (3.38) is equivalent to θ k ≥ θ * for some θ * > 1 and for all sufficiently large k ∈ K, which, together with (3.2) implies that k−1 = o(µ k−1 ). Combining this observation with the identities (3.7) and (3.42), we obtain (3.39).
Finally, we show that an estimate of the form (3.39) continues to hold at x k+1 . Then for all sufficiently large k ∈ K,
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where x is given by (3.7) .
Proof. Applying the arguments used to derive (3.22) and (3.31), it follows from (2.3), (2.6), A2-A5, (3.37), Lemmas 3.3 and 3.5, and the inequality µ k < µ k−1 that
for sufficiently large k ∈ K. On the other hand, using A2, the identity F (x * ) = 0, (3.15), (3.19) , and the inequality x k+1 − x * ≤ x k − x * + s k = O(µ k−1 ), a second-order Taylor expansion gives
Observe that because of (3.5), (3.44) is equivalent to 1 ≤ θ k−1 µ ≤ θ * µ for some θ * µ < 2 and for all sufficiently large k ∈ K, which combines with (3.1) to give (µ k−1 ) 2 = o(µ k ). Similarly, (3.43) is equivalent to θ k η ≥ θ * η for some θ * η > 1 and for all sufficiently large k ∈ K, which, together with (3.3) ensures that η k = τ k η (µ k ) θ k η = o(µ k ). Using these observations and combining (3.46) and (3.47), A1 implies that
which completes the proof.
Before moving on to the main theorems of this section, we now collect all the previous assumptions on the exponents (3.5) in a single assumption. For convenience, the main theorems will refer to this single assumption rather than to the previous individual requirements. These requirements are put together in Assumption A6.
A6. The exponents (3.5) used in the updating rules where x is defined by (3.7). Strictly speaking, the index set I depends on the function h, but we keep this dependence implicit as no particular instances of h are considered in this section. Note that the fundamental difference between Lemma 3.7 and Lemma 3.8 is that (3.39) is concerned with an iterate x k belonging to a converging subsequence indexed by K, while in (3.45), there is no assumption that k + 1 ∈ K. This fact is the key to the proof of the next result. Theorem 3.1. Suppose that A1-A6 hold, that {x k } k∈K → x * where {x k } is a sequence generated by Algorithm 2.1 using the updating rules (3.1)-(3.5). Then the complete sequence {x k } converges to x * and for all sufficiently large k, we have
where the set I is defined in (3.48). As a consequence, the entire sequence {x k } converges to x * at a (componentwise) Q-superlinear rate determined by lim sup k→∞ θ k µ .
Proof. It follows from Lemma 3.8 and the fact that µ k → 0 that the sequence {x k+1 } k∈K also converges to x * . Applying again Lemma 3.7 and Lemma 3.8 to the subsequence of {x k } defined by the index set K + = K ∪ {k + 1 | k ∈ K}, we conclude that the sequence {x k+1 } k∈K + also converges to x * . An inductive argument proves (i) and thus shows that the whole sequence {x k } converges to x * . To prove (ii), let us assume that x = 0. We then have from (i) that x k − x * = Θ(µ k−1 ) and x k+1 − x * = Θ(µ k ), which we combine with (3.1) to obtain the desired result. We prove (iii) similarly, by considering equations (3.39) and (3.45) componentwise.
Interestingly, the results of Theorem 3.1 carry over to the sequence {F (x k )}. Indeed, upon defining the index set
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we have the following result.
Theorem 3.2. Suppose that A1-A6 hold, that {x k } is the convergent sequence described in Theorem 3.1, generated by Algorithm 2.1 using the updating rules (3.1)-(3.5). Then the sequence {F (x k )} converges to zero, and for all sufficiently large k, we have
where the set J is defined in (3.49). As a consequence, the entire sequence {F (x k )} converges to zero at a (componentwise) Q-superlinear rate determined by lim sup k→∞ θ k µ .
Proof. From Theorem 3.1, the expansion (3.45) is valid for all index k. Therefore, denoting x k+1 = x k+1 − x * , and combining (3.45) with a Taylor expansion of F about x * , we have
where we have used (3.7) and the identity F (x * ) = 0. This yields (i). Results (ii) and (iii) are proven along the same lines as (i) and (ii) of Theorem 3.1.
The combination of Theorem 3.1 and Theorem 3.2 results in the following conclusion. The sequences {x k } and {F (x k )} both converge at the exact same Q-rate to x * and zero respectively, and so do all the sequences of components {x k i } for i ∈ I and {f j (x k )} for j ∈ J . Moreover, if x and F are nonzero, the identities
, hold for all k and may be seen as a theoretical justification to basing a stopping criterion for Algorithm 2.1 on the magnitude of µ k . Note that whenever i ∈ I and j ∈ J , we have |x k+1
. It is also interesting to remark that the two tangent vectors x and F are obtained from each other using the simple relationships
and hence that x and F are simultaneously zero or nonzero. The asymptotic componentwise Q-rate of convergence of {x k } to x * and of {F (x k )} to zero is determined by the upper limit lim sup k→∞ θ k µ . Under the assumption that x i = 0 for all i = 1, . . . , n, and according to the restrictions imposed by A6, a componentwise Q-rate of convergence arbitrarily close to 2 is achieved by choosing {θ k µ } and {θ k } so that lim sup k→∞ θ k µ = 2 − α, lim inf k→∞ θ k = 1 + β and θ k η > 2 for all sufficiently large k, where α, β ∈ (0, 1) can be chosen as small as desired but must satisfy β < α/(2 − α). A Q-rate of 1.5 may be obtained by setting θ k µ = 1.5, θ k = 1.01 for all k and θ k η such that lim inf k→∞ θ k η > 1.515, while a Q-rate of 1.9 may be obtained by setting θ k µ = 1.9, θ k = 1.01 for all k and θ k η such that lim inf k→∞ θ k η > 1.919. The ultimate rate of convergence, entirely determined by lim sup k→∞ θ k µ , is therefore prescribed by the user. In this respect the convergence properties of Algorithm 2.1 are similar to those of [7] .
Applications
We first examine in this section the relationships between the class of algorithms described in §2- §3 and interior-point methods for nonlinear programming.
Consider the nonlinear program
where f : R n → R, g : R n → R m and c : R n → R p are assumed to be thrice continuously differentiable functions. We denote by g j (j = 1, . . . , m) and c i (i = 1, . . . , p) the components of g and c respectively. If the strictly feasible set for NLP
is nonempty, a common procedure is to replace NLP by a sequence of barrier problems of the form
for a sequence {µ k } of positive barrier parameters converging to zero and where φ(
is the logarithmic barrier . The procedure starts with a strictly feasible point x 0 ∈ F • and at iteration k, fixes µ to a positive value µ k and seeks an approximate minimizer x k+1 of BS(µ k ). The parameter µ is then decreased so as to converge to zero, and attention turns to the next barrier problem [10, 15, 30, 32, 34] . This procedure is a path-following method as, under reasonable regularity assumptions, exact solutions to BS(µ) form a locally-unique trajectory which can be numerically tracked and which leads to a local solution of NLP. It turns out that these exact solutions are precisely the exact solutions to the square primal-dual system
where L(x, y, z) = f (x)+g(x) T y−c(x) T z is the Lagrangian function for problem NLP, y ∈ R m and z ∈ R p + are the Lagrange multipliers corresponding to the equality and inequality constraints respectively, C(x) = diag(c(x)) and e is the vector of all ones of appropriate dimension. The path of exact solutions is referred to as the primal-dual central path.
When µ = 0, the system (4.3) coincides with the opimality conditions for problem NLP, so that the solution of NLP may be recast in the framework of this paper, identifying the composite vector (x, y, z) with the vector x of (1.1), F (x) with the first term of the left-hand side of (4.3), and h(x, µ) with the second term of the left-hand side of (4.3). Under regularity assumptions, and assuming that some globally-convergent algorithm produced a point (x 0 , y 0 , z 0 ) close enough to a solution (x * , y * , z * ) of NLP, Algorithm 2.1 may be applied to system (4.3) and the results described in §3 will follow. It should be noted however that the corresponding tangent vector x given by (3.7) is not guaranteed to have the desired nonzero components. Nevertheless, we conclude that for all such components, a Q-superlinear rate of convergence is possible, if µ is decreased accordingly. Theorem 3.2 guarantees that all the products c i (x)z i converge at the same rate to zero, and that this rate may be as close to quadratic as desired. Such conclusions hold for the methods studied in [11, 12] .
We may of course choose a different h(x, µ) in (4.3), perhaps at the risk of loosing the interpretation in terms of barrier functions. Note that this may also result in an infeasible algorithm. For instance, choosing h(x, µ) such that the tangent vector x only has nonzero components would imply that all the components of x, y and z converge at the same rate to their limit, as would any subvector of (x, y, z). Choosing h(x, µ) such that the tangent vector F = ∇ µ h(x * , 0) only has nonzero components would imply that all the partial derivatives of the Lagrangian function, all the components of the infeasibility g(x) and all the components of the complementary slackness C(x)z converge to zero at the same rate.
It is important to note that one could solve (4.3) by applying a globallyconvergent optimization algorithm to minimize 1 2 Ψ (x, y, z; µ) 2 2 , (4.4)
in the variables (x, y, z). However, the generated sequence might quite possibly converge to a local minimizer of (4.4) which is not a solution of (4.3), while the solutions of (4.3) correspond to global minimizers of (4.4). Such situations may arise for functions as simple as one-dimensional polynomials, such as ψ(x) = x 3 − 2x 2 + 5, whose only real root is -1.2419, and corresponds to a global minimizer of (4.4), while in this case, it is easily verified that (4.4) possesses another, non-global, local minimizer at 4/3. Note, however, that in general, since the 2 -norm is used, any local minimizer of (4.4) that satisfies assumption A1 is necessarily a global minimizer. The distinction between local and global solutions is fundamental in the context of nonlinear programming and is in fact at the roots of continuation and homotopy methods [1, 23, [25] [26] [27] 29] . We now turn to a possible justification for computing the step s k using (2.3) and (2.6). Our motivation is that using (2.3) and (2.6) may be interpreted as a method which extrapolates along the path of exact solutions x(µ) to (2.5), in a manner similar to that used in primal interior-point methods for inequality-constrained optimization. In that framework, if x k is the current estimate of x(µ k−1 ) and if the parameter µ k−1 is updated to µ k , the unit Newton step d N (x k , µ k ) for (2.5)-thus computed using the Jacobian matrix ∇ x h(x k , µ k ) or a nonzero approximation thereof-is likely to be infeasible with respect to the inequality constraints, no matter how close x k is to x * [31] . One thus has to cut back quite severely, which may considerably thwart fast convergence. To circumvent this problem, Dussault [9] computes an extrapolation step, d EX (x k , µ k−1 , µ k ), to the trajectory x(µ) at the current iterate x k , following the tangential to the trajectory of an amount equal to µ k−1 − µ k , followed by the Newton step d N (x k , µ k−1 ) that would have been taken from x k using the old barrier parameter-the sum of these two steps d EX (x k , µ k−1 , µ k ) + d N (x k , µ k−1 ) being similar to the step s k given by (2.6) despite the absence of µ k−1 in (2.6) [12] . This process turns out to be superlinearly convergent with limiting exponent 4/3. Similar conclusions hold for equality and inequality-constrained nonlinear programs solved using an exponential penalty function [3] . In a primaldual interior-point framework, the aforementioned infeasibility problem of the Newton step does not arise, and the extrapolation method detailed by Dussault coincides with Newton's method, due to the special structure of the primal-dual system. In other words, we have
is the primal-dual Newton step, i.e., the Newton step for (4.3), taken from x k using the new parameter µ k . The process may therefore result in a componentwise nearly quadratic Q-rate of convergence [12] . The structure of the primal-dual function is such that the Jacobian matrix ∇ x h(x k , µ k ) is absent from the Newton system, which is our main motivation for computing the step s k using (2.6). Not surprisingly, similar conclusions hold for methods using a quadratic penalty function [11] or an exponential penalty function [4] .
Interestingly, our approach can also easily be applied to the framework of nonlinear least-squares problems, where one solves min
for some smooth function R from R n into R m with m ≥ n. If we assume that the Jacobian matrix of R, ∇ x R(x) is of full rank at the solution x * of (4.5), the normal equations then provide a link to our approach. Indeed, we may replace
To conclude this section, we mention that some probability-one homotopy convergence theorems for both unconstrained and constrained optimization are derived in [28] .
Discussion
So far, we have not commented on appropriate choices for h(x, µ). Perhaps the most obvious and simplest choice is the linear function
where e is the vector of all ones, for which ∇ µ h(x * , 0) = e. As we have seen in (4.3), a similar choice is made in primal-dual interior-point methods where the complementarity condition is perturbed and where we choose
where the fixed vectorẽ is made of zeros and ones. We refer the interested reader to [12] for more details on a primal-dual interior-point method in relation with the componentwise convergence of the iterates. In view of Theorem 3.1, ideally we would like to use an h(x, µ) for which every component of x is nonzero. We have no such guarantee if we use (5.1) or (5.2) . For instance,
such as would arise if h(x, µ) = µJ(x * )e, (5.4) would be ideal for then x = e, but of course depends on the (unknown) J(x * ). If F is twice continuously differentiable, the choice
which also aims for x = e, is more similar to a primal interior-point method, and differs from (5.4 ) in a number of respects. In the framework of interiorpoint methods, the most obvious of these respects is probably that if ∇ x [F (x) − h(x, µ)] is independent of µ, as is the case in (5.2) and (5.4) , then so is the region of convergence of the Newton-like method based on (2.6) [2, Lemma 2.1], [16, §3.2.12] . Indeed, in primal-dual methods, similar to using (5.2), the size of this region of convergence is Θ(1) while in primal methods, similar to using (5.5), its size is Θ(µ) and thus shrinks at the rate at which µ decreases to zero [22] . This behaviour is observed in the numerical tests of Section 6. A particular form of h(x, µ) may emerge naturally from the problem itself, or may need to have properties dictated by the problem, for instance, a higher level of nonlinearity in µ. See for instance [24] for references to such work. If we are only interested in the convergence properties of certain components then, in view of Theorem 3.1 (ii), the perturbation function h(x, µ) may be chosen such that the asymptotic behaviour of these components is controlled, i.e., such that the corresponding components of the vector x are nonzero. In any case, we certainly want to choose h(x, µ) and µ 0 such that a solution to F (x) = h(x, µ 0 ) is either known or easy to find. We now briefly comment on the assumptions we made in §2. While the first part of Assumption A4 is clearly implied by our intent to use a path-following method, the last part limits the level of dependence of h on x, at least close to x * , which is in line with our initial motivation where h is independent of x. It is easily verified that the examples of this section and of §6 satisfy A4. This assumption guarantees that the componentwise behaviour described in Theorem 3.1 (ii) occurs. It could be replaced by any more general assumption on h guaranteeing that for all sufficiently small µ, the bound x(µ)−x * = Θ(µ) holds. It is the case under A4 if in addition ∇ µ h(x * , 0) is such that the tangent vector x is nonzero (see (3.6)-(3.7)). An example of a function failing to satisfy A4 is h(x, µ) = µe + (x − x * ).
Regarding A5, one could argue that having the right-hand side of (2.7) depend on µ is not intuitive since its left-hand side does not. In view of Lemma 3.5, it is possible to replace the right-hand side of (2.7) by κ G ||s k || 2 -which would be stronger since the bound µ k−1 = O( s k ) does not necessarily hold-or even by κ G ||s k || θ k s for some θ k s satisfying lim inf k→∞ θ k s > 1. This last choice would however slightly modify condition (3.25) which we would need to replace by lim inf k→∞ k∈K
In all cases, these conditions imply that 7) and it is easily seen that A1-A2 and (5.7) together imply that the Dennis-Moré condition holds. Indeed, since the whole sequence {x k } converges to x * , we have
which is exactly [8, Condition (8.2.16) ], where the constant L J > 0 comes from A2.
A weaker assumption would be to replace the right-hand side of (2.7) by κ G (µ k−1 ) 2 , or, weaker still, κ G (µ k−1 ) θ k G for some θ k G such that lim inf k→∞ θ k G > 
In this last case again, the left and right-hand sides of (2.7) would not involve quantities that are directly comparable.
Finally, a comment on the accuracy requirement in (2.6) is in order. Although not particularly restrictive, this requirement matches a classical pattern in inexact quasi-Newton methods [6] , in which it is shown that if r k = o( F (x k+1 ) − h(x k+1 , µ k ) ), the sequence {x k } generated by the iteration (2.6) is superlinearly convergent. However, the stopping criterion (2.8) and the updating rule (3.3) give to the results of this paper a different flavour. Indeed, it follows from Theorem 3.2, (3.25) and the updating rule (3.3) that
which obviously implies that r k = o( F (x k+1 ) ) but not necessarily that
Numerical experiments
In this section we illustrate the above results on Example 1.1 when n = 5 and when G(x k ) = J(x k ) for all k. The starting point is chosen as x 1 = 0.8 e 3 . The following figures indicate the values taken by the components of the vector x and by x 2 along the iterations when solving the problem given in Example 1.1 for the indicated functions h(x, µ). The first row of each table indicates the starting values and the iteration counter increases when reading the table from top to bottom. In Figure 6 .1, a pure Newton scheme is applied, which corresponds to h(x, µ) = 0, and we observe the behaviour described in Example 1.1. In this and subsequent experiments, all computation is performed in extended-precision arithmetic under Mathematica, so as to see the predicted rates of convergence, and the numbers have been subsequently truncated to four significant digits unless the extended-precision number already had less significant digits. Figure 6 .2 corresponds to the case where we set h(x, µ) = µJ(x * )e, where µ 0 = 0.9 and is updated according to µ k+1 = (µ k ) 1.9 , which corresponds to using θ k µ = 1.9 for all k. We also use the values 0 = F (x 1 ) − h(x 1 , µ 0 ) , θ k = 1.05, r k = 0-i.e., the system (2.6) is solved exactly-and τ min = τ k µ = τ k = τ k η = τ max = 1 for all k. In this case, a single step (2.6) suffices for each value of µ k , because x k happens to lie inside the region of convergence of Newton's method for all k. In Figure 6 .3, we set h(x, µ) = µJ(x)e and use the same rules for µ. In the inner iteration, we choose to take steps given by (2.6) as well. This time, two steps (2.6) are required for each of the first 8 iterations-a possible reason for this is that the region of convergence of Newton's method shrinks faster as x * is approached than when using h(x, µ) = µJ(x * )e. For the remaining iterations, a single step is sufficient. Notice that a single step suffices precisely where the (nearly) quadratic convergence shows up. It is also worth noticing that x 2 converges almost quadratically to zero in all cases, but that this behaviour appears later in the course of the iterations whenever h(x, µ) = 0. In Figure 6 .4, Figure 6 .5 and Figure 6 .6, the corresponding values of F (x k ) and F (x k ) 2 along the course of the iterations is shown, for the same perturbation functions, illustrating Theorem 3.2. The present example has the particularity that the solution to F (x) = 0 is precisely x * = 0, that J(x * ) is the identity matrix and therefore that x = F = e. As a consequence, all the components of x and F (x) converge at the exact same Q-rate-equal to 1.9 in this illustration-to zero, along the same tangent vector as the solution is approached.
Conclusion
In this paper, we have studied a path-following method for solving square systems of non-singular, nonlinear equations, which may be viewed as the "end game" of a globally-convergent homotopy algorithm. Not surprisingly, since the method presented may be seen as a quasi-Newton method obeying the Dennis-Moré condition [8, Theorem 8.2.4] , normwise Q-superlinear convergence of the sequence of iterates is achieved and observed numerically. More interestingly, the method exhibits an asymptotic convergence rate that is essentially as fast as that of Newton's method but has the property that all the components of the iterates and of the residuals converge to their limit at comparable rates. This property may be desirable in a number of practical applications. The results are illustrated on an example which exhibits a normwise Q-quadratic convergence which does not occur componentwise, neither in the iterates nor in the residuals, when a pure Newton scheme is applied. The method relies on the computation of a suitable starting point for the modified Newton iteration, which turns out to readily satisfy the stopping conditions. Asymptotically, a single step is then sufficient and leads to a componentwise Q-superlinear convergence rate, which may be as close to quadratic as desired. It is noticeable that the results do not depend on how the exponents θ k , θ k µ and θ k η are updated, merely than they should satisfy A6. The method leaves freedom to the user in two major respects. The first, and most important, is the choice of the perturbation function h(x, µ) and its possible dependence on x, subject to A4. The second is to permit inexact Jacobians. The method presented in this paper was inspired by similar behaviour in primal-dual interior-point methods [12] and exterior penalty methods [11] for constrained optimization. It is still an issue to determine whether a particular h(x, µ) is advantageous, or should be avoided; in particular, there might or might not exist a perturbation function h(x, µ) that depends on x and which is better than the usual perturbation in primal interior-point methods for linear and nonlinear programming. The application of the technique presented in this paper to nonlinear least-squares problems is also the object of continuing research.
Proof. On writing (1.4) as
it follows that
where P is the permutation matrix
