It is shown that matrices with a UV-displacement structure possess generalized inverses with a VU-displacement structure. Estimations for the displacement rank of the generalized inverses are presented. The results apply to matrices of Toeplitz, Vandermonde, and Cauchy type and provide formulas for generalized inverses which are important for fast algorithms.
INTRODUCTION
It is well known that fast inversion algorithms for matrices A can be constructed if convenient matrices U and V can be found such that the matrix AU -VA or the matrix A -VAU has a rank which is small compared with the order of the matrix. Matrices with such a property are called matrices with displacement structure. The rank of AU -VA is said to be the Sylvester UV-displacement rank, and the rank of A -VAU the Stein UV-displacement rank of A, since A is the solution of a Sylvester of Stein equation, respectively.
The idea displacement structure for inversion was, as far as we know, first utilized by L. A. Sakhnovich [14] for the inversion of integral operators with displacement kernel. After that it was widely used by T. Kailath and his coworkers (see, for example, [ 111) for close-to-Toeplitz matrices and was systematically studied in the general case in [lo] . The idea applies not only to matrices of Toeplitz type but also to matrices of Hankel, Toeplitz-plus-Hankel, Vandermonde, and Cauchy type (see also [4, 2] ).
The basic point in constructing fast inversion algorithms for matrices with a U V-displacement structure is the obvious fact that, for a nonsingular matrix A, the relation rank(BV -UB) = rank(AU -VA) (1.1) holds for B = A-', i.e., the VU-displacement rank of A-' equals the UVdisplacement rank of A. In case A is not nonsingular it is reasonable to ask whether there exists a generalized inverse B of A satisfying (1.1) . In case there is no such matrix, the question is how rank( B V -U B) is related to rank(A U -VA), where B is a generalized inverse of A. Of course, we are interested in generalized inverses with as small as possible a displacement rank. For the Moore-Penrose generalized inverse this problem was studied in the authors' paper [S] . In the present paper we shall give an answer for more general generalized inverses.
Recall that a matrix B is said to be a generalized inverse (or g-inverse, for short) of A iff the following condition is fulfilled:
(1)
then B is said to be a reflexive g-inverse or (1, 2)-inverse. There is a one-to-one correspondence between the class of all reflexive g-inverses of A and the family of all pairs consisting of a projection onto the kernel of A and the range of A. In particular, A has only one g-inverse if and only if A is nonsingular. Concerning theory and applications of generalized inversion of complex and real matrices we refer to, e.g., the comprehensive monographs [l] and [ 131, or the survey [ 1.51. It is natural to conjecture that there is always a g-inverse B of A satisfying (1.1). However, the following very simple example shows that this conjecture is wrong. Put U = V = 2,. Then A = Z, has U V-displacement rank zero. On the other hand, any g-inverse of Z,, is given by
where g and h are arbitrary vectors and y E C. ZL-" is a reflexive g-inverse iff y = hrg. The VU-displacement rank of a g-inverse Z,$-" is therefore at least equal to 2.
In this paper we show that nevertheless in many cases there is a g-inverse with the same displacement rank as the original matrix. Moreover, it will be shown that the minimal displacement rank of the g-inverses, is only slightly larger than that of the original matrix, even in "pathological" cases.
The paper is organized as follows. In Section 2 we present the three main theorems, which all are estimations for the minimal Sylvester displacement rank of g-inverses.
In Section 3 these theorems will be generalized to more general displacements.
The Stein displacement will appear as a special case. Section 4 is dedicated to the application of the abstract results to special matrix classes, among them matrices of Toeplitz, Vandermonde, and Cauchy type, Toeplitz-plus-Hankel matrices, and Bezoutians.
SYLVESTER DISPLACEMENT
To begin with we recall two definitions originating systems theory. Let A, U, V be m x n, n x n, m x m matrices, respectively. 
Hence A 1 U:x = 0 is equivalent with
Again, in view of g, @ im A, we conclude AUkx' = 0. Since (A, U) is observable, this implies x' = 0. Thus the observability of the pair (Al, Ul) is proved.
Note that e, + 1 E im AT where e, + 1 denotes the last unit vector ( . This mattjx has fiv-displacement rank less than or equal to r for certain matrices U and V of the form Hence For the upper left corner B of A'-', which is, due to Lemma 2.1, a reflexive g-inverse of A, we obtain now rank(BV -UB) 5 r, which proves the theorem.
n Next we state a theorem which can be regarded as a generalization of Theorem 2.1. We assume that the matrix AU -VA is represented in the form
where G E Cm x r and F E C" x r. We replace the conditions of controllability of
and the condition of observability of (A, U) by
Note that the conditions (2.3) and (2.4) are actually no restriction of generality. If for certain G and F (2.3) or (2.4) is not fulfilled, then one can add to G and/or F a few columns so that (2.3) and (2.4) are satisfied. One gets a representation (2.2) with slightly larger r.
Next we show that controllability of (V, A) and observability of (A, U) follows from (2.3) and (2.4) if (2.2) is a full rank decomposition. Suppose that wT VkA = 0 for k = 0, . . . , m. Then wTA = 0 and wTVkGFT = wTVk(AU -VA) = 0 for k = 0, . . . , m -1. If now (2.3) is fulfilled, then we get w = 0. Thus (2.3) implies the controllability of (V, A). Analogously, (2.4) implies the observability of (A, U).
According to these remarks the following theorem is a generalization of Theorem 2.1.
THEOREM 2.2. Let AU -VA be represented in the form (2.2), and let (2.3) and (2.4) befiljlled. ThertA possesses a rejexive g-inverse with VU-displacement rank less than or equal to I:
The proof of the theorem is similar to that one of Theorem 2. 
where fs is the sth column of F. Then We have to show that the conditions (2.3) and (2.4) remain valid for the matrix Al. In view of
Hence (2.3) is fulfilled. n Let us point out that the proofs of the Theorems 2.1 and 2.2 are constructive ones, i.e., they can be used to describe procedures to compute g-inverses of structured matrices, which consist mainly of the following parts: (1) computation of the kernels of A its transpose, (2) computation of the displacement of A, (3) extension of A to a nonsingular matrix A as described in the proof of ThErem 2.1, (4) solution of thr so+ed "fu_ndament$ equa$ons" for thz_matri_x ,A, i.e; $e computation of A-'G and FTA-' for F and G satisfying AU -VA = GFT, (5) reproduction of a g-inverse of A from its displacement.
For special classes of matrices like Toeplitz or Vandermonde matrices all these steps can be carried out fast, i.e. with 0(n2) computational complexity. We think that also in the general case, possibly under some conditions on the matrices U and V, there exist such algorithms.
We present now another estimation for the displacement rank of reflexive ginverses, depending on the Jordan structure of U and V.
THEOREM 2.3. Let A have UV-displacement rank r. There exists a rejlexive g-inverse of A with VU-displacement rank less than or equal to r if one of the following conditions is fuljilled:
(i) Both U and Vare diagonalizable matrices.
(ii) The pair (V, A) is controllable, and U is diagonalizable. (iii) The pair (A, U) is observable, and V is diagonalizable.

Proo$
We introduce the subspaces C := fi ker AUk and Vu := 2 im VkA.
k=O k=O
Note that Cr is invariant under U and Do is invariant under V. Let Co be a direct complement of Ct in Cn which is invariant under U, and 231 a direct complement of Z&I in Cm which is invariant under V. Subspaces Co and Dt with these properties exist in each of the cases (i)--(iii). Actually, if the pair (V, A) is controllable, then QJ = Cm and we take Dt := {O}. If (A, U) is observable, then Cl = {0) and we set Co = C". In the case that V is diagonalizable 230 possesses a basis consisting of eigenvectors u 1, . . . , us of V. Obviously, this system can be extended to a basis u 1, . . . , u,, of Cn where all the ui are eigenvectors of V. Now we define Dr as the linear hull of the vectors u, + t, . . . , u,,. Thus Dl is a V-invariant direct complement of Do. Analogously, Co will be constructed if U is diagonalizable.
Thus the matrix block representations of A, U, V with respect to the decompositions Cn = Co i Cl and Cm = 2%~ i Dt have the form A= ["8 ;] 
GENERALIZATIONS
In this section we generalize the results obtained in the previous section for the Sylvester displacement to more general displacement concepts. The Stein displacement will be a special case.
We consider a fixed nonsingular 2 x 2 matrix a = [aij]A E C2 x 2 and, as before, fixed matrices U E C" x ' and V E Cm ' m. We introduce the displacement operator a( V, U) as acting in the space PX n by the formula (i) Both U and V are diagonalizable matrices.
(ii) The pair (V, A) is controllable, and U is diagonalizable.
(iii) The pair (A, U) is observable, and V is diagonalizable.
The idea for proving these theorems is to transform the a(U, V)-displacement by linear fractional transformations to the Sylvester displacement and apply the theorems of the previous section.
Let us agree upon the following notation. Let W E Ck x k and s = (sii): E C2 x 2, and suppose sti& + slu W to be nonsingular, where zk denotes the k x k identity matrix. Then we denote by fS (W) the matrix
fs(W) = (SOOzk +SO,w)-'(SlOzk +Sllw).
(3.4)
The following lemma is taken from (3.5)
(
ii) Let b and c fuljill the conditions of(i). Then for all A E Cm x ' a(V, U)A = (booZ, + bol V)[Af,(U) -f2V)Al(cmZ,, + colu).
In order to employ Theorems 2.1, 2.2, and 2.3 to displacements of the form Af,(U) -fb(V)A we still need the following elementary lemma. LEMMA 3.2. Let W E Ck x k, g E Ck, s E C2 x 2, and s be nonsingulal: Then Since uT = -cT db, part (ii) of Lemma 3.2 gives the equality
Now we obtain from (3.7) and (3.8) the estimate
which proves the theorem. The proofs of the Theorems 3.2 and 3.3 follow the same pattern. Application of Lemma 3.1 reduces the problem to that handled by Theorem 2.2 and Theorem 2.3, respectively. It is easily checked by means of Lemma 3.2 that the assumptions of Theorem 2.2 are fulfilled. Furthermore, it is a simple matter of fact that fb (V), f=(U) is diagonalizable if and only if V, U is diagonalizable, respectively.
EXAMPLES AND APPLICATIONS
'We apply now the abstract results of the previous sections to some special matrix classes.
4.1.
Close-to-Toeplitz Matrices
A matrix is said to be close to Toeplitz if it has a Sylvester or Stein UVdisplacement structure where U and V are forward or backward (block) shifts. Special cases of close-to-Toeplitz matrices in this sense are block Toeplitz and block Hankel matrices.
We restrict ourselves to the Stein displacement. The results for the Sylvester displacement are completely analogous. Let Zi denote the forward block shift 
rank[B -ZzB(Zi)T] I r + (p -p') + (q -q').
For the special case of block Toeplitz matrices we get the following result. matrix VB. Hence we obtain from (4.1) the estimate rank VB I r + 2, which is just the assertion.
n Note that the estimation in Theorem 4.3 cannot be strengthened in general. This remark is already true for the usual inverse. In fact, the inverse of a classical Bezoutian, which is a 2-Bezoutian, is a Hankel matrix, which is, except for some special cases, only a 4-Bezoutian.
4.3.
Toeplitz-plus-Hankel Matrices
Let A E Cm ' n be the sum of a Toeplitz and a Hankel matrix, and let W,, be defined by W,, := Z, + Z,'. Then it can easily be checked that A has W,,, W,, -displacement rank less than or equal to 4. Since W,, is similar to a diagonal matrix, we conclude from Theorem 2.3 the following. For the general case of close-to-Vandermonde matrices the following theorem holds true. It can be verified using the same means as in the proof of Theorem 2.3. 
Close-to-Vandermonde Matrices
Generalized Cauchy Matrices
A matrix of the form where gi , fi E C', is said to be a generalized Cauchy matrix. The special choice r = 1, fi = gi = 1 corresponds just to Cauchy matrices in the usual sense. Matrices of the form (4.4) have U V-rank less than or equal to r for U = diag(dt , . . . , dn) and V = diag(ct, . . . , c,).
As a consequence of Theorem 2.3 we obtain the following. 
