Characters of rational vertex operator algebras (RVOAs) arising in 2-dimensional conformal field theories often belong (after suitable normalization) to the (multiplicative) semigroup E + of modular units whose Fourier expansions are in 1 + q Z ≥0 [[q]], up to a fractional power of q. If even all characters of a RVOA share this property then we have an example of what we call modular sets, i.e. finite subsets of E + whose elements (additively) span a vector space which is invariant under the usual action of SL(2, Z). The classification of modular sets and RVOAs seem to be closely related. In this article we give an explicit description of the group of modular units generated by E + , we prove a certain finiteness result for modular sets contained in a natural semi-subgroup E
Statement of results
A modular unit is a modular function on some congruence subgroup of Γ = SL(2, Z) which has no poles or zeros in the upper half plane H. Thus it takes on all its poles and zeros in the cusps. The set U of all modular units is obviously a group with respect to the usual multiplication of modular functions.
In this note we are interested in modular units f whose Fourier coefficients are non-negative integers, which satisfy f (z + 1) = c f (z) with a suitable constant c, and whose first Fourier coefficients are 1. Denote by E + the semigroup of all such units. In other words, E + is the semigroup of all modular units whose Fourier expansion is in q s (1+qZ ≥0 [[q] ]) for some rational number s. Here q s , for any real s, denotes the function q s (z) = exp(2πisz) with z a variable in H.
Special instances of E + are the units (1 − q n )
n≡−rmodl n>0 1) where l ≥ 1 and r are integers such that l does not divide r (cf. Lemma 5.3 in Section 5). Here we use B 2 (x) = y 2 − y + 1 6
with y = x − ⌊x⌋ as the fractional part of x.
In particular, we are interested in modular sets, by what we mean finite and non-empty subsets S of E + such that the subspace (of the complex vector space of all functions on H) which is spanned by the units in S is invariant under Γ. Note that the group U is invariant under Γ: if f (z) is a unit and A ∈ Γ then f (Az) is again a unit. Thus it is easy to write down finite subsets of U whose span is Γ-invariant. In contrast to this, E + is not invariant under Γ, and, indeed, as we shall explain in a moment, modular sets seem to be quite exceptional.
An infinite series of examples for modular sets is provided by the following. Let l be an odd natural number and set
).
Then, for each l, the set AG l of all φ r with r in the given range is modular Eq. (23) ]. (Note that loc.cit. the φ r are not given as products, but as quotients of theta functions and the Dedekind η-function. Both expressions for the φ r are easily identified on using the Jacobi triple product identity; cf.
[E-S] for details.)
The existence of modular sets is a somewhat remarkable fact. First of all, the notion of modular sets itself is bizarre: the action of Γ on modular units defines automorphisms of the group of modular units, whereas a modular set requires the linear subspace, and not the subgroup, generated by its elements to be Γ-invariant. More striking, modular sets seem to be bound to other remarkable phenomena. The functions φ r occur as the one side of the Andrews-Gordon identities (see e.g. [B, Eq.(3. 2), p. 15 ]):
Here k = (l − 1)/2 and m = (m 1 , . . . , m k−1 ) t runs over all vectors with nonnegative integral entries, A is the matrix A = (min(i, j)), and b r is the vector with min(i + 1 − r, 0) as i-th entry, and finally
(with the convention (q) 0 = 1). The two identities for l = 5 are the classical Rogers-Ramanujan identities. Finally, modular sets show up as sets of conformal characters of certain rational vertex operator algebras [E-S] . In fact, the modular sets AG l provide also examples of this [K-R-V, Eq. (2.1)-(2.3)], and we do not know any modular set which is not the set of conformal characters of a rational vertex operator algebra [E-S] .
The ultimate goal would be a classification of all modular sets. As indicated in [E-S] this is related to the open problem of the classification of a certain class of rational vertex operator algebras arising in 2-dimensional conformal field theories.
The first natural step in the study of modular sets is to ask for a more explicit description of the semigroup E + . We shall prove the following structure theorem. Theorem 1. Let E be the group of units generated by the [r] l (defined in (1.1)). Then Q * · E coincides with the group of all modular units whose Fourier expansions are in q s Q [[q] ] for suitable rational numbers s.
In particular, the group E is identical with the group of modular units whose Fourier expansion is in q s (1 + qZ[[q] ]) for some rational number s. Thus, the group of modular units generated by E + is obviously contained in E. Since it contains on the other side the generators [r] l of E, we conclude Corollary. The group of modular units generated by the elements of E + coincides with the one generated by the [r] l . In particular, each element of E + is a product of integral, though not necessarily positive, powers of the special units [r] l .
There is another remarkable consequence of Theorem 1. Namely, the first Fourier coefficient of a conformal character needs not to be 1. Thus, with regard to applications to conformal characters, it would be more natural to study the semigroup of modular units with Fourier expansions in q s Z ≥0 [[q]] for some s. However, by the theorem this semigroup equals Z >0 · E + , which shows that one does not lose any generality by restricting to E + , as we a priori did in this article.
It is worthwhile to describe the structure of the group E, i.e. the (multiplicative) relations satisfied by the generators [r] l of E. For each l we have the obvious homomorphism Z[Z/lZ] → E, which associates to a Z-valued map f on Z/lZ the product of all [r] f (r) l , where r runs through a complete set of representatives for the nonzero residue classes modulo l. Moreover, one easily verifies the the distribution relations
valid for all l and m such that l|m. We may thus combine the above homomorphisms by setting, for any locally constant f :
Here Z denotes the Pruefer ring, (i.e. Z = proj lim Z/lZ, equipped with the topology generated by the cosets Z/l Z). Furthermore, l is any positive integer such that f is constant on the cosets modulo l Z. By the distribution relations [ ] f does not depend on a particular choice of l. One has:
− and the group E of modular units generated by the [r] l (defined in (1.1)). Here L( Z) is the group of Z-valued, locally constant maps on Z vanishing at 0, and L( Z)
− is the subgroup of odd maps.
Denote by E * the semigroup of products of non-negative powers of the special functions [r] l . Clearly, E + contains the semisubgroup E * , and, by the Corollary, E + and E * generate the same group. However, E + is strictly larger than E * ; e.g. the function η
Understanding the last example and giving a complete description of E + seems to be difficult. Therefore, we shall consider in the following only modular subsets which are contained in the the semisubgroup E * of products of non-negative powers of the [r] l . This restriction is not too serious: in fact, the only examples of modular sets not contained in Z >0 · E * which we know are in a certain sense trivial (cf. [E-S] ).
As the second main result of the present article, we shall prove a certain finiteness property for modular subsets of E * , which will in particular imply a method to systematically enumerate them. Namely, for fixed positive integers n and l, let E n (l) be the set of all products of the form
with k ≤ n, and arbitrary integers r j which are not divisible by l. The sets E n (l) are clearly finite. Using the distribution relations it is clear that any modular subset of E * is contained in some E n (l) with suitable n and l. We shall prove:
Theorem 2. For each n the number of l such that E n (l) contains a modular set is finite. More precisely, if E n (l) contains a modular set, then l ≤ 13.7 n .
Our proof will exhibit a method to compute, for a given n, all modular subsets of E n (l) for all l. This method, however, becomes quickly non-realistic for growing n.
In Table 1 we listed all modular subsets of E n (l) for n ≤ 3 and l ≥ 1. For each n, we listed only those modular sets which do not already belong to some E k (l) with k < n, and which cannot be decomposed into a disjoint union of smaller modular sets. By S n , for a modular set S and a positive integer n, we denote the set of all n-fold products of functions in S. Obviously, S n is again modular. Note that, for n ≤ 3, there is exactly one 'new' modular set, which we called W 7 . More examples of modular sets can be found in [E-S]. Table 1 : All modular subsets of E n (l) for n ≤ 3 and arbitrary l. l = 5 7 9 n = 1 AG 5 2 AG 2 5
AG 7 3 AG 3 5
The plan of the rest of this article is as follows: In Section 2 we shall prove Theorem 1 and its supplement, and in Section 3 we shall prove Theorem 2. The auxiliary results derived in Section 3 have some interest independent of the proof of Theorem 2 in connection with the question of searching for modular sets. In Section 4 we shall briefly indicate how to use these auxiliary results for calculating e.g. the above table.
In the proofs of the two theorems we need certain properties of the [r] l 's, which we derive in Section 5 by rewriting [r] l in terms of l-division values of the Weierstrass ℘-function and using some of their basic properties. Since we did not find any convenient reference to cite these properties directly we decided to develop quickly from scratch the corresponding theory in form of a short Appendix and part of Section 5.
The group of units generated by the [r] l
In this section we prove Theorem 1 and its supplement. We shall actually prove the slightly stronger Theorem 2.4. Its proof depends on two well-known facts: first, that the group of all modular units modulo the so-called Siegel units is a torsion group, and, secondly, that modular forms on congruence subgroups with rational Fourier coefficients have bounded denominators. The short proof of the first one is given in Section 5, for the second, deeper one, we refer to the literature.
We precede the proof of Theorem 2.4 by three lemmas. The first one, which we actually call Proposition, is a general statement about product expansions of holomorphic and periodic functions in the upper half plane. It is important for the proof of the third lemma, but it also implies directly the Supplement in Section 1.
Proposition 2.1. Let f be a holomorphic and periodic function on the upper half plane whose Fourier expansion is in 1+qZ [[q] ] . Then there exists a unique sequence {a(n)} of integers such that
for sufficiently small |q|.
Remark. As can be read off from the proof the lemma actually holds true with Z replaced by an arbitrary subring of C.
Proof. The existence of the sequence a(n) follows by induction on n. Namely, assume that one has already found integers a(n) (1 ≤ n < N) such that
The uniqueness of the a(n) follows from the uniqueness of the Fourier expansion of q
Proof of Supplement to Theorem 1. That the kernel of the map L( Z) → E equals L( Z) − follows from the uniqueness of the product expansion in the preceding proposition and on writing
with a suitable constant c. The surjectivity is clear.
for some positive integer D. If some positive integral power of f has integral coefficients, then f has integral coefficients.
Proof. By assumption about the coefficients of f we can write f = γ · h with a suitable rational number γ and with a primitive h. Here primitive means that h is a power series in q with integral coefficients a(l) which are relatively prime. By assumption, γ N ·h N , for some integer N ≥ 1, has integral coefficients. We shall show in a moment that h N is primitive. From this we deduce that γ N is integral. Hence γ is integral, which proves the lemma. It remains to show that h N is primitive. Let p be a prime. Since h is primitive, there exists an l such that p|a(j) for j < l and p |a(l). But then the q N l -coefficient of h N satisfies
and whence is not divisible by p.
For the following recall from Section 1 that E(l), for fixed l, denotes the group generated by the [r] l with 1 ≤ r ≤ ⌊l/2⌋. Lemma 2.3. Let f be a modular unit with rational Fourier coefficients. Assume that a positive integral power of f lies in E(l). Then f is in E(2l) (and even in E(l) for odd l).
Proof. Since f is invariant under a congruence subgroup it has bounded denominators, i.e. there exist an integer D > 0 such that D · f has integral Fourier coefficients. This well-known fact follows e.g. on writing f η 24N , with a suitable integer N > 0, as linear combination of modular forms with integral Fourier coefficients (which is possible by Theorem 3.52 in [Sh] ), deducing from this that f η 24N has bounded denominators, which in turn implies that f has bounded denominators since η −1 has integral Fourier coefficients. Combining the latter with the fact that some positive integral power of f lies in E(l), we see that, for some rational number s, the function q −s f satisfies the assumption of Lemma 2.2, and hence is in Z [[q] ]. Moreover, by assumption, its first Fourier coefficient is 1.
But then q −s f possesses a product expansion as in the Proposition 2.1. By the uniqueness of the a(n), and since a nonzero integral power f N of f is a product of [r] l 's, we conclude that Na(n) = Na(m) for n ≡ ±m mod l, and that Na(0) = 0. Since N = 0 the same holds true with {Na(n)} replaced by {a(n)}. Thus we find, on re-ordering the product expansion of f according to the residue classes of n modulo l, that
where m = ⌊l/2⌋, and where ν = 1 for odd l, and ν = 1/2 for even l. Hence, if l is odd, then f ∈ E(l). If l is even, one uses the distribution relations (in particular, [l/2]
Theorem 2.4. The group of modular units on Γ(l) (= {A ∈ SL(2, Z) | A ≡ 1 mod l}) with Fourier expansions in q s Q [[q] ] for suitable rational numbers s is a subgroup of Q * · E(2l) (and even of Q * · E(l), for odd l).
Proof. Let f be unit on Γ(l) such that, for some rational number s, the function q −s f has rational Fourier coefficients. For showing that f is contained in Q * · E(l) or Q * · E(2l), respectively, we may assume that f is normalized, i.e. that its first Fourier coefficient is 1. By Lemma 2.3 it then suffices to show that a positive integral power of f lies in E(l).
By Theorem 5.2 of Section 5 we know that some nontrivial power of f can be written as product of the Siegel units s α , which are introduced in (5.1) in Section 5. More precisely, there exists integers a > 0, b(α), and a constant c such that
where I is a finite set of pairs of rational numbers of the form (
) with integers r, s such that gcd(r, s, l) = 1.
By replacing a and the b(α) by suitable positive integral multiples we may assume that f a is invariant under T = (1, 1; 1, 0). On the other hand, by Theorem 5.1 in Section 5 we have that s α • T equals s αT , up to multiplication by a constant. Let K denote the field of l-th roots of unity. For an integer y relatively prime to l denote by σ y the automorphism of K which maps an l-th root of unity ζ to ζ y . We extend σ y to an automorphism of the ring
] by letting it act on coefficients. Since f has rational coefficients, it is invariant under σ y . From the formula for s α in Section 5 it is immediate that, for α ∈ I, one has s α ∈ R and that σ y s α equals s αD(y) , up to multiplication by a constant and with D(y) = (1, 0; 0, y).
Using these properties we can write
with a suitable constant d, where the asterisk indicates that y runs through a complete set of primitive residue classes modulo l, and ϕ(l) denotes as usual the number of such classes. It remains to show that the expressions t α in the rightmost parenthesis are in E(l), up to multiplication by constants (whose product then equals d −1 , since f is normalized). Write α = (r, s)/l as above. Clearly αT h D(y) = (r, t)/l with a suitable integer t. If h and y run through the given range, then t runs through a complete set of representatives for the residue classes modulo l which are relatively prime to gcd(r, l), and each such t is taken on the same number of times, say p (look at the action of the subgroup of GL(2, Z/lZ) of matrices of the form (1, x; 0, y) on pairs of residue classes (u, v) in (Z/lZ) 2 with gcd(u, v, l) = 1 ). Thus t α is the p-th power of tmodl gcd(t,r,l)=1
Here we used the Moebius function µ(d), and, for the last identity, Lemma 5.3 of Section 5; moreover, we have to assume that l does not divide r (since s α , for α ∈ Z 2 , is not defined). On using the distribution relations in E we can rewrite the right hand side as power products of [r] l 's. If l divides r, then we leave it to the reader to verify by a similar calculation (using directly the definition (5.1) of s α ) that the left hand side of the last identity equals r [r] l , where r runs through a complete system of representatives for the primitive residue classes modulo l.
Proof of Theorem 1. This is clearly a consequence of Theorem 2.4.
Modular sets
In this section we shall prove Theorem 2. Actually, we shall prove the slightly stronger Theorem 3.5 below. Its proof will mainly depend on two results: the first one concerns a sort of measure on the projective space over Z/lZ (Theorem 3.4; see also the beginning of §4). The second one (Lemma 3.2) needs some information about the action of Γ on the [r] l , and will not be completely proved before Section 5.
The first lemma gives a necessary criterion for a set S ⊂ E + to be modular in terms of the vanishing or pole orders of the functions in S. Let f ≡ 0 be a modular function on some subgroup of Γ, and let s ∈ P 1 (Q) = Q ∪ {∞} be any cusp. Then there exists a A ∈ Γ such that s = A∞, and a real number α such that f (Az)q −α (z) tends to a non-zero constant for z = it with real t → ∞. The number α does not depend on the choice of A. We set ord s (f ) = α.
Lemma 3.1. Let S be a finite set of modular functions such that the space spanned by its elements is invariant under SL(2, Z). Then the map
is constant.
Proof. Indeed, for any fixed A, B ∈ SL(2, Z) and any f ∈ S the function f • A is a linear combination of the functions g • B with g ∈ S. In particular, comparing the leading terms of the Fourier expansions of these functions, we conclude
.
Since this is true for any f , and on using ord ∞ (f • A) = ord A∞ (f ) we obtain ν(A∞) ≥ ν(B∞). Interchanging the role of A and B we see that here we actually have an equality. This proves the lemma.
where s = a c with relatively prime integers a and c (in particular, a = ±1 and c = 0, if s = ∞), and where t = gcd(c, l).
Proof. Let A ∈ Γ be a matrix with first row equal to (a, c) t , i.e. such that
, and the right hand side is given in Lemma 5.3 of Section 5.
Combining Lemma 3.1 and Lemma 3.2 we obtain the following necessary criterion for a set S ⊂ E n (l) to be modular. This criterion is the key for the proof of Theorem 2. We remark that Lemma 3.3 is actually the only place in the proof of Theorem 2, where we use that S is contained in E * , rather than only in E + Lemma 3.3. Let S ⊂ E n (l) be modular, and assume that S contains at least one n-fold product (i.e. an element in E n (l) \ E n−1 (l)). Then, for all divisors t of l, one has
Here the asterisk indicates that a runs through a complete set of representatives for the primitive residue classes modulo t.
Remark. Note that the lemma implies that gcd(a 1 , . . . , a n , l) = 1 for all nfold products π = [a 1 , . . . , a n ] l ∈ S. Indeed, if d denotes this gcd, then the lemma applied to t = d becomes
by the preceding lemma. Since S contains an n-fold product, we conclude that
The claimed inequality is now an immediate consequence of the first two lemmas.
Definition. We call a point P = (a 1 , . . . , a n ) ∈ (Z/lZ)
for all divisors t of l and all integers a relatively prime to t. (Here the bar denotes reduction modulo l.)
Theorem 2 will now be a consequence of Lemma 3.3 and the following theorem, whose proof will take the rest of this section.
Theorem 3.4. For a given n there exist only a finite number of l such that (Z/lZ) n contains a special point. More precisely, if (Z/lZ) n with l > 1 contains a special point, then
where p is the smallest prime divisor of l.
Theorem 3.5. If E n (l) contains a modular set, then l ≤ B with B as in Theorem 3.4.
Proof. Let S be a modular subset of E n (l), and let k be minimal such that S is contained in E k (l). Let π = [r 1 , . . . , r k ] ∈ S. By Lemma 3.3 π yields a special point (r 1 , . . . , r k ) ∈ (Z/lZ) k . Hence, by Theorem 3.4, l is bounded from above by the right hand side of the claimed inequality, but with n replaced by k. Since k ≤ n, the theorem then follows.
Proof of Theorem 2. This is an immediate consequence of the preceding theorem. The bound in Theorem 2 is obtained on taking p = 2 and on estimating 1 + l 1/n−1 ≤ 2 in the bound of Theorem 3.5.
It remains to prove the theorem on special points. For its proof we use Lemma 3.6. Let P ∈ (Z/lZ) n . Then there exists an integer b not divisible by l such that b · P = (a 1 , . . . , a n ) with integers a j (and where the bar denotes reduction modulo l) satisfying
Remark. Note that the inequality is, for fixed n and asymptotically in growing primes l, best possible, apart from a constant. Indeed, the number of points in (Z/lZ) n described by homogeneous coordinates satisfying the above inequality is
But, for growing primes l, this is up to factor 2 n asymptotically equal to the number of orbits of (Z/lZ) n modulo multiplication by non-zero elements of Z/lZ, which is (l n − 1)
Proof. For an integer r, set B r = [−r, r] n ∩Z n , and let C r denote the reduction of B r modulo l. Assume r < l 2 . Then C r contains exactly (2r + 1) n elements. Note that the sum of two points of C r always lies in C 2r .
Consider the sets x· P + C r , where x runs through Z/lZ. If the sum of the cardinalities of these sets is strictly greater than l n , i.e. if l · (2r + 1) n > l n , then there exist at least two which have non-empty intersection.
Assume that there exists an integer r satisfying the inequalities of the two preceding paragraphs, i.e. satisfying l 2 > r > l
Pick x ≡ x ′ mod l such that x · P + C r and x ′ · P + C r contain a common point Q. Then xP − Q and Q − x ′ P both lie in C r , and hence their sum (x − x ′ )P is in C 2r , whence can be represented by a point in B 2r . If l 2 > ρ + 1 we may take r = ⌊ρ + 1⌋ to fulfill the above two inequalities. Since then 2r ≤ 2ρ + 2 = l 1−1/n + 1, the lemma follows. Otherwise with a divisor t of l and gcd(a, t) = 1. Note that t = 1, i.e. t ≥ p with the smallest prime divisor p of l, since b is not divisible by l. Thus,
with integers a j satisfying
Since B 2 is monotone decreasing in [0, , the inequality
Thus, if s is such that
n can never contain a special point. It is easily checked that the last inequality together with s ≤ 1 2 is equivalent to
From this the theorem becomes obvious.
Examples
We explain how we computed the table in Section 1. With a slightly more refined computer program our algorithm can actually be used to go further. Let S ⊂ E n (l) be modular. For 0 ≤ ν < 12l let S(ν) be the subset of all products of length k in S such that k ≡ ν mod 12l. Using that π(−1/z), for π ∈ S(ν), contains in its Fourier expansion only powers of the form q n+ν/12l with integral n (see Lemma 3.2), it is easy to verify that S(ν) is modular. Assume from now on that n < 12l (which clearly holds true for n = 1, 2, 3). Then any modular set in E n (l) can be decomposed into a disjoint union of modular sets each of which is contained in F k (l) := E k (l) \ E k−1 (l) for some k. Hence we can restrict our search to modular subsets of F n (l).
Furthermore, let us call a subset T of P n−1 (Z/lZ) premodular if
for all divisors t of l. Here we use
(with the asterisk as in Lemma 3.3 and the bar denoting reduction modulo l). Let C n (l) be the union of all premodular subsets in P n−1 (Z/lZ), if there are any, and C n (l) = ∅ otherwise. If S ⊂ F n (l) is modular, then, by Lemma 3.3, the set S of all [a 1 : · · · : a n ] ∈ P n−1 (Z/lZ) such that π = [a 1 , . . . , a n ] l ∈ S is premodular. Thus to find the maximal modular subset of F n (l) one computes first of all C n (l). If it is non-empty, let S 0 be the set of all products in F n (l) such that S 0 = C n (l). If it is not clear by other means whether S 0 actually contains a modular subset, then one can proceed as follows.
Let S 1 be the set of all π ∈ S 0 such that π(−1/z) is a linear combination of the functions in S 0 . Note that by standard arguments from the theory of modular forms it suffices to check for N = N(l, n) many Fourier coefficients only, where N(l, n) depends on l and n, and can be determined explicitly. The Fourier coefficients of π(−1/z) can be read off from the corollary to Theorem 5.1. Similarly, construct S 2 from S 1 , S 3 from S 2 and so forth. Either some S k is empty, and then F n (l) contains no modular set, or S k = S k+1 = ∅ for some k, and then S k is the maximal modular set in F n (l).
Assume now n = 1 and l > 1. Then P n−1 (Z/lZ) contains only one point [a] . If this point yields a premodular set, one has
For the first equality we used that B 2 (x) is even, decreasing between 0 and 1 2
, and that gcd(a, l) = 1. Rewriting this identity as 5 − 6l + l 2 = 0 we find l = 5 as the only solution. And indeed, F 1 (5) equals AG 5 .
Let n = 2 or n = 3. We determine all non-empty C n (l). If C n (l) is nonempty, then C n (t) is non-empty for all divisors t of l. Theorem 3.4 applied with l equal to a prime p shows that C 2 (p) = ∅ for p > 37, and C 3 (p) = ∅ for p > 113. A computer search shows that actually C 2 (p) = ∅ only for p = 2, 5, 7, and C 3 (p) = ∅ only for p = 3, 5, 7. Next, for each of these primes p, we look for powers p r such that C n (p r ) is nonempty. The possible values of r are bounded by Theorem 3.4. Again by a computer search, we find that C 2 (l) = ∅ implies l | 2 · 5 · 7, and that C 3 (l) = ∅ implies l | 3 2 · 5 · 7. A final computer search yields then the table in Section 1. The above procedure to pass from premodular sets to the maximal modular one, has only been applied twice: to rule out certain functions for n = 3 and l = 15, and to prove that W 7 is modular.
The [r] l in terms of l-division values of the Weierstrass σ-function
Problems involving the action of Γ on modular units are most conveniently studied using l-th division values of the Weierstrass σ-function, or Siegel units, as they are called in [K-L] . This relies on the following two facts: Firstly, the action Γ on a Siegel unit is given by an explicit formula (Theorem 5.1). Secondly, if S denotes the group generated by the Siegel units, then U/S has exponent 2. The transformation formulas are most naturally and easily derived by using the Jacobi group. Since this approach cannot be found in the literature we present it here in form of an appendix. The resulting formulas however, are well-known (cf. e.g. [K-L] ). For the complicated proof of the second fact see [K-L] and papers cited therein. For us it suffices to know the considerably simpler fact that U/S is a torsion group (Theorem 5.2). Since we do not know any reference for an easy and direct proof of this fact, we shall give one here. Finally, we shall describe below the relation between Siegel units and the functions [r] l and we shall deduce from this and the two theorems on Siegel units the facts (Lemma 5.3) which were used in the preceding paragraphs without proofs. holds true if and only if c(α), as function of α, is constant. Indeed, a constant function c(α) yields a modular unit a power of which is invariant under SL(2, Z) by Theorem 5.1. Since SL(2, Z) has only one cusp, this unit must be a constant. That there is no other relation can e.g. be verified by looking at the logarithmic derivatives of the s α , which, by well-known theorems, span the space of Eisenstein series on Γ(l) [H, pp. 468] . But the dimension of this space is R − 1. Hence the rank of the subgroup of U[Γ(l)]/C * generated by the C * · s N α (α ∈ I) equals R − 1. We deduce from this that U[Γ(l)]/C * has full rank R − 1, and that the C * · s The second identity is the well-known distribution property of the Bernoulli polynomial B 2 (x).
