The dictionary matching problem seeks all locations in a given text that match any of the patterns in a given dictionary. Efficient algorithms for dictionary matching scan the text once, searching for all patterns simultaneously. Existing algorithms that solve the 2-dimensional dictionary matching problem all require working space proportional to the size of the dictionary. This paper presents the first efficient 2-dimensional dictionary matching algorithm that operates in small space. Given d patterns, D = {P 1 , . . . , P d }, each of size m × m, and a text T of size n × n, our algorithm finds all occurrences of P i , 1 ≤ i ≤ d, in T . The preprocessing of the dictionary forms a compressed self-index of the patterns, after which the original dictionary may be discarded. Our algorithm uses O(dm log dm) extra bits of space. The time complexity of our algorithm is close to linear, O(dm 2 + n 2 τ log σ ), where τ is the time it takes to access a character in the compressed self-index and σ is the size of the alphabet. Using recent results τ is at most sub-logarithmic.
Introduction
A recent trend in pattern matching algorithms has been to succinctly encode data structures so that they occupy no more space than the data they are built on, without a significant sacrifice in their query time. This research has extended to dynamic ordered trees, suffix trees, and suffix arrays, among other data structures. The dictionary matching problem is that of searching a text for all occurrences of any one of a set of patterns that occur in the text. Preferably, an algorithm scans the text once so that its running time depends only on the size of the text and not on the size of the patterns sought. 1-dimensional dictionary matching in small space has received a lot of attention in recent work [6, 9, 15, 19, 20] . This article addresses 2-dimensional dictionary matching in small space.
The focus of this paper is a problem of practical significance. Image identification software identifies smaller images in a large image based on a dictionary of previously identified images. This is a direct application of 2D dictionary matching. The time complexity of an efficient algorithm should not depend on the size of the database of known images. In many devices, such as mobile devices, additional storage space is limited. For this reason, we address small-space dictionary matching for 2D data. Table 1 includes recent results for small-space 1D dictionary matching; in the following paragraphs we summarize these results. The empirical entropy of a string is the average number of bits per symbol needed to encode the string. 0th order or kth order empirical entropy (H 0 or H k ) are often used as a measure of space, as seen in Table 1 . For completeness, we include precise formulas for H 0 and H k in Appendix.
Let D = {P 1 , P 2 , . . . , P d } be a dictionary of 1D patterns of total length , T = t 1 t 2 . . . t n a text, and occ the number of pattern occurrences in the text. Aho and Corasick presented the first algorithm that solves the dictionary matching problem in O(n log σ + occ) time [1] . Hashing techniques can achieve O(n + occ) time complexity in the Aho-Corasick algorithm. The underlying index of their algorithm occupies O( ) words, or O( log ) bits. The first algorithm that improves the space complexity of dictionary matching was presented by Chan et al. [9] . They reduced the size of the dictionary index from O( log ) bits to O( ) bits. Their algorithm relies on a compressed representation of the suffix tree and assumes that the alphabet is of constant size. It can find all pattern occurrences in the text in O((n + occ) log 2 ) time.
More recently, Hon et al. presented a 1D dictionary matching algorithm that uses a sampling technique to compress a suffix tree [19] . The patterns are concatenated, with a delimiter separating them, to form a single string which is stored in a compressed format that allows O(1) time retrieval of any character. This results in an algorithm that requires H k (D) + o( log σ ) + O(d log ) space and searches in O(n(log + log d) + occ) time, where > 0 is any constant. Since the patterns are concatenated before the compressed index is constructed, H k (D) = H k (P 1 P 2 . . . P d ).
The first succinct dictionary matching algorithm with no slowdown was introduced by Belazzougui [6] . His algorithm mimics the Aho-Corasick automaton within smaller space, requiring only (H 0 (D) + O(1)) + O(d log( /d)) bits. For simplicity we report the complexities in terms of the dictionary size , although several of the re- Table 1 Algorithms for 1D small-space dictionary matching where is the size of the dictionary, n is the size of the text, d is the number of patterns in the dictionary, σ is the alphabet size, and occ is the number of occurrences of a dictionary pattern in the text Space (bits) Search Time Reference
O( ) O((n + occ) log 2 ) Chan et al. [9] H k (D) + o( log σ ) + O(d log ) O(n(log + log d) + occ) Hon et al. [19] (
H 0 (D) + O(1)) + O(d log( /d)) O(n + occ)
Belazzougui [6] sults can be stated in terms of s, the number of states in the Aho-Corasick automaton, s ≤ . We point out that the AC automaton (whether compressed or not) replaces the actual dictionary of patterns. That is, once it is constructed, the actual patterns are not needed for performing the search. The goal of the small-space 1D algorithms in Table 1 was to minimize the space needed for this structure, which is in a sense the space needed for the input. When working with 2D patterns, we generally need space above the input space. Thus, when analyzing the space needed by the 2D algorithms, we distinguish between the space used by the data structures that replace the actual patterns, and the extra space that is needed above the input.
Since there are no known small-space 2D dictionary matching algorithms, we mention the existing results for small space 2D single pattern matching. Crochemore et al. [11] perform 2D pattern matching in linear time, using O(log m) extra space to preprocess a pattern of size m 2 and O(1) extra space to scan the text. Such an algorithm can be trivially extended to perform dictionary matching but would require O(dn) time to process the text, dependent on the number of patterns in the dictionary.
The linear-time 2D pattern matching algorithm developed independently by Bird [8] and Baker [5] (BB) extends easily to dictionary matching. They translate the 2D pattern matching problem into a 1D pattern matching problem. Rows of the characters are perceived as metacharacters and named with the help of an Aho-Corasick (AC) automaton [1] . The text is named in a similar fashion and a Knuth-Morris-Pratt (KMP) automaton [22] of the pattern rows is used on the text columns to identify occurrences of the pattern. Baker points out that the KMP automaton can be replaced by an AC automaton to solve dictionary matching. The AC automaton of the pattern rows, combined with the AC automaton of the 1D patterns of names, can replace the input. However, since this structure is larger than the original patterns, the 1D patterns of names must be considered extra space. In addition, the BB algorithm labels each position of the text, hence, the extra space is proportional to the size of the text.
The 2D dictionary matching algorithm of Amir and Farach [3] converts the patterns to a 1D representation by considering subrow/subcolumn pairs around the diagonals. Their method constructs a suffix tree of the text and the patterns, and an AC automaton of the 1D representation of patterns. Text scanning time is O(n log d), and the extra space used is again proportional to the size of the text plus the patterns of names. The algorithm of Amir and Farach works only with a dictionary of square patterns. Idury and Schaffer [21] developed an algorithm for dictionary matching in rectangular patterns, where the lengths and heights can be of different sizes. Their algorithm requires working space proportional to the dictionary size, and has a slight slowdown in the time for text processing.
In this paper we present the first algorithm that solves the Small-Space 2D Dictionary Matching Problem. Given a dictionary of patterns, P 1 , P 2 , . . . , P d , each of size m × m, and a text of size n × n, we find all occurrences of patterns in the text. We discuss patterns that are all of size m × m for ease of exposition, but as with Bird/Baker, our algorithm generalizes to patterns that are the same size in only one dimension with the complexity dependent on the size of the largest dimension.
In the preprocessing phase, the dictionary is linearized by concatenating the rows of each pattern, with a delimiter separating them, and then concatenating the patterns to form a single string. The linearized dictionary is then stored in an entropycompressed self-index, allowing the original dictionary to be discarded. The preprocessing phase uses O(dm 2 ) time and O(dm log dm) bits of extra space. Let τ be an upper bound on the time complexity of operations in the self-index and let σ be the size of the alphabet. The text scanning phase takes O(n 2 τ log σ ) time and uses O(dm log dm) bits of extra space.
Overview
Our algorithm preprocesses the dictionary of patterns before searching the text once for all patterns in the dictionary. The text scanning stage initially filters the text to a limited number of candidate positions and then verifies which of these positions are actual pattern occurrences. We allow O(dm log dm) bits of working space to process the text and locate patterns in the dictionary. The text scanning stage does not depend on the size of the dictionary. The data structures we use for indexing are dynamic during the pattern preprocessing stage and static during the text scanning stage.
A known technique for minimizing space is to work with small overlapping text blocks of size 3m/2 × 3m/2. The potential starts all lie in the upper-left m/2 × m/2 square. This way, the size of our working space relies on the size of the dictionary, not on the size of the text.
A string S is primitive if it cannot be expressed in the form S = u j , for j > 1 and a prefix u of S. String S is periodic in u if S = u u j where u is a suffix of u, u is primitive, and j ≥ 2. A periodic string p can be expressed as u u j for one unique primitive u. We refer to u as "the period" of p. Depending on the context, u can refer to either the string u or the period size |u|.
We divide patterns into two groups based on 1D periodicity. Our algorithm considers each of these cases separately. A pattern can consist of rows that are periodic with period ≤ m/4. Alternatively, a pattern can have one or more possibly aperiodic rows whose periods are larger than m/4. In each of these cases, the bottlenecks are quite different. In the case of highly periodic pattern rows, a single pattern can overlap itself with several occurrences in close proximity to each other and we can easily have more candidates than the space we allow. In the case of an aperiodic row, there can be a more limited number of pattern occurrences, but several patterns can overlap each other in both directions.
A pattern can have only periodic rows with all periods ≤ m/4 (Case I) or have at least one aperiodic row or a row with a period > m/4 (Case II). We began working on Case I in [26] and expand on those results in Sect. 3. Case II is addressed in Sect. 4. In the case that d ≥ m, i.e., when dm = Ω(m 2 ), we have more space to work with as the text is processed. We can store O(m 2 ) information for a text block and present a different algorithm for that case in Sect. 4.3.
We assume the standard RAM with word-size Θ(log ) bits as our computational model, where is the input size of our problem. In this model, standard arithmetic or bitwise boolean operations on word-sized operands, and reading or writing O(log ) consecutively stored bits, can each be performed in constant time. We store the linearized dictionary in an entropy compressed form that allows constant time random access to any character in the original data, such as the compression scheme of Ferragina and Venturini [12] or of Fredriksson and Nikitin [16] . For Case I patterns we do not need additional functionality in the self-index, thus we do not construct a compressed suffix tree or suffix array. The space needed for storing the dictionary D in entropy-compressed form is H k (D) + γ where γ is the low-order term, 1 and depends on the particular compression scheme that is employed.
We overcome the extra space requirement of traditional 2D dictionary matching algorithms with an innovative preprocessing scheme that names 2D patterns to represent them in 1D. The pattern rows are initially classified into groups, with each group having a single representative. We store a witness, or position of mismatch, between the group representatives. A 2D pattern is named by the group representative for each of its rows. This is a generalization of the naming technique used by Bird [8] and Baker [5] to name 2D data in 1D. The preprocessing is performed in a single pass over the patterns. Constant amount of information is stored per pattern row, occupying a total of O(dm log dm) bits of space. Details of the preprocessing stage can be found in Sect. 3.1.
In the text scanning phase, we name the rows of the text to form a 1D representation of the 2D text. Then, we use an Aho-Corasick (AC) automaton [1] to mark candidates of possible pattern occurrences in the 1D text in O(n 2 log σ ) time. In this section, σ can be viewed as the size of the alphabet of names if it is smaller than the original alphabet; σ ≤ dm. Since similar pattern rows are grouped together, we need a verification stage to determine if the candidates are actual pattern occurrences. With additional preprocessing of the 1D pattern representations, a single pass suffices to verify potential pattern occurrences in the text. The details of the text scanning stage are described in Sect. 3.2.
Pattern Preprocessing
Definition 1 ([10] ) A 2D m × m pattern is h-periodic, or horizontally periodic, if two copies of the pattern can be aligned in the top row so that there is no mismatch in the region of overlap and the number of overlapping columns is ≥ m/2.
Observation 1 If a 2D pattern is h-periodic then each of its rows is periodic.
A dictionary of h-periodic patterns can occur Ω(dm) times in a text block. It is difficult to search for periodic patterns in small space since the output can be larger than the amount of extra space we allow. We take advantage of the periodicity of pattern rows to succinctly represent pattern occurrences. The distance between any two overlapping occurrences of P i in the same row is the Least Common Multiple (LCM) of the periods of all rows of P i . We precompute the LCM of each pattern so that O(1) space suffices to store all occurrences of a pattern in a row, and O(dm log dm) bits of space suffice to store all occurrences of h-periodic patterns.
We introduce two new data structures, the witness tree and the offset tree. The witness tree facilitates the linear-time preprocessing of pattern rows. It is described in Sect. 3.1.2. The offset tree allows the text scanning stage to achieve linear time complexity, independent of the number of patterns in the dictionary. It is described in Sect. 3.2.1.
Lyndon Word Naming
Definition 2 Two words x, y are conjugate if x = uv, y = vu for some words u, v [23] .
Definition 3
A Lyndon word is a primitive string which is lexicographically smaller than any of its conjugates [23] .
Since conjugacy is an equivalence relation, we can partition the pattern rows into disjoint groups based on the conjugacy of their periods. We use the same name to represent all rows whose periods are conjugate. The smallest conjugate of a word, i.e. its Lyndon word, is the standard representation of its conjugacy class. Canonization is the process of computing a Lyndon word, and can be done in linear time and space [23] . We name one pattern row at a time by finding its period and canonizing. If a new Lyndon word or a new period size is encountered, the row is given a new name. Otherwise, the row adopts the name already given to another member of its conjugacy class. Each 2D pattern obtains a 1D representation of names in a similar manner to the BB algorithm, but using Lyndon word naming. The extra space needed to store the 1D patterns of names is O(dm log dm) bits.
Three 2D patterns and their 1D representations are shown in Fig. 1 . To understand the naming process we will look at Pattern 1. The period of the first row is aabb, which is four characters long. It is given the name 1. When the second row is examined, its period is found to be aabc, which is also four characters long. aabb and aabc are both Lyndon words of size four, but they are different, so the second row is named 2. The period of the third row is abca, which is represented by the Lyndon word aabc. Thus, the second and third rows are given the same name even though they are not identical.
When naming a pattern row, its period is identified using known techniques in linear time and space, i.e., using a KMP automaton [22] of the string. Then, we compute and store several discrete pieces of information per row: period size (in log m/4 bits), name (in log dm bits), and position of the first Lyndon word occurrence in the period, which we call LYpos (in log m/4 bits).
We use the witness tree, described in the following subsection, to name the pattern rows. A separate witness tree is constructed for each period size. The witness tree allows linear time naming of each Lyndon word by keeping track of failures in Lyndon word character comparisons.
Witness Tree
Components of witness tree:
Internal node: position of a character mismatch. The position is an integer ∈ [1, m] . Edge: labeled with a character in the alphabet. Two edges emanating from a node must have different labels. Leaf: an equivalence class representing one or more pattern rows.
When a new row is examined, we need to determine if the Lyndon word of its period has already been named. The witness tree allows us to identify the only named string of the same size that has no recorded position of mismatch with the new string. Then, the found string is compared sequentially to the new row. A witness tree for Lyndon words of length four is depicted in Fig. 2 .
The witness tree is used as it is constructed in the pattern preprocessing stage. As strings of the same size are compared, points of distinction between the representatives of 1D names are identified and stored in a tree structure. When a mismatch is found between strings that have no recorded distinction, comparison halts, and the point of failure is added to the tree. Characters of a new string are examined in the order dictated by traversal of the witness tree, possibly out of sequence. If traversal halts at an internal node, the string receives a new name. Otherwise, traversal halts at a leaf, and the new string is sequentially compared to the string represented by the leaf. As an example, we explain how the name 7 becomes a leaf in the witness tree of Fig. 2 . We seek to classify the Lyndon word acbc, using the witness tree for Lyndon words of size four. Since the root represents position 4, the first comparison finds that c, the fourth character in acbc, matches the edge connecting the root to its right child. This brings us to the right child of the root, which tells us to look at position 3. Since there is a b at the third position of acbc, we reach the leaf labeled 2. Thus, we compare the Lyndon words acbc and aabc. They differ at the second position, so we create an internal node for position 2, with children leading to leaves labeled 2 and 7, and their edges labeled a and c, respectively.
Lemma 1 Of the named strings that are the same size as a new string, i, there is at most one equivalence class, j , that has no recorded mismatch against i.
Proof The proof is by contradiction. Suppose we have two such classes, h and j . Both h and j have the same size as i and neither has a recorded mismatch with i. By transitivity of the equivalence relation, we have not recorded a mismatch between h and j . This means that h and j should have received the same name. This contradicts the assumption that h and j are different classes.
Lemma 2 The witness trees for the rows of d patterns, each of size m × m, occupies O(dm log dm) bits of space.
Proof The proof is by induction. The first time a string of size u is encountered, the tree for strings of size u is initialized to a single leaf. The subsequent examination of a string of size u will contribute either zero or one new node (with an accompanying edge) to the tree. Either the string is given a name that has already been used or it is given a new name. If the string is given a name already used, the tree remains unchanged. If the string is given a new name, it mismatched another string of the same size. There are two possibilities to consider.
(i) A leaf is replaced with an internal node to represent the position of mismatch. The new internal node has two leaves as its children. One leaf represents the new name, and the other represents the string to which it was compared. The new edges are labeled with the characters that mismatched.
(ii) A new leaf is created by adding an edge to an existing internal node. The new edge represents the character that mismatched and the new leaf represents the new name.
Corollary 1
The witness tree for Lyndon words of length u has depth ≤ u.
Lemma 3 A pattern row of size O(m) is named in O(m) time using the appropriate witness tree.
Proof By Lemma 1, a new string is compared to at most one other string, j . A witness tree is traversed from the root to identify j . Traversal of a witness tree ceases either at an internal node or at a leaf. The time spent traversing a tree is bounded by its depth. By Corollary 1, the tree-depth is O(m), so the tree is traversed in O(m) comparisons. Thus, a new string is classified with O(m) comparisons.
Preprocessing the 1D Patterns
Once the pattern rows are named, an Aho-Corasick (AC) automaton is constructed for the 1D patterns of names. (See Fig. 1 for the 1D names of three patterns.) Several different patterns have the same 1D name if their rows belong to the same equivalence class. This is easily detected in the AC automaton since the patterns occur at the same terminal state.
The next preprocessing step computes the Least Common Multiple (LCM) of each distinct 1D pattern. This can be done incrementally, one row at a time, in time proportional to the number of pattern rows. The LCM of an h-periodic pattern reveals the horizontal distance between its potential occurrences in a text block. This conserves space as there are fewer candidates to maintain. In addition, we use this to conserve verification time. The LCM of the 1D patterns can be stored in d log m bits of space since we are only interested in an LCM that is ≤ m, i.e., the LCM of a pattern that can overlap itself in a text block.
If several patterns share a 1D name, an offset tree is constructed of the Lyndon word positions in these patterns. We defer the description of the offset tree to Sect. 3.2.1 where it is used in the verification phase. In summary, pattern preprocessing in O(dm 2 ) time and O(dm log dm) bits of space:
1. For each pattern row, (a) compute period and canonize (b) store period size, name, first Lyndon word occurrence (LYpos). 2. Construct AC automaton of 1D patterns. 3. Find LCM of each 1D pattern. 4. For multiple patterns of same 1D name, build an offset tree. 5. Compress dictionary. Can discard original dictionary.
Text Scanning
The text scanning stage has three steps.
1. Name rows of text. 2. Identify candidates with a 1D dictionary matching algorithm, e.g. AC. 3. Verify candidates separately for each text row using the offset tree of the 1D patterns.
Step
Name Text Rows
We search a 2D text for a 1D dictionary of patterns using a 1D Aho-Corasick (AC) automaton. A 1D pattern can begin at any of the first m/2 positions of a text block row. The AC automaton can branch to one of several characters; we can't afford the time or space to search for each of them in the text block row. Thus, we name the rows of a text block before searching for patterns. The divide-and-conquer algorithm of Main and Lorentz finds all maximal repetitions in linear time, searching for repetitions to the right and to the left of the midpoint of a string [24] . Repetitions of length ≥ m that cross the midpoint and have a period size ≤ m/4 are the only ones that are of interest to our algorithm. After finding the only maximal periodic substring of length ≥ m with period ≤ m/4, the text block rows are named in much the same way as the pattern rows are named. The period of this maximal run is found and canonized. Then, the appropriate witness tree is used to name the text block row. We use the witness tree constructed during pattern preprocessing since we are only interested in identifying text block rows that correspond to Lyndon words found in the pattern rows. At most one pattern row will be examined to classify the conjugacy class of a text block row. In addition to the name, period size, and LYpos, we maintain a left and a right pointer for each row of a text block. left and right mark the endpoints of the periodic substring in the text. The LYpos (position of first Lyndon word occurrence) is computed relative to the left pointer of the row. This process is repeated for each row, and O(m) information is obtained for the text block.
Complexity of Step 1
The largest periodic substring of a row of width 3m/2, if it exists, can be found in O(m) time and space [24] . Its period can be found and canonized in linear time and space [23] . The row is named in O(m) time and space using the appropriate witness tree (Lemma 3). Overall, O(m 2 ) time and O(m log dm) bits of space are needed to name the rows of a text block.
Step 2 Identify Candidates After Step 1 completes, a 1D text remains, each row labeled with a name, period size, LYpos, and left, right boundaries. A 1D dictionary matching algorithm, such as AC, is used to mark occurrences of 1D patterns. We call a text row at which a 1D pattern occurs a candidate row. The occurrence of a 1D pattern indicates the potential occurrence of one or more 2D patterns since several 2D dictionary patterns can have the same 1D name. We do not store individual candidate positions since they might occupy too much space.
Complexity of
Step 2 1D dictionary matching in a string of size m can be done in O(m log σ ) time with O(dm log dm) bits of space for the AC automaton. The AC automaton can be represented in even smaller space for some types of data using the approach of [6] .
Step 3 Verify Candidates
The occurrence of a 1D pattern is not sufficient evidence that a 2D pattern actually occurs. The verification process considers each candidate row of the text separately. Several patterns can share a 1D representation. We need to verify the overall width of the 1D names, as well as the alignment of the periods among rows.
For a candidate row, we must confirm that the labeled periodic string extends over at least m columns in each of the next m rows. We are interested in the minimum of all right pointers, minRight, as well as the maximum of all left pointers, maxLeft, as this is the range of positions in which the pattern(s) can occur. If the pattern will not fit between minRight and maxLeft, i.e., minRight − maxLeft < m, the candidate row is eliminated.
The verification stage must also ascertain that the Lyndon word positions in the text align with the Lyndon word positions in the pattern rows. Naively, this can be done in O(m 3 ) time. We verify a candidate row in O(m) time using the offset tree of a 1D pattern.
We say that two distinct patterns are horizontally consistent if it is possible for the patterns to occur in the same text block row. Note that simply having the same 1D representation does not render candidates consistent, although it is a necessary condition. Horizontally consistent patterns can be obtained from one another by performing a horizontal cyclic permutation of the characters, i.e., by moving several columns to the opposite end of the matrix. Figure 3 depicts a pair of horizontally consistent patterns. Horizontal consistency is an equivalence relation just as conjugacy is. We can form equivalence classes of patterns with the same 1D name and then classify the text as belonging to at most one group. We choose a representative for each equivalence class. The class representative is the shift in which the Lyndon word of the first row begins at the first position.
Each row of a 2D pattern array is represented by the 1D array containing its 1D row names and the 1D array of LYpos entries. To convert a pattern to one that is horizontally consistent with it, its rows are shifted by the same constant, but the LYpos of its rows may not be. However, the shift is the same across the rows, relative to the period size of each row. Figure 3 shows an example of horizontally consistent patterns and the relative shifts of their rows. Notice that (c) can be obtained from (b) Proof Let patterns P i and P j be horizontally consistent. Then, their corresponding rows are cyclic permutations. Matrix P i is obtained from P j by shifting C columns from the beginning to the end of P j . The LYpos of a row is between 1 and the period size of a row. On a row with period size u, a shift of C columns translates to a shift of C mod u. Similarly, if we know that the shift of each row is C mod u, the 2D patterns must be horizontally consistent.
Offset Tree
In the preprocessing stage, we construct an offset tree to align the shifted LYpos arrays of patterns with the same 1D name so that the text can be classified, and ultimately verified, in O(m) time. This allows the text scanning stage to complete in time proportional to the text size, independent of the dictionary size. An offset tree is shown in Fig. 4 .
Components of offset tree:
Root: represents the first row of a pattern. Internal node: represents a row index from 1 to m, strictly larger than its parent's. Edge: labeled by shifted LYpos entries. Leaf: represents a consistency class of dictionary patterns.
We construct an offset tree for each set of patterns that were named with the same 1D representation. One pattern at a time, we traverse the tree and compare the shifted LYpos arrays in sequential order until either a mismatch is found or we reach a leaf. If a mismatch occurs at an edge leading to a leaf, a new internal node with a leaf are created, to represent the position of mismatch and the new consistency class, respectively. If a mismatch occurs at an edge leading to an internal node, a new branch is created with a new leaf to represent the new consistency class.
Lemma 6 The consistency class of a string of length m is found in O(m) time.
Proof The offset tree for a 1D pattern of length m has depth ≤ m. This is because each node represents a position from 1 to m and each node represents a position strictly greater than that of its parent. A pattern is classified by traversing the offset tree and comparing Lyndon word offsets until either a point of failure or a leaf is reached. Since a tree of depth ≤ m is traversed from the root in O(m) time, a string of length m is classified in O(m) time.
We modify the LYpos array of the text to reflect the first Lyndon word occurrence in each text block row after maxLeft. Each modified LYpos entry is ≥ maxLeft and can be computed in O(1) time with basic arithmetic.
We shift the LYpos values of the text so that the Lyndon word of the first row occurs at the first position. We traverse the offset tree to determine which pattern(s), if any, are horizontally consistent with the text. If traversal ceases at a leaf, then its pattern(s) can occur in the text, provided the text is sufficiently wide.
At this point, we know which patterns are horizontally consistent with the text block row. The last step is to locate the positions at which a pattern begins, within the row. We need to reverse the shift of the horizontally consistent patterns. This is done for each pattern that is horizontally consistent with the text block by looking up the LYpos of the pattern's first row. Then, we verify that the periodic substrings of the text are sufficiently wide. That is, we announce position i as a pattern occurrence when minRight − i ≥ m. Subsequent pattern occurrences in the same row are at LCM multiples of the pattern. 
Observation 2 The offset trees for d 1D patterns, each of size m, have O(d) nodes and thus can be stored in

Case II: Patterns with Row of Period Size > m/4
We consider the case of a dictionary of patterns in which each pattern has at least one aperiodic row. The case of a pattern having a row that is periodic with period size between m/4 and m/2 can be treated similarly, since each pattern can occur only O(1) times on one row of a text block.
In the case of one or more aperiodic pattern rows in the patterns, many different patterns can overlap in a text block row. As a result, it is difficult to employ a naming scheme to find all occurrences of patterns. However, it is straightforward to initially identify a limited number of candidates of pattern occurrences. Verification of these candidates in one pass over the text presented a difficulty.
We allow O(dm log dm) bits of space to process a block of text. In the event that d < m, Case IIa, this limit on space is a significant constraint. We address this case in Sect. 4.2. When d ≥ m, Case IIb, the number of candidates for pattern occurrences can exceed the size of a text block. It is difficult to verify such a large number of candidates in time proportional to the size of a text block. Because we allow working space larger than the size of a text block, there is no need to begin by filtering the text and identifying a limited set of candidate positions. We present a different algorithm to handle this case in Sect. 4.3.
Compressed Suffix Trees
For Case II patterns, we again linearize the dictionary by concatenating the rows of all patterns, inserting a delimiter at the end of each row. We then replace the original dictionary by storing an entropy-compressed self-index of the linearized dictionary. For Case IIa, a compressed suffix array (CSA) and compressed LCP array encapsulate sufficient information for our dictionary matching algorithm. However, in Case IIb, we need the ability to traverse the compressed suffix tree. For consistency, we discuss the usage of a compressed suffix tree in both cases.
Russo et al. [27] achieved fully-compressed suffix trees requiring H k + o( log σ ) bits of space, which is essentially the space required by the smallest compressed suffix array, and asymptotically optimal under kth order empirical entropy. Although some operations can be executed more quickly, the time complexities of all operations are O(log ).
The fully-compressed suffix tree presented by Fischer et al. needs 2H k (2 log [14] . It accommodates almost all navigational and retrieval operations in sub-logarithmic time. It is based on a compressed suffix array [17] , a compressed LCP array, and data structures for range minimum and previous/next smaller value queries. Navigation operations are dominated by the time required to access an element of the compressed suffix array and by the time required to access an entry in the compressed LCP array, both of which are bounded by O(log ), 0 < ≤ 1.
With Fischer's new compressed representation of the LCP array [13] , the compressed suffix tree of Fischer et al. [14] can be stored in even smaller space. That is, the suffix tree can be stored in (1 + 1 ) H k + o( ) bits of space with all operations computed in sub-logarithmic time. The time for character retrieval, locate, string depth, LCA queries, and suffix link traversal ranges from log time to log + log 2 log time, for any constant 0 < , ≤ 1. In this paper we simply use τ to refer to the time complexity of operations in the compressed suffix tree, and we use the term entropy-compressed to refer to storage space that is close to H k (D). The reader can either refer back to this section to see the time-space tradeoffs, or apply other results to the storage of the linearized patterns.
Case IIa: d < m
The aperiodic row (or row with period > m/4) of each pattern can only occur O(1) times in a text block row. Thus, we use an aperiodic row of each pattern to filter the text block. The text scanning stage first identifies a small set of positions that are candidates for pattern occurrences. Then the verification stage determines which of these candidates are actual pattern occurrences. After preprocessing the dictionary, text scanning proceeds in time proportional to the text block size.
Pattern Preprocessing
We form an AC automaton of one aperiodic row of each pattern, say, the first aperiodic row of each pattern. There can be O(1) candidates for any non-periodic row in a text block row. In total, there can be O(dm) candidates in a text block, with candidates for several distinct 1D patterns on a single row of text. If the same aperiodic row occurs in several patterns, we can even find several candidates at the same text position.
The pattern rows are named to form a 1D dictionary of patterns. Distinct rows are given different names, much the same way that Bird and Baker convert a 2D pattern to a 1D representation. However, Bird and Baker form an AC automaton of all pattern rows. We do not allow that much space. Instead, we use a witness tree, Sect. 3.1.2, to store distinctions between the pattern rows, which are all strings of length m. The witness tree of the row names is preprocessed for Lowest Common Ancestor (LCA) to provide a witness between any pair of distinct pattern rows.
Preprocessing proceeds by indexing the 1D patterns. We form a generalized suffix tree of the 1D patterns of names, complete with suffix links. The suffix tree is preprocessed for LCA to allow O(1) time Longest Common Prefix (LCP) queries between suffixes of the 1D patterns. In summary, pattern preprocessing is as follows:
1. Construct AC automaton of first aperiodic row of each pattern. Store row number of each of these aperiodic rows. 2. Name pattern rows using a single witness tree. Store 1D patterns of names. 3. The suffix and witness trees are preprocessed in linear time to answer LCA queries in O(1) time [7, 18] .
4. The 1D dictionary of names is stored in O(dm log dm) bits of space and its generalized suffix tree is constructed and stored in time and space proportional to this 1D representation.
Text Scanning
1. Identify candidates in text block with 1D dictionary matching of a non-periodic row of each pattern. 2. Duel to eliminate vertically inconsistent candidates. 3. Verify pattern occurrences at surviving candidate positions.
Step 1 Identify Candidates
We do not name all text positions as Bird and Baker do, since this would require O(m 2 ) space per text block. Neither do we use the witness tree to name the text block rows as we do for the patterns whose rows are highly periodic, since many names can overlap in a text block row. Instead, text scanning begins by identifying a limited set of positions that are candidates for pattern occurrences. Unlike patterns in the first group (Case I), each pattern can only occur O(1) times in the text block.
We locate the first aperiodic row of each pattern and consider this set of strings as a 1D dictionary of patterns. O(dm) candidates are found by performing 1-D dictionary matching, e.g. AC, on this limited set of pattern rows over the text block, row by row. Then we update each candidate to point to the position at which we expect a 1D pattern name to begin. This is done by subtracting the row number of the selected aperiodic row from the row number of the candidate in the text block.
Complexity of
Step 1 1D dictionary matching on a text block takes O(m 2 log σ ) time with the AC method. Marking the positions at which patterns can begin is done in constant time per candidate found; overall, this requires O(dm) time. The AC 1D dictionary matching algorithm uses extra space proportional to the dictionary, O(dm log dm) bits of space. The candidates can also be stored in O(dm log dm) bits of space.
Step 2 Eliminate Vertically Inconsistent Candidates
We call a pair of patterns consistent if they can overlap in a single text block. Overlapping segments of consistent candidates can be verified simultaneously. In this stage we eliminate inconsistent candidates with a dueling technique inspired by the 2D single pattern matching algorithm of Amir et al. [2] . In the single pattern matching algorithm, a witness table is computed in advance, and duels are performed between candidates of the same pattern. In dictionary matching, we want to perform duels between candidates for different patterns. It would be inefficient both in terms of time and space to store witnesses between all locations in all patterns.
We call two patterns vertically consistent if they can overlap in the same column. Note that vertically consistent patterns have a suffix/prefix match in their 1D representations. Thus, we duel between candidates within each column using dynamic dueling. In dynamic dueling, no witness locations are computed in advance. We are given two candidate patterns and their locations, candidate A at location (i, j ) in the text and candidate B at location (k, j ) in the text, i ≤ k. Since all of our candidates are in an m/2 × m/2 square, we know that there is overlap between the two candidates.
A dynamic duel consists of two steps. In the first step, the 1D representation of names is used for A and B, denoted by A and B . An LCP query between the suffix k − i + 1 of A against B returns the number of overlapping rows that match. If this number is ≥ i + m − k then the two candidates are consistent. Otherwise, we are given a "row-witness," i.e. the LCP points to the first row at which the patterns differ. In the second step of the duel, an LCA query in the witness tree provides a position of mismatch between the two different pattern rows, and we use that position to eliminate one or both candidates.
Text block columns are scanned top-down, one at a time, to determine vertical consistency of candidates. We confirm consistency pairwise over the candidates within a column, since consistency is a transitive relation. A duel eliminates at least one element of a pair of inconsistent candidates. If only the lower candidate is killed, this does not affect the consistent candidates above it in the same column, as they are still consistent with the text character. However, if the lower candidate survives, it triggers the elimination of all candidates within m rows above it. Pointers link consecutive candidates in each column. This way, a duel eliminates the set of consistent 
Complexity of
Step 2 The consistency of a pair of candidates is determined by an LCP query followed by a duel between characters. We use data structures that can answer LCP queries in O(1) time over the 1D patterns of names. Duels are performed with witnesses generated by an LCA query in the witness tree over the pattern rows in O(1) time. Due to transitivity, the number of duels will be no more than the number of candidates. There are O(dm) candidate positions, with d < m, so this step completes in O(m 2 ) time. (This is true even in the event that several candidates occur at the same text position.)
Step 3 Verify Surviving Candidates After eliminating vertically inconsistent candidates, we verify pattern occurrences in a single scan of the text block. Beginning at the first candidate position, characters in the text block are compared sequentially to the expected characters in the appropriate pattern. If two candidates overlap in a text block, we compare the overlapping text characters to a substring of only one pattern row, to verify them simultaneously.
Before we scan a text block row, we mark the positions at which we expect to find a pattern row, by carrying candidates from one row to the next and merging this with the list of candidates that begin on the new row. Then, the text block row is scanned sequentially, comparing one text character to one pattern character at a time, until a pattern row of another candidate is encountered. Then we perform an LCP query over the pattern row that is currently being used for verification and the pattern row 6 Consistency is determined by LCP queries and duels that is expected to begin. If the distance between the candidates is smaller than the LCP, a duel resolves the inconsistency among candidates.
Since consistency is transitive, duels are performed on pairs of candidates. Yet, there are times at which the detection of an inconsistency must eliminate several candidates. If several LCP queries have already succeeded in a row (that is, we have a set of consistent patterns), and then we encounter a failure, we eliminate all candidates that are consistent with the candidate that lost and are within range of the mismatch. As in the search for vertical consistency, we chain candidates to facilitate this process.
Consider Fig. 6 . Suppose we are at position π in row α of pattern P 1 and we approach the expected beginning of row β in pattern P 2 . An LCP query on suffix π of α and the entire β determines if they can overlap at this distance. Let the LCP of these substrings be l 1 and the distance between α and β in the text be l 2 . Suppose l 1 < m − l 2 . That is, the mismatch is within the expected overlap. Then we can duel between the candidates using the text character at π + l 1 to eliminate one or both candidates. However, if l 1 = m − l 2 , the text can be compared to a substring of either pattern row since these substrings are identical.
Step 3 Time Complexity: Each text block character that is within an anticipated pattern occurrence is scanned once and compared to a pattern character, yielding O(m 2 τ ) time. When a new label is encountered on a row, a duel is performed. Each duel consists of an LCP query on the compressed suffix tree, which is done in O(τ ) time. Since each candidate can only be eliminated once, transitivity of dueling ensures that the number of duels is O(dm), which is strictly smaller than the size of the text block when d < m.
Space Complexity: When a text block row is verified, we mark positions at which a pattern row (1D name) is expected to begin. These labels can be discarded after the row has been verified and the information is carried to the next row. Thus, the space needed is proportional to the number of candidates, plus the labels for one text row, O(dm log dm) bits. We can name the text positions using the compressed suffix tree of pattern rows in much the same way as an AC automaton. With suffix links, we name the positions of the text block, row by row, according to the names of pattern rows. Beginning at the root of the tree, traverse the edge whose label matches the first character of the text block row. When m consecutive characters trace a path from the root, and traversal reaches a leaf, the position is named with the appropriate pattern row. At a mismatch, we traverse suffix links to find the longest suffix of the already matched string that matches a prefix of a pattern row and compare the next text character to that labeled edge of the tree. With suffix links, this is done in time proportional to the number of characters that have already matched a path from the root of the tree. This is done in the spirit of Ukkonen's online suffix tree construction algorithm which is linear time [28] .
After naming text positions at which a pattern row occurs, 1D dictionary matching is used to find actual occurrences of the 2D patterns in the text block. We mention the usage of an Aho-Corasick (AC) automaton of the linearized patterns but any 1D dictionary matching algorithm can be used as a black box. Proof It suffices to show that the procedure completes in O(m 2 τ log σ ) time for a text block of size 3m/2 × 3m/2. The algorithm names the text positions by traversing the compressed suffix tree of the dictionary in O(m 2 τ log σ ) time and then locates occurrences of the 1D patterns of names with 1D dictionary matching in O(m 2 ) time. Our algorithm uses an AC automaton of the dictionary of 1D pattern names and a compressed suffix tree of the linearized dictionary. O(dm log dm) bits of space suffice to store an AC automaton of the 1D patterns of names. A compressed selfindex and compressed suffix tree can be stored in entropy compressed space [13] . After forming the two data structures, O(m 2 log dm) = O(dm log dm) bits of space are used to name a text block. 
Data Compression
The compressed pattern matching problem seeks all occurrences of a pattern in text, and works with pattern and text that are stored in compressed form. Amir et. al.
presented an algorithm for strongly-inplace single pattern matching in 2D LZ78-compressed data [4] . They define an algorithm as strongly inplace if the extra space it uses is proportional to the optimal compression of the data. Their algorithm preprocesses the pattern of uncompressed size m × m in O(m 3 ) time and searches a text of uncompressed size n × n in O(n 2 ) time. Our preprocessing scheme can be applied to their algorithm to achieve an optimal O(m 2 ) preprocessing time, resulting in an overall time complexity of O(m 2 + n 2 ). In the compressed dictionary matching problem, the input is in compressed form and one would like to search the text for all occurrences of any element of a set of patterns. Case I of our algorithm, for patterns with rows of periods ≤ m/4, is both linear time and strongly inplace. It can be used for 2D compressed dictionary matching when the patterns and text are compressed by a scheme that can be sequentially decompressed in small space. For example, LZ78 [29] has this property.
Our algorithm is strongly inplace since it uses O(dm log dm) bits of space and this is the best that can be achieved by a scheme that linearizes each 2D pattern rowby-row. Case I of our algorithm requires only O(1) rows of the pattern or text to be decompressed at a time so it is suitable for a compressed context. A strongly-inplace dictionary matching algorithm for the case in which a pattern row is aperiodic remains an open problem.
Conclusion
We have developed the first small-space 2D dictionary matching algorithm. We work with a dictionary of d patterns, each of size m × m. After preprocessing the dictionary in small space, and storing the dictionary in a compressed self-index, our algorithm processes the text in linear time, with a sub-logarithmic slowdown. That is, it uses O(n 2 τ log σ ) time to search a 2D text that is O(n 2 ) in size, where τ = O(log n) is the slowdown introduced by the compressed self-index of the dictionary, 0 < ≤ 1. Yet, our algorithm requires only O(dm log dm) bits of extra space.
Our algorithm is suitable for patterns that are the same size in at least one dimension. Situations arise in which the dictionary contains patterns that are different sizes in both dimensions. Idury and Schaffer's [21] dictionary matching algorithm is for rectangular patterns that can differ in height, width and aspect ratio. A small-space 2D dictionary matching algorithm for rectangular patterns remains an open problem.
