The Camassa-Holm equation describes the unidirectional propagation of waves at the free surface of shallow water under the influence of gravity. Due to uncertainty in the modelling and external environment, this modelling could be subject to random fluctuations. In this article, the stochastic Camassa-Holm equation with additive noise is considered. Using regularization, a local existence and uniqueness result in the Sobolev space H s (R) with s > 3/2 of stochastic Camassa-Holm equation is obtained. With the help of priori estimates, the local solution will blow up in H q (R) in finite time for any q > 3/2 when initial value satisfies some conditions.
Introduction
The Camassa-Holm equation
was derived by Camassa and Holm in [11, 16] as a model of water waves. Here u denotes the fluid velocity in the x direction or, equivalently, the height of the water's free surface above a flat bottom. In real world, the surface of fluid is non-constant pressure, or the bottom of fluid is not flat, so a forcing term has to be added to the equation. In this paper, we consider the case that the forcing term is random of white noise type, which is a very natural approach if it is assumed that the exterior pressure is generated by a turbulent velocity field for instance. So, we study the stochastic CamassaHolm equation as follows:
∂t∂x , (1.1) u(x, 0) = u 0 (x), x ∈ R, t > 0.
(
1.2)
B is a two-parameter Brownian motion on R + × R. Φ is a Hilbert-Schmidt operator. Given two sep- Stochastic partial differential equations and stochastic models of fluid dynamics have been the object of intense investigations, for instance, [4, [12] [13] [14] [15] 28, 31] .
Local well-posedness for (1.1)-(1.2) without noise was discussed by Constantin [6] for the initial data in H s (S), S = [0, 2π ] with s 4, and by Misiolek [26] with s > 3/2. Local well-posedness in the non-periodic case was proved for the initial data in H s (R) with s > 3/2 by Li and Olver [24] and Rodríguez-Blanco [27] . The global existence of the weak solution in the energy space H
(R)
without any sign conditions on the initial value, and the uniqueness of this weak solution being obtained under some restrictions on the solution were proved by Constantin and Escher [7] and Xin and Zhang [32, 33] . Our aim in this paper is to consider the well-posedness of Cauchy problem (1.1)-(1.2).
First, we consider the regularized equation of (1.1)-(1.2) as follows:
∂t∂x , (1.3) u(x, 0) = u 0 (x), x ∈ R, t > 0, (1.4) where 0 < ε < 1/4.
Acting (1.3) with the Bessel potential (1 − ∂ 2 x ) −1 we obtain the following form:
∂t∂x , (1.5) u(x, 0) = u 0 (x), x ∈ R, t > 0.
( 1.6) For fixed ε, the well-posedness of (1.5)-(1.6) will be studied in Bourgain spaces X s,b (see below for a precise definition of X s,b ) in the paper by modifying techniques developed by [1, 22] . When ε = −1, the Cauchy problem of (1.5)-(1.6) without noise in the Sobolev spaces has been investigated by a few authors (see, e.g. [18] [19] [20] 25, 30, 34] ). For the periodic case, local well-posedness in H s (T) for s > 1/2, for s = 1/2 under the restriction of small initial data and T being the one-dimensional torus, was proved by Himonas and Misiolek [18, 19] , a similar result was obtained by Byers [5] . For the nonperiodic case, Himonas and Misiolek [20] 
these spaces. In order to get well-posedness of (1.1)-(1.2) from (1.5)-(1.6), we face another difficulty to obtain the regularity estimates. It will be solved by some ideas for the deterministic equation from [24] and some analytic tools from [15] . This paper is organized as follows: in Section 2, we will give some necessary notations and the preliminary estimates; in Section 3, the well-posedness of regularized equation is obtained; in Section 4, regularity estimates of solutions of the regularized equation are proved and a local existence and uniqueness result in the Sobolev space H s with s > 3/2 of stochastic Camassa-Holm equation is obtained; Section 5 is devoted to the proof of blow-up solutions.
Preliminary estimates
In this section, the estimate of stochastic integral and the bilinear estimates are obtained. Firstly, some notations are given.
Let us write the Itô form of (1.5)-(1.6) as follows:
where
motions in a fixed complete probability space (Ω,
Now, we give the definition of Bourgain spaces. 
is defined by the space restricted to [0, T ] of functions in X s,b with norm
Next, some useful notations for multilinear expressions from [29] are given. Let Z be any Abelian additive group with an invariant measure dξ . For any integer k 2, we denote by Γ k (Z ) the "hyper-
and define a [k; Z ]-multiplier to be any function m :
If m is a [k; Z ]-multiplier, we define m [k;Z ] to be the best constant, such that the inequality
holds for all test functions f defined on Z . In this paper Z = R × R. 
Estimate on stochastic integral
The following proposition is devoted to the estimate on stochastic integral in (2.1).
, ψ is a radially decreasing function defined above. Then, for given t > 0, φ = t 0
4)
where C is a constant depending only on b,
Proof. The method used in [12] can be applied here with little modification, so we omit it. 2
Bilinear estimates
In this subsection, we first give some lemmas that are useful to prove the bilinear estimates. For convenience, in what follows, we denotê [17, 21, 29] 
(See [12, 31] .) If 
Proof. For convenience, we definê
Then (2.9) is equivalent to the estimate
(2.10)
Hence by the self-duality of L 2 , it is easy to see that (2.10) is equivalent to
By symmetry it suffices to estimate the integral in the domain |ξ 1 | |ξ 2 |.
In this case, it can easily be obtained that
Using the Cauchy-Schwarz inequality, and Fubini's theorem it follows that
Applying inequality (2.7), we have
To integrate with respect to ξ 1 we change variables
Then applying (2.8) we yield, for b > 7/16
Combining this with the previous estimate yields, for
We denote by J 1 the left integral of (2.11) restricted on this region.
Hence, for s −1/8, b > −3/8, b < 1, using Hölder's inequality and Lemma 2.1, we get
We denote by J 2 the left integral of (2.11) restricted on this region. Since
one of the following cases occurs:
If (a) holds, we have 
This means that if
However, if s −1/8, then by Lemma 2.3, we have
If (b) holds, using Hölder's inequality and Lemma 2.1, we obtain 
(2.13)
Well-posedness of regularized equation
In this section, the existence and uniqueness of solutions for the regularized initial value problem (1. 
The following lemma is needed for applying fixed point argument.
Lemma 3.1. (See [12, 21] .
The main result of this section is as follows: 
Then Eqs. (2.1)-(2.2) can be rewritten in terms of
Let us introduce the complete metric space
We will show that Γ is a contraction mapping in B 
.
Define the stopping time T by
into itself, and
Thus the contraction mapping principle implies that there exists a unique solution u in X
to problem (3.5) . It remains to show that the solution 
This ends the proof of this Theorem 3.1. 2
Regularity estimates of solutions
In this section, the regularity estimates of solutions to the regularized initial value u 0 and the regularized equations as 
2) 
Now, some priori estimates of a solution of the problem (1.3)-(1.4) are given.
Lemma 4.4. Let s 5 and the function u(t, x) is a solution of the problem (1.3)-(1.4) with the initial data
3)
Proof. By regularizing the initial value u 0 and the operator Φ as in (4.15)-(4.16) (or the regularization argument in [13, 14] ), then using the Itô formula (see, for example [15] ) to u 2 L 2 and some computations, we have
Using integration by parts, we have
By the Burkholder-Davis-Gundy (B-D-G) inequality (see, e.g., [15] ), we have
Taking account of (4.6)-(4.7), we obtain 
where we have used the equality R 2u x u xx + uu xxx dx = R (uu
using integration by parts, the Cauchy-Schwartz inequality, and Lemmas 4.1-4.2, we have
by Lemma 4.3, we have
It follows from (4.10)-(4.13) that 
∂t∂x ,
Without loss of generalization, we set η = ε and u ε = u ε,η in the following. Next, we will show that u ε is convergent to a solution of the problem (
By the following Lemma 4.7, there exists a T 0 independent of ε, such that for any ε > 0, T > T 0 , 
where c is a constant independent of ε. 
where c is a constant independent of ε.
Proof. Let v ∈ L 2 , using the Fourier transform leads to
Furthermore, we have
When q s, we get (1 + |ε
which proves (4.22). For q s, we have 
hold for any sufficiently small ε and T < 1 M and s > 3/2.
Proof. Let r be a real number with 3/2 < r < s. Letting q = r − 1 in inequality (4.4) and using 
, where
Using (4.28), u x L ∞ C u H r , r > 3/2 and (4.4) with q + 1 = s, one can obtain
In a similar manner, for q + 1 = s + k in (4.4), one can obtain the estimate 32) with T < 1 M . Now, we prove that u ε is a Cauchy sequence. Let u ε and u δ be solutions of problem (4.15)-(4.16), corresponding to the parameters ε and δ, with 0 < ε < δ < 1/4, and let w = u ε − u δ . Then w satisfies the problem 
so, using Hölder's inequality, (4.25) and the imbedding theorem, we have
Using the following inequality from Lemma 3.1.1 in [3] (B > 0 is a constant),
one may obtain the estimate 
which completes the proof of existence. For the uniqueness, let u, v be two solutions of (1. Proof. Assume that T 0 < ∞ and sup 0 t<T 0 E u x L ∞ < ∞. Then it follows from (5.9) that sup 0 t<T 0 E u x L ∞ < ∞ for any q ∈ (3/2, s] . Hence, one may use an argument similar to that in the proof of Theorem 4.1 to show that u has a unique extension as a solution of (1.1)-(1.2) in the space L
