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To a given algebraic curvewe assign an infinite family of quantum curves (Schrödinger equations), which
are in one-to-one correspondence with, and have the structure of, Virasoro singular vectors. For a spectral
curve of a matrix model we build such quantum curves out of an appropriate representation of the Virasoro
algebra, encoded in the structure of theα=β-deformedmatrix integral and its loop equation.Wegeneralize this
construction to a large class of algebraic curves by means of a refined topological recursion. We also
specialize this construction tovarious specificmatrixmodelswith polynomial and logarithmic potentials, and
among other results, show that various ingredients familiar in the study of conformal field theory (Ward
identities, correlation functions and a representation ofVirasoro operators acting thereon, Belavin-Polyakov-
Zamolodchikov equations) arise upon specialization of our formalism to the multi-Penner matrix model.
DOI: 10.1103/PhysRevD.95.126003
I. INTRODUCTION
In this paper we consider a quantization of plane
algebraic curves. Such curves can be thought of as
“classical” objects defined by a polynomial equation
Aðx; yÞ ¼ 0 ð1:1Þ
in two complex variables x and y. By a quantum curve
associated to the above algebraic curve we understand an
operator Aˆðxˆ; yˆÞ that imposes a Schrödinger equation of the
form
Aˆðxˆ; yˆÞψðxÞ ¼ 0; ð1:2Þ
where xˆ and yˆ are operators that satisfy a commutation
relation
½yˆ; xˆ ¼ gs; ð1:3Þ
and in the gs → 0 limit Aˆðxˆ; yˆÞ reduces to Aðx; yÞ, or
contains this polynomial as a factor. The solution ψðxÞ of
the Eq. (1.2) is often referred to as a wave function and it
has specific interpretations in various actual realizations.
Quantum curves arise in various contexts in modern
mathematical physics: in matrix models as quantization of
spectral curves [1,2], in topological string theory as
quantization of mirror curves [3], in systems of intersecting
branes and in Seiberg-Witten theory [4,5], as quantum
A-polynomials and their generalizations in knot theory and
its physical realizations [6,7], in various enumerative
problems related to moduli spaces of Riemann surfaces
[8,9]. In all these cases it is usually claimed that a quantum
curve can be uniquely assigned to a given classical curve.
It has been postulated that for a given (classical) algebraic
curve the corresponding wave function, as well as the
quantum curve, can be reconstructed in a universal way,
by means of the topological recursion. Recall that the
topological recursion was originally formulated in the
context of matrix models as a redefinition of loop equations,
and in this case the spectral curve of a matrix model plays a
role of the initial condition for this recursion [10–12]. The
topological recursion was subsequently reformulated more
abstractly, as a tool that assigns various new invariants to a
large class of algebraic curves (not necessarily matrix model
spectral curves) [13]. It is this more general formulation that
turned out to be surprisingly powerful in various physical
and mathematical contexts mentioned above, whenever
algebraic curves play an important role, and even if the
corresponding matrix model formulation does not exist.
In this paper we show that to a given classical algebraic
curve one can naturally assign not just one quantum curve,
but an infinite family of quantum curves. These curves are
in one-to-one correspondence with, and have the structure
of, Virasoro singular vectors (also known as null vectors) in
two-dimensional conformal field theory. Quantum curves
that have been considered in literature so far, from our
perspective correspond to Virasoro singular vectors at level
2. Other quantum curves that we identify in this work
correspond to singular vectors at higher levels, and we refer
to them as higher level quantum curves.
In this paper we provide a construction of the above
mentioned family of quantum curves in the formalism of
β-deformed matrix models. Moreover, we postulate that
such quantum curves exist in a more general context and
can be assigned to a large class of algebraic curves. This
can be argued simply as follows. Our construction is based
on the analysis of loop equations and the corresponding
Virasoro constraints in a β-deformed matrix model.
As mentioned above, the topological recursion, being also
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a manifestation of matrix model loop equations, can be
formulated more generally and independently of the exist-
ence of a matrix model, and applied to a large class of
algebraic curves. In the same spirit, more general wave
functions and corresponding higher level quantum curves
that we consider in this paper can be associated to a more
general class of algebraic curves and constructed by means
of the topological recursion, presumably even if no
corresponding matrix model is known. We provide an
explicit construction, based on the topological recursion, of
a large family of more general wave functions and higher
level quantum curves, and postulate that such construction
exists for all higher level quantum curves.
Our results could be expressed also in some other
language, and they should have applications to other
systems related to matrix models by various dualities. In
particular, β-deformed matrix models provide one formu-
lation of the refined topological string theory, and our
results could be equivalently pronounced in this context.
Exploiting this link further, they can be related to surface
operators in supersymmetric gauge theories, and then to all
other systems connected via Alday-Gaiotto-Tachikawa
(AGT) duality, Nekrasov-Shatashvili correspondence, etc.
We briefly discuss those other systems and corresponding
dualities in Sec. I C. We leave unraveling the full role of
higher level quantum curves in these systems for future
work, and present the results in this paper primarily in the
language of matrix models.
As has been alreadymentioned, quantumcurves identified
in this paper are in one-to-one correspondencewith Virasoro
singular vectors. This fact is a manifestation of the under-
lying conformal invariance of matrix models. Conformal
invariance of matrix models was discovered around 1990,
when it was found that loop equations of a hermitian matrix
model can be rephrased as Virasoro constraints on its
partition function [14–19]. Subsequently it was shown that
conformal invariance is preserved upon the β-deformation
[20,21], and more recently it was realized that certain
quantum curves can be written as the Belavin-Polyakov-
Zamolodchikov (BPZ)-like equation at level 2 [2] (for related
ideas see also [22–24]). Our results provide a generalization
of all those statements to arbitrary singular vectors in
Virasoro algebra, or equivalently to BPZ-like equations at
arbitrary levels. In particular Virasoro constraints for the
matrix model partition function found in [14,21], as well as
BPZ-like equations at level 2 identified in [2], correspond
respectively to level 1 and level 2 quantum curves from our
perspective. Apart from these two lowest levels, we identify
and present explicitly the structure of Virasoro constraints
and quantum curves at all higher levels.
As asserted above, we conduct our analysis in the
formalism of matrix models. As the main ingredient in this
analysis we consider some particular matrix integral, that
we refer to as the α=β-deformed matrix integral, or α=β-
deformed matrix model. We define it as the β-deformed
expectation value of an x-dependent determinant-like
expression, raised to a power parametrized by a parameter
α. Despite this simple definition we believe that this object,
due to its special properties, deserves a special name. The
crucial property of α=β-deformed integrals is that they
satisfy finite order differential equations in x only for
special, discrete values of parameters α. For this reason
we refer to these integrals as wave functions, and identify
differential operators that annihilate these wave functions as
quantum curves. One of the main aims of this paper is to
show that these special values of parameters α are precisely
the values of degenerate momenta in conformal field theory,
and that in this case the corresponding differential operators
have the structure of Virasoro singular vectors.
A. Summary of main results—quantum curves
and their structure
Let us present the above statements and main results of
this paper in more detail. A crucial role in our analysis is
played by the following expression
ψˆαðxÞ ¼
e−
2α
ϵ1ϵ2
VðxÞ
ð2πÞNN!
Z
RN
ΔðzÞ2β
YN
a¼1
ðx − zaÞ−
2α
ϵ2

× e−
ﬃ
β
p
ℏ
P
N
a¼1 VðzaÞ
YN
a¼1
dza; ð1:4Þ
which we refer to as an α=β-deformed matrix integral.
In this expression ð2πÞNN! is an overall normalization,
ΔðzÞ ¼Q1≤a<b≤Nðza − zbÞ denotes the Vandermonde
determinant, and
ϵ1 ¼ −β1=2gs; ϵ2 ¼ β−1=2gs;
gs ¼ 2ℏ; b2 ¼ −β ¼
ϵ1
ϵ2
: ð1:5Þ
Without the prefactor e−
2α
ϵ1ϵ2
VðxÞ and without the term in the
bracket in the integrand (or simply for α ¼ 0), (1.4) reduces
to the expression for the partition function Z≡ ψˆα¼0ðxÞ of
the standard β-deformed matrix model. For β ¼ 1, 1
2
, 2 the
above expression is an eigenvalue representation of an
integral over Hermitian, orthogonal, and symplectic matri-
ces M respectively, and in those cases the term in the
bracket in the integrand is the eigenvalue representation of
the determinant detðx −MÞ, raised to some power para-
metrized by a parameter α. The exponential term in the
integrand is the eigenvalue representation of e−
ﬃ
β
p
ℏ TrVðMÞ,
where V ¼ VðxÞ is called a potential, and we consider it to
be of the form
VðxÞ ¼
X∞
n¼0
tnxn; ð1:6Þ
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with parameters tn referred to as times. Matrix integrals
with β ¼ 1 are often called unrefined matrix models. For
values of β other than 1, 1
2
and 2 the corresponding matrix
ensemble does not exist, however it still makes sense to
consider integrals of the form (1.4), customarily (and
typically for α ¼ 0) referred to as β-deformed matrix
integrals.
While at first sight the expression (1.4) might seem
complicated, it is in fact very natural and arises as the
expectationvalue of the exponent e
2α
gs
ϕðxÞ of the (β-deformed)
matrix model realization of the chiral boson field ϕðxÞ, with
the background charge Q ¼ iðbþ 1bÞ ¼ ϵ1þϵ2gs . While some-
times it is useful to consider other normalizations of (1.4), in
particular without the prefactor e−
2α
ϵ1ϵ2
VðxÞ, one should keep in
mind that this prefactor has the origin in the exponent of the
chiral boson field. All our results, in particular the corre-
spondence between quantum curves and Virasoro singular
vectors, arise in consequence of the conformal invariance of
such chiral boson theory in two dimensions and the
structure of the associated Virasoro algebra, which in this
case has central charge c ¼ 16Q2.
Having written down the expression (1.4), we ask
whether it satisfies a finite order differential equation in
parameter x. We find a beautiful answer to this question: it
turns out that this is so only for discrete values of α, which
are of the form
α¼αr;s¼−
r−1
2
ϵ1−
s−1
2
ϵ2; for r;s¼1;2;3;… ð1:7Þ
Up to a normalization by igs (which we find convenient not
to include in the definition of αr;s) these values can be
written as ð1 − rÞbþ ð1 − sÞb−1, which are immediately
recognized as the degenerate momenta of the chiral boson
in presence of the background charge. We find that for a
particular value of α ¼ αr;s the differential equation for
ψˆαðxÞ has order n ¼ rs, and we write it as
AˆαnψˆαðxÞ ¼ 0: ð1:8Þ
We refer to such equations as higher level quantum curve or
Schrödinger equations, and we call operators Aˆαn as (higher
level) quantum curves, and ψˆαðxÞ defined in (1.4) as wave
functions. Furthermore, we show that these quantum curves
can be written as
Aˆαn ¼
X
p1þp2þþpk¼n
cˆp1;p2;…;pkðαÞLˆ−p1Lˆ−p2    Lˆ−pk : ð1:9Þ
This expression has the same structure as an operator
that acting on a primary state creates a Virasoro singular
vector corresponding to a given value αr;s. In particular
cˆp1;p2;…;pkðαÞ are appropriate constants that appear in
expressions for such singular vectors, while in our case
operators Lˆ−p with p ≥ 0 form a representation of the
Virasoro algebra on a space of functions in x and times tk.
We find that this representation takes the form
Lˆ0 ¼ Δα ≡ αgs

α
gs
−Q

; Lˆ−1 ¼ ∂x;
Lˆ−n ¼ −
1
ϵ1ϵ2ðn − 2Þ!
ð∂n−2x ðV 0ðxÞ2Þ þ ðϵ1 þ ϵ2Þ∂nxVðxÞ
þ ∂n−2x fˆðxÞÞ; for n ≥ 2; ð1:10Þ
where ∂nxfˆðxÞ≡ ½∂x; ∂n−1x fˆðxÞ and
fˆðxÞ ¼ −ϵ1ϵ2
X∞
m¼0
xm∂ðmÞ;
∂ðmÞ ¼
X∞
k¼mþ2
ktk
∂
∂tk−m−2 : ð1:11Þ
We find the representation (1.10) by interpreting (1.4) in
conformal field theory terms, as an insertion of an operatorQ
aðx − zaÞ−
2α
ϵ2 at a position x, and determining modes of
the corresponding energy-momentum tensor. Note that Lˆ−n
involves derivatives with respect to times, which are
encoded in the term ∂n−2x fˆðxÞ. For this reason, in general,
operators (1.9) are time-dependent quantum curves, and
they impose partial differential equations in x and times tk.
However, as we discuss in what follows, in certain specific
situations quantum curves become time-independent and
impose ordinary differential equations in x for ψˆαðxÞ.
As this is one of the main results of this paper, let us
comment a little more on the structure of Aˆαn. Recall that, in
an abstract formulation, singular vectors of Virasoro
algebra jϕr;si are parametrized by two positive integers r
and s [that in the free boson realization label the momenta
(1.7)], and can be written as jϕr;si ¼ Ar;sjΔr;si, where
jΔr;si is a primary state of appropriate weight Δr;s, and Ar;s
is an operator that is also of the form (1.9), however with
Lˆ−p being abstract Virasoro generators. Determining an
explicit form of coefficients cˆp1;p2;…;pkðαÞ is an outstanding
problem in conformal field theory, which has been solved
only in some particular cases (for example in case r ¼ 1 or
s ¼ 1 [25]). We show that coefficients cˆp1;p2;…;pkðαÞ
encoded in differential equations for ψˆαðxÞ indeed agree
with the values expected for Virasoro singular vectors;
moreover, in our approach we find an interesting formulas
for these coefficients, which do not seem to have been
known before. In principle, following the algorithm that we
propose to determine differential equations for ψˆαðxÞ for
arbitrary α ¼ αr;s, one can determine explicit form of
coefficients cˆp1;p2;…;pkðαÞ at arbitrary level. This can be
regarded as a new way of determining Virasoro singular
vector.
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Moreover, we find yet another representation lαnðxÞ of
Virasoro operators associated to (1.4), by considering
the energy-momentum tensor of a generalized chiral
boson field, modified in a way that represents an insertion
of
Q
aðx − zaÞ−
2α
ϵ2 . This second representation leads to
Virasoro constraints for the integral (1.4), which are
analogous to Virasoro constraints for a matrix model
partition function without the insertion of
Q
aðx − zaÞ−
2α
ϵ2
[14,17–19,21]. Explicit expression for operators lαnðxÞ is
given in (3.57); while it is quite lengthy, Virasoro con-
straints imposed by lαnðxÞ are very useful in the analysis of
quantum curves and in particular, for some specific models,
enable to turn time-dependent quantum curves into time-
independent ones.
Let us illustrate our results with the following examples.
Demanding that ψˆαðxÞ satisfies a second order differential
equation in x, we find quantum curves at level 2 of the form
Aˆα2ψˆαðxÞ≡

Lˆ2−1 þ
4α2
ϵ1ϵ2
Lˆ−2

ψˆαðxÞ ¼ 0;
for α ¼ − ϵ1
2
;−
ϵ2
2
: ð1:12Þ
Substituting values α ¼ α2;1 ¼ − ϵ12 or α ¼ α1;2 ¼ − ϵ22 , the
differential operator in this equation takes form Aˆα2 ¼
Lˆ2−1 þ b2Lˆ−2 respectively, with b2 defined in (1.5), which
we indeed recognize as standard operators that acting on
relevant primary states create singular vectors of Virasoro
algebra at level 2. A variant of this calculation was first
presented in [2]. It is important to note that the form (1.12)
is universal for both singular vectors at level 2, and
specializes to an expression for a particular singular vector
simply upon a choice of α. Furthermore, invoking the
representation (1.10), quantum curves in (1.12) can be
written explicitly as
Aˆα2 ¼ ∂2x − 4α
2
ϵ21ϵ
2
2
V 0ðxÞ2 − 4α
2
ϵ21ϵ
2
2
ðϵ1 þ ϵ2ÞV 00ðxÞ −
4α2
ϵ21ϵ
2
2
fˆðxÞ:
ð1:13Þ
One can also rewrite (1.12) as equations for the normalized
wave function ΨαðxÞ ¼ ψˆαðxÞ=Z, where Z is identified as
the value of (1.4) for α ¼ 0. Then, for β ¼ 1 and in the
classical limit gs → 0, after fixing the potential and adjust-
ing filling fractions, quantum curves Aˆα2 reduce to the
classical equation
y2 − V 0ðxÞ2 − fclðxÞ ¼ 0; ð1:14Þ
where y is identified with the classical limit of gs∂x, and
fclðxÞ denotes the classical limit of expression that orig-
inates from the action of fˆðxÞ. This last equation coincides
with the spectral curve of the matrix model, and for this
reason the quantum curves Aˆα2 can be regarded as quan-
tizations of this spectral curve.
We determine quantum curves at higher levels analo-
gously, by demanding that ψˆαðxÞ satisfies a finite order
differential equation in x. We stress that for a given level we
obtain a universal formula for quantum curves, which
specializes to an expression corresponding to a particular
singular vector simply upon a choice of the relevant value
of α. Moreover, such a formula encodes expressions for
singular vectors not only at a given level, but also at all
lower levels. For example, we find that quantum curves at
level 3 take form
Aˆα3 ¼ Lˆ−1Aˆα2 þ
2α2
ϵ21ϵ
2
2
ð2αþ ϵ1Þð2αþ ϵ2ÞLˆ−3; ð1:15Þ
and choosing α ¼ α3;1 ¼ −ϵ1 or α ¼ α1;3 ¼ −ϵ2 the above
operator takes form that encodes singular vectors at level 3.
Using the representation (1.10) it is straightforward to write
down explicit form of these operators. Moreover, substitut-
ing values of α for level 2, i.e. α2;1 ¼ − ϵ12 or α1;2 ¼ − ϵ22 , the
second term in (1.15) drops out and Aˆα3 reduces essentially
to quantum curves Aˆα2 at level 2. In this paper we determine
analogous explicit form of quantum curves up to level 5,
with final expressions given in (4.41) and (4.43), and in
Sec. IVA we propose a general algorithm that enables to
determine such expressions at arbitrary level. It is an
important task for future work to determine such explicit
expressions for arbitrary level. We also note that in the
classical limit quantum curves at higher levels factorize and
reduce simply to multiple copies of the underlying spectral
curve (1.14).
B. Some comments and summary of other results
Let us add a few more comments and briefly summarize
other results presented in this paper.
First, recall that via the state-operator correspondence in
conformal field theory, to a singular vector jϕr;si one can
assign a degenerate field that is a descendant of a primary
field Φr;sðxÞ. Correlation functions hΦr;sðxÞ
Q
iΦðxiÞi of
this field with other primary fields ΦðxiÞ inserted at
positions xi and of weights Δi satisfy Belavin-Polyakov-
Zamolodchikov (BPZ) equations [26], i.e. they are annihi-
lated by an operator which also has the same structure as
(1.9), however with Virasoro operators represented as
~L−1 ¼ ∂x and
~L−n ¼
X
i
ðn − 1ÞΔi
ðxi − xÞn
−
1
ðxi − xÞn−1
∂xi

; for n ≥ 2:
ð1:16Þ
Therefore quantum curve equations (1.8) can be thought of
as being analogous to BPZ equations, with the role of
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derivatives with respect to xi played by time derivatives
encoded in the term ∂n−2x fˆðxÞ.
Second, it is interesting to note that quantum curves
(1.9) have a double quantum structure: on one hand they
are quantum in the usual ’t Hooft sense, with the parameter
gs or equivalently 1=N playing a role of the Planck
constant; when this parameter vanishes, quantum curves
reduce to classical algebraic curves. Interestingly, from the
viewpoint of Virasoro algebra this limit corresponds to
setting all Lˆ−n to zero for n > 2, and treating Lˆ−1 and Lˆ−2
as commuting objects; precisely such a limit was consid-
ered in [27,28]. On the other hand, quantum curves (1.9)
are quantum in the sense of conformal field theory; from
this perspective classical limit corresponds to an infinite
central charge c ¼ 16Q2, which is achieved by taking b
or equivalently β to zero or infinity. In particular in the
context of Liouville theory this is a very interesting limit,
whereupon singular vectors reduce to differential equa-
tions that represent equations of motion for certain fields in
classical Liouville theory [29]. We also reproduce these
differential equations in our formalism, and furthermore
show that this limit is equivalent to Nekrasov-Shatashvili
limit, i.e. it corresponds to setting either ϵ1 or ϵ2 to zero,
and keeping the value of the other of these parameters
constant [30]. To sum up, two quantum structures built into
quantum curves are related to the presence of two
parameters gs and β, or equivalently ϵ1 and ϵ2, and
corresponding classical limits arise for appropriate choices
of these parameters.
Another important aspect of this work is the application
of the topological recursion [10,11,13], and in particular
its refined version [12,31–37], in the context of quantum
curves. As we already mentioned, the topological recur-
sion can be regarded as a reformulation of loop equations
of a matrix model, and can be formulated more generally
as an algorithm that assigns to a given algebraic curve an
infinite set of symplectic invariants encoded in the free
energy F ¼ logZ, where Z ¼ ψˆα¼0ðxÞ, and various multi-
differentials Whðx1;…; xhÞ. In the context of matrix
models the role of an algebraic curve is played by the
spectral curve (1.14). Note that to consider some particu-
lar spectral curve one needs to fix the potential, i.e.,
the values of times tn in (1.6) to some particular value, as
well as filling fractions in case of a multicut solution.
In such a setup, it was proposed in [1] that the topological
recursion can be used to determine perturbatively,
in gs expansion, the form of quantum curves, that in
our present context correspond to unrefined quantum
curves at level 2. Generalizing this claim, in this work
we propose that the topological recursion, and in par-
ticular its refined version, can be used to determine all
higher level quantum curves. To this end we determine
first the wave function normalized by the partition
function Z in terms of multidifferentials Whðx1;…; xhÞ
as (for details see Sec. VI B)
log
ψˆαðxÞ
Z
¼ − 2α
ϵ1ϵ2
VðxÞ
þ
X∞
h¼1
1
h!

−
2α
gs

h
Z
x
∞
  
Z
x
∞
Whðx01;…; x0hÞ;
ð1:17Þ
and then reconstruct the corresponding quantum curve
perturbatively, as explained in Sec. V D. Nonetheless,
there are some important subtleties related to the above
formula, and in particular to precise definition of integrals
of Whðx1;…; xhÞ. In this work we mainly use (1.17) to
determine the form of wave functions and quantum curves
that correspond to momenta αr;1 or α1;s, and in various
examples we confirm that in this way we obtain the same
results as from the earlier analysis of Virasoro constraints.
However, it is not obvious how to evaluate the integrals
for wave functions corresponding to more general sin-
gular vectors, and more generally, how to identify the
structure of singular vectors or BPZ equations in the
perturbative expansion (based on the topological recur-
sion) of quantum curves. We leave such an analysis for
future work.
Yet another subtlety has to do with a choice of reference
points or limits in integrals in (1.17). As we just mentioned,
from the integrals in the limits
R
x
∞ one can rederive quantum
curves that we constructed in (1.9). However, in literature
another definition of wave functions was proposed
[8,38,39], also based on expression (1.17) but with inte-
grals in the limits
R
x
x¯ , where x¯ is a point conjugate to x. This
different definition leads in consequence to a different form
of quantum curves. In this work we construct both types of
wave functions and corresponding quantum curves (based
on two choices of reference points), and find that they are
related by a simple transformation, given in (6.18) (see also
a discussion below this formula). Undoubtedly, especially
in view of a recent mathematical work on quantum curves
defined via x¯ reference point, it is desirable to understand
the relation between these two approaches—and possibly
with yet more general quantum curves, based on other
reference points—in more detail.
As follows from the above remarks, the topological
recursion, and in particular its refined (or β-deformed)
version, plays an important role in our analysis. It is worth
stressing, that apart from the original formulation and
several other papers [31–33,35–37], not much work has
been done on the refined version of the topological
recursion. To make this paper complete we collect various
known results, and also present some new results concern-
ing this recursion. In particular we provide a detailed
treatment and various explicit formulas relevant for curves
of genus zero, which in the β-deformed case still pose some
technical problems. Even though to determine wave func-
tions and quantum curves one needs to consider only
multidifferentials Whðx1;…; xhÞ, for completeness we also
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provide detailed formulas, and explicit computations in
various specific models, of free energies F ¼ logZ, both in
the stable and the unstable range. In view of many
applications of β-deformed matrix models in various
contexts [2,24,40–44], we hope that our presentation will
be useful for everyone interested in this formalism.
In fact, the analysis of the free energy F ¼ logZ is not
completely unrelated to our analysis of quantum curves.
This is so because the wave function (1.4) contains free
energy contributions that—if needed—can be factored out
by including the normalization by Z, as follows from
(1.17). We show that in consequence it is possible to
extract free energy contributions encoded in (the unnor-
malized) ψˆαðxÞ, or more precisely their time-dependent
parts, by the analysis of quantum curves in the limit of
large x.
From the above discussion it follows that in this paper we
analyze matrix models from two different perspectives. On
one hand, we consider a matrix model with a potential
(1.6), with general and independent times tn. This form of
the potential is necessary in order to be able to take partial
derivatives with respect to times; such time derivatives
enter the Virasoro operators (1.10) via the dependence on
fˆðxÞ, and in consequence quantum curves impose time-
dependent, partial differential equations for ψˆαðxÞ. On the
other hand, the formalism of the topological recursion
involves a fixed a spectral curve, which requires fixing the
matrix model potential (and so all times tn) to some specific
form (which leads to the spectral curve in question). While
these two viewpoints might seem contradictory, they can be
made consistent, at least for some specific matrix models.
To illustrate our formalism, and in particular its features
just mentioned, we conclude the paper by considering
various specific models, for which we construct and
analyze quantum curves and corresponding wave func-
tions. We consider models with polynomial and logarithmic
potentials, in particular Gaussian, Penner, and multi-Penner
model, which are not only interesting in themselves, but
also arise in various dualities and compute quantities
relevant for completely different systems. Our formalism
reveals interesting features of all these models. For exam-
ple, while the Gaussian model with the potential VðxÞ ¼
1
2
x2 is the simplest matrix model that has been analyzed in
depth from many viewpoints, it appears that differential
equations imposed by its higher level quantum curves
have not been considered before. Then, an interesting
model with infinitely many times tn fixed to specific values
is the Penner model with a logarithmic potential VðxÞ ¼
−x − logð1 − xÞ; we show that in this case Virasoro
constraints can be used to replace derivatives with respect
to times by derivatives with respect to x, and so to rewrite
all quantum curves as ordinary differential operators in x.
We also find and analyze an interesting generalization of
this potential, that depends on one additional parameter.
Furthermore, we note that the quantum curve equations at
level 2 are essentially equations that define orthogonal
polynomials for a given model, in particular Hermite and
Laguerre polynomials respectively for the Gaussian and the
Penner model; it would be interesting to find analogous
interpretation of solutions of higher level quantum curve
equations and its interpretation in conformal field theory.
Finally, perhaps the most interesting example is the
multi-Penner model with the potential of the form VðxÞ ¼P
M
i¼1 αi logðx − xiÞ. It is amusing to realize that in this case
the operators (1.10) reduce precisely to Virasoro operators
familiar in conformal field theory (1.16). In consequence
quantum curve are not just analogous, but take form
identical to BPZ equations, while wave functions ψˆαðxÞ
are identified with conformal field theory correlation
functions. Moreover, using Virasoro constraints, in case
M ≤ 3 quantum curve equations can be reduced to a time-
independent form; in particular at level 2 they become then
identical to hypergeometric equations for four-point func-
tions also familiar in conformal field theory.
C. Matrix models, dualities. and related systems
Over the years matrix models attracted immense atten-
tion due to their applications in other systems, which we
now briefly review. Higher level quantum curves, which we
introduce in this paper, should have an interesting inter-
pretation in all those other systems too.
1. Two-dimensional gravity, intersection theory,
integrable hierarchies, etc.
First, it is natural to ask what is the role of (higher level)
quantum curves in an intricate web of dualities—uncovered
since the end of the 1980s—relating matrix models to two-
dimensional quantum gravity, random surfaces, intersec-
tion theory on the moduli space of Riemann surfaces,
integrable hierarchies, soliton equations, free fermion
formalism, etc. [17,19,20,22,45–50].
2. Topological strings and Dijkgraaf-Vafa theory
Second, the Dijkgraaf-Vafa theory revived the interest in
matrix models, relating them to supersymmetric gauge
theories and topological strings [51–53]. In particular the
B-model topological strings on a Calabi-Yau
uv ¼ Aðx; yÞ; ð1:18Þ
with u, v, x, y ∈ C, and for Aðx; yÞ taking form of the
spectral curve (1.14), turned out to be described by
the unrefined (β ¼ 1) matrix model with the potential
VðxÞ: the topological string partition function equals the
matrix model partition function, which at the same time
computes an effective superpotential of N ¼ 1 gauge
theory with a tree level superpotential VðxÞ. The curve
(1.14) plays role of the moduli space of B-branes charac-
terized by u ¼ 0 or v ¼ 0, with partition functions given by
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(1.4) with β ¼ 1 and α ¼ − gs
2
. Our work naturally identifies
(1.4), for β ¼ 1 and α being a multiplicity of − gs
2
, with a
wave function of a stack of coinciding B-branes, and the
corresponding quantum curve (1.8) with a Schrödinger
equation for those B-branes. This picture is even more
interesting for β ≠ 1, which we now turn to.
3. M-theory and refined topological string theory
The matrix model plays yet more profound role: its
β-deformation defines refined topological string theory
[2,40]. Despite the lack of a world sheet definition, it is
postulated that refined topological strings have other
descriptions too, via M-theory [54], supersymmetric gauge
theories [55], or refined topological vertex [56,57]. These
descriptions are interrelated, as follows from M-theory
formulation on
S1 × Taub − NUT × X; ð1:19Þ
where X is a Calabi-Yau manifold mirror to (1.18), and the
Taub-NUT space parametrized by z1, z2 ∈ C is twisted
such that a rotation along the circle S1 induces a rotation
z1 ↦ eiϵ1z1; z2 ↦ eiϵ2z2. This M-theory picture captures
indices of refined BPS states of M2-branes wrapping two-
cycles of X [54], and can be also described in terms of a
supersymmetric gauge theory (with ϵ1, ϵ2 encoding the
Ω-background [55]), or via the B-model topological strings
on a manifold mirror to X; if this mirror is of the form
(1.18) with Aðx; yÞ as in (1.14), a description via a
β-deformed matrix models arises, with ℏ and β related
to ϵ1 and ϵ2 via (1.5).
In theM-theory system (1.19) one can includeM5-branes,
referred to as ϵ1- or ϵ2-branes respectively, that wrap S1, a
lagrangian subspace of X, and a complex line in the Taub-
NUT space parametrized by z1 or z2. Reducing this system
to the internal space two types of B-branes arise, which in the
mirror description are described by the β-deformed matrix
model with a determinant insertion. Such a system with a
single ϵ1- or a single ϵ2-brane was analyzed in [2]; its
partition function equals (1.4), with either α ¼ α1;2 ¼ − 12 ϵ2
or α ¼ α2;1 ¼ − 12 ϵ1.
From the above description, the interpretation of wave
functions that we introduce in (1.4), with values of α ¼ αr;s
given in (1.7), is straightforward: a wave function ψˆαr;sðxÞ
represents a refined topological string amplitude for
a stack that consists of (s − 1) overlapping ϵ1-branes and
(r − 1) overlapping ϵ2-branes. The fact that only integer
multiplicities of these branes are allowed (i.e., that
r; s ¼ 1; 2; 3;…) is automatically encoded in the matrix
model, or equivalently in refined topological strings, and it
follows from the postulate that ψˆαðxÞ satisfy differential
equations of a finite order in x [i.e., Schrödinger equations
for stacks of branes, which take form of higher level
quantum curves (1.8)]. While we present our results in
terms of matrix models, we could also express them in the
language of refined topological strings, regarding (1.4) as
brane amplitudes, the spectral curve (1.14) as part of
(1.18), etc.
4. Supersymmetric gauge theories
and surface operators
As already mentioned, a duality between matrix models
andN ¼ 1 gauge theories follows from the Dijkgraaf-Vafa
theory [51–53]. Reducing the M-theory setup (1.19) one
can also relate matrix models to N ¼ 2 four-dimensional
gauge theories; this viewpoint is also linked to the AGT
duality [58] (between N ¼ 2 gauge theories to the
Liouville theory on a Riemann surface Σ, that encodes
the Seiberg-Witten curve). In [40] this duality was
explained by means of multi-Penner matrix models, whose
potentials lead to Seiberg-Witten curves as spectral curves.
In [2] the system (1.19) was generalized to include an
additional M5-brane, described above, which wraps S1, a
Lagrangian submanifold of X, and a complex z1- or z2-
plane in the Taub-NUT space. Reducing (1.19) to type IIA
string theory, and then to four dimensional gauge theory,
these branes reduce to two types of surface operators,
extended along planes parametrized by z1 or z2. Moreover,
in the Nekrasov-Shatashvili limit [2,30] one can reduce this
system further to an effective theory on a surface operator
by considering. Links between the AGT conjecture,
β-deformed matrix models, Nekrasov-Shatashvili limit,
and Hitchin systems are discussed in [59,60].
The AGT conjecture was also explained by considering
M5-branes wrapping spacetime and the Riemann surface Σ,
with surface operators arising from extra M2-branes
[61,62]. For relations between surface operators, topologi-
cal recursion, and Liouville theory see [23,24,63,64].
We see from the above perspectives that surface
operators in N ¼ 2 theories are related to correlation
functions in Liouville theory that involve degenerate fields.
Moreover, amplitudes in Liouville theory can be described
by the multi-Penner matrix model. We find that we can also
relate the formalism in this paper to this picture, and
generalize it to surface operators corresponding to degen-
erate fields at arbitrary levels. Similarly as above, ψˆαðxÞ
with α ¼ αr;s represents then a stack of (s − 1) surface
operators wrapping a subspace parametrized by z1, and
(r − 1) surface operators parametrized by z2. In Sec. VII D
we show that specializing matrix model potential to the
multi-Penner form, wave functions ψˆαðxÞ are identified
with Liouville correlation functions that involve degenerate
fields with momenta αr;s, and differential equations that
they satisfy are quantum curve equations (1.8). The
Nekrasov-Shatashvili limit can also be considered, follow-
ing Sec. V B. While we focus on relations between multi-
Penner model and the Liouville theory, it is also desirable to
understand the gauge theory construction of surface oper-
ators corresponding to degenerate fields at higher levels.
QUANTUM CURVES AND CONFORMAL FIELD THEORY PHYSICAL REVIEW D 95, 126003 (2017)
126003-7
5. Topological recursion: Remodeling conjecture,
knot theory, and more
We also briefly review applications of the topological
recursion to other systems that involve algebraic curves.
Recall that the B-model topological strings on the Calabi-
Yau manifold (1.18) reduce to the Kodaira-Spencer theory
on the curve Aðx; yÞ ¼ 0, with Ward identities taking form
of the topological recursion [65]. This explains the remod-
eling conjecture [66–68], which concerns B-model topo-
logical strings also on (1.18), however now with C
variables x ¼ es and y ¼ et. In this case the mirror
manifold is a non-compact, toric Calabi-Yau threefold,
and Aðx; yÞ ¼ 0 is called the mirror curve. The remodeling
conjecture states that closed B-model topological ampli-
tudes agree with free energies computed by the topological
recursion, and open (brane) amplitudes are captured by
multidifferentials Whðx1;…; xhÞ. In particular the topo-
logical recursion can produce wave functions for a single
B-brane, which satisfy certain quantum curve equations [3],
corresponding to quantum curves at level 2 in our formal-
ism. Generalizing this statement, we identify partition
functions of multiple coinciding B-branes on a mirror
curve, and corresponding quantum curves, respectively
with wave functions (1.4) and quantum curves (1.8) at
higher levels. To identify explicitly the underlying structure
of singular vectors for such higher level quantum curves,
one might consider matrix models that encode Nekrasov
partition functions [44,69,70] or topological strings on toric
manifolds [71,72], and construct wave functions (1.4) and
quantum curves (1.8) associated to those models.
Algebraic curves Aðx; yÞ ¼ 0 in C variables x ¼ es and
y ¼ et arise also in knot theory. Such curves are known as
A-polynomials [73], augmentation polynomials and super-
A-polynomials [74–76]. Quantization of these curves
Aˆðxˆ; yˆÞ imposes recursion relations for colored Jones and
HOMFLY polynomials, or superpolynomials. It was shown
in [6,7,77,78] that A-polynomials and their generalizations
can be identified as mirror curves underlying (1.18), and in
consequence various objects in knot theory are computed
by B-model topological strings. Moreover, following the
above discussion, computations in this topological string
theory reduce to the topological recursion. Ultimately
various objects in knot theory are computable by this
recursion. It is desirable to understand the role of higher
level quantum curves and corresponding wave functions
presented in this paper, in knot theory too.
Other applications of the topological recursion make
contact with moduli spaces of Riemann surfaces and related
systems [8,9,38,39,79–90]. The role of higher level quan-
tum curves identified in (1.8) in all those systems is worth
analysis too.
D. Plan of the paper
Having summarized our results and their relations to
other systems, let us also summarize the contents of this
paper. In Sec. II we review the construction and properties
of Virasoro singular vectors from conformal field theory
perspective. In Sec. III we introduce the notion of α=β-
deformed matrix integrals, analyze their properties, and
derive corresponding representations of Virasoro algebra;
in particular in Sec. III C we present operator expressions
and various technical tools, on which computations
throughout the paper are based. In Sec. IV we present a
general algorithm that enables to determine quantum curves
at higher levels, and determine such curves explicitly up to
level 5. In Sec. V we discuss a double quantum structure of
quantum curves, their properties in various limits, and
various perturbative expansions. In Sec. VI we provide a
concise summary, including a few new results, of the
refined version of the topological recursion, and discuss
how this recursion can be used to reconstruct wave
functions and quantum curves; in Sec. VI B we also discuss
quantum curves for various reference points. Finally, in
Sec. VII our general formalism is applied in several
examples of matrix models with polynomial and logarith-
mic potentials. Appendices A, B and D contain technical
details related to the refined topological recursion, while
Appendix C summarizes known formulas for free energies
in Gaussian and Penner matrix models, which we rederive
independently in Sec. VII by means of the refined topo-
logical recursion.
II. VIRASORO SINGULAR VECTORS
In this section we briefly review properties of singular
vectors of the Virasoro algebra [26,91].
Consider the Virasoro algebra
½Lm; Ln ¼ ðm − nÞLmþn þ
c
12
ðm3 −mÞδmþn;0 ð2:1Þ
and a Verma module VðΔ; cÞ generated by the highest
weight vector jΔi that satisfies LnjΔi ¼ 0 for n ≥ 1 and
L0jΔi ¼ ΔjΔi. This Verma module can be decomposed
into subspaces VnðΔ; cÞ at level n, for n ¼ 0; 1; 2;…,
defined as eigenspaces of L0 with eigenvalues nþ Δ.
Singular vectors are defined as vectors annihilated by all
Virasoro generators Lm with positive m. It can be shown
that at level n, in the subspace VnðΔ; cÞ, there exists a
unique (up to an overall normalization) singular vector, if
and only if Δ and c can be parametrized by a complex
parameter b as follows
c ¼ 13þ 6b2 þ 6b−2;
Δ ¼ Δr;s ¼
1 − r2
4
b2 þ 1 − s
2
4
b−2 þ 1 − rs
2
; ð2:2Þ
where r, s are two positive integers satisfying n ¼ rs.
We denote such singular vector by jϕr;si; by the above
definition it satisfies
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Lmjϕr;si ¼ 0; for m ≥ 1: ð2:3Þ
In general such a singular vector can be represented as
jϕr;si ¼ Ar;sjΔr;si; ð2:4Þ
where
Ar;s¼
X
p1þp2þþpk¼n
cr;sp1;p2;…;pkðbÞL−p1L−p2   L−pk ; ð2:5Þ
and where p1, p2;… > 0, and coefficients c
r;s
p1;p2;…;pkðbÞ
depend on r and s and are functions of b. Typically one
chooses a normalization such that cr;s1;1;…;1ðbÞ ¼ 1.
Finding an explicit form of operators Ar;s is an out-
standing problem in conformal field theory. For r ¼ 1 or
s ¼ 1 it was solved by Benoit and Saint-Aubin, who
showed in [25] that
Ar;1 ¼
X
p1þp2þþpk¼r
ðr − 1Þ!2Q
k−1
i¼1ð
P
i
j¼1 pjÞðr −
P
i
j¼1 pjÞ
× b2ðr−kÞL−p1L−p2   L−pk ; ð2:6Þ
and for A1;s an analogous formula holds, however with b
replaced by b−1. Note that in the above formula one needs
to include all possible combinations of positive p1; p2;…
[i.e. ðp1; p2;…; pkÞ does not represent an ordinary
two-dimensional partition of n, but rather an ordered
partition]. From the formula (2.6) and Virasoro relations
½L−1; Ln ¼ −ðnþ 1ÞLn−1, the following form of operators
Ar;1 encoding singular vectors at first few levels can be
found:
A2;1 ¼ L2−1 þ b2L−2
A3;1 ¼ L3−1 þ 2b2L−1L−2 þ 2b2L−2L−1 þ 4b4L−3
¼ L3−1 þ 4b2L−2L−1 þ ð2b2 þ 4b4ÞL−3
A4;1 ¼ L4−1 þ 10b2L2−1L−2 þ 9b4L2−2
þ ð24b4 − 10b2ÞL−1L−3 þ ð36b6 − 24b4 þ 6b2ÞL−4:
ð2:7Þ
Even though for r, s ≠ 1 a general and explicit formula for
Ar;s is not known, there are various methods to determine
other singular vectors, such as a recursive algorithm by
Bauer et al. [91,92], a method by Kent based on the
extension of the enveloping algebra of the Virasoro algebra
by complex powers of L−1 operator [93], or expressions in
terms of Jack polynomials [94]. These methods enable to
determine explicitly various specific operators (2.5) that
encode singular vectors; for example, one can show that the
first singular vector not of the form (2.6), which belongs to
level 4, is determined by
A2;2 ¼ L4−1 þ ðb2 − b−2Þ2L2−2 þ
3
2
ðbþ b−1Þ2L2−1L−2
þ 3
2
ðb − b−1Þ2L−2L2−1 − ðb2 þ b−2ÞL−1L−2L−2:
ð2:8Þ
By the state-operator correspondence, to a singular
vector jϕr;si we can associate a degenerate field that is a
descendant of a primary field Φr;sðxÞ. In consequence of
the singular vector condition (2.3), correlation functions of
this primary field with other local fields ΦðxiÞ satisfy
differential equations called BPZ equations
~Ar;s

Φr;sðxÞ
Y
i
ΦðxiÞ

¼ 0; ð2:9Þ
where ~Ar;s takes the same form as (2.5), however with L−p
replaced by operators
~L−p ¼
X
i
ðp − 1ÞΔi
ðxi − xÞp
−
1
ðxi − xÞp−1
∂xi

; ð2:10Þ
where Δi denotes a conformal weight of the field ΦðxiÞ.
As we discuss in the next section, (β-deformed) matrix
model formalism is closely related to the Coulomb gas
realization of conformal field theory, which is a theory of a
free chiral boson field φðxÞ in the presence of a background
charge Q ¼ iðbþ 1=bÞ. The energy-momentum tensor in
this theory takes form T ¼ ∶ð∂φÞ2∶þQ∂2φ and the
central charge c ¼ 16Q2. One class of primary fields
in this theory are vertex operators e
2α
gs
φðxÞ with momenta that
we denote αgs, whose conformal dimension reads Δα ¼
α
gs
ðαgs −QÞ (normalization of the momentum by gs, as well
as the factor of i in the background chargeQ and αr;s below,
are chosen for consistency with matrix model conventions
which will be introduced in Sec. III). Degenerate fields
corresponding to singular vectors jϕr;si can also be realized
as vertex operators ϕr;sðxÞ ¼ e
2αr;s
gs
φðxÞ, with particular,
discrete values of momenta
αr;s
gs
¼ −i

b
2
ðr − 1Þ þ 1
2b
ðs − 1Þ

; r; s ¼ 1; 2; 3…
ð2:11Þ
For these momenta the conformal dimension Δαr;s ¼
αr;s
gs
ðαr;sgs −QÞ indeed takes the form (2.2).
Our presentation in the following sections can be
regarded as the analysis of the matrix model realization
of the Coulomb gas formalism. Amusingly, this analysis
will reveal some new answers to the old questions in
conformal field theory. In particular, we will find explicit
expressions that capture all operators (2.5) up to a given
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level n ¼ rs, which take form of α-dependent operator
expressions that specialize to Ar;s upon the specialization of
the momenta to the values (2.11).
III. α=β-DEFORMED MATRIX INTEGRALS
AND VIRASORO CONSTRAINTS
In this section we introduce a certain deformation of a
determinant expectation value in a matrix model. We call
this deformation the α=β-deformed matrix integral, as it is
parametrized by a parameter α, and in general we consider
it together with the β-deformation of the matrix model
integration measure. We also call such an object a wave
function, or a brane partition function in the context of
topological string theory. In this section we derive loop
equations for the α=β-deformed matrix integral and show
that they are equivalent to an interesting representation of
Virasoro constraints. Furthermore, by interpreting the wave
function as an operator insertion in conformal field theory,
we derive the corresponding representation of Virasoro
operators acting on such an insertion. As we discuss in the
next section, Virasoro operators in this latter representation
form building blocks of higher level quantum curves.
A. Matrix models, loop equations,
and spectral curves
Consider the partition function of the β-deformed
ensemble
Z ¼ 1ð2πÞNN!
Z
RN
ΔðzÞ2βe−
ﬃ
β
p
ℏ
P
N
a¼1 VðzaÞ
YN
a¼1
dza ð3:1Þ
whereΔðzÞ¼Q1≤a<b≤Nðza−zbÞ denotes the Vandermonde
determinant. For β ¼ 1, 1
2
, 2 the above expression is an
eigenvalue representation of, respectively, hermitian,
orthogonal, and symplectic matrix model. In this paper
we are however interested in an analytic continuation of
those models to arbitrary values of β. In what follows we
use the notation
ϵ1 ¼ −β1=2gs; ϵ2 ¼ β−1=2gs; gs ¼ 2ℏ; ð3:2Þ
and to make contact with conformal field theory notation
we also denote
b2 ¼ −β ¼ ϵ1
ϵ2
; Q ¼ i

bþ 1
b

¼ ϵ1 þ ϵ2
gs
: ð3:3Þ
Note that using both ℏ and gs ¼ 2ℏ may seem superfluous,
and we introduce these two parameters mainly to remind and
to comply with two different conventions commonly used in
literature; nonetheless, in most of this paper only gs is used.
We also introduce the ’t Hooft parameter μ ¼ β1=2ℏN which
is useful, among the others, in the analysis of the large N
limit, defined as
N→∞; ℏ→ 0; with μ¼ β1=2ℏN ¼ const: ð3:4Þ
As is well known, the invariance of the partition function
Z under the infinitesimal transformation
za → za þ
ε
x − za
; x ≠ za; ð3:5Þ
gives rise to the Ward identity, often referred to as the loop
equation
0¼
Z
RN
ΔðzÞ2βe−
ﬃ
β
p
ℏ
P
N
a¼1VðzaÞ
YN
a¼1
dza
XN
a¼1
1
ðx− zaÞ2
−
2ϵ1
ϵ2
X
1≤a<b≤N
1
ðx− zaÞðx− zbÞ
−
2
ϵ2
XN
a¼1
V 0ðzaÞ
x− za

: ð3:6Þ
The loop equation is of crucial significance for the whole
matrix model analysis. On one hand, in the large N limit it
reduces to the spectral curve of the matrix model, i.e.,
an algebraic curve that encodes an equilibrium distribution
of eigenvalues, and in fact also all order asymptotic
ℏ-expansion of the partition function Z, as we will discuss
in Sec. VI. On the other hand, the loop equation can be
reformulated as a system of Virasoro constraints, which
also play a prominent role in our analysis. Let us briefly
review these two aspects.
To derive the spectral curve, we consider first the planar
part of the resolvent
ωðxÞ ¼ lim
N→∞
μ
N
1
Z
XN
a¼1
1
x − za

: ð3:7Þ
Here and in what follows hOi denotes an unnormalized
expectation value for an operator O,
hOi ¼ 1ð2πÞNN!
Z
RN
ΔðzÞ2βOe−
ﬃ
β
p
ℏ
P
N
a¼1 VðzaÞ
YN
a¼1
dza: ð3:8Þ
For β ¼ 1=2, 1, 2, when Z is given by an actual matrix
integral, the resolvent is simply an expectation value of
appropriately normalized Tr 1x−M. We also introduce the
quantity fðxÞ and its normalized expectation value in the
large N limit
fðxÞ ¼ 2ϵ1
XN
a¼1
V 0ðxÞ − V 0ðzaÞ
x − za
;
fclðxÞ ¼ lim
N→∞
hfðxÞi
Z
: ð3:9Þ
In particular, if VðxÞ is a potential of degree degVðxÞ, then
fclðxÞ is a polynomial of degree (degVðxÞ − 2), whose
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coefficients are determined by certain asymptotic condi-
tions and filling fractions specifying distribution of eigen-
values between cuts. Setting β ¼ 1, dividing the loop
equation (3.6) by Z and taking the large N limit (where-
upon expectation values factorize) we obtain the following
equation
ωðxÞ2 − ωðxÞV0ðxÞ − 1
4
fclðxÞ ¼ 0; ð3:10Þ
which in terms of
yðxÞ ¼ V 0ðxÞ − 2ωðxÞ; ð3:11Þ
is written as
Aðx; yÞ ¼ y2 − V 0ðxÞ2 − fclðxÞ ¼ 0 ð3:12Þ
where we introduced an algebraic function Aðx; yÞ. This
algebraic equation, which relates complex variables x and
y ¼ yðxÞ, represents the spectral curve that we have been
after.
The spectral curve can also be derived by writing the
Vandermonde determinant in (3.1) in the exponential form
and considering the effective action for eigenvalues
S ¼ 1
ℏ
XN
a¼1
VðzaÞ − 2
ﬃﬃﬃ
β
p X
1≤a<b≤N
logðza − zbÞ: ð3:13Þ
From this perspective the equation of motion for the
eigenvalue za takes form
1
ℏV
0ðzaÞ ¼ 2
ﬃﬃﬃ
β
p P
b≠a
1
za−zb
; multi-
plying both sides of this equation by 1x−za, setting β ¼ 1, and
taking large N limit, we again obtain (3.12).
Note that even though the spectral curve is defined
for β ¼ 1, the dependence of the partition function and
other expectation values on β can be reintroduced in the
formalism of the refined topological recursion. This for-
malism, as well as more details about the geometry of the
spectral curve, will be presented in Sec. VI. Alternatively,
one may also try to keep a dependence on β in the above
derivation. For arbitrary β, instead of (3.10) and (3.12) one
then finds [also in terms of (3.11)]
0 ¼ ℏˆω0ðxÞ þ ωðxÞ2 − ωðxÞV 0ðxÞ − 1
4
fclðxÞ
¼ yðxÞ2 − V 0ðxÞ2 − fclðxÞ þ 2ℏˆðV 00ðxÞ − y0ðxÞÞ ð3:14Þ
where we introduced
ℏˆ ¼ − ϵ1 þ ϵ2
2
¼ μ
N
ð1 − β−1Þ: ð3:15Þ
Equation (3.14) is a nonlinear differential equation for
ωðxÞ or yðxÞ, known as the Riccati equation, and upon a
redefinition ωðxÞ ¼ ℏˆ u0ðxÞuðxÞ it can be transformed into a
Schrödinger linear differential equation
ℏˆ2u00ðxÞ ¼ ℏˆu0ðxÞV 0ðxÞ þ 1
4
fclðxÞuðxÞ ð3:16Þ
for a new function uðxÞ. This equation was interpreted in
[31–33] as defining a quantum spectral curve, with ℏˆ
identified as the quantization parameter (the Planck con-
stant). Nonetheless, this interpretation is not directly related
to our approach in this paper—in particular, while we
identify an infinite family of quantum curves corresponding
naturally to different quantization parameters, none of these
parameters takes form of ℏˆ given in (3.15).
Finally, the second significant aspect of the loop equa-
tion (3.6) is its equivalence to a set of constraint equations
on the partition function, imposed by operators ln
lnZ ¼ 0 for n ≥ −1. ð3:17Þ
This shows in particular that the partition function Z can be
identified with the vacuum state j0i in conformal field
theory interpretation. The operators ln arise from the
expansion of the loop equation in powers of x and satisfy
the Virasoro algebra, hence (3.17) are referred to as
Virasoro constraints. Operators ln can also be identified
as the modes of the energy-momentum tensor associated to
a chiral boson field [2,95]
ϕðxÞ ¼ − gs
ϵ2
log xþ 1
gs
X∞
n¼0
tnxn −
gs
2
X∞
n¼1
1
nxn
∂tn
¼ 1
gs
VðxÞ − gs
ϵ2
XN
a¼1
logðx − zaÞ ð3:18Þ
in an auxiliary conformal field theory, where we identified
the action of ∂tn on the partition function (3.1) with the
computation of the expectation value h− 2ϵ2
P
az
n
ai. In what
follows we review more details of this construction from a
more general perspective and present an explicit form of
operators ln in (3.58).
B. α=β-deformed matrix integrals
and wave functions
Consider now the insertion of the following expression
into the matrix integral (3.1)
ψ insα ðxÞ ¼
YN
a¼1
ðx − zaÞ−
2α
ϵ2 : ð3:19Þ
For β ¼ 1 this is the eigenvalue representation of the
determinant detðx −MÞ raised to a power parametrized
by the parameter α, where za denote eigenvalues of a matrix
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M and the superscript “ins” is to stress that this expression
is to be inserted under the matrix integral. We note that this
type of integrals and corresponding loop equations were
considered also in [34], however in a different context. For
a time being, let us treat an insertion of (3.19) simply as an
x-deformation of the matrix model partition function (3.1),
and derive Virasoro constraints analogous to (3.17). Such
generalized constraints are expressed through generalized
Virasoro operators lαnðxÞ that depend on both x and α and
can be defined for all values of these parameters. These are
not yet the operators that will be used as building blocks of
quantum curves, however the ingredients used in this
derivation and the Virasoro constraints imposed in terms
of lαnðxÞ are also useful in what follows.
Let us absorb the expression (3.19) into the potential
and—instead of (3.1)—consider
ψαðxÞ≡ hψ insα ðxÞi
¼ 1ð2πÞNN!
Z
RN
ΔðzÞ2βe−
ﬃ
β
p
ℏ
P
N
a¼1
~Vðza;xÞ
YN
a¼1
dza;
ð3:20Þ
where the modified potential takes form
~Vðy; xÞ ¼ VðyÞ þ α logðx − yÞ: ð3:21Þ
We refer to (3.20) as the α=β-deformed matrix integral, and
also often call ψαðxÞ a wave function, or a brane partition
function in the context of topological string theory.
Note that via the bosonization formula, the operator
ψ insα ðxÞ in (3.19) can be interpreted as a fermionic operator
with momentum α=gs associated to the bosonic field (3.18),
up to a tree level overall factor
e2
α
gs
ϕðxÞ ¼ e− 2αϵ1ϵ2VðxÞψ insα ðxÞ ¼ e−
2α
ϵ1ϵ2
VðxÞYN
a¼1
ðx − zaÞ−
2α
ϵ2 :
ð3:22Þ
This is one reason why it is natural to include the tree level
factor expð− 2αϵ1ϵ2 VðxÞÞ in the definition of the wave
function and, instead of (3.20), also consider
ψˆαðxÞ ¼ e−
2α
ϵ1ϵ2
VðxÞψαðxÞ ¼ e−
2α
ϵ1ϵ2
VðxÞ
YN
a¼1
ðx − zaÞ−
2α
ϵ2

ð3:23Þ
which was already introduced in (1.4). Using ϵ1 and ϵ2, the
conformal dimension of the primary operator (3.22) with
the momentum α can be expressed as
Δα ¼
α
gs

α
gs
−Q

¼ − αðϵ1 þ ϵ2 − αÞ
g2s
: ð3:24Þ
Furthermore, note that in terms of ϵ1 and ϵ2 the special
values of momenta given in (2.11) take simple form
αr;s ¼ −
r − 1
2
ϵ1 −
s − 1
2
ϵ2: ð3:25Þ
These discrete values will play a crucial role in what
follows. In addition, sometimes we also consider the wave
function normalized by the partition function Z, which we
denote as
Ψα ¼
ψˆαðxÞ
Z
: ð3:26Þ
Both (3.20) and (3.23) are invariant under the infinitesi-
mal transformation za → za þ εy−za, so that we can derive
the corresponding loop equation and its representation in
terms of Virasoro constraints. The loop equation in this case
takes form analogous to (3.6), however with the potential
VðzaÞ replaced by ~Vðza; xÞ
0 ¼
Z
RN
ΔðzÞ2βe−
ﬃ
β
p
ℏ
P
N
a¼1
~Vðza;xÞ
YN
a¼1
dza
XN
a¼1
1
ðy − zaÞ2
−
2ϵ1
ϵ2
X
1≤a<b≤N
1
ðy − zaÞðy − zbÞ
−
2
ϵ2
XN
a¼1
∂za ~Vðza; xÞ
y − za

:
ð3:27Þ
We will identify Virasoro constraints imposed by operators
lαnðxÞ associated to this loop equation after an interlude,
where we introduce more notational details and discuss
various operator expressions.
C. Interlude—notation and operator expressions
In this section we introduce some additional notation and
present various operator expressions used throughout the
rest of the paper.
First, note that various expectation values involving a
dependence on integration variables za can be represented
in terms of operators acting on integrated expressions, such
as the partition function Z in (3.1), or wave functions ψαðxÞ
and ψˆαðxÞ. Indeed, the dependence on powers of za can be
represented in terms of derivatives with respect to times that
appear in the potential VðzaÞ ¼
P∞
n¼0 tnz
n
a (in the matrix
model integrand). In particular, when considering partition
functions Z (understood as an expectation value of the
unity) or ψαðxÞ ¼ hψ insα ðxÞi, the insertion of powers of za
can be expressed in terms of time derivatives
XN
a¼1
zna   

¼ − ϵ2
2
∂tnh  i: ð3:28Þ
In particular, note that
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∂t0Z ¼ −
2N
ϵ2
Z ¼ 4μ
ϵ1ϵ2
Z; ∂t0ψαðxÞ ¼
4μ
ϵ1ϵ2
ψαðxÞ;
∂t0 ψˆαðxÞ ¼
4μ − 2α
ϵ1ϵ2
ψˆαðxÞ: ð3:29Þ
Expectation values of the potential VðzaÞ or its derivatives
in Z or ψαðxÞ can also be represented in an analogous way;
for example, an insertion of the first derivative of the
potential can be encoded by
XN
a¼1
V 0ðzaÞ   

¼ − ϵ2
2
X∞
k¼1
ktk∂tk−1h  i ð3:30Þ
Furthermore, an operator that plays a prominent role in the
formalism of matrix models is the loop insertion operator
defined as
∂VðxÞ ≡ ∂ð1ÞVðxÞ ¼
N
x
−
ϵ2
2
X∞
n¼1
1
xnþ1
∂tn : ð3:31Þ
We also introduce its higher order generalizations
∂ðkÞVðxÞ ¼
ð−1Þk−1
ðk − 1Þ! ½∂x; ½∂x;    ½∂x|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
k−1
; ∂ð1ÞVðxÞ   ; ð3:32Þ
where we use commutators to assert that the derivatives ∂x
act only on the x-dependence in (3.31), and not on a
putative object to the right of ∂VðxÞ. These operators act on
partition functions Z or ψαðxÞ as
∂ðkÞVðxÞh  i ¼
XN
a¼1
1
ðx − zaÞk
  

; ð3:33Þ
while acting on the derivative of the potential we get
½∂ðkÞVðxÞ; V 0ðzÞ ¼ −
ϵ2
2
k
ðx − zÞkþ1 : ð3:34Þ
It is also useful to represent derivatives with respect to x
of ψ insα ðxÞ [defined in (3.19)] in terms of products of
ðx − zaÞ−1. In particular
∂xψ insα ðxÞ ¼ − 2αϵ2
XN
a¼1
ψ insα ðxÞ
x − za
; ð3:35Þ
∂2xψ insα ðxÞ ¼ 2αϵ2
XN
a¼1
ψ insα ðxÞ
ðx − zaÞ2
þ 4α
2
ϵ22
XN
a;b¼1
ψ insα ðxÞ
ðx − zaÞðx − zbÞ
;
ð3:36Þ
∂3xψ insα ðxÞ ¼−4αϵ2
XN
a¼1
ψ insα ðxÞ
ðx− zaÞ3
−
12α2
ϵ22
XN
a;b¼1
ψ insα ðxÞ
ðx− zaÞ2ðx− zbÞ
þ
−
8α3
ϵ32
XN
a;b;c¼1
ψ insα ðxÞ
ðx− zaÞðx− zbÞðx− zcÞ
; ð3:37Þ
and in general the nth derivative of ψ insα ðxÞ takes form
∂nxψ insα ðxÞ ¼
Xn
p¼1
αp
ϵp2
X
Y1≥Y2≥…≥Yp≥1
Y1þþYp¼n
CY1;Y2;…;Yp
×
XN
a1;…;ap¼1
ψ insα ðxÞ
ðx− za1ÞY1    ðx− zapÞYp
; ð3:38Þ
where CY1;Y2;…;Yp ∈ Z are some constants; the total number
of such constants is given by pðnÞ, where pðnÞ denotes the
number of partitions of n.
Another expression we often come across, already
introduced in (3.9), is
fðxÞ ¼ 2ϵ1
XN
a¼1
V 0ðxÞ − V 0ðzaÞ
x − za
; ð3:39Þ
and it is also useful to consider its derivatives with respect
to x. Note that expectation values involving ψ insα ðxÞ and
derivatives of fðxÞ can be expressed using derivatives of
ψ insα ðxÞ given above; for example, taking advantage of
(3.35) and (3.36), we get
ð∂xfðxÞÞψ insα ðxÞ
¼

−2ϵ1
XN
a¼1
V 0ðxÞ − V 0ðzaÞ
ðx − zaÞ2
−
ϵ1ϵ2
α
V 00ðxÞ∂x

ψ insα ðxÞ;
ð∂2xfðxÞÞψ insα ðxÞ
¼

4ϵ1
XN
a¼1
V 0ðxÞ − V 0ðzaÞ
ðx − zaÞ3
− 4ϵ1
XN
a¼1
V 00ðxÞ
ðx − zaÞ2
−
ϵ1ϵ2
α
V 000ðxÞ∂x

ψ insα ðxÞ: ð3:40Þ
The operator representation of fðxÞ, acting on Z or ψαðxÞ,
takes the form
fˆðxÞ ¼ −ϵ1ϵ2
X∞
n¼0
xn∂ðnÞ;
∂ðnÞ ¼
X∞
k¼nþ2
ktk
∂
∂tk−n−2 : ð3:41Þ
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We denote the operator representation of derivatives ∂nxfðxÞ
through commutators
∂nxfˆðxÞ≡ ½∂x; ∂n−1x fˆðxÞ ð3:42Þ
which again explicitly asserts that x-derivatives act here on
x-dependence of fˆðxÞ (and not on a putative object to the
right of fˆ). From this definition it follows that, acting on the
partition function Z or ψαðxÞ, for any n ≥ 0 we get
∂nxfˆðxÞh  i ¼ h∂nxfðxÞ   i: ð3:43Þ
Note that
½fˆðxÞ; ∂nxVðxÞ ¼ −ϵ1ϵ2
X∞
k¼nþ2
ktkxk−n−2
Xk−2
p¼n
p!
ðp − nÞ!
¼ − ϵ1ϵ2
nþ 1 ∂
nþ2
x VðxÞ;
½fˆðxÞ; ∂nxfˆðxÞ ¼ ϵ21ϵ22
X∞
k¼nþ2
xk−n−2∂ðkÞ
Xk−2
p¼n
ð2pþ 2 − kÞp!
ðp − nÞ!
¼ − nϵ1ϵ2ðnþ 1Þðnþ 2Þ ∂
nþ2
x fˆðxÞ; ð3:44Þ
where in the second step of both lines we used the formula
Xk
p¼1
ðpþ n − 2Þ!
ðp − 1Þ! ¼
ðkþ n − 1Þ!
nðk − 1Þ! ; k; n ∈ N: ð3:45Þ
Differentiating (3.44) with respect to x, by induction we
find commutation relations
½∂mx fˆðxÞ;∂nxfˆðxÞ ¼ ðm−nÞm!n!ðmþnþ 2Þ!ϵ1ϵ2∂
mþnþ2
x fˆðxÞ; ð3:46Þ
½∂mx fˆðxÞ; ∂nxVðxÞ ¼ − m!n!ðmþ nþ 1Þ! ϵ1ϵ2∂
mþnþ2
x VðxÞ;
ð3:47Þ
of which we take advantage in various calculations.
Furthermore, we often need to translate various equa-
tions for ψαðxÞ into corresponding equations for ψˆαðxÞ. The
difference between these twowave functions is given by the
overall factor involving the potential in (3.23). Therefore,
for an operator OðxÞ acting on ψαðxÞ, the corresponding
operator acting on ψˆαðxÞ takes form
OðxÞ þ 2α
ϵ1ϵ2
½OðxÞ; VðxÞ: ð3:48Þ
In particular, for OðxÞ ¼ ∂n−2x fˆðxÞ acting on ψαðxÞ, using
(3.47) we find that the corresponding operator acting on
ψˆαðxÞ reads
∂n−2x fˆðxÞ − 2αn − 1 ∂
n
xVðxÞ: ð3:49Þ
D. Virasoro operators for α=β-deformed
matrix integrals
Having introduced relevant notation, we can now
identify Virasoro operators lαnðxÞ associated to the loop
equation (3.27) for the α=β-deformed matrix integral, i.e.,
for the β-deformed matrix model with the insertion of
(3.19). To this end it is useful to introduce a more general
chiral boson operator
ϕðy; xÞ ¼ 1
gs
~Vðy; xÞ − gs
ϵ2
XN
a¼1
logðy − zaÞ: ð3:50Þ
Virasoro operators lαnðxÞ can then be read off as the modes
in the expansion of the corresponding energy-momentum
tensor
Tðy; xÞ ¼ ∶∂yϕðy; xÞ∂yϕðy; xÞ∶þQ∂2yϕðy; xÞ
¼
X∞
n¼−∞
lαnðxÞy−n−2
¼ T−ðy; xÞ þ Tþðy; xÞ; ð3:51Þ
where by T−ðy; xÞ and Tþðy; xÞ we denote respectively the
pieces of the expansion (in powers of y) of Tðy; xÞ that
encode the modes lαnðxÞ with n ≤ −2 and n ≥ −1. We find
T−ðy; xÞ ¼
X−2
n¼−∞
lαnðxÞy−n−2
¼ 1
g2s
ð∂y ~Vðy; xÞÞ2 þ ϵ1 þ ϵ2g2s ∂
2
y
~Vðy; xÞ − 2
ϵ2
XN
a¼1
∂y ~Vðy; xÞ − ∂za ~Vðza; xÞ
y − za
¼ Δαðy − xÞ2 þ
1
y − x
∂x − 1ϵ1ϵ2

V 0ðyÞ2 þ ðϵ1 þ ϵ2ÞV 00ðyÞ þ
2α
y − x
V 0ðyÞ þ fˆðyÞ

; ð3:52Þ
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Tþðy; xÞ ¼
X∞
n¼−1
lαnðxÞy−n−2
¼
XN
a¼1
1
ðy − zaÞ2
−
2ϵ1
ϵ2
X
1≤a<b≤N
1
ðy − zaÞðy − zbÞ
−
2
ϵ2
XN
a¼1
∂za ~Vðza; xÞ
y − za
¼ 2α
ϵ2
XN
a¼1
1
ðx − zaÞðy − zaÞ
þ ϵ1 þ ϵ2
ϵ2
XN
a¼1
1
ðy − zaÞ2
þ
−
ϵ1
ϵ2
XN
a;b¼1
1
ðy − zaÞðy − zbÞ
−
2
ϵ2
XN
a¼1
V 0ðzaÞ
y − za
; ð3:53Þ
where in the third line of (3.52) we expressed T−ðy; xÞ as an
operator on ψαðxÞ. Note that in terms of (3.3), from the
operator product expansion
Tðy1; xÞTðy2; xÞ ¼
1 − 6Q2
2ðy1 − y2Þ4
þ 2Tðy2; xÞðy1 − y2Þ2
þ ∂y2Tðy2; xÞ
y1 − y2
þ    ð3:54Þ
the central charge is determined as c ¼ 16Q2.
Also note that the loop equation (3.27) can be
written as
hTþðy; xÞψ insα ðxÞi
¼
Z
RN
ΔðzÞ2βe−
ﬃ
β
p
ℏ
P
N
a¼1
~Vðza;xÞTþðy; xÞ
YN
a¼1
dza ¼ 0:
ð3:55Þ
Upon the expansion in powers of y, this loop equation is
equivalent to the set of Virasoro constraints on the wave
function (3.20)
lαnðxÞψαðxÞ ¼ 0; n ≥ −1. ð3:56Þ
We can now explicitly write down Virasoro generators defined in (3.51). From the appropriate expansions of expressions
in (3.52) and (3.53), and taking advantage of operator representation introduced in Sec. III C, we find
lαnðxÞ ¼
ln þ lWittn ðxÞ þ αPnk¼0 xk∂tn−k ; if n ≥ −1
ln þ lWittn ðxÞ þ 2αϵ1ϵ2
P−n−2
k¼0 ðkþ 1Þtkþ1xkþnþ1 − Δαðnþ 1Þxn; if n ≤ −2
ð3:57Þ
where
ln ¼
− ϵ1ϵ2
4
P
n
k¼0 ∂tk∂tn−k − ϵ1þϵ22 ðnþ 1Þ∂tn þ
P∞
k¼1 ktk∂tnþk ; if n ≥ −1
1
ϵ1ϵ2
P−n−2
k¼0 ðkþ 1Þðkþ nþ 1Þtkþ1t−n−k−1 − ϵ1þϵ2ϵ1ϵ2 nðnþ 1Þt−n þ
P∞
k¼0ðk − nÞtk−n∂tk ; if n ≤ −2
ð3:58Þ
The modes lαnðxÞ in (3.57) form an interesting representa-
tion of Virasoro algebra. These modes are sums of three
pieces. The first piece, denoted by ln, is x-independent and
involves only times tk. These ln are in fact the Virasoro
generators for the original β-deformed ensemble (3.1); they
impose Virasoro constraints (3.17) and satisfy the Virasoro
algebra
½lm;ln ¼ ðm − nÞlmþn þ
c
12
ðm3 −mÞδmþn;0: ð3:59Þ
The second, time-independent piece is given by the gen-
erators of the Witt algebra
lWittn ðxÞ ¼ −xnþ1∂x ð3:60Þ
that satisfy commutation relations ½lWittm ðxÞ;lWittn ðxÞ ¼
ðm − nÞlWittmþnðxÞ. The third piece in lαnðxÞ is a mixed term,
with dependence on both times and x. Altogether we see that
(3.57) also gives a representation of the Virasoro algebra
½lαmðxÞ;lαnðxÞ ¼ ðm − nÞlαmþnðxÞ þ
c
12
ðm3 −mÞδmþn;0:
ð3:61Þ
Note that Virasoro generators lαnðxÞ for n ¼ −1, 0, 1,
which generate SLð2;CÞ algebra, can be written as
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lα−1ðxÞ ¼ lWitt−1 ðxÞ −
2
ϵ2
XN
a¼1
V 0ðzaÞ;
lα0ðxÞ ¼ lWitt0 ðxÞ −
2μ
ϵ1ϵ2
ð2μþ ϵ1 þ ϵ2 − 2αÞ
−
2
ϵ2
XN
a¼1
zaV 0ðzaÞ;
lα1ðxÞ ¼ lWitt1 ðxÞ þ
4μ
ϵ1ϵ2
αxþ 2
ϵ2
ð2μþ ϵ1 þ ϵ2 − αÞ
XN
a¼1
za
−
2
ϵ2
XN
a¼1
z2aV 0ðzaÞ: ð3:62Þ
The dependence on V 0ðzaÞ can be equivalently expressed in
terms of time derivatives as given in (3.57). These con-
straints relate derivatives of the wave function with respect
to x to derivatives with respect to times. Taking advantage
of such relations will enable us, at least for some specific
matrix models, to derive time-independent quantum curves
from time-dependent ones.
E. Virasoro operators as building blocks
of quantum curves
In deriving Virasoro generators lαnðxÞ that impose con-
straints (3.56) we treated the wave function ψαðxÞ simply as
an x-deformation of the matrix model partition function
(3.1). It is however also very interesting to interpret the
expectation value of (3.19), in the language of conformal
field theory, as the expectationvalue of an insertion of a local
operator at position x. From this perspective it is natural to
consider another representation of Virasoro generators act-
ing on the wave function (3.20), introduced as
LnψαðxÞ ¼
I
y¼x
dy
2πi
ðy − xÞnþ1Tðy; xÞψαðxÞ
¼
I
y¼x
dy
2πi
ðy − xÞnþ1T−ðy; xÞψαðxÞ: ð3:63Þ
In the second equality we used the fact that Tþðy; xÞ
annihilates ψαðxÞ, see (3.55). It follows that in order to find
an explicit representation of generatorsLn, we need to identify
the coefficient of ðy − xÞn−2 in (3.52). We immediately get
L0 ¼ Δα; L−1 ¼ ∂x − 2αϵ1ϵ2 V
0ðxÞ; ð3:64Þ
with Δα given in (3.24); furthermore, expanding (3.52) in
powers of (y − x), for n ≥ 2 we find
L−n ¼−
1
ϵ1ϵ2ðn−2Þ!

∂n−2x ðV 0ðxÞ2Þ
þ

ϵ1 þ ϵ2 þ
2α
n− 1

∂nxVðxÞþ ∂n−2x fˆðxÞ

; ð3:65Þ
where fˆðxÞ and its derivatives are defined in (3.41) and (3.42).
In an analogous way we define operators Lˆn acting on
ψˆαðxÞ
LˆnψˆαðxÞ ¼
I
y¼x
dy
2πi
ðy − xÞnþ1T−ðy; xÞψˆαðxÞ: ð3:66Þ
These operators are closely related to Ln given above: the
exponential prefactor in (3.23) simply removes the term
proportional to V 0ðxÞ in L−1 and results in replacing
∂n−2x fˆðxÞ by (3.49). Ultimately operators Lˆ−n do not
depend explicitly on α and take form
Lˆ0 ¼ Δα; Lˆ−1 ¼ ∂x; Lˆ−n ¼ − 1ϵ1ϵ2ðn − 2Þ! ð∂
n−2
x ðV 0ðxÞ2Þ þ ðϵ1 þ ϵ2Þ∂nxVðxÞ þ ∂n−2x fˆðxÞÞ; for n ≥ 2 ð3:67Þ
Using (3.46) and (3.47) it is straightforward to check that
Lˆ−n with positive n satisfy Virasoro algebra ½Lˆ−m; Lˆ−n ¼
ðn −mÞLˆ−m−n. For the first several values of n these
operators take the form
Lˆ−2 ¼ −
1
ϵ1ϵ2
ðV 0ðxÞ2 þ ðϵ1 þ ϵ2ÞV 00ðxÞ þ fˆðxÞÞ; ð3:68Þ
Lˆ−3 ¼ −
1
ϵ1ϵ2
ð2V 0ðxÞV 00ðxÞ þ ðϵ1 þ ϵ2ÞV 000ðxÞ þ ∂xfˆðxÞÞ:
ð3:69Þ
Note that in case VðxÞ is a polynomial of degree m, in the
representation (3.67) only a finite number of Virasoro
generators is nontrivial and Lˆ−n ¼ 0 for n ≥ 2mþ 1.
The operators Lˆ−n play a prominent role in this work—
as we show in the next section, they form building blocks of
higher level quantum curves.
It is also useful to consider Virasoro operators that
act on the normalized wave function (3.26). By writing
Z−1Lˆ−nψˆαðxÞ ¼ Z−1Lˆ−nZΨˆαðxÞ≡ Lˆ−nΨˆαðxÞ these opera-
tors take the form
Lˆ−n ¼ Z−1Lˆ−nZ
¼ − 1
ϵ1ϵ2ðn − 2Þ!
ð∂n−2x ðV 0ðxÞ2Þ þ ðϵ1 þ ϵ2Þ∂nxVðxÞ
þ ∂n−2x fˆðxÞ þ ½∂n−2x fˆðxÞ; logZÞ: ð3:70Þ
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IV. QUANTUM CURVES AS VIRASORO
SINGULAR VECTORS
It is well known that the expectation value of a
determinant detðx −MÞ in a matrix model (with matrices
M being integrated over) satisfies a differential equation,
which can be interpreted as a quantum version of the
spectral curve [1]. Such equations, including a dependence
on times (i.e. parameters of the matrix model potential), can
be derived also in the β-deformed matrix model, and can be
written in a form analogous to BPZ equations for degen-
erate fields at level 2, see [2]. This motivates us to ask
whether more general expectation values, namely α=β-
deformed matrix integrals ψˆαðxÞ introduced in (3.23) for an
arbitrary parameter α, also satisfy finite order differential
equations. We find the following amusing answer to this
question, which is essentially the main result of this paper:
(i) ψˆαðxÞ satisfy higher order differential equations,
which can be written in terms of differential oper-
ators Aˆαn of order n in x
AˆαnψˆαðxÞ ¼ 0; ð4:1Þ
only for specific, discrete values of the parameter
α ¼ αr;s given in (3.25) with n ¼ rs; these values of
α correspond to the momenta of Virasoro degenerate
fields,
(ii) differential equations (4.1) take the same form as
(higher level) BPZ equations in conformal fields
theory (2.9), with ψˆαðxÞ playing a role of the
correlation function, and with Virasoro operators
(that enter the operator ~Ar;s in (2.9)) represented now
by Lˆn derived in (3.67),
(iii) equivalently, operators Aˆαr;sn that annihilate ψˆαr;sðxÞ
are in one-to-one correspondence with Virasoro
singular vectors and can be written as in (2.5),
however with Virasoro generators represented as
in (3.67).
The above statements essentially follow from the chiral
boson interpretation of the α=β-deformed matrix integral
discussed in Sec. III. It is however also useful to prove them
explicitly, and in this section we conduct this task up to
level 5. We show that such an explicit derivation leads to
nontrivial results: for example, for a given positive integer n
we find universal, α-dependent expressions for all level n
quantum curves
Aˆαn ¼
X
p1þp2þþpk¼n
cˆp1;p2;…;pkðαÞLˆ−p1Lˆ−p2    Lˆ−pk ; ð4:2Þ
such that upon the substitution α ¼ αr;s, for all r and s
satisfying n ¼ rs, the coefficients cˆp1;p2;…;pkðαÞ specialize
to cr;sp1;p2;…;pkðbÞ in (2.5). Moreover, upon the substitution
α ¼ αr;s with rs < n, the expression (4.2) factorizes into a
form that contains a factor representing the correct singular
vector jϕr;si at level rs. Therefore cˆp1;p2;…;pkðαÞ determined
at level n encode information about coefficients
cr;sp1;p2;…;pkðbÞ in (2.5) for all singular vectors jϕr;si with
rs ≤ n.
For brevity, and to stress the relation to singular vectors
and degenerate fields in conformal field theory, we often
call differential operators Aˆαn that annihilate ψˆαr;sðxÞ as
quantum curves at higher levels, or simply higher level
quantum curves.
A. General construction
To derive differential equations satisfied by ψˆαðxÞ we
show that its nth derivative with respect to x can be related
to certain constraint equations that follow from (3.55).
More precisely, it turns out that for special values of α a
linear combination of such constraint equations can be
written as ∂nxψˆαðxÞ plus other terms that only involve
derivatives of lower orders. In this way we obtain a
constraint equation written as a differential equation that
involves ∂nxψˆαðxÞ and other derivatives of lower order,
which is a quantum curve equation that we are after.
Furthermore, the special values of α for which ∂nxψˆαðxÞ can
be rewritten in terms of constraint equations are precisely
the momenta αr;s of degenerate fields (3.25), and for these
values the quantum curves can be written in the form of
operators that encode Virasoro singular vectors (2.5), with
Virasoro generators represented by (3.67).
Let us discuss the above statements in more detail. For
the time being it will be more convenient not to include the
prefactor in (3.23), and to work with ψαðxÞ instead of
ψˆαðxÞ. On one hand, recall that ∂nxψ insα ðxÞ can be expressed
as in (3.38), i.e. as a linear combination of pðnÞ expressions
[where pðnÞ is the number of partitions of n] of the form
XN
a1;…;ap¼1
ψ insα ðxÞ
ðx − za1ÞY1    ðx − zapÞYp
; ð4:3Þ
where coefficients of this linear combination are given by
integers CY1;Y2;…;Yp [labeled by partitions (Y1;…; Yp) of n]
multiplied by αpϵ−p2 . In what follows, by the rank of an
expression of the form (4.3) we understand the sum of
exponents of singular terms 1x−zai
. In particular, the rank of
(4.3), with
P
iYi ¼ n, is equal to n. We also define a rank
of a linear combination of the terms of the form (4.3) as the
largest rank of all terms involved in this combination; the
terms with the largest rank in this combination are also
referred to as the most singular terms.
On the other hand we consider the loop equation for the
α=β-deformed matrix integral written in the form (3.55),
where Tþðy; xÞ is given in (3.53). This loop equation
depends on a parameter y, therefore expanding it in powers
of y we obtain an infinite set of constraint equations. Let us
introduce
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TðkÞþ ðxÞ ¼
ð−1Þk
ðk − 2Þ!
∂k−2
∂yk−2 Tþðy; xÞjy¼x; k ≥ 2; ð4:4Þ
in terms of which an infinite number of constraints can be
written in the form
hTðkÞþ ðxÞψ insα ðxÞi ¼ 0: ð4:5Þ
Furthermore, we consider additional constraints that arise
from acting with higher order loop insertion operators ∂ðkÞVðxÞ
[introduced in (3.32)] on (4.5)
ð∂ð1ÞVðxÞÞk1ð∂ð2ÞVðxÞÞk2    ð∂ðpÞVðxÞÞkphTðkÞþ ðxÞψ insα ðxÞi ¼ 0: ð4:6Þ
From the representation of Tþðy; xÞ given in the last line of
(3.53), as well as the action of the higher order loop
insertion operators given in (3.33) and (3.34), it follows
that (4.6) can be expressed as the expectation value of
expressions that involve terms of the form (4.3) withP
iYi ≤ kþ
Pp
i¼1 iki, and other terms that involve deriv-
atives of the matrix model potential. Let us now consider a
linear combination of the form
Xn−2
p¼0
X
μ1≥μ2≥…≥μp≥0
μ1þþμp¼p
cμ1;μ2;…;μp∂ðμ1ÞVðxÞ∂ðμ2ÞVðxÞ   ∂ðμpÞVðxÞTðn−pÞþ ðxÞψ insα ðxÞ;
ð4:7Þ
with coefficients cμ1;μ2;…;μp . The rank of this expression is
also n. We claim that one can adjust the coefficients
cμ1;μ2;…;μp (and also α) in such a way, that the most singular
terms in (4.7) altogether reproduce (3.38). Therefore, with
such a choice of cμ1;μ2;…;μp and α, the expression (4.7) can
be written as ∂nxψ insα ðxÞ plus terms of lower rank that are
also uniquely specified. Altogether, after recalling that
expectation values of all terms in the combination (4.7)
vanish (i.e. all those terms give rise to constraint equations),
we obtain a differential equation in x of order n for various
expectation values of ψ insα ðxÞ, that also include derivatives
of the matrix model potential. Moreover, by modifying
(4.7) by further constraints of lower rank that involve
the action of ∂kxVðxÞ or ∂kxfˆðxÞ on (4.4), and adjusting
appropriately coefficients of those additional constraints,
all derivatives of the potential can be represented in terms
of time derivatives. Therefore ultimately we obtain a
time-dependent, order n differential equation in x for
hψ insα ðxÞi ¼ ψαðxÞ, which can be simply rewritten as a
time-dependent quantum curve equation for ψˆαðxÞ.
It is however not obvious that it is possible to adjust the
coefficients cμ1;μ2;…;μp and α in (4.7) to reproduce (3.38).
First of all, note that the number of coefficients cμ1;μ2;…;μp is
equal to
P
n−2
p¼0 pðpÞ, and together with an indeterminate
momentum α the combination (4.7) depends on 1þP
n−2
p¼0 pðpÞ parameters. On the other hand, there are
pðnÞ coefficients CY1;Y2;…;Yp in (3.38). We show below that
1þ
Xn−2
p¼0
pðpÞ ≥ pðnÞ; n ≥ 2; ð4:8Þ
so the number of constraint equations is sufficient to
determine CY1;Y2;…;Yp in terms of cμ1;μ2;…;μp . Moreover,
even though (4.8) is in general an inequality, in fact—
except for the terms with smaller rank—not all constraint
equations are independent, and we claim that the number of
independent constraints is precisely sufficient to adjust
indeterminates cμ1;μ2;…;μp and α in a way that reproduces
(3.38). Moreover, to adjust these indeterminates we need to
solve a system of equations which has a unique solution for
cμ1;μ2;…;μp , and several solutions for α which take form of
the degenerate momenta αr;s with rs ¼ n, given in (3.25).
This is how all degenerate momenta at a given level n arise
naturally in this construction. In the rest of this section we
illustrate the above statements in explicit examples and
construct higher level quantum curves up to level n ¼ 5.
Before we discuss explicit examples of higher level
quantum curves, let us prove that the inequality (4.8)
indeed holds (note that for n ¼ 2, 3, 4 this is the equality).
To this end consider a generating function
gðxÞ ¼
X∞
n¼2
Xn−2
p¼0
pðpÞ þ 1 − pðnÞ

xn
¼ 1
1 − x
X∞
n¼2
ðpðn − 2Þ þ pðn − 1Þ − pðnÞÞxn: ð4:9Þ
By the recurrence formula
pðnÞ ¼
X
k∈Znf0g
ð−1Þk−1p

n −
k
2
ð3k − 1Þ

¼ pðn − 1Þ þ pðn − 2Þ − pðn − 5Þ − pðn − 7Þ
þ pðn − 12Þ þ    ð4:10Þ
where pðnÞ ¼ 0 for n < 0, we see that pðn − 2Þ þ
pðn − 1Þ − pðnÞ ≥ 0. Therefore the coefficients of the
series expansion of gðxÞ around x ¼ 0 form an increasing
sequence of positive integers, and the inequality (4.8)
follows.
B. Quantum curve at level 1
In contrast to higher levels, a quantum curve at level 1
takes a very simple form. At level 1 the value of the
degenerate momentum is zero, which corresponds to r ¼
s ¼ 1 in the expression (3.25), and in this case the wave
function (3.23) reduces to the partition function (3.1),
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ψˆα¼0ðxÞ ¼ Z. In Virasoro algebra a singular vector (2.4) at
level 1 takes form L−1j0i. In matrix model representation
the partition function Z is identified with the vacuum state
j0i and Lˆ−1 ¼ ∂x, therefore the quantum curve equation at
level 1 takes form
Aˆα¼01 ψˆα¼0ðxÞ ¼ Lˆ−1ψˆα¼0ðxÞ ¼ ∂xZ ¼ 0; ð4:11Þ
which is a statement that the matrix model partition
function Z does not depend on x.
C. Quantum curves at level 2
Let us consider quantum curves at level 2. At this level
we expect to find second order differential equations for
the wave function, therefore we consider the second
derivative of ψ insα ðxÞ which takes form (3.36). Following
the construction presented in Sec. IVA we would like to
relate this expression to one (in this case) constraint
equation
hTð2Þþ ðxÞψ insα ðxÞi ¼ 0; ð4:12Þ
where
Tð2Þþ ðxÞ ¼ Tþðx; xÞ
¼ 2αþ ϵ1 þ ϵ2
ϵ2
XN
a¼1
1
ðx − zaÞ2
−
ϵ1
ϵ2
XN
a;b¼1
1
ðx − zaÞðx − zbÞ
−
2
ϵ2
XN
a¼1
V 0ðzaÞ
x − za
:
Note that the first and the second term in c1T
ð2Þ
þ ðxÞψ insα ðxÞ
combine into ∂2xψ insα ðxÞ in (3.36) if and only if
2αþ ϵ1 þ ϵ2
ϵ2
c1 ¼
2α
ϵ2
; −
ϵ1
ϵ2
c1 ¼
4α2
ϵ22
: ð4:13Þ
These equations have a solution only for c1 ¼ − 4α2ϵ1ϵ2 and
either of the two values of α
α ¼ − ϵ1
2
;−
ϵ2
2
; ð4:14Þ
and these values of α are precisely the degenerate
momenta (3.25) at level 2. With the above special values
of c1 and α, the equation c1hTð2Þþ ðxÞψ insα ðxÞi ¼ 0 can be
rewritten as

∂2x − 4αϵ1ϵ2 V
0ðxÞ∂x − 4α
2
ϵ21ϵ
2
2
fˆðxÞ

hψ insα ðxÞi ¼ 0;
for α ¼ − ϵ1
2
;−
ϵ2
2
; ð4:15Þ
where fˆðxÞ is the differential operator defined in (3.41). By
including the tree term introduced in (3.22) we obtain
differential equations for ψˆαðxÞ

∂2x − 4α
2
ϵ21ϵ
2
2
V 0ðxÞ2 − 4α
2
ϵ21ϵ
2
2
ðϵ1 þ ϵ2ÞV 00ðxÞ −
4α2
ϵ21ϵ
2
2
fˆðxÞ

ψˆαðxÞ ¼ 0; for α ¼ −
ϵ1
2
;−
ϵ2
2
: ð4:16Þ
Furthermore, using Lˆ−1 ¼ ∂x and the representation of Lˆ−2
given in (3.68), these differential equations can be rewritten
in the form of BPZ equations
Aˆα2ψˆαðxÞ¼ 0; Aˆα2 ¼ Lˆ2−1þ
4α2
ϵ1ϵ2
Lˆ−2; for α¼−
ϵ1
2
;−
ϵ2
2
;
ð4:17Þ
and the operators Aˆα2 for the above choice of α are identified
as the quantum curves we have been after. At this level, a
variant of the above calculation was originally conducted in
[2]. Note that substituting the values α ¼ − ϵ1
2
, − ϵ2
2
, the
operator Aˆα2 specializes respectively to (Lˆ
2
−1 þ b2Lˆ−2)
with b2 ¼ ϵ1ϵ2, which have form of A2;1 in (2.7) or A1;2
(with analogous form, however with b replaced by b−1),
and encode Virasoro singular vectors at level 2. Equiv-
alently, for these values of α the equations (4.17) take the
same form as BPZ equations at level 2
ðLˆ2−1 þ b2Lˆ−2ÞψˆαðxÞ ¼ 0:
D. Quantum curves at level 3
We derive now quantum curves at level 3. Recall that the
third derivative of ψ insα ðxÞ takes form (3.37). We should
relate this expression to two constraint equations (at this
level) of the form (4.6)
hTð3Þþ ðxÞψ insα ðxÞi ¼ 0;
∂ð1ÞVðxÞhTð2Þþ ðxÞψ insα ðxÞi ¼ 0; ð4:18Þ
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where
Tð3Þþ ðxÞ ¼
2ðαþ ϵ1 þ ϵ2Þ
ϵ2
XN
a¼1
1
ðx − zaÞ3
−
2ϵ1
ϵ2
XN
a;b¼1
1
ðx − zaÞ2ðx − zbÞ
−
2
ϵ2
XN
a¼1
V 0ðzaÞ
ðx − zaÞ2
;
∂ð1ÞVðxÞTð2Þþ ðxÞ ¼
XN
a¼1
1
ðx − zaÞ3
þ 2αþ ϵ1 þ ϵ2
ϵ2
XN
a;b¼1
1
ðx − zaÞ2ðx − zbÞ
þ
−
ϵ1
ϵ2
XN
a;b;c¼1
1
ðx − zaÞðx − zbÞðx − zcÞ
−
2
ϵ2
XN
a;b¼1
V 0ðzaÞ
ðx − zaÞðx − zbÞ
:
It turns out that the most singular terms in the linear
combination of these constraints
Tð3;1Þþ ðxÞψ insα ðxÞ ¼ ðc1Tð3Þþ ðxÞ þ c2∂ð1ÞVðxÞTð2Þþ ðxÞÞψ insα ðxÞ
ð4:19Þ
reproduce the right-hand side of (3.37) if and only if
c1 ¼
2α2ð2αð2αþ ϵ1 þ ϵ2Þ þ 3ϵ1ϵ2Þ
ϵ21ϵ
2
2
; c2 ¼
8α3
ϵ1ϵ
2
2
;
and for α taking one of the following values
α ¼ − ϵ1
2
;−
ϵ2
2
;−ϵ1;−ϵ2; ð4:20Þ
which are precisely the values of degenerate momenta
(3.25) at levels 2 and 3. Specializing to these values of c1,
c2 and α, the operator T
ð3;1Þ
þ ðxÞ acting on ψ insα ðxÞ can be
written as
Tð3;1Þþ ðxÞ ¼ ∂3x − 2ϵ2 V
0ðxÞ

c1
XN
a¼1
1
ðx − zaÞ2
þ c2
XN
a;b¼1
1
ðx − zaÞðx − zbÞ

þ 2
ϵ2

c1
XN
a¼1
V 0ðxÞ − V 0ðzaÞ
ðx − zaÞ2
þ c2
XN
a;b¼1
V 0ðxÞ − V 0ðzaÞ
ðx − zaÞðx − zbÞ

: ð4:21Þ
However, this expression does not yet provide the equation
that we are after—our aim is to identify a differential
equation that can be written entirely in terms of operators
represented by time derivatives. To this end we consider
Tð3;2Þþ ðxÞ ¼ Tð3;1Þþ ðxÞ −
2
ϵ2
c3V 0ðxÞTð2Þþ ðxÞ; ð4:22Þ
and realize that for c3 ¼ −4α3=ðϵ21ϵ2Þ and values of α given
in (4.20) it is possible to bring all derivatives of the
potential that arise in this expression into a form which
appears in (3.9) and (4.20). In consequence we can
represent derivatives of the potential in Tð3;2Þþ ðxÞ by means
of operators fˆðxÞ and ∂xfˆðxÞ defined in (3.41) and (3.42),
and we obtain a third order partial differential equation
Tð3;2Þþ ðxÞhψ insα ðxÞi ¼ 0; for α ¼ −
ϵ1
2
;−
ϵ2
2
;−ϵ1;−ϵ2;
ð4:23Þ
where
Tð3;2Þþ ðxÞ ¼ ∂3x − 6αϵ1ϵ2 V
0ðxÞ∂2x þ 8α
2
ϵ21ϵ
2
2
V 0ðxÞ2∂x
þ 8α
3
ϵ31ϵ
3
2
V 0ðxÞfˆðxÞ þ − c1
ϵ1ϵ2
∂xfˆðxÞ
−
c1
α
V 00ðxÞ∂x − c2
2ϵ1α
fˆðxÞ∂x: ð4:24Þ
Finally, by including the tree term introduced in (3.22), we
obtain a differential equation for ψˆαðxÞ, which can be
written as
Aˆα3ψˆαðxÞ ¼ 0; for α ¼ −
ϵ1
2
;−
ϵ2
2
;−ϵ1;−ϵ2 ð4:25Þ
where
Aˆα3 ¼ ∂3x − 4α
2
ϵ21ϵ
2
2
ðV 0ðxÞ2 þ ðϵ1 þ ϵ2ÞV 00ðxÞ þ fˆðxÞÞ∂x þ− 2α
2
ϵ31ϵ
3
2
ð2αð2αþ ϵ1 þ ϵ2Þ þ 3ϵ1ϵ2Þð2V 0ðxÞV 00ðxÞ þ ðϵ1 þ ϵ2ÞV 000ðxÞÞ
þ− 2α
2
ϵ31ϵ
3
2
ð2αð2αþ ϵ1 þ ϵ2Þ þ 3ϵ1ϵ2Þ∂xfˆðxÞ: ð4:26Þ
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Furthermore, using the representation (3.67), for values of α given in (4.20) the operator Aˆα3 can be written as
Aˆα3 ¼ Lˆ3−1 þ
4α2
ϵ1ϵ2
Lˆ−2Lˆ−1 þ
2α2
ϵ21ϵ
2
2
ð2αð2αþ ϵ1 þ ϵ2Þ þ 3ϵ1ϵ2ÞLˆ−3 ¼ Lˆ−1Aˆα2 þ
2α2
ϵ21ϵ
2
2
ð2αþ ϵ1Þð2αþ ϵ2ÞLˆ−3 ð4:27Þ
where Aˆα2 is defined in (4.17), and to write the expression in
the second line we used the relation ½Lˆ−1; Lˆ−2 ¼ Lˆ−3.
Amusingly, this identification of Aˆα3 captures simultane-
ously all singular vectors up to level 3; or equivalently,
(4.25) takes the form of BPZ equations for all degenerate
fields up to level 3. Indeed, singular vectors at level 3
correspond to values α ¼ −ϵ1; ϵ2, for which (4.27) takes
form of either A3;1 given in (2.7), or A1;3 of analogous form,
however with b replaced by b−1. On the other hand, for
α ¼ −ϵ1=2, ϵ2=2 that correspond to singular vectors at level
2, the second term in the second line of (4.27) vanishes, so
that Aˆα3 factorizes and essentially reduces to the action of
the operator Aˆα2, that indeed encodes singular vectors at
level 2, see (4.17).
We stress that the identification of the operator Aˆα3 and its
α-dependent coefficients is not restricted to our matrix
model representation—replacing Lˆ−n by abstract Virasoro
operators (2.1), we can interpret (4.27) as an (abstract)
operator that encodes all Virasoro singular vectors up to
level 3, upon the substitution of relevant values of α given
in (4.20).
E. Quantum curves at level 4
To derive quantum curves at level 4 we relate the fourth
derivative ∂4xψ insα ðxÞ, which takes form (3.38), to the
constraint equations at level 4
hTð4Þþ ðxÞψ insα ðxÞi ¼ 0; ∂ð1ÞVðxÞhTð3Þþ ðxÞψ insα ðxÞi ¼ 0;
∂ð2ÞVðxÞhTð2Þþ ðxÞψ insα ðxÞi ¼ 0; ð∂ð1ÞVðxÞÞ2hTð2Þþ ðxÞψ insα ðxÞi ¼ 0;
ð4:28Þ
where
Tð4Þþ ðxÞ ¼
2αþ 3ðϵ1 þ ϵ2Þ
ϵ2
XN
a¼1
1
ðx − zaÞ4
−
2ϵ1
ϵ2
XN
a;b¼1
1
ðx − zaÞ3ðx − zbÞ
þ − ϵ1
ϵ2
XN
a;b¼1
1
ðx − zaÞ2ðx − zbÞ2
−
2
ϵ2
XN
a¼1
V 0ðzaÞ
ðx − zaÞ3
; ð4:29Þ
∂ð1ÞVðxÞTð3Þþ ðxÞ ¼
XN
a¼1
1
ðx − zaÞ4
þ 2ðαþ ϵ1 þ ϵ2Þ
ϵ2
XN
a;b¼1
1
ðx − zaÞ3ðx − zbÞ
þ − 2ϵ1
ϵ2
XN
a;b;c¼1
1
ðx − zaÞ2ðx − zbÞðx − zcÞ
−
2
ϵ2
XN
a;b¼1
V 0ðzaÞ
ðx − zaÞ2ðx − zbÞ
; ð4:30Þ
∂ð2ÞVðxÞTð2Þþ ðxÞ ¼
XN
a¼1
2
ðx − zaÞ4
þ 2αþ ϵ1 þ ϵ2
ϵ2
XN
a;b¼1
1
ðx − zaÞ2ðx − zbÞ2
þ − ϵ1
ϵ2
XN
a;b;c¼1
1
ðx − zaÞ2ðx − zbÞðx − zcÞ
−
2
ϵ2
XN
a;b¼1
V 0ðzaÞ
ðx − zaÞðx − zbÞ2
; ð4:31Þ
and
ð∂ð1ÞVðxÞÞ2Tð2Þþ ðxÞ ¼
XN
a;b¼1
2
ðx − zaÞ3ðx − zbÞ
þ 2αþ ϵ1 þ ϵ2
ϵ2
XN
a;b;c¼1
1
ðx − zaÞ2ðx − zbÞðx − zcÞ
þ
−
ϵ1
ϵ2
XN
a;b;c;d¼1
1
ðx − zaÞðx − zbÞðx − zcÞðx − zdÞ
−
2
ϵ2
XN
a;b;c¼1
V 0ðzaÞ
ðx − zaÞðx − zbÞðx − zcÞ
: ð4:32Þ
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Now we find that ∂4xψ insα ðxÞ arises as the most singular term in a linear combination
Tð4;1Þþ ðxÞψ insα ðxÞ ¼ ðc1Tð4Þþ ðxÞ þ c2∂ð1ÞVðxÞTð3Þþ ðxÞ þ c3∂ð2ÞVðxÞTð2Þþ ðxÞ þ c4ð∂ð1ÞVðxÞÞ2Tð2Þþ ðxÞÞψ insα ðxÞ ð4:33Þ
only for a specific choice of c1, c2, c3 and c4 and, amusingly, only for specific values of α
α ¼ − ϵ1
2
;−
ϵ2
2
;−ϵ1;−ϵ2;−
3ϵ1
2
;−
3ϵ2
2
;−
ϵ1 þ ϵ2
2
¼ αr;s; 2 ≤ rs ≤ 4. ð4:34Þ
Again, these are values of all degenerate momenta (3.25) up
to level 4; in particular the value α2;2 ¼ −ðϵ1 þ ϵ2Þ=2
corresponds to the choice r ¼ s ¼ 2. To obtain an equation
for ψαðxÞ written in terms of time derivatives, we addi-
tionally consider the following combination of constraint
equations
Tð4;2Þþ ðxÞ ¼ Tð4;1Þþ ðxÞ−
2
ϵ2
V 0ðxÞðc5Tð3Þþ ðxÞ þ c6∂ð1ÞVðxÞTð2Þþ ðxÞÞ
þ 4c5
ϵ22
c7V 0ðxÞ2Tð2Þþ ðxÞ þ
2
ϵ2
c8V 00ðxÞTð2Þþ ðxÞ
þ c9
ϵ1ϵ2
fˆðxÞTð2Þþ ðxÞ; ð4:35Þ
and adjust constants c5;…; c9 in a way that brings terms of
the form (4.3) into combinations given in (3.35), (3.36) and
(3.37), and simultaneously combines derivatives of the
potential into the form (3.9) and (3.40). It turns out that it
can be achieved for a unique choice of c5;…; c9, and again
for all values of α (4.34) corresponding to degenerate
momenta up to level 4; with this choice of parameters we
obtain the fourth order partial differential equation
Tð4;2Þþ ðxÞhψ insα ðxÞi ¼ 0; for αgiven in ð4.34Þ ð4:36Þ
Including the tree term introduced in (3.22), after some
algebra, this equation can be written as a time-dependent
quantum curve equation at level 4
Aˆα4ψˆαðxÞ ¼ 0; for α given in ð4.34Þ ð4:37Þ
and in terms of Aˆα2 and Aˆ
α
3 given respectively in (4.17) and
(4.27), Aˆα4 takes form
Aˆα4¼ Lˆ−1Aˆα3þ
4αðαþϵ1Þðαþϵ2Þ
ϵ1ϵ2ð5αþ3ϵ1þ3ϵ2Þ
Lˆ−2Aˆ
α
2þ−
2αð2αþϵ1Þð2αþϵ2Þðαþϵ1Þðαþϵ2Þ
ϵ31ϵ
3
2ð5αþ3ϵ1þ3ϵ2Þ
ðϵ1ϵ2Lˆ−1Lˆ−3−2ð2αþϵ1Þð2αþϵ2ÞLˆ−4Þ:
ð4:38Þ
This equation indeed specializes to the form analogous to
the structure of Virasoro singular vectors upon the sub-
stitution of values of α given in (4.34). Setting b2 ¼ ϵ1=ϵ2,
for α ¼ − 3ϵ1
2
the operator Aˆα4 takes form of the operator
A4;1 given in (2.7), and for α ¼ − 3ϵ22 we obtain an
analogous expression (with b replaced by b−1), of the
form of A1;4. Amusingly, for α ¼ α2;2 ¼ − ϵ1þϵ22 , the
operator Aˆα4 has the structure of the additional singular
vector at level 4 given by (2.8). Furthermore, for values
α ¼ −ϵ1;−ϵ2 the expression (4.38) reduces simply to
Lˆ−1Aˆ
α
3 , whose nontrivial part is given by an operator
(4.27) that encodes singular vectors up to level 3. Finally,
for α ¼ − ϵ1
2
;− ϵ2
2
the second line of (4.38) drops out, and
from the second line of (4.27) it follows that altogether
(4.38) factorizes to a form with a non-trivial factor being
simply Aˆα2, so it indeed encodes singular vectors at level 2,
see (4.17).
F. Quantum curves at level 5
To find quantum curves at level 5 we consider a linear
combination of
P
3
p¼0 pðpÞ ¼ 7 constraint equations
0 ¼ hTð5Þþ ðxÞψ insα ðxÞi ¼ ∂ð1ÞVðxÞhTð4Þþ ðxÞψ insα ðxÞi
¼ ∂ð2ÞVðxÞhTð3Þþ ðxÞψ insα ðxÞi
¼ ð∂ð1ÞVðxÞÞ2hTð3Þþ ðxÞψ insα ðxÞi ¼ ∂ð3ÞVðxÞhTð2Þþ ðxÞψ insα ðxÞi
¼ ∂ð1ÞVðxÞ∂ð2ÞVðxÞhTð2Þþ ðxÞψ insα ðxÞi
¼ ð∂ð1ÞVðxÞÞ3hTð2Þþ ðxÞψ insα ðxÞi: ð4:39Þ
It turns out that—except for the terms with smaller rank—
only 6 of these constraints are independent, therefore there
are 7 parameters that we can adjust (i.e., 6 coefficients in a
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linear combination of independent constraints and the
value of α), in order to match pð5Þ ¼ 7 coefficients
CY1;Y2;…;Yp in a derivative ∂5xψ insα ðxÞ, which takes form
(3.38). In this way we obtain a system of equations which,
as usual, has a unique solution for the coefficients in the
linear combination of constraints, and several possible
solutions for α that now take form of degenerate momenta
(3.25) up to level 5
α ¼ − ϵ1
2
;−
ϵ2
2
;−ϵ1;−ϵ2;−
3ϵ1
2
;−
3ϵ2
2
;−
ϵ1 þ ϵ2
2
;−2ϵ1;−2ϵ2 ¼ αr;s; 2 ≤ rs ≤ 5. ð4:40Þ
After some algebra, we find that the quantum curve equations at level 5 take form n
Aˆα5ψˆαðxÞ ¼ 0; for α given in ð4.40ÞAˆα5 ¼ Lˆ−1Aˆα4 þ 2δ1δ2γ4ð2Lˆ−2Aˆα3 þ γ3Lˆ−3Aˆα2Þ− 4δ2γ2γ3γ4ðδ1Lˆ−1Lˆ−4 − ðγ1 þ 3δ1ÞLˆ−5Þ
ð4:41Þ
where we denote
γ1 ¼
α2
ϵ1ϵ2
; γ2 ¼
ð2αþ ϵ1Þð2αþ ϵ2Þ
ϵ1ϵ2
;
γ3 ¼
ðαþ ϵ1Þðαþ ϵ2Þ
ϵ1ϵ2
;
γ4 ¼
ð2αþ 3ϵ1Þð2αþ 3ϵ2Þð2αþ ϵ1 þ ϵ2Þ
ϵ1ϵ2α
;
δ1 ¼
α
5αþ 3ϵ1 þ 3ϵ2
; δ2 ¼
α
7αþ 6ϵ1 þ 6ϵ2
; ð4:42Þ
while Aˆα2 , Aˆ
α
3 , and Aˆ
α
4 are given by (4.17), (4.27), and (4.38),
and using the above constants they can also be written as
Aˆα2 ¼ Lˆ2−1 þ 4γ1Lˆ−2;
Aˆα3 ¼ Lˆ−1Aˆα2 þ 2γ1γ2Lˆ−3;
Aˆα4 ¼ Lˆ−1Aˆα3 þ 4δ1γ3Lˆ−2Aˆα2 − 2δ1γ2γ3ðLˆ−1Lˆ−3 − 2γ2Lˆ−4Þ:
ð4:43Þ
Analogously as we observed in other examples, substitut-
ing α ¼ αr;s with rs ¼ 5 the operator Aˆα5 in (4.41) takes
form of an operator that encodes singular vectors at level 5,
while for rs < 5 it factorizes into operators that encode
singular vectors at lower levels.
V. DOUBLE QUANTUM STRUCTURE
AND VARIOUS LIMITS
So far we have shown how to assign an infinite number
of (time-dependent) quantum curves to a given matrix
model. In this section we discuss an interesting feature of
these quantum curves, namely the fact that they are
quantum in a double sense, and analyze corresponding
classical limits and various perturbative expansions. As we
explain in what follows, in order to consider classical limits
one should analyze normalized partition functions ΨαðxÞ
defined in (3.26), as usual for special values of momenta
α ¼ αr;s given in (3.25), and the relevant representation of
Virasoro operators (3.70).
The double quantum character of quantum curves has to
do with the presence of two parameters, gs and b2 ¼ −β.
First, as usual in the context of matrix models, quantum
curves can be interpreted as arising from quantization of a
classical spectral curve. In particular, such an interpretation
is well known [1] for quantum curves that we identify at
level 2. In this case the quantum parameter (the Planck
constant) is identified with gs, or equivalently with 1=N in
the large N (’t Hooft) limit. Quantum curves can then be
written as Aˆ ¼ Aˆðxˆ; yˆÞ in terms of operators xˆ ¼ x and yˆ ∼
gs∂x that satisfy the relation ½yˆ; xˆ ∼ gs. In the large N limit,
when gs → 0, the operators xˆ and yˆ become commuting
variables x and y; if in addition we set β ¼ 1, the (classical)
spectral curve (3.12) is written as Aðx; yÞ ¼ 0. Below we
show that, in an analogous way, quantum curves at higher
levels can be also interpreted as arising from quantization
of the spectral curve Aðx; yÞ ¼ 0, or more precisely of its
multiple copy. In what follows we refer to the classical limit
in the above sense as the classical ’t Hooft limit.
There is however the second quantum structure encoded
in quantum curves, related to their interpretation in con-
formal field theory. In this context, e.g. as in Liouville
theory [29,96,97], the classical limit is the limit of an
infinite central charge, which corresponds to an infinite or
zero value of the parameter b (or equivalently β). In this
limit, in the context of Liouville theory, singular vector
equations reduce to equations of motion in classical
Liouville theory, which have form of certain differential
equations written in terms of ∂x. More precisely, to relate
our framework to the classical Liouville theory one needs to
take a double scaling limit, so that apart from the limit of
the parameter b, also gs is taken to zero in such a way, that
the product β1=2gs ¼ −ϵ1 or gsβ−1=2 ¼ ϵ2 is fixed, while the
second parameter (respectively ϵ2 or ϵ1) vanishes. In terms
of ϵ1 and ϵ2 this limit is precisely the Nekrasov-Shatashvili
limit [30].
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The two quantum structures mentioned above have nice
interpretation both in the language of matrix models, as
well as in the language of Virasoro algebra. In the language
of matrix models, the first limit (leading to the classical
spectral curve) is the usual ’t Hooft large N limit, while the
second limit corresponds to very particular β ensemble,
with vanishing or infinite value of the parameter β. On the
other hand, from the viewpoint of Virasoro algebra, the
second limit is the standard classical limit considered in
Liouville theory, while the first limit (leading to the spectral
curve) is equivalent to the limit in which all Virasoro
operators Lˆ−n are set to zero for n ≥ 3, while Lˆ−1 and Lˆ−2
are set to be commuting. Such a limit has been introduced
by Feigin and Fuchs and analyzed in [27,28].
In this section we discuss the two quantum structures and
corresponding classical limits mentioned above. We also
discuss how to reconstruct wave functions and quantum
curves in a perturbative expansion in gs. Furthermore, we
analyze an expansion of the unnormalized wave functions
ψαðxÞ in the limit of large values of x, and show that from
this expansion one can extract time-dependent contribu-
tions to the matrix model partition function Z in (3.1).
A. Classical (’t Hooft) limit
In the classical ’t Hooft limit quantum curves Aˆðxˆ; yˆÞ are
expected to reduce to classical algebraic curves. In this
section we show that in this limit quantum curves at level 2
reduce to the matrix model spectral curve, while quantum
curves at higher levels reduce to classical expressions that
factorize into products of several factors, which all re-
present the underlying spectral curve. We note that in order
to take the classical (’t Hooft) limit one has to subtract
matrix model partition function Z from the wave function,
as otherwise it would result in a divergence, as follows, e.g.,
from the asymptotics (6.11). Therefore to analyze the
classical limit we need first to rewrite the quantum curve
as the equation for the normalized wave function ΨαðxÞ
defined in (3.26).
Let us consider first the quantum curves at level 2, for
β ¼ 1. From (4.16), for either value α ¼ −ϵ1=2 or −ϵ2=2,
we immediately get
ðg2s∂2x − V 0ðxÞ2 − fˆðxÞÞψˆαðxÞ ¼ 0: ð5:1Þ
To rewrite this equation as a differential equation for ΨαðxÞ
we divide it by the partition function Z and rewrite the
action of fˆðxÞ as an additional term fðxÞ under the
expectation value defining ψˆαðxÞ, as follows from (3.43).
Furthermore, using the factorization of expectation values
in the large N limit and the definition (3.9), the above
equation reduces to the classical spectral curve y2 −
V 0ðxÞ2 − fclðxÞ ¼ 0 in (3.12) by identifying y with the
classical limit of gs∂x. Note that from the representation
(3.41) we can also write
fclðxÞ ¼ − lim
ϵ1;ϵ2→0
ϵ1ϵ2
X∞
n¼0
xn∂ðnÞ logZ; ð5:2Þ
and introducing the classical limit of the Lˆ−2 operator in
(3.70)
Lˆcl−2 ¼ lim
ϵ1;ϵ2→0
ϵ1ϵ2Lˆ−2 ¼ −V 0ðxÞ2 − fclðxÞ ð5:3Þ
the classical curve (3.12) can be written as y2 þ Lˆcl−2 ¼ 0.
More generally, from the explicit form of quantum
curves at various levels determined in Sec. IV, as well as
from the asymptotics (6.9), it follows that for a quantum
curve corresponding to the momentum αr;s it is natural to
identify the quantum parameter as (the absolute value of)
ℏr;s ¼ −
ϵ1ϵ2
2αr;s
: ð5:4Þ
In particular, for quantum curves corresponding to the
values αr;1 or α1;s, the quantum parameter is identified
respectively as ℏr;1 ¼ ϵ2r−1 and ℏ1;s ¼ ϵ1s−1. It follows that for
arbitrary value of β quantum curves at level 2 also reduce in
the classical limit to the equation of the form (3.12),
however with y identified with a classical limit of ϵ2∂x
or ϵ1∂x, respectively for the quantum curves corresponding
to α2;1 and α1;2.
On a side track, note that none of the values (5.4)
reproduces ℏˆ introduced in (3.15), which was interpreted as
the Planck constant associated to another construction of a
quantum spectral curve, proposed in [31–33]. One may also
notice that keeping the dependence on ϵ1 and ϵ2 to the first
order, the classical limit of the level 2 quantum curve (4.16)
could be interpreted as y2−V 0ðxÞ2−fclðxÞþ2ℏˆV 00ðxÞ¼0.
This is similar to the Riccati equation (3.14), however
without the term involving y0ðxÞ. This is another manifes-
tation that quantum curves discussed in this paper are not
directly related to those introduced in [31–33].
Let us consider now the classical limit for quantum
curves at higher levels. Recall that quantum curves at
level n have the same structure as singular vectors (2.5)
and are represented as sums of terms of the form
Lˆ−p1Lˆ−p2    Lˆ−pk , with p1 þ    þ pk ¼ n, and with the
representation of Lˆ−p given in (3.67). Among those terms
there is always one of the form Lˆn−1 (that gives rise to the
differential equation in x of order n), and therefore, to
obtain a classical limit, the quantum curve equation needs
to be multiplied by ℏnr;s, so that ðℏr;s∂xÞn can be identified
in the limit with yn. The homogeneity of the operator Aˆαn
implies then that each Lˆ−p in the expression for the
quantum curve gets multiplied by ℏpr;s. Now note that all
Lˆ−p for p ≥ 2 are proportional to ðϵ1ϵ2Þ−1. Therefore
multiplying Lˆ−2 by ℏ2r;s and taking the limit ℏr;s → 0 gives
some finite expression, which moreover does not include
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any time derivatives. On the other hand, Lˆ−p for p ≥ 3
multiplied by ℏpr;s vanishes in the limit ℏr;s → 0, and in
consequence all summands that include at least one Lˆ−p
with p ≥ 3 in the expression for the quantum curve vanish
in the classical limit. Therefore we conclude that the
classical limit is simply the limit where Lˆ−p with p ≥ 3
are set to zero, while Lˆ−1 and Lˆ−2 are set to be commuting.
This is the limit analyzed in [27,28]. In particular in this
limit the quantum curve equations factorize—for example,
quantum curves corresponding to momenta αr;1 reduce to
0¼
Yr=2
k¼1

y2−
ð2k− 1Þ2
ðr− 1Þ2 ðV
0ðxÞ2 þfclðxÞÞ

; for r even
0¼ y
Yðr−1Þ=2
k¼1

y2−
4k2
ðr− 1Þ2 ðV
0ðxÞ2 þfclðxÞÞ

; for r odd
ð5:5Þ
with y identified with the limit of ϵ2r−1 ∂x. Note that each
factor in those expressions essentially represents the
spectral curve (3.12), with ðV0ðxÞ2 þ fclðxÞÞ term rescaled
by a simple factor. In this sense higher level quantum
curves can be interpreted as arising from quantization of a
multiple copy of the original spectral curve.
Note that classical curves at higher levels, corresponding
to momenta αr;1, can be also obtained from the recursion
relation
arþ10 ¼ 1; arþ11 ¼ ry;
arþ1qþ1 ¼ ryarþ1q þ qðr − qþ 1ÞLˆcl−2arþ1q−1; ð5:6Þ
which is ϵ2 → 0 limit of the recursion (5.15) that we discuss
in the next section, and where we defined arþ1n ¼
limϵ2→0aˆ
rþ1
n . Solving this recursion leads to the expression
for the classical curve of the form Aðx; yÞ≡ arþ1rþ1 ¼ 0,
which reproduces the result (5.5).
B. Nekrasov-Shatashvili—Classical Liouville limit
The second interesting limit to consider is the classical
limit in Liouville theory. It turns out to be equivalent to the
Nekrasov-Shatashvili limit, whereupon one of ϵ1, ϵ2
parameters is set to zero, and the other one is kept constant.
For definiteness let us choose the case ϵ1 → 0, which in
view of b2 ¼ ϵ1ϵ2 is the limit of vanishing b, which is indeed a
classical limit in Liouville theory. In terms of parameters b
and gs, in order to keep ϵ2 constant one needs to take a
double scaling limit with both of these parameters vanish-
ing with a constant ratio.
In the limit ϵ1 → 0 it is natural to consider behavior of
quantum curves and wave functions labeled by the
momenta
α ¼ αrþ1;1 ¼ −
r
2
ϵ1: ð5:7Þ
As explained earlier, we should consider wave functions
normalized by the partition function (3.26), which in the
ϵ1 → 0 limit we denote by ΨNSα ðxÞ. As follows, e.g., from
the representation (6.9), these wave functions factorize
ΨNS−r
2
ϵ1
ðxÞ≡ lim
ϵ1→0
Ψ−r
2
ϵ1ðxÞ ¼

ΨNS−1
2
ϵ1
ðxÞ

r
: ð5:8Þ
We write equations satisfied by these wave functions as
AˆNSrþ1ΨNS−r
2
ϵ1
ðxÞ ¼ 0; ð5:9Þ
where the quantum curve AˆNSrþ1 arises from the limit of (4.2)
AˆNSrþ1 ¼ lim
ϵ1→0
ϵrþ12 Z
−1Aˆ
−r
2
ϵ1
rþ1Z: ð5:10Þ
As usual this quantum curve has a structure (2.5), however
this time with Virasoro operators taking form of the ϵ1 → 0
limit of operators (3.70), which we denote as
LˆNS−n ¼ lim
ϵ1→0
ϵ1ϵ2Lˆ−n
¼ − 1ðn − 2Þ! ð∂
n−2
x ðV 0ðxÞ2Þ þ ϵ2∂nxVðxÞ
þ Fð0Þn−2ðx; ϵ2ÞÞ; ð5:11Þ
where for the deformed prepotential
Fð0Þðϵ2Þ ¼ − lim
ϵ1→0
ϵ1ϵ2 logZ ð5:12Þ
we have defined
Fð0Þk ðx; ϵ2Þ ¼
X∞
n¼k
n!
ðn − kÞ! x
n−k∂ðnÞFð0Þðϵ2Þ: ð5:13Þ
Note that Fð0Þ0 ðx; 0Þ ¼ fclðxÞ given in (5.2).
In particular in the ϵ1 → 0 limit the quantum curve
equation (4.17) at level 2 takes form
AˆNS2 ΨNS−1
2
ϵ1
ðxÞ ¼ ðϵ22∂2x þ LˆNS−2ÞΨNS−1
2
ϵ1
ðxÞ ¼ 0: ð5:14Þ
To present a quantum curve equation for ΨNS−r
2
ϵ1
ðxÞ, we
define inductively differential operators aˆrþ1q for
q ¼ 0; 1;…; rþ 1
aˆrþ10 ¼ 1; aˆrþ11 ¼ ϵ2∂x;
aˆrþ1qþ1 ¼ ϵ2∂xaˆrþ1q þ qðr − qþ 1ÞLˆNS−2 aˆrþ1q−1; ð5:15Þ
and by induction we find
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aˆrþ1qþ1ΨNS−r
2
ϵ1
ðxÞ ¼ rðr− 1Þðr− 2Þ    ðr− qÞ

ΨNS−1
2
ϵ1
ðxÞ

r−q−1
×

ϵ2∂xΨNS−1
2
ϵ1
ðxÞ

qþ1
: ð5:16Þ
It follows that the wave function ΨNS−r
2
ϵ1
ðxÞ satisfies an
ordinary differential equation of order (rþ 1), and the
corresponding quantum curve is identified as
AˆNSrþ1 ¼ aˆrþ1rþ1: ð5:17Þ
For example, in this way we obtain
AˆNS2 ¼ ϵ22∂2x þ LˆNS−2 ;
AˆNS3 ¼ ϵ32∂3x þ 4ϵ2LˆNS−2∂x þ 2ϵ2LˆNS−3 ;
AˆNS4 ¼ ϵ42∂4x þ 10ϵ22LˆNS−2∂2x þ 10ϵ22LˆNS−3∂x
þ 9ðLˆNS−2Þ2 þ 6ϵ22LˆNS−4 ;
AˆNS5 ¼ ϵ52∂5x þ 20ϵ32LˆNS−2∂3x þ 30ϵ32LˆNS−3∂2x þ 64ϵ2ðLˆNS−2Þ2∂x
þ 36ϵ32LˆNS−4∂x þ 64ϵ2LˆNS−2 LˆNS−3 þ 24ϵ32LˆNS−5 : ð5:18Þ
Note that using the Virasoro algebra ∂nxLˆNS−2 ¼ n!LˆNS−n−2,
each AˆNSrþ1 can be expressed in terms of ∂x and (derivatives
of) LˆNS−2 only. If we further identify the energy-momentum
tensor in classical Liouville theory as TðcÞ ≡ LˆNS−2 , then the
operators AˆNSrþ1 take the same form as operators imposing
differential equations for the fields e−rφ=2 in the classical
Liouville theory, as discussed in [29].
One can also consider a further limit ϵ2 → 0, whereupon
all results in this section reduce to those discussed in
Sec. VA. In particular, in such a limit the relations (5.15)
reduce to recursion relations (5.6) that encode classical
curves (5.5).
C. gs-expansion: Quantum curves
from wave functions
In Sec. VA we discussed classical ’t Hooft limit of
vanishing gs, whereupon quantum curves reduce to
classical algebraic curves. Let us discuss now how to
reconstruct quantum curves in the form of a series of
perturbative corrections in gs to the classical curve. First,
note that in general, for small values of gs, the wave
function ψˆαðxÞ normalized by the partition function Z has
the following asymptotic expansion
Ψα ¼
ψˆαðxÞ
Z
¼ exp
X∞
m¼0
gm−1s Sm

; ð5:19Þ
where Sm depend on both x and times tk. As we explain in
Sec. VI B, the coefficients Sm can be reconstructed for
example by means of the topological recursion. The precise
form of this expansion is given in (6.9); at this moment
however let us only assume, that there is a way to
reconstruct the expansion of the form (5.19). If the above
expansion is substituted to the (possibly time-dependent)
quantum curve equation it is supposed to satisfy, one can
expand this equation in powers of gs and analyze order
by order.
Such perturbative analysis can be presented in a general,
explicit form, if we assume that (5.19) satisfies a time-
independent quantum curve equation. Such circumstances
are not unexpected—in various cases, in particular for the
Gaussian and Penner models discussed in Sec. VII, one can
indeed get rid of the time dependence, and turn quantum
curve equations into ordinary differential equations in
variable x. Expanding such equations into a series in gs
one obtains a hierarchy of differential equations, which we
summarize below following [1]. In particular, as stressed in
[1], from this hierarchy one can reconstruct the form of the
operator Aˆðxˆ; yˆÞ that is supposed to annihilate the wave
function constructed as in (6.9) or, say, (6.13).
More precisely, assume that a wave function ΨαðxÞ
satisfies an equation of the form
Aˆðxˆ; yˆÞΨαðxÞ ¼ 0; ð5:20Þ
where yˆ ¼ gs∂x. Also assume that the wave function has an
asymptotic expansion of the form
ΨαðxÞ ¼ exp
X∞
m¼0
gm−1s Sm

; ð5:21Þ
where Sm ¼ SmðxÞ. Furthermore, as Aˆðxˆ; yˆÞ is an operator
expression, choose the ordering such that gs∂x are given to
the right of x, and write
Aˆðxˆ; yˆÞ ¼ Aˆ0 þ gsAˆ1 þ g2s Aˆ2 þ… ð5:22Þ
where Aˆ0 is identified with the classical curve, A0 ¼ Aˆ0 ¼
A ¼ Aðx; yÞ. Substituting (5.21) and (5.22) into (5.20) we
get a hierarchy of equations [1]
Xn
r¼0
DrAn−r ¼ 0; ð5:23Þ
where An−r are symbols of the operators Aˆn−r, and Dr are
differential operators in ∂y of degree 2r, whose coefficients
are polynomial expressions in derivatives of Sm. The
operators Dr are defined via the generating function
X∞
r¼0
grsDr¼ exp
X∞
n¼1
gnsDn

; where dn¼
Xnþ1
r¼1
SðrÞnþ1−r
r!
ð∂yÞr:
ð5:24Þ
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For example, for small values of n we find
d1 ¼
1
2
S000∂2y þ S01∂y;
d2 ¼
1
6
S0000 ∂3y þ 12 S
00
1∂2y þ S02∂y;
d3 ¼
1
4!
Sð4Þ0 ∂4y þ 13! S
000
1 ∂3y þ 12 S
00
2∂2y þ S03∂y;
where we denote ∂x derivatives by a prime. It follows that
D0 ¼ 1;
D1 ¼
S000
2
∂2y þ S01∂y;
D2 ¼
ðS000Þ2
8
∂4y þ 1
6
ðS0000 þ 3S000S01Þ∂3y
þ 1
2
ðS001 þ ðS01Þ2Þ∂2y þ S02∂y:
In consequence, the first equation (at order g0s) in
the hierarchy is simply the classical curve equation
A ¼ Aðx; yÞ ¼ 0, at the order g1s we find an equation
S000
2
∂2y þ S01∂y

Aþ A1 ¼ 0; ð5:25Þ
and equations at higher orders of gs take form (5.23).
To sum up, if the quantum curve Aˆðxˆ; yˆÞ is known, the
hierarchy (5.23) can be used to determine (5.21) order by
order; vice versa, if Sm are known—for example from the
topological recursion, as in (6.9) or (6.13)—one can
perturbatively reconstruct the operator Aˆðxˆ; yˆÞ.
D. x-expansion: Partition functions
from quantum curves
So far in this section we subtracted the matrix model
partition function Z from the wave function and considered
the normalized expressions ΨαðxÞ, and corresponding
quantum curves, in various limits. It is however also useful
to consider the unnormalized wave function ψαðxÞ in yet
another limit, namely the limit of large x—as we discuss
now, in this way one can reconstruct the form of time-
dependent contributions to the partition function Z.
As follows from the definition (3.20), the leading
dependence on x in the large x limit takes the form
ψαðxÞ ∼ x−
2αN
ϵ2 Z ¼ x 4μαϵ1ϵ2Z: ð5:26Þ
Taking into account subleading corrections in negative
powers of x, we can write
ψαðxÞ ¼ exp

4μα
ϵ1ϵ2
log xþ
X∞
k¼0
Skx−k

; ð5:27Þ
where Sk depends now on gs and times tk (and possibly β).
Assuming that this wave function is annihilated by a certain
time-dependent quantum curve, one can analyze such an
equation order by order in x. As ψαðxÞ is not normalized by
Z, this partition function must be entirely encoded in the
term S0, and from the knowledge of the time-dependent
equation satisfied by ψαðxÞ one can extract time-dependent
information contained in Z. We illustrate how to reconstruct
the partition function in this way in the example of the
Penner model in Sec. VII C. For detailed discussion of this
point see also [98].
VI. QUANTUM CURVES AND THE (REFINED)
TOPOLOGICAL RECURSION
In Sec. IV we derived a general form of quantum curves
(4.2), i.e., differential operators that annihilate wave func-
tions ψˆαðxÞ, from the analysis of loop equations for the
α=β-deformed matrix integral. On the other hand, it is
known that for α ¼ α1;2 or α ¼ α2;1, the gs expansion of the
expectation value ψˆαðxÞ can be reconstructed by means of
the topological recursion, both in the unrefined [1] and
refined [63] case. In this section we explain how to
reconstruct the wave functions ψαðxÞ in (3.20) [or equiv-
alently ψˆαðxÞ] in the gs expansion for all values α ¼ αr;s in
(3.25). The topological recursion is also the main tool in
this process.
Before discussing how wave functions can be recon-
structed, in this section (together with relevant appendices)
we first summarize and present a few new results within the
formalism of refined topological recursion. In particular
we present a detailed analysis of the one-cut case, which in
the presence of the β-deformation is already quite non-
trivial. We believe that this summary will be useful for all
readers interested in various applications of the topological
recursion—while some results presented here can be also
found elsewhere in literature [12,31–37], we find it useful
to assemble them in one place.
After summarizing the formalism of refined topological
recursion we explain how it can be used to reconstruct wave
functions ψαðxÞ at arbitrary levels, in principle for arbitrary
algebraic curves. In addition, we realize that one can define
wave functions in various ways, by making different
choices of reference points in their defining integrals. In
consequence, for a given model one can introduce different
quantum curves corresponding to different choices of the
reference point. We discuss two choices of such reference
points—at infinity, which leads to the results we presented
earlier, and as a conjugate point, which leads to the results
discussed in mathematical literature. It is desirable to study
this issue, and perhaps even larger families of quantum
curves parametrized by various reference points, in more
detail.
The general formalism presented in this section will be
employed in the analysis of a few matrix models with
specific potentials in Sec. VII.
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A. Topological recursion—the idea
and main ingredients
The topological recursion, also referred to as the Eynard-
Orantin recursion, is a formalism that assigns the so called
symplectic invariants and multiresolvents to a given alge-
braic curve [13]. In case such an algebraic curve arises as a
spectral curve of some matrix model, the symplectic
invariants in question are identified with the coefficients
of the large N expansion of the free energy, i.e., the
logarithm of the partition function of this matrix model,
and multiresolvents have an explicit definition as certain
matrix model expectation values. Indeed, originally the
topological recursion was found in the analysis of matrix
models [10,11], and only subsequently was it reinterpreted
and generalized by Eynard and Orantin to the realm of
arbitrary algebraic curves [13]. In addition also the refined
version of the topological recursion was introduced, by
reformulating and generalizing the analysis of loop equa-
tions for β-deformed matrix models [12,31–33].
In this brief section we present the main idea and general
features of this formalism; more details are discussed in the
following sections. As in this paper we primarily work with
matrix models, the summary below is also presented from
this viewpoint, whereupon the topological recursion arises
as a relation between certain expectation values. The reader
should however bear in mind that, more generally, the
recursion can be regarded as a procedure that to a given
curve assigns free energies and multiresolvents, which have
many nice properties.
To start with, for the β-deformed matrix model (3.1) we
define connected h-point differentials
Whðx1;…; xhÞ ¼ βh=2
Yh
i¼1
XN
a¼1
dxi
xi − za
ðcÞ
; ð6:1Þ
where hOiðcÞ denotes the connected part of the normalized
expectation value hOi=Z. In the large N limit (3.4), the
h-point differential has an asymptotic expansion
Whðx1;…;xhÞ¼
X∞
g;l¼0
ℏ2g−2þhþlγlWðg;hÞl ðx1;…;xhÞ; ð6:2Þ
where
γ ¼ β1=2 − β−1=2 ¼ −Q: ð6:3Þ
A crucial role in the formalism of the topological
recursion is played by Wðg;hÞl introduced in (6.2), also
referred to as multiresolvents. First, we can write the leading
differential (disk contribution) as Wð0;1Þ1 ¼ ωðxÞdx, where
the resolvent ωðxÞ was introduced in (3.7); via (3.11) this
differential encodes the spectral curve y ¼ yðxÞ of a matrix
model, which can be written as in (3.12), or equivalently
(6.19) below. Other multidifferentials Wðg;hÞl satisfy [for an
appropriate range of ðg; h;lÞ] the recursion relations (6.38)
that give name to the topological recursion formalism.
These recursion relations arise as a nontrivial reformulation
of loop equations generalizing the loop equation discussed
in Sec. III A, see [31–33]. Moreover, Wðg;hÞl determine
(stable) free energies of the matrix model. Indeed, in the
limit (3.4) the free energy (i.e. the logarithm of the partition
function Z) has the asymptotic expansion
F ¼ logZ ¼
X∞
g;l¼0
ℏ2g−2þlγlFg;l; ð6:4Þ
and stable free energies, i.e., coefficients Fg;l for
2 − 2g − l < 0, can be determined as
Fg;l ¼
1
2 − 2g − l
I
A
1
2πi
ΦðzÞWðg;1Þl ðzÞ; ð6:5Þ
where the integration contourA is defined below (6.19) and
ΦðzÞ is defined by
Φ0ðzÞ ¼ − 1
2
yðzÞ: ð6:6Þ
Unstable free energies, i.e. F0;0; F0;1; F1;0 and F0;2, need to
be determined separately, and we present their detailed
expressions in Appendix A.
The topological recursion was formulated first in unre-
fined limit β ¼ 1 [13], and in this case various simplifi-
cations arise. In particular, in this limit we get γ ¼ 0 in
(6.3), and in consequence multidifferentials and free
energies in (6.2) and (6.4) get contributions only from
l ¼ 0 sector
Whðx1;…; xhÞ ¼
X∞
g¼0
ℏ2g−2þhWghðx1;…; xhÞ;
F ¼
X∞
g¼0
ℏ2g−2Fg; for β ¼ 1; ð6:7Þ
where Wgh ¼ Wðg;hÞ0 and Fg ¼ Fg;0. For β ¼ 1 also the
recursion relations (6.38) simplify—in particular integrals
they contain are replaced by the evaluation of certain
residues, and the derivative term in the third line of
(6.38) drops out.
B. Wave functions and quantum curves
for various reference points
The main object of interest in this paper is the wave
function ψˆαðxÞ satisfying the quantum curve equation. This
wave function can be thought of as a generalization of a
determinant expectation value in β ¼ 1 matrix model
MASAHIDE MANABE and PIOTR SUŁKOWSKI PHYSICAL REVIEW D 95, 126003 (2017)
126003-28
hdetðx −MÞi ¼ 1ð2πÞNN!
Z
DM detðx −MÞe−1ℏTrVðMÞ
ð6:8Þ
where the integral is performed over an ensemble of
Hermitian matrices M. This determinant expectation value
plays an important role in matrix models and related topics:
for example, in integrable systems it represents the Baker-
Akhiezer function [49], and in topological string theory it
encodes partition function of a topological brane [1,3].
The wave functions ψˆαðxÞ that we consider in this paper
are two-parameter deformations of (6.8). One of these
deformations is the β-deformation of a matrix model. As
the second deformation we introduce the parameter α, which
appears in the exponent of the determinant insertion. In the
undeformed case and for α ¼ α1;2, the gs expansion of the
wave functionwas presented, e.g., in [1]. It is straightforward
to generalize it to arbitrary values of α and β. Including the
classical piece given by the potential VðxÞ, the asymptotic
expansion of the wave function given in (3.23), normalized
by the partition function Z in (3.1), takes the form
log ψˆαðxÞZ ¼ − 2αϵ1ϵ2 VðxÞ þ
P∞
h¼1
1
h!

− 2αgs

h R
x
∞   
R
x
∞Whðx01;…; x0hÞ
¼P∞g;l¼0;h¼1 ð−1Þgþlþh−1h! 22−2g−lαhðϵ1ϵ2Þg−1ðϵ1 þ ϵ2ÞlFðg;hÞl ðx;…; xÞ
ð6:9Þ
where we have defined
Fðg;hÞl ðx1;…; xhÞ ¼
Z
x1
∞
  
Z
xh
∞
Wðg;hÞl ðx01;…; x0hÞ
−
1
2
VðxÞδg;0δh;1δl;0: ð6:10Þ
From our perspective the fact that the wave function ψˆαðxÞ
is determined in this way by multidifferentials Wðg;hÞl is the
main reason to consider the latter ones, and so unavoidably
the recursion relations they satisfy. Furthermore, several
comments are in order.
First, note that from the expansions (6.4) and (6.9) we get
the following asymptotic behavior
log ψˆαðxÞ ¼ −
4
ϵ1ϵ2
F0;0 þOðg−1s Þ;
log
ψˆαðxÞ
Z
¼ 4α
ϵ1ϵ2
Fð0;1Þ0 ðxÞ þOðg0sÞ: ð6:11Þ
Second, note that setting α ¼ α1;nþ1 ¼ −nϵ2=2, taking
the unrefined limit β ¼ 1, and ignoring the potential factor,
the expansion (6.9) reduces to
ψβ¼1;nðxÞ
¼ Zβ¼1 exp
 X∞
g¼0;h¼1
nh
h!
ℏ2g−2þh
Z
x
∞
  
Z
x
∞
Wghðx01;…;x0hÞ

;
ð6:12Þ
where Zβ¼1 is β ¼ 1 limit of the partition function Z, and
Wgh are introduced in (6.7). For n ¼ 1 this expression
indeed reproduces (at least for the genus zero spectral
curve) the expansion of the determinant expectation value
(6.8), for a detailed derivation see, e.g., [1]. Moreover, as
discussed in [1], the expansion (6.12) for n ¼ 1 is supposed
to be annihilated by the quantum curve that in our
formalism arises at level 2. This is consistent with the
statement that for the value of α ¼ −ϵ2=2 we get the
quantum curve at level 2, as shown in Sec. IV C. More
generally, for arbitrary positive n, the expression (6.12)
reproduces β ¼ 1 limit of the wave function corresponding
to a singular vector at level (nþ 1). Also note, that for the
choice α ¼ −ϵ1=2 in (6.9) (corresponding to the second
singular vector at level 2), in the unrefined limit the wave
function can be represented as the expectation value of
the inverse of the determinant hdetðx −MÞ−1i, which in
the context of topological string theory represents an
antibrane.
Third, a crucial subtlety in the expression (6.9) is the
choice of the reference point of the integration [i.e., the
lower limit of the integrals of Whðx01;…; x0hÞ]. In (6.9) we
chose it to be a point at infinity, which has two important
features: first of all this definition makes sense in the
β-deformed case, and as we show in what follows, for such
a choice we get wave functions that are indeed annihilated
by quantum curves derived in Sec. IV.
It has been proposed that also another choice of the
reference point in the definition of the wave function, i.e.,
the conjugate point x¯ (for its precise definition see Sec. VI
C), may be suitable from some viewpoints [8,9]. More
precisely, for such a choice of the reference point, in the
unrefined limit, let us introduce the following wave function
ψ¯β¼1;nðxÞ ¼ Zβ¼1 exp
 X∞
g¼0;h¼1
nh
h!
ℏ2g−2þhF¯ðg;hÞðx;…; xÞ

;
ð6:13Þ
where, specializing to the one-cut spectral curve (6.40), we
define
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F¯ð0;2Þðx1; x2Þ ¼ log
2
x1 − x2 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðx1Þ
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃσðx2Þp ; ð6:14Þ
F¯ðg;hÞðx1;…; xhÞ ¼
1
2h
Z
x1
x¯1
  
Z
xh
x¯h
Wghðx01;…; x0hÞ
for ðg; hÞ ≠ ð0; 2Þ: ð6:15Þ
The main feature of these F¯ðg;hÞ is that their derivatives
reproduce Wgh
dx1    dxhF¯ðg;hÞðx1;…; xhÞ ¼ Wghðx1;…; xhÞ; ð6:16Þ
and they satisfy the involution condition
F¯ðg;hÞðx1;…; x¯i;…; xhÞ ¼ −F¯ðg;hÞðx1;…; xi;…; xhÞ;
i ¼ 1;…; h; ð6:17Þ
for ðg; hÞ ≠ ð0; 2Þ. More abstractly, reversing the logic,
these two conditions may be chosen as consistent defining
conditions that determine F¯ðg;hÞ. Nonetheless, the definition
of the wave function (6.13) based on these conditions has
two important drawbacks. First, it cannot be generalized to
the β-deformed case, i.e., in the β-deformed model the
condition (6.16) does not hold. Second, (6.13) is incon-
sistent with the form of (i.e., it is not annihilated by) the
quantum curves derived in Sec. IV. However, in genus zero
examples we will show that there exists another quantum
curve that annihilates (6.13). Moreover, we also show that
(at least in genus zero examples that we consider), the wave
functions (6.12) and (6.13) at level (nþ 1) are related by a
simple shift of the ’t Hooft coupling μ
ψβ¼1;nðxÞjμ→μ−nℏ
2
¼ ψ¯β¼1;nðxÞ: ð6:18Þ
To sum up, the following picture arises. From the refined
topological recursion one can reconstruct the asymptotic
expansion of the wave function ψˆαðxÞ defined in (3.23),
choosing the infinity as the reference point in integrals in
(6.9). This wave function, for specific values of α corre-
sponding to singular vectors (3.25), is annihilated by
quantum curves determined in Sec. IV. Moreover, in the
unrefined case β ¼ 1, one can introduce another quantum
curve, that annihilates wave functions defined via integrals
with different (i.e., the conjugate) reference points and
satisfying conditions (6.16) and (6.17).
In Sec. VII we will illustrate various examples of wave
functions and quantum curves, reconstructed as explained
above. However, prior to that, in the rest of this section we
provide more details and some new results concerning the
refined version of the topological recursion.
C. More (refined) details
We present now more details about the refined version of
the topological recursion. Its crucial ingredient is the
spectral curve introduced in (3.12), i.e., an algebraic curve
that in the unrefined case encodes distribution of eigen-
values of a matrix model. In the following, we assume that
the spectral curve has s cuts and takes form
yðxÞ ¼ MðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðxÞ
p
;
σðxÞ ¼
Y2s
i¼1
ðx − qiÞ; MðxÞ ¼ c
Yf
i¼1
ðx − αiÞmi ; ð6:19Þ
where MðxÞ is called the moment function. The spectral
curve is a Riemann surface that consists of two sheets, so
that two values yðxÞ are assigned to a given x. The first
sheet, also called the physical sheet, is defined by the
condition ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðxÞ
p ≃
x→∞
xs; ð6:20Þ
and the second sheet is characterized byﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðxÞ
p ≃
x→∞
− xs: ð6:21Þ
For a point x in the physical sheet, the corresponding point
in the second sheet is called a conjugate point and it is
denoted by x¯. It follows that
yðx¯Þ ¼ −yðxÞ;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðx¯Þ
p
¼ −
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðxÞ
p
; Mðx¯Þ ¼MðxÞ:
ð6:22Þ
The two sheets meet at 2s points qi called branch points,
characterized by the condition q¯i ¼ qi. Pairs of branch
points form components of the branch cut D ¼ ⋃si¼1Di,
Di ¼ ½q2i−1; q2i, of the spectral curve. Let A ¼ ⋃si¼1Ai
denote the counterclockwise contour surrounding the
branch cut. The branch points qi can be then determined
by 2s conditions
ðiÞ asymptotic condition∶I
A
dz
2πi
zkV 0ðzÞﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðzÞp ¼ 2μδk;s; k ¼ 0; 1;…; s; ð6:23Þ
ðiiÞ filling fraction∶I
Ai
yðzÞdz¼−4πiβ1=2ℏNi; i¼ 1;…;s−1; ð6:24Þ
where Ni denotes the number of eigenvalues in the branch
cutDi; note that
P
s
i¼1Ni ¼ N. In what follows we analyze
in detail, in particular, the one-cut (s ¼ 1) case, where σðxÞ
takes form
MASAHIDE MANABE and PIOTR SUŁKOWSKI PHYSICAL REVIEW D 95, 126003 (2017)
126003-30
σðxÞ ¼ ðx − aÞðx − bÞ: ð6:25Þ
Let us provide now detailed expressions for the
multidifferentials Wðg;hÞl introduced in (6.2). First, the disk
differential is given by [10,99–101] (see also a review
[102])
Wð0;1Þ0 ðxÞ ¼
1
2
I
A
dλ
2πi
V 0ðλÞ
x − z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðxÞ
σðzÞ
s
dx; ð6:26Þ
and it encodes the spectral curve y ¼ yðxÞ in a way already
presented in (3.11), i.e.
Wð0;1Þ0 ðxÞ ¼
1
2
ðV 0ðxÞ − yðxÞÞdx: ð6:27Þ
The leading differential (annulus contribution) in the
asymptotic expansion (6.2) for h ¼ 2 is given by [10]
Wð0;2Þ0 ðx1; x2Þ ¼ Bðx1; x2Þ −
dx1dx2
ðx1 − x2Þ2
; ð6:28Þ
where the Bergman kernel Bðx1; x2Þ is a bilinear differ-
ential with no pole except x1 ¼ x2, and defined by the
conditions:
ðiÞ Bðx1; x2Þ ∼
x1→x2
dx1dx2
ðx1 − x2Þ2
þ ðregular termsÞ
ðiiÞ
I
x2∈Ai
Bðx1; x2Þ ¼ 0; i ¼ 1;…; s − 1: ð6:29Þ
In the one-cut case (6.25) the Bergman kernel is given by
Bðx1; x2Þ ¼
dx1dx2
2ðx1 − x2Þ2
×

1þ x1x2 −
1
2
ðaþ bÞðx1 þ x2Þ þ abﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðx1Þσðx2Þ
p :
ð6:30Þ
The subleading differential (Möbius strip contribution)
in the ℏ expansion (6.2), for h ¼ 1, is given by [11,12,35]
Wð0;1Þ1 ðxÞ ¼
I
A
1
2πi
dSðx; zÞ
yðzÞ
∂
∂zW
ð0;1Þ
0 ðzÞ: ð6:31Þ
Here dSðx1; x2Þ is the third type differential which is a
1-form in x1 and a multivalued function of x2, defined by
the conditions:
ðiÞ dSðx1; x2Þ ∼
x1→x2
dx1
x1 − x2
þ reg:;
ðiiÞ dSðx1; x2Þ ∼
x1→x¯2
−
dx1
x1 − x2
þ reg:;
ðiiiÞ
I
x2∈Ai
dSðx1; x2Þ ¼ 0; i ¼ 1;…; s − 1; ð6:32Þ
where “reg.” denotes regular (nonsingular) terms, and x¯2 is
the conjugate point. Assuming the analyticity of V 00ðxÞ
inside A, from (6.27) one obtains
Wð0;1Þ1 ðxÞ ¼ −
1
2
I
A
dz
2πi
y0ðzÞ
yðzÞ dSðx; zÞ: ð6:33Þ
In the one-cut case (6.25), the third type differential (6.32)
is given by
dSðx1; x2Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðx2Þ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðx1Þ
p dx1
x1 − x2
; ð6:34Þ
and an explicit formula for the Möbius strip differential
(6.33) takes form [35]
Wð0;1Þ1 ðxÞ¼−
dyðxÞ
2yðxÞþ
dx
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðxÞp
	
1þ
Xf
i¼1
mi

1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðαiÞ
p
x−αi


:
ð6:35Þ
The multidifferentials Wð0;1Þ0 ðxÞ, Wð0;2Þ0 ðx1; x2Þ, and
Wð0;1Þ1 ðxÞ presented above can be thought of as initial
conditions for the refined recursion relations. To present
these relations it is convenient to define
Wð0;1Þ0 ðxÞ¼ 0;
Wð0;2Þ0 ðx1;x2Þ¼Wð0;2Þ0 ðx1;x2Þþ
dx1dx2
2ðx1−x2Þ2
;
Wðg;hÞl ðxHÞ¼Wðg;hÞl ðxHÞ for ðg;h;lÞ≠ ð0;1;0Þ;ð0;2;0Þ;
ð6:36Þ
and for amultilinear differentialfðx; x1;…; xhÞdxdx1    dxh
to denote
fðx; x1;…; xhÞdxdx1    dxh
dx
¼ fðx; x1;…; xhÞdx1    dxh:
ð6:37Þ
In terms of the data above, the statement of the refined
topological recursion [12,34,35] is that the differentials
Wðg;hÞl ðxHÞ for ðg; h;lÞ ≠ ð0; 1; 0Þ, (0,2,0), (0,1,1) satisfy
the relations:
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Wðg;hþ1Þl ðx;xHÞ¼
H
A
1
2πi
dSðx;zÞ
yðzÞdz

Wðg−1;hþ2Þl ðz;z;xHÞþ
Pg
k¼0
P
l
n¼0
P
∅¼J⊆H
Wðg−k;jJjþ1Þl−n ðz;xJÞWðk;jHj−jJjþ1Þn ðz;xHnJÞ
þdz2 ∂∂z
Wðg;hþ1Þl−1 ðz;xHÞ
dz
 ð6:38Þ
where H ¼ f1; 2;…; hg ⊃ J ¼ fi1; i2;…; ijg, and HnJ ¼
fijþ1; ijþ2;…; ihg.
In case Wðg;hÞl come from a matrix model as in (6.2), the
relations (6.38) should be understood as a theorem that
relates various expectation values. On the other hand, for a
large class of algebraic curves—not necessarily spectral
curves (6.19) of some matrix model—(6.38) can be
regarded as defining relations for multidifferentials Wðg;hÞl .
D. One-cut solution in the Zhukovsky variable
Let us present now the formalism of the refined
topological recursion in the one-cut case (6.25) with
a < b. First, we introduce the Zhukovsky variable z
xðzÞ ¼ aþ b
2
−
a − b
4
ðzþ z−1Þ: ð6:39Þ
In terms of this variable the spectral curve (6.19) takes form
yðxÞ ¼ MðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðxÞ
p
;ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðxÞ
p
¼ b − a
4
ðz − z−1Þ; ð6:40Þ
and its first and the second sheet are mapped respectively to
the outside and inside of the unit disk jzj ≤ 1, while the
branch points x ¼ a, b are mapped respectively to
z ¼ −1;þ1. For completeness, also note that
dxﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðxÞp ¼ dzz ;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðx2Þ
p
x1 − x2
¼ z1
z1 − z2
−
z1
z1 − z−12
; ð6:41Þ
and the third type differential (6.34) takes form
dSˆðz1; z2Þ≡ dSðx1ðz1Þ; x2ðz2ÞÞ
¼ dz1
z1 − z2
−
dz1
z1 − z−12
: ð6:42Þ
Furthermore, under the map (6.39) the zeros or poles αi of
the moment function MðxÞ in the spectral curve (6.19) are
mapped to 2f points s1i (so that we can assume jsij > 1),
i ¼ 1;…; f,
αiðsiÞ ¼
aþ b
2
−
a − b
4
ðsi þ s−1i Þ; jsij > 1 ð6:43Þ
and therefore
MðxÞ ¼ c
Yf
i¼1
ðx − αiÞmi
¼ c
Yf
i¼1

b − a
4
ðz − siÞðz − s−1i Þ
z

mi
: ð6:44Þ
We also define
yˆðzÞdz ¼ yðxðzÞÞdx;
Wˆðg;hÞl ðz1;…; zhÞ ¼ Wðg;hÞl ðx1ðz1Þ;…; xhðzhÞÞ; ð6:45Þ
so that in particular the annulus differential (Bergman
kernel) (6.30) and the Möbius strip differential (6.35) take
form
Wˆð0;2Þ0 ðz1; z2Þ ¼
dz1dz2
ðz1z2 − 1Þ2
; ð6:46Þ
Wˆð0;1Þ1 ðzÞ
¼

1
z
−
1
2ðz− 1Þ−
1
2ðzþ 1Þ þ
Xf
i¼1
mi

1
z
−
1
z− s−1i

dz:
ð6:47Þ
Furthermore, we introduce
Wˆð0;1Þ0 ðzÞ¼ 0;
Wˆð0;2Þ0 ðz1;z2Þ¼ Wˆð0;2Þ0 ðz1;z2Þþ
ðz21−1Þðz22−1Þdz1dz2
2ðz1− z2Þ2ðz1z2−1Þ2
;
Wˆðg;hÞl ðzHÞ¼ Wˆðg;hÞl ðzHÞ for ðg;h;lÞ≠ ð0;1;0Þ;ð0;2;0Þ:
ð6:48Þ
Using these definitions and relations, the refined topo-
logical recursion (6.38) in the Zhukovsky variable is
expressed as the following relation [36]:
Wˆðg;hþ1Þl ðz;zHÞ¼
I
~A
1
2πi
dSˆðz;ζÞ
yˆðζÞdζ Rec
ðg;hþ1Þ
l ðζ;zHÞ; ð6:49Þ
for differentials Wˆðg;hÞl ðzHÞ with ðg; h;lÞ ≠ ð0; 1; 0Þ,
(0,2,0), (0,1,1), where ~A denotes the contour surrounding
the unit disk jζj ¼ 1, and
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Recðg;hþ1Þl ðζ; zHÞ
¼ Wˆðg−1;hþ2Þl ðζ;ζ; zHÞ
þ
Xg
k¼0
Xl
n¼0
X
∅¼J⊆H
Wˆðg−k;jJjþ1Þl−n ðζ;zJÞWˆðk;jHj−jJjþ1Þn ðζ; zHnJÞ
þ dζ2
 ∂
∂ζþ
∂2ζ
∂w2
∂w
∂ζ

2

Wˆðg;hþ1Þl−1 ðζ;zHÞ
dζ
; ð6:50Þ
with w ¼ aþb
2
− a−b
4
ðζ þ ζ−1Þ and jζj > 1.
In the Zhukovsky variable the integrand of (6.49) has no
branch cut, so the integration can be expressed as the
summation of residues inside the unit disk jζj ¼ 1. In
Appendix B we write down explicitly several expressions
for Recðg;hÞl that are used in subsequent calculations.
VII. VARIOUS SPECIFIC MODELS
In this section we show that various results that we
derived so far for a general matrix model (with generic,
independent times in the potential) can be specialized to
matrix models with specific, polynomial, or logarithmic
potentials. In such cases we present explicit form of
quantum curves and wave functions at various levels,
and illustrate the use of the refined version of the topo-
logical recursion, etc. In particular, in the last example we
show how various ingredients familiar in the study of
Liouville theory or minimal models, such as relevant
representations of the Virasoro algebra or BPZ equations,
arise from the specialization of our formalism to the multi-
Penner matrix model. Also, we show that quantum curves
at level 2 take form of differential equations that define
orthogonal polynomials for a given model (in particular
Hermite polynomials for the Gaussian model, and Laguerre
polynomials for the Penner model); it would be interesting
to find a similar interpretation of solutions to higher level
quantum curve equations, and its interpretation in con-
formal field theory. Furthermore, following the discussion
in Sec. VI B, we explicitly construct different quantum
curves within the same model, for different choices of
reference points in integrals defining wave functions. Note
that even though we use the refined version of the
topological recursion only in examples with spectral curves
of genus zero, the ensuing analysis is already nontrivial. We
leave the analysis of examples with higher genus curves for
future work.
Let us also stress that one needs to be careful in
specializing our general formalism to specific matrix
models with fixed potentials: only after taking derivatives
with respect to times tn can these times be specialized to
particular values. Therefore, in general, in order to work
with quantum curves one may not be able to fix all times in
the potential. However, amusingly, in various important
cases, in particular in Penner and multi-Penner models,
various combinations of time derivatives acting on wave
functions can be expressed as derivatives with respect to x,
and in consequence time-dependent quantum curves can be
turned into time-independent ones. In such cases one can
fix all times in the potential to requisite values, and the
resulting time-independent curves are often more advanta-
geous to work with than time-dependent ones.
A. Gaussian model
As the first example we consider a β-deformed Gaussian
matrix model, i.e., the integral (3.1) with the quadratic
potential
VðxÞ ¼ 1
2
x2: ð7:1Þ
While this is the simplest matrix model that has been
analyzed thoroughly from many perspectives, it appears
that a representation of the Virasoro algebra and the higher
level quantum curves that we find below have not been
identified before. As the Gaussian model encodes a lot of
information relevant in the context of moduli spaces of
Riemann surfaces, combinatorics of graphs, string theory
models, etc., it is desirable to interpret the meaning of
higher level quantum curves associated to this model in all
those cases.
1. Virasoro algebra and quantum curves
The potential (7.1) is a specialization of (1.6) with only
one nonzero time t2 ¼ 12. Upon this specialization the
operator (3.41) simplifies and its derivatives vanish
fˆðxÞ ¼ −ϵ1ϵ2∂t0 ; ∂kxfˆðxÞ ¼ 0 for k ≥ 1; ð7:2Þ
where the action of ∂t0 is given in (3.29). It follows that
operators (3.67) [when acting on ψˆαðxÞ] take form
Lˆ−1 ¼ ∂x; Lˆ−2 ¼ − x
2 þ ϵ1 þ ϵ2 − 4μþ 2α
ϵ1ϵ2
;
Lˆ−3 ¼ −
2x
ϵ1ϵ2
; Lˆ−4 ¼ −
1
ϵ1ϵ2
; ð7:3Þ
where μ is the ’t Hooft parameter defined in (3.4), and
Lˆ−n ¼ 0 for n ≥ 5. Note that in this way we obtain an
interesting realization of a subalgebra of the Virasoro
algebra (truncated at Lˆ−5) in terms of differential operators
in one variable x; as discussed in the next section, for
polynomial potentials of higher degree in an analogous way
we obtain realization of larger Virasoro subalgebras, in
terms of differential operators in several variables.
The operators (7.3) can be used as building blocks of
higher level quantum curves acting on ψˆαðxÞ. For example,
at level 2, Eqs. (4.16) or (4.17) take the form
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ðLˆ2−1 þ b2Lˆ−2ÞψˆαðxÞ
¼

∂2x − 4α
2
ϵ21ϵ
2
2
ðx2 þ ϵ1 þ ϵ2 − 4μþ 2αÞ

ψˆαðxÞ
¼ 0; for α ¼ − ϵ1
2
;−
ϵ2
2
ð7:4Þ
As usual we use the notation b2 ¼ ϵ1ϵ2 ¼ −β, and a choice of
a sign in the exponent of b2 corresponds respectively to
the choice of α ¼ − ϵ1
2
or α ¼ − ϵ2
2
. Note that only for these
values of α the above equalities hold and the above
equation makes sense. Specializing to α ¼ − ϵ1
2
or
α ¼ − ϵ2
2
, and (for simplicity) taking unrefined limit
β ¼ 1, from (7.4) we obtain unrefined quantum curves
ðg2s∂2x − x2 þ 4μ gsÞψˆαðxÞ ¼ 0; ð7:5Þ
and then (a unique) algebraic curve in the classical limit
y2 − x2 þ 4μ ¼ 0; ð7:6Þ
with y identified with the classical limit of gs∂x.
At level 3, quantum curves (4.27) (again, for simplicity)
in the unrefined limit, take form
ðg3s∂3x − 4ðx2 − 4μ 2gsÞgs∂x þ 4gsxÞψˆαðxÞ ¼ 0; ð7:7Þ
where  corresponds respectively to the choice of
α ¼ −ϵ1;−ϵ2. In the classical limit we find an algebraic
curve which factorizes as
2yðð2yÞ2 − 4x2 þ 16μÞ ¼ 0; ð7:8Þ
which is in agreement with (5.5), and where [identifying
the Planck constant as in (5.4)] this time y represents the
classical limit of 1
2
gs∂x, while the second factor represents
nothing but the curve (7.6) found at level 2. This illustrates
the statement that the quantum curve at level 3 can be
regarded as a quantization of the classical curve.
Note that quantum curve equations at level 2 given above
are essentially equations defining Hermite polynomials,
which are orthogonal polynomials for the Gaussian model.
It would be interesting to find analogous interpretation of
solutions of higher level quantum curve equations and its
meaning in conformal field theory.
Also note, that to obtain classical curves (7.6) and (7.8),
we first need to write (7.5) and (7.7) as equations for
ΨαðxÞ ¼ ψˆαðxÞ=Z; for the Gaussian model, which has no
background dependence, this is achieved simply by divid-
ing these equations by Z. Using standard expressions for
singular vectors and the representation (7.3), it is straight-
forward to write explicit form of quantum and classical
curves at higher levels for the Gaussian model.
2. Refined free energies from the topological recursion
For the Gaussian model with the potential VðxÞ ¼ x2=2
the spectral curve (6.19) takes form
y2 ¼ x2 − 4μ; ð7:9Þ
which of course agrees with the classical limit of the
unrefined quantum curve (7.6).
For completeness, let us compute refined free energies
following the approach presented in Sec. VI D. Stable free
energies, i.e., those for χ ¼ 2 − 2g − l < 0, are computed
as (6.5) via the refined topological recursion (6.49). To this
end we need to evaluate Recðg;hÞl ðz1;…; zhÞ, which are
summarized in Appendix B. From this computation, at
various orders of χ, we get
χ¼−1∶ FG1;1 ¼−
1
24μ
; FG0;3 ¼ 0;
χ¼−2∶ FG2;0 ¼−
1
240μ2
; FG1;2 ¼
1
180μ2
; FG0;4 ¼
1
720μ2
;
χ¼−3∶FG2;1 ¼
1
240μ3
; FG1;3 ¼
1
720μ3
; FG0;5 ¼ 0;
χ¼−4∶ FG3;0 ¼
1
1008μ4
; FG2;2 ¼
11
10080μ4
;
FG1;4 ¼−
1
840μ4
; FG0;6 ¼−
1
5040μ4
:
It follows that
FGχ¼−1 ¼ γFG1;1þ γ3FG0;3 ¼−
1
24μ
ðβ1=2−β−1=2Þ¼ Fˆodd1 ðβ;μÞ;
FGχ¼−2 ¼FG2;0þ γ2FG1;2þ γ4FG0;4 ¼
1
720μ2
ðβ2−5þβ−2Þ
¼ Fˆeven2 ðβ;μÞ;
FGχ¼−3 ¼ γFG2;1þ γ3FG1;3þ γ5FG0;5 ¼
1
720μ3
ðβ3=2−β−3=2Þ
¼ Fˆodd2 ðβ;μÞ;
FGχ¼−4 ¼FG3;0þ γ2FG2;2þ γ4FG1;4þ γ6FG0;6
¼− 1
10080μ4
ðβþβ−1Þð2β2−9þ2β−2Þ
¼ Fˆeven3 ðβ;μÞ;
correctly reproducing free energies of the Gaussian model
presented in Appendix C 1.
We can find unstable free energies following the dis-
cussion in Appendix A (however due to different normali-
zation these unstable free energies take a little different
form than those given in Appendix C 1). The spectral curve
(7.9) has one cut D ¼ ½a; b with a ¼ −b ¼ −2 ﬃﬃﬃμp ,
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so that evaluating the integral in (A4) and (A6) we find
respectively
−
1
4πi
Z
b
a
dzyðzÞVðzÞ ¼ − 1
4
μ2; ξ ¼ −μþ μ log μ;
ð7:10Þ
and it follows that
FG0;0 ¼
1
2
μ2 log μ −
3
4
μ2: ð7:11Þ
Furthermore, using (A10), (A11), and (A14) we find
∂μFG0;1 ¼ 1þ 12 log μ; F
G
1;0 ¼ −
1
12
logð16μÞ;
FG0;2 ¼
1
12
logð16μÞ: ð7:12Þ
3. Quantum curves from the topological recursion
We also verified that quantum curves (7.5), (7.7) and
those level 4 (constructed following Sec. IV E) agree with
quantum curves and wave functions obtained perturbatively
from the topological recursion, as explained in Sec. VI. To
this end we constructed wave functions ψˆαðxÞ in the form
(6.9) from Wðg;hÞl to several orders in gs and up to level 4,
following details presented in Sec. VI D, and checked that
they satisfy relevant quantum curve equations. Having
constructed ψˆαðxÞ in this way, we can also reconstruct
quantum curves in the way presented in Sec. V C.
Similarly we reconstructed wave functions ψ¯β¼1;nðxÞ for
a choice of the conjugate point as a reference point (6.13),
verified that they are related to the original wave functions
via (6.18), and reconstructed perturbatively corresponding
quantum curves. In particular, the quantum curve at level 2
takes the form
ðg2s∂2x − x2 þ 4μÞψ¯β¼1;n¼1ðxÞ ¼ 0; ð7:13Þ
which agrees with the form of the Schrödinger equation
considered in [38], derived therein also based on the
definition (6.13).
B. Cubic model and higher degree matrix models
In a similar way we can analyze matrix models a
potential VðxÞ ¼Pkn¼0 tnxn, which is a polynomial of a
fixed degree k, that depends on a finite set of times
ðt0; t1; t2;…; tkÞ. For definiteness, let us consider the cubic
matrix model with the potential
V3ðxÞ ¼ t0 þ t1xþ t2x2 þ t3x3: ð7:14Þ
We find that the operator (3.41) and its derivatives, when
acting on ψˆαðxÞ, take form
fˆðxÞ ¼−8t2μ− 12t3μx− 3t3ϵ1ϵ2∂t1 þ 4αt2 þ 6αt3x;
∂xfˆðxÞ ¼ 6t3ðα− 2μÞ; ∂kxfˆðxÞ ¼ 0 for k≥ 2; ð7:15Þ
where μ is the ’t Hooft parameter defined in (3.4). It follows
that operators (3.67) take form
Lˆ−2 ¼ −
V03
2 þ V 003ðϵ1 þ ϵ2Þ þ fˆðxÞ
ϵ1ϵ2
;
Lˆ−3 ¼ −
2V 03V
00
3 þ V3000ðϵ1 þ ϵ2Þ þ 6t3ðα − 2μÞ
ϵ1ϵ2
;
Lˆ−4 ¼ −
V003
2 þ V 03V3000
ϵ1ϵ2
; Lˆ−5 ¼ −
V 003V3
000
ϵ1ϵ2
;
Lˆ−6 ¼ −
V30002
4ϵ1ϵ2
; ð7:16Þ
and as usual Lˆ0 ¼ Δα and Lˆ−1 ¼ ∂x, while Lˆ−k ¼ 0 for
k ≥ 7. In the above expressions we can also consistently set
t0, t2 and t3 to some particular value; for example, for t0 ¼
t2 ¼ 0 and t3 ¼ 1 we get
Lˆ−2 ¼ −
6ðϵ1 þ ϵ2 − 2μþ αÞxþ ðt1 þ 3x2Þ2
ϵ1ϵ2
þ 3∂t1 ;
Lˆ−3 ¼ −
6ðϵ1 þ ϵ2 − 2μþ αþ 2t1xþ 6x3Þ
ϵ1ϵ2
;
Lˆ−4 ¼ −
6ðt1 þ 9x2Þ
ϵ1ϵ2
; Lˆ−5 ¼ −
36x
ϵ1ϵ2
; Lˆ−6 ¼ −
9
ϵ1ϵ2
:
ð7:17Þ
In this way we obtain a realization of a subalgebra of
Virasoro algebra in the space of functions in two variables
ðx; t1Þ, which is truncated at Lˆ−7. Using the above
representations one can also easily write down quantum
curves at arbitrary levels, using standard formulas for
singular vectors and following the construction presented
in Sec. IV.
For more general models, restricting the potential to be a
polynomial of degree m, we obtain a realization of a
subalgebra of Virasoro algebra on a space of functions of
several variables ðx; t1; t2;…Þ that truncates at level
2mþ 1, analogously to (7.16).
C. Penner model
As the next example we consider the Penner model,
characterized by the potential
VðxÞ ¼ −x − logð1 − xÞ: ð7:18Þ
Actually, we find it useful to introduce a one-parameter
deformation of this potential
VtðxÞ ¼ −x − logð1 − txÞ; ð7:19Þ
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which corresponds to the following specialization of times
in (1.6)
t0 ¼ 0; t1 ¼ t − 1; tn ¼
tn
n
for n ≥ 2: ð7:20Þ
We will refer to the model with such a potential as the t-
deformed Penner model. Note that for the model with
t ¼ 1, after rescaling
x→ Tx; μ→ T2μ; gs → T2gs; ð7:21Þ
and taking the limit T → 0, all results presented in this
section reduce to the results for the Gaussian model.
1. Virasoro algebra and quantum curves
The t-deformed Penner model has several interesting
features. First of all, by (3.62) the Virasoro constraint
lα−1ðxÞψαðxÞ ¼ 0 can be rewritten as follows
0 ¼ lα−1ðxÞψαðxÞ ¼

−∂x þ 4μϵ1ϵ2 ðt − 1Þ þ t
2∂t

ψαðxÞ;
ð7:22Þ
where we have used ∂xVtðxÞ ¼ t − 1þ t2∂tVtðxÞ. This
constraint equation (7.22) is equivalent to
ðϵ1ϵ2ð∂x − t2∂tÞ − ðt − 1Þð4μ − 2αÞÞψˆαðxÞ ¼ 0: ð7:23Þ
This relation means that a derivative with respect to time
deformation t can be expressed in terms of x-derivative,
which is crucial for the subsequent analysis. Furthermore,
by (3.43) an analogous computation leads to the following
representation of the operator (3.41)
fˆðxÞψαðxÞ ¼
2ϵ1t2
1 − tx
XN
a¼1
ψ insα ðxÞ
1 − tza

¼ − ϵ1ϵ2t
2
1 − tx
ðt∂t þ ∂t0ÞψαðxÞ; ð7:24Þ
and similarly we find, on ψαðxÞ and ψˆαðxÞ,
∂kxfˆðxÞ ¼ − k!ϵ1ϵ2t
kþ2
ð1 − txÞkþ1 ðt∂t þ ∂t0Þ; ð7:25Þ
where the action of ∂t0 is given in (3.29). Therefore fˆðxÞ
and all its derivatives ð∂kxfˆÞðxÞ can also be written in terms
of a single derivative with respect to t, and we can take
advantage of (7.22) and (7.23) to write the action of these
operators on ψαðxÞ and ψˆαðxÞ in terms of ∂x; in particular
fˆðxÞψαðxÞ ¼ −
t
1 − tx
ðϵ1ϵ2∂x þ 4μÞψαðxÞ;
fˆðxÞψˆαðxÞ ¼ −
t
1 − tx
ðϵ1ϵ2∂x þ 4μ − 2αÞψˆαðxÞ: ð7:26Þ
It follows that all Lˆ−n operators in (3.67) become simply
ordinary differential operators in x. Therefore all higher
level quantum curves in this model, which are built out of
Lˆ−n operators, can be also expressed as ordinary differ-
ential operators in x, and become time-independent quan-
tum curves.
With the above representation of Virasoro operators,
the differential equation (4.15) for ψαðxÞ at level 2 in the t-
deformed Penner model takes form
∂2x þ 4αϵ1ϵ2
1 − tð1þ xÞ
1 − tx
∂x þ 4α
2
ϵ21ϵ
2
2
t2
1 − tx
ðϵ1ϵ2t∂t þ 4μÞ

× ψαðxÞ ¼ 0: ð7:27Þ
Using (7.22) this can be written solely using derivatives ∂x
∂2xþ 4αϵ1ϵ2
1þαt− tð1þ xÞ
1− tx
∂xþ 16μα
2
ϵ21ϵ
2
2
t
1− tx

ψαðxÞ ¼ 0:
ð7:28Þ
We also obtain the differential equation (4.16) for ψˆαðxÞ at
level 2 in the t-deformed Penner model. For α ¼ −ϵ1=2 this
equation specializes to

ϵ22∂2x þ ϵ1ϵ2t−1 − x ∂x þ −
x2 þ ð4μþ ϵ1 þ 2ð1 − t−1ÞÞx − 4μt−1 þ ð1 − t−1Þ2 − ϵ1t−1 þ ϵ1 þ ϵ2
ðt−1 − xÞ2

ψˆ−ϵ1
2
ðxÞ ¼ 0; ð7:29Þ
and for α ¼ −ϵ2=2 we get the same equation, however with
all ϵ1 and ϵ2 exchanged. To obtain the corresponding
classical curves we need to rewrite the above equation
as an equation for ΨαðxÞ ¼ ψˆαðxÞ=Z. At this stage this is
achieved simply by dividing the whole equation by Z, as we
have already got rid of all time derivatives. After setting
α ¼ −ϵ1=2 or α ¼ −ϵ2=2, in both cases the classical
unrefined limit of (7.29) can be written as
ðx − t−1Þ2y2 − ðxþ 1 − t−1Þ2 − 4μxþ 4μt−1 ¼ 0; ð7:30Þ
with y identified with the classical limit of gs∂x. For t ¼ 1
we get a classical curve for the original Penner model
ð1 − xÞ2y2 − x2 − 4μxþ 4μ ¼ 0: ð7:31Þ
Similarly one can analyze higher level quantum curves.
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We also note that quantum curve equations at level 2
given above are essentially equations defining Laguerre
polynomials, which are orthogonal polynomials for the
Penner model. As already mentioned, it would be interest-
ing to find analogous interpretation of solutions of higher
level quantum curve equations.
2. Refined free energies from the
topological recursion
We present now the use of the refined topological
recursion for the Penner model. Once we determine its
main ingredients, we present the computation of refined
free energies in this model. In the next subsection we show
that the wave functions and quantum curves for the Penner
model can also be reconstructed from the topological
recursion.
Let us consider the t-deformed Penner model with the
potential (7.19). Following the presentation in Sec. VI C,
we find that the spectral curve (6.19) of this model takes
form
yPtðxÞ ¼MPtðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σPtðxÞ
q
;
σPtðxÞ ¼ ðxþ1− t−1Þ2þ4μx−4μt−1; MPtðxÞ ¼
1
t−1−x
;
ð7:32Þ
in agreement with (7.30). Amusingly, the spectral curve for
the undeformed model
yPðxÞ ¼ MPðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σPðxÞ
p
;
σPðxÞ ¼ x2 þ 4μx − 4μ; MPðxÞ ¼
1
1 − x
; ð7:33Þ
[that agrees with (7.31)] can be obtained from (7.32)
not only by setting t ¼ 1, but also by a symplectic
transformation
x↦ x − 1þ t−1: ð7:34Þ
This means that, apart from F0;0, all free energies Fg;l
introduced in (6.4) in this model are t-independent and
agree with free energies associated to the spectral curve of
the original Penner model (7.33). It is therefore sufficient to
determine refined free energies associated to the curve
(7.33), which we denote by FPg;l. It is convenient to
normalize them, similarly as in (C16), by the free energies
in the Gaussian model FGg;l found (from the topological
recursion) in Sec. VII A 2. To this end we define
FP=Gg;l ¼ FPg;l − FGg;l; ð7:35Þ
and in the following we check that these free energies
(obtained from the refined topological recursion) are
consistent with Fevenh ðβ; μÞ and Foddh ðβ; μÞ found in [103]
and summarized in (C17) so that, in terms of
γ ¼ β1=2 − β−1=2, we can write
Fevenh ðβ; μÞ ¼
X∞
g;l¼0
gþl¼h
γ2lFP=Gg;2l;
Foddh ðβ; μÞ ¼
X∞
g;l¼0
gþl¼h
γ2lþ1FP=Gg;2lþ1: ð7:36Þ
To verify the above statement we use expressions for
Recðg;hÞl ðz1;…; zhÞ given in Appendix B, the redefinition
(6.45), and the reformulation of the refined topological
recursion given in (6.49), to determine differentials
Wðg;1Þl ðxÞ summarized in Appendix D. Stable free energies
are then computed from (6.5), and we find the following
results for (7.35)
χ¼−1∶ FP=G1;1 ¼−
μ
24ð1þμÞ ; F
P=G
0;3 ¼ 0;
χ¼−2∶ FP=G2;0 ¼
μð2þμÞ
240ð1þμÞ2 ; F
P=G
1;2 ¼−
μð2þμÞ
180ð1þμÞ2 ;
FP=G0;4 ¼−
μð2þμÞ
720ð1þμÞ2 ;
χ¼−3∶ FP=G2;1 ¼
μð3þ3μþμ2Þ
240ð1þμÞ3 ; F
P=G
1;3 ¼
μð3þ3μþμ2Þ
720ð1þμÞ3 ;
FP=G0;5 ¼ 0;
χ¼−4∶ FP=G3;0 ¼−
μð2þμÞð2þ2μþμ2Þ
1008ð1þμÞ4 ;
FP=G2;2 ¼
11μð2þμÞð2þ2μþμ2Þ
10080ð1þμÞ4 ;
FP=G1;4 ¼
μð2þμÞð2þ2μþμ2Þ
840ð1þμÞ4 ;
FP=G0;6 ¼
μð2þμÞð2þ2μþμ2Þ
5040ð1þμÞ4 ;
where we ignored μ-independent constants. From these
results we find the agreements (7.36).
Finally we determine unstable free energies, following
the discussion in Appendix A. The spectral curve (7.33) has
one cut D ¼ ½a; b with a ¼ −2 ﬃﬃﬃμp − 2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃμ2 þ μp and
b ¼ −2 ﬃﬃﬃμp þ 2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃμ2 þ μp , so evaluating the integral in
(A4) we obtain
−
1
4πi
Z
b
a
dzyðzÞVðzÞ ¼ −1
2
μ2 þ 1
4πi
Z
b
a
dzyðzÞ logð1− zÞ:
ð7:37Þ
Setting Λ ¼ 1 − ϵ, ϵ ≪ 1, from (A7) we get
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14πi
Z
b
a
dzyðzÞ logð1 − zÞ
¼ 1
4
ξþ lim
ϵ→0

Vð1 − ϵÞ −
Z
1−ϵ
b
dzyðzÞ

¼ 1
4
ðξþ ð1þ μÞ logð1þ μÞ − μ log μÞ: ð7:38Þ
From (A6) the integration constant ξ is now computed as
ξ ¼ ð1þ μÞ logð1þ μÞ þ μ log μ − 2μ; ð7:39Þ
and then the planar free energy (A4) of the Penner model is
determined as
FP0;0 ¼
1
2
ð1þ μÞ2 logð1þ μÞ − 3
4
ð1þ μÞ2
þ 1
2
μ2 log μ −
3
4
μ2 þ μþ 3
4
: ð7:40Þ
Subtracting the Gaussian contribution (7.11) we obtain the
result FP=G0;0 ¼ FP0;0 − FG0;0 that agrees with the planar free
energy given in Appendix C 2. Furthermore, computing
(A10) and subtracting the Gaussian contribution we get
∂μFP0;1 ¼ 1þ 12 log μ −
1
2
logð1þ μÞ;
γ∂μFP=G0;1 ¼ − γ2 logð1þ μÞ; ð7:41Þ
in agreement with ∂μFodd0 ðβ; μÞ given in Appendix C 2.
Finally, from (A11) and (A14)
FP1;0 ¼ −
1
12
logð16μð1þ μÞÞ;
FP0;2 ¼
1
12
logð16μð1þ μÞÞ; ð7:42Þ
so that
FP=G1;0 þ γ2FP=G0;2 ¼
−1þ γ2
12
logð1þ μÞ ð7:43Þ
coincides with Feven1 ðβ; μÞ given in Appendix C 2.
3. Quantum curves from the topological recursion
We also verified that higher level quantum curves
discussed in Sec. VII C 1, up to level 4, are consistent
with quantum curves and wave functions determined from
the topological recursion. To this end we determinedWðg;hÞl
to several orders in gs following the discussion in Sec. VI
D; from these results we constructed wave functions ψˆαðxÞ
in the form (6.9) and checked that they satisfy quantum
curve equations up to level 4. From ψˆαðxÞ obtained in this
way, quantum curves can also be reconstructed as discussed
in Sec. V C.
A modified wave function ψ¯β¼1;n¼1ðxÞ defined as in
(6.13) can be also considered via multiresolvents integrated
from the reference point identified with the conjugate point
x¯. Such a wave function should be related to the wave
function (6.12) as in (6.18) and should satisfy a modified
quantum curve equation. We confirmed that this is the case,
and found that the quantum curve at level 2 for the wave
function corresponding to x¯ reference point takes form
g2s∂2x− g
2
s
1−x
∂x−x
2þ4μx−4μ
ð1−xÞ2

ψ¯ β¼1;n¼1ðxÞ¼0: ð7:44Þ
In the Gaussian limit (7.21) this equation reduces to (7.13).
4. x-expansion of the wave function
Finally, following the discussion in Sec. V D, we
illustrate how to extract a dependence of the wave function
ψαðxÞ on x perturbatively, from the knowledge of a time-
dependent differential equation in the t-deformed Penner
model. For definiteness we choose the value α ¼ −ϵ1=2,
and assume that the wave function takes the form as in
(5.27)
ψ−ϵ1
2
ðxÞ ¼ eSðx;tÞ;
Sðx; tÞ ¼ − 2μ
ϵ2
log xþ
X∞
k¼0
SkðtÞx−k: ð7:45Þ
Substituting this form to the Eq. (7.27) we obtain a
hierarchy of differential equations for SkðtÞ, which for
k ≤ 3 take the form
0 ¼ μð1 − tÞ þ t2ℏ2S00ðtÞ;
0 ¼ μℏþ μ2
ﬃﬃﬃ
β
p
þ ℏS1ðtÞ þ tℏ2
ﬃﬃﬃ
β
p
S00ðtÞ þ t2ℏ2
ﬃﬃﬃ
β
p
S01ðtÞ;
0 ¼ 2ℏS1ðtÞ þ
ﬃﬃﬃ
β
p
S1ðtÞ þ 2μ
ﬃﬃﬃ
β
p
S1ðtÞ þ 2
ﬃﬃﬃ
β
p
S2ðtÞ
þ ℏβS00ðtÞ þ ℏtβS01ðtÞ þ ℏt2βS02ðtÞ:
Then in particular we find that the whole t-dependence of
the partition function Z of the t-deformed Penner model is
given by
Z ¼ eS0ðtÞþft-independent termsg;
S0ðtÞ ¼
μ
ℏ2

1
t
þ log t

: ð7:46Þ
This structure of the partition function can also be seen
upon the substitution of (6.11) into (7.23). Note that this
structure is in agreement with the statement that apart
from the leading free energy F0;0, all other free energies in
the t-deformed Penner model are the same as in the
undeformed model due to their invariance under symplectic
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transformation (7.34), and so the only dependence on t can
arise in the term F0;0.
D. Multi-Penner model and Liouville theory
As the last example we consider the multi-Penner model
with the potential
VðxÞ ¼
XM
i¼1
αi logðx − xiÞ: ð7:47Þ
It is well known [40,104–106] that the matrix model
partition function Z in (3.1) with this potential computes,
in minimal models or in Liouville theory, correlation
functions of (M þ 1) primary fields with momenta αi
and α∞, inserted respectively at positions xi and at infinity
on P1. The primary field at infinity can also be removed by
imposing the momentum conservation condition (7.58).
In this section we show that, more generally, various other
objects that we introduced earlier—such as the representa-
tion of Virasoro operators Lˆn, higher level quantum curves,
etc.—also reduce to familiar objects in minimal models or
in Liouville theory for the above choice of potential. In this
specialization the role of an infinite set of times tn in a
general matrix model is played by parameters xi in (7.47),
i.e. positions of operator insertions.
Before proceeding we also recall that, according to the
AGT correspondence, the model with the potential (7.47)
describes a four-dimensional N ¼ 2 SUð2ÞM−2 supercon-
formal linear quiver gauge theory [40]; in particular for
M ¼ 2 this model characterizes a theory of four free
hypermultiplets. Therefore, via this link, various results
that we present from the perspective of matrix models could
also be linked to the realm of supersymmetric gauge
theories and related topics, such as integrable models,
topological string theory, Hitchin systems, etc.
We start our analysis with the observation, that for the
choice (7.47) the potential term in the matrix model
integrand (3.1) takes form
e−
ﬃ
β
p
ℏ
P
N
a¼1 VðzaÞ ¼
YM
i¼1
YN
a¼1
ðza − xiÞ−
2αi
ϵ2 : ð7:48Þ
Amusingly, each factor in this expression corresponding to
fixed i has the same form as the insertion of (3.19) that
defines wave functions ψαðxÞ or ψˆαðxÞ. Therefore for the
potential (7.47) these wave functions can be interpreted as
effectively representing correlation functions of (M þ 2)
primary fields in the presence of an additional field at
infinity, or (M þ 1) fields once the condition (7.58) is
imposed. This immediately suggests that quantum curve
equations (4.1) in this case should reduce to differential
equations for correlation functions of a number of primary
fields, which include a distinguished field with a degenerate
momentum αr;s inserted at position x, represented by (3.19).
These are nothing but the BPZ equations, and in what
follows we show that they indeed arise from our general
formalism. Moreover, while in general these equations are
time-dependent (i.e., for multi-Penner potential they include
derivatives with respect to positions xi), in some cases we
will be able to rewrite them as time-independent equations
by taking advantage of Virasoro constraints (3.56), similarly
as we did for the Pennermodel in Sec. VII C. In particular, at
level 2 we obtain in this way familiar in minimal models or
Liouville theory hypergeometric differential equations for
four-point correlation functions.
Let us discuss how various objects introduced earlier
specialize upon the choice of potential (7.47). First, we see
that the operator fˆðxÞ in (3.41) takes the form
fˆðxÞ ¼ −ϵ1ϵ2
XM
i¼1
1
x − xi
∂xi : ð7:49Þ
In what follows it is useful to introduce an additional
normalization factor and consider the following wave
function
~ψαðxÞ ¼ ψˆαðxÞ ·
Y
i≠j
ðxi − xjÞ−
αiαj
ϵ1ϵ2 : ð7:50Þ
Then, rewriting (7.49) accordingly, the representation of
Virasoro algebra (3.67), when acting on ~ψαðxÞ, takes form
~L0 ¼ Δα; ~L−1 ¼ ∂x, and
~L−n ¼
XM
i¼1
ðn − 1ÞΔαi
ðxi − xÞn
−
1
ðxi − xÞn−1
∂xi

; for n ≥ 2:
ð7:51Þ
Amusingly, these generators coincide with well-known
expressions for Virasoro generators (2.10) acting on corre-
lation functions in conformal field theory.
Furthermore, consider the SLð2;CÞ subalgebra gener-
ated by Virasoro operators lα−1ðxÞ, lα0ðxÞ and lα1ðxÞ given
in (3.62), which for the potential (7.47) take the form
lα−1ðxÞ¼lWitt−1 ðxÞþ
XM
i¼1
lWitt−1 ðxiÞ;
lα0ðxÞ¼lWitt0 ðxÞþ
XM
i¼1
lWitt0 ðxiÞ
−
2μ
ϵ1ϵ2

2μþ ϵ1þ ϵ2−2α−2
XM
i¼1
αi

;
lα1ðxÞ¼lWitt1 ðxÞþ
XM
i¼1
lWitt1 ðxiÞþ
4μ
ϵ1ϵ2

αxþ
XM
i¼1
αixi

þ 2
ϵ2

2μþ ϵ1þ ϵ2−α−
XM
i¼1
αi
XN
a¼1
za; ð7:52Þ
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where lWittn ðxÞ ¼ −xnþ1∂x are the generators of the Witt
algebra (3.60), and as usual μ ¼ β1=2ℏN. These operators
impose the constraints (3.56)
lα−1ðxÞψαðxÞ ¼ lα0ðxÞψαðxÞ ¼ lα1ðxÞψαðxÞ ¼ 0: ð7:53Þ
Note that lα−1ðxÞ and lα0ðxÞ can be written as differential
operators, however in general it is not possible to do so for
lα1ðxÞ due to its last summand. In conformal field theory
language, the presence of this term signals the presence of a
primary field at x ¼ ∞ with the momentum
α∞ ¼ 2μþ ϵ1 þ ϵ2 − α −
XM
i¼1
αi; ð7:54Þ
and in terms of this momentum we can introduce
~lα−1ðxÞ ¼ lWitt−1 ðxÞ þ
XM
i¼1
lWitt−1 ðxiÞ;
~lα0ðxÞ ¼ lWitt0 ðxÞ þ
XM
i¼1
lWitt0 ðxiÞ − ΔðαÞ −
XM
i¼1
Δα þ Δα∞ ;
ð7:55Þ
that act on the normalized field ~ψαðxÞ in (7.50). Now, for
M ¼ 2, first two constraints in (7.53) are rewritten as
~lα−1ðxÞ ~ψαðxÞ ¼ 0 and ~lα0ðxÞ ~ψαðxÞ ¼ 0 and explicitly take
form
ððx1 − x2Þ∂x1 þ ðx − x2Þ∂x þ Δα þ Δα1 þ Δα2 − Δα∞Þ
× ~ψαðxÞ ¼ 0;
ððx2 − x1Þ∂x2 þ ðx − x1Þ∂x þ Δα þ Δα1 þ Δα2 − Δα∞Þ
× ~ψαðxÞ ¼ 0: ð7:56Þ
Using these relations we can express derivatives ∂x1 and ∂x2
in terms of ∂x, and in consequence write all the actions of
Virasoro operators ~L−n on ~ψαðxÞ simply as ordinary
differential operators in ∂x. For example
~L−2 ~ψαðxÞ ¼
	
−
X2
i¼1
1
x − xi
∂x þ
X2
i¼1
Δαi
ðx − xiÞ2
þ Δα∞ − Δα1 − Δα2 − Δαðx − x1Þðx − x2Þ


~ψαðxÞ; ð7:57Þ
while ~L−n with n > 2 can be found either by a direct
substitution of (7.56) in (7.51).
We can be also more specific and set the last term of
lα1ðxÞ in (7.52) to zero, simply by imposing the condition
2μþ ϵ1 þ ϵ2 − α −
XM
i¼1
αi ¼ 0; ð7:58Þ
which in conformal field theory is interpreted as the
momentum conservation and demanding that there is no
primary field at infinity. Taking this condition into account
and including the normalization (7.50), all three operators
(7.52) are transformed into expressions familiar in con-
formal field theory too
~lα−1ðxÞ ¼ lWitt−1 ðxÞ þ
XM
i¼1
lWitt−1 ðxiÞ;
~lα0ðxÞ ¼ lWitt0 ðxÞ þ
XM
i¼1
lWitt0 ðxiÞ − Δα −
XM
i¼1
Δα;
~lα1ðxÞ ¼ lWitt1 ðxÞ þ
XM
i¼1
lWitt1 ðxiÞ − 2Δαx − 2
XM
i¼1
Δαixi:
ð7:59Þ
In terms of these operators the constraints (7.53) take the
form ~lαj ðxÞ ~ψαðxÞ ¼ 0 for j ¼ −1, 0, 1, which implies that
three among M partial derivatives ∂xi in Virasoro gener-
ators ~L−n can be expressed in terms ∂x. In particular, for
M ¼ 2, with the momentum conservation (7.58) condition
imposed, we find that
~L−2 ~ψαðxÞ ¼
	
−
X2
i¼1
1
x − xi
∂x þ
X2
i¼1
Δαi
ðx − xiÞ2
−
Δα1 þ Δα2 þ Δα
ðx − x1Þðx − x2Þ


~ψαðxÞ: ð7:60Þ
For M ¼ 3, also imposing (7.58), the constraints
~lαj ðxÞ ~ψαðxÞ ¼ 0 for j ¼ −1, 0, 1 take the form
ððxI −xIþ1ÞðxI −xIþ2Þ∂xI þðx−xIþ1Þðx−xIþ2Þ∂xÞ ~ψαðxÞ
¼

−2Δαx−2
X3
i¼1
Δαixiþ

Δαþ
X3
i¼1
Δαi

ðxIþ1þxIþ2Þ

× ~ψαðxÞ; ð7:61Þ
where I ¼ 1, 2, 3 (mod 3), and in consequence the action of
the Virasoro generator ~L−2 can take the form
~L−2 ~ψαðxÞ ¼
	
−
X3
i¼1
1
x − xi
∂x þ
X3
i¼1
Δαi
ðx − xiÞ2
þ
X3
I¼1
ΔαI − ΔαIþ1 − ΔαIþ2 − Δα
ðx − xIþ1Þðx − xIþ2Þ


~ψαðxÞ:
ð7:62Þ
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For both (7.60) and (7.62), the actions of other generators
~L−n with n > 2, as ordinary differential operators, can be
easily obtained either by substituting the relevant con-
straints into (7.51). Note that taking the limit x3 → ∞ and
identifying α3 ¼ α∞, (7.62) reduces to (7.57), and analo-
gous statement holds for other ~L−n.
Finally we can consider specialization of our construc-
tion of quantum curves to the case of multi-Penner model,
which brings us to another amusing point. In general
quantum curves for multi-Penner model are expressed as
in (4.2), and substituting the representation of Virasoro
operators given in (7.51) we obtain differential equations
for wave functions ~ψαðxÞ which have the same form as the
original BPZ equations in conformal field theory (2.9).
Recall that these equations make sense only for momenta of
the operator (3.19) taking degenerate values α ¼ αr;s given
in (3.25). Including an additional insertion (3.19) that
defines the wave function ~ψαðxÞ itself, this wave function
is identified with a correlation function of (M þ 1) fields
with momenta α ¼ αr;s and αi, i ¼ 1;…;M, that are
parameters of the potential (7.47).
Furthermore, for M ¼ 3 quantum curves can be built
from Virasoro operators (7.62) and all other corresponding
~L−n. These quantum curves are written entirely in terms of∂x and no other derivatives, and including an additional
insertion (3.19) that defines the wave function itself, they
impose conditions on four-point functions. Therefore for
M ¼ 3 we obtain time-independent equations for four-
point functions that include a field with a degenerate
momentum. At level 2 these turn out to be hypergeometric
differential equations, and take the same form as the
original BPZ equations at level 2 in conformal field
theory [26]
ð∂2x þ b2 ~L−2Þ ~ψαðxÞ ¼ 0; ð7:63Þ
respectively for the choice of momentum α ¼ α2;1 and
α ¼ α1;2, and with ~L−2 given in (7.62). In this case ~ψαðxÞ is
identified with the four-point function of fields with
momenta α and αi for i ¼ 1, 2, 3 that are parameters of
the potential (7.47). One can also immediately write down
higher level BPZ equations, which take the form (4.1) with
actions of Virasoro operators given by (7.62) and corre-
sponding ~L−n. As usual, one can further simplify these
equations by setting x1 ¼ 0, x1 ¼ 1, and x3 ¼ ∞.
VIII. EPILOGUE
To sum up, we have come a long, albeit hopefully
enjoyable way, starting from a review of the structure of
Virasoro singular vectors and BPZ equations in conformal
field theory in Sec. II, and then in the end rederiving these
results from the multi-Penner model. From this latter
perspective all conformal field theory results arise just as
a special case of a much more general formalism that
involves matrix models with arbitrary potentials, depending
on an infinite number of times. Specializing these potentials
to various cases of interest we obtain families of quantum
curves which are in one-to-one correspondence with
singular vectors, and which can be thought of as infinite
hierarchies of, in general, partial differential equations.
These differential equations should capture interesting
information in all systems—be it topological string theory,
supersymmetric gauge theories, knot theory, moduli spaces
of Riemann surfaces, etc.—which are related to matrix
models by various dualities. We believe this information
will be fascinating to reveal.
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APPENDIX A: UNSTABLE REFINED
FREE ENERGIES
Refined free energies Fg;l are defined via the expansion
(6.4). Stable free energies, i.e. those with 2 − 2g − l < 0,
are determined from Wðg;1Þl as given in (6.5). In this
appendix we provide formulas for the remaining, unstable
free energies, i.e. Fg;l with 2 − 2g − l ≥ 0. We use the
same notation as in Sec. VI.
First, the sphere contribution to the free energy is given
by [102,107]
F0;0 ¼ −μ
Z
D
dzρðzÞVðzÞ
þ μ2
Z
D×D
dzdz0ρðzÞρðz0Þ log jz − z0j; ðA1Þ
where ρðzÞ ¼ limN→∞ 1N
P
N
a¼1 δðz − zaÞ is the eigenvalue
density which is given by
ρðzÞ ¼ 1
2πiμ
ðWð0;1Þ0 ðz − iϵÞ −Wð0;1Þ0 ðzþ iϵÞÞ
¼ 1
2πiμ
yðzÞ; z ∈ D: ðA2Þ
Using the integration of the saddle point equation in the
β-deformed eigenvalue integral (3.1)
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12μ
VðzÞ ¼
Z
D
dz0ρðz0Þ log jz − z0j − 1
2μ
ξ; z ∈ D; ðA3Þ
with the integration constant ξ which is to be fixed, one
obtains
F0;0 ¼ −
1
4πi
Z
D
dzyðzÞVðzÞ þ μ
2
ξ: ðA4Þ
In the one-cut case withD ¼ ½a; b, the integration constant
ξ can be determined by the analytic continuation of z in
(A3) to the value z ¼ −Λ < a, which gives
2μ
Z
b
a
dz0ρðz0Þ log jz − z0j
¼
Z
a
−Λ
dz0yðz0Þ þ 2μ
Z
b
a
dz0ρðz0Þ logðΛþ z0Þ: ðA5Þ
In the limit Λ → ∞ we find
ξ ¼ lim
Λ→∞
Z
a
−Λ
dzyðzÞ − Vð−ΛÞ þ 2μ logΛ

; ðA6Þ
where we assumed that the integration of yðzÞ for z < a is
well defined. Alternatively, by considering the analytic
continuation to z ¼ Λ > b and using
2μ
Z
b
a
dz0ρðz0Þ log jz − z0j
¼
Z
Λ
b
dz0yðz0Þ þ 2μ
Z
b
a
dz0ρðz0Þ logðΛ − z0Þ; ðA7Þ
we obtain
ξ ¼ lim
Λ→∞
Z
Λ
b
dzyðzÞ − VðΛÞ þ 2μ logΛ

: ðA8Þ
Second, the RP2 free energy is given by [12,34]
F0;1 ¼
1
2π
Z
D
dzjyðzÞj log jyðzÞj: ðA9Þ
In the one-cut case (6.25) with the moment function (6.19),
using ∂μyðxÞ ¼ −2=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðxÞp , one obtains [35]
∂μF0;1 ¼ 1þ log jcj þ 1
2
log

a − b
4

2
þ
Xf
i¼1
mi log
	
1
2

αi −
aþ b
2
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðαiÞ
p 

:
ðA10Þ
Third, the torus free energy is given by [108] (see also
[101] for two-cut case)
F1;0 ¼ −
1
2
log j detAj − 1
24
log
Y2s
i¼1
MðqiÞ
 − 112 log jΔðqÞj;
ðA11Þ
where
Ai;j ¼
I
Ai
zi−1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σðzÞp dz; i; j ¼ 1;…; s − 1 ðA12Þ
is the period matrix, and ΔðqÞ ¼Qi<jðqi − qjÞ2 is the
discriminant of the spectral curve.
Furthermore, the free energy F0;2 is given by [12,34] (see
also [109] for cases with a hard edge)
F0;2 ¼ −
1
8π2
I
A
dyðz0Þ
yðz0Þ
Z
D
dSðz; z0Þ log jyðzÞj
−
1
24
log
ΔðqÞY2s
i¼1
MðqiÞ2
: ðA13Þ
In the one-cut case (6.25) one can prove the following
formula [98]
F0;2 ¼−
1
2
Xf
i¼1
mi logð1− s−2i Þ−
1
2
Xf
i;j¼1
mimj logð1− s−1i s−1j Þ
þ 1
24
log jMðaÞMðbÞða−bÞ4j; ðA14Þ
where si for i ¼ 1;…; f are defined in (6.43). Note that the
Klein bottle contribution, in general given by F1;0 þ F0;2,
in the one-cut case takes the following explicit form
F1;0 þ F0;2 ¼ −
1
2
Xf
i¼1
mi logð1 − s−2i Þ
−
1
2
Xf
i;j¼1
mimj logð1 − s−1i s−1j Þ: ðA15Þ
APPENDIX B: INTEGRANDS IN THE REFINED
TOPOLOGICAL RECURSION
In this appendix we write down explicitly the integrands
Recðg;hÞl ðz1;…; zhÞ in the refined topological recursion
(6.49). In particular, these results are used in the
computation (6.5) of stable free energies Fg;l with
χ ¼ 2 − 2g − l < 0. Throughout this section we use the
notation
Dζ ¼
∂
∂ζ þ
∂2ζ
∂w2
∂w
∂ζ

2
; ðB1Þ
where w ¼ aþb
2
− a−b
4
ðζ þ ζ−1Þ with jζj > 1.
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1. Integrands at order χ = − 1
At this order we find the following results
Recð1;1Þ1 ðζÞ ¼ Wˆð0;2Þ1 ðζ; ζÞ þ 2Wˆð0;1Þ1 ðζÞWˆð1;1Þ0 ðζÞ
þ dζ2Dζ
Wˆð1;1Þ0 ðζÞ
dζ
; ðB2Þ
Recð0;1Þ3 ðζÞ¼2Wˆð0;1Þ1 ðζÞWˆð0;1Þ2 ðζÞþdζ2Dζ
Wˆð0;1Þ2 ðζÞ
dζ
; ðB3Þ
which are necessary in particular to determine the free
energies F1;1 and F0;3 with χ ¼ −1. Here Wˆð1;1Þ0 , Wˆð0;2Þ1 ,
and Wˆð0;1Þ2 are obtained from
Recð1;1Þ0 ðζÞ ¼ Wˆð0;2Þ0 ðζ; ζÞ; ðB4Þ
Recð0;2Þ1 ðζ;zÞ¼ 2Wˆð0;1Þ1 ðζÞWˆð0;2Þ0 ðζ;zÞþdζ2Dζ
Wˆð0;2Þ0 ðζ;zÞ
dζ
;
ðB5Þ
Recð0;1Þ2 ðζÞ ¼ Wˆð0;1Þ1 ðζÞ2 þ dζ2Dζ
Wˆð0;1Þ1 ðζÞ
dζ
: ðB6Þ
2. Integrands at order χ = − 2
At this order we find
Recð2;1Þ0 ðζÞ ¼ Wˆð1;2Þ0 ðζ; ζÞ þ Wˆð1;1Þ0 ðζÞ2; ðB7Þ
Recð1;1Þ2 ðζÞ ¼ Wˆð0;2Þ2 ðζ; ζÞ þ 2Wˆð1;1Þ0 ðζÞWˆð0;1Þ2 ðζÞ
þ 2Wˆð1;1Þ1 ðζÞWˆð0;1Þ1 ðζÞ þ dζ2Dζ
Wˆð1;1Þ1 ðζÞ
dζ
;
ðB8Þ
Recð0;1Þ4 ðζÞ ¼ 2Wˆð0;1Þ1 ðζÞWˆð0;1Þ3 ðζÞ þ Wˆð0;1Þ2 ðζÞ2
þ dζ2Dζ
Wˆð0;1Þ3 ðζÞ
dζ
; ðB9Þ
which determine the free energies F2;0, F1;2, and F0;4 with
χ ¼ −2. Here Wˆð1;1Þ1 , Wˆð0;1Þ3 , Wˆð1;1Þ0 , Wˆð0;1Þ2 , Wˆð1;2Þ0 , and
Wˆð0;2Þ2 are obtained from (B2), (B3), (B4), and (B6), and
Recð1;2Þ0 ðζ; zÞ ¼ Wˆð0;3Þ0 ðζ; ζ; zÞ þ 2Wˆð1;1Þ0 ðζÞWˆð0;2Þ0 ðζ; zÞ;
ðB10Þ
Recð0;2Þ2 ðζ; zÞ ¼ 2Wˆð0;1Þ2 ðζÞWˆð0;2Þ0 ðζ; zÞ
þ 2Wˆð0;1Þ1 ðζÞWˆð0;2Þ1 ðζ; zÞ
þ dζ2Dζ
Wˆð0;2Þ1 ðζ; zÞ
dζ
: ðB11Þ
In addition Wð0;3Þ0 that appears in (B10) can be obtained
from
Recð0;3Þ0 ðζ; z1; z2Þ ¼ 2Wˆð0;2Þ0 ðζ; z1ÞWˆð0;2Þ0 ðζ; z2Þ: ðB12Þ
3. Integrands at order χ = − 3
Similarly we find
Recð2;1Þ1 ðζÞ ¼ Wˆð1;2Þ1 ðζ; ζÞ þ 2Wˆð0;1Þ1 ðζÞWˆð2;1Þ0 ðζÞ
þ 2Wˆð1;1Þ0 ðζÞWˆð1;1Þ1 ðζÞ þ dζ2Dζ
Wˆð2;1Þ0 ðζÞ
dζ
;
ðB13Þ
Recð1;1Þ3 ðζÞ ¼ Wˆð0;2Þ3 ðζ; ζÞ þ 2Wˆð1;1Þ0 ðζÞWˆð0;1Þ3 ðζÞ
þ 2Wˆð1;1Þ1 ðζÞWˆð0;1Þ2 ðζÞ þ 2Wˆð0;1Þ1 ðζÞWˆð1;1Þ2 ðζÞ
þ dζ2Dζ
Wˆð1;1Þ2 ðζÞ
dζ
; ðB14Þ
Recð0;1Þ5 ðζÞ ¼ 2Wˆð0;1Þ1 ðζÞWˆð0;1Þ4 ðζÞ þ 2Wˆð0;1Þ2 ðζÞWˆð0;1Þ3 ðζÞ
þ dζ2Dζ
Wˆð0;1Þ4 ðζÞ
dζ
; ðB15Þ
which are necessary to determine the free energies F2;1,
F1;3, and F0;5 with χ ¼ −3. Here Wˆð1;1Þ1 , Wˆð0;1Þ3 , Wˆð1;1Þ0 ,
Wˆð0;1Þ2 , Wˆ
ð2;1Þ
0 , Wˆ
ð1;1Þ
2 , Wˆ
ð0;1Þ
4 , Wˆ
ð1;2Þ
1 , and Wˆ
ð0;2Þ
3 are obtained
from (B2), (B3), (B4), (B6), (B7), (B8), (B9), and
Recð1;2Þ1 ðζ; zÞ ¼ Wˆð0;3Þ1 ðζ; ζ; zÞ þ 2Wˆð1;1Þ0 ðζÞWˆð0;2Þ1 ðζ; zÞ
þ 2Wˆð1;1Þ1 ðζÞWˆð0;2Þ0 ðζ; zÞ
þ 2Wˆð0;1Þ1 ðζÞWˆð1;2Þ0 ðζ; zÞ
þ dζ2Dζ
Wˆð1;2Þ0 ðζ; zÞ
dζ
; ðB16Þ
Recð0;2Þ3 ðζ; zÞ ¼ 2Wˆð0;1Þ3 ðζÞWˆð0;2Þ0 ðζ; zÞ
þ 2Wˆð0;1Þ2 ðζÞWˆð0;2Þ1 ðζ; zÞ
þ 2Wˆð0;1Þ1 ðζÞWˆð0;2Þ2 ðζ; zÞ
þ dζ2Dζ
Wˆð0;2Þ2 ðζ; zÞ
dζ
: ðB17Þ
In particular Wˆð0;2Þ1 , Wˆ
ð1;2Þ
0 and Wˆ
ð0;2Þ
2 are obtained from
(B5), (B10), and (B11).
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4. Integrands at order χ = − 4
Finally we find
Recð3;1Þ0 ðζÞ ¼ Wˆð2;2Þ0 ðζ; ζÞ þ 2Wˆð1;1Þ0 ðζÞWˆð2;1Þ0 ðζÞ; ðB18Þ
Recð2;1Þ2 ðζÞ ¼ Wˆð1;2Þ2 ðζ; ζÞ þ 2Wˆð1;1Þ0 ðζÞWˆð1;1Þ2 ðζÞ
þ 2Wˆð2;1Þ0 ðζÞWˆð0;1Þ2 ðζÞ þ Wˆð1;1Þ1 ðζÞ2
þ 2Wˆð0;1Þ1 ðζÞWˆð2;1Þ1 ðζÞ þ dζ2Dζ
Wˆð2;1Þ1 ðζÞ
dζ
;
ðB19Þ
Recð1;1Þ4 ðζÞ ¼ Wˆð0;2Þ4 ðζ; ζÞ þ 2Wˆð1;1Þ0 ðζÞWˆð0;1Þ4 ðζÞ
þ 2Wˆð1;1Þ1 ðζÞWˆð0;1Þ3 ðζÞ þ 2Wˆð0;1Þ2 ðζÞWˆð1;1Þ2 ðζÞ
þ 2Wˆð0;1Þ1 ðζÞWˆð1;1Þ3 ðζÞ þ dζ2Dζ
Wˆð1;1Þ3 ðζÞ
dζ
;
ðB20Þ
Recð0;1Þ6 ðζÞ ¼ 2Wˆð0;1Þ1 ðζÞWˆð0;1Þ5 ðζÞ þ 2Wˆð0;1Þ2 ðζÞWˆð0;1Þ4 ðζÞ
þ Wˆð0;1Þ3 ðζÞ2 þ dζ2Dζ
Wˆð0;1Þ5 ðζÞ
dζ
; ðB21Þ
which are necessary to determine the free energies F3;0,
F2;2, F1;4, and F0;6 with χ ¼ −4. Here Wˆð1;1Þ1 , Wˆð0;1Þ3 ,
Wˆð1;1Þ0 , Wˆ
ð0;1Þ
2 , Wˆ
ð2;1Þ
0 , Wˆ
ð1;1Þ
2 , Wˆ
ð0;1Þ
4 , Wˆ
ð2;1Þ
1 , Wˆ
ð1;1Þ
3 , Wˆ
ð0;1Þ
5 ,
Wˆð2;2Þ0 , Wˆ
ð1;2Þ
2 , and Wˆ
ð0;2Þ
4 are obtained respectively from
(B2), (B3), (B4), (B6), (B7), (B8), (B9), (B13), (B14),
(B15), and
Recð2;2Þ0 ðζ; zÞ ¼ Wˆð1;3Þ0 ðζ; ζ; zÞ þ 2Wˆð1;1Þ0 ðζÞWˆð1;2Þ0 ðζ; zÞ
þ 2Wˆð2;1Þ0 ðζÞWˆð0;2Þ0 ðζ; zÞ; ðB22Þ
Recð1;2Þ2 ðζ; zÞ ¼ Wˆð0;3Þ2 ðζ; ζ; zÞ þ 2Wˆð1;1Þ0 ðζÞWˆð0;2Þ2 ðζ; zÞ
þ 2Wˆð0;1Þ2 ðζÞWˆð1;2Þ0 ðζ; zÞ
þ 2Wˆð1;1Þ1 ðζÞWˆð0;2Þ1 ðζ; zÞ
þ 2Wˆð0;1Þ1 ðζÞWˆð1;2Þ1 ðζ; zÞ
þ 2Wˆð1;1Þ2 ðζÞWˆð0;2Þ0 ðζ; zÞ
þ dζ2Dζ
Wˆð1;2Þ1 ðζ; zÞ
dζ
; ðB23Þ
Recð0;2Þ4 ðζ; zÞ ¼ 2Wˆð0;1Þ4 ðζÞWˆð0;2Þ0 ðζ; zÞ
þ 2Wˆð0;1Þ3 ðζÞWˆð0;2Þ1 ðζ; zÞ
þ 2Wˆð0;1Þ2 ðζÞWˆð0;2Þ2 ðζ; zÞ
þ 2Wˆð0;1Þ1 ðζÞWˆð0;2Þ3 ðζ; zÞ
þ dζ2Dζ
Wˆð0;2Þ3 ðζ; zÞ
dζ
: ðB24Þ
In addition Wˆð0;2Þ1 , Wˆ
ð1;2Þ
0 , Wˆ
ð0;2Þ
2 , Wˆ
ð1;2Þ
1 , Wˆ
ð0;2Þ
3 , Wˆ
ð1;3Þ
0 , and
Wˆð0;3Þ2 , which appear in the recursions (B22), (B23), and
(B24), can be obtained respectively from (B5), (B10),
(B11), (B16), (B17), and
Recð1;3Þ0 ðζ; z1; z2Þ ¼ Wˆð0;4Þ0 ðζ; ζ; z1; z2Þ
þ 2Wˆð1;1Þ0 ðζÞWˆð0;3Þ0 ðζ; z1; z2Þ
þ 2Wˆð1;2Þ0 ðζ; z1ÞWˆð0;2Þ0 ðζ; z2Þ
þ 2Wˆð1;2Þ0 ðζ; z2ÞWˆð0;2Þ0 ðζ; z1Þ; ðB25Þ
Recð0;3Þ2 ðζ; z1; z2Þ ¼ 2Wˆð0;2Þ2 ðζ; z1ÞWˆð0;2Þ0 ðζ; z2Þ
þ 2Wˆð0;2Þ2 ðζ; z2ÞWˆð0;2Þ0 ðζ; z1Þ
þ 2Wˆð0;1Þ1 ðζÞWˆð0;3Þ1 ðζ; z1; z2Þ
þ 2Wˆð0;2Þ1 ðζ; z1ÞWˆð0;2Þ1 ðζ; z2Þ
þ 2Wˆð0;1Þ2 ðζÞWˆð0;3Þ0 ðζ; z1; z2Þ
þ dζ2Dζ
Wˆð0;3Þ1 ðζ; z1; z2Þ
dζ
: ðB26Þ
Finally Wˆð0;3Þ0 , Wˆ
ð0;4Þ
0 , and Wˆ
ð0;3Þ
1 that appear in the
recursions (B25) and (B26) are obtained from (B12) and
Recð0;4Þ0 ðζ; z1; z2; z3Þ ¼ 2Wˆð0;3Þ0 ðζ; z1; z2ÞWˆð0;2Þ0 ðζ; z3Þ
þ 2Wˆð0;3Þ0 ðζ; z1; z3ÞWˆð0;2Þ0 ðζ; z2Þ
þ 2Wˆð0;3Þ0 ðζ; z2; z3ÞWˆð0;2Þ0 ðζ; z1Þ;
ðB27Þ
Recð0;3Þ1 ðζ; z1; z2Þ ¼ 2Wˆð0;2Þ1 ðζ; z1ÞWˆð0;2Þ0 ðζ; z2Þ
þ 2Wˆð0;2Þ1 ðζ; z2ÞWˆð0;2Þ0 ðζ; z1Þ
þ 2Wˆð0;1Þ1 ðζÞWˆð0;3Þ0 ðζ; z1; z2Þ
þ dζ2Dζ
Wˆð0;3Þ0 ðζ; z1; z2Þ
dζ
: ðB28Þ
MASAHIDE MANABE and PIOTR SUŁKOWSKI PHYSICAL REVIEW D 95, 126003 (2017)
126003-44
APPENDIX C: FREE ENERGIES
IN β-DEFORMED GAUSSIAN AND
PENNER MATRIX MODELS
In this appendix we review the form of the free energy
and its asymptotic expansion in β-deformed Gaussian and
Penner matrix models. In Sec. VII we show that these
results are correctly reproduced by the refined topological
recursion.
1. Gaussian model
The β-deformed Gaussian model is defined by the
integral (3.1) with the potential
VðxÞ ¼ x
2
2
; ðC1Þ
and its partition function ZG can be evaluated and written as
follows
ZG ¼ 1ð2πÞNN!
Z
RN
ΔðzÞ2βe−
ﬃ
β
p
2ℏ
P
N
a¼1 z
2
a
YN
a¼1
dza
¼ ðℏ12β−14ÞβN2þð1−βÞN
Q
N
j¼1 Γð1þ βjÞ
N!ð2πÞN=2Γð1þ βÞN
¼ ð2πÞ12ðℏ12β14ÞβN2þð1−βÞNβ12−ð1−βÞNΓðβÞ−N
× eχ
0ð0;1;β−1Þþχ0ð0;−1;β−1ÞΓ2ðNj − 1; β−1Þ; ðC2Þ
where Γ2ðxja; bÞ is the Barnes double Gamma function
defined by
Γ2ðxja; bÞ ¼ exp

d
ds

s¼0
ζ2ðs; a; b; xÞ − χ0ð0; a; bÞ

;
ζ2ðs; a; b; xÞ ¼
1
ΓðsÞ
Z
∞
0
dtts−1
e−tx
ð1 − e−atÞð1 − e−btÞ ;
χ0ð0; a; bÞ ¼ lim
x→0

d
ds

s¼0
ζ2ðs; a; b; xÞ þ log x

: ðC3Þ
The second line of (C2) follows from the Mehta formula
Z
ΔðzÞ2βe−12
P
N
a¼1 z
2
a
YN
a¼1
dza ¼ ð2πÞN=2
YN
a¼1
Γð1þ βjÞ
Γð1þ βÞ :
ðC4Þ
Furthermore, from the functional equation [110],
Γ2ðxþ bja; bÞ ¼
ﬃﬃﬃﬃﬃ
2π
p
a
1
2
−x=aΓðx=aÞ−1Γ2ðxja; bÞ; ðC5Þ
and recalling that Γ2ðaja; bÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2π=b
p
, we obtain the
identity
YN
j¼1
Γð1þ βjÞ ¼ ð2πÞðNþ1Þ=2β1=2þβN2=2þð1þβÞN=2N!
× Γ2ðN þ 1j1; β−1Þ−1; ðC6Þ
which together with the relation
Γ2ðN þ 1j1; β−1Þ−1 ¼ eχ0ð0;1;β−1Þþχ0ð0;−1;β−1ÞΓ2ðNj − 1; β−1Þ
ðC7Þ
implies the third line of (C2). From this third line we can
determine the large N asymptotic expansion of the free
energy FGðℏ; β; μÞ ¼ logZG. To write it in a concise form
we introduce
Fˆeven0 ðβ; μÞ ¼
1
2
μ2 log μ −
3
4
μ2;
Fˆeven1 ðβ; μÞ ¼
1
12
ð−3þ β þ β−1Þ log μ;
Fˆevenh≥2 ðβ; μÞ ¼ −
P
h
r¼0
2h
2r B2h−2rB2rβ
2r−h
2hð2h − 1Þð2h − 2Þμ2h−2 ; ðC8Þ
and
Fˆodd0 ðβ; μÞ ¼
1
2
ðμ log μ − μÞðβ1=2 − β−1=2Þ;
Fˆoddh≥1ðβ; μÞ ¼ −
B2hðβh−1=2 − β−hþ1=2Þ
4hð2h − 1Þμ2h−1 ; ðC9Þ
where μ ¼ β1=2ℏN as in (3.4), ð−nÞ! ¼ 0 for n ≥ 1, and
Bernoulli numbers Bk are defined by
x
ex − 1
¼
X∞
k¼0
Bk
k!
xk; ðC10Þ
so that the first few of them takes form
B0 ¼ 1; B1 ¼ −
1
2
; B2 ¼
1
6
; B4 ¼ −
1
30
;
B6 ¼
1
42
; and B2kþ1 ¼ 0 for k ≥ 1: ðC11Þ
In terms of these quantities, ignoring some additive terms,
the free energy of the β-deformed Gaussian model can be
written as
FGðℏ; β; μÞ ¼ logZG ≃X∞
h¼0
ℏ2h−2Fˆevenh ðβ; μÞ þ
X∞
h¼0
ℏ2h−1Fˆoddh ðβ; μÞ: ðC12Þ
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This free energy can also be expressed as [35]
FGðℏ; β; μÞ≃ logΓ2ðμj − β1=2ℏ; β−1=2ℏÞ: ðC13Þ
2. Penner model
The β-deformed Penner model is defined by the integral
(3.1) with the potential
VðxÞ ¼ −x − logð1 − xÞ: ðC14Þ
It is convenient to consider the partition function ZP of the
β-deformed Penner model normalized by the partition
function of the Gaussian model, and to define
ZP=Gðℏ;β;μÞ ¼ exp ðFP=Gðℏ;β;μÞÞ ¼ Z
Pðℏ;β;μÞ
ZGðℏ;β;μÞ : ðC15Þ
One can show that the corresponding free energy can
be expressed in terms of the Barnes double Gamma
function (C3)
FP=Gðℏ; β; μÞ ¼ FPðℏ; β; μÞ − FGðℏ; β; μÞ
¼ logΓ2ð1þ μjβ
1
2ℏ;−β−12ℏÞ
Γ2ð1jβ12ℏ;−β−12ℏÞ
þ μ
ℏ2
: ðC16Þ
Let us introduce
Fevenh ðβ; μÞ ¼
X∞
n¼1
ð−1Þnþ1ð2hþ n − 3Þ!
ð2hÞ!n!
× μn

2hB2h−1 þ
X2h
r¼0

2h
r

B2h−rBrβr−h

;
Foddh ðβ; μÞ ¼
X∞
n¼1
ð−1Þnð2hþ n − 2Þ!
2ð2hÞ!n!
× B2hμnðβh−1=2 − β−hþ1=2Þ: ðC17Þ
The summations in these formulas can be performed and
the results can also be expressed in terms of quantities
introduced in Appendix C 1
Fevenh ðβ; μÞ ¼ Fˆevenh ðβ−1; 1þ μÞ − Fˆevenh ðβ−1; 1Þ þ μδh;0;
Foddh ðβ; μÞ ¼ Fˆoddh ðβ−1; 1þ μÞ − Fˆoddh ðβ−1; 1Þ: ðC18Þ
Using this notation, the free energy of the (normalized)
Penner model (C16) is expressed as [103]
FP=Gðℏ;β;μÞ¼
X∞
h¼0
ℏ2h−2Fevenh ðβ;μÞþ
X∞
h¼0
ℏ2h−1Foddh ðβ;μÞ:
ðC19Þ
For completeness, let us recall that free energies in
the β-deformed Penner model encode virtual Euler char-
acteristics of moduli spacesMcompg;n andMrealg;n of complex
and real algebraic curves of genus g and n marked points
[45,103,111], given respectively by
χðMcompg;n Þ¼ ð−1Þ
nð2gþn−3Þ!ð2g−1Þ
ð2gÞ!n! B2g;
χðMrealg;n Þ¼
ðgþn−2Þ!ð2g−1−1Þ
2ðgÞ!n! Bg;
g
2
∈Z≥0: ðC20Þ
To show this, the following formulas (from Appendix B in
[111]) are useful
ð1− 2nÞB2n ¼
Xn
k¼0
2n
2k

B2n−2kB2k
¼
Xn
k¼0
2n
2k

B2n−2kB2k22k for n ≠ 1: ðC21Þ
Indeed, plugging β ¼ 1 in (C17) and using the first equality
above, one finds
Feveng ð1; μÞ ¼
X∞
n¼1
χðMcompg;n Þμn: ðC22Þ
Similarly, plugging β ¼ 1=2 in (C17) and using the second
equality in (C21), one finds
2hFevenh

1
2
; μ

¼
X∞
n¼1
χðMcomph;n Þμn; ðC23Þ
2hþ1=2Foddh

1
2
; μ

¼ −2
X∞
n¼1
χðMreal2h;nÞð−μÞn: ðC24Þ
APPENDIX D: ONE-POINT DIFFERENTIALS
IN THE PENNER MODEL
In this appendix we use the refined topological recursion
to compute one-point differentials Wðg;1Þl ðxÞ, for the range
0 ≥ χ ¼ 12g − l ≥ −5, for the spectral curve of the
Penner model given in (7.33). Note that by the rescaling
(7.21) and taking the Gaussian limit T → 0, the results
below reduce to the results for the Gaussian model
computed, e.g., in [35,42,112].
χ ¼ 0:
Wð0;1Þ1 ðxÞ
dx
¼ 1
2ð1 − xÞ

1
σPðxÞ1=2
− 1

−
xþ 2μ
2σPðxÞ
: ðD1Þ
MASAHIDE MANABE and PIOTR SUŁKOWSKI PHYSICAL REVIEW D 95, 126003 (2017)
126003-46
χ ¼ −1:
Wð1;1Þ0 ðxÞ
dx
¼ μð1þ μÞð1 − xÞ
σPðxÞ5=2
; ðD2Þ
Wð0;1Þ2 ðxÞ
dx
¼ − xþ 2μ
σPðxÞ2
þ ð1þ 2μÞx
2 þ μð1 − 3μÞð1 − xÞ
σPðxÞ5=2
: ðD3Þ
χ ¼ −2:
Wð1;1Þ1 ðxÞ
dx
¼ 1 − x
2σPðxÞ7=2
ðx2 þ 4μxþ 2μð3þ 5μÞÞ
−
1 − x
2σPðxÞ4
ðð1þ 2μÞx3 − 6μð3þ 2μÞx2 þ 6μð5þ μ − 2μ2Þxþ 4μ2ð5þ 3μÞÞ; ðD4Þ
Wð0;1Þ3 ðxÞ
dx
¼ 1
σPðxÞ7=2
ð−3x3 þ ð5 − 8μÞx2 þ μð7 − 9μÞxþ μð5þ 9μÞÞ
−
1
σPðxÞ4
ð−3ð1þ 2μÞx4 þ ð5þ 12μ − 12μ2Þx3 − 6μð2 − 3μþ 2μ2Þx2 þ 2μð5 − μþ 12μ2Þx − 4μ2ð1þ 3μÞÞ:
ðD5Þ
χ ¼ −3:
Wð2;1Þ0 ðxÞ
dx
¼ μð1þ μÞð1 − xÞ
σPðxÞ11=2
ð8x4 − 4ð7 − 2μÞx3 þ 3ð7 − 5μþ 3μ2Þx2 − 2μð7þ 9μÞxþ 3μð7þ 3μÞÞ; ðD6Þ
Wð1;1Þ2 ðxÞ
dx
¼ − 1 − x
2σPðxÞ5
ð−12x4 þ ð23 − 50μÞx3 − 2μð23þ 98μÞx2 þ 4μð45þ 20μ − 52μ2Þxþ 8μ2ð25þ 26μÞÞ
þ 1 − x
2σPðxÞ11=2
ð−12ð1þ 2μÞx5 þ ð23þ 184μþ 64μ2Þx4 − 4μð131þ 43μ − 14μ2Þx3
þ 2μð227 − 49μ − 60μ2 þ 12μ3Þx2 þ 8μ2ð15 − 19μ − 6μ2Þxþ 8μ2ð22þ 27μþ 3μ2ÞÞ; ðD7Þ
Wð0;1Þ4 ðxÞ
dx
¼ − 1
σPðxÞ5
ð12x5 þ 15ð3 − 2μÞx4 þ ð37 − 60μþ 60μ2Þx3 − 6μð9þ 18μ − 8μ2Þx2 þ 4μð23 − 10μ − 24μ2Þx
þ 8μ2ð11þ 6μÞÞ þ 1
σPðxÞ11=2
ð12ð1þ 2μÞx6 − ð45þ 100μþ 44μ2Þx5 þ ð37þ 166μ − 94μ2 þ 84μ3Þx4
− μð205þ 62μþ 210μ2 − 63μ3Þx3 þ μð123þ 190μþ 46μ2 − 189μ3Þx2 − μ2ð99 − 202μ − 189μ2Þx
þ μ2ð21 − 122μ − 63μ2ÞÞ: ðD8Þ
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χ ¼ −4:
Wð2;1Þ1 ðxÞ
dx
¼ 1 − x
2σPðxÞ13=2
ð8x6 − 4ð7 − 10μÞx5 þ ð21þ 86μþ 286μ2Þx4
− 4μð133þ 73μ − 142μ2Þx3 þ 2μð210 − 291μ − 334μ2 þ 259μ3Þx2
þ 4μ2ð77 − 190μ − 259μ2Þxþ 2μ2ð147þ 430μþ 259μ2ÞÞ
−
1 − x
2σPðxÞ7
ð8ð1þ 2μÞx7 − 4ð7þ 114μþ 86μ2Þx6 þ 3ð7þ 758μþ 520μ2
− 112μ3Þx5 − 2μð1849þ 960μ − 168μ2 þ 336μ3Þx4 þ 4μð471þ 739μ
þ 970μ2 þ 372μ3 − 120μ4Þx3 − 24μ2ð243þ 241μ − 76μ2 − 60μ3Þx2
þ 16μ2ð225 − 31μ − 339μ2 − 90μ3Þxþ 96μ3ð25þ 29μþ 5μ2ÞÞ; ðD9Þ
Wð1;1Þ3 ðxÞ
dx
¼ 1 − x
2σPðxÞ13=2
ð116x6 − 6ð81 − 70μÞx5 þ ð445þ 246μþ 2346μ2Þx4
− 4μð1127þ 699μ − 1098μ2Þx3 þ 4μð1083 − 1507μ − 1706μ2 þ 794μ3Þx2
þ 16μ2ð341 − 204μ − 397μ2Þxþ 8μ2ð189þ 712μþ 397μ2ÞÞ
−
1 − x
2σPðxÞ7
ð116ð1þ 2μÞx7 − 2ð243þ 1052μþ 240μ2Þx6 þ ð445þ 7766μ
þ 3132μ2 þ 168μ3Þx5 − 6μð2185þ 926μ − 68μ2 − 104μ3Þx4 þ 2μð3857
þ 2475μþ 266μ2 − 588μ3 þ 264μ4Þx3 − 4μ2ð2247þ 835μ − 244μ2 þ 396μ3Þx2
þ 8μ2ð930 − 101μ − 115μ2 þ 198μ3Þxþ 16μ3ð190þ 31μ − 33μ2ÞÞ; ðD10Þ
Wð0;1Þ5 ðxÞ
dx
¼ 1
σPðxÞ13=2
ð−60x7 þ 6ð61 − 18μÞx6 − ð651 − 310μþ 338μ2Þx5
þ ð353þ 794μþ 934μ2 − 504μ3Þx4 − μð2507 − 938μ − 1386μ2 þ 315μ3Þx3
þ μð1527 − 3316μþ 14μ2 þ 945μ3Þx2 þ μ2ð1383 − 2170μ − 945μ2Þx
þ 7μ2ð57þ 182μþ 45μ2ÞÞ − 1
σPðxÞ7
ð−60ð1þ 2μÞx8 þ 6ð61þ 136μ
− 24μ2Þx7 − 21ð31þ 102μ − 12μ2 þ 24μ3Þx6 þ ð353þ 3660μþ 2016μ2
þ 1584μ3 − 720μ4Þx5 − 2μð1982þ 2799μ − 534μ2 − 1260μ3 þ 216μ4Þx4
þ 2μð883þ 2675μ − 3408μ2 − 636μ3 þ 864μ4Þx3 − 4μ2ð681 − 1549μ
þ 1026μ2 þ 648μ3Þx2 þ 8μ2ð106 − 139μþ 693μ2 þ 216μ3Þx
− 16μ3ð2þ 9μÞð13þ 3μÞÞ: ðD11Þ
χ ¼ −5:
Wð3;1Þ0 ðxÞ
dx
¼ μð1þ μÞð1 − xÞ
σPðxÞ17=2
ð180x8 − 16ð89 − 2μÞx7 þ 8ð465þ 38μþ 66μ2Þx6
− 24ð165þ 211μþ 87μ2 − 30μ3Þx5 þ 5ð297þ 3018μ − 316μ2 − 540μ3 þ 90μ4Þx4
− 20μð825 − 601μ − 26μ2 þ 90μ3Þx3 þ 6μð1023 − 1975μþ 1240μ2 þ 450μ3Þx2
þ 8μ2ð154 − 1155μ − 225μ2Þxþ 2μ2ð869þ 1630μþ 225μ2ÞÞ; ðD12Þ
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Wð2;1Þ2 ðxÞ
dx
¼ − 1 − x
σPðxÞ8
ð−114x8 þ ð677 − 470μÞx7 − ð1173þ 1350μþ 4640μ2Þx6
þ 2ð309þ 7316μþ 4674μ2 − 6164μ3Þx5 − 4μð6459 − 3567μ − 5802μ2
þ 4804μ3Þx4 þ 16μð819 − 1640μþ 1926μ2 þ 2869μ3 − 774μ4Þx3
− 16μ2ð666þ 4324μþ 175μ2 − 2322μ3Þx2 þ 16μ2ð1125þ 668μ
− 3453μ2 − 2322μ3Þxþ 32μ3ð525þ 980μþ 387μ2ÞÞ
þ 1 − x
σPðxÞ17=2
ð−114ð1þ 228μÞx9 þ ð677þ 4833μþ 2781μ2Þx8
− ð1173þ 29656μþ 20682μ2 − 1044μ3Þx7 þ 2ð309þ 37335μ
þ 27498μ2 þ 1186μ3 þ 2420μ4Þx6 − 2μð40788þ 53619μþ 31484μ2
þ 6705μ3 − 3126μ4Þx5 þ μð32043þ 202026μþ 137448μ2 − 50071μ3
− 21522μ4 þ 3246μ5Þx4 − 8μ2ð27887þ 3387μ − 19833μ2 þ 1000μ3
þ 1623μ4Þx3 þ μ2ð91299 − 112454μ − 84681μ2 þ 90612μ3 þ 19476μ4Þx2
þ 4μ3ð11205 − 17084μ − 25599μ2 − 3246μ3Þxþ 2μ3ð8417þ 26497μ
þ 17527μ2 þ 1623μ3ÞÞ; ðD13Þ
Wð1;1Þ4 ðxÞ
dx
¼ − 1 − x
2σPðxÞ8
ð−1104x8 þ 16ð463 − 178μÞx7 − 32ð452þ 142μþ 765μ2Þx6
þ ð8567þ 87562μþ 55188μ2 − 61128μ3Þx5 − 2μð89521 − 50126μ − 70884μ2
þ 40968μ3Þx4 þ 8μð12661 − 29864μþ 14604μ2 þ 26538μ3 − 5772μ4Þx3
þ 16μ2ð1048 − 23244μ − 2271μ2 þ 8658μ3Þx2 þ 16μ2ð5850þ 5762μ
− 14781μ2 − 8658μ3Þxþ 32μ3ð2570þ 4452μþ 1443μ2ÞÞ
þ 1 − x
2σPðxÞ17=2
ð−1104ð1þ 2μÞx9 þ 4ð1852þ 6315μþ 1347μ2Þx8 − 64ð226
þ 1815μþ 846μ2 þ 115μ3Þx7 þ ð8567þ 281358μþ 200798μ2 þ 16736μ3
− 17392μ4Þx6 − 4μð83345þ 91560μ − 4398μ2 − 11568μ3 þ 5808μ4Þx5
þ 4μð36889þ 125103μ − 4627μ2 þ 7194μ3 þ 19383μ4 − 3219μ5Þx4
− 8μ2ð65871 − 4278μþ 18133μ2 þ 5480μ3 − 6438μ4Þx3 þ 4μ2ð60795
− 32096μþ 32129μ2 − 25338μ3 − 19314μ4Þx2 þ 16μ3ð3404 − 3997μþ 8766μ2
þ 3219μ3Þxþ 4μ3ð7809þ 5711μ − 12341μ2 − 3219μ3ÞÞ; ðD14Þ
Wð0;1Þ6 ðxÞ
dx
¼ − 1
σPðxÞ8
ð360x9 − 12ð259 − 22μÞx8 þ 24ð367 − 4μþ 84μ2Þx7 − 9ð1125
þ 1678μþ 860μ2 − 472μ3Þx6 þ ð4081þ 54084μ − 14616μ2 − 15408μ3
þ 5040μ4Þx5 − 2μð32755 − 36378μþ 6468μ2 þ 9360μ3 − 1296μ4Þx4
þ 8μð3299 − 7928μþ 10764μ2 þ 888μ3 − 1296μ4Þx3 − 32μ2ð249þ 2441μ
− 1269μ2 − 486μ3Þx2 þ 16μ2ð1186þ 74μ − 3303μ2 − 648μ3Þxþ 32μ3ð466
þ 588μþ 81μ2ÞÞ þ 1
σPðxÞ17=2
ð360ð1þ 2μÞx10 − 12ð259þ 587μ − 13μ2Þx9
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þ 4ð2202þ 6677μþ 879μ2 þ 820μ3Þx8 − ð10125þ 61802μþ 42466μ2
þ 13040μ3 − 6600μ4Þx7 þ ð4081þ 94968μþ 132406μ2 − 23436μ3 − 27210μ4
þ 7596μ5Þx6 − μð82143þ 188337μ − 137570μ2 þ 12448μ3 þ 34182μ4 − 3798μ5Þx5
þ μð28625þ 156083μ − 167614μ2 þ 172280μ3 þ 30126μ4 − 18990μ5Þx4
− 2μ2ð44095 − 22968μþ 123285μ2 − 34698μ3 − 18990μ4Þx3 þ 4μ2ð6708
þ 8722μþ 25015μ2 − 40266μ3 − 9495μ4Þx2 − 2μ3ð9661 − 14885μ − 59385μ2
− 9495μ3Þxþ 2μ3ð869 − 11241μ − 15321μ2 − 1899μ3ÞÞ: ðD15Þ
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