Abstract: Information is a subject of multiple efforts of conceptualization leading to controversies. Not frequently sufficient effort is made to formulate the concept of information in a way leading to its formal mathematical theory. Discussions of conceptualizations of information usually are focusing on the articulation of definitions, but not on their consequences for theoretical studies. This paper compares two conceptualizations of information exploring their mathematical theories. One of these concepts and its mathematical theory were introduced in earlier publications of the author. Information was defined in terms of the opposition of one and many and its theory was formulated in terms of closure spaces. The other concept of information was formulated in a rather open-ended way by Bateson as "any difference that makes a difference". There are some similarities between Bateson's concept of information and that of MacKay. In this paper a mathematical theory is formulated for this alternative approach to information founded on the concept of a difference in terms of generalized orthogonality relation. Finally, the mathematical formalisms for both approaches are compared and related. In conclusion of that comparison the approach to information founded on the concept of difference is a special case for the approach based on one-and-many opposition.
Introduction
The concept of information is a subject of never ending discussions. The fact that these discussions do not lead to consensus generates a lot of anxiety among those who are engaged in the study of information, while this should be considered best evidence for the non-trivial character of this concept and as such be a source of joy. The actual problem is not in the variety of different definitions, but in the fact that many of them are deficient in logical rigor and that their mutual comparisons rarely go beyond the surface of verbal articulation. It seems that more attention is payed to the normative question what "should" be called information than to the issue of the explanatory power of the concept in the contexts of its use. There is nothing necessitating the choice of the particular definition of any concept and of course this applies to the concept of information too. Therefore, criteria for evaluation and comparisons of definitions can be found only in their consequences for the development of the theory of information understood as a complex of assertions regarding its characteristics, structure, properties and relations to other concepts. This is exactly why so called information theory developed by Shannon is not a theory of information at all, but a theory of communication. Shannon never defined the concept of information in his great study of communication, which does not tell us anything about the structural characteristics or properties of information and even its quantitative characteristic in the form of entropy is problematic [1] . Actually, the word "information" in his famous article appears only few times and its only important occurrence (and probably last in entire text) is in the context of quantities that have form of entropy known from "statistical mechanics" and that "play a central role in information theory as measures of information, choice and uncertainty" [2] . Probably Shannon's unfortunate reference to "information theory" as if such theory existed already contributed to persisting confusion regarding what information theory is in spite of the continuing strong objections to its identification with Shannon's theory of communication [3] .
Shannon's goal was to develop a mathematical theory of communication and therefore he cannot be blamed for not paying enough attention to the concept of information and its characterization. It is more problematic that frequently contributions to the discussion of information are equally vague regarding what exactly information is, how its concept can be described in a formal way and what we can assert about it. Competing voices about information are usually so incompatible (information as representation, information conceived through conduit metaphor, information in linguistic context, information as data in computation, etc.) that no comparison of the concepts involved is possible. Even more controversial are very strong claims, for which their authors do not provide any justification (e.g., "no information without representation" used as a slogan by followers of MacKay's approach to information as "that which adds to a representation" [4] ).
Not always, or even not frequently sufficient effort is made to formulate the concept of information in a way leading to its formal mathematical theory. Mathematical formulation is important, because mathematical theories of concepts can be easily compared through analysis of their theorems. This paper is exploring such comparison between mathematical theories of information for two conceptualizations of information. One of these concepts and the theory derived from it were introduced in earlier publications of the author. Information was defined by him in terms of the categorial opposition of one and many, as that which makes one out of many either by the selection or by structuralization [1, 5] . Thus, this many can be made one by a selection of an element of the variety constituting the many, or by a structure which unify the many into one. Mathematical theory of such concept was presented and analyzed in many earlier publications of the author [6, 7] .
The other concept of information considered here is probably the most popular of all attempts in conceptualization of information was formulated in a rather open-ended way by Gregory Bateson in several of his publications from the 1970's [8] . But it was the glossary appended to his last book that made it a famous, commonly invoked slogan "information is any difference that makes a difference" [9] . This description of information is not a precise definition, but not just a game of words either. Of course, its popularity owes a lot to its polysemic, proverbial form and vernacular language. The lack of precision may increase its attractiveness, as everyone can find it consistent with own views. In particular, the use of the idiomatic expression "makes a difference" opens it to a variety of interpretations. It can indicate effectiveness, for instance in the sense of causation, or it can have a normative interpretation as an indication of importance. Actually Bateson apparently appreciated this ambiguity, as he dropped the ending "in some later event" suggesting the former interpretation from his "definition" as formulated in earlier papers ("information is any difference that makes a difference in some later event" [8] ).
To be fair, we can find similar idiomatic expression in MacKay's study of information in the context of what he considered "operational" definition of information: "We shall find it profitable to ask: 'To what does information make a difference? What are its effects?' This will lead us to an 'operational' definition covering all senses of the term, which we can then examine in detail for measurable properties" [10] . He tries to answer the question about the effects of information, but not how information makes a difference. So his use of the idiomatic expression has the same intention as that of Bateson to avoid being bound by any commitment to a specific interpretation.
Bateson's way to information as "any difference that makes a difference" began already in 1951 in the spirit much closer to MacKay's representational view of information: "Every piece of information has the characteristic that it makes a positive assertion and at the same time makes a denial of the opposite of that assertion" [11] . But already at that time he recognized the role of differences: "In this sense, our initial sensory data are always 'first derivatives', statements about differences which exist among external objects or statements about changes which occur either in them or in our relationship to them. [...] What we perceive easily is difference and change-and difference is a relationship" [12] . In the following years we can see that his view of information became increasingly general, but instead of lifting the level of abstraction and looking for more abstract conceptual framework, Bateson remained at the level of common sense concepts, but tried to formulate his description increasingly open-ended.
Why are Bateson's and MacKay's studies of information distinct among so many other attempts? They both are motivated by the interest in structural aspects of information, but try not to severe the connection to Shannonian theory of communication. Neither includes actual structural analysis of information or goes beyond purely declarative interest in structures, but both recognize the importance of structural characteristics of information. MacKay explicitly refers to the concept of a structure, for instance when he writes: "By representation is meant any structure (pattern, picture, model) whether abstract or concrete, of which the features purport to symbolize or correspond in some sense with those of some other structure" [13] . Also, he writes about Structural InformationContent as "The number of distinguishable groups or clusters in a representation [...] Thus structural information is not concerned with the number of elements in a pattern, but with the possibility of distinguishing between them" [14] . There is nothing here about what actually structure is, except some scattered common sense examples of "pattern, picture, model" and a vague statement that structure's presence is manifested by some grouping or clustering of elements and that this introduces possibility of making distinctions, i.e., to recognize differences.
Since neither Bateson, nor MacKay clarified the qualifying expression of "making difference" and the former intentionally leaves this qualification open-ended, in this paper the second, alternative to that of the present author approach to information is understood as founded on the concept of a difference without its qualification. It will be shown in the next section of the paper that this concept has a surprisingly rich philosophical consequences and interesting mathematical theory. Finally, in the third section the mathematical formalisms for both approaches are compared and related. The surprising conclusion of that comparison is that the approach to information founded on the concept of difference is a special case for the approach based on one-and-many opposition and its formalism in closure spaces.
Difference and Structure
The concept of difference (Latin differentia, Greek diaphora) assumed very early prominent position in philosophy along with those of a genus and species due to its role in Aristotelian logic (Prior Analytics 24 a 16-25 a 13) [15] . Differentia between species became a fundamental tool in defining universals. Aristotle gave it also an important role in the study of substance (Metaphysics 1037 b 8-1039 a 8 ) [15] . However after the decline of the interest in Scholastic philosophy in the advent of the Scientific Revolution of the 17th century it was relegated to the secondary role of the negation of the equality or equivalence relations. There was more interest in what makes things similar than different.
One notable exception was the recognition by John Wilkins of the importance of difference in cognition and especially in matters related to cryptography in his 1642 book on the subject of cryptography Mercury or the Secret and Swift Messenger: "For in the general we must note, that whatever is capable of a competent Difference, perceptible to any Sense, may be a Sufficient Means whereby to express the Cogitations. It is more convenient, indeed, that these Differences should be of as great Variety as the Letters of the Alphabet; but it is sufficient if they be but twofold, because Two alone may, with somewhat more Labour and Time, be well enough contrived to express all the rest" [16] .
Bateson's description of information as "a difference that makes a difference" and MacKay's references to structural content of information clearly associated with differences are always considered as independent, original and unprecedented contributions to the study of information. Sometimes there are voices that at least chronological priority should be given to MacKay in the setting foundations for information in the concept of difference, which is disputable. However, they both must have been influenced by the dominating at the time philosophical and methodological structuralism. It is extremely unlikely that they both were unaware of the works of Herman Weyl [17] , Jean Piaget [18] , Claude Levi-Strauss [19] and stayed insulated from the philosophical discourse on the fundamental role of structures across all domains of human inquiry.
Furthermore, it is very unlikely that they were not familiar with the original source of the structuralistic methodology in the works of Ferdinand de Saussure, specifically in his 1916 book Course in General Linguistics. His general study of the language (after all the primary example of information system) was based on the idea of the transition from the traditional diachronic approach focusing on the derivations of linguistic forms from historically earlier ones to the synchronic methodology analyzing structural characteristics. But the structure of the language according to de Saussure is manifested in differences: "Everything that has been said up to this point boils down to this: in language there are only differences. [...] Language has neither ideas nor sounds that existed before the linguistic system, but only conceptual or phonic differences that have issued from the system. [...] Any nascent difference will tend invariably to become significant but without always succeeding or being successful on the first trial. Conversely, any conceptual difference perceived by the mind seeks to find expression through a distinct signifier, and two ideas that are no longer distinct in the mind tend to merge into the same signifier [20] .
Mathematical Formalisms
We can proceed to mathematical formalisms of the two approaches to information. Thus, the author of this paper defined information as a resolution of the one-many opposition, or in other words as that, which makes one out of many. There are two ways in which many can be made one, either by the selection of one out of many, or by binding the many into a whole by some structure. The former is a selective manifestation of information and the latter is a structural manifestation. They are different manifestations of the same concept of information, not different types, as one is always accompanied by the other, although the multiplicity (many) can be different in each case.
Now we can interpret this definition within mathematical theory of closure spaces [21] . The concept of information requires a variety (many), which can be understood as an arbitrary set S (called a carrier of information). Information system is this set S equipped with the family of subsets ℱ satisfying conditions: entire S is in ℱ, and together with every subfamily of ℱ, its intersection belongs to ℱ, i.e., ℱ is a Moore family. Of course, this means that we have a closure operator defined on S (i.e., a function f on the power set 2 S of a set S such that: The Moore family ℱ of subsets is simply the family f-Cl of all closed subsets, i.e., subsets A of S such that A = f(A). The family of closed subsets ℱ = f-Cl is equipped with the structure of a complete lattice Lf by the set theoretical inclusion. Lf can play a role of the generalization of logic for not necessarily linguistic information systems, although it does not have to be a Boolean algebra. In many cases it maintains all fundamental characteristics of a logical system [22] .
Information itself is a distinction of a subset ℱ0 of ℱ, such that it is closed with respect to (pairwise) intersection and is dually-hereditary, i.e., with each subset belonging to ℱ0, all subsets of S including it belong to ℱ0 (i.e., ℱ0 is a filter in Lf).
The Moore family ℱ can represent a variety of structures of a particular type (e.g., geometric, topological, algebraic, logical, etc.) defined on the subsets of S. This corresponds to the structural manifestation of information and gives the expression "structural" explicit meaning. Filter ℱ0 in turn, in many mathematical theories associated with localization, can be used as a tool for identification, i.e., selection of an element within the family ℱ, and under some conditions in the set S. For instance, in the context of Shannon's selective information based on a probability distribution of the choice of an element in S, ℱ0 consists of elements in S which have probability measure 1, while ℱ is simply the set of all (measurable) subsets of S. Thus, this approach combines both manifestations of information, the selective and the structural. Now we can consider the formalism for the general concept of difference. In mathematics this concept is usually called generalized orthogonality (with possible qualifications indicating its variations as "strong", "weak", etc.). The reason is that orthogonality in vector spaces equipped with scalar product is a good model of the relationship in a very general case.
The abstract orthogonality relation is defined on a set S by the conditions [23, 24] :
1. ∀x,y∊S: x⊥y ⇒ y⊥x, i.e. relation ⊥ is symmetric, 2. ∀x∊S: x⊥x ⇒ x⊥y for all y in S,
Of course, the second condition may seem strange. How anything can be different from, or orthogonal to itself. However zero vector in vector spaces with a scalar product is orthogonal to itself. Also, if we assume that the relation is irreflexive (no element is orthogonal to itself) the second condition is satisfied. Therefore there is no reason to object such generalization when it merges several different mathematical concepts analogous to the common sense word "difference".
If the set S has an additional structure of a partial order, then we can enrich the theory of orthogonality in the following way.
We can consider more general structure of a poset [P, ≤] with the so called strong orthogonality relation  defined as <P, ≤, ⊥> by the conditions: (i) ∀x, y ∊P: x⊥y ⇒ y⊥x, i.e. relation ⊥ is symmetric, (ii) ∀x∊P: x⊥x ⇒ ∀y∊P: x⊥y, (iii) ∀x, yP, x ≤ y iff ⊥(y) ⊆ ⊥(x), where ⊥(x) = {z∊P: z  x}.
For instance Aristotelian syllogistics can be considered an example of such structure [22] . Thus, we have two mathematical concepts within general algebra representing two ways of understanding information. The uniform mathematical theory underlying these concepts opens them to comparative study.
Conclusions
In the extended version of this paper a theorem is provided that shows the way every orthogonality space is associated with a unique closure space. On the other hand we have specific properties for closure spaces to be derived from a generalized orthogonality relation. It turns out that only relatively narrow class of closure spaces can be associated with orthogonality relations. This shows that information formalized with the concept of difference understood as a very general orthogonality relation is a special case of information described in terms of closure spaces.
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