Recent work has shown that the addition of an appropriate covariant boundary term to the gravitational action yields a well-defined variational principle for asymptotically flat spacetimes and thus leads to a natural definition of conserved quantities at spatial infinity. Here we connect such results to other formalisms by showing explicitly i) that for spacetime dimension d ≥ 4 the canonical form of the above-mentioned covariant action is precisely the ADM action, with the familiar ADM boundary terms and ii) that for d = 4 the conserved quantities defined by counter-term methods agree precisely with the Ashtekar-Hansen conserved charges at spatial infinity.
Introduction
The fact that there is no local stress tensor for the gravitational field has encouraged a variety of definitions of conserved quantities corresponding to the Poincaré symmetries of asymptotically flat spacetimes [1] - [14] . A useful perspective on this issue was gained by Arnowitt, Deser, and Misner (ADM) [1] by focussing on the gravitational Hamiltonian. As emphasized by Regge and Teitelboim [2] , one attains an essentially unique result by demanding that the conserved charges be well-defined Hamiltonian generators of the associated asymptotic symmetries. In particular, due to diffeomorphism-invariance the non-trivial part of such generators is just a boundary term, and the boundary terms are determined by the requirement that the charges generate the symmetries. It has long been known that, with a well-defined Hamiltonian H in hand, it is straightforward to construct a canonical action S = πġ − H for general relativity. Furthermore, the boundary terms in H guarantee that this action is stationary on appropriately asymptotically flat solutions and thus provides a valid variational principle for this context. However, covariant and background-independent action principles with this property have only recently been demonstrated [12, 13, 14] ; the proposals of [15, 16] were also shown to provide valid variational principles in [14] . We will focus on the treatment of [14] , which uses a second-order formulation in terms of metric variables. The key to the construction of this action principle is the addition of an appropriate boundary term (called a "counter-term") to the Einstein-Hilbert action with Gibbons-Hawking term.
Given a well-defined diffeomorphism-invariant variational principle, conserved generators of asymptotic symmetries are readily constructed (see e.g. [17] ) using the covariant phase space as embodied in the Peierls bracket [18] . Such a construction was performed in [14] for asymptotically flat spacetimes, where it was argued on general grounds that conserved quantities defined in this way must agree with the older definitions [1] - [14] . It was also explicitly shown that such Peierls definitions of energy and momentum at spatial infinity agree with that of Ashtekar and Hansen [3] . The key point here is that the Peierls conserved quantities can be expressed [17] through a boundary stress tensor T ab , similar to that used in the quasi-local context [19] or in anti-de Sitter space (see e.g. [20, 21] ). In particular, the conserved quantity associated with an asymptotic Killing field ξ a is given by the flux of the current T ab ξ a through a cut of spatial infinity. As we will review below, the Ashtekar-Hansen definition of momentum and energy is very similar, but in terms of the current E ab ξ a built from the electric part E ab of the Weyl tensor. Equality of these definitions then follows from the fact that the leading term in T ab turns out to be just E ab times a normalization factor. A similar relationship holds in the asymptotically anti-de Sitter context [22, 23] .
The purpose of the present work is to exhibit in more detail the relationship between the counter-term techniques of [14] and the previous literature. We exhibit two main results. We first perform a canonical (space + time) reduction of the covariant action of [14] for spacetime dimension d ≥ 4 and show that it yields precisely the ADM action, with the familiar ADM boundary terms. This allows one to see explicitly that all boundary stress tensor charges of [14] agree with the charges defined by ADM [1] . Corresponding results in the d = 4 first order formalism were derived in [12, 13] for the boundary term introduced there. Note that, in contrast, for the case d = 3 the natural covariant action differs from the canonical action of [24] by a term which shifts the zero of the Hamiltonian, corresponding to the assignment of a non-zero energy to 2+1 Minkowski space [25] .
The second result follows up on the observation that the boundary stress tensor momentum and energy are explicitly equal to the Ashtekar-Hansen definitions of these charges. Here we investigate the relationship between the corresponding definitions of Lorentz generators. This calculation is interesting because the boundary stress tensor definition is naturally thought of in terms of the sub-leading behavior of the electric part of the Weyl tensor, while the AshtekarHansen definition uses the magnetic part of the Weyl tensor. Nonetheless, we are able to explicitly demonstrate agreement by making sufficient use of the equations of motion.
The plan of this paper is as follows. We begin with various definitions and a brief review of the covariant counterterm construction of [14] in section 2. We then perform the canonical reduction of the resulting covariant action in section 3, obtaining the ADM action as a result. In section 4, we show explicit agreement between the boundary stress tensor charges of [14] and the Ashtekar-Hansen charges [3] , focussing on the case of Lorentz generators (boosts and rotations). Here, a number of calculational details are relegated to appendices B, C and D. Of course, the agreement between the two sets of covariant charges follows from the agreement between each set of expressions with those of ADM. However, it is instructive to show the agreement directly, without passing through the canonical formalism; i.e., without decomposing spacetime into separate notions of space and time. This agreement also provides a check of our earlier results. We close with some discussion in section 5.
2 Preliminaries: Asymptotic Flatness, Actions, and Conserved Charges
Here we set the stage for our later work by providing relevant definitions and review. After stating our notion of asymptotic flatness, we introduce the variational principle of [14] and the associated definition of conserved charges.
Asymptotic Flatness
We begin with the definition of asymptotic flatness from [14] , which was directly inspired by that of [32] . We will give a coordinate-based definition here, modeled on the definitions of [26, 27] . The results are readily translated to the geometric language of either the Spi formalism [3, 4] or that of [7] . The definition of asymptotic flatness given below is particularly close to that of [7] , which treats spatial infinity as the unit time-like hyperboloid. We are interested in d ≥ 4 spacetimes which are asymptotically flat at spatial infinity in the sense that the line element admits an expansion of the form . Thus, ρ is the "radial" function associated with some asymptotically Minkowski coordinates x a through ρ 2 = η ab x a x b . In (2.1), the symbols O(ρ −(d−2) ) refer to terms that fall-off at least as fast as ρ −(d−2) as one approaches spacelike infinity, i.e., ρ → +∞ with fixed η. The inclusion of NUT-charge requires some changes in the global structure, but these changes have little effect on the arguments below. Note that, for d = 4, any metric that is asymptotically flat at spatial infinity by the criteria of any of [3, 7, 28, 32] also satisfies (2.1). In d ≥ 5 dimensions, the definition (2.1) is more restrictive than that of [33] , which for d ≥ 5 allows additional terms of order ρ −k for d − 4 ≥ k ≥ 1 relative to the leading terms. However, (2.1) is at least as general as the definition which would result by applying the methods of [2] ; i.e., by considering the action of the Poincaré group on the Schwarzschild spacetime.
Below, we consider vacuum solutions or, what is equivalent for our purposes, solutions for which the matter fields fall off sufficiently fast at infinity that the leading order contribution to R ikjl comes only from the Weyl tensor (i.e., the contribution at that order from the Ricci tensor vanishes). This is the case for typical configurations of matter fields. In an asymptotically Cartesian frame, finiteness of the matter stress-energy (i.e., of T 00 √ g Σ ) requires
T 00 ∼ ρ −(d−1+ǫ) for some ǫ > 0. But then R ij falls off at a similar rate, while we consider the term in R ijkl of order just ρ −(d−1) . That is, if the matter fields fell off sufficiently slowly so as to contribute at the same order as the Weyl tensor, then the total energy would diverge logarithmically.
A Variational Principle
Variations of the Einstein-Hilbert action with Gibbons-Hawking term preserving (2.1) reduce to a boundary term, but this term does not vanish for generic asymptotically flat variations. In [14] it was found that a fully stationary action could be obtained by adding an additional boundary term. We therefore follow [14] in considering the action
whereK := h ijK ij andK ij is defined to satisfy
where R ij is the Ricci tensor of the boundary metric h ij on ∂M and we follow the conventions of Wald [28] . In solving (2.3), we choose the solution of (2.3) that asymptotes to the extrinsic curvature of the boundary of Minkowski space as ∂M is taken to infinity. As described in [14] , the boundary term (2.3) can be motivated, via the Gauss-Codazzi equations, from the heuristic idea (see e.g. [8, 19, 29] ) that one should subtract off a "background" divergence. The boundary terms above are defined by a limiting procedure in which one considers a one-parameter family of regions M Ω ⊂ M which form an increasing family converging to M. Any such family represents a particular way of 'cutting off' the spacetime M and then removing this cut-off as Ω → ∞. Thus, all terms in the action (2.2) are to be understood as the Ω → ∞ limits of families of functionals in which (M, ∂M, h) are replaced by (M Ω , ∂M Ω , h Ω ). We will take this cut-off to be specified by some given function Ω on M such that Ω → ∞ at spatial infinity. We define M Ω 0 to be the region of M in which Ω < Ω 0 , so that (∂M Ω 0 , h Ω 0 ) is the hypersurface where Ω = Ω 0 .
We will be interested in two distinct notions of the boundary ∂M. The first notion preserves manifest Lorentz invariance. To this end, one may consider the class of "hyperbolic cut-offs," in which Ω is taken to be some function of the form:
Choosing such a cut-off leads to a hyperbolic representation of spacelike infinity directly analogous to the construction of Ashtekar and Romano [7] . The cut-off in time is also important, and we take this to be given by initial and final Cauchy surfaces Σ − , Σ + . In the work below we will always associate Ω hyp with Σ ± which asymptote to fixed Cauchy surfaces C + and C − of the hyperboloid H d−1 ; that is, we allow Σ ± to be defined by any equations of the form
for smooth functions f ± on H d−1 . One may think of such surfaces Σ − , Σ + as being locally boosted relative to each other at infinity. Note that when M is defined by such past and future boundaries the volume of ∂M Ω grows as ρ d−1 . While the hyperbolic cut-off is a natural choice for covariant investigations, the connection with the canonical formalism is more natural when one uses a "cylindrical" representation of ∂M, associated with the family of cut-off functions
In (2.6), the coordinate r is defined by r 2 = ρ 2 + t 2 and t is an asymptotically Minkowski time coordinate. More precisely, we may define t through the requirement that the metric (2.1) takes the form
where ω IJ , θ I are the metric and coordinates on the unit (d − 2)-sphere. We may now state the main conclusions of [14] . The action (2.2) defined using the cylindrical cut-offs 1 above is stationary under any asymptotically flat variation (i.e., preserving (2.1)) about a solution to the equations of motion for d ≥ 4. In addition, when defined using the hyperbolic cut-offs above, the action is stationary under any asymptotically flat variation (i.e., preserving (2.1)) about a solution to the equations of motion for d ≥ 5. The case d = 4 with hyperbolic cut-off is somewhat special. In that case, the action is stationary only under those variations which satisfy δh
for α a smooth function on H 3 . This restriction may be justified as the restriction of the domain of the action (2.2) to a single covariant phase space of the sort defined in [32] . As implied by (2.4) and (2.6), the action (2.2) will depend only on the asymptotic form of Ω, which we will take to represent a fixed auxiliary structure. As usual, the case d = 3 must be handled separately [25] .
Boundary Stress Tensors and Conserved Charges
We now review the boundary stress tensor construction of conserved charges from a variational principle. The idea of a boundary stress tensor for asymptotically flat spacetimes was introduced in [19] , and a covariant version was described in [11] following [20, 21] . This version was used in [30] to compute conserved quantities for black rings and in [31] to calculate the mass of the Kaluza-Klein magnetic monopole. In [14] , the arguments of [17] were adapted to show that the resulting conserved charges generate the expected asymptotic symmetries via the Peierls bracket [18] .
At the operational level, the boundary stress tensor is straightforward to introduce. Consider the family of actions S Ω associated with the family M Ω of regulated spacetimes for any cutoff function Ω. For each Ω, define the boundary stress tensor
Here the variations are taken with respect to metric components h ab on the boundary and are computed about solutions to the equations of motion, so that there is no contribution from the interior. For any asymptotic symmetry ξ, one defines the charge
where the integral is over some Cauchy surface C of the hyperboloid H d−1 . This definition is sufficient for our present purposes, though additional terms may contribute in more general situations [17] . It was shown in [14] that (2.10) is independent of the particular choice of C, except perhaps for the case where ξ contains an asymptotic boost and one has used the cylindrical cutoff Ω cyl . The results of section 3 below will establish that (2.10) is independent of C for this case as well.
Let us briefly compare (2.10) with two other definitions of conserved quantities. We first note that (2.10) strongly resembles the expressions for asymptotically flat energy and momentum introduced by Ashtekar and Hansen [3] . In particular, it was pointed out in [14] that when ξ is an asymptotic translation, only the leading term in T ij contributes to (2.10). Furthermore, when the boundary ∂M is defined by a hyperbolic cut-off (2.4) it was shown by direct computation in [14] that
where E ij is the pull-back to the hyperboloid of
, E ij is the first non-trivial term in the electric part of the Weyl tensor 2 . Here ρ a is the unit normal to the hyperboloid at constant ρ and we have used the fact that the vacuum Einstein equations hold to leading non-trivial order. As a result, for such ξ one may rewrite (2.10) as
where h 0 C is the determinant of the metric induced on the cut C by metric on the unit hyperboloid (h
j is the unit normal to C with respect to h 0 ij , and we have introduced the corresponding (ξ 0 ) i = ρξ i . All of the factors in (2.12) are now normalized so that they are independent of ρ at large ρ (and (2.12) is manifestly finite). For d = 4, the expression (2.12) is exactly the Ashtekar-Hansen definition of the conserved charges corresponding to translations. This direct relationship motivates us to ask in section 4 if there is a corresponding relationship between the Lorentz charges (i.e., angular momentum and boost generators). We will see there that the relationship is significantly more complicated. Finally, it is interesting to compare (2.10) with the ADM definitions [1] of these charges. As noted above, the definition of Q[ξ] depends on the choice of an action. It is perhaps reassuring to note that using the canonical ADM form of the action to calculate (2.10) results in charges Q[ξ] which are explicitly the familiar ADM definitions for asymptotically Poincaré transformations. To see this, consider the canonical action
Here, q ab = g ab + n a n b , N, N a , and n a are the usual spatial metric, lapse, shift, and unit future-directed timelike normal associated with the foliation of spacetime implicit in (2.13) above (see e.g. [1, 28] ). The dot represents the Lie derivative with respect to the vector field t a = Nn a + N a , with tensor indices pulled back into the sheets of the foliation. Although we introduced the boundary stress tensor T ij as a tensor with indices in the cotangent space of the boundary manifold ∂M, we can use the natural pull-back to define T ab , with indices in the co-tangent space of the bulk spacetime. Note that we have
since the variation of (2.13) about a solution involves only δh ab . It is clear that the ADM conserved quantities take a simple form in terms of the variations
, where as in (2.9) the variations are taken with respect to metric components on the boundary and are computed about solutions to the equations of motion. We may relate such variations to those in (2.9) by noting that 15) and δg
Let us choose our slice such that the unit normal is an asymptotic time translation. Then we may compute the energy by taking ξ = n, for which we have
We see that applying the boundary stress tensor construction of energy to (2.13) yields precisely the ADM energy. Similarly, for ξ a n a = 0 we have
Finally, the corresponding result for boosts follows by taking a linear combination of (2.17), (2.18).
Equivalence of theK and ADM actions
This section performs the space + time reduction of the covariant action (2.2) withK counterterm in any spacetime dimension d ≥ 4, using the "cylindrical" definition of the boundary terms as described in section 2.2. As a result, h ij becomes asymptotically the metric on the standard cylinder of radius r:
We will show that this reduction leads to the familiar ADM action (2.13), including precisely the ADM boundary terms. Thus, our goal is very similar to that of [8] , though we consider thê K boundary term instead of a boundary term defined by background subtraction 3 . Let us begin by considering a more familiar action for gravity, the Einstein-Hilbert action with Gibbons-Hawking boundary term.
The space + time reduction of this action is familiar, and we refer the reader to [8] and [28] for details. The result may be written
where r b is the unit normal to the boundary at infinity,π ab is the densitized momentum conjugate to the spatial metric q ab = g ab + n a n b , and
where D b is the covariant derivative on Σ compatible with q ab . Here, following [8] , we have used a foliation of the spacetime by surfaces Σ t which intersect ∂M orthogonally. To complete the space + time reduction of the full action (2.2), we need now only address the final boundary term involvingK. To compute this boundary term, consider the defining equation (2.3):
where R ij is the Ricci tensor of the boundary metric h ij on ∂M and where we follow the conventions of Wald [28] . Note the similarity between (2.3) and the Gauss-Codazzi equation
satisfied by the extrinsic curvature K ij . The only difference is the term R ikjl h kl in (3.7), where R ikjl is the pull-back of the bulk Riemann tensor to ∂M. As a result, it is reasonable to compare (2.3) with (3.7) and to compute the difference K ij −K ij as an expansion in powers of r.
To lowest order in 1/r, the Ricci curvature R ij of ∂M is just that of the standard cylinder of radius r in Minkowski space. We use the coordinates indicated in (3.1), so that µ ij is of order r 2 and n i is of order 1. As a result, we havê
It follows from (2.1),(3.1) that the Riemann tensor in asymptotically Cartesian coordinates is of order r −(d−1) , so that we also have
). These expressions define the background values about which we wish to expand (2.3) and (3.7).
Since √ −h ∼ r d−2 andK ij enters the action through √ −hK, the O(r −(d−4) ) term in K ij also contributes to the action. However, the O(r −(d−4) ) term is the highest order that contributes. We may compute this term perturbatively by linearizing (3.14) about the leading order term (3.8).
It will be useful to decompose bothK ij and K ij into parts associated with the surface Σ t and parts associated with the normal directions. Let us therefore define 9) so that µ i j is the projector from ∂M to ∂M ∩ Σ t . We then definê
so that we haveK =k −M and
, we obtain
Again, the same relations hold to this order for k ij , M i , M. Let us denote the terms explicitly displayed in (3.8), (3.12) 
We decompose the boundary Ricci tensor R ij similarly as follows:
The defining equations (2.3) and (3.7) now yield
We note immediately thatM
Furthermore, we need only the leading behavior of n i to computeM to this order. As a result, one may treat n i as being covariantly constant in (3.15) . Combining this observation with the fact that (see eqn (7.5.14) of [28] ) the linearized Ricci tensor takes the form
where D i is the (torsion-free) covariant derivative on ∂M compatible with h ij , one may writeM as a total divergence (in ∂M) plus a term of order r −(d−1) . As a result,M does not contribute to the action S. Futhermore, the only difference between M andM is the term R ikjl h kl n i n j , which is of order r −(d−1) . Consequently we can use ∆ = k −k to compute the action. Thus, we need only calculatek. Clearly, since we need to solve (3.14) to linear order, one achieves a significant simplification by focussing on the difference ∆. One proceeds by subtracting pairs of equations in (3.14) and obtains
to leading order. Recall that our spacetime is asymptotically flat and satisfies the vacuum Einstein equations to leading non-trivial order; i.e., the Ricci tensor vanishes at the order relevant to (3.17) . As a result, we may make the replacement
in (3.17) so that we deal only with the "electric part" of the Riemann tensor (or, in fact, the Weyl tensor). We then use a similar argument (together with anti-symmetry of R ijkl ) to make the further replacement 19) where this time there is no change of sign because n i is timelike. Thus, we have
For d = 4, precisely the expression (3.20) was considered by [35] in comparing the AshtekarHansen definition of energy to that of ADM. They showed that, to leading order,
In appendix A, we give the details of this argument and show that the result (3.21) also holds for d > 4. Putting all of this together with our previous results, we find
(3.22) This is precisely the ADM form of the gravitational action. The boundary terms are just
. Thus, as discussed in section 2.3, we see that the generators of asymptotic Poincaré transformations given in [14] are explicitly equal to the ADM generators [1] .
Equivalence ofK Counterterm and the Ashtekar-Hansen
Covariant Approach for d = 4
This section explicitly demonstrates the equality of the Ashtekar-Hansen definitions of the conserved charges with that of the boundary stress tensor defined by (2.2) for the case d = 4. We expect corresponding results in higher dimensions.
Preliminaries
To motivate this study, recall the boundary stress tensor definition of charge (2.10):
Applying the basic definition (2.9) of T ij , one may show [14] that
where π ij = K ij − Kh ij andπ ij =K ij −Kh ij . As in section 3, one may readily compute π ij −π ij by comparing the Gauss-Codazzi equation for K ij with the defining equation (2.3) forK and expanding in powers of ρ. However, in contrast to section 3, we focus here on the case where ∂M is defined by the hyperbolic cut-offs (2.4) in order to make contact with the Ashtekar-Hansen framework 4 . Nonetheless, for the same reasons as noted in section 3, one finds [14] that the resulting expansion for T ij is determined by the expansion of the electric part of the Weyl tensor. In particular,
where
is the first non-trivial term in the electric part of the Weyl tensor. Here ρ a is the unit normal to the hyperboloid at constant ρ and we have used the fact that the vacuum Einstein equations hold to leading non-trivial order. As a result, for such ξ one may rewrite (2.10) as
where h 0 C is the determinant of the metric induced on the cut C by metric on the unit hyperboloid (h 0 ij = ρ −2 h ij ), (n 0 ) j = ρn j is the unit normal to C with respect to h 0 ij , and we have introduced the corresponding (ξ 0 ) i = ρξ i . All of the factors in (4.4) are now normalized so that they are independent of ρ at large ρ (and (4.4) is manifestly finite).
For d = 4, the expression (4.4) is exactly the Ashtekar-Hansen definition of conserved charges corresponding to the translations. However, less satisfactory results were obtained in [14] for the generators of Lorentz transformations. The point is that the Ashtekar-Hansen definition of Lorentz generators involves the magnetic part of the Weyl tensor:
where we have defined β ij as the pull-back to the hyperboloid of 6) and the vector field
is built from the asymptotically constant skew tensor F ab satisfying ξ a = F ab ρ b to leading order. The definition above is for d = 4, though it is readily generalized to higher dimensions. While an abstract argument for the agreement of the Lorentz charges (2.10) with the usual charges was given in [14] , and while we saw explicitly in section 3 that for cylindrical boundaries the charges (2.10) agree with those of ADM (which in turn are known to agree [35] with the 4 The Ashtekar-Hansen definitions were originally stated in terms of the Spi framework [3] , in which the spacetime is conformally compactified and spacelike infinity i 0 is represented by a point. However, interesting tensor fields are not smooth at this point. Instead they admit direction-dependent limits. As a result, the fields are naturally defined on the hyperboloid of directions in which one can approach i 0 . As described in [7] , the formalism can be recast in terms in which spacelike infinity itself is replaced by a timelike hyperboloid. Our use of a hyperbolic cut-off is essentially a coordinate-based description of the same formalism. For the convenience of the reader, we simply translate all formulae from [3, 4, 7] into the coordinate-based language already introduced above.
Ashtekar-Hansen charges
5 ), it is far from clear precisely how (2.10) and (4.5) define the same quantity. In particular, as noted above, (2.10) is fundamentally constructed from the electric part of the Weyl tensor while (4.5) is constructed from the magnetic part of the Weyl tensor.
The goal of the present section is to explicitly demonstrate the required agreement whenever (4.5) is well-defined. The result will follow from relations between the electric and magnetic parts of the Weyl tensor at appropriate orders which in turn follow from the equations of motion. Before commencing the main calculation, we point out that a general metric satisfying our definition of asymptotic flatness may have a divergent (4.5). This happens when, in asymptotically Cartesian coordinates, the O(ρ −3 ) magnetic part of the Weyl tensor is non-zero, so that β ij (in our hyperbolic coordinates) grows with ρ. For example, this occurs whenever the spacetime carries non-zero NUT charge. Ashtekar and Hansen [3] introduced their definition only for spacetimes in which this leading part of the magnetic Weyl tensor vanishes, so that (4.5) is finite. Furthermore, in such cases by acting with an appropriate supertranslation one may [26] impose the relation: h
Equation (4.8) was also assumed in making the definition (4.5) [3] . We therefore consider only metrics satisfying (4.8) below. Finally, we follow [3] in assuming that the vacuum Einstein equations hold to order ρ −4 in asymptotically Cartesian Coordinates.
Asymptotic Expansions
Because the Killing fields corresponding to asymptotic Lorentz transformations are larger at infinity than the asymptotic translations, the corresponding conserved quantities defined by (4.1) depend on both the leading and the next-to-leading parts of the boundary stress tensor. Our task is to calculate these terms, and to show that the result implies agreement between (4.1) and (4.5). Our calculations follow the approach used in the systematic analysis of asymptotic flatness was carried out by Beig and Schmidt in [26, 27] . In this subsection we present the relevant asymptotic expansions for use in showing equality of the charges in sections 4.3 and 4.4. In performing the remaining asymptotic expansions, we follow [26, 27] in imposing further gauge conditions to bring the metric into the form
where again h 0 ij is the metric on the unit hyperboloid and we assume (4.8). As stated above, we assume d = 4 here and below.
We will make much use of the vacuum Einstein equations below. Given the form (4.9), it is natural to decompose these equations using the unit (outward-pointing) normal ρ a to the hyperboloid of constant ρ and the projector h ab = g ab − ρ a ρ b . The results may be written [26] in the form
where prime denotes partial derivative with respect to ρ and, as in section 3, D is the covariant derivative compatible with the full metric h ij on the hyperboloid. In equations (4.11) indices are raised and lowered with h ij . However, in the remainder of section 4 indices will be raised and lowered with h 0 ij unless otherwise stated. Clearly, one wishes to insert the expansion (4.10) into (4.11) and to consider the resulting expansion of the equations of motion. Beig [27] showed that the zeroth and the first order Einstein equations are identically satisfied if
Here we have introduced the (torsion-free) covariant derivative D i on the hyperboloid compatible with the zero-order metric h 0 ij . Turning to the second order equations, [27] showed that these may be written in the form
The expansion (4.9) allows us to write the electric and magnetic parts of the Weyl tensor in the form
where it is easy to show that β ij = β ji using (4.14), (4.15) . Here, ǫ mni is the Levi-Civita tensor on the unit hyperboloid (metric h 0 ij ). The first equation is straightforward to derive. The second was used in [27] and is re-derived for completeness in appendix B and C. A useful fact is that the equations of motion (4.13-4.14) imply that expression (4.16) for β ij is symmetric in i, j.
One may make use of (4.16) to write (4.13-4.15) in the form
(4.17)
The systems of equations (4.13-4.15) and (4.17-4.19) are equivalent [27] and the explicit transformation from the second to the first is via the following change of variables
This transformation will be useful in sections 4.3 and 4.4.
Spatial Rotations
With the aid of the asymptotic expansions of section 4.2, we now proceed to show the equivalence of the two covariant approaches for the remaining charges. In this subsection we concentrate on spatial rotations and in the next subsection we discuss the case of the boost generators. The arguments in both of these subsections are similar in spirit but they differ significantly in the details.
Recall that the definition (4.5) of Q AH [ξ] is given in terms of a "dual Killing field" ζ, defined by (4.7). As a result, before beginning the main calculation it will be useful to follow [35] in presenting an alternate form of the relation between ξ a and ζ a adapted to the case where ξ a is a spatial rotation. Let ξ i be a rotational Killing field on the unit hyperboloid (h 0 ij , H). A time coordinate t is naturally induced on this hyperboloid by its embedding in Minkowski space. Consider the cross section C 0 at t = 0, and let the unit (future-pointing) normal to C 0 in H be (n 0 ) i . Note that ξ i is also a Killing field on the cut C 0 , which is just S 2 with the round metric. A Killing field on S 2 with round metric can be written in terms of the derivatives of a function f on S 2 as 
We will see that the appearance of the dual boost Killing field in the Ashtekar-Hansen definition of angular momentum can traced to the Hodge star in the definition of the magnetic part of the Weyl tensor (4.6). We now proceed with the main calculation, taking the cut C to be C 0 above. Inserting the relation (4.2) into (4.1), one may write the counter-term charge in the form
23) where ∆π ij = π ij −π ij and we have introduced the expansion ∆π ij = n>0 ∆π n ij ρ −n . In deriving (4.23), we have used (4.8) and the fact that ∆π 0 ij = 0; we have also dropped terms which do not contribute in the limit ρ → ∞.
The integrand of (4.23) is of order ρ. However, we have seen that ∆π 1 ij is given by the electric part of the Weyl tensor. As a result, one may use (4.16) to show that this term gives no contribution to the integral [3, 4, 7] . Thus we may write
where ∆π
It is shown in appendix B that ∆π 2 ij is divergence free with respect to derivative D i so that (4.24) is independent of the choice of cut C. Now, when ξ i is a rotation we may insert expression (4.21) into (4.24) and perform an integration by parts to find:
Here we have used the fact that D (S 2 ) m (n 0 ) j = 0. We now express ǫ mn 2 in (4.26) in terms of the Levi-Civita tensor ǫ mnk on the unit hyperboloid:
27) where in the second step we have used expression (4.22) for the Killing field ζ i . From (4.27), the next step is to carefully expand ∆π 2 ij and to use (4.16) and (4.20) to express the results in terms of β ij . This is somewhat tedious, and we have relegated such calculations to appendix B. For our present purposes, the key result is the identity (B.22):
Finally, using (4.17) we note that
Thus, the second term in (4.28) contributes only a total divergence on C to the integrand of (4.27). We have derived
as desired.
Boosts
Let us now consider the case where ξ is a boost. The argument for equality of Q[ξ] and Q AH [ξ] is similar in spirit to that given for rotations above, though the details are somewhat different. Again, since the definition (4.5) of Q AH [ξ] makes use of the dual Killing field ζ, we begin by rewriting the relationship between ξ and ζ. Since ξ is a boost, on the cross section C 0 of the hyperboloid ξ i is proportional to (n 0 ) i . Set ξ i = g(n 0 ) i where g is a function on S 2 . Then the dual Killing field is the rotation ζ i = ǫ in 2 D n g. Again, we take C to be C 0 below.
We now rewrite the Ashtekar-Hansen charge as
Integrating by parts yields
where in the last step we have used the expression ξ i = g(n 0 ) i . Again a careful expansion of π ij ,π ij is required, for which we refer the reader to appendix B. This time the key result is the relation (B.19):
Applying this to (4.34) yields
A bit of calculation shows that the unwanted terms in (4.36) satisfy
and (4.38)
Note that both k ij and j ij are divergence free. Furthermore, one may verify the relation
Thus, the integrand of (4.36) is just ∆π ij ξ i (n 0 ) j plus a total divergence on C. As desired, we have demonstrated the explicit agreement between the Ashtekar-Hansen charges and the charges given in [14] .
Discussion
The above work has answered certain open questions relating to the variational principle (2.2) proposed in [14] for asymptotically flat spacetimes, and to the associated conserved charges.
While it was argued in [14] on general grounds that the Poincaré generators 6 defined by the boundary stress tensor should agree with those defined by other approaches [1] - [14] , the agreement was shown explicitly only for energy and momentum. Our work here also makes the agreement explicit for the Lorentz generators. For pedagogical reasons and as a consistency check, we have also separately shown agreement with the canonical (i.e., ADM [1] ) generators and with the covariant generators of Ashtekar and Hansen [3] .
In particular, we first showed for d ≥ 4 that the Legendre transform of (2.2) is the ADM Hamiltonian [1] , with precisely the ADM boundary terms. We used this fact to explicitly demonstrate that the Poincaré generators defined in [14] agree with those of ADM [1] . Note that the corresponding statement does not hold in d = 3 spacetime dimensions. There the analogous Hamiltonians differ by a constant which shifts the energy of 2+1 Minkowski space [25] .
Second, for d = 4 we have answered an open question related to the Lorentz generators. The explicit agreement of boundary stress tensor energy and momentum with the AshtekarHansen definitions was noted in [14] . However, the agreement of the Lorentz generators was more mysterious. In [14] , these generators were given in terms of the electric part of the Weyl tensor, while the Ashtekar-Hansen definition [3] was stated in terms of the magnetic part of the Weyl tensor. Our work resolves this tension by showing that the Einstein equations relate the higher-order parts of the electric and magnetic Weyl tensors in precisely the right way to obtain agreement. We expect corresponding results in higher dimensions.
A Generalizing Ashtekar-Magnon to d > 4
This appendix contains the remaining details showing the equality of the covariant action (2.2) with theK counter-term and the ADM canonical action (2.13). In particular, section 3 makes use of the result
to leading order. This result was derived in [35] for the case d = 4. Below, we give the details of this argument and show that (A.1) also holds for d > 4. All equations below are valid to leading order. We begin with equation (3.20) from section 3:
It is useful to rewrite (A.2) in terms of the Riemann tensor (R Σ ) ijkl associated with the hypersurface Σ t . This can be done by using the Gauss-Codazzi equation for Σ as a hypersurface in M. Since in asymptotically Cartesian coordinates the extrinsic curvature ∇ i n j of Σ t falls off as r
We desire only the leading behavior, so we may now use equation (3.16) to compute the Ricci tensor of Σ. The result is
where D i is the covariant derivative on Σ t . Since µ ij = q ij − r i r j , we may rewrite the above equation as
Note that, when integrated over the sphere, the last term may be written
where in the final step we have used the fact that the first term in the 2nd to last line is a total divergence on the sphere. Thus, when integrated over the sphere it gives zero. In earlier steps, we used the fact that we require only the leading term in 1/r to make the replacement
Similarly, we can write the second term in (A.5) as
Adding (A.7) and (A.6) yields:
We now turn to the first and third terms from (A.5). Using the fact that
where q 1 kl is independent of r, to leading order we may make the replacement
in these terms. Finally, since we require only the leading order behavior (while any Christoffel symbol is of order r −(d−2) ), we may also commute derivatives freely in (A.5). We thus arrive at
which agrees with (A.1), as desired.
B Expansions of π ij ,π ij and ∆π ij
In this appendix we outline a method for calculating π ij ,π ij and ∆π ij . We confine ourselves to four spacetime dimensions and we work with the Beig-Schmidt coordinate charts discussed in section 4.2. Let us begin with the extrinsic curvature K ij :
whose trace is
where (4.13) has been used. Next, we calculate π ij :
The calculation ofπ ab is similar, but somewhat more involved. It is convenient to introducê p ij = 1 ρK ij . Recall that the countertermK is defined implicitly via the Gauss-Codacci like equation (3.6)
whereh kl := ρ −2 h kl is a conformally rescaled metric on the hyperboloid. In the remainder of this section raising and lowering of indicies is done with h 0 ij . Expandingp ij aŝ 6) we find that the right-hand side of (B.5) is
We can also invert the above relation to expressp 
A similar calculation forp
With these quantities in hand we can easily calculateπ ij . Using the definition ofπ ij and the expansion ofp ij andh ij we have
Substituting (B.9), (B.10), and (4.13-4.15) into (B.11) and making use of various identities from appendix D we findπ
Therefore,
where E 0 ij is the leading order electric part of the Weyl tensor
Inserting (4.20) into (B.15) yields the useful expression 
C An Identity for π ij
In this appendix we derive the relation (4.16). We start by proving an identity (C.5) relating the magnetic part of the Weyl tensor to the curl of the conjugate momentum π ij . Then we calculate the curl of the conjugate momentum and express it in terms of h equations as given in [28] . Let's consider a timelike surface with unit outward pointing normal n a . Then, the extrinsic curvature satisfies
= h m p h n r h j l R prls n s = R mnjs n s , (C.1)
where following the standard conventions we have used the same symbol R mnbf for the projected Riemann tensor. Now consider
Multiplying with the Levi-Civita tensor on the hyperboloid (metric h ij ), ǫ mn i , and symmetrizing over i and j we get Let t, t i and t ij = t (ij) be some arbitrary fields on the hyperboloid H then [26] ,
The following identities on σ follows from commuting derivatives and using the equation of motion for σ, i.e., (4.12)
Using the expansion for h ij one finds the first and the second order Ricci tensors to be
and the Ricci scalar (R :=h ij R ij ) is
Finally we give first and second order correction to the covariant derivative in terms of the connection
