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Abstract
Holmes and Stuart [Z. Angew. Math. Phys. 43 (1992) 598–625] have investigated homo-
clinic solutions for eventually autonomous planar flows by analysing the geometry of the
stable and unstable manifolds. We extend their discussion to higher-dimensional systems
of Hamiltonian type by formulating the problem as the existence of intersection points of
two Lagrangian manifolds. Their various assumptions can be restated and interpreted as
ensuring some complexity of the generating function of one of the Lagrangian manifold
with respect to symplectic coordinates that trivialise the second Lagrangian manifold. The
critical points thus obtained correspond to homoclinic solutions. The main new feature in
high-dimensions is that twice as many homoclinic solutions are found as for planar flows,
in analogy with results obtained for autonomous Lagrangian systems by Ambrosetti and
Coti Zelati [Rend. Sem. Mat. Univ. Padova 89 (1993) 177–194].
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Holmes and Stuart [5] were interested in planar systems and developed
efficient geometrical arguments to establish the existence and multiplicity of
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homoclinic solutions. In this paper we extend their results to dynamical systems of
arbitrary finite dimensions, but of Hamiltonian type only (however see Section 4):{
q˙ = ∂pH(q,p, t),
p˙ =−∂qH(q,p, t), q,p ∈R
n, n 2. (1)
It is supposed that
(A1) there exist −∞ < t1 < t2 < · · · < tN < +∞, Hi ∈ C2(R2n × R) for i =
1, . . . ,N − 1, H− ∈C2(R2n) and H+ ∈ C2(R2n), such that, for z ∈R2n,
H(z, t)=
{
H−(z) if t < t1,
Hi(z, t) if ti  t < ti+1, i = 1, . . . ,N − 1,
H+(z) if t  tN ,
and H(z, t)=O(‖z‖2) for all t ∈R (N = 1 is not excluded).
A nontrivial solution z ∈ C(R,R2n) ∩ C1(R\{t1, . . . , tN },R2n) is homoclinic if
z→ 0 when |t| →∞. We assume that the origin is hyperbolic for the autonomous
systems defined by H+ and H− and that the stable and unstable manifolds for H+
are equal (in a strong sense) and so are the stable and unstable manifolds for H−
(see (A2) below for the precise statement). If Γ+ (respectively Γ−) denotes the
manifold made of the (nontrivial) homoclinic solutions for H+ (respectively H−)
and if F denotes the symplectic transformation defined by the flow between t1
and tN , then the problem amounts to finding the intersection points between
F(Γ−) and Γ+.
When n > 1, Γ+ and Γ− are connected. On the contrary, when n= 1, Γ+ ∪{0}
is the union of two loops intersecting each other at the origin, and so is Γ− ∪ {0}.
Following Holmes and Stuart,2 we only consider one loop of Γ+ ∪ {0} and
one loop of Γ− ∪ {0}, and we represent these two loops parametrically by two
maps σ± ∈ C1([−1,1],R2) such that their derivatives never vanish on [−1,1],
σ± are injective on [−1,1) and σ±(−1) = σ±(1) = 0. Moreover, σ ′+(±1) are
two linearly independent eigenvectors of JH ′′+(0) and σ ′−(±1) are two linearly
independent eigenvectors of JH ′′−(0), where J is the standard symplectic matrix.
Let us mention two of their results that illustrate well their technique. Suppose that
the vector F ′(σ ′−(−1)) points towards the interior of the loop defined by σ+ and
the vector −F ′(σ ′−(1)) points towards the exterior of this loop. Then, for intuitive
topological reasons, F(σ−(I)) ∩ σ+(I) = ∅, where I := (−1,1), and system (1)
has at least one homoclinic solution (see Fig. 1).
If both F ′(σ ′−(1)) and −F ′(σ ′−(−1)) point toward the interior of the loop
defined by σ+ and if, in addition, the area delimited by F ◦ σ− is larger than
the one delimited by σ+, then the set F(σ−(I)) ∩ σ+(I) contains at least two
points and, therefore, (1) has at least two homoclinic solutions (see Fig. 2).
2 Their notation Γ± has a slightly different meaning.
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Fig. 1. First geometrical setting.
Fig. 2. Second geometrical setting.
The first result relies on the facts that a Jordan curve separates the plane into
two components and that the dimension of a curve is half the dimension of the
full space (the plane). The second result needs, in addition, the fact that the area
is an increasing map with respect to inclusion. In their hypotheses, Holmes and
Stuart describe the respective positions of σ+(I) and F(σ−(I)) near the origin on
one hand (this can be done in terms of the linearised problem), and by comparing
the areas enclosed by σ+(I¯ ) and F(σ−(I¯ )) on the other hand. The first area is
totally determined by H+ and, in the Hamiltonian setting, the area enclosed by
F(σ−(I¯ )) has the same value as the one enclosed by σ−(I¯ ) and is therefore totally
determined by the autonomous system given by H−.
His investigation of steady flows of inviscid fluids leads Mielke [6] to an anal-
ogous problem with n = 1 and N = 1. However H+ and H− need not have a
common equilibrium in his case and, in addition to homoclinic solutions, hetero-
clinic and semi-periodic solutions are physically relevant. His work contains also
a subtle discussion of the persistence of these solutions under perturbations that
are not eventually autonomous.
In higher-dimensional systems, Γ− and Γ+ are connected and their topological
structure could be quite complicated. Let us distinguish the notion of homoclinic
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solution from the one of homoclinic orbit: a homoclinic solution is a map from R
to R2n whereas a homoclinic orbit is an oriented one-dimensional manifold that
is the range of some homoclinic solution. Hypothesis (A2) below is a structure
assumption on Γ± that implies that Γ± is homeomorphic to R× Sn−1, where the
(n − 1)-dimensional sphere Sn−1 is regarded as the set of all homoclinic orbits
for the dynamical system defined by H± and the coordinate in R is for the time.
The sets Γ± ∪ {0} are n-dimensional spheres immersed in R2n in such a way that
their poles are sent to 0 ∈R2n.
For higher-dimensional Hamiltonian systems, the areas are replaced by the
actions of the homoclinic solutions in Γ+ and in Γ−. Let us remind that Γ+
(say) is a Lagrangian manifold, that is, the canonical symplectic structure dp∧dq
vanishes on Γ+ (in general, the stable manifold of a saddle point of a Hamiltonian
system is Lagrangian; see e.g. [3] and the appendix of [4]). As a consequence, the
form pdq restricted to Γ+ is closed and, thanks to hypothesis (A2), even exact.
Therefore all homoclinic solutions in Γ+ have the same action
∫
pdq . The areas
of the regions delimited by the loops are thus replaced by
∫
γ− pdq and
∫
γ+ p dq ,
where γ± is any homoclinic solution of the Hamiltonian system defined by H±.
It is always possible to find new symplectic coordinates (u, v) in a (large?)
neighbourhood of Γ+ such that Γ+ can be written in the form Γ+ = {(u, v):
v = 0}. The set {(u, v): v = 0} has to be homeomorphic to R × Sn−1 and
this is why we let the coordinates (u, v) live in the symplectic space T ∗(R ×
Sn−1) endowed with the canonical symplectic structure w(u,v)(u1, v1, u2, v2)=
v1(u2) − v2(u1), where u ∈ R × Sn−1, v, v1, v2 ∈ T ∗u (R × Sn−1) and u1, u2 ∈
Tu(R× Sn−1). Hypothesis (A4) is stated in terms of the transformation (u, v)→
(q,p) regarded as a symplectic map ψ from a neighbourhood of (R× Sn−1)×
{0} in T ∗(R × Sn−1) to a neighbourhood of Γ+ in R2n. For simplicity, in
this introduction, we consider (u, v) as coordinates in T ∗(R × Sn−1) or in
R
2n (without using ψ). The new coordinates are supposed to be defined in a
neighbourhood of Γ+ that contains F(Γ−); this is a condition on the size of
the neighbourhood or/and on the flow F . The assumption that F(Γ−) is a graph
in the new coordinates (u, v) means that there is a 1-form K on R × Sn−1 so
that F(Γ−)= {(u, v) ∈ T ∗(R× Sn−1): v =K(u)}. Since F(Γ−) is a Lagrangian
manifold, so is the graph of K and thus K is a closed form. For n > 2, it then
follows that K is exact, i.e., the gradient of some function φ defined on R×Sn−1.
This is also true for n = 2 if K tends quickly to 0 outside compact subsets (see
condition (2)). Intuitively, the point at infinity in the 1-point compactification of
R × Sn−1 × {0} corresponds to the origin of R2n and the requirement that K
tends to 0 (in the sense of (2)) reflects the fact that F(Γ−)\F(Γ−) contains only
the origin.
The hypotheses of Holmes and Stuart can be restated and interpreted in
this new framework, and they ensure the existence and multiplicity of critical
points of φ, that is, the existence and multiplicity of homoclinic solutions.
Our hypotheses are on the behaviour of φ at infinity. More precisely, let the
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coordinates in R × Sn−1 be (τ, θ) and their dual coordinates in the cotangent
space be (h,Ω), i.e., (τ, θ, h,Ω) ∈ T ∗(R × Sn−1). Condition (2) implies that
the limits limτ→+∞ φ(τ, θ) and limτ→−∞ φ(τ, θ) exist uniformly in θ and are
independent of θ . The hypotheses on the actions of the homoclinic orbits in Γ+
and in Γ− become hypotheses on the sign of
lim
τ→+∞φ(τ, θ)− limτ→−∞φ(τ, θ),
and the hypotheses on the way Γ+ and Γ− intersect each other at the origin
become hypotheses on the asymptotic sign of h= ∂φ/∂τ as τ →+∞ and τ →
−∞. Roughly speaking, the interior and exterior of the loop σ+([−1,1])⊂ R2
are now replaced by the regions where h < 0 and h > 0 (in this order, as in the
example of Section 3, or in the opposite order).
As a function of the original coordinate (q,p), h is defined in a neighbourhood
of Γ+ and we can consider the Hamiltonian flow generated by h. For this flow, Γ+
is globally invariant and filled with homoclinic solutions to the origin (at which h
is not necessarily defined). In a certain sense, we have replaced the original
Hamiltonian H+ by the new one h (seen as a function of (q,p)), which is totally
integrable in a sufficiently large neighbourhood of Γ+∪F(Γ−). It would be useful
to know when h = H+ and in which extent the hypotheses in the statements of
Theorems 1 and 2 depend on the choice of the new system of coordinates (u, v).
When H(−q,−p, t)≡H(q,p, t), there are conditions implying the existence
of at least 2n pairs (Theorem 2). The hypotheses of Theorems 1 and 2 can be
checked in particular when F(Γ−) is a perturbation of Γ+, but more general non-
perturbative cases need a new approach. However it is encouraging that there is
a method based on degree theory that is more flexible and that encompasses non-
perturbative situations as well (see Section 4). Its main feature is that F(Γ−) is no
more required to be a graph in some appropriate (u, v)-coordinates and it works
also for systems that are not necessarily Hamiltonian. However it requires n to be
odd and it provides less information on the multiplicity of homoclinic solutions.
The use of generating functions in symplectic geometry is by now standard and
we refer to lecture notes by Viterbo [8] for a nice introduction. The generating
function φ considered in the present paper is of the simplest kind, in the sense
that it does not depend on parameters. The graph of its gradient in the (u, v)-
coordinates is exactly the Lagrangian manifold F(Γ−). The method is also
related to Melnikov’s theory: the gradient of φ is related to Melnikov’s function
and φ itself is related to the functional arising in the variational formulation of
Melnikov’s theory (see, e.g., [1] and [2]).
2. Homoclinic solutions
In addition to (A1), we shall assume the following hypotheses.
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(A2) This is an hypothesis on the Hamiltonian flow defined by H+ and on the
Hamiltonian flow defined by H−. Namely, the origin is hyperbolic for the
dynamical system defined by H+ (respectively H−), and the stable and
unstable manifolds coincide. Moreover the time needed for a homoclinic
solution to go from the local unstable manifold to the local stable manifold
is bounded in a way that does not depend on the homoclinic solution. We
shall denote by Γ+ (respectively Γ−) the n-dimensional manifold made of
the homoclinic solutions (it contains the origin in its closure).
(A3) Denoting by F(z) ∈ R2n the point at which z ∈ R2n is sent by the flow
starting at time t1 and ending at time tN , we suppose that F is well defined
over R2n.
Hypothesis (A3) is clearly restrictive when N  2 and it would be interested to
enlarge the class of F under consideration. However the aim of this work is to
better understand dynamical systems of large dimensions rather than to study the
flow F .
Condition (A4) is related to the position of F(Γ−) with respect to Γ+. Let
the (n − 1)-dimensional sphere Sn−1 = {θ ∈ Rn: ‖θ‖ = 1} be endowed with
the standard Riemannian structure. Denote by (θ,Ω) a generic point in T ∗Sn−1,
by (τ, θ) a generic point in M := R× Sn−1 and by (τ, θ, h,Ω) a generic point
in T ∗M.
(A4) Suppose that there exists a diffeomorphism ψ from an open set dom(ψ)⊂
T ∗M to range(ψ)⊂R2n that satisfies the following properties.
Firstly, the map ψ is symplectic in the sense that ψ∗(dp ∧ dq) = dλM,
where dp ∧ dq is the canonical symplectic form on R2n and λM is the
canonical 1-form on T ∗M (that is, at (u, v) ∈ T ∗M with u ∈M and v ∈
T ∗uM, λM evaluated at the vector (du, dv) ∈ T (T ∗M) gives v du ∈R).
Secondly, Γ+ ∪F(Γ−)⊂ range(ψ), ψ−1(Γ+)=R× Sn−1 × {0} and(
ψ−1 ◦ F )(Γ−)= {(τ, θ,K(τ, θ)): (τ, θ) ∈M},
where K is a 1-form of class C1 onM such that the function
R  τ →max{∥∥K(τ, θ)∥∥: θ ∈ Sn−1} is integrable. (2)
We shall denote by K1 and K2 the h- and Ω-components of K .
We have to find (τ, θ) ∈M such that K(τ, θ)= 0. In the present section, we shall
see that K is exact and use variational methods.
In Section 3, we shall give an example such that H± are invariant under the
action of the group SO(n,R). The map ψ can then be given quite explicitly and
the hypotheses (A1) to (A4) can be checked when F(Γ−) is a perturbation of Γ+.
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Observe that all homoclinic solutions of the dynamical system given by
H+ (respectively H−) have the same action
∫
R
p(t)q˙(t) dt (the integrals are
absolutely convergent). Let
A=
∫
R
K1(τ, θ) dτ, (3)
where θ is arbitrary in Sn−1 (in the proof of the next theorem, we shall see that
K is exact and thus A does not depend on the choice of θ ). Under additional
hypotheses, A will be interpreted in Proposition 3 as the difference between the
action of a homoclinic solution for H− and the action of a homoclinic solution
for H+. In order to state our main theorem, we also introduce the sets
C± =
{
ψ(τ, θ,h,Ω): (τ, θ, h,Ω) ∈ dom(ψ), ±h > 0},
the local stable manifold W locst and the local unstable manifold W locunst to the origin
for H− (they can be chosen arbitrarily small in Γ− ∪ {0}).
Theorem 1. If conditions (A1) to (A4) hold true, then system (1) has at least two
homoclinic solutions provided that one of the following conditions is satisfied:
(i) F(W locunst)⊂ C− and F(W locst )⊂ C+;
(ii) F(W locunst)⊂ C+ and F(W locst )⊂ C−;
(iii) A 0 and F(W locunst)⊂ C−;
(iv) A 0 and F(W locst )⊂ C−;
(v) A 0 and F(W locst )⊂ C+;
(vi) A 0 and F(W locunst)⊂ C+;
(vii) A= 0.
There are at least 4 homoclinic solutions if one the following conditions is satis-
fied:
(viii) A 0, F(W locunst)⊂ C− and F(W locst )⊂ C−;
(ix) A 0, F(W locunst)⊂ C+ and F(W locst )⊂ C+.
Remarks. This family of conditions is invariant under two formal transforma-
tions. The first one consists in permuting W locunst and W locst , that is, we can replace
H− by −H− (or reverse the time in the Hamiltonian system defined by H−) with-
out changing the number of homoclinic solutions of (1). The second one con-
sists in replacing A by −A and permuting C− and C+, which is equivalent to
the change of variables (τ, θ, h,Ω)→ (−τ, θ,−h,Ω). It is therefore enough to
consider cases (i), (iii), (vii) and (viii). Condition (i) is related to Fig. 1 as fol-
lows: the assumption that F ′(σ ′−(−1)) points toward the interior of σ+(I¯ ) in
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Fig. 1 is replaced by the assumption F(W locunst) ⊂ C− and the assumption that
−F ′(σ ′−(1)) points toward the exterior of σ+(I¯ ) is replaced by the assumption
F(W locst )⊂ C+. In a similar way, condition (viii) is related to Fig. 2: the assump-
tion that F ′(σ ′−(−1)) and −F ′(σ ′−(1)) point toward the interior of σ+(I¯ ) is re-
placed by the assumption F(W locunst)∪ F(W locst )⊂ C− and the assumption that the
area of the interior of σ−(I¯ ) is larger than the area of the interior of σ+(I¯ ) is
replaced by the assumption A 0.
Proof. The unstable manifold for H− is Lagrangian, that is the 2-form dp ∧ dq
vanishes on Γ−, and this property is preserved by the symplectic transformationF
(see, e.g., [3] and the appendix of [4]). It follows that the integral of the canonical
1-form λM along every loop that is contractible in (ψ−1 ◦ F)(Γ−) to a point
vanishes, which amounts to
∫
γ
K = 0 for every contractible loop γ ∈ R× Sn−1.
Hence the 1-form K is closed. In fact, for n  3, K is the derivative of some
function φ ∈ C2(R× Sn−1) over its whole domain of definition, which is simply
connected. This is still true for n = 2 because every loop is homotopic to one
that is in the region |τ |> T with T arbitrarily large; more precisely, condition (2)
shows that, for some sequence of such loops, the integral of K along the loops
tends to 0. In brief, K is exact.
We are thus lead to find the critical points of φ. By (2), the limits
limτ→−∞ φ(τ, θ) and limτ→+∞ φ(τ, θ) exist uniformly in θ and are independent
of θ . As φ is defined up to a constant, we can assume limτ→−∞ φ(τ, θ) = 0 for
all θ ∈ Sn−1, from which it follows that limτ→+∞ φ(τ, θ)=A for all θ .
By the compactness of F(Γ−\{W locunst ∪W locst }), there exists T > 0 such that{
ψ
(
τ, θ,K(τ, θ)
)
: |τ |> T, θ ∈ Sn−1}⊂ F (W locunst)∪F (W locst ).
By connectedness, we can assume without loss of generality that{
ψ
(
τ, θ,K(τ, θ)
)
: τ <−T , θ ∈ Sn−1}⊂ F (W locunst) and{
ψ
(
τ, θ,K(τ, θ)
)
: τ > T, θ ∈ Sn−1}⊂ F (W locst )
(note that W locst and W locunst play symmetric roles in the statement of the theorem;
moreover this choice is the correct one under the additional hypotheses of
Proposition 3). Let us consider the consequences of these inclusions in the various
cases:
(i) φ(−τ, θ) 0 and φ(τ, θ)A if τ > T ,
(ii) φ(−τ, θ) 0 and φ(τ, θ)A if τ > T ,
(iii), (viii) A 0 and φ(τ, θ) 0 if τ <−T ,
(iv), (viii) A 0 and φ(τ, θ)A if τ > T ,
(v), (ix) A 0 and φ(τ, θ)A if τ > T ,
(vi), (ix) A 0 and φ(τ, θ) 0 if τ <−T .
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Assume that φ has only a finite number of critical points and recall that R× Sn−1
and, for all τ ∈ R, {τ } × Sn−1 are of Ljusternik–Schnirelman category 2 in
R× Sn−1 (see, e.g., Section II.5 of [7]). Then, in cases (i), (iii) and (v), situation
(α) occurs:
(α) there exists µ < min{0,A} such that the set {φ  µ} is compact and of
Ljusternik–Schnirelman category 2, and (min{0,A}+µ)/2 is a regular value
of φ.
Indeed, there exists τ ∈ R such that max{φ(τ, θ): θ ∈ Sn−1} < min{0,A}
(the inequality can be arranged to be strict because otherwise φ would have
infinitely many critical points). Choose any µ strictly between max{φ(τ, θ): θ ∈
Sn−1} and min{0,A} and observe that the set {φ  µ} is compact because
lim inf|τ |→∞ φ(τ, θ) = min{0,A} uniformly in θ . We can choose µ such that
(min{0,A} + µ)/2 is a regular value of φ because φ is assumed to have finitely
many critical points only.
In cases (ii), (iv) and (vi), situation (β) occurs:
(β) there exists ν > max{0,A} such that the set {φ  ν} is compact and of
Ljusternik–Schnirelman category 2, and (max{0,A}+ν)/2 is a regular value
of φ.
In cases (viii) and (ix), both (α) and (β) occur. In case (vii), if φ is one-signed
then (α) or (β) occurs, otherwise φ has a global maximum and a global minimum.
Existence and multiplicity of critical points follow from a classical result of the
calculus of variations, see, e.g., Theorem II.5.11 in [7]. Here the relevant compact
group acting on the Finsler manifold is just {id} and the index is given by the
Ljusternik–Schnirelman category inR×Sn−1. In case (α), apply Theorem II.5.11
in [7] to the Finsler manifold {φ < (min{0,A} + µ)/2} and to the function φ. In
case (β), apply the same theorem to the Finsler manifold {φ > (max{0,A}+ν)/2}
and to the function −φ. ✷
Theorem 2. In addition to conditions (A1)–(A4), suppose that the Hamiltonian
H in Eq. (1) is even: H(−q,−p, t) = H(q,p, t), and that ψ(τ,−θ,h,−Ω) =
−ψ(τ, θ,h,Ω). Then, in cases (i)–(vi) of Theorem 1, there exist at least n pairs
of homoclinic solutions and, in cases (viii) and (ix), there exist at least 2n pairs
of homoclinic solutions.
Proof. Observe that Γ± is invariant under the Z/2Z-action (q,p)→ (−q,−p)
and that F(−q,−p)=−F(q,p). It clearly follows that K2(τ,−θ)=−K2(τ, θ)
and φ(τ,−θ) = φ(τ, θ). Therefore we can apply standard methods of critical
point theory for functions invariant under a Z/2Z-action. Let Pn−1 be the (n−1)-
dimensional real projective space and define the index of any invariant closed set
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X ⊂R× Sn−1 as the Ljusternik–Schnirelman category of the set X˜ in R× Pn−1
obtained from X by collapsing symmetric points (i.e., (τ, θ) and (τ,−θ)). In
particular, {τ }×Sn−1 is of index n. Let us assume that φ has only a finite number
of critical points. Then, in cases (i), (iii) and (v), situation (α) occurs with the
additional property that the set {φ  µ} is of index n. In cases (ii), (iv) and (vi),
situation (β) occurs with the additional property that the set {φ  ν} is of index
n. In cases (viii) and (ix), both (α) and (β) occur. The conclusion follows again
from Theorem II.5.11 in [7]. ✷
When the homoclinic orbits in F(Γ−) are perturbations of those in Γ+ and
when the τ -component of the homoclinic solutions for H+ and for H− is
increasing, the following proposition implies that A is the difference between
the action of any homoclinic solution for H− and the action of any homoclinic
solution for H+. However, instead of a perturbation hypothesis, we assume more
generally some kind of homotopy between Γ+ and F(Γ−):
Proposition 3. Assume that there exists a C1-map σ :R× [0,1]→ dom(ψ) such
that
(1) R  s → ψ(σ(s,0)) is an orientation preserving parametrisation of some
homoclinic orbit for H+,
(2) R  s → F−1(ψ(σ(s,1))) is an orientation preserving parametrisation of
some homoclinic orbit for H−,
(3) lims→±∞(πτ ◦ σ)(s,1) = ±∞, where πτ :T ∗M→ R is the projection on
the first coordinate ofM,
(4) lim|s|→∞
∫
{s}×[0,1](ψ ◦ σ)∗(p dq)= lim|s|→∞
∫
{s}×[0,1] σ
∗(λM)= 0.
Then A in (3) is the difference between the action of a homoclinic solution for H−
and the action of a homoclinic solution for H+, i.e., A =
∫
γ− p dq −
∫
γ+ p dq ,
where γ± is a homoclinic orbit for H±.
Proof. Since K is exact (see the proof of Theorem 1), we get
A= lim
s→∞
s∫
−s
K
(
σ(sˆ,1)
) d
dsˆ
σ (sˆ,1) dsˆ = lim
s→∞
∫
[−s,s]×{1}
σ ∗(λM)
= lim
s→∞
∫
[−s,s]×{1}
σ ∗(λM)− lim
s→∞
∫
[−s,s]×{0}
σ ∗(λM)
=− lim
s→∞
∫
∂([−s,s]×[0,1])
σ ∗(λM)=− lim
s→∞
∫
[−s,s]×[0,1]
σ ∗(dλM)
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=− lim
s→∞
∫
[−s,s]×[0,1]
(ψ ◦ σ)∗(dp ∧ dq)
=− lim
s→∞
∫
∂([−s,s]×[0,1])
(ψ ◦ σ)∗(p dq)
= lim
s→∞
∫
[−s,s]×{1}
(ψ ◦ σ)∗(p dq)− lim
s→∞
∫
[−s,s]×{0}
(ψ ◦ σ)∗(p dq)
=
∫
(ψ◦σ)(R×{1})
p dq −
∫
(ψ◦σ)(R×{0})
p dq. ✷
3. An example
Assumption (A2) is a consequence of the following stronger property.
(A5) The autonomous system defined by H± possesses a nontrivial homoclinic
solution in {(q,p) ∈R2n: q = 0} and
H±(q,p)= 12‖p‖
2 − 1
2
α±‖q‖2 + γ±〈q,p〉
+ ξ±
(‖q‖2,‖p‖2, 〈q,p〉)
for some constants α± > 0, γ± ∈ R and some C2-function ξ± of the form
ξ±(‖q‖2,‖p‖2, 〈q,p〉) =O(‖q‖4 + ‖p‖4) near the origin.
Clearly H+ and H− are invariant under the standard action of the group of ro-
tations SO(n,R), i.e., H±(T q,Tp)=H±(q,p) for all T ∈ SO(n,R), q,p ∈Rn.
This implies, as we are going to show, that the stable and unstable manifolds for
H+ coincide, as well as those for H−.
For simplicity, set TθSn−1 = T ∗θ Sn−1 = {Ω ∈Rn: 〈Ω,θ〉 = 0}, and let M˜ be
the smooth manifold defined by
M˜= {(r, θ,R,Ω): r > 0, θ ∈ Sn−1, R ∈R, Ω ∈Rn, 〈θ, Ω〉 = 0},
where 〈·, ·〉 denotes the inner-product in Rn. We endow M˜ with the canonical
symplectic structure dλM˜, where λM˜ = Rdr + 〈Ω,dθ〉. We define a smooth
map ψ˜ :M˜→R2n by
(q,p)= ψ˜(r, θ,R,Ω) := (rθ, r−1Ω +Rθ). (4)
For q = 0, this map is invertible:
ψ˜−1(q,p)= (r, θ,R,Ω)
= (‖q‖, q/‖q‖, ‖q‖−1〈p,q〉, ‖q‖p− ‖q‖−1〈p,q〉q).
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Moreover, ψ˜ is symplectic in the sense that ψ˜∗(dp ∧ dq) = dλM˜ (in fact,
ψ˜∗(p dq)= λM˜).
Let H˜± =H± ◦ ψ˜ . Since ψ˜ is a symplectic map, the image by ψ˜ of solutions
for H˜± are solutions for H±. Hamilton’s variational principle ensures that
all solutions (r(t), θ(t),R(t),Ω(t)) of the Hamiltonian system defined by H˜±
satisfy
δ
∫ {
Rr˙ + 〈Ω, θ˙〉 − H˜±
}
dt = 0
under the constraints ‖θ‖ ≡ 1 and 〈θ,Ω〉 ≡ 0. Thus there exist two functionsµ(t)
and ν(t) (pointwise Lagrange’s multipliers) such that
r˙ − ∂RH˜± = 0,
−R˙− ∂rH˜± = 0,
θ˙ − ∂ΩH˜± + νθ = 0,
−Ω˙ − ∂θ H˜± + νΩ +µθ = 0,
‖θ‖ = 1,
〈θ,Ω〉 = 0
(the partial derivatives are unconstrained). Since
H˜±(r, θ,R,Ω)= 12R
2 + ‖Ω‖
2
2r2
− 1
2
α±r2 + γ±rR
+ ξ±
(
r2,R2 + ‖Ω‖2/r2, rR)
is independent of θ and ∂ΩH˜± = 0 if Ω = 0, particular solutions can be obtained
by setting µ≡ ν ≡ 0 and solving
r˙ − ∂RH˜± = 0,
−R˙− ∂rH˜± = 0,
θ ≡ θ(0) and ‖θ(0)‖ = 1,
Ω ≡ 0.
The two first equations constitute the Hamiltonian system defined by the radial
Hamiltonian
H rad± (r,R)=
1
2
R2 − 1
2
α±r2 + γ±rR+ ξ±
(
r2,R2, rR
)
.
Hence, denoting by H 0± the component of{
(r,R) ∈R2: r > 0, H rad± (r,R)= 0
}
containing (0,0) in its closure, we obtain
Γ± =
{
ψ˜(r, θ,R,Ω): ‖θ‖ = 1, Ω = 0, (r,R) ∈H 0±
}
.
This shows that (A5) implies (A2).
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When dealing with (A4), it is natural to work with other symplectic coordinates
than (r,R), namely in time-Hamiltonian coordinates (τ, h), where h=H rad+ (r,R)
and, along solutions of the Hamiltonian system defined by H rad+ , dτ/dt = 1. For
simplicity, we assume that γ+ = 0 and that ξ+(‖q‖2,‖p‖2) does not depend on
〈q,p〉:
H+(q,p)= 12‖p‖
2 − 1
2
α±‖q‖2 + ξ±
(‖q‖2,‖p‖2). (5)
We define the function τ = τ˜ (r,R) in a connected open neighbourhoodU of H 0+
that contains only regular point of H rad+ , as follows. First we choose the zero-level
set of τ˜ to be a C1-curve in U everywhere transversal to the level sets of H rad+ .
Once this has been chosen, τ˜ (r,R) is defined as the time needed for a solution of
the Hamiltonian system defined by the Hamiltonian H rad+ to reach (r,R) starting
from the zero-level set of τ˜ , without leaving U . In order that τ˜ (r,R) is well
defined, U must be such that the intersection of U and any level set of H rad+ is
either empty or homeomorphic to an open interval. We choose U = U(δ) (δ > 0
is a small parameter) to be the component of{
(r,R) ∈R2: r > 0, ∣∣H rad+ (r,R)∣∣< δ3}∖[(0, δ)× {0}]
that contains H 0+. We have removed the set (0, δ) × {0} from U(δ) so that the
intersection of U(δ) and any level set of H rad+ is never a closed curve.
We can now define the map ψ in assumption (A4) by
ψ:

dom(ψ)= {(τ, θ, h,Ω): ∃(r,R) ∈ U(δ)
s.t. τ = τ˜ (r,R), h=H rad+ (r,R)
}
,
ψ(τ, θ,h,Ω)= (q,p) ⇔ ψ˜(r, θ,R,Ω)= (q,p),
τ = τ˜ (r,R) and h=H rad+ (r,R).
It is clear that the first hypothesis of (A4) holds and that the one of Proposition 3
also holds if homoclinic solutions for H− are sent by the flow F near homoclinic
solutions for H+ (perturbative case). Note that H 0± ∪ {(0,0)} is a Jordan curve
in R2 and that A defined in (3) is the difference between the area inside H 0− and
the area inside H 0+ (still in the perturbative case). The second hypothesis of (A4)
is more intricate and the following proposition is helpful to check it.
Proposition 4. If H+ is of the special form (5) and if R is a C1-function of r > 0
satisfying
lim
r→0R(r)= 0 and
∣∣R′(r)− β∣∣ C|r|
for some β = 0, some C > 0 and all small r > 0, then the map
r → sgn(R(r))τ˜ (r,R(r))=−∣∣τ˜(r,R(r))∣∣
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has positive derivative for r > 0 small, where sgn(R) ∈ {−1,1} is the sign of R.
Moreover,
r  exp
(−D∣∣τ˜ (r,R(r))∣∣) (6)
for small enough r and some positive constant D.
Proof. The Implicit Function Theorem says that the equation h = H rad+ (r,R)
can be written R2 = 2h + α+r2 + ρ(r2, h) for some C2-function ρ satisfying
ρ(r2, h)=O(r4 + h2) near (r2, h)= (0,0). Hence
r˙ = ∂RH rad+ =R
(
1+ 2∂2ξ+
(
r2,R2
))
=±
√
2h+ α+r2 + ρ
(
r2, h
)(
1+O(r2 + |h|))
=±
√
2h+ α+r2 +O
(
r4 + h2).
Let r0 ∈ (0, δ] and τ˜0(r,R) ∈ R be the time needed to reach {(r˜, R˜) ∈ U(δ): r˜ =
r0} along the solution that goes from the zero-level set of τ˜ to (r,R). Then, for
r < r0,
τ˜0(r,R)− τ˜ (r,R)
= sgn(R)
r0∫
r
ds√
2H rad+ (r,R)+ α+s2 +O
(
s4 +H rad+ (r,R)2
) .
Let us now compute the derivative of τ˜ (r,R(r)) for r < r0. Choose 8 ∈ (0,1) such
that
min{0, β2 − α+}
(1− 8)2α+
√
β2 − 38α+
+ 1|β| > 0.
For r0 small enough, we get
sgn
(
R(r)
)dτ˜ (r,R(r))
dr
=
r0∫
r
{
2H rad+
(
r,R(r)
)+ α+s2 +O(s4 + (H rad+ )2)}−3/2 ds
× {∂rH rad+ (r,R(r))+ β∂RH rad+ (r,R(r))}{1+O(r20 )}
+ {2H rad+ (r,R(r))+ α+r2 +O(r4 + (H rad+ )2)}−1/2
+ sgn(R(r))dτ˜0(r,R(r))
dr
=
r0∫
r
{
2H rad+
(
r,R(r)
)+ α+s2 +O(s4 + (H rad+ )2)}−3/2 ds
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× {(β2 − α+)r +O(r2)}{1+O(r20 )}
+ {2H rad+ (r,R(r))+ α+r2 +O(r4 + (H rad+ )2)}−1/2
+ sgn(R(r))dτ˜0(r,R(r))
dr

∞∫
r
{
(1+ 8)2H rad+
(
r,R(r)
)+ (1− 8)α+s2}−3/22(1− 8)α+s ds
× min{0, β
2 − α+}
2(1− 8)2α+
+ {2H rad+ (r,R(r))+ α+r2 +O(r4 + (H rad+ )2)}−1/2
+ sgn(R(r))dτ˜0(r,R(r))
dr
because H rad+ (r,R(r))−O(r4) 0 if α+  β2. Now, for r0 fixed, we consider r
small enough:
sgn
(
R(r)
)dτ˜(r,R(r))
dr
 min{0, β
2 − α+}
2(1− 8)2α+ 2
{
(1+ 8)2H rad+
(
r,R(r)
)+ (1− 8)α+r2}−1/2
+ 1|β|r +O(1)

{
min{0, β2 − α+}
(1− 8)2α+
√
β2 − 38α+
+ 1|β|
}
1
r
+O(1)
which is positive for small r > 0. Integrating this inequality, we get (6). ✷
Suppose that F(W locunst) and F(W locst ) are of class C2 and diffeomorphic to
neighbourhoods of 0 in the q-space, the diffeomorphisms being the restrictions
of the projection on the q-space along the p-space. Then F(W locunst) and F(W locst )
are the graphs of two functions Gunst and Gst defined in a neighbourhood of 0
in the q-space. We assume also that G′′unst(0) is positive definite and that G′′st(0)
is negative definite. Then the hypotheses of Proposition 4 holds true if R(r) is of
the form R(r)= 〈p, θ〉 with (rθ,p) ∈W locunst/st, θ ∈ Sn−1 and r > 0 small, that is
R(r)= 〈G′unst/st(rθ), θ〉. Observe that
β = d
dr
〈
G′unst/st(rθ), θ
〉∣∣
r=0 =
〈
G′′unst/st(0)θ, θ
〉
is positive when working with Gunst and negative when working with Gst. Propo-
sition 4 implies that r , R(r) and H rad+ (r,R(r)) are C1-functions of τ = τ˜ (r,R(r))
that decrease exponentially with |τ | (for large |τ |) and, as a consequence, that the
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h- and Ω-components of F(W locunst)\{0} and F(W locst )\{0} are functions of τ and
θ ∈ Sn−1 that decrease exponentially when |τ | →∞. Hence (2) is verified (but
not necessarily (A4)). The additional information that τ takes large negative (re-
spectively positive) values on F(W locunst) (respectively F(W locst )) is also available.
When F(W locunst) and F(W locst ) are of class C2, H+ is given by (5) and the
immersed n-dimensional sphere F(Γ− ∪ {0}) is a C1-perturbation of Γ+ ∪ {0},
then (2) and (A4) hold, and we can apply Theorems 1 and 2 (noting that ψ(τ,−θ,
h,−Ω)≡−ψ(τ, θ,h,Ω)).
4. A result in the large
Condition (A4) seems difficult to check for non-perturbative problems.
However, when n in Eq. (1) is odd, degree theory can be used to obtain the
existence of at least one homoclinic solution. Let us recall the framework of
Section 3. The Hamiltonian functions H+ and H− given by (A5) are invariant
under the standard action of the group SO(n,R). It is therefore useful to work
with the new variables (r, θ,R,Ω) and the change of variables ψ˜ defined
by (4). Indeed Ĥ+ := H+ ◦ ψˆ is independent of θ and Ω vanishes along the
homoclinic solutions of the Hamiltonian system defined byH+. LetH rad+ (r,R) :=
Ĥ+(r, θ,R,0) and
C± :=
{
ψ˜(r, θ,R,Ω): r > 0, R ∈R, θ ∈ Sn−1, Ω ∈ T ∗θ Sn−1,
±H rad+ (r,R) > 0
}
.
Theorem 5. Let n  3 be odd and conditions (A1), (A3) and (A5) be satisfied.
Suppose also that F(W locunst) and F(W locst ) are diffeomorphic to neighbourhoods
of 0 in the q-space, the diffeomorphisms being the restrictions of the projection
on the q-space along the p-space. Finally assume that either hypothesis (i) or (ii)
holds:
(i) F(W locunst)\{0} ⊂ C− and F(W locst )\{0} ⊂ C+;
(ii) F(W locunst)\{0} ⊂ C+ and F(W locst )\{0} ⊂ C−.
Then system (1) has at least one homoclinic solution, the non-degeneracy of which
implies the existence of a second homoclinic solution. Here the dynamical system
is not required to be Hamiltonian for t ∈ [t1, tN ].
Proof. Let us first give a sketch. The intersection number of two compact n-man-
ifolds in R2n is clearly 0, as it can be shown by moving them apart. Perturbing
slightly Γ+ ∪ {0} and F(Γ− ∪ {0}) near the origin, we get two compact manifolds
that are both diffeomorphic to S1 × Sn−1, the origin being transformed into
(n− 1)-spheres. Moreover, this can be done so that the new manifolds intersect
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Fig. 3. The two homotopies.
each other near the origin along a (n− 1)-sphere, with intersection number equal
to ±2. Hence away from the origin they have other intersection points whose
intersection numbers sum up to ∓2.
We now give some details about how to perturb Γ+ and F(Γ−) near the origin.
For small 8 > 0 and θ ∈ Sn−1, consider the sets (the fixed parameter θ appears as
a superscript)
Γ θ+ =
{
(r,R): 0 < r2 +R2  82, r > 0, H rad+ (r,R)= 0
}
and
Γ θ− =
{
(r,R): r > 0, ∃Ω s.t. ψ˜(r, θ,R,Ω) ∈ F(Γ−)∩B(0, 8)
}
,
where B(0, 8) denotes the closed ball in R2n of radius 8 centered at the origin and
where Ω in the definition of Γ θ− is uniquely defined. Indeed,
F
(
Γ− ∪ {0}
)∩B(0, 8)= {F (W locunst)∪F (W locst )} ∩B(0, 8)
and, by hypothesis, the projection on the q-space is injective when restricted to
F(W locunst) and F(W locst ), which shows that the are at most to possible values for Ω
when r > 0 and θ are given (with small enough r). The two corresponding values
of R are distinct because of hypotheses (i) or (ii) and the fact that the sets C± can
be described in terms of r and R only.
In the plane {(r,R) ∈ R2}, the two curves Γ θ+ ∪ {(0,0)} and Γ θ− ∪ {(0,0)}
have a corner at the origin and cross each other there. For fixed θ , we can make
two homotopies (one for each curve, see Fig. 3) that leave invariant the end-
points and transform the two curves into two curves Γ̂ θ+ and Γ̂ θ− included in
{(r,R): r > 0}. Moreover, this can be done so that Γ̂ θ+ and Γ̂ θ− cross each other
transversally at some point (8˜,0) (with 8˜ > 0) and so that Γ̂ θ± are independent
of θ in a neighbourhood of (8˜,0).
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Near the origin, we can now define homotopies of Γ+ and F(Γ−) in the (r, θ,
R,Ω)-coordinates as follows. The (r,R)-components of a point in Γ+ (respec-
tively F(Γ−)) is transformed by the homotopy that gives Γ̂ θ+ (respectively Γ̂ θ− ),
whereas the θ -component stays invariant and the Ω-component goes linearly to 0.
The new manifolds thus obtained (more precisely, their closures) intersect each
other along the sphere{
ψ˜(r, θ,R,Ω): r = 8˜, R = 0, Ω = 0}
and the intersection number is the one of Sn−1 with itself in T ∗Sn−1, namely ±2
when n 3 is odd. ✷
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