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GRAPH APPROXIMATIONS TO THE LAPLACIAN SPECTRA
JINPENG LU
Abstract. I prove that the spectrum of the Laplace-Beltrami operator with
the Neumann boundary condition on a compact Riemannian manifold with
boundary admits a fast approximation by the spectra of suitable graph Lapla-
cians on proximity graphs on the manifold, and similar graph approximation
works for metric-measure spaces glued out of compact Riemannian manifolds
of the same dimension.
1. Introduction
In recent years geometric methods have drawn significant attention in data
analysis and machine learning. The basic premise behind these methods is that
high-dimensional natural point cloud data with a small number of parameters
generate a low-dimensional submanifold. In such setting the underlying mani-
fold is typically unknown, and the common strategy is to construct a proximity
graph associated with the point cloud. Since the graph approximates the un-
derlying manifold, one naturally expects to collect information on the geometry
of the manifold from the structure of the graph. The learning algorithms in this
setting, referred to as manifold learning, are often developed based on the Laplace-
Beltrami operator of a Riemannian manifold and the associated graph Laplacian
(a finite dimensional matrix). To guarantee the convergence of such algorithms,
it is necessary to prove the spectral convergence of the graph Laplacian to the
Laplace-Beltrami operator.
So far the works on the spectral convergence of the graph Laplacian appear in
probabilistic and non-probabilistic settings. If the sampling probability distribu-
tion is a priori known, the spectral convergence in probability for closed manifolds
has been studied in [5, 15, 13]. However, essential obstacles appear when one works
towards a convergence result for manifolds with boundary. It was shown in [6] that
the graph Laplacian approximates a first order differential operator at points near
a manifold boundary, which implies that points near the boundary have significant
impact on energy estimates although amount to small volume. The spectral con-
vergence in probability for manifolds with boundary to the Neumann Laplacian
was recently proved in [12, 14] without an error estimate. While an error estimate
was obtained in [11], its dependency on the underlying manifold is not explicit.
More general stratified spaces with certain singularities such as intersections and
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corners were also considered (e.g. [1, 6]), but the spectral convergence has not
been established for such spaces.
On the other hand, the non-probabilistic spectral convergence has been proved
in D. Burago, S. Ivanov and Y. Kurylev’s work [7] for closed manifolds, where
the data points are given instead of the sampling distribution. They showed that
the spectrum of the Laplace-Beltrami operator on a closed Riemannian manifold
admits a fast approximation by the spectra of properly weighted graph Laplacians
on the manifold as long as the graphs are dense enough. The advantage of this
approach is that it does not require data points to be distributed in any regular
way. Furthermore, the error estimate explicitly only depends on intrinsic geo-
metric parameters of the underlying manifold and is independent of the sampling
distribution. However, it is necessary to know a discrete measure approximating
the volume of the underlying manifold locally near the data points.
The purpose of this paper is to establish the non-probabilistic spectral conver-
gence for manifolds with boundary and metric-measure spaces with certain types of
singularities, as a generalization of [7]. As discussed earlier by [6], the graph Lapla-
cian is dominated by a first order differential operator near manifold boundaries
and certain singularities (intersections, corners). Considering that data points can
cluster near boundaries or singularities to any degree if no information on the
sampling distribution is given, there is little hope to prove the non-probabilistic
spectral convergence of the usual graph Laplacian in these spaces. Therefore, the
usual graph Laplacian needs to be modified near boundaries and singularities for
this type of results. In this paper, I introduce approximations of the Laplacian
spectra with the Neumann boundary condition by the spectra of suitable graph
Laplacians for compact Riemannian manifolds with boundary and more generally
metric-measure spaces which are glued out of compact Riemannian manifolds of
the same dimension. Furthermore, the error estimates explicitly only depend on
intrinsic geometric parameters of the underlying manifold.
My result implies that the closeness between the spectrum of the classical Lapla-
cian and the spectra of graph Laplacians extends beyond manifolds. To consider a
potential counterexample where no restriction on volume growth is assumed, one
may find out if the convergence holds for spaces which are glued out of manifolds
of different dimensions (e.g. a ball with a segment attached, where the segment is
equipped with 1-dimensional Lebesgue measure), and if the limit is closely related
to the classical Laplacian. Graph Laplacians and their continuous (as opposed to
discrete) analogues, named ρ-Laplacians in [8], can be defined not only on man-
ifold structures but also for general metric-measure spaces. It was proved in [8]
that for a large class of metric-measure spaces, the spectra of ρ-Laplacians are
stable under metric-measure perturbations, which implies that the convergence
of the spectra of graph Laplacians is equivalent to the convergence of those of
ρ-Laplacians. We ask under what conditions on a metric-measure space one can
guarantee that graph Laplacians and ρ-Laplacians converge to some operator in a
proper sense. On the other hand, it is possible to consider graph approximations
to the Hodge Laplacian, which could provide a way to study topological invari-
ants such as Betti numbers via operators on functions on graph structures. We
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will address the non-probabilistic approximations to the Riemannian connection
Laplacian later in another work.
Definition 1.1. Suppose M is an n-dimensional compact Riemannian manifold
with smooth boundary ∂M (possibly ∂M = ∅). We say M ∈Mn(K1,K2, D, i0) of
dimension n for some K1,K2, D, i0 > 0 if the following conditions hold.
(1) The absolute value of sectional curvatures of M and the norm of the second
fundamental form of ∂M embedded in M are bounded by K1;
(2) The norm of the covariant derivative of the curvature tensor of M is bounded
by K2;
(3) The diameter of M is bounded by D;
(4) The injectivity radius of M is bounded below by i0.
Recall that the injectivity radius for a manifold with boundary is defined as the
minimum of the radius within which the exponential map at any point away from
the boundary is a diffeomorphism, the radius within which the boundary normal
coordinates exist, and the injectivity radius of the boundary.
For M ∈ Mn(K1,K2, D, i0), we present a weighted graph structure for an
arbitrary net on the manifold, which was introduced in [7] for closed manifolds.
First we fix two positive parameters ε, ρ with ε ≪ ρ ≪ 1. Suppose Xε = {xi}Ni=1
is a finite ε-net on the manifold; it forms the vertices of our graph. For the sake
of simplicity, we require xi /∈ ∂M . Two vertices xi, xj are connected by an edge
if and only if their Riemannian distance d(xi, xj) is smaller than ρ. We take any
partition of the manifold into measurable subsets Vi satisfying Vi ⊂ Bε(xi), where
Bε(xi) is the standard geodesic ball of the manifold around xi with the radius ε.
Then we assign the Riemannian volume of Vi as the weight µi to each vertex xi.
Denote this weighted graph by Γε,ρ = Γ(Xε, µ, ρ) with ε≪ ρ≪ 1.
For closed manifolds and for any function u onXε, the weighted graph Laplacian
∆Γ is defined by
∆Γu(xi) =
2(n+ 2)
νnρn+2
∑
j:d(xi,xj)<ρ
µj(u(xj)− u(xi)), for ∂M = ∅,
where νn is the volume of the unit ball in R
n. This is a nonpositive self-adjoint
operator with respect to the weighted discrete L2(Xε) norm. It was proved in
[7] that the spectra of the weighted graph Laplacians converge to the spectrum
of the Laplace-Beltrami operator on a closed manifold as ρ + ε/ρ → 0. The
proof of the convergence relies on energy estimates which are optimal for closed
manifolds. The presence of a manifold boundary or any singularity will prevent
such estimates to achieve the required optimum, which motivates us to impose a
symmetry assumption (to be explained later) on general metric-measure spaces.
For manifold boundaries, this issue can be resolved by intuitively doubling the
manifold.
For manifolds with boundary, the graph Laplacian needs to be defined in order
to gather sufficient information from the boundary, resulting in a slightly different
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form. First of all, we define a meta-metric d˜ as follows and its properties are
explained in Section 2.
Definition 1.2. Let d be the Riemannian distance function on M , and for x, y /∈
∂M , we define d˜ as
d˜(x, y) = inf
z∈∂M
(
d(x, z) + d(z, y)
)
,(1.1)
and we call its minimizers by reflected geodesics. Notice that d˜ satisfies the triangle
inequality.
We define the graph Laplacian ∆Γ by
(1.2)
∆Γu(xi) =
2(n+ 2)
νnρn+2
( ∑
j:d(xi,xj)<ρ
µj(u(xj)−u(xi))+
∑
j:d˜(xi,xj)<ρ
µj(u(xj)−u(xi))
)
,
where νn is the volume of the unit ball in R
n. Note that ∆Γ is a finite dimensional
linear operator−a matrix of dimension N , where N is the total number of vertices.
For k ∈ N, denote the k-th eigenvalue of the graph Laplacian −∆Γ by λk(Γ), and
the k-th eigenvalue of the Laplace-Beltrami operator −∆M with the Neumann
boundary condition by λk(M). I prove that λk(Γ) converges to λk(M) for every
nonnegative integer k 6 N(Xε)−1 as ρ+ ερ → 0, where N(Xε) denotes the number
of points of the ε-net Xε. More precisely,
Theorem 1. Let M ∈ Mn(K1,K2, D, i0) and Γε,ρ = Γ(Xε, µ, ρ) be a weighted
graph defined as above. Then for every nonnegative integer k 6 N(Xε)− 1, there
exists ρ0 = ρ0(n, i0, D,K1,K2, λk(M)) and C = C(n, i0, D,K1,K2), such that for
any ρ < ρ0, one has the following estimate:
|λk(Γε,ρ)− λk(M)| 6 C(ρ+ ε
ρ
+ ρλk(M)
n
2 +1)λk(M) + Cρ.
Consequently, the eigenfunctions (see Remark 1.3) of the graph Laplacians (1.2)
converge to a respective eigenfunction of the Laplace-Beltrami operator with the
Neumann boundary condition in L2(M).
Remark 1.3. We need a precise statement for the convergence of eigenfunctions
of graph Laplacians, since they are actually discrete functions. Given a function u
on the vertices X = {xi}Ni=1, we can define a piecewise constant function P ∗u on
M by P ∗u =
∑N
i=1 u(xi)1Vi . In Theorem 1 and the two theorems that follow, the
convergence of the eigenfuctions of graph Laplacians means exactly the convergence
of the piecewise constant functions defined via the operator P ∗.
Now suppose M is a more general metric-measure space which is isometrically
glued out of n-dimensional compact Riemannian manifoldsMl ∈ Mn(K1,K2, D, i0)
without boundary or with smooth boundary, and every connected component of
each nonempty gluing locus Mj ∩Ml(j 6= l) is a C2 submanifold of both Mj and
Ml of codimension at least 1 with piecewise C
2 boundary. Denote the whole gluing
locus by S = ∪j<l(Mj ∩Ml). Without loss of generality, we assume each gluing
locus is connected. Denote the Riemannian distance ofMj by dj , and d˜j is defined
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with respect to dj as in Definition 1.2. Denote the r-neighborhood of a nonempty
gluing locus Mj ∩Ml(j 6= l) within Mj by Ωjlr = {x ∈ Mj : dj(x,Mj ∩Ml) < r}.
Then we define the reflected r-neighborhood by
(1.3) Ω̂jlr = Ω
jl
r ⊔ {x ∈Mj : dj(x,Mj ∩Ml) < d˜j(x,Mj ∩Ml) < r},
where the union is a disjoint union. In (1.3) we require dj to be strictly less than
d˜j for the sole reason that they both include the points which can be reached by
geodesics touching the boundary, and such points are characterized by dj and d˜j
being equal. Note that we only defined d˜j for interior points in (1.1). When either
point is on the boundary, d˜j by definition reduces to dj . Hence if Mj ∩Ml belongs
to a manifold boundary, the reflected r-neighborhood (1.3) simply reduces to the
disjoint double copies of Ωjlr . We impose the following assumption on the metric-
measure spaces in question. The motivation behind this assumption is explained
at the end of this section.
Assumption. There exists r0 > 0, such that for any j 6= l and Mj ∩Ml 6= ∅,
there exist homeomorphisms Φjl : Ω̂
jl
r0 → Ω̂ljr0 satisfying:
(1) Φjl|Mj∩Ml = Id|Mj∩Ml ;
(2) For any vector v ∈ T Ω̂jlr0, the directional derivative (∇Φjl)v of Φjl with respect
to v exists, and ||∇Φ||r → 1 as r → 0, where
||∇Φ||r := max
j 6=l
sup
v∈T Ω̂jlr
|(∇Φjl)v|
|v| .
Remark 1.4. One can immediately see why we use the reflected neighborhood.
Suppose the gluing locus is the boundary of one manifold part and does not intersect
the boundary of the other manifold part. The standard neighborhood of the gluing
locus within the first manifold is collar while tubular within the other manifold. The
homeomorphism satisfying the Assumption clearly does not exist. It is also worth
pointing out that the r0-neighborhoods required in the Assumption do not have to be
strict r0-distance from the gluing locus. In fact, the existence of homeomorphisms
satisfying the conditions above between any small open neighborhoods, regardless
of collar or tubular, of the gluing locus will suffice.
Thanks to the dimension homogeneity, the Assumption is satisfied by a large
class of metric-measure spaces in question. One obstacle for constructing such
a homeomorphism is the Cauchy non-uniqueness for geodesics near a manifold
boundary, for instance a boundary defined by y = e−1/x
2
sin(1/x). If geodesics
near the gluing locus enjoy the Cauchy uniqueness property, or better do not in-
tersect the boundary, the homeomorphisms satisfying the conditions are generated
by geodesics from the gluing locus. For example, if a gluing locus has C2 bound-
ary and does not intersect with manifold boundaries, the homeomorphisms are
straightforward to construct via geodesics within the normal coordinates of the
gluing locus and its boundary. Due to the estimate on the length of the Jacobi
field, we have ||(∇Φ)v| − |v|| 6 Cr2|v| for all vectors v in tangent spaces over
r-neighborhoods of the gluing locus for r ≪ 1. This implies the Assumption with
an explicit rate o(1) = C(K1)r
2. If a gluing locus without boundary intersects
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a manifold boundary, the same construction can be done with the same rate. In
this case, we simply choose the double copies of small neighborhoods within the
one side of the gluing locus away from the manifold boundary (see Remark 1.4) to
avoid the possible Cauchy non-uniqueness for geodesics near manifold boundaries.
In other words, the Assumption means that the r-neighborhood of the gluing
locus within one manifold part can be mapped to r-neighborhoods within other
manifold parts via almost isometries up to an infinitesimal error as r → 0. This
assumption gives us the desired symmetry: one can map a ball in tangent spaces
via the homeomorphisms to almost another ball with little distortion. By virtue
of the Assumption, we are able to recover the symmetry near the gluing locus as
follows.
Definition 1.5. For any ρ < 110r
4
3
0 ≪ 1 and a point x ∈ Mj ⊂ M within ρ
3
4
distance (with respect to the Riemannian distance of Mj) from a nonempty gluing
locus Mj ∩Ml(j 6= l), we define the mirror image xl ∈ Ml of x, by xl = Φjl(x).
And denote xj = x for convenience. Notice that there could be two images via
Φjl when the domain is a disjoint union. In this case, we choose any (one) image
whose pre-image via Φjl belongs to the region defined by the standard Riemannian
distance dl of Ml instead of d˜l.
Note that the power 34 in the definition is chosen to reconcile various inequali-
ties to produce the convergence, which we will see later in the proof. Actually the
power can be any number between 23 and 1 to guarantee the convergence.
We construct the weighted graphs Γε,ρ = Γ(Xε, µ, ρ) for a metric-measure space
M by choosing weighted graphs with the same parameters ε≪ ρ for each manifold
part Ml. Denote by N(Xε) the number of points of the ε-net Xε. The graph
Laplacian in this case is defined as
(1.4)
∆Γu(xi) =
2(n+ 2)
νnρn+2
∑
l
( ∑
j:dl(xli,xj)<ρ
µj(u(xj)−u(xi))+
∑
j:d˜l(xli,xj)<ρ
µj(u(xj)−u(xi))
)
,
where νn is the volume of the unit ball in R
n and d˜l is defined as in Definition 1.2
with respect to the Riemannian distance dl ofMl. The k-th eigenvalue of the graph
Laplacian (1.4) is denoted by−λk(Γ). On the other hand, the Laplacian eigenvalue
problem with the Neumann boundary condition can be defined on the metric-
measure space in question as shown in Section 3, and denote the k-th eigenvalue
by λk(M) for k ∈ N. For higher codimension there is no restriction at the gluing
locus, implying that the spaces can be regarded as disjoint for the purpose of
spectra (Lemma 4.2(3)). Therefore we focus on the case of codimension 1 gluing
loci, where a natural Kirchhoff-type condition can be imposed: the sum of all
normal derivatives at the gluing locus vanishes. I prove the following convergence
result.
Theorem 2. Suppose M is a metric-measure space which is isometrically glued
out of compact Riemannian manifolds of the same dimension without boundary or
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with smooth boundary. Assume every connected component of each nonempty glu-
ing locus is a C2 submanifold of codimension at least 1 with piecewise C2 boundary
and satisfies the Assumption. Then λk(Γε,ρ) converges to λk(M) for every non-
negative integer k 6 N(Xε)− 1 as ρ+ ερ → 0.
Consequently the eigenfunctions of the graph Laplacians (1.4) converge to a respec-
tive eigenfunction of the Laplacian eigenvalue problem with the Neumann boundary
condition in L2(M).
In particular, if each nonempty gluing locus is a codimension 1 submanifold and
does not intersect with manifold boundaries, or if a gluing locus without bound-
ary intersects with manifold boundaries, the Assumption is satisfied as discussed
earlier, which leads to an explicit convergence rate.
Theorem 3. SupposeM is a metric-measure space which is isometrically glued out
of m number of compact Riemannian manifolds Ml ∈Mn(K1,K2, D, i0). Assume
every connected component of each nonempty gluing locus is a C2 submanifold of
codimension 1 with C2 boundary, and does not intersect with manifold boundaries
unless the gluing locus is without boundary. Then for every nonnegative integer
k 6 N(Xε) − 1, there exists ρ0 = ρ0(n,m, i0, D,K1,K2, r0, λk(M)) and C =
C(n,m, i0, D,K1,K2, voln−1(S)), such that for any ρ < ρ0, one has the following
estimate:
|λk(Γε,ρ)− λk(M)| 6 C(ρ 14 + ε
ρ
+ ρ
1
4λk(M)
n
2 +1)λk(M) + Cρ
1
4 ,
where voln−1(S) is the (n − 1)-dimensional volume of the gluing loci S, and r0
explicitly depends only on i0, the lower bound of the injectivity radius of each
connected component of the gluing loci S and the upper bound of the absolute value
of sectional curvatures of S.
From earlier discussions, Theorem 3 can be generalized to gluing loci with
piecewise C2 boundary and the case where the Cauchy uniqueness property holds
for geodesics within a small neighborhood of the gluing locus. It is possible to
consider even more general situations, but the convergence rate could heavily
depend on the geometry of the gluing loci.
Ideas of the proof. The blueprint of the proof follows from the original proof
for closed manifolds in [7], which is constructing a discretization operator and a
smoothing operator to compare functions on graphs with functions on manifolds
via the min-max principle for eigenvalues. The main obstruction of proving the
convergence in our cases is that the key estimates are optimal for closed manifolds
and are heavily disrupted by any possible singularity (manifold boundary is viewed
as a type of singularity), due to major changes in the symmetry and the volumes
of small balls. The discretization operator is still there, but the same thing cannot
be said about the smoothing operator, which needs to be constructed with the
following considerations.
(1) The smoothing operator should map every discrete function to a Lipschitz
function. This ensures a proper connection via min-max formulae between dis-
crete side and continuous side. For metric-measure spaces which are glued out of
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manifold parts, we use a suitable cut-off function to ensure continuity.
(2) The smoothing operator should map constant discrete functions to constant
smooth functions within a proper error. Suppose the averaging radius of the
smoothing operator is r ≪ 1 and it turns out that the error of the pointwise deriv-
ative has to be better than r−1, which cannot be achieved without the help of some
symmetry. For manifold boundaries, this can be resolved by adding back part of
small balls defined via the meta-metric d˜ and partially restoring the symmetry.
The minimizers of d˜ may touch or collide (not tangentially) with the boundary.
We later show that there can only be one collision point, and such minimizers
are characterized by the classical reflection, i.e. reversing the normal component
and preserving the tangent component with respect to the tangent space of the
boundary at the collision point. The situation of minimizers touching the bound-
ary anywhere is difficult to analyze, for such minimizers are not governed solely by
the geodesic equation anymore. However, we prove that this situation only gener-
ates higher order terms. Therefore, one can restrict attention to a reduced domain
where only the simple behavior of the classical reflection occurs, and obtain key
estimates similar to the ones for closed manifolds up to a higher order term. This
is how we get the extra error term ρλ
n/2+2
k in Theorem 1 and 3 compared with
the result for closed manifolds. Since constant discrete functions on graphs are
clearly eigenfunctions of the graph Laplacians with respect to zero eigenvalue, it is
no surprise that eventually the spectra of graph Laplacians approximate the spec-
trum of the Laplace-Beltrami operator with the Neumann boundary condition.
For metric-measure spaces glued out of manifolds, the singularities are much
more serious. For instance, a standard metric ball near a gluing locus can inter-
sect with multiple manifold parts and have an arbitrary shape and volume. This
asymmetry of balls caused by the gluing significantly worsens estimates and con-
sequently destroys the convergence. It is crucial to find a uniform and consistent
way of averaging, which intuitively works as follows. Consider the simple spaceM
of three planar rectangles M1,M2,M3 glued along an edge (e.g. book pages) and
a point x ∈ M1 near the edge. We take the two points corresponding to x in the
other two rectangles in the most natural way, since a small neighborhood of the
gluing locus within M1 is isometric to some small neighborhoods within M2,M3.
Instead of averaging in a standard metric ball of M around x, we take three
seperate balls: the standard geodesic ball of M1 around x, and the two standard
geodesic balls of M2,M3 around the corresponding points of x in the respective
rectangle. In this way, the symmetry of balls is restored. Such construction can
be done for the spaces in question as long as the Assumption is satisfied.
In Section 2 we examine necessary facts regarding manifold boundaries. The-
orem 1 is proved in Section 3. Section 4 is devoted to studying the Laplacian
eigenvalue problem on the metric-measure spaces in question. In Section 5, we
prove Theorem 2 and consequently Theorem 3.
Acknowledgement. I am grateful to my advisor Dmitri Burago for introducing
me to this problem and countless fruitful discussions and helpful guidance over the
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Ph.D. at Penn State and were a part of the author’s dissertation.
2. Manifolds with boundary
In this section, we suppose M is an n-dimensional compact Riemannian mani-
fold with smooth boundary ∂M , and M ∈Mn(K1,K2, D, i0) as in Definition 1.1.
Let Xε = {xi}Ni=1 for xi /∈ ∂M be a finite ε-net on M and Γε,ρ = Γ(Xε, µ, ρ) with
ε≪ ρ≪ 1 be the weighted graph defined in Section 1. For simplicity, we write X
and Γ for short. The space of functions on X is equivalent to RN . For functions
on X , we define
L2(X) = {u : X → R, ||u||2L2(X) :=
N∑
i=1
µi|u(xi)|2 <∞}.
In L2(X), we have an inner product 〈u, v〉 =∑Ni=1 µiu(xi)v(xi), for u, v ∈ L2(X).
The graph Laplacian −∆Γ (1.2) is self-adjoint and positive semi-definite with
respect to the inner product, and its discrete energy is given by
(2.1)
||δu||2 = 〈−∆Γu, u〉 = n+ 2
νnρn+2
∑
i
( ∑
j:d(xi,xj)<ρ
+
∑
j:d˜(xi,xj)<ρ
)
µiµj |u(xj)− u(xi)|2.
Denote by λk(Γ) the k-th eigenvalue of the graph Laplacian −∆Γ and λ0(Γ) = 0.
The min-max principle applies:
λk(Γ) = min
Lk+1
max
u∈Lk+1−{0}
||δu||2
||u||2 ,
where Lk+1 ranges over all (k + 1)-dimensional subspaces of L2(X).
On the other hand, ∆M is the Laplace-Beltrami operator on M , and λk(M)
is the k-th eigenvalue of −∆M subject to the Neumann boundary condition with
λ0(M) = 0. Similarly we have the following min-max formula,
λk(M) = inf
Qk+1
sup
f∈Qk+1−{0}
||∇f ||2L2(M)
||f ||2L2(M)
,
where Qk+1 ranges over all (k + 1)-dimensional subspaces of the Sobolev space
H1(M).
Now we study the properties of the meta-metric d˜ in Definition 1.2. By def-
inition its minimizers are piecewise geodesics of M . The minimizers consist of
two different types depending on the angle with respect to the tangent spaces of
the boundary upon intersecting the boundary. If the angles for a minimizer at
all intersection points are zero, then the minimizer is also a geodesic of M . We
later prove in Lemma 2.3 that this type of minimizers amounts to small measure
when we restrict our attention to a sufficiently small normal neighborhood of the
boundary. We are more interested in the other type of minimizers when they
collide (not tangentially) with the boundary. Due to the first variation formula,
such minimizer at the collision point is characterized by the classical reflection,
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i.e. reversing the normal component and preserving the tangential component
with respect to the tangent space of the boundary at the collision point. This is
where the name reflected geodesic comes from. However, this type of minimizers
can still have multiple intersection points with the boundary. When this happens,
the minimizer cannot collide with the boundary at another point, for it will fail
to minimize the Riemannian distance. And we do not worry about the situations
of minimizers touching the boundary, which only generates small measure. We
choose our parameters to be smaller than the injectivity radius bound i0 to avoid
the situations where a reflected geodesic could intersect far parts of the boundary.
And the minimizer between two sufficiently close points with respect to d˜ is unique
due to Corollary 3 in [4]. Note that the result in [4] originally applies to geodesics
of M , but the method is also valid for our reflected geodesics. Hence we proved
the following lemma.
Lemma 2.1. If d˜(x, y) < pi√
K1
for x, y /∈ ∂M , then d˜(x, y) is realized by a unique
minimizing reflected geodesic. And if the reflected geodesic is not a geodesic of M ,
then it collides (not tangentially) with the boundary at exactly one point.
Our purpose is to extend the exponential map near the boundary to almost the
whole tangent space. For a point x ∈ M near the boundary, the geodesics from
x with the initial vector v can touch or collide with the boundary. If a geodesic
collides with the boundary, we reverse the normal component and preserve the
tangential component to keep the geodesic extending. The Cauchy uniqueness for
geodesics holds in this situation by Theorem 1 in [2]. However, the geodesic can
still intersect the boundary elsewhere, the effect of which needs to be measured.
And we remove any vector whose image via the exponential map touches the
boundary from our consideration. More precisely,
Definition 2.2. For x /∈ ∂M and r ≪ 1, define Wr(x) to be the set of vectors
v ∈ TxM of lengths at most r such that the geodesic from x with the initial vector
v satisfies either one of the following two conditions:
(1) the geodesic touches the boundary at the first intersection point with the bound-
ary;
(2) the geodesic collides (not tangentially) with the boundary at the first intersec-
tion point, but intersects the boundary elsewhere after extending the geodesic via
the classical reflection.
And we prove that Wr(x) has small measure for r ≪ 1.
Lemma 2.3.
m(Wr(x)) 6 C(n,K1)rn+1, for x /∈ ∂M and r ≪ 1,
where m(·) denotes the n-dimensional Lebesgue measure in Rn.
Proof. At the collision point, a geodesic of length at most r can only intersect
the boundary at another point if the angle is small than K1r with respect to the
tangent space of the boundary at the collision point. Therefore on the tangent
space at the collision point, such vectors lie in simply the complement of two
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antipodal hyperspherical caps with the polar angle π/2 − K1r. Its volume is
controlled by C(n,K1)r
n+1.
To translate the angle at the collision point to the angle at the initial point x,
there are two types of angle changes to consider. The first type is the angle change
brought by the exponential map. It is known that the norm of the differential of the
exponential map is bounded by a factor 1±C(K1)r2, so is the inner product, which
by a straightforward calculation implies that the square of the angle is changed by
C(K1)r
2. We already know that the angle with respect to the tangent space at
the collision point is bounded by K1r, and hence it follows that the angle at the
point x is bounded by C(K1)r. The other type is the angle change brought by the
change of reference tangent spaces of the boundary, which is bounded by C(K1)r.
Combining these, we know that the set of vectors in Wr(x) cannot exceed the
angle C(K1)r with respect to any reference tangent space, and hence the volume
estimate follows. Note that the considerations above already include the situation
of geodesics touching the boundary (with zero angle). 
We define our extended exponential map with a small part Wr removed from
the domain, and the behaviors of (reflected) geodesics near the boundary reduce
to only the classical reflection. The exponential map on this domain is simple to
analyze, for its images are standard geodesics in the interior with the only ex-
ception of the collision point. Otherwise without this reduced domain, geodesics
touching the boundary bring significant trouble, because many nice properties of
geodesics fail there such as the Cauchy uniqueness property and the smoothness
of geodesics and Jacobi fields. Note that we may just remove the whole domain
where the angle with respect to the tangent space at the first intersection point
with the boundary is small than K1r, and sometimes this can be convenient for
reasoning.
Next we introduce notations for several domains we use throughout the paper.
Definition 2.4. Denote by Br(x) the standard open geodesic ball of radius r
centered at x ∈ M , and define B˜r(x) = {y : d˜(x, y) < r}. We denote by
{y : d̂(x, y) < r} the disjoint union of Br(x) and B˜r(x).
Define the reflected ball B̂r(x) to be the image of the reduced tangent space Br(0)−
Wr(x) ⊂ TxM via the extended exponential map, where Br(0) is the ball of radius
r around the origin in the tangent space TxM . Note that B̂r(x) is the disjoint
union of two domains and is a subset of {y : d̂(x, y) < r}.
We emphasize that the difference between B̂r(x) and {y : d̂(x, y) < r}. The
former contains only the simple behavior of the classical reflection at the boundary
with no geodesics touching the boundary, while the latter contains all possible
behaviors. Note that B˜r(x) ⊂ Br(x), and B˜r(x) = ∅ if x is far from the boundary.
By Lemma 2.1, for r < min{i0, π/
√
K1} and any x /∈ ∂M , y ∈ B̂r(x)∩B˜r(x), there
exists a unique reflected geodesic realizing d˜(x, y). Hence the extended exponential
map expx : Br(0) −Wr(x) → B̂r(x) is a homeomorphism. From now on, we set
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the radii of all balls smaller than min{i0, π/
√
K1}. We have the following estimate
on the volume of the reflected ball B̂r(x).
Lemma 2.5. Consider the reflected ball B̂r(x), where d(x, ∂M) < r ≪ 1. Its
volume has the following estimate
|vol(B̂r(x))− νnrn| 6 C(n,K1,K2)rn+1,
where νn is the volume of the unit ball in R
n. This is due to an estimate of the
Jacobian Jx(v) of the exponential map at v ∈ Br(0)−Wr(x) ⊂ TxM :
|Jx(v) − 1| 6 C(n,K1,K2)|v|.
Furthermore, due to Lemma 2.3 we have
|vol({y : d̂(x, y) < r})− νnrn| 6 C(n,K1,K2)rn+1.
The volume estimate is due to an estimate on the Jacobi field. Since we are
working in B̂r(x), the geodesics behave just like in closed manifolds with the
only exception at the collision point. A straightforward calculation shows that the
length of the Jacobi field is of C2 at the collision point. Unlike for closed manifolds,
the third derivative of the length of the Jacobi field does not vanish and is bounded
by C(K1,K2), which generates the first error term. As a comparison, if x is far
from the boundary, the first error term would be C(n,K1)r
n+2.
We are now in place to prove Theorem 1. We use the reflected ball B̂r(x) in-
stead of the standard geodesic ball so that the geodesics can be extended upon
colliding with the boundary. And the discrete energy (2.1) matches the energy
estimates in terms of the reflected balls up to a higher order term. Almost the
same proof in [7] works because of the following two key facts:
(1) The volumes of reflected balls are preserved along the geodesics near the bound-
ary up to a higher order term. (Lemma 2.5)
(2) Wr(x) has small measure. (Lemma 2.3)
3. Proof of Theorem 1
In this section, we prove Theorem 1 by obtaining the upper and lower bound
for the eigenvalues of the graph Laplacian (1.2) in Lemma 3.3 and 3.7.
Upper bound for λk(Γ). Given a weighted graph Γ = Γ(X,µ, ρ). Define the
discretization operator P : L2(M)→ L2(X) by
Pf(xi) = µ
−1
i
∫
Vi
f(x)dx,
and P ∗ : L2(X)→ L2(M) by
P ∗u =
N∑
i=1
u(xi)1Vi .
It immediately follows that ||P ∗u||L2(M) = ||u||L2(X). For f ∈ L2(M), define
(3.1) Êr(f, V ) =
∫
V
∫
B̂r(x)
|f(y)− f(x)|2dydx,
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and Êr(f) = Êr(f,M), where B̂r(x) is defined in Definition 2.4. The following
two lemmas enable us to obtain the upper bounds of the discrete norm and energy
in terms of their continuous counterparts.
Lemma 3.1. For r < 2ρ and f ∈ C∞(M), one has
Êr(f) 6 (1 + Cr)
νn
n+ 2
rn+2||∇f ||2L2(M).
Proof. Take two exact copies of M and glue them along the boundary via the
identity map. Denote the space by M˜ . Consider a function f˜ as two exact copies of
f . The distance between a point x and y ∈ B̂r(x) on the other copy are achieved by
reflected geodesics characterized by the classical reflection, as discussed in Section
2. M˜ can be considered as a manifold without boundary. By virtue of Lemma 2.5,
the volumes of reflected balls on M˜ with small radius are preserved along reflected
geodesics. Therefore Lemma 3.3 in [7] applies:∫
M˜
∫
B̂r(x)
|f˜(y)− f˜(x)|2dydx 6 (1 + Cr) νn
n+ 2
rn+2||∇f˜ ||2
L2(M˜)
,
where the factor (1 + Cr) comes from the Jacobian estimate in Lemma 2.5. Take
half on both sides of the inequality and our lemma follows. 
Lemma 3.2. For r ∈ (ε, 2ρ) and f ∈ C∞(M), one has∫
Vi
|f(x)− Pf(xi)|2dx 6 C
νn(r − ε)n
∫
Vi
∫
{y:d̂(x,y)<r}
|f(y)− f(x)|2dydx,
where {y : d̂(x, y) < r} is defined in Definition 2.4.
Proof. Fix x, y ∈ Vi and r > ε, and consider U = {z : d̂(x, z) < r} ∩ {z : d̂(y, z) <
r}. Observe that U contains a ball (defined via d̂) of radius r − ε centered at the
midpoint (with respect to d) between x and y. Thus the volume of U has a lower
bound vol(U) > Cνn(r − ε)n by Lemma 2.5. The rest of the proof is exactly the
same as Lemma 3.4 in [7]. 
Now with these two lemmas, we are able to bound the discrete norm and energy
by their continuous counterparts. Set r = (n+1)ε, and by Lemma 3.1 and Lemma
3.2 we have
||f − P ∗Pf ||2L2 =
∑
i
∫
Vi
|f(x) − Pf(xi)|2dx
6
C
νn(r − ε)n
∫
M
∫
{y:d̂(x,y)<r}
|f(y)− f(x)|2dydx
6
C
νn(r − ε)n
(
Êr(f,M) + 2
∫
M
∫
exp(Wr(x))
|f(y)− f(x)|2dydx
)
6 C(
r
r − ε)
nr2||∇f ||2L2(M) +
C
(r − ε)n r
2m(Wr(x))||∇f ||2L∞(M)
6 Cε2||∇f ||2L2(M) + Cε3||∇f ||2L∞(M).(3.2)
Keep in mind the difference between B̂r(x) and {y : d̂(x, y) < r}. Notice that we
actually need to add Wr(x) back twice, for both d and d˜ include points which are
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reached by geodesics touching the boundary. On the other hand, by the definition
of P and the Cauchy-Schwarz inequality,
||δ(Pf)||2 = n+ 2
νnρn+2
∑
i
(
∑
j:d(xi,xj)<ρ
+
∑
j:d˜(xi,xj)<ρ
)µiµj |Pf(xj)− Pf(xi)|2
6
n+ 2
νnρn+2
∑
i
(
∑
j:d(xi,xj)<ρ
+
∑
j:d˜(xi,xj)<ρ
)
∫
Vi
∫
Vj
|f(x)− f(y)|2dydx
=
n+ 2
νnρn+2
∫
M
∫
⋃
d̂(xi,xj)<ρ
Vj ,x∈Vi
|f(y)− f(x)|2dydx.
Also here notice that the sum defined by d̂ involves situations where geodesics touch
the boundary or geodesics intersect the boundary elsewhere with the presence of
one collision point, which are removed from the definition of B̂r(x). To control
the right-hand side in terms of the reflected ball B̂r(x), we need to add Wr(x)
back (twice). Thanks to the volume estimate in Lemma 2.3, this only generates a
higher order term. Since d˜ satisfies the triangle inequality, we know
(3.3) {y : d̂(xi, y) < ρ− 4ε} ⊂
⋃
j:d̂(xi,xj)<ρ
Vj ⊂ {y : d̂(xi, y) < ρ+ 4ε},
and by Lemma 3.1 we get
||δ(Pf)||2 6 n+ 2
νnρn+2
∫
M
∫
{y:d̂(x,y)<ρ+4ε}
|f(y)− f(x)|2dydx
6
n+ 2
νnρn+2
Êρ+4ε(f) +
2(n+ 2)
νnρn+2
∫
M
∫
expx(W2ρ(x))
|f(y)− f(x)|2dydx
6 (1 + Cρ+ C
ε
ρ
)||∇f ||2L2 + Cvol(M)ρ||∇f ||2L∞ .(3.4)
We obtain the upper bound for λk(Γ) in the following lemma.
Lemma 3.3. For sufficiently small ρ, we have
λk(Γ) 6 (1 + Cρ+ C
ε
ρ
+ Cρλ
n
2 +1
k )λk(M) + Cρ,
where the constants explicitly depend on n, i0, D,K1,K2.
Proof. We choose the first k+1 eigenfunctions f0, · · · , fk of −∆M with respect to
the eigenvalues λ0, λ1, · · · , λk. We consider the linear space spanned by Pf0, · · · , Pfk
which is a subspace of L2(X), and we first prove this subspace is (k+1)-dimensional
for sufficiently small ε.
The eigenfunction fk is smooth and satisfies the eigenvalue equation pointwise.
Then by G˚arding’s inequality, we get an upper bound in any H2s norm on M :
||fk||H2s(M) 6 C(n, s)(||(−∆)sfk||L2(M) + ||fk||L2(M))
= C(n, s)(λsk + 1)||fk||L2(M).
By the Sobolev embedding theorem (and the partition of unity), we haveH2s(M) ⊂
C1(M) for 2s > n/2 + 1. Choose 2s = n/2 + 2 and hence we get
||fk||C1(M) 6 C(n, i0, vol(M))||fk||Hn/2+2(M) 6 C(n, i0, vol(M))(λn/4+1k +1)||fk||L2(M).
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The volume of M is bounded by a constant depending on n,D,K1. Therefore, we
obtain
(3.5) ||∇fk||2L∞(M) 6 C(n, i0, D,K1)(λn/2+2k + 1)||fk||2L2(M).
Then by (3.2) and (3.5), for any f in the first k + 1 eigenspaces we get
(3.6) ||Pf ||L2(X) >
(
1− Cε
√
λ
n/2+2
k + 1
)||f ||L2(M).
Hence for sufficiently small ε depending on n, i0, D,K1, λk, the linear operator P
is injective, which implies that the linear subspace spanned by Pf0, · · · , Pfk is
(k + 1)-dimensional.
For any f ∈ span{f0, · · · , fk}, by (3.4) and (3.5) we get
||δ(Pf)||2 6 (1 + Cρ+ C ε
ρ
)||∇f ||2L2 + Cvol(M)ρ||∇f ||2L∞
6 (1 + Cρ+ C
ε
ρ
)||∇f ||2L2(M) + Cρ(λn/2+2k + 1)||f ||2L2(M).
Combine this inequality with (3.6), and for sufficiently small ε, ρ we obtain
||δ(Pf)||2
||Pf ||2L2
6 (1 + Cρ+ C
ε
ρ
)λk + Cρ(λ
n/2+2
k + 1),
which implies the upper bound for λk(Γ) due to the min-max principle. 
Lower bound for λk(Γ). Next we deal with the lower bound. We fix r ≪ 1 and
consider a kernels kr :M ×M → R+ defined by
kr(x, y) = r
−nφ(
d̂(x, y)
r
)χB̂r(x).
The function φ : R≥0 → R≥0 is defined as φ(t) = n+22νn (1− t2) if t ∈ [0, 1] otherwise
0. Note that the normalization constant n+22νn is chosen so that
∫
Rn
φ(|x|)dx = 1.
We define the associated integral operator Λr : L
2(M)→ C0,1(M) given by
Λrf(x) =
∫
M
kr(x, y)f(y)dy.
Note that kr(x, y) is not continuous, but its integral with respect to y is continuous
in x, since the reflected ball B̂r(x) varies continuously. From earlier discussions in
Section 2, we know that for any r < min{i(M), π/√K1}, the extended exponential
map expx : Br(0) −Wr(x) → B̂r(x) is a homeomorphism. A direct computation
yields
(3.7) ∇xkr(x, y) = n+ 2
νnrn+2
exp−1x (y), for y ∈ B̂r(x).
First we find out how much the image of a constant discrete function via the
operator Λr approximates the constant function on manifolds.
Lemma 3.4. Define θ(x) = Λr(1M ). For almost every x ∈M , one has
|θ(x)− 1| 6 Cr,
and
|∇θ(x)| 6 C.
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Proof. By the definition of the operator Λr and the kernel kr, we have
θ(x) =
∫
B̂r(x)
kr(x, y)dy = r
−n
∫
B̂r(x)
φ(
d̂(x, y)
r
)dy
= r−n
∫
Br(0)−Wr(x)⊂TxM
φ(r−1|v|)Jx(v)dv,
where Wr(x) ⊂ TxM is defined in Definition 2.2. Since
∫
Br(0) φ(r
−1|v|)dv = rn
by our choice of φ, the first estimate follows from Lemma 2.3 and the Jacobian
estimate in Lemma 2.5. As for the second inquality, we differentiate θ(x) using
(3.7):
∇θ(x) = n+ 2
νnrn+2
∫
B̂r(x)
exp−1x (y)dy
=
n+ 2
νnrn+2
∫
Br(0)
vJx(v)dv − n+ 2
νnrn+2
∫
Wr(x)
vJx(v)dv.
The second term is bounded by a constant C by virtue of Lemma 2.3. For the first
term, since
∫
Br(0) vdv = 0 due to the symmetry, we can replace Jx(v) by Jx(v)−1.
Then the Jacobian estimate (Lemma 2.5) yields the estimate.
n+ 2
νnrn+2
|
∫
Br(0)
vJx(v)dv| 6 n+ 2
νnrn+2
∫
Br(0)
|v|Crdv 6 C.

Note that the extra power of r generated by the symmetry of balls in tangent
spaces is crucial; the proof will not work without it. Now we define Ir(f) =
θ−1Λr(f) for a function f ∈ L2(M) which we will replace at the end by the
piecewise constant function P ∗u for a discrete function u ∈ L2(X). The following
two lemmas estimate the norm and energy of Ir(f) in terms of Êr(f) defined in
(3.1).
Lemma 3.5. For f ∈ L2(M), one has
||Irf − f ||2L2(M) 6
C
νnrn
Êr(f).
Proof. The proof is straightforward. One can refer to Lemma 5.4 in [7] or Lemma
5.2(1). 
Lemma 3.6. For f ∈ L2(M), one has
||∇(Irf)||2L2(M) 6 (1 + Cr)
n+ 2
νnrn+2
Êr(f).
Proof. For any fixed x0 /∈ ∂M , by the definition of θ we have
(3.8) θ−1Λrf(x) = f(x0) + θ−1
∫
M
(f(y)− f(x0))kr(x, y)dy.
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Differentiating (3.8) and evaluating it at the point x0 yields
∇(θ−1Λrf)(x0) = θ−1(x0)
∫
M
(f(y)− f(x0)) ∂
∂x
kr(x0, y)dy
+ ∇(θ−1)(x0)
∫
M
(f(y)− f(x0))kr(x0, y)dy
= θ−1(x0)A1(x0) +A2(x0),
where
A1(x) =
∫
B̂r(x)
(f(y)− f(x)) ∂
∂x
kr(x, y)dy,
and
A2(x) = ∇(θ−1)
∫
B̂r(x)
(f(y)− f(x))kr(x, y)dy.
Since |θ − 1| 6 Cr, we have
(3.9) ||∇(θ−1Λrf)||L2 6 (1 + Cr)||A1||L2 + ||A2||L2 .
First, we estimate ||A1||L2 . For x /∈ ∂M , set ω = A1(x)|A1(x)| and we have
|A1(x)| = 〈A1(x), w〉
=
n+ 2
νnrn+2
∫
B̂r(x)
(f(y)− f(x))〈exp−1x (y), w〉dy
=
n+ 2
νnrn+2
∫
Br(0)−Wr(x)⊂TxM
(f(expx(v))− f(x))〈v, w〉Jx(v)dv.
By the Cauchy-Schwarz inequality,
|A1(x)|2 6 ( n+ 2
νnrn+2
)2(
∫
Br(0)−Wr(x)
|f(expx(v)) − f(x)|2|Jx(v)|2dv)(
∫
Br(0)
〈v, w〉2dv)
=
n+ 2
νnrn+2
∫
Br(0)−Wr(x)
|f(expx(v))− f(x)|2|Jx(v)|2dv.
The last equality is due to the following argument. Expand w = w1 to an or-
thonormal basis wj of TxM for j = 1, · · · , n. Since |v|2 =
∑
j〈v, wj〉2, we have∫
|v|<r |v|2dv =
∑
j
∫
|v|<r〈v, wj〉2dv. Due to the symmetry of Br(0) ⊂ TxM , we
have for any j,
(3.10)
∫
|v|<r
〈v, wj〉2dv = 1
n
∫
|v|<r
|v|2dv = νn
n+ 2
rn+2.
Hence by the Jacobian estimate (Lemma 2.5),
||A1(x)||2L2 6
n+ 2
νnrn+2
∫
M
∫
B̂r(x)
|f(y)− f(x)|2|Jx(exp−1x (y))|2dydx
6 (1 + Cr)
n+ 2
νnrn+2
Êr(f).
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Next we estimate ||A2||L2 . Due to |θ| 6 C, |∇θ| 6 C (Lemma 3.4) and kr 6 Cνnrn ,
we get
|A2(x)|2 6 |∇(θ−1)|2(
∫
B̂r(x)
krdy)(
∫
B̂r(x)
|f(y)− f(x)|2krdy)
6 |∇(θ−1)|2θ(x) C
νnrn
∫
B̂r(x)
|f(y)− f(x)|2dy
6
C
νnrn
∫
B̂r(x)
|f(y)− f(x)|2dy.
Therefore,
||A2(x)||2L2 6
C
νnrn
∫
M
∫
B̂r(x)
|f(y)− f(x)|2dydx = C
νnrn
Êr(f).
Finally combining the estimates on the norm of A1 and A2, by (3.9) we obtain
||∇(θ−1Λrf)||L2 6 (1 + Cr)||A1||L2 + ||A2||L2
6 ((1 + Cr)
3
2 + Cr)
√
n+ 2
νnrn+2
Êr(f)
6 (1 + Cr)
√
n+ 2
νnrn+2
Êr(f).

Now we replace the L2(M) function f in the previous two lemmas by the piece-
wise constant function P ∗u for a discrete function u ∈ L2(X). The only thing left
is to estimate Êr(P
∗u) in terms of the discrete energy ||δu||2. By the definition of
discrete energy ||δu||2, we have
||δu||2 = n+ 2
νnρn+2
∑
i
(
∑
j:d(xi,xj)<ρ
+
∑
j:d˜(xi,xj)<ρ
)µiµj |u(xj)− u(xi)|2
=
n+ 2
νnρn+2
∫
M
∫
⋃
d̂(xi,xj)<ρ
Vj ,x∈Vi
|P ∗u(y)− P ∗u(x)|2dydx
>
n+ 2
νnρn+2
Êρ−4ε(P ∗u),
where the last inequality is due to the triangle inequality (3.3). This part is
simpler than the part we did in (3.4), since the discrete energy already contains
more information than Êr. Therefore we get
(3.11) Êρ−4ε(P ∗u) 6
νnρ
n+2
n+ 2
||δu||2.
Now set r = ρ − 4ε, and define Iu = Iρ−4ε(P ∗u) = θ−1Λρ−4ε(P ∗u), for u ∈
L2(X). Insert (3.11) into the estimates in Lemma 3.5 and 3.6, and we can finally
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bound the norm and energy of Iu by the discrete norm and energy of u.
||Iu− P ∗u||2L2(M) 6
C
νn(ρ− 4ε)n Êρ−4ε(P
∗u)
6 C(
ρ
ρ− 4ε )
nρ2||δu||2
6 Cρ2||δu||2,(3.12)
and
||∇(Iu)||2L2(M) 6 (1 + Cρ)
n+ 2
νn(ρ− 4ε)n+2 Êρ−4ε(P
∗u)
6 (1 + Cρ)(
ρ
ρ− 4ε)
n+2||δu||2
6 (1 + Cρ+ C
ε
ρ
)||δu||2.(3.13)
Hence we obtain the lower bound for λk(Γ) in the same way as Lemma 3.3.
Lemma 3.7. For sufficiently small ρ, we have
λk(Γ) > (1 − Cρ− C ε
ρ
− Cρ
√
λk)λk(M),
where the constants explicitly depend on n,K1,K2.
Proof of Theorem 1. The convergence of eigenvalues is given by Lemma 3.3 and
3.7. The convergence of eigenfunctions with an explicit rate is a direct consequence
of (3.12) and the convergence of eigenvalues. The proof is straightforward and we
only provide a sketch here. One may refer to the proof of Theorem 4 in [7].
Suppose u0, u1, · · · , uk are the first k+1 orthonormal eigenvectors of the graph
Laplacian ∆Γ, and consider the linear subspace spanned by {Iu0, · · · , Iuk}. For
sufficiently small ε, ρ, the operator I is injective and hence the linear subspace is
also (k + 1)-dimensional. Furthermore by (3.12), the operator I on the subspace
almost preserves L2 norms up to an error of Cρ
√
λk(Γ) and hence almost preserves
inner products. This implies that Iuk is almost orthogonal to Iu0, · · · , Iuk−1.
Since u0 is a constant discrete function, Iu0 is a constant function by definition
and is hence the first eigenfunction. For Iu1, we know that ||∇(Iu1)||2L2/||Iu1||2L2 is
bounded from above almost by λ1(Γ) for sufficiently small ε, ρ and hence bounded
almost by λ1(M) due to the convergence of eigenvalues. Since the projection of Iu1
onto Iu0 i.e. the first eigenfunction is small, it follows that the projection of Iu1
onto any eigenspace with respect to an eigenvalue larger than λ1(M) is also small.
This implies that Iu1 is close to an eigenfunction with respect to the eigenvalue
λ1(M). Repeating this process and one can prove that for any k, Iuk is close in
L2 to an eigenfunction with respect to the eigenvalue λk(M). The convergence of
eigenfunctions follows from the fact that P ∗uk and Iuk is close in L2 by (3.12).

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4. Metric-measure spaces glued out of manifolds
In this section, we suppose M is a metric-measure space which is isometrically
glued out of compact Riemannian manifolds of the same dimension. More pre-
cisely, consider a metric-measure space M satisfying the following conditions:
(1) M = ∪ml=1Ml, where each Ml is an n-dimensional compact Riemannian mani-
fold without boundary or with smooth boundary, and Ml ∈Mn(K1,K2, D, i0) as
in Definition 1.1;
(2) For any j < l, every connected component of each nonempty gluing locus
Mj ∩Ml is a C2 submanifold of both Mj and Ml of codimension at least 1 with
piecewise C2 boundary. Denote the whole gluing locus by S = ∪j<l(Mj ∩Ml) and
∂M = ∪l∂Ml − S. And the Riemannian metrics of Mj and Ml agree at tangent
spaces Tx(Mj ∩Ml) for any x ∈Mj ∩Ml 6= ∅.
We start by discussing the space of functions on M . If u is a function on M ,
denote by ul the restriction of u onto Ml.
Definition 4.1. C∞(M) = {u : ul ∈ C∞(Ml − S) ∩ C0(M), for any l };
Ŵ k,p(M) = {u : ul ∈ W k,p(Ml)};
H1(M) =W 1,2(M) = {C∞(M) ⊂ Ŵ 1,2(M)}.
The derivatives of a function at a point outside the gluing loci are taken with
respect to the Riemannian structure where the point lies. The Lp and W k,p norms
are the sum of norms with respect to the canonical Riemannian volume form dvl
of each Ml.
Lemma 4.2. (1) Lp(M), Ŵ k,p(M) and H1(M) are Banach spaces.
(2) The Sobolev embedding theorem holds in Ŵ k,p(M), so does it in H1(M).
(3) If each nonempty gluing locus Mj ∩Ml(j 6= l) has codimension at least 2, then
H1(M) = Ŵ 1,2(M).
Proof. The proof of (1),(2) is rather standard. Here we show how to prove (3).
For the case of codimension at least 3, one can simply use the linear interpolation
functions to approximate an arbitrary Ŵ 1,2(M) function. As for codimension 2,
consider a function which is fR(r) =
lnR
ln r on a 2-dimensional ball of radius R,
and equals to 1 outside the ball within a larger bounded domain of R2. The
function is smooth everywhere except at the origin. However, if the origin is on
the gluing locus, the function is considered to be smooth by our definition. By
straightforward calculations, this family of functions approximate a point jump in
W 1,2(R2) norm as R → 0, which can be modified to approximate a codimension
2 jump at the gluing locus. 
Define ∆M pointwise on M −S, which is the Laplace-Beltrami operator on the
manifold part where the point lies. We define the eigenvalue problem of ∆M as
follows.
Definition 4.3. Consider the following equation in weak sense,
−∆Mu = λu,
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more precisely,
m∑
l=1
∫
Ml
∇u · ∇ψ dvl = λ
m∑
l=1
∫
Ml
uψ dvl, ∀ψ ∈ C∞(M).
If there exists a nontrivial solution u ∈ H1(M) for some λ ∈ R, then λ is an
eigenvalue of −∆M and u is an eigenfunction with respect to the eigenvalue λ.
The same as for manifolds, the spectrum of −∆M is discrete and non-negative.
Definition 4.3 is equivalent to the following min-max formula:
λk(M) = inf
Qk+1
sup
u∈Qk+1−{0}
||∇u||2L2(M)
||u||2L2(M)
,
where Qk+1 ranges over all (k + 1)-dimensional subspaces of H1(M). And the
minimizers are the solutions of the Laplacian eigenvalue problem. Actually the
min-max formula can be applied to prove the existence of the eigenfunctions with
the help of the Sobolev embedding theorem. The boundary condition is Neumann,
which coincides with the case for manifolds with boundary. We focus on the case
where each nonempty gluing locus has codimension 1, because for codimension at
least 2, the spectrum of M is essentially the spectra of individual manifold parts
due to Lemma 4.2(3).
Proposition 4.4. Assume each nonempty gluing locus has codimension 1. Then
the eigenfunctions of −∆M lie in C∞(M) and they (after orthonormalization)
form an orthonormal basis of L2(M). The eigenfunctions are subject to the Neu-
mann boundary condition and a Kirchhoff-type condition at the gluing locus:
∂u
∂~n
|∂M = 0,
and ∑ ∂u
∂~n
|S = 0,
where the sum is over all possible inward normal directions at the gluing loci S.
Proof. The smoothness of the eigenfunctions is due to the standard regularity
procedure. Without loss of generality, assume each gluing locus is connected. We
apply the test function being the usual choice inside one manifold part, say M1,
and cut off in other manifold parts to satisfy the continuity condition. Recall that
we denote by ul the restriction of u onto Ml. The regularity procedure implies
u1 ∈ C∞(M1 − S). The same procedure yields ul ∈ C∞(Ml − S) for all l. And ul
must agree at S, since a function with a codimension 1 jump fails to be a H1(M)
function. The boundary condition and the condition at the gluing locus directly
follow from integrating by parts. 
Let me give a few examples to show what the eigenfunctions look like on the
metric-measure spaces in question.
Example 1. Consider two identical circles of perimeter 1 glued at one point.
One can think of this space as the interval [0, 2], with 0, 1 and 2 glued. The lower
eigenvalues and respective eigenfunctions of the Laplacian eigenvalue problem are
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as follows.
λ0 = 0, f0(x) = const;
λ1 = π
2, f1(x) = sinπx;
λ2 = 4π
2, f2,1(x) = cos 2πx, f2,2(x) = sin 2πx, f2,3(x) =
{
sin 2πx x ∈ [0, 1]
0 x ∈ (1, 2] .
Note that f2,3 is not smooth on [0, 2] with respect to the usual topology, but it is
smooth in this metric-measure space by our definition.
Example 2. Consider two circles of perimeter 2, 1 glued at one point. Then the
lower eigenvalues and eigenfunctions are:
λ0 = 0, f0(x) = const;
λ1 =
4
9π
2, f1(x) = cos
2
3πx −
√
3 sin 23πx;
λ2 = π
2, f2(x) =
{
sinπx x ∈ [0, 2]
0 x ∈ (2, 3] ;
λ3 =
16
9 π
2, λ4 = 4π
2, with multiplicity 1 and 3.
Example 3. Consider two flat tori glued at one point. Since codimension 2 jumps
are permitted, all the eigenfunctions on this space are the combinations of the
eigenfunctions on each torus. Hence we see double multiplicities in this case.
λ0 = 0, with multiplicity 2;
λ1 = 4π
2, with multiplicity 8;
λ2 = 8π
2, with multiplicity 8.
Example 4. Consider a circle of perimeter 1 glued with a segment of length 1. It
is essentially the space of [0, 2], with 1 and 2 glued.
λ0 = 0, f0(x) = const;
√
λ1 = 2 arccos(
√
3
3 ), f1(x) =
{
cos
√
λ1x x ∈ [0, 1]
−
√
3
3 cos
√
λ1(x− 1.5) x ∈ (1, 2] ;
√
λ2 = 2π − 2 arccos(
√
3
3 ), f2(x) =
{
cos
√
λ2x x ∈ [0, 1]√
3
3 cos
√
λ2(x − 1.5) x ∈ (1, 2] ;
λ3 = 4π
2, f3,1(x) = cos 2πx, f3,2(x) =
{
0 x ∈ [0, 1]
sin 2πx x ∈ (1, 2] .
Note that f1 and f2 are not smooth on [0, 2] with respect to the usual topology.
The derivative splits at point 1, with half propagating past 1 and the other half
propagating past 2 in the other direction.
5. Proof of Theorem 2 and 3
In this section, we prove Theorem 2 and 3. SupposeM is a metric-measure space
which is glued out of m number of n-dimensional compact Riemannian manifolds
Ml ∈ Mn(K1,K2, D, i0), as defined at the beginning of Section 4. The gluing
loci is denoted by S. Suppose the Assumption is satisfied, and the mirror images
(Definition 1.5) are defined near the gluing loci. From now on, we denote by o(1)
the rate of ||∇Φ||r converging to 1 as r → 0 guaranteed by the Assumption. We
construct weighted graphs Γε,ρ = Γ(Xε, µ, ρ) for a metric-measure space M by
choosing weighted graphs with the same parameters ε≪ ρ for each manifold part
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Ml. The graph Laplacian is defined as
∆Γu(xi) =
2(n+ 2)
νnρn+2
∑
l
( ∑
j:dl(xli,xj)<ρ
µj(u(xj)−u(xi))+
∑
j:d˜l(xli,xj)<ρ
µj(u(xj)−u(xi))
)
,
where xli denotes the mirror image of the vertex xi inMl, and dl is the Riemannian
distance of Ml. Its discrete energy is given by
||δu||2 = n+ 2
νnρn+2
∑
i,l
( ∑
j:dl(xli,xj)<ρ
+
∑
j:d˜l(xli,xj)<ρ
)
µiµj |u(xj)− u(xi)|2.
The graph Laplacian −∆Γ is a self-adjoint non-negative operator with respect
to the inner product in L2(Xε). The k-th eigenvalue of the graph Laplacian is
denoted by λk(Γ) and λ0(Γ) = 0. The standard min-max principle for eigenvalues
also applies in this case. We prove Theorem 2 and 3 by obtaining the lower and
upper bound for λk(Γ) in terms of the Laplacian spectrum defined in Section 4.
The proof constantly contains multiple summations, and it is convenient for us to
introduce a few notations to simplify reading.
For x ∈ Ml, we define d˜l with respect to the Riemannian distance dl of Ml as
in Definition 1.2, and define d̂l as
(5.1) {y : d̂l(x, y) < r} = {y : dl(x, y) < r} ⊔ {y : d˜l(x, y) < r},
where the union is a disjoint union. Denote the two sets on the right-hand side
above by Br(x) and B˜r(x). And we define d̂ (without an index) as follows:
(5.2) {y : d̂(x, y) < r} =
⊔
l
{y : d̂l(xl, y) < r}.
Define the disjoint union of all reflected balls centered at the mirror images by
(5.3) B̂∗r (x) =
⊔
l
B̂r(x
l),
where the reflected ball B̂r(x
l) is the reduced domain where only the classical re-
flection at the boundary can occur, as in Definition 2.4. Thus B̂∗r (x) by definition
also only involves the classical reflection, while {y : d̂(x, y) < r} involves all pos-
sible behaviors of geodesics. In this way, the discrete energy can be conveniently
written as
(5.4) ||δu||2 = n+ 2
νnρn+2
∑
i
∑
j:d̂(xi,xj)<ρ
µiµj |u(xj)− u(xi)|2.
Lower bound for λk(Γ). The main difficulty is to obtain the lower bound for
λk(Γ), which demands a suitable kernel to do the job as explained in Section 1.
Without loss of generality, assume each gluing locus is connected. For an arbitrary
point x ∈ M , say x ∈ Mj , we define mirror images xl of x on all Ml satisfying
Mj ∩Ml 6= ∅. For a fixed r satisfying r < ρ≪ 1 and a given function f ∈ L2(M),
we define a Lipschitz function Λrf ∈ H1(M) by
Λrf(x) =
∫
M
kr(x, y)f(y)dy,
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where
kr(x, y) =
1
1 +
∑
l 6=j αl(x)
1
rn
(
φ(
d̂j(x, y)
r
)χB̂r(x)(y)+
∑
l 6=j
αl(x)φ(
d̂l(x
l, y)
r
)χB̂r(xl)(y)
)
,
where the sum ranges over all l satisfying Mj ∩Ml 6= ∅, and χ is the characteristic
function. The function φ : R≥0 → R≥0 is defined as φ(t) = n+22νn (1− t2) if t ∈ [0, 1]
otherwise 0, and
αl(x) =

0, dj(x,Mj ∩Ml) > r 34 ;
1, x ∈Mj ∩Ml;
1− 1
r
3
4
dj(x,Mj ∩Ml), otherwise.
Note that kr(x, y) is not continuous, but its integral with respect to y is con-
tinuous in x, since the reflected ball B̂r(x) varies continuously. From the def-
inition of αl, we immediately have |∇αl| 6 C
r
3
4
almost everywhere, where the
gradient is taken with respect to the Riemannian structure of Mj . This is due
to the fact that the function h(x) = dj(x,Mj ∩Ml) is a Lipschitz function with
the Lipschitz constant 1. Therefore it is differentiable almost everywhere and
|∇xdj(x,Mj ∩Ml)| 6
√
n. The continuity of Λrf at the gluing locus is guaranteed
by the Assumption, the definition of mirror images and the cut-off function αl(x).
To ensure continuity at the exact ρ
3
4 -distance from the gluing locus, the distance
within which αl(x) is nonzero has to be smaller than the distance within which
the mirror images are defined, which means exactly r < ρ.
Let’s consider for a moment a simple case: three book pages glued along an
edge. For a point sufficiently close to the edge on the first plane, we use the sym-
metry Assumption to define its mirror images on the other two planes. Now if we
choose a point far from the edge, the point should not be affected by other planes
at all, and this is reflected by the cut-off function αl being zero, which results in
only information from the first plane being gathered by the kernel kr. As the cho-
sen point gets closer to the edge, the function αl starts being nonzero, causing the
kernel kr to gather information from two other planes, and their impacts become
larger as αl grows. Finally, when the chosen point reaches the edge, αl achieves 1,
which means all three planes will have equal impact on the kernel, since the mirror
images also move to the same point on the edge thanks to the Assumption. This
means if we travel on any plane to that same point on the edge, the information
being gathered will be exactly the same, which ensures the continuity at the gluing
locus.
Define θ(x) = Λr(1M ) for r < ρ≪ 1, and we start with an estimate of the value
and the derivative of θ(x).
Lemma 5.1. For almost every x ∈M , we have
(1) |θ(x) − 1| 6 Cr;
(2) |∇θ(x)| 6 Cr o(1)+ Cr 34 (1 + r), where o(1) is the rate of ||∇Φ||r converging to 1
as r → 0 in the Assumption and the constants explicitly depend on n,m,K1,K2.
In particular, if the assumption of Theorem 3 is satisfied, the second inequality
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improves to
(2∗) |∇θ(x)| 6 C
r
3
4
(1 + r).
Proof. (1) is straightforward considering the fact that 1rn
∫
Rn
φ(d(x,y)r )dy = 1 for
x ∈ Rn, and the factor (1 +Cr) comes from the Jacobian estimate in Lemma 2.5.
One can refer to a similar argument in Lemma 3.4.
For (2), given a point x ∈Mj, we have
∂
∂x
dl(x
l, y) = −(∇Φjl)(x)
exp−1
xl
(y)
dl(xl, y)
.
By a straightforward calculation we get
∇θ(x) =
∫
M
∂
∂x
kr(x, y)dy,
and
∂
∂x
kr(x, y) =
1
1 +
∑
l αl
n+ 2
νnrn+2
exp−1x (y)χB̂r(x)
+
1
1 +
∑
l αl
n+ 2
νnrn+2
∑
l
αl(∇Φ)exp−1xl (y)χB̂r(xl)
+
1
1 +
∑
l αl
n+ 2
2νnrn
∑
l
(∇αl)φ( d̂l(x
l, y)
r
)χB̂r(xl)
+ (∇ 1
1 +
∑
l αl
)
1
rn
(
φ(
d̂j(x, y)
r
)χB̂r(x) +
∑
l
αlφ(
d̂l(x
l, y)
r
)χ
B̂r(xl)
)
.
(5.5)
Note that the sum ranges over all l 6= j satisfying Mj ∩Ml 6= ∅. Once integrating
(5.5) overM , the last two terms are bounded by |∇αl| 6 C/r3/4, keeping in mind
that 1rn
∫
Rn
φ(d(x,y)r )dy = 1 for x ∈ Rn.
Now let’s deal with the first two terms of (5.5). In a similar estimate for
manifolds (see Lemma 3.4), we replaced the Jacobian Jx by Jx − 1 in order to
improve the rate, thanks to the symmetry of Br(0) ⊂ TxM with respect to the
origin and the fact thatWr(x) has small measure. This gives us some extra power
of r to compensate for the denominator rn+2. We still have the same thing for the
first term. But for the second term, the symmetry of Br(0) may be distorted under
the map∇Φ. However, thanks to the Assumption that∇Φ almost preserves length
near the gluing locus, after canceling out the vectors of opposite directions, all the
resulting vectors are contained in a ball of radius ro(1), where o(1) is the rate
of ||∇Φ||r converging to 1 as r → 0. Hence the second inequality follows, which
yields (2∗) with o(1) = C(K1)r2 in that specific case from previous discussions in
Section 1. 
Note that the extra rate of r we get from the symmetry Assumption is crucial.
We will see the proof does not work without the extra rate in a similar way as the
case for manifolds.
For a function f ∈ L2(M), we consider the Lipschitz function Irf := θ−1Λrf .
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We set r = ρ − 4ε and f = P ∗u, where P ∗u is the piecewise constant function
defined in Remark 1.3 for a discrete function on the ε-net Xε. Denote this specific
choice by Iu := Iρ−4ε(P ∗u) = θ−1Λρ−4ε(P ∗u). We define the analogue of the
discrete energy by
(5.6) Êr(f) =
∫
M
∫
B̂∗r (x)
|f(y)− f(x)|2dydx,
where B̂∗r (x) is defined in (5.3). We proceed to control the L
2-norm and energy of
Iu in terms of Êρ−4ε(P ∗u) in the following lemma.
Lemma 5.2. For u ∈ L2(Xε), we have the following estimates:
(1) ||Iu− P ∗u||2L2(M) 6
C
(ρ− 4ε)n Êρ−4ε(P
∗u);
(2) ||∇(Iu)||2L2(M) 6
n+ 2
νn(ρ− 4ε)n+2 (1 + o(1) + Cρ
1
4 )Êρ−4ε(P ∗u),
where Êr(f) is defined in (5.6), and the constants explicitly depend on n,m,K1,K2.
Proof. We prove the lemma for an arbitrary choice of r and f ∈ L2(M). First we
estimate the bound of the L2-norm. By the definition of Ir and θ, we have
Irf(x)− f(x) = θ−1(Λrf)(x) − f(x)
= θ−1(Λrf)(x) − θ−1Λr(f(x)1M )
= θ−1
∫
M
(f(y)− f(x))kr(x, y)dy.(5.7)
Since |θ| 6 C, kr 6 Crn and kr is only supported in B̂∗r (x) from the definition of
kr, by the Cauchy-Schwarz inequality we get
|Irf(x)− f(x)|2 = |θ−1
∫
M
(f(y)− f(x))kr(x, y)dy|2
6 θ−2(
∫
M
kr(x, y)dy)(
∫
M
|f(y)− f(x)|2kr(x, y)dy)
6
C
rn
∫
B̂∗r (x)
|f(y)− f(x)|2dy.
Integrate over M , and we obtain
(5.8) ||Irf − f ||2L2(M) 6
C
rn
Êr(f).
This finishes the first part of the lemma.
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Next we turn to the energy estimate. Differentiating (5.7) at a point x ∈Mj−S,
and by (5.5) we have
∇(θ−1Λrf)(x) = θ−1
∫
M
(f(y)− f(x)) ∂
∂x
kr(x, y)dy +∇(θ−1)
∫
M
(f(y)− f(x))kr(x, y)dy
=
1
1 +
∑
αl
n+ 2
2νnrn
θ−1
∑
l
(∇αl)
∫
B̂r(xl)
(f(y)− f(x))φ( d̂l(x
l, y)
r
)dy
+ (∇ 1
1 +
∑
αl
)(1 +
∑
l
αl)θ
−1
∫
M
(f(y)− f(x))kr(x, y)dy
+ ∇(θ−1)
∫
M
(f(y)− f(x))kr(x, y)dy + θ−1A1,
where the second term is obtained by the definition of kr, and
A1(x) =
1
1 +
∑
αl
n+ 2
νnrn+2
(∫
B̂r(x)
(f(y)− f(x))exp−1x (y)dy
+
∑
l
αl
∫
B̂r(xl)
(f(y)− f(x))(∇Φ)exp−1
xl
(y)dy
)
.
We denote the first three terms by A2, A3, and A4 respectively. Note that the
sum ranges over all l 6= j satisfying Mj ∩Ml 6= ∅. Due to |φ| 6 1, |∇αl| 6 C/r3/4
and the Cauchy-Schwarz inequality, we get
|A2|2 = 1
(1 +
∑
αl)2
(n+ 2)2
4ν2nr
2n
θ−2|
∑
l
(∇αl)
∫
B̂r(xl)
(f(y)− f(x))φ( d̂l(x
l, y)
r
)dy|2
6
C
r2n
∑
l
|∇αl|2
(∑
l
∫
B̂l(xl)
|f(y)− f(x)|2dy
∫
B̂r(xl)
1dy
)
6
C
rn+
3
2
∫
B̂∗r (x)
|f(y)− f(x)|2dy.
The last inequality is due to the volume estimate in Lemma 2.5. The same bound
also applies to A3. For A4, since |∇θ| 6 Cr o(1) + Cr 34 (1 + r) by Lemma 5.1, by the
Cauchy-Schwartz inequality we have
|A4|2 6 C
r2
(o(1) + r
1
2 )
( ∫
M
|f(y)− f(x)|kr(x, y)dy
)2
6
C
r2
(o(1) + r
1
2 )
( ∫
M
|f(y)− f(x)|2kr(x, y)dy
)( ∫
M
kr(x, y)dy
)
6
C
r2
(o(1) + r
1
2 )
∫
M
|f(y)− f(x)|2kr(x, y)dy,
where the last inequality is due to the definition and the boundedness of θ. Since
kr is only supported in B̂
∗
r (x) and kr 6
C
rn , we get
|A4|2 6 C
rn+2
(o(1) + r1/2)
∫
B̂∗r (x)
|f(y)− f(x)|2dy.
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At last, we come to A1. Denote its universal term by
A(x) =
n+ 2
νnrn+2
∫
B̂r(xl)
(f(y)− f(x))(∇Φ)exp−1
xl
(y)dy.
For w = A(x)|A(x)| , we have |A(x)| = 〈A(x), w〉. Then we get
|A(x)| 6 n+ 2
νnrn+2
∫
Br(0)−Wr(xl)⊂TxlMl
|(f(expxl(v)) − f(x))〈(∇Φ)v, w〉Jxl (v)|dv.
By the Cauchy-Schwarz inequality and (3.10), we have
|A(x)|2 6 ( n+ 2
νnrn+2
)2(
∫
Br(0)−Wr(xl)
|f(expxl(v)) − f(x)|2|Jxl(v)|2dv)(
∫
Br(0)
〈(∇Φ)v, w〉2dv)
6 (
n+ 2
νnrn+2
)2(
∫
Br(0)−Wr(xl)
|f(expxl(v)) − f(x)|2|Jxl(v)|2dv)(
∫
Br+ro(1)(0)
〈v, w〉2dv)
=
n+ 2
νnrn+2
(1 + o(1))
∫
Br(0)−Wr(xl)
|f(expxl(v))− f(x)|2|Jxl(v)|2dv
6
n+ 2
νnrn+2
(1 + o(1) + Cr)
∫
B̂∗r (x)
|f(y)− f(x)|2dy,
where we used ||∇Φ||r 6 1 + o(1), which causes the radius of the ball to enlarge
by a factor 1 + o(1), and the Jacobian estimate (Lemma 2.5). Therefore, we get
|A(x)| 6
√
n+ 2
νnrn+2
(1 + o(1) + Cr)
√∫
B̂∗r (x)
|f(y)− f(x)|2dy.
Observe that every term in A1 can be bounded in the same way as A(x). After
adding all the factors αl(x) and then averaging by 1 +
∑
αl(x), we get exact the
same estimate for A1(x).
|A1(x)| 6
√
n+ 2
νnrn+2
(1 + o(1) + Cr)
√∫
B̂∗r (x)
|f(y)− f(x)|2dy.
Now combine the estimates for A2, A3, A4, and we obtain
|∇(θ−1Λrf)(x)| 6 |A1|+ |A2|+ |A3|+ |A4|
6
√
n+ 2
νnrn+2
(1 + o(1) + Cr
1
4 )
√∫
B̂∗r (x)
|f(y)− f(x)|2dy.
Therefore, we finally obtain
(5.9) ||∇(Irf)||2L2(M) 6
n+ 2
νnrn+2
(1 + o(1) + Cr
1
4 )Êr(f).

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Upper bound for λk(Γ). Now we turn to the upper bound for λk(Γ). Given a
weighted graph Γε,ρ = Γ(Xε, µ, ρ), define the discretization operator P : L
2(M)→
L2(X) by
Pf(xi) = µ
−1
i
∫
Vi
f(x)dx,
and P ∗ : L2(X)→ L2(M) by
P ∗u =
N∑
i=1
u(xi)1Vi ,
where N is the number of points of the ε-net Xε. It immediately follows that
||P ∗u||L2(M) = ||u||L2(X). Lemma 3.2 stays true since the weighted graph is con-
structed by choosing weighted graphs for each manifold part, so we only need to
obtain the energy estimate. Denote by Ω = Ω
2ρ
3
4
the region within 2ρ
3
4 respective
Riemannian distance from the gluing loci S. Recall that ρ
3
4 is the distance within
which we define mirror images. Outside Ω, everything is the same as for one single
manifold. Therefore Lemma 3.1 (or Lemma 3.3 in [7]) holds for this region, namely
for r < 2ρ and f ∈ C∞(M),
(5.10) Êr(f,Ω
c) 6 (1 + Cr)
νnr
n+2
n+ 2
||∇f ||2L2(M),
where
Êr(f, V ) =
∫
V
∫
B̂∗r (x)
|f(y)− f(x)|2dydx, for V ⊂M.
Inside Ω, we can estimate the energy in terms of the L∞-norm ||∇f ||L∞(M).
Êr(f,Ω) 6 C
∫
Ω
∫
B̂∗r (x)
||∇f ||2∞(ρ
3
4 + r)2dydx
6 C||∇f ||2∞ρ
3
4 rn(ρ
3
4 + r)2,(5.11)
where we used the facts that the volume vol(Ω) 6 Cvoln−1(S)ρ
3
4 , and the volume
vol(B̂∗r (x)) 6 C(1 + o(1))r
n (due to the Assumption), and within Ω the distance
between x and its mirror image xl is controlled by ρ
3
4 (2 + o(1)) (again due to
the Assumption). Here voln−1(S) denotes the (n − 1)-dimensional volume of the
gluing locus S. Combining all these, we prove the following lemma.
Lemma 5.3. For f ∈ C∞(M), we have the following estimates:
(1) ||f − P ∗Pf ||2L2 6 Cρ2(||∇f ||2L2(M) + ||∇f ||2L∞(M));
(2) Êρ+4ε(f,Ω
c) 6 (1 + Cρ)
νn(ρ+ 4ε)
n+2
n+ 2
||∇f ||2L2(M);
(3) Êρ+4ε(f,Ω) 6 C||∇f ||2∞(1 + o(1))(ρ+ 4ε)nρ
9
4 ,
where Ω = Ω
2ρ
3
4
is the region within 2ρ
3
4 respective Riemannian distance from the
gluing loci S, and the constants explicitly depend on n,m,K1,K2, vol(M), voln−1(S).
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Proof. The last two inequalities were already proved by setting r = ρ+4ε in (5.10)
and (5.11). By Lemma 3.2, we get,∫
Vi
|f(x)− Pf(xi)|2dx 6 C
rn
∫
Vi
∫
{y:d̂(x,y)<r}
|f(y)− f(x)|2dydx.
We emphasize that the difference between B̂∗r (x) and {y : d̂(x, y) < r} in (5.2),
(5.3). The former contains only the simple behavior of the classical reflection at
the boundary with no geodesics touching the boundary, while the latter contains
all possible behaviors. Then by the definition of P ∗, (5.10) and (5.11), we get
||f − P ∗Pf ||2L2 =
∑
i
∫
Vi
|f(x) − Pf(xi)|2dx
6
C
rn
(
Êr(f) + 2
∑
l
∫
M
∫
exp(Wr(xl))
|f(y)− f(x)|2dydx
)
6
C
rn
(Êr(f,Ω
c) + Êr(f,Ω)) +
C
rn
m(Wr(xl))(ρ 34 + r)2||∇f ||2L∞(M)
6 Cr2||∇f ||2L2(M) + Cρ
9
4 ||∇f ||2∞ + Cr(ρ
3
4 + r)2||∇f ||2L∞(M).
The second last inequality is due to the fact that the distance between x and its
mirror image xl (if any) is controlled by ρ
3
4 (2 + o(1)) due to the Assumption. We
need to addWr(x) back twice for each manifold part, because both d and d˜ include
points which are reached by geodesics touching the boundary. The first inequality
follows by setting r = ρ. 
So far we have obtained estimates in terms of Êr(f), and the next lemma states
the relation between Êr(f) and the discrete energy (5.4).
Lemma 5.4. For f ∈ L2(M) and u ∈ L2(X), we have the following estimates:
(1) ||δu||2 > n+ 2
νnρn+2
Êρ−4ε(P ∗u);
(2) ||δ(Pf)||2 6 n+ 2
νnρn+2
Êρ+4ε(f) + C(n,m, vol(M))ρ
1
2 ||∇f ||2L∞(M).
Proof. Since d˜ satisfies the triangle inequality, we have
(5.12) {y : d̂(xi, y) < ρ− 4ε} ⊂
⋃
j:d̂(xi,xj)<ρ
Vj ⊂ {y : d̂(xi, y) < ρ+ 4ε},
which implies the first inequality, since the discrete energy already contains more
information than Êr. To obtain the second one, we need to add back Wr (twice)
which are the situations of geodesics touching the boundary or geodesics inter-
secting the boundary elsewhere with the presence of one collision point, as defined
in Definition 2.2. Thanks to Lemma 2.3 that Wr has small measure, this only
generates higher order terms. One can refer to a similar estimate in (3.4). 
Now we are in place to prove Theorem 2 and 3.
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Proof of Theorem 2 and 3. We only prove the upper bound for λk(Γ); the lower
bound can be proved with the same method. We choose the first k + 1 eigen-
functions f0, · · · , fk of −∆M with respect to the eigenvalues λ0, λ1, · · · , λk. We
consider the linear space spanned by Pf0, · · · , Pfk which is a subspace of L2(X),
and we first prove this subspace is (k + 1)-dimensional for sufficiently small ρ.
OnMl−S for any l, the eigenfunction fk is smooth and satisfies the eigenvalue
equation pointwise by Proposition 4.4. Then by (3.5) and the fact that the volume
of any Ml is bounded by a constant depending on n,D,K1, we have
||∇fk||2L∞(Ml) 6 C(n, i0, D,K1)(λ
n/2+2
k + 1)||fk||2L2(M),
which implies
(5.13) ||∇fk||2L∞(M) 6 C(n, i0, D,K1)(λn/2+2k + 1)||fk||2L2(M).
Then by Lemma 5.3(1) and (5.13), for any f in the first k + 1 eigenspaces we get
(5.14) ||Pf ||L2(X) >
(
1− Cρ
√
λ
n/2+2
k + 1
)||f ||L2(M).
Hence for sufficiently small ρ depending on n,m, i0, D,K1, λk, the linear operator
P is injective, which implies that the linear subspace spanned by Pf0, · · · , Pfk is
(k + 1)-dimensional.
For any f ∈ span{f0, · · · , fk}, by Lemma 5.3, 5.4 and (5.13) we get
||δ(Pf)||2 6 n+ 2
νnρn+2
Êρ+4ε(f) + Cρ
1
2 ||∇f ||2L∞(M)
6 (1 + Cρ)
(ρ+ 4ε)n+2
ρn+2
||∇f ||2L2(M) + C||∇f ||2∞(1 + o(1))
(ρ+ 4ε)n
ρn−
1
4
6 (1 + Cρ+ C
ε
ρ
)||∇f ||2L2(M) + Cρ
1
4 (λ
n/2+2
k + 1)||f ||2L2(M).
Combine this inequality with (5.14), and for sufficiently small ε, ρ we obtain
||δ(Pf)||2
||Pf ||2L2
6 (1 + Cρ+ C
ε
ρ
)λk + Cρ
1
4 (λ
n/2+2
k + 1),
which implies the upper bound for λk(Γ) due to the min-max principle. The same
procedure with Lemma 5.2 yields the lower bound for λk(Γ). Finally we obtain
(5.15) |λk(Γ)− λk| 6 C(ρ 14 + ε
ρ
+ ρ
1
4 λ
n
2 +1
k + o(1))λk + Cρ
1
4 ,
where o(1) denotes the rate of ||∇Φ||ρ converging to 1 as ρ→ 0, and the constant
C explicitly depends on n,m, i0, D,K1,K2, voln−1(S).
In particular, if the assumption of Theorem 3 is satisfied, we know that ||∇Φ||ρ
converges to 1 with an explicit rate o(1) = C(K1)ρ
2. Theorem 3 immediately
follows from (5.15).

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