Abstract
Introduction
In cases where the maximum likelihood estimator (MLE) is a function of a complete sufficient statistic, an exact MVUE may be obtained by eliminating the bias of the MLE. For example, an MLE can be bias-corrected by subtracting an estimated bias term, but the result is usually not satisfactory. In this paper, we propose a new approach that makes use of infinitely many bootstrap iterations to completely eliminate the bias of the MLE, thus yielding the exact MVUE. Application of the bootstrap to estimate the bias was first conceived by Efron (1979) .
In general the bias of an estimator can be reduced by an order of O(n-'), where n denotes the sample size, by subtracting the bootstrap bias estimate. Each iteration of the bootstrap reduces the bias successively by one order. In principle, we may iterate the bootstrap indefinitely so as to completely eliminate the bias, at least in an asymptotic sense. A unified account of the iterated bootstrap is given by Hall and Martin (1988) . In practice, bootstrap iterations can be done by nested levels of Monte Carlo simulations, which become computationally prohibitively expensive even for a moderate number of iterations. With the modern computer power, indefinitely iterating the bootstrap using simulation is infeasible. Moreover, the necessarily finite simulation size incurs simulation error which makes the algorithm increasingly unstable as the number of iterations increases. Chan and Lee (2001) propose an exact algorithm for nonparametric bootstrap bias elimination, which works for small sample sizes and does not involve any Monte Carlo simulation. Our new approach to computing the MVUE extends Chan and Lee's (2001) algorithm to a classical parametric context where bias correction is made to an MLE. It consists of Monte Carlo simulation of first-level parametric bootstrap samples, followed by implementation of Chan and Lee's (2001) nonparametric algorithm for bias elimination. It involves only one level of Monte Carlo simulation, which is considerably more stable and computationally more efficient than the conventional Monte Carlo approach. In practice, the numerical error of our approach is determined solely by the precision of the computer and the number of first-level Monte Carlo samples that we are prepared to simulate.
Section 2 discusses the theory of bias correction of MLE based on bootstrap iterations, and establishes its relevance to the computation of the exact MVUE.
Our new approach is introduced in Section 3. Section 4 illustrates our method with gamma data in a numerical example. Concluding remarks are given in Section 5.
Theory
Let X = (XI,. . . , X,) be a random sample drawn from a distribution Fe in a parametric family indexed by 8 E 8 c Rd. Under regularity conditions, the likelihood function of 8 is maximized uniquely at in, which is defined as the MLE of 8. Note that 8, depends on the observed sample X . We describe below two theorems which suggest two slightly different but related characterizations of the MVUE. These characterizations will be employed to develop our iterated bootstrap algorithm for calculating the MVUE. 
Examples
Consider a random sample X = (Xl, ..., X n ) from gamma (0, l), where 8 denotes the shape parameter. Then T = n:=, X i is complete sufficient for 8. Let The MVUE is approximated by evaluating (3) based on B independent conditional samples obtained by the above procedure. Note that the acceptancerejection algorithm tends to yield samples with observations not too close to zero. For if some of the x's are close to zero, then R is also close to zero and we are likely to reject this set of K's.
In the simulation study we took n = 5 and drew X from gamma (2,l). The MLE was calculated to be 8, = 2.6262. We remark that our procedure applies generally to problems in a parametric setup where a complete sufficient statistic is available and a Monte Carlo algorithm can be found to generate conditional samples. In particular, it adapts readily to multivariate settings to compute a multivariate MIWE. We have reinvestigated the gamma example with unknown shape and scale parameters and computed the MVUE's of the two parameters by our procedure. Detailed findings will be reported elsewhere. Briefly, the required samples, conditioned on the sufficient statistic (xi Xi, ni X i ) , had to be simulated by the more computationally involved Metropolis-Hastings algorithm and the numerical results were not as stable as those from the gamma (e, 1) example. The latter may be attributed to an intrinsic feature of the bootstrap, which has a positive probability to generate a sample of n identical observations and thus poses a numerical problem when 
Conclusion
The classical problem of MVUE derivation has been extensively studied in the literature. However, in many situations the knowledge of the existence of the MVUE does not automatically lead to a simple analytic or numerical method for its computation. The contemporary bootstrap iteraton method has been shown to play a new and constructive role in this classical area. It provides a credible and efficient solution when there is no explicit formula available for the MVUE. The method involves very limited Monte Carlo effort, and has an efficiency largely independent of the number of iterations. It is particularly useful in cases where n is small. Our simulation findings are encouraging. The iterated estimates converge rapidly to the correct MVUE. On the contrary, conventional Monte Carlo simulation of bootstrap iterations fails to give an accurate and stable answer. We believe that our proposed algorithms will be applicable to large samples before long, with the rapid advance of computer power. Lastly, we remark that the hybrid procedure introduced in Section 3 is highly problemspecific and requires clever Monte Carlo techniques to uphold its efficiency.
