In this paper, using Hadmard product, we introduce certain new classes of analytic functions in the open unit disk. Such results as inclusion and subordination relationships, characterization and coefficient estimates, growth and distortion theorems, extreme points, closure theorems and radius of starlikeness and convexity belonging to the class T S(f, g; λ, α, β, A, B) are obtained. Further subordination results for the class S(f, g; λ, α, β, A, B) are derived.
Introduction
Let H denote the class of functions of the form
which are analytic and univalent in the open unit disk U = {z ∈ C : |z| < 1}.
Also, we denote by T , the class of functions f (z) ∈ H of the form (1.1) for which there exists a real number η such that arg(a k ) = π + (1 − k)η (k = 2, 3, · · ·), (1.2) which was introduced by Silverman [1] (see also [2] ) and called the class of functions with varying argument of coefficients. For functions f ∈ H given by (1.1) and g ∈ H given by
we define the Hadamard product (or convolution) of f and g by (f * g)(z) = z + ∞ k=2 a k b k z k = (g * f )(z) (z ∈ U ).
(1.4)
For two functions f and g, analytic in U , we say that the function f is subordinate to g in U , and write f (z) ≺ g(z), if there exists a Schwarz function ω, which is analytic in U with ω(0) = 0 and |ω(z)| < 1 for all z ∈ U , such that f (z) = g(ω(z)) (z ∈ U ). In particular, if the function g is univalent in U , then we have the following equivalence f (z) ≺ g(z) (z ∈ U ) ⇔ f (0) = g(0) and f (U ) ⊂ g(U ).
Following Goodman [3, 4] , Rønning [5] and Kanas and Wisniowska [6] (see also [7] , [8] ), Hams et al. [9] define two subclasses of H as follows.
For −1 < γ ≤ 1 and β ≥ 0, a function f ∈ H is said to be in the class (i) β-uniformly starlike functions of order γ is denoted by U S(β, γ), if it satisfies the condition Re zf (z) f (z) − γ > β zf (z) f (z) − 1 (z ∈ U ), (1.5) and (ii) β-uniformly convex functions of order γ is denoted by U K(β, γ), if it satisfies the condition
Indeed, it follows from (1.5) and (1.6) that
Motivated by above definitions, we define a new class of analytic functions related to Hadmard products. Definition 1.1. For α ≥ 1, β ≥ 0, 0 ≤ λ ≤ 1, −1 ≤ B < A ≤ 1 and for all z ∈ U , let S(f, g; λ, α, β, A, B) denote the subclass of H consisting of functions f (z) of the form (1.1) and g(z) of the form (1.3) and satisfying the following subordination:
We also let T S(f, g; λ, α, β, A, B) = T ∩ S(f, g; λ, α, β, A, B).
For suitable choices of the function g and by specializing the parameters λ, α, β, A, B involved in the class S(f, g; λ, α, β, A, B), we obtain the following subclasses.
(
In particular, S(0, 1, β, 1 − 2γ, −1) = U S(β, γ) and S(1, 1, β, 1 − 2γ, −1) = U K(β, γ) (see [9] ); (2) If g(z) = z + In particular, S(µ, δ, m; λ, α, β, 1 − 2γ, −1) = G m (µ, δ; λ, α, β, γ) (see [10] ), where the operator D m µ,δ was introduced and studied by Raducanu and Orhan [10] , for δ = 0, the operator D m µ,0 = D m µ was introduced and studied by AlOboudi [11] and for µ = 1 and δ = 0, the operator D m 1,0 = D m was defined by Salagean [12] .
where
where H q,s (α 1 ) is the Dziok-Srivastava operator [13] (see also [14] ), which contains well known operators such as Carlson-Shaffer linear operator [15] , the Bernardi-Libera-Livingston operator [16] , the Srivastava-Owa fractional derivative operator [17] , the Choi-Saigo-Srivastava operator [18] , the ChoKwon-Srivastava operator [19] , the Ruscheweyh derivative operator [20] , the Noor integral operator [21] , and other operators.
where the operator I m (ρ, l) was introduced and studied by Catas [22] , which contains (as its special cases) the Cho-Srivastava operator [23] , the Al-Oboudi operator [11] and the Salagean operator [12] .
In this paper, we obtain a sufficient coefficient condition for functions f given by (1.1) to be in the class S(f, g; λ, α, β, A, B) and a necessary and sufficient coefficient condition for functions in the class T S(f, g; λ, α, β, A, B). Growth and distortion theorems, extreme points, closure theorems and radius of starlikeness and convexity for functions in T S(f, g; λ, α, β, A, B) are given. Finally, we investigate subordination results for the class S(f, g; λ, α, β, A, B).
Inclusion and subordination relationships
To prove our main result, we need the following lemma.
Thus, by Lemma 2.1, we obtain that
which implies that f ∈ S(f, g; λ, α, β, A 2 , B 2 ). Hence we complete the proof.
Characterization and coefficient estimates
First we obtain a sufficient condition for functions in the class S(f, g; λ, α, β, A, B).
then f ∈ S(f, g; λ, α, β, A, B). Proof. Assume that the inequality (3.1) holds true for α ≥ 1,
It is sufficient to show that
We note that
The last expression is bounded above by 1, if
and hence the proof is completed. Next, we obtain a necessary and sufficient condition for the functions in the class T S(f, g; λ, α, β, A, B).
Theorem 3.2. Let f ∈ H given by (1.1) and satisfy (1.2). Then f ∈ T S(f, g; λ, α, β, A, B) if and only if the inequality (3.1) holds true.
Proof. In view of Theorem 3.1, we need only to prove the necessary part. If f ∈ T S(f, g; λ, α, β, A, B), then from (1.1), (1.7) and (3.4), we find that
Setting z = re iη (0 ≤ r < 1) in the above inequality and applying (1.2), we have
Thus, by a simple computation, we obtain
which, upon letting r → 1 − , readily yields the desired inequality (3.1).
(3.5) The equality in (3.5) holds true for the function given by 
Moreover, if the sequence
is nondecreasing, then
3) The result is sharp. The extremal functions are the functions f 2,η (z) of the form (3.6).
Proof. Since f ∈ T S(f, g; λ, α, β, A, B), from Theorem 3.2 it follows that
which is equivalent to
.
Using (1.1) and (4.4), we have
Similarly, we also have α, β, A, B) .
r.
This completes the proof of Theorem 4.1.
Extreme points
Now, we determine extreme points for the class T S(f, g; λ, α, β, A, B). Theorem 5.1. Let the functions
with M k (λ, α, β, A, B) defined as in (4.3). Then f ∈ T S(f, g; λ, α, β, A, B) if and only if it can be expressed in the form
Proof. Assume that f (z) can be written as in (5.2). Then
it follows, from Theorem 3.2, that f (z) ∈ T S(f, g; λ, α, β, A, B). Conversely, if f (z) ∈ T S(f, g; λ, α, β, A, B), then, by using (3.5), we may set 
Closure throrems
Let the functions f j ∈ H (j = 1, 2, · · · , p) with (1.2) defined by
Then we obtain the closure theorems of the class T S(f, g; λ, α, β, A, B). 
is also in the class T S(f, g; λ, α, β, A, B).
Proof. In view of (6.1) and (6.2), we can write
Since the functions f j ∈ T S(f, g; λ, α, β, A, B), for every j = 1, 2, · · · , p, we have
Hence, we get
which implies that h(z) ∈ T S(f, g; λ, α, β, A, B). Corollary 6.1. The class T S(f, g; λ, α, β, A, B) is closed under convex linear combination.
Proof. Suppose that the functions f j (j = 1, 2) given by (6.1) be in the class T S(f, g; λ, α, β, A, B). It is sufficient to show that the function h(z) defined by
is also in the class T S(f, g; λ, α, β, A, B). In fact, by taking p = 2, c 1 = c and c 2 = 1 − c in Theorem 6.1, we immediately get the required result.
Radius of starlikeness and convexity
We begin this section with the following theorem. Theorem 7.1. Let the function f (z) given by (1.1) with (1.2) be in the class T S(f, g; λ, α, β, A, B). Then f (z) is starlike of order σ (0 ≤ σ < 1) in |z| < r 1 (λ, α, β, A, B) , where
with M k (λ, α, β, A, B) defined as in (4.3). The result is sharp for the function f k,η (z) given by (3.6).
Proof. It suffices to show that λ, α, β, A, B) ), (7.2) or, equivalently
By Theorem 3.2, the ineauality (7.3) would hold true if
Thus, we complete the proof.
Similary, we can prove the following theorem. Theorem 7.2. Let the function f (z) given by (1.1) with (1.2) be in the class T S(f, g; λ, α, β, A, B). Then f (z) is convex of order ξ (0 ≤ ξ < 1) in |z| < r 2 (λ, α, β, A, B), where
Subordination results
In order to prove our main result, we recall here the following definition and lemma. of complex numbers is said to be a subordinating factor sequence if, whenever f of the form (1.1) is analytic, univalent and convex in U , we have the subordination given by
Lemma 8.1 (Wilf [25] ). The sequence {d k } ∞ k=1 is a subordinating factor sequence if and only if
Let S * (f, g; λ, α, β, A, B) denote the class of functions f (z) ∈ H whose coefficients satisfy the condition (3.1). We note that S * (f, g; λ, α, β, A, B) ⊆ S(f, g; λ, α, β, A, B).
Employing the technique used earlier by Attiya [26] , Srivastava and Attiya [27] and Aouf [28] , we prove Theorem 8.
and −1 ≤ B < A ≤ 1. Suppose that K denote the class of functions f (z) ∈ H which are convex in U . Then for every function φ(z) ∈ K, we have
3) and is the best estimate. Proof. Let f (z) ∈ S * (f, g; λ, α, β, A, B) and suppose that
Then, for f ∈ H given by (1.1), we have
(8.5) Thus, by Definition 8.1, the subordination result (8.3) will be true if the sequence
Moreover, it can be verified for the function f 0 (z) given by (8.7) that 
