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Abstract. In the context of emergency scenarios, Unmanned Aerial Ve-
hicles (UAVs) are extremely important instruments, in particular during
monitoring tasks and in relation to the Post-Disaster assessment phase.
The current paper describes a summary of the work performed during
PRISMA [1], a project focused on the development and deployment of
robots and autonomous systems able to operate in emergency scenar-
ios, with a specific reference to monitoring and real-time intervention.
Among other aspects, the investigation of strategies for mapping and for
path following, for the implementation of Human-Swarm Interfaces and
for the coverage of large areas have been performed, and they will be
here summarized.
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1 Introduction
In recent years, the area of Unmanned Aerial Vehicles (UAVs) research has
shown rapid developments, giving the possibility of deploying these typology of
robots in a wide range of domains: agriculture, environmental monitoring, sport
events, cinema, Search&Rescue and emergency scenarios.
The usage of UAVs in the Search&Rescue (SAR) domain has widely been
investigated: indeed, small aerial vehicles give the possibility to quickly monitor
large areas, with a high maneuverability while moving in environments filled
with debris and obstacles. For all these reasons, many research teams have al-
ready practically tested the deployment of aerial robots in disaster scenarios:
the Pratt team [2] implemented small UAVs after the Hurricane Katrina, for in-
specting buildings in urban environments, performing omni-directional obstacle
avoidance. In the same years, the work of Murphy [3] [4] focused on the anal-
ysis of a cooperative strategy between ground vehicles and UAVs, for seawall
and bridge inspections. UAVs were also deployed in the context of the L’Aquila
earthquake [5] and of the Lushan earthquake [6].
The EU founded projects ICARUS and NIFTi are also worth of mention. The
main aim of the project ICARUS [7] was the improvement of crisis management
with the use of unmanned SAR robotic systems embedded and integrated into
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existing infrastructures. The aerial platforms included also solar rotor-wing and
fixed-wing UAVs, developed by ETH for sustained flight [8]. The NIFTi project
[9] focused on human-robot cooperation, and, in the context of the project, a
novel octocopter equipped with a camera and a Kinect-style sensor was designed
and developed.
As evident from all these works, the typologies of UAVs adopted in these sce-
narios are different: however, it can be seen that, while in the earliest approaches
the preferred choice was small fixed-wing UAVs and miniature helicopters [4],
[10], multirotors have been used in more recent events, given their limited cost
and the ability of vertically taking-off and landing [7], [11] .
This work started from all these basis, analyzing the principal issues for SAR
performed with UAVs (in particular in the Post-Disaster Assessment phase) and
proposing some solutions to common problems. This paper summarizes the work
performed in the project PRISMA, that focused in particular on the integration
of the ETHNOS real-time framework, on the implementation of novel strategies
for path following, on the analysis of the performances of a subset of coverage
algorithms, and on tests with human subjects aimed at studying Human-Swarm
Interfaces. The following paragraphs will describe all these aspects.
2 The Asctec Multirotors and the ETHNOS Framework
As stated in the Introduction, multirotors are nowadays a common choice in
works involving UAVs, mainly because of their maneuverability. In the context
of the project PRISMA, two multirotors have been used: the Asctec Firefly
(esarotor) and Pelican (quadrotor) [12] (Fig. 1).
Fig. 1. The Asctec Firefly and Pelican during an experimental session (left). The Asctec
Firefly during an indoor flight, localized with a board of markers (right).
The two platform are endowed with a Flight Control Unit (FCU) Autopilot.
The FCU features a complete Inertial Measurement Unit (IMU) as well as two
32 bits, 60 Mhz ARM-7 microcontrollers used for flight control and data fusion.
The two microcontrollers have different aims: the first, the Low-Level Processor
(LLP) is responsible for the IMU sensor data fusion and for the attitude-based
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controller, while the second, the High-Level Processor (HLP) may be used to
implement further custom code. For the computationally more expensive on-
board processing tasks (e.g., image processing for localization) there is also an
embedded computer, with a Intel Core I7 CPU, a 1 GB RAM, a MicroSD card
slot for the operating system.
In the proposed implementation, the HLP was considered as a bridge for
the serial communication between the LLP and the on-board CPU, where the
control code was implemented (Fig. 2). For the control development and for the
communication between robots and human operators, the ETHNOS framework
[13] was adopted.
ETHNOS (Expert Tribe in a Hybrid Network Operating System) is a pro-
gramming environment for the design of real-time control systems. From the
runtime perspective, ETHNOS provides the possibility of real-time executing
periodic and sporadic tasks, a feature that is crucial in aerial vehicles. Indeed,
a dedicated network communication protocol, within the distributed operat-
ing system, allows a robust communication even in noisy wireless network. The
framework achieves soft real-time compliance being a real-time extension to the
standard Linux kernel [14]. The reference architecture of the ETHNOS operat-
ing system is based on the concept of expert, a concurrent agent responsible for
a specific deliberative or reactive behavior. The environment handles the con-
current execution and the scheduling of the experts, and their synchronization
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Fig. 2. Architecture of the whole system
An example of the ETHNOS architecture is the experimental setup devel-
oped for indoor localization and autonomous control. The control and indoor
localization of the Asctec multirotors have been performed on board using the
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concurrent structure based on the concept of expert. In this case, the control of
the robot has been implemented using five periodic experts:
– Acquisition: handles the communication with the HLP (and consequently
with the LLP) with a frequency of 100 Hz, periodically reading the data
coming from the on-board sensor and sending to the FCU the commands
related to thrust and attitude angles, calculated by the expert Control (see
below).
– Localization: implements an algorithm for indoor localization, based on the
artificial vision library ArUco [15]. The principal functionality of the library
is to recognize up to 1024 different markers, applying an Adaptive Thresh-
olding and the Otsu’s algorithm. When a marker is recognized, the relative
distance and orientation of the camera with respect of the marker is calcu-
lated. For improving the accuracy of the localization, a wall of 35 markers
has been created (Fig. 1, right) and a custom algorithm has been developed,
based on the elimination of the outliers and the estimation of the average
value. The expert operates at a frequency of 30Hz.
– Interface: works at 5 Hz, and it offers a simple User Interface integrated in
the Unix Shell that allows the user to select the operation to be performed
– Planner : acts as a simple bridge between Interface and Control, in case of
complex actions (i.e. waypoint too far, list of commands to be executed),
with a frequency of 10Hz.
– Control : sporadic expert, it uses the information deriving from the other
experts (i.e. position, attitude, target position, . . . ) for the control of the
robot. Actually, the UAV calculates the error between the target position
(a fixed value when hovering, a series of waypoints in more complex cases)
and uses the error in space as input of three PID controllers for the three
direction in space:
ux = KPx(x− xT ) +KDx ddt (x− xT ) +KIx
∫
(x− xT )
uy = KPy(y − yT ) +KDy ddt (y − yT ) +KIy
∫
(y − yT )
uz = KPz(z − zT ) +KDz ddt (z − zT ) +KIz
∫
(z − zT ))
where the K coefficients are the proportional, derivative and integrative
proportional terms and xT , yT and zT are the references in position. Starting
from the resulting target accelerations ux, uy and uz, these values are used
to calculate the reference thrust u and the control angles φd (pitch) and θd
(roll), considering the dynamics of the system, the mass m of the UAV and





















The control of the orientation of the multirotor (ψd) has been achieved with
a proportional controller, directly based on the error between the reference
angle and the actual one.
ψd = KPψ (ψ − ψT )
Finally, u, φd θd and ψd are used as inputs by a inner control loop, imple-
mented in the LLP, that directly handles the rotor velocities.
The real-time scheduling functionalities of ETHNOS are crucial for vertex-
to-vertex navigation, achieved as shown for the indoor case. However, given the
widespread diffusion of the framework ROS (Robot Operating System), this
robotic middleware has also been integrated for some applications; therefore,
within the project, a ROS-ETHNOS interface has been developed. The interface
is able to convert ROS messages into ETHNOS ones, and vice versa, e.g. con-
verting position commands from ROS topics to ETHNOS messages. An example
of this integration will be presented in section 5.
3 SLAM & Image Stitching
Dealing with aerial robots in unknown scenarios, localization and map building
are tasks of the utmost importance. While commonly used SLAM techniques
are based on Extended Kalman Filters [16] or particle filters [17], the approach
used in the project PRISMA focused on the implementation of a Image Stitching
algorithm. A detailed description of this typology of algorithms can be found in
[18], while in this section, we will just focus on more technical aspects related to
the practical implementation.
In details, the practical implementation of the algorithm has seen the adop-
tion of feature-based detection algorithms, such as SIFT and ORB (at the dis-
cretion of the user) that allow reducing computational costs and incrementing
execution speed [19]. Both algorithms start from a scan of the selected images,
in order to create the descriptors with the related features; after this step, the
features are evaluated in subsequent images, and if the number of similar fea-
tures is too small and below a certain threshold, the images are discarded. In
this phase there is also the estimation of the camera parameters: if the intrinsic
ones can be considered as a priori known, the extrinsic ones should be evaluated
in relation to the received images.
For the Image Alignment process, the algorithm has seen the implementa-
tion of Bundle Adjustment techniques (i.e., a photogrammetry technique aimed
at combining multiple images related to the same scene) and Feathering Image
Blending (i.e., a blending technique based on the softening and on the blur-
ring of the edges of the features) for the final Blending phase. Moreover, the
Image Alignment process allows estimating the multirotor position, considering
the altitude of the robot and the rototranslation vector of an image with re-
spect of the previous one, strictly connected with the movement of the UAV.
The whole code is made available, as a ROS package, at the following link:
https://github.com/CDibris/aerialSLAM
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The images of the two cameras, and in particular the one directed toward the
ground, are streamed by means of ROS topics. The algorithm periodically sam-
ples the video stream; each time a new image is saved, the ROS nodes activates
a second process, that implements the Image Stitching algorithm. Preliminary
tests have been implemented, using first some video datasets available online
(Fig. 3) and also directly using the on-board cameras.
Fig. 3. Image Stitching process during a rototranslation of the robot. Dataset taken
from http://rpg.ifi.uzh.ch/software datasets.html
4 Real-time path generation with obstacle avoidance
Another fundamental aspect when speaking of SAR with UAVs is related to the
ability of the robots of following predefined exploration paths, being also able
to modify and update such paths in real-time, based on how they perceive the
environment (i.e., recognizing and avoiding obstacles on the path). During the
project, a novel algorithm for path generation and obstacle avoidance, using an
uncommon technique to describe and modify the path, has been proposed and
implemented on the Asctec multirotors.
The algorithm (more details can be found in [20] [21]) is based on:
– 3D Path definition, through the intersection of two surfaces represented by
implicit equations in the form fi(x, y, z) = 0, i = 1, 2. The path is given by
the solution of the system: {
f1(x, y, z) = 0
f2(x, y, z) = 0.
– Path modification in presence of obstacles, i.e. when a robot perceives the
presence of any obstacle, the path is deformed, by means of obstacle functions
added to one of the surface functions. The system becomes:
7f ′1(x, y, z) = f1(x, y, z) +
N∑
j=1
Oj(x, y, z) = 0
f2(x, y, z) = 0.
where a Gaussian function is used as obstacle function:







It should be noticed that, by computing the tuning parameters Aj and σ
properly, it is possible to guarantee that the deformed path does not collide
with obstacles, even in the presence of multiple ones [22]
– Path generation, the definition of a velocity vector that should be used as
input of the quadrotor, as:
Vk(x, y) = −kgf(x, y)∇f(x, y) + tangent(x, y)
where kg is the gradient vector gain, the product −f(x, y)∇f(x, y) drives the
robot towards the desired path and tangent(x, y) is a vector perpendicular
to ∇f(x, y) that drives the robot along the path.
An example of the simulated behaviour and of the real execution of the
algorithm with the Asctec Firefly can be seen in Fig. 4.
Fig. 4. Simulation of a multicopter following an ellipse with 2 nested horseshoes of
obstacles (left). Flight of the Asctec Firefly in a straight line with 3 obstacles (right).
5 Coverage Algorithms for Search & Rescue
Multirotor UAVs are an extremely interesting technology towards the end of
exploring an area and gathering information before first responders come into
play. During the project PRISMA, we investigated different strategies for the
organization of a team of UAVs implementing autonomous coverage strategies
for real-time intervention after earthquakes.
The work was mainly focused in the analysis and comparison of a subset of
real-time multi-robot coverage algorithms, i.e. Node Count [23], Edge Counting
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[24], Learning Real-Time A* [23], PatrolGRAPH* [25], chosen among the most
common coverage algorithms in literature, in order to classify them in term of
the required coverage time and of the required energy.
For a formal description of the algorithms we refer the readers to the related
literature works. In this section we will just recap the most relevant results
obtained from tests in simulation, considering as indicators the length of the
longest path among all robots and the overall distance travelled by all robots:
– the Node Count algorithm, despite its simplicity, is the most efficient one,
in particular increasing the map size and the number of robots;
– the performance of the Edge Counting and PatrolGRAPH* algorithms are
noticeably lower;
– however, when a higher minimum number of visits for each node is consid-
ered, PatrolGRAPH* performs better, since it ensures a uniform frequency
of visits to all vertices [26].
It is worth of mention that the algorithms were also implemented on actual
robots, testing the whole framework in a real scenario. In the current implemen-
tation, based on the ROS framework (the software is made available as a ROS
package at the following link: https://github.com/merosss/VRepRosQuadSwarm),
a central station is in constant communication with each robot, that has how-
ever a local copy of the navigation graph. In case of a temporary lack of global
communication, different robots can continue to work, possibly with decreased
performance, by using their local copies. The ROS framework and the ETH-
NOS architecture are integrated using the ROS/ETHNOS interface presented in
section 2.
6 Movement in formation and Human-Swarm Interfaces
Even if many steps forward have been taken towards the fully autonomous con-
trol of UAVs, a human pilot is usually in charge of teleoperating the robots
during SAR activities. In this context, a swarm of robots is usually deployed,
and therefore the teleoperation of UAVs can become a hard task. In order to
reduce the effort of the human operator, the organization of the robots in a
structured formation allows to:
– increase the field of view, by positioning the robots in a way that a greater
section of the surrounding environment can be visualized;
– speed up the learning process of the human operator, that is able to predict
the robot motions in a more straightforward way and, consequently, to move
the swarm faster;
– avoid collisions between robots;
In relation to the effort of the human operator, also the typology of visual
feedback is crucial: different aspects related to the monitoring of the surrounding
environment should be taken into account (e.g., the positions of the cameras, the
9
necessity of implementing an egocentric, an exocentric view, or a hybrid combi-
nation of both, the quality of the images in relation to the available bandwidth).
In order to investigate the effects of different visual feedbacks on the hu-
man operators performances, a custom Human-Swarm Interface (HSI) has been
built during the project. The HSI allows human operators to pilot a team of
multirotors in environments filled with obstacles, while the robots keep a struc-
tured formation, with a behavior-based policy where the global movement of
each robot is calculated as the sum of single concurrent behaviours [27]. More
details about the design of the interface can be found in [28].
The interface allows the user to control the swarm both with a camera from
above the swarm (exocentric point of view) and with a combination of cameras on
board the robots (egocentric point of view). While it is known that an exocentric
camera allows to better estimate distances and perceive the environment [29], it
is also a matter of fact that, in real context, the common way to pilot quadrotors
(when a direct line of sight is not possible) is by using the feedback of on-
board cameras. Therefore, a series of experiments was aimed at investigating
the degradation of performances with the camera in a first person configuration.
For the aim of the experiments, an environment filled with obstacle was created,
as in Fig. 5.
Fig. 5. Swarm in the simulated environment, with an egocentric point of view composed
of two cameras on board the robot leader(pointing forward and downward) and on
board the wings of the formation (the leftmost and rightmost robots) (up). Paths
followed by the robots in a 10-UAVs wedge formation (down).
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The results show that, as expected, an exocentric point of view allows to
generally achieve better performances. However, it can be noticed that when
the user is required to accomplish a simple task, that does not require a high
situational awareness, the differences between the performances achieved with
the first person point of view and with the camera from above were not so
relevant. On the opposite, during a task consisting in manually avoiding the
obstacles (Fig. 5, down), and therefore requiring a higher situational awareness,
the gap in performance between the two points of view was much higher.
A more detailed discussion on the results of the experiments can be found in
[28]. The experimental environment and the control software is made available, as
a ROS package, at the following link: https://github.com/CDibris/Quad Swarm.
7 Conclusions
Unmanned Aerial Vehicles and multirotors in particular are receiving in last
years a tremendous attention both by the scientific community and by the mar-
ket, due to their peculiar characteristics: vertical take-off and landing, limited
cost, ease of construction, flexibility. For these reasons, and given also the rapid
development of UAV technology, in the last decade the scientific community has
devoted much interest in the implementation of UAVs swarm in the context of
Search&Rescue, and in particular in the Post-Disaster Assessment phase.
This paper presents the work performed in the context of the project PRISMA,
related to the development and deployment of aerial robots in emergency sce-
narios, with a specific reference to monitoring and real-time intervention.
The work has taken into account different aspects related to the utilization
of UAVs in an emergency context: multi-robot software architectures, SLAM
techniques, path following strategies, analysis of real-time coverage algorithms,
development of novel Human-Swarm Interfaces.
The deployment of autonomous aerial robots in emergency situations still
presents many complex challenges and open issues. The project PRISMA aims
to respond to some of these challenges, by providing some practical solutions,
innovative strategies and experimental analysis, using both simulation environ-
ments and actual robots.
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