Genome-wide association studies are now widely used tools to identify genes and/or regions which may contribute to the development of various diseases. With case-control data a 2x3 contingency table can be constructed for each SNP to perform genotype-based tests of association. An increasingly common technique to increase the power to detect an association is to collapse each 2x3 table into a table assuming either a dominant or recessive mode of inheritance (2x2  table) . We consider three different methods of determining which genetic model to choose and show that each of these methods of collapsing genotypes increases the type I error rate (i.e., the rate of false positives). However, one of these methods does lead to an increase in power compared with the usual genotype-and allele-based tests for most genetic models.
Introduction
Genome-wide association studies (GWAS) are invaluable tools in the search for genes involved with complex diseases. Recent technology allows for the examination of hundreds of thousands of markers at a time located throughout the genome. For example, Affymetrix has a chip that features over 900K SNPs (Affymetrix Genome-Wide Human SNP Array 6.0) and Illumina has developed a chip with over one million loci (Illumina human1M-duo). In the context of complex diseases this vast coverage of the human genome is particularly important since there may be many genes involved in the disease process. We consider a case-control approach to genome-wide association studies of single nucleotide polymorphisms (SNPs).
In very broad terms there are two approaches to the analysis of case-control genome-wide association studies: one is genotype-based and the other allele-based. The genotype-based tests can involve analysis of a 2 x 3 contingency table where no assumptions are made regarding modes of inheritance, or 2 x 2 tables where some genetic model is considered. The allele-based test also uses a 2 x 2 contingency table but simply counts alleles. The latter test is more sensitive to additive effects, while the former tests are more powerful if the assumed mode of inheritance is correct. Sasieni (1997) showed that the 2 x 3 genotype-based test is more powerful than the allelebased unless both cases and controls are in Hardy-Weinberg equilibrium (HWE). To cover all bases, some investigators opt to perform several tests of association for each SNP in the study (e.g., Kato et al., 2008; Wellcome Trust Case Control Consortium, 2007; Rudd et al., 2006; Smyth et al., 2006; Hu et al., 2005) . Obviously this further compounds the problem of multiple testing when analyzing hundreds of thousands of SNPs, as acknowledged by Hu et al. As an alternative, some researchers select to perform only one test for each SNP, then follow up only significant results with a different test (e.g., DeWan et al., 2006; Hamada et al., 2005; Klein et al., 2005) . Such an approach decreases the number of tests performed relative to using two tests per SNP. Other investigators choose to only perform one test, for example, Hampe et al. (2007) and De Ferrari et al. (2007) use only allele-based tests to detect associations. Alternatively, Yeager et al. (2007) opted to use only genotype-based tests in order to detect effects which may or may not be additive.
There have also been studies which select one result from multiple tests to represent each SNP, such that there is only one p-value reported per marker. Li et al. (2008) performed the 2 x 3 genotype-based χ 2 test, and evaluated three genetic models via logistic regression: dominant, recessive and additive. For the regression analyses, one model was chosen to represent each SNP using the Bayes Information Criterion. Bonferroni corrections were made to account for the fact that several genetic models were fit. Lencz et al. (2007) used a similar approach but selected either a dominant or recessive model based on likelihood ratio tests. Zheng et al. (2006) go a step further and propose several composite statistics which are functions of the optimal test statistics over several genetic models. Advantages of this approach are that it allows the model-specific tests to be correlated, and that it would be robust to misspecification of the underlying genetic model because it simultaneously considers a range of possibilities. On the other hand, it may be computationally intense since each genetic model must be fit for each SNP, the correlations among these model-specific tests must be estimated, and permutation tests employed to evaluate significance. Clearly, how to select a test/model to represent each SNP in testing procedures has been of interest and a simple solution remains unclear. Therefore we undertook a study to evaluate and compare several intuitive approaches to the selection of one test/model for each SNP. Our focus was on increasing power by decreasing the degrees of freedom for a contingency table analysis.
For contingency table analysis of case-control GWAS, there are essentially two general approaches. The full genotype-based analysis constructs a 2 x 3 contingency table for each SNP where the two rows are disease status, and the three possible genotypes form the columns. A simple χ 2 test with two degrees of freedom is performed to determine whether the frequencies of any of the genotypes are associated with the affected phenotype. For the allele-based approach, a 2 x 2 contingency table is constructed for each SNP where the rows are disease status and the columns are alleles. Again, a χ 2 test of association is used, however, there is only one degree of freedom. This difference in the number of degrees of freedom is important since power is often greater for tests with smaller degrees of freedom. For the case where the minor allele frequency (MAF) is small, or heterozygosity is associated with disease, the genotype-based approach may be more powerful than the allele-based one despite the fact that the tests of association have 2 Statistical Applications in Genetics and Molecular Biology, Vol. 7 [2008] , Iss. 1, Art. 23 DOI: 10.2202 /1544 -6115.1325 more degrees of freedom.
Alternative forms of the genotype-based test of association seek to decrease the number of degrees of freedom by collapsing the full contingency table to a 2 x 2 one that is still genotype-based but assumes either a dominant or recessive genetic model. This collapsing is the contingency table analog of the approaches employed by Lencz et al., Hu et al., and Li et al . Assuming a dominant model for the A allele, the first genotype column would be the number of subjects with the aa genotype and the second would be the number of subjects with either the aA or AA genotypes. Similarly, if a recessive model is assumed for the A allele then the first genotype column would be the number with either aa or aA genotypes and the second would be those with AA genotypes. Consider the following 2 x 3 contingency table:
where x g and z g are the number of cases and controls with genotype g (g = aa, aA, AA), respectively. The corresponding table assuming a dominant mode of inheritance for the A allele is:
and the recessive model would be:
The choice on how to collapse the full 2 x 3 contingency table can be made using several different criteria. For each SNP in the genome-wide association analyses, the 2 x 2 contingency tables are constructed using some criterion and tests are performed using the corresponding one degree of freedom χ 2 test of association. Because the collapsing approaches consider multiple genetic models, there is a possibility that they have inflated type I error rates. In addition, if the collapsing criteria induce a bias towards the alternative hypothesis, the type I error rate will be further inflated. Lencz et al. allude to the problem in regards to their approach which selects the mode of inheritance based on a likelihood ratio test. In this situation, it is clear that the collapsing criterion induces a bias away from the null hypothesis. The inflated type I error rates must be accounted for in any meaningful comparison of these approaches. Of interest is the relative power of these approaches. Via simulation, we confirm the intuition that these collapsing approaches are indeed associated with an increased type I error rate.
Materials and Methods
For all simulation studies we considered three different criteria for selecting how to collapse the full 2 x 3 contingency table into a dominant or recessive one. The first selects the 2 x 2 table with the largest odds-ratio (OR). For example, if the dominant 2 x 2 table has an OR of 2 while the recessive table has an OR of 1.5, then the analysis for that SNP assumes a dominant mode of inheritance. We refer to this as the OR criterion approach. An alternative criterion is to select the 2 x 2 contingency table with the largest χ 2 test statistic, which is equivalent to choosing the model with the smallest p-value. This is referred to as the χ 2 approach. Choosing the most significant model has also been used in the context of likelihood ratio tests (Lencz et al.) and generalized linear models (Wellcome Trust Case Control Consortium; Hu et al.) . These OR and χ 2 criteria may induce a bias toward the alternative, so we additionally consider a third approach which should not introduce any bias. This method combines the rarest homozygotic genotype with the heterozygotes. For example, if the frequency of the aa genotype (obtained by pooling cases and controls) is less than that of the AA genotype, then a recessive model is chosen. This is referred to as the rare homozygotes criterion.
Initially we examined the type I error rates for five analytic methods: the allele-based, the full 2 x 3 contingency table, and the three collapsing approaches: OR, χ 2 and rare homozygotes.
Since it is common to analyze each SNP independently, the simulations considered only one SNP. The genotypes for each individual were generated from the frequencies p 2 , 2pq and q 2 (where p is the frequency of the a allele) assuming HWE in the general population and no association with disease. Without loss of generality we assumed an equal number of cases and controls. Each simulation consisted of 1000000 iterations and considered several sample sizes and minor allele frequencies (MAFs). P-values were computed assuming the test statistics are χ 2 distributed with either 1 or 2 degrees of freedom, as appropriate. The type I error rate for each approach was then estimated as the proportion of iterations for which that approach yielded a p-value less than 0.05.
To compare the power for the five aforementioned analytic methods, the genotypic data were generated assuming an underlying genetic model and HWE in the general population. Let f g denote the penetrance associated with genotype g. Thus, the population prevalence, denoted by κ, is given by f aa p 2 + 2f aA pq + f AA q 2 where q = 1 − p. It can be shown that the distribution of genotypes conditional on disease status is given by
The first three probabilities above were used to generate N cases, and the latter three probabilities to generate N controls. As before, each simulation consisted of 1000000 iterations where several sample sizes and MAFs were considered, however, only results for N = 250 are presented here. For each of these sample size and frequency combinations four genetic models were considered: dominant, recessive, additive and a scenario where heterozygosity is associated with disease. The details of these models are given in Table 1 . The power was estimated as the proportion of iterations for each approach that rejects the null hypothesis, that is, the proportion of iterations in which the test statistic exceeds a critical limit. For each analysis method, its own critical value was chosen such that 5% of iterations generated under no association furnished test statistics 5 exceeding this limit. In this manner, all power evaluations were based on a type I error rate of 5% and thus can be directly compared.
Also of interest is the accuracy of the collapsing criteria, that is, how often do they select the 2 x 2 table corresponding to the true underlying genetic model. Only the OR and χ 2 criteria are considered because the rare homozygotes approach does not explicitly evaluate any evidence for a particular mode of inheritance. Within these power simulations, the accuracies of these two genotype-based collapsing approaches were estimated as the proportion of iterations for which each approach selects the genetic model used to generate the data. 
Results
The type I error rates for the five analytic approaches are given in Figure  1 . As expected, the type I error rates for the full 2 x 3 contigency table, the allele-based and rare homozygotes approaches hover around 5%. It is also clear that there is a substantial increase in the type I error rate for the OR and χ 2 collapsing approaches. The latter approach has a type I error rate which varies from 5% to 10%. The OR criterion approach yields type I error rates that mimic the χ 2 criterion but are slightly less for all sample sizes and MAFs. Figure 2 gives the power estimates for four genetic models with 250 cases and 250 controls. Recall that these power estimates correspond to 5% type I error rates. There is a marked increase in the power of the OR and χ 2 collapsing approaches over the allele-based test for all but the additive model. In all the genetic models the power of the χ 2 approach equaled or 6 Statistical Applications in Genetics and Molecular Biology, Vol. 7 [2008 ], Iss. 1, Art. 23 DOI: 10.2202 /1544 -6115.1325 exceeded that of the OR approach. For an MAF approaching 50%, the rare homozygotes criterion has very poor power assuming a dominant, additive or heterozygotic susceptibility model. As expected, the allele-based approach has greater power than the other tests for the additive genetic model. If the disease is associated with heterozygosity, the allele-based approach is very poorly powered, particularly as the MAF increases. These patterns are also observed with sample sizes of 50, 100 and 500 (results not presented here).
The 2 x 3 genotype-based test is approximately as powerful as the OR and χ 2 approaches for all but the heterozygotic susceptibility model. The results of how well the OR and χ 2 collapsing approaches perform with regard to selecting the correct model are given in Table 2 . The χ 2 approach generally outperforms the OR approach. For larger sample sizes both selection criteria are highly accurate, often over 90%, and, as expected, the accuracy increases with sample size.
Discussion
Recent analyses of genome-wide association studies for a wide range of diseases have employed several different tests of association for each SNP (e.g., Kato et al.; Rudd et al.; Wellcome Trust Case Control Consortium) . Given the problem of multiple comparisons in GWAS, it may not be desirable to further compound it by performing multiple tests per SNP. To protect against missing any associations by not choosing the proper underlying genetic model, Zheng et al. proposed an approach which uses composite statistics that consider several modes of inheritance simultaneously. As stated previously, this approach can potentially be computationally intense. The objective of this paper was to develop simple and intuitive ways of selecting one genetic model to represent each SNP based on decreasing the degrees of freedom for a contingency table analysis, and evaluating them with respect to their type I error rates and power.
Our approach to increasing the power to detect an association in genome-wide case-control studies is to collapse the full 2 x 3 contingency table using some criterion into a 2 x 2 table which assumes either a dominant or recessive genetic model. The decrease in the dimensions of the contingency table decreases the number of degrees of freedom for the χ 2 test of association, thus potentially increasing power. Collapsing tables into dominant or Genetics and Molecular Biology, Vol. 7 [2008 ], Iss. 1, Art. 23 DOI: 10.2202 /1544 -6115.1325 recessive models may be informative if the causal SNP is being examined, but not if the SNP is in incomplete linkage disequilibrium with the causal one. However, the objective here is to maximize power via decreasing the dimensions of the contingency table, not to make inferences regarding the mode of inheritance.
The results of the first set of simulations (Figure 1) show that the OR and χ 2 collapsing approaches have inflated type I error rates, as expected. Both of these criteria induce a bias away from the null hypothesis by selecting the model indicating a greater "effect". This bias is clearly greater for the χ 2 criterion and is reflected in the fact that it has a greater type I error rate than the OR approach for all sample sizes and MAFs. Further, the χ 2 approach is, in essence, utilizing an order statistic (maximum) which most likely does not follow a χ 2 distribution. Incorrectly assuming such a distribution may also alter the type I error rate. Since the rare homozygotes criterion does not select a 2 x 2 table based on any evidence of association there is no inflation of the rate of false positives.
The power simulations yielded several interesting results. Firstly, in all scenarios considered, using the χ 2 criterion was more powerful than use of the OR. If the OR is small, then this approach may not detect the true underlying model and thus power is reduced relative to the χ 2 which can detect even small effect sizes. For all combinations of sample size, MAF and most of the underlying genetic models considered, these two collapsing approaches are as or more powerful than the genotype-based test, but the difference decreases as the sample size increases since the power for all approaches nears 100%. Secondly, the rare homozygotes criterion is poorly powered for most genetic models as the MAF approaches 50%. This boundary value of the MAF suggests that on average half the time the criterion will select a dominant table and the other half a recessive table, regardless of the true genetic model. For this rare homozygotes approach there was no increase in power relative to the full 2 x 3 genotype-based test despite the fewer degrees of freedom because it incorrectly selects the 2 x 2 table. Thirdly, when heterozygosity is associated with disease there are no additive effects and thus the allele-based approach is extremely poorly powered. Lastly, the major result of the power simulations is that the χ 2 collapsing approach is more powerful than the allele-based tests for all but the additive model. Permutation methods should be used to determine the significance threshold corresponding to a 5% type I error rate because the null distribution is generally unknown. In the GWA paradigm, case status would be randomly permuted for, say, K iterations while the genotypes remain fixed and the selected collapsing approach is applied to each permuted sampled. There are several possible ways to evaluate significance. First, consider application of the Westfall and Young (1989) approach to GWAS and let p min,k denote the smallest p-value, over all SNPs, at iteration k (k = 1, . . . , K). The adjusted p-value for a particular SNP is then the percent of the K iterations for which p min,k is greater than the observed p-value of that SNP. This adjusted p-value can then be compared to a pre-determined significance threshold, such as 5%. Alternatively, one may use the fifth percentile of the K values of p min,k as a significance threshold for the observed p-value, as suggested by Dudbridge and Gusnanto (2007) . Note that both approaches to computing thresholds simulatenously account for the correlation between SNPs and the multiple testing issue. In addition, such permutation testing also accounts for the fact that in the χ 2 approach multiple models are being considered.
In summary, collapsing the full 2 x 3 contingency tables into either dominant or recessive tables using the one with the largest χ 2 test statistic is as or more powerful than the genotype-and allele-based tests for most genetic models.
