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Даний навчальний посібник написано на основі лекцій, прочитаних
завідувачем кафедри автоматики Національного університету корабле-
будування імені адмірала Макарова, доктором технічних наук, професо-
ром М.Я. Хлопенко студентам, які навчаються за спеціальностями
8.05070204 "Електромеханічні системи автоматизації та електропривод"
та 8.05070202 "Електричні системи і комплекси транспортних засобів".
Посібник присвячений теорії оптимального керування детермінованих
і стохастичних систем та її застосуванню. Велика увага приділена кла-
сичним варіаційним методам Ейлера–Лагранжа та Гамільтона–Якобі,
некласичним варіаційним методам – динамічному програмуванню
Р. Беллмана та принципу максимуму Л.С. Понтрягіна, а також оптимальній
фільтрації Вінера і фільтрам Калмана–Б'юсі. У посібнику детально
розглядається метод простору станів, заснований на більш абстрактній
теорії систем та методах аналізу і синтезу, що мають більшу глибину та
дозволяють розв'язувати дещо складніші задачі у порівнянні із задача-
ми, розв'язуваними класичними методами.
Навчальний посібник складається з 17 розділів, що логічно пов'язані
один з одним.
Розділ 1 є введенням до теорії оптимального керування. Він знайо-
мить з основними поняттями, простором станів та основною задачею
теорії оптимального керування.
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У розділах 2 та 3 викладено класичні варіаційні методи Ейлера–Лаг-
ранжа й Гамільтона–Якобі та отримано на їх основі розв'язки практич-
них задач академічного характеру.
Розділи 4 та 5 присвячено некласичним варіаційним методам – ме-
тоду динамічного програмування Р. Беллмана та принципу максимуму
Л.С. Понтрягіна. У них наводяться класичні приклади застосування цих
методів до задач аналітичного конструювання регуляторів та швидкодії
матеріальної точки.
У розділах 6 та 7 дається опис лінійних систем у просторі станів
диференціальними рівняннями в нормальній формі Коші. На конкретно-
му прикладі системи, що задана структурною схемою, розглядається
перехід від простору сигналів до простору станів. Вводиться поняття
матричної передавальної функції системи. Викладаються методи синте-
зу оптимальних лінійних систем за квадратичним показником якості.
У розділах 8 та 9 наведено поняття керованості та спостережува-
ності лінійних систем, перетворення подібності і канонічні форми керова-
ності та спостережуваності Луенбергера.
Розділи 10 і 11 присвячені модальному керуванню зі зворотним зв'яз-
ком за станом. У них викладається метод та алгоритм синтезу модаль-
ного регулятора з бажаною характеристикою перехідного процесу,
а також наводяться формула Аккермана та стандартні характеристичні
поліноми замкнутих систем для визначення коефіцієнтів модального ре-
гулятора. На конкретному прикладі виконаний синтез коефіцієнтів мо-
дального регулятора з бажаною характеристикою перехідного процесу.
У розділі 12 розглянуто методи синтезу спостерігачів стану повного
та пониженого порядків, принцип роздільності, алгоритм та приклад син-
тезу модального регулятора зі спостерігачем стану.
У розділі 13 викладаються результати застосування теорії модаль-
ного керування та спостерігачів стану до задачі стабілізації руху елект-
ропривода з керованою електромагнітною муфтою.
Розділи 14–16 присвячені аналізу та синтезу оптимальних систем
керування при випадкових збуреннях. Вони базуються на матеріалах
навчального посібника [3]. Основна увага приділяється оптимальній
фільтрації та синтезу фільтрів Вінера та Калмана–Б'юсі.
Розділ 17 дає уявлення про настройку регуляторів системи підпо-
рядкованого регулювання комплектного електропривода на модульний
та симетричний оптимуми.
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Навчальний посібник може бути корисним не тільки студентам, але
й проектувальникам та творцям оптимальних систем керування. Він може
бути спеціальним курсом для студентів та аспірантів, які вивчають тео-
рію оптимального керування.
Автори висловлюють щиру подяку директору Інституту імпульсних
процесів та технологій НАН України доктору технічних наук, професору
О.І. Вовченко, завідувачу кафедри суднових електроенергетичних си-
стем Національного університету кораблебудування ім. адм. Макарова,
доктору технічних наук, професору А.А. Ставинському та завідувачу
кафедри електротехнологій і електропостачання Миколаївського держав-
ного аграрного університету, доктору технічних наук, професору
К.В. Дубовенко за ряд корисних зауважень при рецензуванні рукопису.
Передмова
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1. ВВЕДЕННЯ   В   ПРОСТІР   СТАНУ.
ЗАГАЛЬНА   ПОСТАНОВКА   ЗАДАЧІ
ОПТИМАЛЬНОГО   КЕРУВАННЯ
1.1. Загальні  відомості
У теорії керування в загальному випадку розглядаються системи
(об'єкти), на поведінку яких можна впливати (якими можна керувати)
шляхом зміни параметрів керування. Останні обираються з урахуван-
ням певних обмежень. Теоретичний та практичний інтерес становить
оптимальне керування.
Метою теорії оптимального керування є розробка методу такого
вибору параметрів керування, за якого буде досягнуто оптимум деякого
функціонала, наприклад: мінімум часу, максимум корисності, мінімум
витрат та ін.
В електромеханіці, наприклад, задачі такого роду виникають при
синтезі оптимальних систем керування електроприводів різноманітного
призначення. Для їх розв'язання застосовуються методи варіаційного
числення і простору стану. Вони суттєво спрощують розв'язання опти-
мальних задач.
1.2. Поняття про простір стану
У загальному випадку об'єкт керування може бути поданий у ви-
гляді структурної схеми (рис. 1.1).
Уся сукупність параметрів, яка визначає стан об'єкта на даній струк-
турній схемі, поділена на такі групи:
1. Вхідні параметри (зовнішні дії):
а) керуючі  T21 ...,,, muuuu  ;
б) випадкові збурювальні  T21 ...,,, kwwww  .
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2. Вихідні параметри:
а) спостереження  T21 ...,,, ryyyy  ;
б) проміжні  T21 ...,,, nxxxx  .
Введення в простір стану. Загальна постановка задачі оптимального керування














      (керуючі)
        Вихідні величини
(величини спостереження)
Змінні стану
Проміжні параметри однозначно визначають стан керуючого об'єкта.
Їх також називають змінними стану або фазовими координатами.
Множини всіх значень компонент, які мають вектори wux ,,  та y ,
утворюють відповідно простір стану (фазовий простір), простір керуван-
ня, простір збурень (стохастичний простір) та простір спостережень.
Стан об'єкта в кожний момент часу можна зобразити у вигляді точ-
ки n-вимірного простору, яка є кінцем фазового вектора x , що виходить
з початку координат. Цю точку називають зображувальною точкою.
При русі об'єкта зображувальна точка описує в n-вимірному про-
сторі деяку криву – фазову траєкторію. Для механічних об'єктів фазо-
ва траєкторія має бути неперервною функцією часу.
1.3. Загальна  постановка  задачі  оптимального  керування
Поведінка об'єкта керування для широкого класу задач може бути


















 ,                               (1.1)
де  T21 )...,,,( nxxxx  n-вимірний вектор стану (фазовий вектор), який
визначає стан системи; T21 )...,,,( muuuu  – m-вимірний керуючий век-
тор;  T21 )...,,,( nffff  n-вимірна векторна функція; t – час.
Звичайно задача оптимального керування формулюється таким
чином.
Дано:
1. Рівняння стану об'єкта керування (1.1).
2. Система граничних умов, накладених на змінні стану в початко-
вий t0 та кінцевий tf  моменти часу:
,)(,)( 00 ff xtxxtx                             (1.2)
де fxx ,0  задані множини.
Вектор )( 0tx  називається лівим, а вектор )( ftx  – правим кінцем
фазової траєкторії.
У залежності від вигляду граничних умов (1.2) розрізняють задачі
з фіксованими кінцями (кожна множина 0x  і fx  складається з однієї точ-
ки, а всі фазові координати в початковий і кінцевий моменти часу задані,
тобто зафіксовані), рухомим правим кінцем (коли fx  складається більш
ніж з однієї точки), з рухомим лівим кінцем ( 0x  складається більш ніж
з однієї точки) і рухомими кінцями (обидва кінці рухомі).
3. Система обмежень, накладених на змінні стану та керування:
,)(,)( tt Utuxtx                          (1.3)
де tt Ux ,  деякі задані множини.
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Множина tU  називається допустимим обмеженням.
4. Показник якості (критерій оптимальності) або функціонал





00  ,                 (1.4)
де g0, f0 – скалярні функції.
Видно, що функціонал – це така функція, у якої незалежною змінною
є інша функція.
Треба знайти таке допустиме керування )(tu ,  при якому
(min).maxF
Керування, що є розв'язком сформульованої задачі, називають опти-
мальним, а відповідну йому траєкторію – оптимальною.
У залежності від вигляду показника якості F звичайно вирізняють
три класи задач оптимального керування:
1) задача Майєра, або задача термінального керування –
 ;),(, 011 ff ttxgFFF 







3) задача Больца –
21 FFF  .
Задача (1.1)–(1.4) є так званою неавтономною задачею оптималь-
ного керування, оскільки права частина (1.1) і підінтегральна функція
в показнику якості (1.4) явно залежать від часу. Якщо вказані функції
в (1.1) і (1.4) явно не залежaть від часу, то задачу (1.1)–(1.4) називають
автономною.
Введення в простір стану. Загальна постановка задачі оптимального керування
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Неавтономна задача звичайно зводиться до автономної, якщо взяти
час t за змінну стану xn+1 [8].
Інтегрування у функціоналі Лагранжа або Больца може здійснюва-
тися за різними інтервалами часу. Залежно від цього розрізняють задачі
з фіксованим та нефіксованим часом. У задачах з фіксованим часом
початковий t0 і кінцевий tf моменти часу зафіксовані, а в задачах з не-
фіксованим часом хоча б один з моментів часу t0 і tf не фіксований.
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2. МЕТОД   ЕЙЛЕРА–ЛАГРАНЖА
2.1. Загальні  відомості
Знаходження екстремуму функціонала (показника якості) належить
до варіаційних задач [1, 9], які мають велике значення в теорії оптималь-
ного керування.
Уперше варіаційна задача (задача про лінію найшвидшого спуску,
або про брахістохрону) була поставлена у 1696 році Іоганном Бернуллі.
У XVIII столітті Леонардом Ейлером та Жозеф Луї Лагранжем були
розроблені загальні методи розв'язання широкого класу варіаційних задач.
Фундаментальна теорія варіаційного числення остаточно сформу-
валася у XIX столітті. Нижче викладено математичні методи даної теорії
для найпростіших показників якості.








де точка означає похідну за часом t.
Серед допустимих траєкторій x = x(t), які проходять через точки
(t0, x0) та (tf , xf), де x0 = x(t0) та xf = x(tf), знайдемо ту, для якої функціонал
має екстремальне значення.
Нехай x = x(t) є такою траєкторією (рис. 2.1).
Замінимо її іншою близькою траєкторією:
,~  xx
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де  – достатньо  мала величина;  = (t) – довільна функція, яка пере-
творюється в нуль на кінцях проміжку ];[ 0 ftt :
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              (2.3)














































.                                     (2.4)
Рис. 2.1. Екстремальна 1 та
близька до неї 2 траєкторії
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Це рівняння отримане Ейлером і носить його ім'я. Воно виражає не-
обхідну умову екстремуму функціонала. Необхідної умови ще не до-
статньо для визначення максимуму або мінімуму функціонала. Потрібна








ця похідна додатна, то має місце мінімум, а якщо від'ємна, то буде мак-







, можна одержати на-
















































то йому відповідає рівняння Ейлера–Пуассона:
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Приклад 1. На якій кривій може досягатися екстремум функціонала











  xxdtxxF 
Розв'язання. Рівняння Ейлера (2.4) має вигляд .0 xx  Його за-
гальним розв'язком є .sincos 21 tCtCx   Використовуючи граничні умо-
ви, знаходимо ,01 C  12 C . Таким чином, екстремум функціонала до-
сягається при tx sin .
2.3. Задачі  з  рухомими  кінцями.  Умови  трансверсальності
Трохи складніше розв'язуються задачі, коли граничні точки не за-
кріплені і можуть знаходитися на деяких поверхнях чи лініях [7, 9]. Рівнян-
ня Ейлера для таких задач доповнюються умовами трансверсальності.
Зміст їх полягає у наступному. Коли розглядалося рівняння Ейлера, то
граничні точки були закріплені. Така задача називається задачею із за-
кріпленими кінцями. З граничних умов визначалися сталі інтегрування,
і рівняння Ейлера мало єдиний розв'язок. Наочно це показує наведений
вище приклад. Якщо екстремаль
повинна проходити між поверхня-
ми чи лініями, то ніяких визначе-
них граничних точок не задаєть-
ся. Тому для визначення сталих
інтегрування потрібно мати до-
даткові умови – умови трансвер-
сальності.
Обмежимося випадком роз-
ташування кінців екстремалі x(t)
на гладких лініях )(0 tx  і x =
)(tf  (рис. 2.2).
На кінцях екстремалі x(t)
в точках її перетину з кривими
)(0 tx   і )(tx f  повинні ви-
конуватися наступні умови транс-
Рис. 2.2. Розташування кінців екстре-
малі x(t) на гладких лініях )(0 tx 
 і )(tx f
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версальності:













 при ftt  .
В окремих випадках умови трансверсальності мають такий вигляд:
    1000  txt  ;
    1 fff txt  .
Вони виражають ортогональність (взаємну перпендикулярність) до-
тичних у точках перетину гладких кривих )(0 tx   і )(tx f  з екстре-
маллю x(t).
Таким чином, для знаходження екстремалі необхідно визначити за-
гальний розв'язок x = x(t) рівняння Ейлера (2.4) та за умовами трансвер-
сальності знайти частинний розв'язок.
2.4. Рівняння  Ейлера–Лагранжа
Розглянемо задачу Лагранжа.
Дано:





 , де   T21 ...,,, nxxxx  ;
обмеження mituxgi ,1,0),,(  .
Треба знайти векторну функцію ),(tx  яка дає максимум (мінімум)
інтегралу F.









,,  .                           (2.5)
Метод  Ейлера–Лагранжа






























Такі обмеження називають ізопериметричними, а відповідну варіа-
ційну задачу – ізопериметричною.
Можна довести, що за наявності ізопериметричних обмежень функ-
ція Лагранжа має вигляд (2.5).
2.5. Канонічні  рівняння  Ейлера–Лагранжа
Розглянемо загальну задачу оптимального керування із закріплени-
ми кінцями і фіксованим часом (задачу Лагранжа):
  njxtuxf jj ,1,0,,   ;                    (2.6)
mituxgi ,1,0),,(  ;                    (2.7)
njxtxxtx fjfjjj ,1,)(,)(
0
0  ;                    (2.8)
  min,,
0
0   dttuxfF
ft
t
,                     (2.9)
де .)...,,,(,)...,,,( T21
T














де ij  ,,0  – множники Лагранжа, при цьому ),(tjj   nj ,1 ;
const0  , ,consti  .,1 mi 










Тут функціонал F~  максимізується, хоча функціонал F мінімізується,
оскільки множник 0 при f0, або, що теж саме, при F, у неособливому
випадку береться від'ємним ).1( 0   В особливому випадку )0( 0 
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Якщо f0 стала, то у функції Гамільтона її звичайно не враховують.























                          (2.12)
Вона називається канонічними рівняннями Ейлера–Лагранжа.
Рівняння (2.11) називають спряженою системою, а (2.12) – умовами
стаціонарності.
Умови стаціонарності (2.12) показують, що на екстремалі гамільто-
ніан H розглядається при кожному фіксованому ];[ 0 fttt  як функція від
керування u  і задовольняє необхідну умову екстремуму. На оптимальній
траєкторії гамільтоніан H як функція від керування u  досягає максиму-
му (або точніше верхньої межі) при оптимальному керуванні.
Доведено [9], що рівняння Ейлера–Лагранжа справедливі не тільки
для неперервних функцій us ( rs ,1 ) і гладких змінних )(txx jj  ( nj ,1 ),
але і для кусково-неперервного керування us ( rs ,1 ) та кусково-глад-
ких фазових координат )(txx jj  ( nj ,1 ).
Кусково-неперервна функція має розриви першого роду. Між цими
розривами функція неперервна, але може мати зломи. Кусково-гладка
функція відрізняється від кусково-неперервної тим, що в інтервалах не-
перервності має неперервні похідні першого порядку.
Тепер сформулюємо правило множників Лагранжа: якщо допу-
стима пара ),( xu  є розв'язком задачі оптимального керуван-
ня (2.6)–(2.9), то знайдуться такі нерівні одночасно нулю множни-
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ки Лагранжа, що ця пара задовольняє рівняння Ейлера–Лагран-
жа (2.11) і (2.12).
Згідно з цим правилом, щоб знайти оптимальне керування та опти-
мальну траєкторію, слід розв'язати систему рівнянь (2.6), (2.7), (2.11)
і (2.12) за крайових умов (2.8). Рівняння Ейлера–Лагранжа отримані за
умови, що вектор керування )(tu  є неперервною функцією, а траєкто-
рія  )(tx  гладка на проміжку [ ftt ;0 ]. Правило множників Лагранжа вико-
нується і тоді, коли )(tu належить до кусково-неперервних функцій,
тобто таких, в яких кожна компонента на відрізку визначення має скінченну
кількість точок розриву першого роду, а )(tx  належить до кусково-глад-
ких функцій, похідні яких кусково-неперервні в інтервалах неперервності.
Якщо оптимальне керування )(tu  має розрив першого роду в якихось
точках (ці точки називають кутовими), то воно і відповідна йому траєк-
торія )(tx  мають задовольняти вказані раніше рівняння лише в точках
неперервності керування. У кутових точках мають виконуватися умови
Вейєрштрасса–Ердмана:
,;   HH
де індекси "–" і "+" означають ліву та праву межі відповідних функцій.
Відмітимо, що рівняння Ейлера–Лагранжа є лише необхідними умо-
вами, тобто будь-який розв'язок початкової задачі є екстремаллю, але
не кожна екстремаль, що задовольняє граничні умови, може бути роз-
в'язком. Проте якщо розв'язок задачі існує й екстремаль, що задоволь-
няє граничні умови, єдина, то ця екстремаль і буде розв'язком.
Задача. Розглянемо задачу обертання вала електродвигуна на за-












Розв'язання. Функція Гамільтона має вигляд
1, 0221
2  uxuH .
Метод  Ейлера–Лагранжа
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Використовуючи крайові умови, отримуємо
.24,12,0,0 1243  CCCC
Для оптимальних керування та фазової траєкторії маємо
    ).1(6)(,23)(,216)( *22*1* tttxtttxttu 
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3. МЕТОД   ГАМІЛЬТОНА–ЯКОБІ
3.1. Рівняння  Гамільтона–Якобі
Перейдемо до виводу рівняння Гамільтона–Якобі, яке встановлює
зв'язок між задачею інтегрування канонічної системи рівнянь Ейлера–
Лагранжа та інтегруванням одного рівняння в частинних похідних з ба-
гатьма невідомими та дозволяє  розв'язувати задачі неперервного опти-
мального керування в залежності від фазових координат.
Розглянемо систему, яка описується диференціальними рівняннями
у нормальній формі:







0 .                                  (3.1)
Потрібно знайти таке неперервне керування ),( txu   fttt 0 ,
яке забезпечує переведення системи з початкового стану )( 0tx  в кінце-
вий )( ftx  і надає мінімум інтегралу (3.1).
Нехай  txu ,  – керування, яке дає мінімум критерію оптималь-







зі змінною нижньою межею t.
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Будемо вважати функцію V(x, t) неперервною разом зі своїми ча-
стинними похідними до другого порядку включно на відрізку часу [t0; tf].





 .                                  (3.2)



























































 , 22 fdt
dx
 , …, nn fdt
dx










 .                       (3.3)




V .                     (3.4)
Уведемо функцію Гамільтона
ТT
0 ψ ffH  ,
де )ψ...,,ψ,(ψψ 21
T
n  – n-вимірний вектор множників Лагранжа.
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Припустимо, що виконується рівність







ψ , nj ,1 .
Тоді
Т
0 fVfH  .                                  (3.6)







VH .                                       (3.7)







ψ , nj ,1 .                               (3.8)





























Згідно з теоремою Шварца про мішані похідні ця рівність має місце,
якщо мішані похідні неперервні. Тому вона виконується на відрізку часу
[t0; tf]. Таким чином, рівність (3.5) доведено.
Метод  Гамільтона–Якобі
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3.2. Процедура розв'язання задачі за підходом Гамільтона–Якобі
За методом Гамільтона–Якобі процедура розв'язання задачі непе-
рервного оптимального керування складається з наступних етапів.
1. Формується функція Гамільтона
 ,,ψ,, tuxH
де замість ψ  записується ,V  тобто
 tVuxH ,,,  .









і з отриманих рівнянь знаходиться керування
 tVxuu ,,   .
3. Визначається функція
  tVtVxuxHH ,,,,, *  .







5. Визначається закон оптимального керування
 tVxu ,,  .
3.3. Квадратична  форма.  Критерій  Сильвестра























де aij – числа, причому aij = aji, які називаються коефіцієнтами квад-




























– матрицею квадратичної форми.
Визначники




























називаються головними мінорами матриці R.
Квадратичну форму можна подати у вигляді


















































Квадратична форма  nxxxS ...,,, 21  називається додатно (від'ємно)
визначеною, якщо для будь-яких значень змінних nxxx ...,,, 21 , які одно-
часно не дорівнюють нулю, вона набуває додатні (від'ємні) значення.
Наприклад,   222121 5, xxxxS   називається додатно визначеною, оскіль-
ки   0, 21 xxS  для всіх точок (x1, x2), крім початку координат.
Квадратична форма  mxxxS ...,,, 21  називається знаковизначеною,
якщо вона є або додатно визначеною, або від'ємно визначеною. Наприк-
лад, функція    22121, xxxxS   є знаковизначеною.
Метод  Гамільтона–Якобі
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Квадратична форма  nxxxS ...,,, 21  називається додатно (від'ємно)
напіввизначеною, якщо вона набуває тільки невід'ємні, або тільки недо-
датні значення, але при цьому перетворюється в нуль не тільки при нульо-
вих значеннях змінних.
Квадратична форма називається невизначеною, якщо вона набуває
як додатні, так і від'ємні значення. Наприклад,   22212121, xxxxxxS  .
Критерій Сильвестра:
1. Для того щоб квадратична форма  xS  була додатно визначе-
ною, необхідно і достатньо, щоб усі головні мінори її симетричної мат-
риці R були додатні, тобто 01  , 02  , …, 0 n .
2. Для того щоб квадратична форма  xS  була від'ємно визначе-
ною, необхідно і достатньо, щоб алгебраїчні знаки головних мінорів її
симетричної матриці R чергувалися наступним чином: 01  , 02  ,
03  , 04   … .
3.4. Приклад  розв'язання  задачі  за  підходом  Гамільтона–Якобі
Розглянемо неперервну систему
;, 221 uxxx  
,)0(,)0( 022
0





1   dtuxF
ft
.
Потрібно визначити оптимальне керування )(* tu  зі зворотним зв'язком.








































































































































Шукаємо розв'язок знайденого нелінійного диференціального рівняння













1  xxaxaxaxax ,
Метод  Гамільтона–Якобі












12  aaaaaa .
Розв'язавши цю систему рівнянь, знайдемо
2,2,1 112212  aaa .
Оскільки   0)(, 221   dtuxtxV
ft
t
 при всіх ftt  , то квадратична
форма повинна бути від'ємно визначеною.
Цю умову задовольняє розв'язок




1 222 xxxxV  .
Отже, оптимальне керування буде таким:










Воно залежить від фазових координат х1 і x2.
Структурна схема системи наведена на рис. 3.1.
Рис. 3.1. Структурна схема оптимальної системи керування
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4. МЕТОД   ДИНАМІЧНОГО   ПРОГРАМУВАННЯ
4.1. Принцип  оптимальності.  Рівняння  Беллмана
Метод динамічного програмування розвинутий американським уче-
ним Річардом Беллманом та його співробітниками в 1950–1953 рр. [1, 10].
В основі методу лежить принцип оптимальності Р. Беллмана. Він
формулюється так: будь-яка залишена кінцева ділянка оптимальної
траєкторії сама по собі також є оптимальною траєкторією.
Нехай поведінка об'єкта керування описується векторним рівнянням
 tuxf
dt
xd ,,                                   (4.1)
при заданих граничних умовах
,)(,)0( 0 ff xtxxx                            (4.2)
обмеженні на керування
Uu                                         (4.3)
та узагальненому показнику якості Больца
    min,,),(
0
00   dttuxfttxgF
ft
t
ff .               (4.4)
Припустимо, що знайдена оптимальна траєкторія )(tx , для якої
minF .
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Відповідно до принципу оптимальності ділянка траєкторії, почина-
ючи з будь-якої точки )(tx , що відповідає моменту часу fttt 0 , також
є оптимальною траєкторією, а функціонал (4.4) на цьому інтервалі
    dttuxfttxgF
ft
t




















   ffff ttxgttxS ),(),( 0 .                             (4.5)
Розглянемо дві достатньо близькі точки оптимальної траєкторії: точ-
ку )(tx , що відповідає моменту часу t, і точку )( ttx  , що відповідає
часу ( tt  ). Точка )( ttx   знаходиться ближче до кінцевого ста-
ну )( ftx . Тому відповідно до принципу оптимальності Беллмана ділянку
траєкторії від точки )(tx  до точки )( ftx  будемо розглядати за умови, що
ділянка від точки )( ttx   до точки )( ftx  вже оптимальна. Розіб'ємо









































),(min, 0 ,                (4.6)
тому що ділянка траєкторії на другому інтервалі оптимальна.
Припустимо, що функція  txS ,  має частинні похідні за всіма фазо-
вими координатами і часом.

































  не залежать від вектора керування )(tu





















0min .                         (4.7)
Це рівняння носить ім'я Беллмана.
Якщо в рівнянні Беллмана функція S диференційовна, то для того
щоб припустима пара  )(),( txtu  була розв'язком поставленої зада-
чі (4.1)–(4.4), необхідно, щоб вона задовольняла рівняння (4.7) при гра-
ничній умові (4.5).
Метод  динамічного програмування
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Якщо мінімум у лівій частині рівняння Беллмана (4.7) досягається









 .                   (4.9)
Таким чином, рівняння (4.9) замінює пропущену в (4.8) операцію
мінімізації по керуванню.










0min                           (4.10)
виражає необхідну умову оптимальності, оскільки отримано в припущенні,
що функція  txSS ,  є гладкою, тобто неперервно диференційовною.
Однак це припущення не випливає з умови задачі оптимального керуван-
ня і в ряді випадків не виконується. Тому метод динамічного програму-
вання, який застосовується для задач оптимального керування, потребує
обґрунтування. За певних умов цей метод дає достатню умову опти-
мальності. Ця умова може бути сформульована у вигляді такої теореми.
Теорема. Нехай  txS ,  – гладке розв'язування рівняння Беллма-
на (4.10) при граничній умові
   ffff ttxgttxS ),(),( 0                           (4.11)
і )(* tu  – функція керування, вирахувана з умови оптимальності Беллмана
*Викладається за підручником "Теория автоматического управления" :
в 2 ч. Ч. 2 / А. А. Воронов, Д. П. Ким, В. М. Лохин [и др.] ; под ред. А. А. Воронова.








































породжує єдину траєкторію ),(* tx  яка задовольняє поставлену вище зада-
чу. Уздовж цієї траєкторії функція  ttxutu ),()( ***   кусково-неперервна,
тому функція ),(* txu  є оптимальним керуванням указаної задачі.
Дійсно, згідно з визначенням оптимального керування ),(* txu
в кожній точці його неперервності правдиве рівняння
    0,,, ***0  dt
txdStuxf .
Проінтегруємо це рівняння за t від t0 до tf :







Звідси з урахуванням (4.11) та рівняння 00* )( xtx   знаходимо






Візьмемо будь-яке інше керування )(tu  та відповідний йому фазо-
вий вектор )(tx . Тоді, в силу визначення кусково-неперервної функції
Метод  динамічного програмування
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 ttxutuu ),()( ****  , маємо




Проінтегруємо обидві частини цієї нерівності за t від t0 до tf . Тоді
отримаємо з урахуванням (4.11) та умови 00 )( xtx 







З даної нерівності виходить, що при  txutu ,)( *  критерій оптималь-
ності Больца minF . Отже, керування ),(* txu  є оптимальним.
4.3. Приклади  застосування  методу  динамічного
програмування  для  аналітичного  конструювання  регуляторів
Приклад 1. Знайти оптимальне керування в задачі про швидкодію
при обмеженні на керування:






де 0a , 0b  і 1u .
















Вираз у квадратних дужках по відношенню до обмеженого керуван-








































































і оптимальне керування u* = –sgn(x).
Видно, що оптимальне керування є релейним.
Структурна схема системи керування подана на рис. 4.1.
Метод  динамічного програмування
Рис. 4.1. Структурна схема системи керування
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Приклад 2. Розглянемо застосування методу динамічного програ-
мування для визначення закону оптимального керування регулятора в за-
дачі з квадратичним показником якості [8].








де а1, а2 – сталі.










де b1, b2 – сталі.
Потрібно знайти закон керування ).(tuu  
Розв'язання. Уведемо додаткове рівняння













110 vuxbxbf  ;  vuxaxaxf ;; 22112Т  .
























Sxvuxbxb .    (4.13)
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Розв'язок записаного рівняння шукаємо у вигляді квадратичної фор-





111 ruuxcuxcxcxxcxcS                (4.15)
Знайшовши коефіцієнти цієї квадратичної форми та взявши до ува-




2211 ruxcxcuv  
Цей вираз показує, що на вході об'єкта необхідно увімкнути виконав-
чий механізм зі сталою часу rT /1  або у загальному випадку аперіо-
дичну ланку першого порядку.
Метод  динамічного програмування
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5. ПРИНЦИП   МАКСИМУМУ
ТА  ЙОГО  ЗАСТОСУВАННЯ
5.1. Принцип  максимуму
У багатьох прикладних задачах на керування накладаються обме-
ження типу нерівності. Часто оптимальне керування у таких задачах має
розрив. Методи Ейлера–Лагранжа і Гамільтона–Якобі не дозволяють
визначити число та місцеположення точок розриву, і тому в цих випадках
вони не дозволяють знаходити оптимальне керування. Такі задачі ефек-
тивно розв'язуються за допомогою принципу максимуму. Цей принцип
уперше був сформульований академіком Л.С. Понтрягіним у 1953 році
та розвинений згодом його учнями В.Г. Болтянським, Р.В. Гамкрелідзе,
Е.Ф. Міщенко [2, 6].
Розглянемо задачу оптимального керування із закріпленими кінця-
ми та фіксованим часом (задачу Лагранжа).
Дано:
),,,( tuxfx jj    ;,1 nj                                    (5.1)
,)( 00 jj xtx     ,)(
f






dttuxfF .                              (5.3)
Потрібно мінімізувати функціонал F шляхом вибору вектора при-
пустимого керування ),(tu  причому Utu )( , де U  – припустима мно-
жина значень керування. Припустимим береться керування ),(tu  яке
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належить до класу кусково-неперервних функцій та набуває значення






















Відповідно до підходу Лагранжа, який розглядався раніше, постав-







max,,,,~   при 10  ;                  (5.5)
f
jfjjj xtxxtx  )(,)(
0
0 ,   nj ,1 ,
де  )...,,,( 21 n  n-вимірний вектор-стовпець.
Нехай  )(),(),( *** ttutx   – розв'язок цієї задачі.


















Принцип максимуму та його застосування
40 Оптимальне керування об'єктами
або
























 ;                 (5.6)






















2                  (5.7)
за тих граничних умов, що й у задачі (5.5).
Задача (5.6) – це найпростіша задача варіаційного числення. Для неї














    nj ,1                                         (5.9)
і називаються системою Гамільтона.
Як було доведено Якобі, задача інтегрування системи рівнянь Га-
мільтона (5.8) і (5.9) еквівалентна задачі знаходження повного інтеграла
рівняння Гамільтона–Якобі (3.7).
Розв'язання задачі (5.7) було дано Л.С. Понтрягіним спочатку у ви-
гляді гіпотези: керування )(* tu  дає максимум у цій задачі в тому
і тільки в тому випадку, коли на всьому проміжку [ ftt ;0 ], крім точок
розриву )(* tu , виконується рівність




.                     (5.10)
Необхідні умови задачі (5.6) сумісно з умовою (5.10) складають
необхідні умови початкової задачі (5.1)–(5.3).
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Умови задачі (5.6) сумісно із (5.10) називаються принципом макси-
муму Понтрягіна.
Рівності (5.9) збігаються з рівностями (5.1) об'єкта, тому їх можна
не розглядати. Рівності (5.8), як відзначалося раніше, називаються спря-
женими рівностями чи спряженою системою.
На основі наведених викладок сформулюємо принцип максимуму:
для того щоб допустима для задачі (5.1)–(5.3) пара  )(),( ** txtu  була її
розв'язком, необхідно, щоб існували константа 0ψ0   і розв'язок
T**
1
* )...,,( n  спряженої системи (5.8) при )()(
* txtx   і )()( * tutu  ,
які не перетворюються  одночасно в нуль, що при будь-яких ];[ 0 fttt ,
крім точок розриву )(* tu , функція  tuxHH ,,,~ **   досягає при )(* tuu 
максимуму, тобто виконується рівність (5.10).
Принцип максимуму дає необхідну умову оптимальності, тому він
дозволяє визначити оптимальні траєкторії серед допустимих. Достатня
умова оптимальності визначається за теоремою В.Г. Болтянського [2].
Ця теорема стверджує, що синтез на основі принципу максимуму дійсно
приводить до оптимальних траєкторій.
5.2. Задача  про  швидкодію  матеріальної  точки
Розглянемо задачу про прямолінійний рух матеріальної точки оди-
ничною масою під дією сили )(tuu   [6].
Відповідно до другого закону Ньютона рівняння руху запишемо у ви-
гляді
., 221 uxxx  
На силу накладемо обмеження 1u , або 11  u .
Потрібно з даного початкового стану ),( 02
0
10 xxx   потрапити в по-
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Розв'язок. Функція Гамільтона uxH 221  .
















Проінтегруємо цю систему. Тоді знайдемо
11 C ,       212 CtC  ,
де C1, C2 – сталі інтегрування.








1)( tu , якщо 0)(2  t ;      1)( tu , якщо 0)(2  t .
Інакше
).sgn()(sgn)( 212 CtCttu 
Звідси випливає, що кожне оптимальне керування )(tu  на проміжку
];[ 0 ftt  є кусково-сталою функцією, яка набуває значення 1  і має не
більше двох інтервалів сталості (оскільки лінійна функція 21 CtC   не
більше одного разу змінює знак на відрізку fttt 0 ).















Cxx  221 )(2
1 .                                    (5.11)
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Таким чином, кусок фазової траєкторії, для якого ,1u  являє со-
бою дугу параболи.
Сім'я парабол зображена на рис. 5.1,а. Вони виходять одна з одної
зсувом. По цих параболах зображувальні точки рухаються знизу нагору.
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Cxx  221 )(2
1 .                                (5.12)
Сім'я парабол зображена на рис. 5.1,б. По параболах фазові точки
рухаються зверху вниз.
Як було вказано вище, кожне оптимальне керування )(tu  є кусково-
сталою функцією, яка набуває значення 1  і має не більше двох інтер-
валів сталості. Якщо керування )(tu  протягом деякого часу дорівнює
+1, а потім –1, то фазова траєкторія складається з двох кусків парабол
(рис. 5.2,а), які примикають одна до одної. Причому другий із цих кусків
лежить на тій з парабол, яка проходить через початок координат, оскіль-
ки шукана траєкторія повинна вести в початок координат.
Коли ж, навпаки, спочатку 1u  і потім ,1u  то одержимо фазо-
ву траєкторію, показану на рис. 5.2,б.
Рис. 5.1. Рух точки по фазових траєкторіях (параболах) знизу нагору (а)
і зверху вниз (б)
а б
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Таким чином, відповідно до принципу максимуму оптимальними
будуть такі траєкторії, які зображені на рис. 5.3.
Тут А0 – дуга параболи
2
21 )(2
1 xx  ,  В0 – дуга параболи
2
22 )(2
1 xx  , а лінія А0В називаєть-
ся лінією перемикання.
Якщо початкова точка 0x  роз-
ташована вище лінії А0В, то зобра-
жувальна точка починає рухатися
по дузі параболи (5.12), яка проходить
через 0x . Інакше кажучи, коли початкове положення 0x  знаходиться вище
лінії А0В, то фазова точка повинна рухатися під дією керування  u = –1
до тих пір, поки вона не потрапить на дугу А0. У момент улучення на
дугу А0 значення u переключається і стає рівним +1 аж до моменту
улучення в початок координат. Аналогічно для випадку місцеположення
точки 0x  нижче лінії А0В фазова точка починає рухатися під дією u = +1
по дузі параболи (5.11), а потім після переключення u на –1 по дузі В0
у початок координат.
Рис. 5.3. Рух точки з будь-якого
початкового стану в початок
фазових координат
Рис. 5.2. Рух точки в початок фазових координат:
а – ;1)( tu  б – 1)( tu
а б
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5.3. Поняття ковзного процесу. Умова існування ковзного
процесу
Одним з перспективних підходів до синтезу систем керування склад-
ними об'єктами з невизначеностями є керування зі змінною структурою.
Теорія систем зі змінною структурою була створена у 60-х роках ХХ сто-
ліття радянськими вченими С.В. Ємельяновим та В.І. Уткіним. Найбільш
примітною властивістю систем зі змінною структурою є можливість отри-
мання ковзного процесу. Ковзний процес являє собою рух зображуваль-
ної точки у просторі стану по так званій гіперповерхні або лінії переми-
кання, який виникає у зв'язку з перемиканням структури системи. В іде-
альному випадку динамічні характеристики системи визначаються тільки
коефіцієнтами рівняння поверхні перемикання. Як наслідок, система стає
нечутливою до зміни параметрів об'єкта  керування та інваріантною до
зовнішніх збурень.
З'ясуємо умови, за яких у системі зі змінною структурою буде існу-
вати ковзний процес.
Нехай   0...,,, 21  nxxxSS  – рівняння гіперповерхні перемикання;
  0...,,, 21  nxxxSS  – відхилення зображувальної точки від
гіперповерхні.
Необхідно скласти умову, за якої зображувальна точка, потрапивши
на гіперповерхню перемикання S = 0, не змогла зійти з неї.
Припустимо, що в деякий момент часу S > 0. Тоді при 0
dt
dS  зоб-
ражувальна точка буде рухатися до гіперповерхні перемикання S = 0.
Якщо вона перескочила цю гіперповерхню, то S < 0 і зображувальна точ-
ка буде рухатися до гіперповерхні, коли 0
dt
dS .
З розглянутого випливає, що умова існування ковзного процесу може




Щоб рух системи у ковзному процесі відбувався з високою швидко-
дією, необхідно, щоб зображувальна її точка коливалася у поперечному
напрямку до поверхні перемикання з нескінченно малою амплітудою і не-
скінченно великою частотою. На практиці такий рух системи може бути
реалізований завдяки релейному елементу.
Принцип максимуму та його застосування
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6. ОПИС  СТАНУ  ЛІНІЙНИХ  СИСТЕМ
У  НОРМАЛЬНІЙ  ФОРМІ
6.1. Нормальна форма рівнянь стану і виходу
Багато систем можуть бути описані векторним лінійним диферен-





















































































































 – матриця зв'язку розміру  rm.
Матриця A, елементи якої визначаються структурною схемою си-
стеми та значенням її параметрів, характеризує динамічні властивості
системи, її вільний рух. Матриця керування B визначає вплив зовнішніх
дій на змінні стану системи, тобто чутливість системи до зовнішніх дій
як задавальних, так і збурювальних. Матриця спостереження C характе-
ризує зв'язок вихідної величини системи з вектором стану. Зазвичай не
всі складові вектора стану є спостережуваними сигналами, тобто мо-
жуть бути виміряні за допомогою будь-яких датчиків, у той час як вихід-
ний сигнал завжди є спостережуваним. Матриця зв'язку D встановлює
зв'язок вихідної величини системи із зовнішніми діями.
На рис. 6.1 показано структурну схему системи керування, що відпо-
відає матричним рівнянням стану. Подвійні лінії характеризують векторні
зв'язки.
Опис стану лінійних систем у нормальній формі
Розглянута модель системи у просторі стану буде основою для по-
дальшого аналізу.
6.2. Перехід від структурної схеми системи до нормальних
рівнянь стану
Для системи, заданої структурною схемою з інтегрувальними та
аперіодичними ланками, процедура побудови математичної моделі у про-
сторі стану складається з двох етапів.
Рис. 6.1. Структурна схема системи в матричній формі
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1. Взяти вихід кожної інтегральної та аперіодичної ланок за змінну
стану.
2. Записати передавальні функції для кожної інтегральної та аперіо-
дичної ланок i скласти диференціальні рівняння стану в нормальній формі
Коші.
Приклад 1. Нехай автоматична система задана структурною схе-
мою (рис. 6.2), яка складається з типових динамічних ланок.
Видно, що ця система має третій порядок, тому її стан визначається
трьома фазовими координатами x1, x2, x3.
Згідно з прийнятими позначеннями фазових координат запишемо































Звідси можна одержати рівняння в операторній формі:

































Рис. 6.2. Структурна схема системи автоматичного керування
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Диференціальні рівняння стану системи у нормальній формі































































































Згідно з рис. 6.2 запишемо рівняння спостереження





































Якщо структурна схема автоматичної системи має коливальну лан-
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то її зображають у вигляді структурної схеми (рис. 6.3), а за змінні стану
x1, x2 обирають вихідні сигнали інтегрувальних ланок.







                                         (6.1)
Означення. Вираз
  DBApICpW  1)(                          (6.2)
називається матричною передавальною функцією системи (6.1) від вхо-
ду u  до виходу y . У ньому буквою I позначено одиничну матрицю.
Матриця   1 ApI  називається резольвентою, а визначник
 ApI det  є характеристичним поліномом даної розімкненої системи.
Зауважимо, що )( pW  має розмір rm і є функцією комплексної змінної
від оператора Лапласа p.
Скористаємося для виводу формули (6.2) інтегральним перетворен-
ням Лапласа. Для цього перейдемо до зображень за Лапласом:
 )()( txLpx  ,  )()( tyLpy  ,  )()( tuLpu  .
Рис. 6.3. Структурна схема коливальної ланки
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Тоді, коли визначник   0det  ApI , отримаємо
  )()( 1 puBApIpx  ;     )()( 1 puDBApICpy   .
Таким чином, маємо матричний множник, що зв'язує зображення за
Лапласом вхідного )( pu  та вихідного )(py  сигналів, – матричну пере-
давальну функцію (6.2) системи (6.1).
Опис стану лінійних систем у нормальній формі
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7. СИНТЕЗ  ОПТИМАЛЬНИХ  ЛІНІЙНИХ  СИСТЕМ
ЗА  КВАДРАТИЧНИМ  ПОКАЗНИКОМ  ЯКОСТІ
7.1. Синтез  оптимальної  стабілізуючої  системи
Постановка задачі. Нехай об'єкт керування описується рівнянням
)()( tuBtxAx                                          (7.1)
і критерій оптимальності має вигляд [10]









1 TTT ,      (7.2)
де )(tx  – n-вимірний фазовий вектор; )(tu  – m-вимірний вектор керу-
вання; A(t) – квадратна матриця об'єкта розміру nn; В(t) – прямокутна
матриця керування розміру nm; S, Q(t) – додатно напіввизначені симет-
ричні матриці розміру nn та R(t) – додатно визначена симетрична мат-
риця розміру mm  0T xSx , 0T xQx , 0T uRu  при всіх 0x , 0u
і ];[ 0 fttt ; матриці A(t), B(t), Q(t) і R(t) є неперервними функціями часу
на інтервалі ];[ 0 ftt ; початковий і кінцевий моменти часу t0 і tf  фіксовані.
Термінальна складова з ваговою матрицею S (перша складова кри-
терію оптимальності (7.2)) характеризує квадратичну похибку після закін-
чення процесу або штраф за термінальне відхилення від точки 0x ,
а інтегральна складова – динамічну точність регулювання (перша скла-
дова підінтегральної функції (7.2)) та затрати енергії на керування (друга
складова підінтегральної функції (7.2)).
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Потрібно знайти неперервне керування ),( txu  fttt 0  зі зво-
ротним зв'язком, при якому при довільній початковій умові 00 )( xtx   кри-
терій оптимальності набуває мінімальне значення.
Сформульовану задачу називають задачею синтезу оптимального
лінійного регулятора стану.
Твердження. Розв'язок задачі синтезу оптимального лінійного ре-
гулятора стану існує, єдиний, і оптимальне керування має вигляд
)()()(* txtKtu  ,                                  (7.3)
де PBRtK T1)(  , а симетрична додатно визначена квадратна матриця P
розміру nn знаходиться з матричного рівняння Ріккаті
QPBPBRPAPAP   T1T , StP f )( .
Якщо термінальна складова критерію оптимальності відсутня
(S = 0), то початкова умова для рівняння Ріккаті 0)( ftP .
У випадку стаціонарної лінійної системи (матриці A, B, Q і R сталі
у виразах (7.1), (7.2)) при t  об'єкт є стабілізованим і матриця P(t)
прямує до сталого значення. Тому рівняння Ріккаті має вигляд
0T1T   QPBPBRPAPA .
7.2. Синтез оптимального ПІ-регулятора**
З класичної теорії регулювання відомо, що пропорційний регулятор
не відстежує зміни уставки або вимушених впливів по навантаженню
в системі. Тому бажано до закону керування ввести інтегральну складо-
ву, яка підвищує точність регулювання.
Нехай поведінка стаціонарного об'єкта керування описується век-
торним рівнянням стану:
,)(, 00 xtxuBxAx                          (7.4)
де А, В – сталі матриці.
Синтез оптимальних лінійних систем за квадратичним показником якості
**Див. Рей, У. Методы управления технологическими процессами [Текст] :
[пер. с англ.] / У. Рей. – М. : Мир, 1983. – 368 с.
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Показник якості, що характеризує мінімум квадратичної похибки,
запишемо у вигляді









1 TTT  .    (7.5)
Такий критерій оптимальності, як було з'ясовано вище, підвищує
точність регулювання.
Візьмемо похідну з обох частин рівності (7.4):
uBxAx   .                                    (7.6)
Уведемо заміну змінних у рівнянні (7.6):
1zx  ; 2zx  ;  vu  .













































де О – нульова матриця.
Перейдемо до показника якості (7.5):

















































або після повернення до початкових змінних з точністю до сталої
xtKxtKu  )()( 21 
 .






)()( 212  .
Знайдений вираз задає достатньо складний пропорційно-інтеграль-
ний закон регулювання. У сталому стані при t  матриці K1 і K2 бу-







Такий закон керування реалізує звичайний ПІ-регулятор.
Другий спосіб синтезу оптимального ПІ-регулятора може бути реа-
лізований за критерієм (7.2) при додаванні до первісних змінних стану
нових, які пов'язані з первісними змінними інтегральними законами регу-
лювання.
7.3. Синтез оптимальної слідкуючої системи
Постановка задачі. Нехай об'єкт керування описується рівняннями
uBxAx  , 00 )( xtx  ; xCy 
і критерій оптимальності має вигляд [10]
Синтез оптимальних лінійних систем за квадратичним показником якості
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   
















                (7.8)
де )(tx  – n-вимірний фазовий вектор; )(tu  – m-вимірний вектор керу-
вання; )(ty  – r-вимірний вектор виходу; )(tg  – r-вимірний вектор до-
вільного задавального впливу; A(t) – квадратна матриця об'єкта розміру
nn; В(t) – прямокутна матриця керування розміру nm; C(t) – матриця
виходу розміру rn; S, Q(t) – додатно напіввизначені симетричні матриці
розміру rr та R(t) – додатно визначена симетрична матриця розміру
mm  0T xSx , 0T xQx , 0T uRu  при всіх 0x , 0u  і ];[ 0 fttt ;
матриці A(t), B(t), C(t), Q(t) і R(t) є неперервними функціями часу на інтер-
валі ];[ 0 ftt ; початковий і кінцевий моменти часу t0 і tf  фіксовані.
Термінальна складова з ваговою матрицею S (перша складова
критерію оптимальності (7.8)) характеризує квадратичну похибку після
закінчення процесу або штраф за термінальне відхилення від точки 0x ,
а інтегральна складова – динамічну точність регулювання (перша скла-
дова підінтегральної функції (7.8)) та затрати енергії на керування (друга
складова підінтегральної функції (7.8)).
Потрібно знайти неперервне керування )(tu , яке дозволяє відсте-
жувати довільний задавальний вплив )(tg  при minF .
Твердження. Розв'язок задачі синтезу оптимального лінійного ре-
гулятора стану існує, єдиний, і оптимальне керування має вигляд
 )(ξ)()()( T1 ttxtPBRtu   ,
де симетрична квадратна матриця P розміру nn знаходиться з матрич-
ного рівняння Ріккаті
QCCPBPBRPAPAP TT1T   ,     SCCtP f T ,
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а n-вимірний вектор )(t  – з розв'язання диференціального рівняння
  gQCPBBRA TTT1 ξξ   ,      ff tgSCt Tξ  ,      ff tgSCt T .
Розглянута задача має розв'язок, якщо змінні стану є спостережува-
ними (вимірювальними) на проміжку часу ];[ 0 ftt . Якщо всі змінні стану
спостережувані, то вони відновлюються за допомогою спостерігаючого
пристрою (див. розд. 12).
Синтез оптимальних лінійних систем за квадратичним показником якості
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8. КЕРОВАНІСТЬ  ТА  СПОСТЕРЕЖУВАНІСТЬ
ЛІНІЙНИХ  СИСТЕМ
Означення. Лінійний об'єкт з диференціальним рівнянням стану
)()()( tuBtxAtx 
називається повністю керованим, якщо існує таке необмежене керу-
вання )(tu , що може перевести об'єкт з початкового стану )( 0tx  в будь-
який інший кінцевий стан )( ftx  за кінцевий час )( 0tt f   [4, 12, 14].
Твердження. Лінійний об'єкт зі сталими параметрами
)()()( tuBtxAtx 
є повністю керованим тоді й тільки тоді, коли ранг матриці керованості
)...( 12 BABABABP n
дорівнює п, де п – порядок системи.
Зауважимо, що рангом матриці називають найбільший порядок її
мінора, який відрізняється від нуля, причому будь-який мінор більш висо-
кого порядку дорівнює нулю.
Приклад 1. Дослідити керованість об'єкта, який описується рівнян-
нями
21211 2 uuxxx  ;
222 3uxx  .






















































Ранг цієї матриці rank P = 2. Отже, об'єкт є повністю керованим.
Спостережуваність системи пов'язана з її здатністю оцінювати змінні
стану.
Означення. Неперервна лінійна система
);()()( tuBtxAtx                                    (8.1)
)()( txCty 
називається спостережуваною, якщо її початковий вектор стану )( 0tx
можна визначити, знаючи вихідний вектор )(ty , вимірюваний  на деяко-
му інтервалі часу ];[ 0 fttt  при заданому керуванні )(tu . Якщо це спра-
ведливо для будь-якого t0, то система називається повністю спостере-
жуваною [4, 12, 14].
Твердження. Система (8.1) повністю спостережувана тоді і тільки
тоді, коли ранг матриці спостережуваності
Керованість та спостережуваність лінійних систем


























дорівнює п, де п – порядок системи.
Приклад 2. Об'єкт керування заданий рівняннями
uxxx 338 211  ;
uxxx 24 212  ;
21 2xxy  .













































































Її det N  0, а  rank N = 2. Тому система є повністю спостережува-
ною.
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9. ПЕРЕТВОРЕННЯ   ПОДІБНОСТІ.
КАНОНІЧНІ   ФОРМИ  РІВНЯНЬ   СТАНУ
9.1. Перетворення подібності
Нехай стан системи описується матричними рівняннями
uBxAx  ;                                 (9.1)
uDxСy  .                                 (9.2)
Уведемо новий вектор
xTv  ,
де T – матриця перетворення.
Якщо det T  0, то існує зворотне перетворення
vTx 1 .                                     (9.3)
Підставимо (9.3) в (9.1):
uBvATvT   11  .
Звідси
uTBvTATv  1 .                                 (9.4)
Рівняння виходу (9.2) з урахуванням (9.3) набуде вигляду
uDvCTy  1 .                                    (9.5)
Запишемо рівняння стану системи відносно вектора v :
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uBvAv ~~  ;                                    (9.6)
uDvCy ~~  .                                   (9.7)
У цих формулах хвиляста лінія над матрицями означає перетворен-
ня подібності.
Порівнюючи (9.6) з (9.4) та (9.7) з (9.5), знаходимо
1~  TATA ; TBB ~ ; 1~  CTC ; DD ~ .
Отримані вирази для перетворених матриць показують, що задача
побудови математичної моделі у змінних стану не має однозначного роз-
в'язку. Саме тому її приводять до тієї чи іншої канонічної форми.
Можна переконатися, що перетворення подібності не змінюють ви-
гляд матричної передавальної функції, тобто
    DBApICDBApIC ~~~~ 11   .
Звідси випливає, що )
~det()det( ApIApI  .













































































































































Рівняння стану перетвореної системи



















611 ;  vy 12  .
Перевіримо рівність передавальних функцій початкової та перетво-
реної систем.
Визначимо передавальну функцію початкової системи:
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Тепер визначимо передавальну функцію початкової системи:























































Аналогічно знаходимо передавальну функцію перетвореної моделі:



























































Видно, що передавальні функції початкової та перетвореної систем
збігаються.
9.2. Канонічна  керована  форма  Луенбергера
При перетвореннях подібності було встановлено, що існує багато
способів подання рівнянь стану системи. Саме тому доцільно вибрати
кращий з них. Така форма запису рівнянь називається канонічною.
Оскільки існують різноманітні системи, то є і багато канонічних форм.
Тому розглянемо найбільш поширені з них – канонічні керовану та спо-
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стережувану форми Луенбергера [3, 4, 14]. Ці форми запису застосову-
ють для систем з одним входом та виходом.
Рівняння стану в канонічній формі Луенбергера має вигляд























































B ; u – скаляр.
Відмітимо, що матрицю Фробеніуса A~  називають також супровід-
ною матрицею.
Рівнянню (9.8) відповідає наступний характеристичний поліном:
  nnnn apapapApI   111~det  .              (9.9)
Таким чином, коефіцієнти характеристичного полінома (9.9),
взяті з протилежним знаком, є елементами останнього рядка мат-
риці Фробеніуса A~  рівняння (9.8).
Твердження. Для того щоб рівняння стану
BuxAx 
неособливим перетворенням можна було привести до керованої форми
Луенбергера, необхідно та достатньо, щоб пара (А, В) була повністю
керованою.
Перетворення подібності. Канонічні форми рівнянь стану
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в керовану форму Луенбергера.














































Оскільки det P = –1, то пара (А, В) повністю керована. Таким чином,
дане рівняння може бути перетворене в керовану форму Луенбергера.



























































Перетворене рівняння набуває вигляду


































Матриця перетворень, що відповідає цьому рівнянню, 1~  PPT  ( P~,
Р – матриці керованості канонічної та початкової моделей відповідно).
9.3. Канонічна спостережувана  форма  Луенбергера






                                      (9.10)
Твердження. Якщо система (9.10) повністю спостережувана, то вона
може бути приведена шляхом перетворень до спостережуваної каноніч-











































 – матриця Фробеніуса;
 100~ C .
У цьому випадку матриця перетворень може бути визначена за фор-
мулою
NNT 1~  ,
де N~ , N – відповідно матриці спостережуваності канонічної та початко-
вої моделей.
Перетворення подібності. Канонічні форми рівнянь стану
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10. МОДАЛЬНЕ  КЕРУВАННЯ  ЗІ  ЗВОРОТНИМ
ЗВ'ЯЗКОМ  ЗА  СТАНОМ
10.1. Синтез  регуляторів  з  бажаними  показниками  якості
Характер перехідних процесів у системі визначається розташуван-
ням коренів її характеристичного рівняння. Тому забезпечити бажані пе-
рехідні процеси можна за рахунок відповідного розташування коренів на
комплексній площині. Регулятори, побудовані таким чином, називаються
модальними регуляторами. Виникнення терміну "модальне керування"
пояснюється тим, що кореням відповідають складові вільного руху си-
стеми, які інколи називають модами [3–5, 14, 17].
Розглянемо задачу модального керування при повному вимірюванні
вектора стану об'єкта )(tx . Для спрощення викладу будемо вважати, що
керування u(t) є скалярним.
Нехай поведінка об'єкта керування визначається рівнянням
uBxAx 
або
uBxAx  ,                                     (10.1)
де u  – одновимірна матриця, елементом якої є скалярна функція керу-
вання u(t); uB  – зовнішній матричний добуток (визначається за тим же
правилом, що і Bu).
Розглянемо закон керування вигляду
)()( txKtu  ,                                     (10.2)
де K = (k1  k2  …  kn) – невідома матриця коефіцієнтів регулятора; п –
порядок об'єкта.
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Замкнена система "об'єкт–регулятор" описується рівнянням
)()()( txBKAtx  .                              (10.3)
Необхідно визначити такі коефіцієнти k1, k2, …, kn регулятора (еле-
менти матриці K), щоб характеристичний поліном
  nnnn dpdpdpBKApIpD   111б det)( 
мав задані бажані коефіцієнти di.
Розглянемо процедуру синтезу більш детально.
Припустимо спочатку, що рівняння (10.1) відповідає канонічній ке-




















































B .           (10.4)
Тоді
nn





При використанні регулятора (10.2) з матрицею K, як легко переко-
натися безпосередньою підстановкою, матриця A–BK замкненої систе-
ми (10.3) також має вигляд матриці Фробеніуса та її характеристичний
поліном
      12111det kapkapkapBKApI nnnnn    .
Прирівнюючи коефіцієнти цього багаточлена до заданих значень di,

































                                    (10.5)
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або
11   inini adk , ni ,1 .
Нехай тепер рівняння стану системи записані в довільній, а не в ка-
нонічній формі, а об'єкт (10.1) є повністю керованим. У цьому випадку
існує матриця T перетворень подібності, що приводить рівняння стану до
керованої форми Луенбергера. Вона знаходиться, як було з'ясовано вище,
за формулою
1~  PPT ,
де PP,~  – матриці керованості канонічної та початкової форм відповідно.
Отже, вважаємо, що матриці перетвореного об'єкта
1~  TATA , TBB ~
мають вигляд (10.4), причому
)~det()det( ApIApI  .
Знайдемо для системи  BA ~,~  коефіцієнти модального регулятора
(елементи матриці K~) за формулою (10.5). Далі виконаємо перехід до
початкового базису. Оскільки
)()( txTtv  ,
то
)(~)(~)( txTKtvKtu  ,
звідси
.~TKK 
Таким чином, для повністю керованої системи зі скалярним керу-
ванням отримані коефіцієнти зворотного зв'язку модального регулятора.
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10.2. Алгоритм  розрахунку  коефіцієнтів  модального  регулятора
1. Складаємо рівняння стану об'єкта у векторній формі:
)()()( tuBtxAtx  .
2. Обчислюємо матрицю керованості
 BABAABBP n 12  
та перевіряємо повну керованість системи за рангом цієї матриці. Він
повинен збігатися з розмірністю системи.
3. Знаходимо вираз для характеристичного полінома розімкнутої
системи та нормуємо його за коефіцієнтами по старшому степеню опе-
ратора Лапласа:
  nnnn apapapApIpD   111det)(  .
4. Задаємо бажаний характеристичний поліном
nn




1б )(  .




  inini adk ,  ni ,1 .
6. Обчислюємо матрицю перетворення
1~  PPT ,






























,   11 10...00  PP .
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7. Розраховуємо коефіцієнти модального регулятора початкової си-
стеми:
TKK ~ .
10.3. Формула  Аккермана
Для системи з одним входом і одним виходом матрицю коефіцієнтів
зворотного зв'язку за станом K = (k1, k2, …, kn), за допомогою якої фор-
мується керуючий сигнал )()( txKtu  , можна знайти за формулою Ак-
кермана [14, 17].
Якщо задано бажаний характеристичний поліном замкненої системи
nn




1б )(  ,
то матриця коефіцієнтів зворотного зв'язку за станом






1б )(  ;  BABAABBP n 12   .
Відмітимо, що елементи матриці K можуть бути розраховані безпо-
середньо при розв'язанні системи алгебраїчних рівнянь, отриманої шля-
хом прирівнювання виразів для коефіцієнтів бажаного та дійсного харак-
теристичного поліномів замкнених систем. Цей метод зручно застосо-
вувати при розрахунках вручну. В цьому випадку зникає необхідність зве-
дення рівнянь стану до канонічної форми.
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11. СТАНДАРТНІ   ХАРАКТЕРИСТИЧНІ   ПОЛІНОМИ
ЗАМКНЕНИХ   СИСТЕМ
При синтезі модального регулятора використовуються стандартні
характеристичні поліноми [5, 7, 14, 18]. Для цих поліномів вивчені та по-
будовані криві перехідних процесів. Ці криві є оптимальними відносно
деякого критерію якості та трактуються як бажані характеристики
перехідних процесів.
Розглянемо основні види характеристичних поліномів та бажані ха-
рактеристики перехідних процесів.
11.1. Характеристичні поліноми моделі, що оптимізовані
за  інтегральним  критерієм  якості






де 1(t) – одинична ступенева функція; h(t) – перехідна функція системи.
За результатами мінімізації цього інтеграла можна одержати опти-
мальні перехідні процеси для систем різного порядку. На рис. 11.1 такі
процеси наведені для систем 2-го–6-го порядків у залежності від безроз-
мірного часу  = q0t (q0 – базова частота або середньогеометричний
корінь полінома;  t – час).
У табл. 11.1 наведені характеристичні поліноми, які відповідають
графікам на рис. 11.1, а також відносний час перехідного процесу п.
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11.2. Характеристичні поліноми Бесселя–Томсона
Такі поліноми використовуються для усунення фазових викривлень
сигналів, які будуть тим більші, чим більше фазова частотна характери-
стика системи відрізняється від лінійної.
Фільтри Бесселя–Томсона мають фазочастотну характеристику,
близьку до лінійної.
Перехідні характеристики та характеристичні поліноми моделі Бес-
селя–Томсона наведені відповідно на рис. 11.2 та в табл. 11.2.






Рис. 11.2. Перехідні характери-
стики моделі Бесселя–Томсона
Рис. 11.1. Перехідні характеристики







11.3. Характеристичні  поліноми Баттерворта
Дані поліноми використовуються для усунення амплітудних викрив-
лень, за яких амплітудно-частотна характеристика системи є плоскою
в робочому діапазоні частот.
Перехідні характеристики та характеристичні поліноми Баттервор-
та наведені відповідно на рис. 11.3 та в табл. 11.3.
Стандартні характеристичні поліноми замкнених систем
Таблиця 11.3. Характеристичні поліноми моделі Баттерворта
Таблиця 11.2. Характеристичні поліноми моделі Бесселя–Томсона
Рис. 11.3. Перехідні характеристики моделі Баттерворта
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11.4. Характеристичні  поліноми  Еллерта
Такі поліноми забезпечують нульову швидкісну похибку та мінімаль-
не перерегулювання, що не перевищує 10 %.
Перехідні характеристики та характеристичні поліноми моделі
Еллерта наведені відповідно на рис. 11.4 та в табл. 11.4.
Таблиця 11.4. Характеристичні  поліноми  моделі  Еллерта
11.5. Характеристичні  поліноми  біноміальної  моделі
Перехідні характеристики та характеристичні поліноми біноміаль-
ної моделі отримані на базі бінома Ньютона та наведені відповідно на
рис. 11.5 і в табл. 11.5.
Рис. 11.4. Перехідні характеристики моделі Еллерта
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Стандартні характеристичні поліноми розглянутих моделей отримані




























Стандартні характеристичні поліноми замкнених систем
Таблиця 11.5. Характеристичні поліноми біноміальної моделі
Рис. 11.5. Перехідні характеристики біноміальної моделі
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Відносний час перехідного процесу п визначається за перехідними
характеристиками. Часом перехідного процесу tп зазвичай задаються.
Приклад 1. Розглянемо систему 2-го порядку з передавальною фун-
кцією 21)( ppW   та визначимо коефіцієнти зворотного зв'язку за ста-
ном, які дозволяють забезпечити перерегулювання не більше 10 % та
нульову швидкісну похибку при заданому часі перехідного процесу tп = 8 с.
Заданим показникам якості задовольняє модель Еллерта з характе-




б 5,2)( qpqpрD  .





q ; 15,2)( 2б  pppD .







































































де P* – приєднана матриця.















































































































За формулою Аккермана остаточно отримуємо


















  ADPK .
Таким чином, коефіцієнти регулятора k1 = 1, k2 = 2,5.
Закон керування
212211 5,2 xxxkxku  .
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Структурну схему системи в просторі сигналів зі знайденими зво-
ротними зв'язками подано на рис. 11.6.












та визначимо матрицю зворотного зв'язку за станом з відносним пере-
регулюванням  менше 10 % та часом перехідного процесу tп = 1,475 с.
За змінні стану візьмемо yx 1 , dtdyx 2 , 
22
3 dtydx  .




























































Оскільки det P  0, то матриця P невироджена. Отже, система
є повністю керованою.
Оберемо бажаний характеристичний поліном Баттерворта, який за-





б )( dpdpdppD  ,
де 01 2qd  ; 
2
02 2qd  ; 
3
03 qd  .






q ; 81 d ; 322 d ; 643 d .

































































Коефіцієнти цього полінома 51 a , 32 a , 23 a . Відмітимо, що їх
можна було б записати відразу, якщо використати останній рядок мат-
риці Фробеніуса.
Коефіцієнти зворотного зв'язку визначаємо за формулою (10.5):
62264331  adk ;
Стандартні характеристичні поліноми замкнених систем
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29332222  adk ;
358113  adk .
Приклад 3. Синтезувати систему керування технологічним об'єктом,
задану структурною схемою на рис. 11.7.
Початкові дані: 
p








13 k ; 51 T  с; 252 T  с.
При визначенні матриці зворотного зв'язку використати модель Бат-
терворта.








Розімкнемо систему за каналом від'ємного зворотного зв'язку та













Якщо взяти 212 Tkk  , то можна компенсувати сталу часу T2.
Рис. 11.7. Структурна схема системи:


























































б 41,1)( qpqpрD  .


































5,2251,0212  Tkk .
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12. СИНТЕЗ  СПОСТЕРІГАЮЧИХ  ПРИСТРОЇВ
При синтезі оптимальних систем зі зворотним зв'язком за станом та
бажаними показниками якості перехідних процесів параметри керування
обираються пропорційними фазовим координатам. Проте не всі фазові
координати піддаються вимірюванню. Доступними вимірюванню (віднов-
ленню або спостереженню) є координати вихідного вектора. Вони функ-
ціонально пов'язані з фазовими координатами. Тому фазові координати
зазвичай визначаються за вимірами значень вихідних змінних за допо-
могою спеціальних пристроїв – спостерігачів [3–5, 13, 14].
Розрізняють спостерігачі повного та зниженого порядку. Спостері-
гачі повного порядку повністю відновлюють вектор стану, а зниженого
порядку – частково.
Емпірично встановлено, що спостерігач повинен мати швидкодію,
більшу у 2…10 разів за швидкодію об'єкта керування.
12.1. Спостерігач  повного  порядку
Перейдемо до задачі синтезу спостерігача повного порядку, який
повністю відновлює поточні значення фазових координат (фазового век-
тора )(tx ). Відновлені значення цих координат називають оцінками. По-
значимо їх фазовий вектор )(ˆ tx . Оцінки отримують за вимірюваннями
(спостереженнями) вектора керування )(tu  та вихідного вектора )(ty
на інтервалі часу fttt 0 .
Означення. Пристрій, що описується рівнянням
uHyGxFx  ˆ̂ ,                                      (12.1)
називається спостерігачем повного порядку для керованої системи
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;uBxAx                                  (12.2а)
,xCy                                        (12.2б)
якщо при )()(ˆ 00 txtx   виконується рівність )()(ˆ txtx   при всіх
0);( tttu  .
Спостерігач (12.1) названо спостерігачем повного порядку, оскільки
оцінка x̂  має таку саме розмірність, що і вектор стану x .
Теорема. Спостерігач повного порядку для керованої системи (12.2)
має вигляд
)ˆ(ˆˆ xCyGuBxAx  ,                               (12.3)
де G – довільна матриця, яка може бути функцією від часу та називаєть-
ся матрицею коефіцієнтів підсилення.
Доведення. Підставимо (12.2б) в (12.1):
uHxСGxFx  ˆ̂ .                                 (12.4)
Віднімемо з (12.2а) рівняння (12.4):
   uHBxFxCGAxx  ˆ̂ .
Із цього рівняння випливає, що при початковій умові )()(ˆ 00 txtx 
рівність )()(ˆ txtx   буде виконуватися при всіх 0);( tttu  , якщо
HBFGCA  , .                             (12.5)
Оскільки в перше рівняння входять дві невідомі матриці G та F, одну
з них, наприклад матрицю G, можна вважати довільною. Підставивши
вираз (12.5) для матриць F та H в рівняння (12.1), отримаємо вираз (12.3).
Теорема доведена.
З рівняння (12.3) випливає, що спостерігач системи (12.2) включає
в себе саму систему та додатковий доданок, пропорційний різниці  yy ˆ
вихідного вектора y  та його оцінки xCy ˆˆ  .
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Матрична структурна схема спостерігача повного порядку наведе-
на на рис. 12.1.
З формули (12.3) видно, що спостерігач повного порядку можна та-
кож подати у вигляді
  yGuBxCGAx  ˆ̂ .
Звідси випливає, що стійкість спостерігача (12.3) визначається по-
ведінкою матриці CGA  .
Рівняння для помилки xxx  ˆ  має вигляд
xCGAx  )( .                                  (12.6)
Звідси випливає, що помилка 0)(  tx  при t  незалежно від
початкової помилки тоді й тільки тоді, коли спостерігач є асимптотично
стійким. Тому вибір матриці коефіцієнтів G, до якої зводиться синтез
спостерігача (12.3), повинен відбуватися згідно з умовами стійкості та
заданими вимогами до його якості. Для детермінованих систем (усі мат-
риці системи, в тому числі й G, сталі) це досягається відповідним розта-
шуванням коренів характеристичного рівняння спостерігача при дотри-
манні повної спостережуваності об'єкта керування.
12.2. Принцип  роздільності
Розглянемо спостерігач сумісно з об'єктом керування і модальним
регулятором:
)ˆ(ˆˆ xCyGuBxAx  ;                         (12.7а)
Рис. 12.1. Матрична структурна схема спостерігача повного порядку
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;; xCyuBxAx                          (12.7б)
xKvu ˆ ,                                (12.7в)
де  T21 ...,,, nxxxx  ;  T21 ...,,, muuuu  ;  T21 ...,,, ryyyy  ; A – квадрат-
на матриця об'єкта керування розміру nn; B – прямокутна матриця роз-
міру nm; G – матриця регулятора спостерігаючого пристрою розміру
nr; С – матриця виходів, які доступні вимірюванню, розміру rn; K –
прямокутна матриця модального регулятора розміру mn.
Рівняння системи (12.7а) є рівнянням спостерігача, (12.7б) – об'єкта
керування, (12.7в) – це рівняння замикання для модального регулятора.
Наведеній системі рівнянь відповідає матрична структурна схема
системи (рис. 12.2).
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Запишемо характеристичний поліном спостерігача
 GCApIpD  det)( ,
який випливає з рівняння (12.7а).
Таким чином, спостерігач являє собою замкнену систему, в якій зво-
ротні зв'язки з матричним коефіцієнтом G виконують функцію модально-
го регулятора спостерігача.
Запишемо рівняння (12.6) для помилки xxx  ˆ  спостереження:
xCGAx  )( .                                (12.8)
Рис.12.2. Матрична структурна схема спостерігача повного порядку об'єкта
керування (ОК) з модальним регулятором
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Із цього рівняння випливає, що при стійкому спостерігачі помилка
спостереження в сталому режимі дорівнює нулю.
Система рівнянь (12.7) пов'язує між собою дві системи: об'єкт керу-
вання з модальним регулятором та спостерігач з об'єктом керування.
Припустимо, що у виразі (12.7в) 0v . Тоді отримаємо
xKu ˆ .
Підставимо цей вираз у рівняння системи (12.7а):
)ˆ(ˆˆˆ xCyGxKBxAx  .                          (12.9)
З виразу для помилки маємо
xxx ˆ .                                       (12.10)
Підставивши (12.10) в (12.9) та виконавши перетворення, отримає-
мо з урахуванням виразу (12.8) наступне рівняння:
  xBKxBKAx  .                            (12.11)
Рівняння (12.11) та (12.8) перепишемо в операторній формі:
  0)(Δ)(  pxBKpxBKApI ;
  0)()(0  pxGCApIpx .














   GCApIBKApIpD  detdet)( .
Видно, що цей поліном складається з добутку двох характеристич-
них поліномів. Тому об'єкт керування, замкнутий за вектором стану, оці-
неним спостерігачем, можна розглядати незалежно від самого спостері-
гача. Цей принцип роздільності істотно спрощує синтез спостерігача
та модального регулятора.
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12.3. Алгоритм  синтезу  спостерігача  повного  порядку
Будемо вважати, що керування u(t) є скалярним.
1. Складаємо рівняння стану та виходу об'єкта у векторній формі:
)()()( tuBtxAtx  ;
xCy  .


























та перевіряємо повну спостережуваність системи за рангом цієї матриці.
Він повинен збігатися з розмірністю системи.
3. Знаходимо вираз для характеристичного полінома розімкнутої
системи та нормуємо його за коефіцієнтами по старшому степеню опе-
ратора Лапласа:
  nnnn apapapApIpD   111det)(  .












































 – матриця Фробеніуса;
 100~ C .
Синтез спостерігаючих пристроїв
90 Оптимальне керування об'єктами
5. Задаємо бажаний характеристичний поліном
nn




1б )(  .
6. Розраховуємо елементи матриці коефіцієнтів підсилення
 T21 ~...~~
~
ngggG   канонічної моделі:
11
~
  inini adg ,       ni ,1 .
7. Обчислюємо матрицю перетворення
NNT 1~ ,
де N, N~  – відповідно матриці спостережуваності початкової і канонічної
моделей.
8. Перетворимо елементи матриці G~  в початковий базис:
GTG ~1 .
9. Перевіряємо елементи матриці G за формулою Аккермана:
   T1б 10...0 NADG .
10. Будуємо структурну схему спостерігача.
12.4. Приклад  синтезу  модального  регулятора  зі  спостерігачем
повного  порядку
Розглянемо синтез модального регулятора зі спостерігачем повного
порядку на конкретному прикладі об'єкта керування, заданого структур-
ною схемою на рис. 12.3.
Рис. 12.3. Структурна схема об'єкта керування
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Параметри об'єкта керування такі: 1 = 1,5; 2 = 1; 3 = 1,1; T = 3 с.
Бажаний розподіл коренів характеристичного полінома повинен відпо-
відати біноміальній стандартній лінійній формі. Узяти базову частоту
характеристичного полінома регулятора q0 = 1,25 с–1, а спостерігача –
qс = (5…10) q0.
Послідовність синтезу наведено нижче.
1. Складаємо диференціальні рівняння стану та виходу системи
в нормальній векторній формі.































uxx 5,15,1 21  ;
212 7,0333,0 xxx  .




































де C = (0   1).
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Оскільки det P  0, то система повністю керована.
3. Визначаємо характеристичний поліном об'єкта керування та нор-














































2)( apappD  ,
де a1 = 0,7; a2 = 0,5.






























5. Записуємо бажаний характеристичний поліном замкненої систе-








б )( dpdppD  ,
де 5,225,122 01  qd ; 5625,125,1
22
02  qd .
6.  Обчислюємо елементи матриці зворотного зв'язку  21 ~~~ kkK  :
0625,15,05625,1~ 221  adk ;
8,17,05,2~ 112  adk .





































де P* – приєднана матриця.
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Знайдемо матриці P1 та P1А:


































8. Перетворюємо елементи матриці K~  у початковий базис:
TKK ~ ;












2,11 k ; 395,02 k .
9. Перевіряємо елементи матриці K за формулою Аккермана:
   АDPK б110  .
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2,11 k ; 395,02 k .







































Оскільки det N  0, то система є повністю спостережуваною.
Синтез спостерігаючих пристроїв
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A ,     10~ C .








б )( dpdppD  ,
де c1 2qd  ; 
2
c2 qd  .
Середньогеометричний корінь беремо
5,1210 0c  qq .
Обчислюємо коефіцієнти бажаного полінома:
255,1221 d ; 25,1565,12
2
2 d .
13. Знаходимо елементи матриці коефіцієнтів підсилення
 T21 ~~
~ ggG   канонічної моделі:
75,1555,025,156~ 221  adg ;
3,247,025~ 112  adg .
14. Обчислюємо матрицю перетворення
NNT 1~  ,
де N~ , N – відповідно матриці спостережуваності канонічної і початкової
моделей.
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15. Перевіряємо матрицю перетворення за формулою
TATA ~1 .
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що відповідає початковій моделі.



























17. Перевіряємо елементи матриці G за формулою Аккермана:
























































































































































































25,4671 g ; 3,242 g .
Синтез спостерігаючих пристроїв
100 Оптимальне керування об'єктами
18. Побудуємо структурну схему спостерігача. Запишемо його рівняння:
)ˆ(ˆˆ xCyGBuxAx  .
Ураховуючи те, що xCy  , отримаємо
)ˆ(ˆˆ xxCGBuxAx  .
















































































































































 2221 ˆ25,4675,1ˆ5,1ˆ xxuxx  ;
 22212 ˆ3,24ˆ7,0ˆ333,0ˆ xxxxx  .
Структурну схему спостерігача наведено на рис. 12.4.
19. Записуємо закон керування модального регулятора:
212211МР ˆ395,0ˆ2,1ˆˆ)( xxxkxktu  .
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12.5. Спостерігач  зниженого  порядку
Спостерігач повного порядку оцінює всі змінні стану, проте складний
за виконанням, оскільки має порівняно високий порядок.
Спостерігач зниженого порядку (спостерігач Луенбергера, або ре-
дукований спостерігач) оцінює тільки ті змінні стану, які недоступні вимі-
рюванню. Змінні виходу, які доступні вимірюванню, формуються датчи-
ками. Такий спостерігач простіший у виготовленні.
Складемо математичну модель спостерігача зниженого порядку.
Нехай стан об'єкта керування визначається фазовим вектором
 T21 )(,),(),()( txtxtxtx n .
Рис. 12.4. Структурна схема спостерігача:
МР – модальний регулятор
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Вектор доступних вимірюванню r вихідних змінних
 T21 )(,),(),()( tytytyty r .






















де  OIC  ; T21 ),,,( muuuu  ; A – квадратна матриця розміру nn;
B – прямокутна матриця розміру nm; I – одинична матриця розміру rr;
O – нульова матриця розміру r(n – r).












































  )()( txOIty  ,
де )(11 rrA  ,  )(12 rnrA  ,  rrnA  )(21 ,  )()(22 rnrnA   – мат-
риці відповідних частин об'єкта керування; )(1 mrB  ,  mrnB  )(2  –
блоки матриці керування, що відповідають змінним y  та w .
Перепишемо це рівняння у вигляді двох матричних рівнянь:
)()()()( 11211 tuBtwAtyAty  ;                      (12.12а)
)()()()( 22221 tuBtwAtyAtw  .                      (12.12б)
У рівнянні (12.12а) величину
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)()()()( 11112 tuBtyAtytwA                              (12.13)
можна розглядати як вимірюваний змінний вектор, а величину
)()( 212 tyAtuB   в рівнянні (12.12б) – як вхідний вплив об'єкта спостере-
ження порядку (n – r).
Тоді, за аналогією з матричним рівнянням спостерігача повного по-
рядку, можна записати наступне рівняння для спостерігача зниженого
порядку:
   )(ˆ)()()()(ˆ)(ˆ 121221222 twAtwALtyAtuBtwAtw  .      (12.14)
Підставимо (12.13) в (12.14):
   )(ˆ)()()()()()(ˆ)(ˆ 1211121222 twAtuBtyAtyLtyAtuBtwAtw   .
Це рівняння перетворимо до вигляду
  )()()()(ˆ)()()(ˆ 1211211222 tuBLBtyALAtwALAtyLtw  
 .
Позначимо
)()(ˆ)( tyLtwtz  .
Тоді отримаємо рівняння спостерігача зниженого порядку у двох
формах:










          (12.16)
При цьому
)()()(ˆ tyLtztw  .                             (12.17)
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Рівнянням (12.15)–(12.17) відповідають матричні структурні схеми











Ktu  – керуючий вектор модального регу-
лятора.
Серед важкодоступних вимірюванню можуть бути не тільки змінні
стану, але й зовнішні дії на об'єкт спостереження (наприклад, моменти
навантаження, флуктуації напруги, частоти енергетичного джерела жив-
лення). Побудова спостерігача без обліку цих дій призводить до додат-
кових похибок в оцінках змінних стану. Виключити або принаймні посла-
бити вплив дій, що не вимірюються, на похибку спостереження можна
наступним чином:
Рис. 12.5. Матричні структурні схеми спостерігача зниженого порядку
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1) створенням інваріантного редукованого спостерігача до дії, що не
вимірюється, за умови
012  BLB ,
якщо при цьому при виборі L не порушуються вимоги до стійкості та
динаміки;
2) включенням зовнішньої дії, яка незначно змінюється у досліджу-
ваному динамічному режимі, у групу змінних стану за умови const)( twi ,
що відповідає рівнянню 0)( twi , яке доповнює рівняння стану об'єкта
керування.
Синтез спостерігаючих пристроїв
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 13. СТАБІЛІЗАЦІЯ   РУХУ   ВИКОНАВЧОГО
МЕХАНІЗМУ   ЕЛЕКТРОПРИВОДА   З   КЕРОВАНОЮ
ЕЛЕКТРОМАГНІТНОЮ   МУФТОЮ
Задача про стабілізацію руху виконавчого механізму на перехідних
та усталених режимах роботи електропривода з керованою електромаг-
нітною муфтою має важливе теоретичне та практичне значення. Нижче
наводяться деякі результати чисельного розв'язку вказаної задачі для
електропривода постійного струму з керованою електромагнітною муф-
тою [16]. Цей розв'язок отримано у рамках теорії модального керування
та спостерігаючих пристроїв із застосуванням результатів [13, 15] та ін.
13.1. Синтез  системи  керування  електропривода  з  модальним
регулятором
Об'єктом керування є електромеханічна система, функціональну схе-
му якої наведено на рис. 13.1. До її складу входять безінерційний підсилю-
вач (П), два тиристорних перетворювачі (ТП1 і ТП2), електродвигун по-
стійного струму незалежного збудження (Д) з тахогенератором (ТГ) на
якорі, який жорстко з'єднаний з ведучим диском керованої електромагнітної
муфти (МЕ), два модальних регулятори (МР1 і МР2), спостерігаючий
пристрій (СП), виконавчий механізм (ВМ), з'єднаний з веденим диском
муфти через пружну ланку з коефіцієнтом крутильної жорсткості k і демп-
фірування . У модальному регуляторі МР1 використані зворотні зв'язки
за станом, які оцінюються спостерігаючим пристроєм, а в МР2 – зво-
ротні зв'язки за струмом та напругою, які реалізовані за допомогою шун-
та (Sh), датчиків струму (ДС) і напруги (ДН) обмотки збудження муфти.
Дроселі (Др) забезпечують згладжування пульсацій струму в якірному
колі. Виконавчий механізм (ВМ) завантажено постійним моментом ста-
тичного опору MС на усталеному режимі (при t = ). Керуючі задавальні
впливи об'єкта керування та муфти відповідно позначені uзд та uзм.
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Рівняння електропривода в операторній формі мають такий вигляд:
  ППТПТПТП 1 ukkepT  ;                           (13.1а)






pJ  ;                              (13.1в)
   2121Т11 ωωμω  kMpJ ;               (13.1г)
    ,ωωμω С212122 МkpJ                (13.1д)
де ТПe  – електрорушійна сила (ЕРС) тиристорного перетворювача; Te –
електромагнітна стала часу; i – струм якоря електродвигуна; R – опір
якірного кола; JД – осьовий момент інерції якоря з ведучим диском муф-
ти; J1, J2 – відповідно осьові моменти інерції веденого диска і виконавчо-
го механізму; uП – напруга на вході в безінерційний підсилювач; kТП –
коефіцієнт підсилення тиристорного перетворювача; kП – коефіцієнт підси-
лення безінерційного підсилювача; kД – коефіцієнт передачі двигуна; Д,
1, 2 – відповідно кутова швидкість якоря двигуна, веденого диска муфти
і виконавчого механізму; Дω 1 kk   – коефіцієнт ЕРС двигуна; MТ – пе-
редавальний момент муфти, який виникає у процесі зчеплення дисків
муфти; p – символічний оператор Лапласа. Оскільки JД >> J1, J2 >> J1, то
моментом інерції J1 веденого диска муфти нехтуємо.
Стабілізація руху виконавчого механізму ...
Рис. 13.1. Функціональна схема системи керування
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Із системи рівнянь (13.1г) і (13.1д) можна отримати наступну пере-











































JT 221  ,    k
T μ2  .















Звідси для передавального моменту муфти ТТ
~MM  , при якому
відсутнє ковзання дисків муфти (1 = Д), маємо
)(1ω)(~ CД1Т  tMpWM ,                         (13.2)
де 1(t – ) – одинична ступенева функція.








 .                       (13.3)
Кутову швидкість виконавчого механізму з урахуванням наванта-




























ppp .                        (13.4)
Обираємо змінні стану:
;1 dt




   Д3 x .                      (13.5)
Такий вибір змінних стану підвищує жорсткість механічної характе-
ристики електропривода.
За рівняннями (13.1а)–(13.1в) та виразами (13.2)–(13.5) складаємо
структурну схему електропривода з модальним регулятором (рис.13.2).
Стабілізація руху виконавчого механізму ...
Рис. 13.2. Структурна схема електропривода з модальним регулятором
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У неї передавальна функція )(1)( 12 pWpW  . Блок порівняння призначе-
ний для знаходження передавального моменту муфти, який розглядаєть-
ся як зовнішнє навантаження, що діє на ведучий диск з боку веденого
диска муфти.
Складемо диференціальні рівняння розімкненої системи відносно ку-
тової швидкості якоря. Для цього перепишемо рівняння стану (13.1а)







 TДДД ω MpJki  .
Підставимо ці вирази в рівняння (13.1б):



















kMpJpT .            (13.6)



































Mbpbpbukdpdpdрd  ,      (13.7)
де МeТП0 ТТТd  ; МeТП1 )( TТTd  ; МТП2 ТTd  ; 13 d ; eТП0 ТТb  ;
eTП1 TTb  ; 12 b ; βДМ JТ   – механічна стала часу двигуна;  –
жорсткість механічної характеристики розімкненого електропривода [13];
ПТПД0 kkkk    – передавальний коефіцієнт розімкненого електропривода.
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Для того щоб отримати замкнену за змінними стану, тобто за двома
гнучкими і жорсткою зв'язками, систему, вводимо рівняння замикання
)( 332211здП xkxkxkuu  .                      (13.8)
Підставляємо вираз (13.8) в (13.7). Тоді отримаємо рівняння замк-
неної за змінними стану системи










MBpBpBukDpDpDрD  ,    (13.9)
де 00 dD  ; М0111 TkdD  ; 0222 kdD  ; 033 1 kD  ; 00 bB  ;
0111 kbB  ; 22 bB  ; R
kkkk 1ТПП01  ; 2ДТПП02 kkkkk  ; 3ДТПП03 kkkkk  ;
ТГ3 αkk  ; ТГk  – коефіцієнт передачі тахогенератора;  – невідомий
коефіцієнт.













DppD  .                     (13.10)









б )( qcpqcpqcppD  .               (13.11)
Прирівнюємо коефіцієнти при однакових степенях оператора p полі-












Dqc  .                                    (13.12в)
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Dq  .                     (13.13)
Вона залежить від коефіцієнта k03.
Задаємося часом перехідного процесу tп і знаходимо базову часто-
ту пп0 τ tq  , де безрозмірний час перехідного процесу п визначається
за бажаною характеристикою перехідного процесу (див. розд. 11).














ck .                   (13.14)
Знайдемо відношення жорсткості з статичної характеристики замк-
неного електропривода до жорсткості  статичної характеристики
розімкненого електропривода. Для цього покладемо в рівнянні (13.9) p = 0.

















З цієї формули видно, що для забезпечення необхідної робастності
системи, тобто зниженої чутливості до зміни параметрів при дії зовнішніх
збурень, слід, щоб це відношення жорсткостей було визначено з ураху-
ванням часу tп перехідного процесу.







k  ; 2
2
00202 dqdсk  .       (13.15)
Бажано, щоб коефіцієнти 030201 ,, kkk , які визначаються вираза-
ми (13.14) і (13.15), були додатними. Ця умова накладає обмеження на
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Даній нерівності відповідає наступна умова для відношення жорст-




































 беруть таким, щоб забезпечити не тільки
необхідне підвищення жорсткості механічної характеристики електро-
привода, а й задовольнити, як було з'ясовано вище, потрібне значення
часу перехідного процесу.
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13.2. Синтез  модального  регулятора  електромагнітної  муфти
Електромагнітні муфти зазвичай живляться через двопівперіодний
випрямляч. Однак такий випрямляч не дозволяє регулювати передаваль-
ний момент муфти. Тому для регулювання цього моменту слід викори-
стовувати систему з тиристорним перетворювачем і модальним регуля-
тором замість двопівперіодного випрямляча.
Структурна схема керованої електромагнітної муфти з тиристорним
перетворювачем, електромагнітом і модальним регулятором з коефіцієн-
тами k1, k2 подана на рис. 13.3.























Рис. 13.3. Структурна схема керованої електромагнітної муфти
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де Мн, Ін – відповідно номінальні передавальний обертовий момент
і струм в обмотці муфти.



















TkkTTppD         (13.17)
Він являє собою характеристичний поліном замкненої системи.
Виберемо як бажаний стандартний поліном характеристичний полі-
ном Еллерта (див. табл. 11.4), який забезпечує перерегулювання не більше
10 % та нульову швидкісну похибку:
2
00
2 5,2)( qpqppD  ,                         (13.18)
де пп0 τ tq   – базова частота полінома; пt  та п  – відповідно час
і безрозмірний час перехідного процесу.
Прирівнюючи коефіцієнти поліномів (13.17) і (13.18) при однакових
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Приклад 1. Розглянемо електропривід з двигуном постійного стру-
му Д21 з наступними параметрами: кутова частота обертання якоря
н = 113,04 рад/с; момент інерції виконавчого механізму 2J  = 0,04 кгм2;






PM  Нм (Pн – номі-













де tп = 0,1 с – час перехідного процесу електропривода.
За даним моментом обираємо електромагнітну фрикційну муф-
ту ЕТМ132 з наступними характеристиками: номінальний обертовий мо-
мент Mн = 160 Нм; номінальний струм Iн = 1,5 А; час перехідного проце-
су 0,0075 с; опір Rм = 16 Ом; коефіцієнт передачі kм = 106,67 Нм/А. Муф-
та отримує живлення від тиристорного перетворювача ТЕР4-63/230
з коефіцієнтом підсилення 46ТП k  та сталою часу 006,0ТП T  c.
Розрахуємо коефіцієнти модального регулятора. За бажаними харак-
теристиками перехідного процесу, який наведено на рис. 11.4, знаходимо


























13.3. Синтез  спостерігача













який було обрано в п. 13.1 для реалізації модального регулятора.
Змінні, які доступні вимірюванню: вхідна керуюча напруга uП; кутова
швидкість двигуна x3 = ; напруга тахогенератора y = uТГ = k3x3 = kТГ.
Змінною стану, яку неможливо виміряти, є похідна струму якірного
кола за часом 
dt
dix 1 .
Рівнянням електропривода, що розглядалися вище, відповідає наступ-
на система рівнянь спостерігача:

































Цій системі відповідає матриця-стовпець регулятора спостерігача
  .T321 gggG 
Матриця-рядок змінних виходу, які можна виміряти:
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Даній матриці відповідає характеристичний поліном спостерігача
  GCApIDpD detdet )( C





















































Для виконання синтезу спостерігача, тобто визначення коефіцієнтів
матриці G, обирається біноміальний характеристичний поліном 3-го по-








3)( qcpqcpqcppD  ,                   (13.20)
де c1 = 3; c2 = 3; c3 = 1; qс – базова частота спостерігача.
Прирівнявши коефіцієнти поліномів (13.19) та (13.20) при однакових












































Структурну схему синтезованого спостерігача, що реалізує модаль-
ний регулятор електропривода, наведено на рис. 13.4.
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Рис. 13.4. Структурна схема спостерігача
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13.4. Приклад  розрахунку  модального  регулятора  і  спостерігача
стану
Синтезуємо модальний регулятор за наступними вихідними даними:
тип двигуна Д21, моменти інерції двигуна JД = 0,125 кгм2 і виконавчого
механізму J2 = 0,08 кгм2; час перехідного процесу 1,0п t  c; перерегу-
лювання %0 . Двигун отримує живлення від тиристорного перетво-
рювача ТЕР4-63/230 з коефіцієнтом підсилення 46ТП k  та сталою часу
TТП = 0,006 c. Двигун з тахогенератором на валу. Передавальний ко-
ефіцієнт тахогенератора kТГ = 0,032 Вс/рад. Статичний момент опору
згідно з прикладом попереднього підрозділу дорівнює 10 Нм.
























ТПДря 2 LLLL  ,
де яL  – індуктивність якірного кола двигуна; 505,0Др L  – індуктивність
згладжувального дроселя, мГн; 4,0ТП L  – індуктивність трансформа-









де 25,0...10,0x c  – для машин з компенсаційною обмоткою;
6,0...5,0x c  – для машин без компенсаційної обмотки; пp  – кількість















Активний опір якірного кола































Згідно з умовою задачі обираємо бажаний характеристичний полі-
ном біноміальної моделі з коефіцієнтами с1 = 3, с2 = 3, с3 = 1, а за
табл. 11.5 – безрозмірний час п = 6,3.
Задаємося часом перехідного процесу електропривода з модаль-
ним регулятором tп.е = 0,077 с.






q , яка задо-
вольняє умову (13.16).
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 TTTd  с3;
    3меТП1 10337,1068,0014,0006,0  ТTTd  с2;
074,0006,0068,0ТПм2  TТd  с;





















з  k ,


































































Для виконання синтезу спостерігача, тобто визначення коефіцієнтів
матриці G, обирається біноміальний характеристичний поліном 3-го по-







3)( qcpqpqcppD  ,
де c1 = 3; c2 = 3; c3 = 1.









1c913,273  , де п  знаходиться з перехідної характеристики біномі-
альної моделі 3-го порядку, а с023,0077,01,0п.eпп.c  ttt .

























  24,10791023,1913,2733 42
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13.5. Аналіз  моделювання  перехідних  процесів
Розрахунки перехідних процесів, що відбуваються в електроприводі
з керованою муфтою, виконані за створеною схемою моделювання у се-
редовищі пакета Simulink. В основу розробки даної схеми покладені струк-
турні схеми (див. рис. 13.2–13.4).
Графіки перехідних процесів кутової швидкості двигуна Д, веденого
диска муфти 1 та виконавчого механізму 2 при керуючих впливах елект-
родвигуна uзд = 14 В і муфти uзм = 24 В, навантаженні МС = 10 Нм
в момент  = 0,3 с, коефіцієнтах жорсткості k = = 300 Нм/рад та демп-
фіруванні  = 0,15 кгм2/с наведено на рис. 13.5. Як слід було сподіватися,
швидкість двигуна і веденого диска муфти в усталеному режимі збіга-
ються та мають аперіодичний характер, а вільні коливання кутової швид-
кості виконавчого механізму під дією сил в'язкого тертя згасають.
Графіки перехідних процесів виконавчого механізму при керуючому
впливі двигуна  uзд = 14 В і різних керуючих впливах муфти uзм наведено
на рис. 13.6. Видно, що при різному керуючому впливі та заданому часі
перехідного процесу змінюється рівень усталеного значення. Тому керу-
вання швидкістю виконавчого механізму за допомогою муфти відіграє
важливу роль.
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Рис. 13.6. Перехідний процес кутової швидкості виконавчого механізму
 з різним задавальним впливом електромагнітної муфти:
1 – uзм = 6 В; 2 – 8 В; 3 – 24 В
Рис. 13.5. Перехідні процеси кутової швидкості двигуна (1), веденого диска
муфти (2) і виконавчого механізму (3)
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14. ВИПАДКОВІ  ВЕЛИЧИНИ  І  ПРОЦЕСИ
ТА  ЇХ  ХАРАКТЕРИСТИКИ
У попередніх розділах була поставлена та розв'язана детермінована
задача спостереження. Однак теоретичний та практичний інтерес ви-
кликає розв'язок задачі оцінювання фазового вектора лінійної системи на
основі спостереження її виходу з урахуванням випадкових збурень та по-
милок вимірювань. Вона узагальнює детерміновану задачу спостере-
ження та у стохастичних термінах трактується як задача фільтрації. Ма-
тематичним апаратом для розв'язку задачі фільтрації є теорія ймовір-
ностей і теорія випадкових процесів.
Розглянемо основні відомості з теорії ймовірностей та теорії випад-
кових процесів, які необхідні для постановки та розв'язання задачі
фільтрації [3].
14.1. Випадкові  величини  та  їх  характеристики
Змінна величина X називається випадковою величиною, якщо те,
що вона при проведенні експерименту (при реалізації заданого комплек-
су умов) набуває значення, меншого від заданого числа x, тобто X < x,
є випадковою подією***.
Імовірність цієї події P(X < x) називається функцією розподілу та по-
значається F(x).
Якщо функція F(x) диференційовна, то її похідна dF(x)/dx називається
щільністю розподілу або щільністю імовірностей та позначається f(x):
dx
xdFxf )()(  .
***Випадкові події – це події, які при виконанні комплексу умов можуть
відбутися, а можуть і не відбутися.
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Інколи функцію розподілу F(x) також називають інтегральною функ-
цією розподілу або інтегральним законом розподілу, а щільність розподі-
лу f(x) – диференціальною функцією розподілу або диференціальним за-
коном розподілу.
Функція розподілу та щільність розподілу мають наступні власти-
вості:









Функції розподілу F(x) та f(x) є вичерпними характеристиками
випадкових величин. Але поряд з ними використовуються числові ха-
рактеристики: початкові та центральні моменти.
Початковим моментом s-го порядку випадкової величини X нази-
вається інтеграл





 )()(α xdFxdxxfxXM ssss ,
де M позначає операцію математичного сподівання.
Найбільш часто використовується момент 1-го порядку





 )()( xdFxdxxfxXMmx ,
який називається математичним сподіванням або середнім зна-
ченням.
Різниця xmXX 
~  називається центрованою випадковою вели-
чиною. Центральним моментом s-го порядку випадкової величини  X
називають математичне сподівання s-го степеня центрованої
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Найбільш часто використовується центральний момент 2-го порядку





 )()()()(~μ 2222 xdFmxdxxfmxXMXDD xxx ,
який має назву дисперсії.
Корінь квадратний з дисперсії xx Dσ  називається середнім квад-
ратичним відхиленням.
Випадкова величина X задовольняє нормальний закон або закон
Гаусса, якщо її щільність розподілу має вигляд
)σ2()( 22
2πσ
1)( mxexf  ,
де m – математичне сподівання;  – середньоквадратичне відхилення.
Вектор  T21 nXXXX  , компоненти якого є випадковими
величинами, називається випадковим вектором.
Вичерпними характеристиками випадкового вектора X  є n-вимірні
закони розподілу: n-вимірна функція розподілу та n-вимірна щільність
розподілу. Імовірність спільного виконання n нерівностей 11 xX  , 22 xX  ,
…, nn xX  :
),,,(),,,( 221121 nnnn xXxXxXPxxxF  















– n-вимірною щільністю розподілу.
Функція розподілу ),,,( 21 nn xxxF   та щільність розподілу
),,,( 21 nn xxxf   мають наступні властивості:
1) ),,,()( 111  xFxF n , ),,,,,(),,( 11   kkkk xxFxxF ;












При розгляді системи випадкових величин для характеристики за-
лежності між різними випадковими величинами, які входять у цю систе-
му, використовують умовні закони розподілу.
Умовним законом розподілу випадкової величини X, яка входить,
наприклад, у систему з двох випадкових величин (X, Y), називають її
закон розподілу, обчислений за умови, що інша випадкова величина Y
отримала визначене значення: Y = y. Його можна задавати як функцією
розподілу (позначається F(x/y)), так і щільністю розподілу (позначається
f(x/y)). Відповідно до теореми множення ймовірностей
)/()(),( 12 xyfxfyxf  .
Випадкові величини X та Y називають незалежними, якщо їх спільна
щільність розподілу дорівнює добутку їх щільностей розподілу:
)()(),( 112 yfxfyxf  .
Числовими характеристиками випадкового вектора X
 T21 nXXX   є такі:
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1) математичне сподівання
 T21][ nmmmXM  ,
де ][ ii XMm  ;
2) дисперсія
 T21][ nDDDXD  ,






























де  )()( jjiiij mxmxMK   – кореляційний момент випадкових вели-
чин Xi та Xj.
З означення кореляційного моменту ясно, що кореляційна матриця
є симетричною. Кореляційна матриця K є кореляційним моментом век-
торної випадкової величини та визначається наступним чином:
]
~~
[ TXXMK  .
14.2. Випадкові  процеси  та  їх  характеристики
Випадкову функцію X(t) можна визначити як сімейство випадкових
величин, які залежать від параметра t. Якщо параметр t є часом, то
функцію X(t) називають випадковим (імовірнісним, стохастичним) про-
цесом. При кожному експерименті випадкова функція X(t) набуває конк-
ретного вигляду x(t). Функція x(t) є детермінованою та називається реа-
лізацією випадкового процесу X(t). Випадкова функція X(t) при фіксова-
ному параметрі t є випадковою величиною, яка володіє законами розпо-
ділу F1(x, t) та f1(x, t), що залежать від часу.
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Функції F1(x, t) та f1(x, t) називають одновимірними законами розпо-
ділу, причому F1(x, t) називають одновимірною функцією розподілу,
а f1(x, t) – одновимірною щільністю розподілу.
Одновимірні закони розподілу не є вичерпними характеристиками
випадкового процесу X(t). Вони, наприклад, не дозволяють визначити, як
залежать одна від одної випадкові величини, які отримуються при різних
фіксованих значеннях t.
Більш повною характеристикою випадкових процесів є двовимірні
закони розподілу: функція розподілу F2(x1, t1; x2, t2) та щільність розподілу
f2(x1, t1; x2, t2). Але вони, як будь-які кінцеві закони розподілу, не є вичер-
пними характеристиками випадкового процесу X(t).
Для опису випадкових процесів поряд з функцією розподілу та
щільністю розподілу використовують моментні характеристики:



































де )]([)()(~ iii tXMtXtX   – центрована випадкова величина;
)]([ ii tXMm   – математичне сподівання (середнє значення) випадкової
величини )( itX .
Найчастіше використовують:
початковий момент 1-го порядку
)]([)( tXMtmx  ,
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який називають математичним сподіванням або середнім значен-
ням випадкового процесу X(t);
центральний момент 2-го порядку
 )(~)(~),( 2121 tXtXMttKx  ,
який називають кореляційною або автокореляційною функцією;
початковий момент 2-го порядку
)]()([),( 2121 tXtXMttBx  ,
який називають коваріаційною функцією. Її також записують у вигляді
)](),(cov[ 21 tXtX .
Очевидно, якщо математичне сподівання 0)]([ tXM , то кореля-
ційна та коваріаційна функції рівні між собою. При ttt  21  кореляційна
функція дорівнює дисперсії (дисперсійній функції):
),()]([ ttKtXD  .
Якщо X(t) та Y(t) – два випадкових процеси, то функція
 )(~)(~),( 2121 tYtXMttK xy 
називається взаємною кореляційною функцією. Якщо 0),( 21 ttK xy ,
тоді випадкові процеси X(t) та Y(t) називають некорельованими, а якщо
0),( 21 ttK xy , то корельованими.
Якщо )(tX  – векторний випадковий процес, то кореляційна функція
 )(~)(~),( 2Т121 tXtXMttK   являє собою симетричну матрицю, яку та-
кож називають кореляційною матрицею.
Математичне сподівання, кореляційна та коваріаційна функції мають
наступні властивості:
1) ),(),( 1221 ttKttK  , ),(),( 1221 ttBttB  ;
2) якщо )()()( ttXtY  , де )(t  – детермінована функція, то
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)()]([)]([ ttXMtYM  , ),(),( 2121 ttKttK xy  ;
3) якщо )()()( ttXtY  , де )(t  – детермінована функція, то
)()()( tmttm xy  , ),()()(),( 212121 ttKttttK xy  .
14.3. Деякі  типи  випадкових  процесів
1. Гауссів процес
Відбувається згідно з багатовимірним нормальним законом розподілу
Гаусса.
2. Стаціонарний процес
Випадковий процес X(t) називається стаціонарним, якщо
),;;,;,(),;;,;,( 22110022011 nnnnnn txtxtxFttxttxttxF  
при будь-яких t0 та n.
Для стаціонарного випадкового процесу X(t) математичне сподіван-
ня не змінюється протягом часу, а кореляційна функція залежить тільки
від одного параметра.
Дійсно,
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Нехай t0 = – t1. Тоді
)τ()(),( 1221 xxx KttKttK  ,
де  = t2 – t1.
Через властивість
),(),( 1221 ttKttK xx 
маємо
)τ()τ(  xx KK .
Таким чином, кореляційна функція стаціонарного випадкового про-
цесу є парною функцією.
Можна довести, що
)τ()0( xx KK  .
Стаціонарні випадкові процеси X(t) та Y(t) називаються стаціонарно
зв'язаними, якщо їх взаємна кореляційна функція залежить тільки від
одного параметра:
)τ(),( 21 xyxy KttK  .
Можна довести, що кореляційна функція стаціонарно зв'язаних про-
цесів X(t) та Y(t) є парною, тобто
)τ()τ(  xyxy KK .
3. Білий шум
Випадковий процес X(t) називають білим шумом, якщо його кореля-
ційна функція має вигляд
τ)δ()()τ,(  ttGtK x ,
де τ)δ( t  – дельта-функція Дірака.
Величина G(t) називається інтенсивністю білого шуму. Для стаці-
онарного процесу G(t) = G = const.
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Дельта-функція Дірака або одновимірна -функція за означенням має
наступні властивості:








 )0()(δ)( fdtttf .
Дельта-функція (t) неаналітична.
Зміщуючи особливість у точку , дельта-функцію Дірака можна за-




 )()(δ)( fdtttf .
14.4. Спектральна  щільність  стаціонарного  процесу
У теорії випадкових процесів поряд з описом сигналів у часовій об-
ласті застосовують частотне подання сигналів. Для цього вводять по-
няття спектральної щільності стаціонарного процесу.
Спектральною щільністю стаціонарного випадкового процесу X(t)





 ,                          (14.1)
де j – уявна одиниця.
Вона характеризує розподіл енергії процесу, що розглядається.
Випадкові величини і процеси та їх характеристики
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Кореляційна функція виражається за допомогою спектральної
щільності через зворотне перетворення Фур'є:
ω)ω(
π2
1)τ( ωτdeSK jxx 


 .                         (14.2)
Оскільки Kx() – парна функція, то Sx() також буде парною функ-














Взаємна спектральна щільність двох стаціонарних і стаціонарно






а їх взаємна кореляційна функція
ω)ω(
π2




Спектральна щільність Sy() вихідного сигналу Y(t) зв'язана зі спек-
тральною щільністю Sx() вхідного сигналу об'єкта співвідношенням [3]
)()()( 2  xy SjWS ,
де )( jW  – частотна передавальна функція об'єкта.
Для стаціонарного процесу інтенсивність G білого шуму є сталою вели-
чиною і дорівнює спектральній щільності Sx(), тобто G = Sx() (Sx() = const).
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15. ОПТИМАЛЬНА  ФІЛЬТРАЦІЯ  ВІНЕРА
У 1942 році американський математик Норберт Вінер розв'язав за-
дачу оптимальної фільтрації, яка полягала у визначенні передавальної
функції фільтра, який виділяє корисний сигнал із суміші цього сигналу
з перешкодою з мінімальною дисперсією похибки. Такий фільтр прийня-
то називати оптимальним фільтром Вінера або фільтром Вінера.
Визначення передавальної функції фільтра Вінера зазвичай відбуваєть-
ся у два етапи. На першому етапі виконується факторизація спектральної
щільності та визначається передавальна функція формуючого фільтра. Суть
факторизації зводиться до подання спектральної щільності у вигляді квад-
рата модуля деякої функції, що залежить від j. На другому заключному
етапі відшукується передавальна функція оптимального фільтра Вінера.
15.1. Формуючий  фільтр
Формуючим фільтром називається ланка, яка формує з білого шуму
випадковий процес із заданою спектральною щільністю [3].
Розглянемо лінійний фільтр з передавальною функцією Wф(p) та сиг-
налами на вході V(t) і на виході X(t) (рис. 15.1).
Будемо вважати вхідний сигнал V(t) білим
шумом з одиничною інтенсивністю. Тоді його
кореляційна функція Kv() = (), а спектраль-
на щільність, що дорівнює інтенсивності біло-
го шуму, Sv() = 1.
Оскільки інтенсивність білого шуму –
величина стала і дорівнює одиниці, то вхідний сигнал V(t) є стаціонар-
ним. Унаслідок цього вихідний сигнал X(t) в усталеному режимі буде




ф )ω()ω()ω()ω( jWSjWS vx  .                       (15.1)
Рис. 15.1. Формуючий
фільтр
 W p( )ф
V t( ) X t( )
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Відповідно до цієї формули та означення формуючого фільтра спект-
ральну щільність вихідного сигналу X(t) задамо у вигляді
2)ω()ω()ω()ω( jjjSx  .                      (15.2)
При цьому вважатимемо, що полюси та нулі функції (р) розташо-
вані у лівій півплощині.
Подання спектральної щільності у вигляді (15.2) називається її фак-
торизацією.
Порівнюючи (15.1) та (15.2), знаходимо при р = j передавальну
функцію формуючого фільтра
)()(ф ppW  .
15.2. Факторизація  спектральної  щільності
Розглянемо загальний випадок, коли спектральна щільність Sx()















При цьому припущенні степінь полінома H() строго менший від
степеня полінома G(), а рівняння G() = 0 не має дійсних коренів.
Через парність спектральної щільності Sx() поліноми H() та G()
містять тільки парні степені, а корені рівнянь H() = 0 та G() = 0 розта-
шовані симетрично відносно обох осей системи координат.












Розкладемо їх на елементарні множники та подамо спектральну
щільність у вигляді
   





















де H+, G+ – добуток елементарних множників, що відповідають кореням
рівнянь відповідно H() = 0 та G() = 0, розташованим у верхній півпло-
щині; H–, G– – добуток елементарних множників, що відповідають коре-
ням рівнянь H() = 0 та G() = 0 відповідно, розташованим у нижній
півплощині.
Позначимо
   HjjP m 0)( ;      GjjQ n 0)( .
Тоді можна довести, що
   HjjP m 0)( ;      GjjQ n 0)( .




















Зауважимо, що кореням рівнянь H() = 0 та G() = 0, розташованим
у верхній півплощині на площині коренів , на площині p = j відповіда-
ють ліві корені. Тому відповідно до побудови поліномів Р(р) та Q(р) усі
нулі та полюси передавальної функції формуючого фільтра розташовані
у лівій півплощині.
Приклад 1. Визначити передавальну функцію формуючого фільтра
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Розв'язання. У даному випадку нулями спектральної щільності
є комплексні числа 1 = 2j, 2 = –2j, а полюсами – 1 = j, 2 = –j, 3 = j,
4 = –j. Тому
jH 2 ,     2)2()( 0   jjjHjjP m ;
 2jG  ,        2220 1)(   jjjGjjQ n .








15.3. Фільтр  Вінера
























де )(ф jW  – частотна передавальна функція формуючого фільтра вхідно-
го сигналу )()()( tNtStX  ; )(tS  – корисний сигнал; )(tN  – шум (пе-
решкода); )( pX  та )(ˆ pS  – зображення за Лапласом вхідного сигна-
лу  )(tX  та оцінки )(ˆ tS  корисного сигналу )(tS ; )(xsS  – взаємна спек-
тральна щільність вхідного )(tX  та корисного )(tS  сигналів;    – ви-
раз, який отримується, якщо при розкладанні на прості дроби дробово-
раціональної функції, яка міститься у квадрат-
них дужках, виключити ті доданки, полюси
яких розташовані у нижній півплощині на ком-
плексній площині  або у правій півплощині на
комплексній площині p = j.
Вона відповідає мінімуму середнього квадрата похибки
)(ˆ)()( tStSte  :
min)]([ 2 teM .
Рис. 15.2. Фільтр Вінера
 W p( )X p( ) S p( )
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Приклад 2. Приймальний сигнал X(t) складається з корисного сиг-
налу S(t) з кореляційною функцією  3)( eK s  та перешкоди N(t) з ко-
реляційною функцією τ2)(  eK n . Сигнали S(t) та N(t) не корельовані
між собою  0)( snK . Визначити передавальну функцію фільтра Віне-
ра.





















Знайдемо частотну передавальну функцію формуючого фільтра.
Оскільки корисний сигнал S(t) та перешкода N(t) не корельовані, то
спектральна щільність приймального сигналу

























































































































   






















































Взаємна кореляційна функція приймального X(t) та корисного S(t)
сигналів
      )(~)(~)(~)(~)(~)( tStNtSMtStXMK xs
     )(~)(~)(~)(~ tStNMtStSM
   3)()()()(~)(~)( eKKKtNtSMK ssnss .

















Після цього знайдемо вираз, який міститься у квадратних дужках











































































































Відкинемо другий елементарний дріб, полюс якого розташований
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Шукана передавальна функція оптимального фільтра Вінера
  














































16. ФІЛЬТРИ   КАЛМАНА–Б'ЮСІ
При розв'язанні практичних задач дуже часто виникає ситуація, коли
необхідні для керування координати вектора стану об'єкта не вимірю-
ються або вимірюються з істотними випадковими помилками, а рух
об'єкта керування піддано випадковим впливам.
У таких ситуаціях керування визначається на основі результатів
оцінювання стану системи з мінімальною дисперсією фазових коорди-
нат. Таке оцінювання виконується спеціальним спостерігаючим при-
строєм – фільтром Калмана–Б'юсі [3, 11].
16.1. Фільтри  Калмана–Б'юсі  при  білих  шумах
Перейдемо до математичного формулювання задачі оптимальної
фільтрації (оцінювання) при білих шумах [3, 14].
Дана керована система
)(о tvuBxAx  , 00 )( xtx  ;                     (16.1а)
)(с tvxCy  ,                                (16.1б)
де А, В, С у загальному випадку є функціями часу; 0x  – випадкова век-
торна величина та )(),( со tvtv  – білі шуми відповідно об'єкта і спостере-
ження з імовірнісними характеристиками:
mxM ][ 0 ,   0T00 ))(( PmxmxM  ;
0)]([ о tvM ,   )τ(δ)()τ()( 0Tоо  ttQvtvM ;
0)]([ с tvM ,   )τ(δ)()τ()( 0Tсс  ttRvtvM ;
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  )τ(δ)()τ()( 0Tсо  ttSvtvM ,
00 , QP  – додатно напіввизначені матриці; 0R  – додатно визначена мат-
риця; випадкова величина 0x  не корельована із шумами )(о tv  та )(с tv .
Необхідно на основі спостереження виходу )(ty  на інтервалі [t0; t]
визначити незсунену  лінійну оцінку )(ˆ tx  фазового вектора )(tx , яка
забезпечує мінімум середнього квадрата похибки:








  .              (16.1в)
Незсунена оцінка )(ˆ tx  передбачає рівність її математичного споді-
вання математичному сподіванню дійсної величини )(tx , тобто
)]([)](ˆ[ txMtxM  .
Умова додатної визначеності матриці 0R  (матриці інтенсивності
шуму спостереження) означає, що жодна компонента виходу )(ty  не
вимірюється точно. Тому в цьому випадку задача оцінювання називається
несингулярною (невиродженою). Таким чином, задача (16.1) є несингу-
лярною задачею оптимального оцінювання (фільтрації).
Рівняння (16.1а) називається рівнянням об'єкта, рівняння (16.1б) –
рівнянням спостереження.
Теорема 1. Якщо шуми об'єкта та спостереження не корельовані
( 0)(0 tS ), то оцінка )(ˆ tx  є незсуненою та оптимальною в тому випадку,
коли вона знаходиться з рівняння
)ˆ(ˆˆ xCyGuBxAx  ,    mxMtx  00)(ˆ                  (16.2а)
з матрицею коефіцієнтів підсилення
1
0
T  RCPG ,                                         (16.2б)
147




TT QCPRCPAPPAP   ,   00 )( PtP  .          (16.2в)
Матриця P є дисперсійною матрицею помилки )(ˆ)( txtxe  :
)]()([ T teteMP  .
Рівняння (16.2в), яке вона задовольняє, також називають дисперсій-
ним рівнянням.
Теорема 2. Якщо шуми об'єкта та спостереження корельовані
( 0)(0 tS ), то оцінка )(ˆ tx  є незсуненою та оптимальною в тому випадку,




T )(  RSCPG ,                             (16.3а)




















        (16.3б)
Несингулярна задача оптимальної фільтрації (16.1) при некорельова-
них шумах уперше була розв'язана Р. Калманом та Р. Б'юсі. Тому фільт-
ри (16.2), (16.2а) і (16.3) називають фільтрами (спостерігачами) Калмана–
Б'юсі.
Відмітимо, що фільтри Калмана–Б'юсі мають ту ж саму структуру,
що і спостерігач повного порядку у детермінованому випадку. Відмінність
полягає в тому, що коли випадкові впливи не враховуються (тобто у де-
термінованому випадку), матриця коефіцієнтів підсилення обирається
довільно, а коли випадкові впливи враховуються, ця матриця визначаєть-
ся однозначно.
Приклад 1. Дана керована система
o4 vuxx  , 0)0( xx  ;
с3 vxy  ,
Фільтри  Калмана–Б'юсі
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де x0 – випадкова величина та )(o tv , )(с tv  – білі шуми з імовірнісними
характеристиками:
2][ 0 xM ,   0
2
0 ])2[( PxM  ,    20 P ;
0)]([ о tvM ,   τ)(δ)]τ()([ 0оо  tQvtvM ,   10 Q ;
0)]([ с tvM ,   τ)(δ)]τ()([ 0сс  tRvtvM ,   30 R ;
0)]τ()([ со vtvM ;
випадкова величина x0 не корельована iз шумами )(o tv  та )(с tv .
Необхідно визначити незсунену лінійну оцінку )(ˆ tx  випадкової вели-





2 min])ˆ[(  .
Розв'язання. У даному випадку незсунена лінійна оцінка )(ˆ tx  визна-
чається на основі теореми 1 з рівняння




T  RCPG ,




TT QCPRCPAPPAP   ,   0)0( PP  .
З рівнянь об'єкта та спостереження знаходимо А = 1, В = 4, С = 3.
Рівняння Ріккаті набуває вигляду
132 2  PPP .



























Структурна схема фільтра наведена на рис. 16.1.
Фільтри  Калмана–Б'юсі
16.2. Фільтр Калмана–Б'юсі при кольоровому шумі об'єкта
Кольоровим шумом називається небілий шум.






)1( xuBxAx  ,   )1(00




)2( ~vxAx  ,   )2(00
)2( )( xtx  ;                          (16.4б)
с
)1(
1 vxCy  ,                                   (16.4в)
де )2(0
)1(
0 , xx  – випадкові величини та o
~v , сv  – білі шуми об'єкта і спосте-
реження відповідно з  імовірнісними характеристиками:
  1)1(0 mxM  ,      01T1)1(01)1(0 PmxmxM   ;
  2)2(0 mxM  ,      02T2)2(02)2(0 PmxmxM   ;
  0~о vM ,     τ)(δ)(~)τ(~)(~ 0Tоо  ttQvtvM ;
Рис. 16.1. Структурна схема фільтра
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0][ с vM ,     τ)(δ)()τ()( 0Tсс  ttRvtvM ;
  0)τ()(~ Tсо vtvM ,
де P01, P02, 0
~Q  – додатно напіввизначені матриці; R0 – додатно визначе-
на матриця; випадкові величини )1(0x , 
)2(
0x  не корельовані з шумами )(
~
о tv
та )(с tv .
Необхідно на основі спостереження вектора виходу )(ty  на інтер-
валі [t0; t] визначити незсунену лінійну оцінку )(ˆ
)1( tx  фазового векто-
ра )()1( tx , яка забезпечує мінімум середнього квадрата похибки:









  .           (16.4г)
Рівняння (16.4а) цієї системи є рівнянням об'єкта, в якому )()2( tx  –
кольоровий шум об'єкта; (16.4б) – рівняння формувача, який з білого
шуму )(~о tv  формує кольоровий шум об'єкта )(
)2( tx ; (16.4в) – рівняння
спостереження.
Сформульовану задачу (16.4) зведемо до несингулярної задачі опти-
мальної фільтрації при білих шумах.










































































P ,   T00
~ KQKQ  .
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Тоді поставлену задачу зведемо до наступної:
)(o tvuBxAx  ,   00 )( xtx  ;
)(с tvxCy  ;                                   (16.5)









де 0x  – випадкова величина та )(,
~
сoo tvvKv   – білі шуми з імовірнісни-
ми характеристиками:
mxM ][ 0 ,     0T00 ))(( PmxmxM  ;
0][ о vM ,     τ)(δ)()τ()( 0Tоо  ttQvtvM ;
0][ с vM ,     τ)(δ)()τ()( 0Tсс  ttRvtvM ;
  0)τ()( Tсо vtvM ;
початковий фазовий вектор 0x  не корельований з білими шумами )(о tv
та )(с tv .
Задача (16.5) є несингулярною задачею оптимального оцінювання з не-
корельованими білими шумами об'єкта та спостереження. Її розв'язок ви-
значається за теоремою 1 та являє собою фільтр Калмана–Б'юсі при білих
шумах. Тому згідно з цією теоремою для оптимальної оцінки маємо
)ˆ(ˆˆ xCyGuBxAx  ,   mtx )(ˆ 0 ;                   (16.6а)
1
0




TT QCPRCPAPPAP   ,   00 )( PtP  .                (16.6в)
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P ,                                   (16.7)
де P21 = P12 в силу симетрії матриці P.
Підставимо вирази (16.4д) і (16.7) у формули (16.6а) та (16.6б). Тоді


















































)1( xCyGxuBxAx  ,   10




)2( xCyGxAx  ,   20
)2( )(ˆ mtx  .
Матрична структурна схема фільтра Калмана–Б'юсі при кольорово-
му шумі об'єкта наведена на рис. 16.2.
Вона містить моделі об'єкта 1 і формувача 2 та зворотні зв'язки
з матричними коефіцієнтами G1 та G2.
Рис. 16.2. Матрична структурна схема фільтра Калмана–Б'юсі
при кольоровому шумі об'єкта
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Приклад 2. Сформувати математичну модель фільтра Калмана–
Б'юсі для системи
211 2 xxx  ,   
0
11 )0( xx  ,
с1 vxy  ,
де x2 – кольоровий шум об'єкта з імовірнісними характеристиками:
  02 xM ,      etxtxMK x 2
1)()()( 222 ;
початкове випадкове значення 01x  і білий шум спостереження )(с tv  не
корельовані ні між собою, ні з шумом об'єкта x2(t) та мають наступні
характеристики:
  001 xM ,     2)( 201 xM ,     0)(с tvM ,
τ)(δ)]τ()([ сс  ttvtvM .












































































































,   o22 ~vxpx  ,   o22
~vxx  ,
де o~v  – білий шум з нульовим середнім значенням (   0~o vM ) та оди-





















B ,  01C , 201 P , 2
1)0(
202  xKP ;

















































Фільтр Калмана–Б'юсі описується рівняннями
)ˆ(ˆˆ2ˆ 11211 xygxxx  ,     0)0(ˆ 011  xMx ;
















































TT QCPRCPAPPAP   ,   0)0( PP  .



























































































Перейдемо до скалярної форми рівнянь. У силу симетрії матриці Р
(p12 = p21) отримаємо
2
11121111 24 pppp  ;
1211221212 ppppp  ;
12 2122222  ppp .
Початкові умови мають вигляд
2)0(11 p ;   0)0(12 p ;   2
1)0(22 p .
16.3. Фільтр  Калмана–Б'юсі  при  кольоровому  шумі
спостереження
Розглянемо задачу оптимальної фільтрації при білому шумі об'єкта
та кольоровому шумі спостереження [3].
Постановка задачі. Нехай керована система описується рівняннями
ovuBxAx  ,  00 )( xtx  ;                        (16.8а)
zxCy  ~~ ;                                           (16.8б)
с
~vzDz  ,                                           (16.8в)
де 0x  – випадкова векторна величина та со
~, vv  – білі шуми об'єкта
і спостереження відповідно з імовірнісними характеристиками:
mxM ][ 0 ,   0T00 ))(( PmxmxM  ;
0][ о vM ,   )()()()( 0Tоо  ttQvtvM ;
0]~[ с vM ,   )()(~)(~)(~ 0Tсс  ttRvtvM ;
  )()(~)(~)( 0Tсо  ttSvtvM ,
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00 , QP  – додатно напіввизначені матриці; 0
~R  – додатно визначена мат-
риця; випадкова величина 0x  не корельована iз шумами )(о tv  та )(
~
с tv .
Необхідно на основі спостереження вектора виходу )(~ ty  на інтер-
валі [t0; t] визначити незсунену лінійну оцінку )(ˆ tx  фазового вектора )(tx ,
яка забезпечує мінімум середнього квадрата похибки:








  .                 (16.8г)
У цій задачі (16.8а) є рівнянням об'єкта, (16.8б) – рівнянням спосте-
реження, в якому )(tz  – кольоровий шум спостереження, (16.8в) – рівнян-
ням формувача, що формує з білого шуму )(~с tv  кольоровий шум спосте-
реження )(tz .
Сформульовану задачу зведемо до несингулярної задачі оптималь-
ної фільтрації при білих шумах.
Продиференціюємо (16.8б) за t:
zxCxCy   ~~~ .                                (16.9)
















                    (16.10)
Уведемо новий вектор спостереження
yDuBCyy ~~~   .                                  (16.11)




















     (16.12)
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Позначимо
CDACCC ~~~   ,   сoс
~~ vvCv  .
Тоді
сvxCy  .
Покажемо, що сv  є білим шумом:
    
      
       

















































~~~~~~~ RCSSCCQCR  .
Знайдемо взаємну кореляційну функцію шумів )(o tv  та )(с tv :
      




























~~ SCQS  .
З цієї рівності випливає, що шуми )(о tv  та )(с tv  корельовані, хоча
шум об'єкта )(o tv  та шум )(
~
с tv  на вході формувача можуть бути не-
корельованими ( 0~0 S ).
Будемо вважати матрицю R0 додатно визначеною. За цієї умови по-
ставлена задача звелася до несингулярної задачі оптимальної фільтрації
Фільтри  Калмана–Б'юсі
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при білих корельованих шумах )(o tv  та )(с tv . Її розв'язок знаходиться за
теоремою 2 та являє собою фільтр Калмана–Б'юсі при корельованих білих
шумах об'єкта та спостереження:
)ˆ(ˆˆ xCyGuBxAx  ,   mtx )(ˆ 0 ;                (16.13а)
  100T  RSPCG ;                                (16.13б)



















             (16.13в)
Новий вектор спостереження )(ty  визначається виразом (16.11).
Однак цей вираз містить похідну y~ , що робить необхідним диференцію-
вання змінної, яка спостерігається, а це небажано.
Розглянемо інший спосіб отримання оптимальної оцінки, що виклю-
чає необхідність диференціювання [3].
Уведемо вектор x~ , який пов'язаний з x̂  співвідношенням
yGxx ~~ˆ  .                                     (16.14)
Підставимо вирази (16.14) та (16.11) в (16.13а):




   ;
yGCGxGCyGDuBCGyGuByAGxAyGyGx ~~~~~~~~~~   ;
      yGDGGGCAuBCGBxGCAx ~~~~   ,
)(~)()(~ 000 tytGmtx  .
У це рівняння похідна y~  не входить. З нього визначається x~ , а потім
з (16.14) знаходиться оцінка )(ˆ tx .
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Приклад 3. Сформувати систему рівнянь для визначення оптималь-
ної оцінки сталої величини x за спостереженням zxy ~ , де z – кольо-
ровий шум з математичним сподіванням 0][ zM  та кореляційною фун-
кцією    etztzMK z 2
1)()()( .  Математичне сподівання
  0)0( mxM  та дисперсія   2)0( 02  PxM .
Розв'язання. У даному випадку рівняння об'єкта має вигляд
0x .














 deedeKS jjzz .
Рівняння формувача, що відповідає даній спектральній щільності,
с
~vzz  ,
де с~v  – білий шум з нульовим середнім значенням   0)(~с tvM  та оди-
ничною інтенсивністю  τ)(δ)]τ(~)(~[ сс  tvtvM .
У даному випадку
0А ,   0B ,   1~ C ,   00 Q ,   1D ,   1
~
0 R ,   0
~
















             (16.16)
Незсунена лінійна оцінка )(ˆ tx  визначається із системи рівнянь
yGxx ~~ˆ  ;                                         (16.17а)
      yGDGGGCAuBCGBxGCAx ~~~~   ;     (16.17б)
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)0(~)0()0(~ yGmx  ;                         (16.17в)
  100T  RSPCG ;                                  (16.17г)



















        (16.17д)
Підставимо до рівняння (16.17д) цієї системи вирази (16.15) та (16.16).
Тоді отримаємо
2PP  .






 .                                     (16.18)
Таким чином, система рівнянь (16.17а) та (16.17б) з початковою
умовою (16.17в) для визначення незсуненої оптимальної оцінки остаточ-
но набуде вигляду
yGxx ~~ˆ  ;
yGGGxGx ~)(~~ 2   ,   )0(~)0()0(~ yGx  ,









17. НАСТРОЙКА   РЕГУЛЯТОРІВ   СИСТЕМИ
ПІДПОРЯДКОВАНОГО   РЕГУЛЮВАННЯ
ТИРИСТОРНОГО   ЕЛЕКТРОПРИВОДА
17.1. Структурна  схема  тиристорного  електропривода
з  підпорядкованим  регулюванням
Система підпорядкованого регулювання тиристорного електропри-
вода – двоконтурна з каскадним вмиканням регуляторів. Її назва пояс-
нюється тим, що вихідний сигнал регулятора, який включено до зовніш-
нього контуру, є задавальним для регулятора, що включений до внутріш-
нього контуру, тобто один регулятор підпорядкований іншому.
Структурна схема системи підпорядкованого регулювання елект-
ропривода без урахування ЕРС двигуна постійного струму наведена на
рис. 17.1 [13, 14, 18].
У такій системі використовують П- і ПІ-регулятори. Стандартну на-
стройку таких регуляторів виконують на модульний (технічний) та си-
метричний оптимуми з використанням фільтрів Баттерворта.
Рис. 17.1. Структурна схема системи підпорядкованого регулювання електро-
привода з двигуном постійного струму:
РШ – регулятор швидкості; РС – регулятор струму; ТП – тиристорний перетворювач;
ЕП – електропривід; ДС – датчик струму; ДШ – датчик швидкості
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Настройка контурів регулювання проводиться незалежно та послідов-
но від внутрішнього контуру до зовнішнього. Внутрішній контур завж-
ди настроюють на технічний оптимум.
Настройка на технічний оптимум забезпечує мале перерегулюван-
ня та достатньо високу швидкодію.
17.2. Настройка регулятора контуру струму на технічний
оптимум
Виконаємо настройку регулятора контуру струму системи підпоряд-
кованого регулювання (див. рис. 17.1) на технічний оптимум.
Передавальна функція розімкненого контуру струму






У цьому виразі Tе >> TТП.
Щоб компенсувати електромагнітну сталу часу якірного кола Tе,
необхідно, щоб у чисельнику передавальної функції регулятора струму
WРС(p) був множник (Tе p + 1).




















kkkpW .        (17.1)
Бажана передавальна функція розімкненого контуру струму, що відпо-





pW ,                                 (17.2)
де T = ТTП.
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Цій передавальній функції відповідає логарифмічна амплітудна ча-
стотна характеристика (ЛАЧХ), яка наведена на рис. 17.2.
Настройка регуляторів системи підпорядкованого регулювання ...
Прирівнюємо (17.1) та (17.2):













Таким чином, знайдено необхідне значення коефіцієнта підсилення
регулятора струму kРС.
Система підпорядкованого регулювання з настроєним ПІ-регулято-
ром струму є астатичною відносно керування та статичною за відно-
шенням до збурення.
17.3. Настройка регулятора контуру швидкості на технічний
оптимум
Виконаємо настройку регулятора контуру швидкості системи підпо-
рядкованого регулювання (див. рис.17.1) на технічний оптимум.
Рис. 17.2. Логарифмічна амплітудна частотна характеристика, що відповідає
передавальній функції фільтра Баттерворта 2-го порядку
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Передавальна функція послідовно з'єднаних ланок настроєного на






















































Структурна схема двоконтурної системи регулювання з настроєним
на технічний оптимум контуром струму наведена на рис. 17.3.
У залежності від технічних вимог ця система може бути настроєна
на технічний або симетричний оптимум.
При настройці на технічний оптимум знайдемо передавальну функ-
цію розімкнутого контуру швидкості:
Рис. 17.3. Структурна схема двоконтурної системи регулювання з настроєним







kkpWpW ,                       (17.3)
де  Jkk Д0 /1 .
Бажана передавальна функція, що відповідає фільтру Баттерворта
2-го порядку, як було зазначено, має вигляд










pW                (17.4)
де T = 2TТП.
Прирівнюємо (17.3) та (17.4):

















Цей вираз показує, що для настройки системи на технічний опти-
мум слід використати у контурі швидкості П-регулятор.
Можна довести, що двоконтурна система підпорядкованого регулю-
вання з пропорційним регулятором швидкості буде мати швидкісну ста-
тичну похибку, тому що збурення MС(р) прикладене перед інтегруваль-
ною ланкою. Щоб позбавитися цієї похибки, регулятор швидкості настро-
юють на симетричний оптимум.
17.4. Настройка регулятора швидкості на симетричний
оптимум
В основі настройки регулятора швидкості на симетричний оптимум
покладена логарифмічна амплітудна частотна характеристика фільтра
Баттерворта 3-го порядку (рис. 17.4).







TppW .                             (17.5)
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kkpWpW .                   (17.6)
Прирівнюючи (17.5) і (17.6) та взявши до уваги, що T  = 2TТП, отримаємо






































Цей вираз показує, що під час настройки контуру швидкості на си-
метричний оптимум необхідно використати ПІ-регулятор швидкості.
Рис. 17.4. Логарифмічна амплітудна частотна характеристика
фільтра Баттерворта 3-го порядку
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