In this paper, we study the Marcinkiewicz-type strong law of large numbers, Hajek-Renyi-type inequality and other inequalities for negatively superadditive dependent (NSD) sequences. As an application, the integrability of supremum for NSD random variables is obtained. Our results extend the corresponding ones of Christofides and Vaggelatou (J. Multivar. Anal. 88:138-151, 2004) and Liu et al. (Stat. Probab. Lett. 43:99-105, 1999). MSC: 60F15
Introduction
Let {X n , n ≥ } be a sequence of random variables defined on a fixed probability space Definition . (Hu [] ) A random vector X = (X  , X  , . . . , X n ) is said to be negatively superadditive dependent (NSD) if
where X *  , X *  , . . . , X * n are independent such that X * i and X i have the same distribution for each i and φ is a superadditive function such that the expectations in (.) exist.
Hu [] gave an example illustrating that NSD does not imply NA, and Hu posed an open problem whether NA implies NSD. Christofides and Vaggelatou [] solved this open problem and indicated that NA implies NSD. Negatively superadditive dependent structure is an extension of negatively associated structure and sometimes more useful than negatively associated structure. Moreover, we can get many important probability inequalities for NSD random variables. For example, the structure function of a monotone coherent system can be superadditive [] , so inequalities derived from NSD can give one-side or two-side bounds of the system reliability. The notion of NSD random variables has wide applications in multivariate statistical analysis and reliability theory.
Eghbal et al.
[] derived two maximal inequalities and strong law of large numbers of quadratic forms of NSD random variables under the assumption that {X i , i ≥ } is a sequence of nonnegative NSD random variables with EX r i < ∞ for all i ≥  and some r > . Eghbal Throughout the paper, X *  , X *  , . . . , X * n are independent such that X * i and X i have the same distribution for each i. C denotes a positive constant not depending on n, which may be different in various places. a n b n represents that there exists a constant C >  such that a n ≤ Cb n for all sufficiently large n. 
Preliminaries
Lemma . (Hu []) If (X  , X  , . . . , X n ) is NSD, then (X i  , X i  , . . . , X i m ) is NSD for any  ≤ i  < i  < · · · < i m ,  ≤ m < n. Lemma . (Hu []) Let X = (X  , X  , . . . , X n ) beE max ≤k≤n k i= X i  ≤  n i= EX  i . Lemma . (Shen et al. []) Let {X n , n ≥ } be a sequence of NSD random variables. As- sume that ∞ n= Var X n < ∞, (.) then ∞ n= (X n -EX n ) converges almost surely.
Main results
Theorem . (Marcinkiewicz-type strong law of large numbers for NSD) Let {X n , n ≥ } be a sequence of NSD identically distributed random variables. There exists some  < p <  such that
Therefore P(X n = Y n , i.o.) =  follows from the Borel-Cantelli lemma. Thus (.) is equivalent to the following:
So, in order to prove (.), we need only to prove
Firstly, we prove (.). According to Lemma ., it suffices to prove
Notice that
Secondly, we prove (.).
It is easy to see that
Therefore, it has lim n→∞ EY n = . By Lemma ., we can get (.) immediately.
we can get (.) from Kronecker's lemma.
(iii) If  < p < , by EX  =  and (.),
Thus we can also get (.) from Kronecker's lemma.
Theorem . Let {X n , n ≥ } be a sequence of NSD random variables with mean zero and finite second moments. Let {b n , n ≥ } be a sequence of positive nondecreasing real numbers. Then, for any ε >  and n ≥ ,
Proof Without loss of generality, we may assume that we let v(i) = max{k : k ∈ A i } and t n be the index of the last nonempty set A i . Obviously,
By Markov's inequality and Lemma ., we have
Now we estimate
follows from the definition of v(i). Therefore
Combining (.) with (.), we obtain (.) immediately.
Theorem . Let {X n , n ≥ } be a sequence of NSD random variables with mean zero and finite second moments. Let {b n , n ≥ } be a sequence of positive nondecreasing real numbers.
Then, for any ε >  and for any positive integer m < n,
Proof Observe that
For I, by Markov's inequality, we have
For II, we will apply Theorem . to
thus, by Theorem ., we obtain
Therefore the desired result (.) follows from (.)-(.) immediately.
Theorem . Let {b n , n ≥ } be a sequence of positive nondecreasing real numbers. Let {X n , n ≥ } be a sequence of NSD random variables with mean zero and
Proof For ∀ < r < , t > , by Theorem ., it follows that
Example . Similar to the proof of Theorem . of Shen et al.
[], we can get the following inequalities for NSD random variables.
Let p ≥ . Suppose that {X n , n ≥ } is a sequence of NSD random variables with mean zero and E|X n | p < ∞. Then, for n ≥ ,
where C p is a positive constant depending only on p. 
