This article is concerned with inference in parametric copula setups, where both the marginals and the copula have parametric forms. For such models, two-stage maximum likelihood estimation, often referred to as inference function for margins, is used as an attractive alternative to the full maximum likelihood estimation strategy. Previous studies of the two-stage maximum likelihood estimator have largely been based on the assumption that the chosen parametric model captures the true model that generated data. We study the impact of dropping this true model assumption, both theoretically and numerically. We first show that the two-stage maximum likelihood estimator is consistent for a well-defined least false parameter value, different from the analogous least false parameter associated with the full maximum likelihood procedure. Then we demonstrate limiting normality of the full vector of estimators, with concise matrix notation for the variance matrices involved. Along with consistent estimators for these, we have built a modelrobust machinery for inference in parametric copula models. The special case where the parametric model is assumed to hold corresponds to situations studied earlier in the literature, with simpler formulas for variance matrices.
Introduction and copula models
The popularity of copula modelling and methods has increased rapidly in the last decade and now they are regularly used in fields like biostatistics, hydrology, finance and actuarial science, see Embrechts [10] . One of the more popular estimation techniques for parametric copulas with parametric margins is the two-stage maximum likelihood estimation (two-stage ML estimation), first introduced by Shih and Louis [33] . This two-stage method is also often referred to as inference function for margins (IFM). The asymptotic behaviour and efficiency of this method have been studied both theoretically and numerically by Shih and Louis [33] , Xu [37] , Joe [18, 19] , Andersen [5] and Kim et al. [23] .
Although the insights and results from these studies are fruitful, they are generally based on the assumption that the chosen copula and marginal distributions are the true model that generated data. We refer to this as the 'true model assumption', and the limitations and impact of this assumption for two-stage ML estimation in copula contexts have not been studied earlier, to our knowledge. Andersen [4] has worked with model robust versions of asymptotic variances. This was in the context of composite likelihoods, however, and her work does not give attention to the inference and impact of model robustness. In this paper we develop model robust inference methods based on twostage ML estimators, and study their theoretical and numerical properties under possible model misspecification.
Our technical setting is as follows. Let (Y 1 , . . . , Y d ) be a d-variate continuous stochastic variable originating from a joint density g(y 1 , . . . , y d ), and let further y i = (y i,1 , . . . , y i,d ) for i = 1, . . . , n be independent observations of this variable. Typically, this true joint distribution g is unknown. Let f (y 1 , . . . , y d , η) be our choice of parametric approximation of g, with η the parameter vector, belonging to some connected subset of the appropriate Euclidean space. Further, G and F(·, η) indicate cumulative distribution functions corresponding to g and f (·, η), respectively. In addition, G j (y j ) and F j (y j , α j ) indicate the j-th marginal distribution functions corresponding to G and F(·, η) respectively, with α j the parameter vector pertaining to modelling margin component j.
Starting from the joint distribution F(·, η) under certain regularity conditions, Sklar's theorem [34] implies that there exists a copula C(u 1 , . . . , u d , θ) that satisfies F(y 1 , . . . , y d , η) = C(F 1 (y 1 , α 1 ), . . . ,
with θ the vector of parameters for the copula. For the full parameter vector, now conveniently blocked into parameters for margins and the part for the copula, we use η = (α , θ ) = (α 1 , . . . , α d , θ ) . 
where c(u 1 , . . . , u d ) = ∂ d C(u 1 , . . . , u d , θ)/∂u 1 . . . ∂u d and f j (y j , α j ) = ∂F j (y j , α j )/∂y j (see Nelsen [30] ). Analogously, we can decompose the true density g into marginal densities and copula density and obtain One of the most important families of copulas is the Archimedean copula family. An Archimedean family copula has the form
where φ is its generator. One of the most common Archimedean copulas is the Gumbel copula, which is defined as
Another member of the family is the Frank copula, defined as
For further parametric copula constructions, see, e.g., Genest and Favre [11] , Genest and Rivest [12] , Joe [18, 20] , Nelsen [30] , and with several multiparameter copula models exhibited and discussed in Coles et al. [9] , Nikoloulopoulos et al. [31] . The further structure of this paper is as follows. In Section 2, we briefly describe how the two-stage ML estimation method works. In Section 3, we first derive the limit distribution for two-stage ML estimators outside model conditions, including proof of consistency towards the relevant least false parameter. After this, we examine consequences of the true model assumption for the asymptotic distribution. The resulting model non-robust asymptotic variance formula is essentially similar to that given in Joe [19] , but one difference is that we choose to use quantities that are more in line with the classical ML estimation theory. Our results give rise to clear recipes for confidence intervals, confidence curves, and hypothesis tests, based on two-stage ML estimators, discussed in Section 4.
In Sections 5 and 6 we study the numerical behavior of our model robust inference methods against that of the model non-robust version by using a set of simulations and a data set of Norwegian precipitation. Generally speaking, the two-stage ML estimator η has a variance matrix, say Σ, for which our apparatus provides two estimators, say Σ A computed under model conditions and Σ B using the model-robust machinery. When the true model really is captured by the candidate model, then both variance matrix estimators tend to be in agreement. Next, when the data generating mechanism lies outside the model, the second method aims at the correct matrix, whereas the first is not consistent.
The disagreement between these two variance matrix estimators gets larger as the degree of misspecification increases. Furthermore, we observe that a high degree of model misspecification may lead to situations where the limiting variance matrix of the two-stage ML estimator is smaller than the corresponding variance matrix of the full ML estimator. This can not happen when the data generating mechanism is inside the parametric model. By classical theorems on the optimality of ML estimators, such as the Hájek-Le Cam convolution theorem [14] , each competing sequence of estimators will have a limiting variance matrix at least as large as the one for ML estimation (the matrix difference is nonnegative definite), under model conditions and a few further regularity assumptions on competitors. But these optimality theorems for ML estimation do not apply when the data generating mechanism is outside the parametric model.
In Section 7, our methods and results are used to examine the mean squared error properties of both full and twostage maximum likelihood estimators for any given focus parameter. This also leads to a new Focused information criterion for copulas, when examining different candidate models. In our final Section 8 we offer a list of concluding remarks, some pointing to further research work. In particular, we mention model selection criteria, and explain briefly that our two-stage ML machinery may be extended to classes of conditional copula regression models.
Two-stage maximum likelihood

Maximum likelihood and Kullback-Leibler divergence
With observations from a model parametrized via a parameter vector η, the ML estimator η is the maximizer of (η), the log-likelihood function of the model for the given observations. Properties of ML estimators are extensively covered by the classic literature in statistics, including Le Cam [28] , White [36] and Casella and Berger [6] . In this paper, we use ' ' to indicate that a quantity is estimated by full or joint ML, and ' ' to indicate that the quantity in question is estimated by two-stage ML, covered in Section 2.2.
The Kullback-Leibler (KL) divergence [27] measures the extent to which one probability distribution diverges from another. The KL divergence from g to f is defined as
dy.
In our technical setting, the true density g is the same for all models. Thus, minimizing the KL divergence is equivalent to maximizing g(y) ln f (y, η) dy. Under the usual regularity assumptions and assuming that the integral is finite, the law of large numbers gives
Here and later it is understood that the convergence relates to the sample size n growing beyond bounds. The above result implies under mild and standard regularity conditions that η, the ML estimator of η, will tend asymptotically to η 0,ML , the least false parameter value and the maximizer of g(y) ln f (y, η) dy. Thus,
In other words, the η 0,ML is the parameter vector making the candidate model closest to the true model, in the sense of KL. When the parametric model is correctly specified (i.e., g(y) = f (y, η 0,ML ), for a suitable η 0,ML ), the minimum of the KL divergence is zero and η 0,ML is called true parameter value.
By applying the decomposition (2) on our setting and f (y, η), we have that η is a consistent estimator of the least false parameter η 0,ML , say η 0,ML = (α 0,ML , θ 0,ML ) .
Two-stage maximum likelihood estimator
When the dimension of the copula (d) gets higher, the ML estimator becomes computationally more demanding and not even feasible when the number of parameters is high [18] . To avoid this problem, the two-stage ML is a natural alternative estimation strategy, first proposed, for the two-dimensional case, by Shih and Louis [33] .
When parametric families for the copula and the margins are chosen, the two-stage ML estimator works as follows.
Then, θ is estimated by maximizing ( α, θ) with respect to θ, yielding
There are p 1 + . . . + p d + q parameters and equations here, where p j is the dimension of α j and q the dimension of θ. In the next section we demonstrate limiting normality for the full p 1 + . . . + p d + q-dimensional η. Note that since the main focus of this paper is two-stage ML estimation, we will simplify the notation for the least false parameter of two-stage ML by using η 0 = η 0,2ML throughout this paper.
Large-sample behaviour of two-stage maximum likelihood estimators
To work out clear limit theorems for the two-stage ML estimators we are helped by the following regularity assumptions: A1 η ∈ Θ, where Θ is compact. A2 ln f j (y, α j ) is twice differentiable with respect to α j . A3 ln c (F 1 (y 1 , α 1 
is thrice differentiable with respect to α and θ. A4 There exists a function R(y j ) such that E G [R(Y j )] < ∞ and ln f j (y j , α j ) ≤ R(y j ) for all y j , α j . A5 There exists a function R(y, α) such that E G [R(Y, α)] < ∞ and |ln c(y, α, θ)| ≤ R(y, α) for all y, α, θ.
In stage 1 of two-stage ML estimation, the parameters of each margin are estimated by using separate ML estimation. We may consequently use large-sample results from ML estimation theory directly, regarding the behavior of α j . In particular, the estimator α j is now aiming for the least false value instead of the usual true parameter value under the true model assumption.
Large-sample results for stage 1 of two-stage ML estimation
The model-robust asymptotic proprieties of the ML estimator are already covered by White [36] . Here, we briefly recap the result. Lemma 1. Let α be the ML estimator of the margin parameter vector α = (α 1 , . . . , α d ) from stage 1 and let α 0 = (α 0,1 , . . . , α 0,d ) be the least false value. Then we have
We have used H α j (y j , α j ) for the Hessian matrix operation on ln f j (y j , α j ).
For the proof, see the proof of Theorem 3.2 in White [36] . Under the assumption that the margins are correctly specified, it holds that K α j = I α j . When j k, however, it holds in general that K α j ,α k 0. The asymptotic variance matrix will hence keep the sandwich form even under the assumption that margins are correctly specified.
Large-sample results for stage 2 of two-stage ML estimation
Under the assumption that all margins and the copula are correctly specified, it is well known that θ is a consistent estimator of the true parameter value θ 0 (i.e., KL(c 0 , c(·, θ 0 )) = 0). However, without this assumption, the consistency of θ needs more care, also since it needs to be clarified precisely what it is aiming for.
and assume that there is θ 0 , a unique and well-separated point of maximum of M(α 0 , θ), which satisfies sup{M(α 0 , θ) : d(θ, θ 0 ) < ε} < M(α 0 , θ 0 ) for every ε > 0; here d(θ, θ 0 ) refers to Euclidean distance. Let M n ( α, θ) be the stage 2 sample version of M(α 0 , θ),
where the α j are the estimates from the stage 1. Then θ, the maximizer of M n ( α, θ), is a consistent estimator of θ 0 , the least false parameter value.
The proof is given in the supplementary material [25] . So, under margin and copula misspecification, θ is still consistent, but for the appropriate least false parameter value, rather than for any 'true' parameter value. The divergence in question is of the KL type form
This leads to a precise notion of the least false parameter vector η 0 = (α 0 , θ 0 ) associated with two-stage ML estimation. Based on the consistency lemma above, we now derive the model robust asymptotic distribution of the two-stage ML estimator. Proposition 1. With η the two-stage ML estimator of η, we have
The proof is given in the supplementary material [25] . Compared to the results from Xu [37] and Joe [19] where margins and copula are assumed to be correctly specified, the asymptotic variance expression in Proposition 1 has a more general form. Writing it in block matrix form gives
where
Andersen [4] has a similar result, but in the context of a composite likelihood construction.
Further, since the two-stage ML estimator can be seen as a special case of the generalized method of moments (GMM) in econometrics, Proposition 1 and Lemma 2 can also be seen as the direct result of consistency and asymptotic normality of the GMM estimator with the optimal weight matrix W = K −1 η . See Hall [15] for details of the GMM estimator. Similarly, Proposition 1 can also be derived by using the theories of estimating equations, like in Section 5.5 of Joe [20] .
Since the main focus of our paper is finding the exact effect of the true model assumption (i.e., f = g), we now look at how the true model assumption simplifies the result from Proposition 1. As already mentioned in Section 3.1, the true model assumption in stage 1 gives equality K α j = I α j for all j = 1, . . . , d, where d indicates the dimension of the data.
Joe [19] implements this result by replacing each I α j with K α j in his asymptotic variance formula. Although this method is theoretically correct, it is not the most economical way of stating results, since V η contains more I α j 's than K α j 's (note that every K α j is 'sandwiched' by I α j in (3)). In addition, this is in opposition to the usual practice of maximum likelihood theory, where the asymptotic variance is defined and used as the inverse of Fisher information, as opposed to the variance of the score function vector.
Thus, under the true model assumption, we choose to simplify V η by replacing K α with
Although our method is theoretically the same as that of Joe [19] , it will make a difference in practice since it is almost never the case that the two matrices K α j and I α j , though identical qua population quantities, have empirical estimates that are very close.
Lemma 3.
Under the assumption that the margins and copula are correctly specified, it holds that K α,θ = 0.
The proof is given in the supplementary material [25] . In two-stage ML estimation, the log-likelihood functions are different in stages 1 and 2. This implies that the true model assumption does not give I α,θ = K α,θ . Instead, the true model assumption for two-stage ML estimation yields a different relationship, as follows.
Under the assumption that the margins and copula are correctly specified, it holds that I α,θ = K * α,θ . The proof is given in the supplementary material [25] .
Lemma 5. Under the assumption that the margins and copula are correctly specified, it holds that
The proof is given in the supplementary material [25] .
Impact of model misspecification on the copula parameter
The most apparent consequence of margin misspecification is that the two-stage ML copula parameter estimate θ is no longer consistent for the true parameter value. Another consequence is the change in asymptotic variance V η .
Applying the lemmas resulting from true model assumption to (3) gives
In Section 5 we illustrate the difference between (3) and (4) in practice by using simulated data. In Section 6, we illustrate the same difference by using real-life data.
Inference
Having established limiting normality of the two-stage ML estimator η in Proposition 1, we can derive limiting normality also for smooth parameter functions µ = µ( η), via the delta method. To use such results in practice we need consistent estimators of all variances.
The general formula for the variance matrix of the limiting distribution of η has the form
. These components are population quantities, defined as means and variance matrices of random variables. Consistent estimators for these components emerge generally speaking by using plug-in sample averagesh n = (1/n) n i=1 h(y i , η) for estimating a required h 0 = E G h(y, η 0 ) . For regularity conditions that secure convergence in probability of such h n to h 0 , see Jullum and Hjort [21] . This general recipe leads to consistent estimators of I −1 η , K η above, and hence of
. Consider now such a focus parameter µ = µ(η) = µ(α, θ), a parameter of primary interest, a smooth function of the model parameters. In addition to the ML estimator µ = µ( α, θ), we may define the associated two-stage ML estimator µ = µ( α, θ), for which the delta method yields
with τ 2 = c V η c, and c = ∂µ(η 0 )/∂η 0 . Then τ 2 = c V η c is consistent for τ 2 , with c = ∂µ( η)/ η. This leads to confidence intervals, for any parameter of interest, as with
for the approximate 95% interval. There are different versions of (6), corresponding to different ways of applying the variance matrix formula V η above. One may use components for V η in a model-robust fashion, or the version where the parametric model assumption is trusted, leading to say V TMA η and to consequent τ TMA . Also, results similar to and in fact more familiar than those of (5) and (6) are easy to write down and use for the full ML estimation method, leading to µ ± 1.96 τ/ √ n etc. We note that full confidence distributions can be computed and displayed, to supplement the two-stage ML based point estimate µ and estimated standard deviation τ/ √ n. These are random curves cc(µ), one such for each focus parameter, constructed post data, with the property that P{cc(µ) ≤ α} is equal to or approximately equal to α, for all confidence levels α. In addition to the easy to use first-order large-sample confidence curve
somewhat more elaborate and better approximations may be constructed via methods of Schweder and Hjort [32, Chapters 3, 4] , involving generalisations of the Wilks type theorems. In Section 6 such confidence curves are computed and displayed for relevant parameters pertaining to Norwegian precipitation data. Our methodology lends itself nicely also to hypothesis testing. If µ = µ(α, θ) is a parameter where a certain null value µ null is of interest, then we may test H null : µ = µ null via inspection of the associated confidence interval, or via some fully or nearly equivalent route. This in particular applies for testing independence in the model structure, for the full d-dimensional vector or for a subset, if this corresponds to a null value for the θ parameter.
We may also use the developed machinery to test whether aspects of two or more sets of data are identical or different. If one has data from two groups thought to be not very different, say A and B, one may fit the same copula model to both, yielding parameter estimates for η A = (α A , θ A ) and η B = (α B , θ B ), along with variance estimators. With this taken care as explained above, one may then test the hypothesis θ A = θ B . Specifically, with sample sizes n A and n B , we would have
Here Σ A and Σ B are the variance matrices appearing in the limit distributions for n 1/2
with W involving consistent estimators for Σ A and Σ B , would then follow an approximate χ 2 q null distribution, with q the dimension of θ.
Simulation study
To study the impact of the true model assumption on two-stage ML estimation, we have performed a set of simulations. In simulation 1, we study the impact of the true model assumption on a number of 2-dimensional copula models. In simulation 2, we do the same with 4-dimensional copula models. In simulation 3, we look at the case where the degree of misspecification increases or decreases gradually.
5.1. Simulation 1 (2-dimensional case) & simulation 2 (4-dimensional case) Table 1 and Table 2 contain descriptions of the models that were used to generate the data and the models that were used to fit the data in simulation 1 and simulation 2 respectively. The candidate models are chosen in such a way that they illustrate different types and degrees of misspecification. The column KL(g, f ) indicates estimated Kullback-Leibler divergence with ML estimated least false parameter values. We used two sample sizes n = 100 and n = 1000. For each sample size, we drew 1000 samples and the results were averaged. Some of the candidate models are easily distinguishable from the data generating model for a sample size 1000, based on likelihood-based model selection criteria such as AIC. However, since our goal is to investigate different degrees of model misspecification, we included them in our simulation. For each model, ML and two-stage ML estimation were performed both assuming and not assuming that the model is the true model that generated data. The column 'True model assumption' in Table 3 , 4, 5 and 6 indicates the presence of this assumption. Dropping the true model assumption leads to the model robust asymptotic variance formulas. For the ML estimator, this is the so-called 'sandwich estimator'. For a copula model, this estimator can be obtained straightforwardly by applying classical theory covered in White [36] , Hardin [16] and Claeskens and Hjort [8] . When we make the true model assumption, the sandwich estimator simplifies to the inverse of the Fisher information. For two-stage ML estimators, dropping the true model assumption yields (3) as asymptotic variance, and assuming the true model, this simplifies into (4).
Below, θ and θ indicate the ML and the two-stage ML estimate of the copula parameter, respectively. Also, √ n SE( θ) is the square root of the estimated asymptotic variance of θ. It is estimated by choosing the relevant formula, depending on the presence of true model assumption, and, in general terms, replacing E G h(y, η 0 ) by n η) ; see the discussion in Section 4. Next, let q 0.8 indicate the vector that contains the 0.8-quantile value of each margin according to the data generating model, i.e., q 0.
With Pr(q 0.8 < Y) we mean the joint probability that each marginal variable has larger value than the corresponding 0.8-quantile value. This joint upper probability is sensitive to the tail behavior of both margins and copula. The Pr(q 0.8 < Y) and Pr(q 0.8 < Y) indicate ML and two-stage ML estimates of this joint probability, respectively. Also, √ n SE( Pr(q 0.8 < Y)) is the square root of the estimated asymptotic variance of Pr(q 0.8 < Y), and √ n SE( Pr(q 0.8 < Y)) is the two-stage ML estimator analogue. These asymptotic variances are obtained by writing Pr(q 0.8 < Y) as a function of η and applying the delta method. With those standard errors, we also constructed confidence intervals. The reported confidence intervals in Table 3 , 4, 5 and 6 are obtained by averaging the confidence intervals from 1000 samples.
In the cases where the true value of θ or Pr(q 0.8 < Y) was known, we also computed coverage to supplement the confidence interval. The coverage is computed as the number of times that the confidence interval captured the true value divided by the total number of simulations.
When estimating the above mentioned quantities, the main computational bottleneck is estimating the K-matrices. For instance, the matrix
is estimated by
When calculating this matrix, a for-loop can be avoided by swapping the order of summation and differentiation. When computing
however, the same trick can not be used and we are forced to use a time-consuming for-loop. Now we look at the results from the simulations. From the result of the simulation 1 and 2, we can observe that models that are correctly specified or have small degree of misspecification (e.g., t-copula instead of Gaussian copula and Generalized gamma distribution instead of gamma distribution), the presence of the true model assumption makes virtually no difference. This confirms the finding from Section 3 that when the model is correctly specified, the model robust variance formula (3) and the non-robust version (4) become identical. Further, for the ML estimation part, it affirms the classical finding that the 'sandwich estimator' becomes the inverse of the Fisher information when the model is correctly specified.
When the degree of misspecification increases (e.g., model 5 and 7 in simulation 2 where log-normal density has heavier tail than the data generating margins and Frank copula has lighter tails than Gumbel copula.), we see that assuming the true model (i.e., using (4) instead of (3)) results in bigger difference in estimated asymptotic variance. Often, assuming the true model results in the decrease of the asymptotic variance. This sounds intuitive because assuming the true model entails ignoring the model uncertainty and thus lower variance. In other words, ignoring the model uncertainty often leads to over-confident confidence intervals. The degree of over-confidence will be bigger when the sample size is small, because the asymptotic variance is divided by the sample size when a confidence interval is computed. This also implies that when hypothesis testing is carried out on the copula parameter or on a function that takes the copula parameter as input, the choice between the model robust and the model non-robust variance formula can lead to different outcomes of the test.
Although the true model assumption often results in smaller variance of the copula parameter, there are cases when this does not hold. e.g., model 1 from simulation 3 in Section 5.2 and the model for precipitation data in Section 6. This is in line with the fact that we could not find any analytical evidence for the inequality V TMA θ < V θ . In addition, the true model assumption changes the interpretation of θ from 'estimate of the least false parameter value' to 'estimate of the true value that generated the data'.
Joe [19] carried out an extensive study on the asymptotic efficiency for two-stage ML estimators and concluded that two-stage estimation is highly efficient in most cases. By comparing the results from ML and two-stage ML estimation, we can largely confirm that this is also the case when the model robust variance formula is used (particularly when sample size n is large, as the two variance matrix estimators involved are estimating the same quantity).
Another notable result regarding efficiency is that the Hájek-Le Cam convolution theorem, and related theorems on the optimality of ML estimation, do not apply when the model is incorrectly specified. The Hájek-Le Cam convolution theorem [14] , combined with the Cramér-Rao lower bound [29] theory, states that no asymptotically unbiased and normal competing estimator can have a smaller limiting variance matrix than that of the full ML estimator. Models 5 and 7 in both the two-and four-dimensional cases have a relatively large degree of model misspecification. For these models, it frequently happens that the asymptotic variance of the two-stage ML estimator is smaller than that of the full ML estimator. This occurs both when the model-robust and model non-robust variance formulas are used. The largest difference occurs for model 7 from simulation 2 where the degree of model misspecification is high (the copula and all four margins are misspecified).
When it comes to the asymptotic variance of the upper tail probability Pr(q 0.8 < Y), we often observe that the true model assumption decreases the asymptotic variance. Yet, in some cases, we observe that the true model assumption increases the asymptotic variance. This happens mostly when the true model assumption increases the asymptotic variance of θ, but there are also cases where the true model assumption increases the asymptotic Pr(q 0.8 < Y) while it decreases the asymptotic variance of θ. We suspect that this is due to the fact that the whole V η , including its non-diagonal elements, is used through the delta method formula to compute V Pr(q 0.8 <Y) . To check whether this also happens in non-copula models, we simulated a large number of univariate data and fitted well-known distributions and computed upper tail probability from them. We could observe that the true model assumption can increase the limiting variance of the upper tail probability while the limiting variance of parameters decreases. Further, from the same univariate simulation, we also observed that using the true model assumption sometimes increases the limiting variance of parameters. 
Simulation 3 (gradual change in misspecification)
To study the difference in the numerical behavior between (4) and (3) in more detail, including the cases where the degree of misspecification is very small, we ran a simulation with gradual change in misspecification. There are 3 scenarios and for each scenario, we generated a dataset of size 100. The data generating algorithm generated (1 − δ) · 100% of data points from model 1 and δ · 100% data points from model 2. So, δ can be seen as the degree of 'contamination' to model 1 by model 2. Then, we fitted both model 1 and model 2 to these data by using two-stage ML. This process was repeated 100.000 times and the results were averaged. We used 100 different values of δ, which were spread evenly between 0 and 1. Table 7 describes the model 1 and model 2 that were used in each scenario. In scenario 1, model 1 gets contaminated only in the margins. In scenario 2, model 1 gets contaminated only in the copula. In scenario 3, model 1 gets contaminated both in copula and margins. For each model and scenario, we estimated the asymptotic variance of θ and Pr(q 0.8 < Y) by assuming the true model and using equation (4) and by not assuming the true model and using equation (3). A general pattern that we can clearly observe in all scenarios is that the difference between the two asymptotic variance formulas (4) and (3), regardless of whether it is positive or negative, gets smaller as the degree of misspecification decreases. As expected, this pattern is most clearly visible in scenario 3 where both copula and margins are misspecified. 
Precipitation data
The precipitation data consist of daily measurements of precipitation in millimeters at five different meteorological stations in Norway (Vestby, Ski, Lørenskog, Nannestad and Hurdal) from Jan 1 1990 to Dec 31 2006 . These data were provided by the Norwegian Meteorological Institute and used previously in Aas and Berg [1] (with one station less) and Hobaek Haff [17] . Following the example of two previous papers that used these data, we modeled only positive precipitation by removing all observations for which at least one of the stations has recorded zero precipitation, resulting in 5536 observations. The main advantage of this is that we remove time dependence.
To choose an adequate model, we first fitted a set of well-known distributions for each margin by using ML estimation and evaluated them by AIC. After the marginal distributions were chosen, we performed probability integral transformation for each margin and fitted a set of well-known copulas by using ML estimation and evaluated these by AIC. The best model obtained in this fashion is described in Table 8 . The choice of the Gumbel copula corresponds well with the fact that there are indications of strong upper, but not lower, tail dependence. This is visible in Figure 2 from the supplementary material [25] , which contains simulated scatter plots between the first 2 variables of the 5-dimensional Gumbel copula. Since the Gumbel copula is a member of the Archimedean copula family, the scatter plots between other possible combinations among the five variables will be virtually the same as the one between variable 1 and variable 2. They are therefore not displayed. Figure 1 from the supplementary material [25] shows that the marginal distributions of the fitted model are highly non-normal and can differ between meteorological stations. Table 9 shows the result from the model described in Table 8 . With ML estimation, ignoring model uncertainty gives smaller values of the asymptotic variances. However, with two-stage ML estimators, this is not the case. This phenomenon was discussed earlier in Section 5.
Furthermore, we observe that the asymptotic variance of the two-stage ML estimator is smaller than that of the ML estimator. As already discussed in Section 5, this happens when the degree of misspecification is high and consequently the Hájek-Le Cam convolution theorem is not applicable. In our case, we used the five-dimensional Gumbel copula, which is a member of the Archimedean copula family, to model the precipitation in five locations. The advantage of the Archimedean family copulas is that we can model high-dimensional dependency by using only one parameter. The disadvantage, especially when dimension is high, is that the dependency structure and strength is the same between all different pairs of variables. The dependency relationship between u 1 and u 2 , for example, is the same as the dependency relationship between u 3 and u 5 , in such models. Here u j = F j (y j ), for j = 1, . . . , 5, and these are uniform. The pairwise pseudo-observations plot (Figure 3 in Supplement B of Hobaek Haff [17] ), however, shows that the pairwise dependencies among the stations are not the same.
This rigidness of Archimedean copulas is causing a misspecification, and therefore we see that the asymptotic variance of two-stage ML estimators is smaller than that of the full ML. Aas and Berg [1] suggest pair-copula constructions as a method to overcome this limitation. Figure 4 visualizes Table 9 by using confidence curves, see Section 4. For details about confidence curves, see Schweder and Hjort [32] . In Figure 4 , the confidence intervals from the model non-robust formula (dashed curves) and the confidence intervals from the model robust formula (non-dashed lines) are quite close to each other. This is partly due to the fact that the sample size (n = 5536) is relatively big and thus scales down the asymptotic variance when a confidence interval is computed. For datasets with smaller number of observations, the choice of model (non-)robust formula will make a bigger difference.
The joint upper tail probability Pr(q 0.8 < Y) can be interpreted as the probability that, given that there is precipitation in all 5 locations, there is precipitation higher than the 0.8-quantile values in all 5 locations within the same day. Table 9 : Result from the model described in Table 8 fitted with the precipitation data. For the description of column labels, see Section 5.1. 
Comparing estimation schemes
Methods and results reached in the present paper may be exploited for examining and assessing the impact of model misspefication for different types of outcomes. Some quantities will be more affected by misspefication than others, depending on the particularities of the models entertained, the underlying data generating mechanism, and also the sample size. It is also a consequence of our results that the two-stage based estimator may have lower variance than the full ML estimator, outside model conditions. The extent to which this is an advantage or not depends then on the implicit biases, when used to estimate well-defined population quantities.
Consider any parameter of interest, say µ = µ(G), expressed in terms of the underlying data generating mechanism G, the joint cumulative distribution function for y = (y 1 , . . . , y d ) . When G is modeled as in (1)- (2), the parameter of interest may be expressed in terms of the parameters of that model, i.e., µ = µ(η) = µ(α, θ). Under mild regularity conditions, also regarding the smoothness of µ, methods and results obtained in Section 4 lead to
for respectively the ML and the two-stage ML method. Here µ 0,ML = µ(η 0,ML ) and µ 0,2ML = µ(η 0,2ML ) are the appropriate least false parameter values for µ = µ(η), involving the least false parameter values that the ML and the two-stage ML method are aiming for, as in Section 4. Also, τ ML = c ML V η,ML c ML and τ 2ML = c 2ML V η,2ML c 2ML , with gradient vectors c = ∂µ(η)/∂η evaluated at respectively the η 0,ML and η 0,2ML positions in the η = (α , θ ) parameter space. There is also a third natural estimator to be reckoned with here, namely the nonparametric µ np = µ(G n ), exploiting the direct empirical distribution of the observations, and for which a similar result
holds. This essentially requires the existence of an influence function for µ(G) with a finite variance.
Importantly, these results give rise to mean squared error (mse) approximations, for the three natural estimators of the focus parameter. We may write
with the three Z n variables tending to the standard normal in distribution. These results invite the first-order largesample approximations
involving in addition to the approximate variances also the biases b ML = µ 0,ML − µ and b 2ML = µ 0,2ML − µ. The nonparametric estimator has zero asymptotic bias. Depending on the specifics of the models studied, and the focus parameter examined, each of the three estimators might win, in the sense of having the smallest mse. Particularly with a complicated µ, the parametric variances might be significantly smaller than the nonparametric ones, so either the ML or the two-stage method might win, for small or moderate sample sizes, if the biases are not large. It is also clear that if the parametric model is not accurate, leading to non-zero biases b ML and b 2ML , the nonparametric estimation method will win for sufficiently large n. What is best in practice, for different focus parameters, when working with a given data set, becomes a matter of balancing bias with variance.
In work flowing from the present paper, the authors have pursued these ideas, by constructing asymptotically unbiased estimators of the quantities involved in the mse expressions. Incidentally, this requires the full simultaneous limit distribution of the Z n variables above, in that limit distributions of b ML = µ ML − µ np and b 2ML = µ 2ML − µ np also play a role in the construction of estimators of the squared biases involved. The end result is a Focused information criterion (FIC) for copula, in the tradition of the earlier developed Focused information criterion (see Claeskens and Hjort [7, 8] and Jullum and Hjort [21, 22] ), but now involving at least three estimators for each focus parameter. If the statistician examines say k different parametric copula models, each of type (1)-(2), then 2k + 1 different estimators are evaluated, assessed, and ranked, via the FIC for copula. See Ko et al. [26] for details, discussion, and applications.
Conclusions and further research
In our paper we have reached precise results for the behavior of two-stage ML estimators for parametric copula models, both under and outside model conditions. This has then led to a full and flexible machinery for inference, including confidence intervals and curves for focus parameters, testing hypotheses, etc. Here we offer some concluding remarks, some pointing to further research.
The assumption that the chosen parametric model captures the true model that generated data leads to a set of simplifications in our apparatus. For instance, the model robust asymptotic variance (3) simplifies to the model non-robust asymptotic variance formula (4), which is essentially the same as the asymptotic variance formula from Joe [19] . The difference is that we choose to use the inverse of the Fisher information matrix instead of the covariance of score vectors. We believe that this is more concordant with the current practice of ML theory. Although these two definitions of asymptotic variances are theoretically the same under the true model assumption, the practical difference between them can be non-negligible when a real-life dataset is used. A further study on the impact of making one vs. the other choice for estimating the population Fisher information matrix, either in the usual fashion based on the Hessian matrix at the ML position, or using the variance matrix for the score vectors, would be useful not only for the copula community, but more generally for statisticians applying ML theory in other contexts.
The methods in this paper require that the first and the second derivatives of the density function with respect to the model parameters can be obtained. When it is not feasible to obtain the derivatives, one can consider to use the resampling methods mentioned in Joe [19, 20] as alternatives.
Our simulation study shows that assuming that the model is true (i.e., using the model non-robust variance formula) can both decrease and increase the asymptotic variance of the copula parameter estimate, depending on the parametric form of the model. The degree of decrease or increase gets larger as the degree of misspecification increases.
Since the asymptotic standard deviation is divided by √ n when computing a confidence interval, the overconfidence or underconfidence coming from the true model assumption gets bigger as sample size decreases. When carrying out hypothesis testing for the copula parameter, or on a function that takes the copula parameter as an input, the choice of model-robust variance formula or not can therefore lead to different decisions.
Joe [19] compares asymptotic relative efficiency (ARE) of the two-stage ML estimator with that of the full ML and concludes that two-stage ML method typically has good ARE. We could observe that the two-stage ML estimator is still highly efficient when the true model assumption is dropped and the model robust asymptotic variance formulas are used.
When models are highly misspecified, however, we see that the asymptotic variance of two-stage ML estimators can be smaller than that of the ML estimator. This happens both when the model-robust and model non-robust variance formulas are used. This effect increases as the degree of model misspecification and dimension increases. This relates to the fact that the Hájek-Le Cam convolution theorem, along with theorems of a similar nature for the optimality of ML estimation for parametric models, does not apply when the models are misspecified.
When the true model assumption decreases the variance of the estimator of the copula parameter, we sometimes observe that the asymptotic variance of the joint upper tail probability increases. A possible reason is that this asymptotic variance is computed with the delta method by using the whole variance matrix of η (or η), including the covariances between copula and margin parameters. A further theoretical and numerical study on the property of variance transformation through the delta method would be fruitful, especially considering the fact that this also happens in various other types of models.
Our general results concerning misspecified models involve both the notion of least false parameters (those aimed at by respectively the ML and the two-stage ML methods) and ensuing limit variance matrices. It appears possible to study how much these vary from their true counterparts, under model conditions, in terms of functional derivatives, in certain types of model neighborhoods. The O(1/ √ n) model misspecification from Chapter 6 and 7 of Claeskens and Hjort [8] can be used for such purposes. Such considerations could then be used to pinpoint which parameter estimands µ = µ(η) are more robust than others, with respect to moderate misspecification. It is outside the scope of the present paper to pursue this here, however. We also consider the development of Section 7, with concrete analysis for each focus parameter µ = µ(η), to be more directly informative in this regard.
The authors of this study are currently developing model selection criteria for two-stage ML estimators that utilize the model robust large-sample distribution from Section 3 of this article [24] . These model selection criteria will complement earlier model selection methodology efforts, such as the Copula Information Criterion (CIC) developed by Grønneberg and Hjort [13] . One particular goal of these extended efforts will be to aid model building and selection for pair-copula constructions [1, 2] .
The methodology for two-stage ML estimation for copula models, inside and outside model conditions, has been developed in this paper, primarily aiming for the case of i.i.d. sequences of vector observations. Importantly, in the presence of relevant covariate information, the large-sample results and ensuing inference methods can be extended to various classes of conditional copula regression models, with the required extra efforts. This will then lead to further estimation and inference tools for models worked in, e.g., Acar et al. [3] , Veraverbeke et al. [35] . The covariates may influence the margins, the copula mechanism, or both. As one such example, we might fit the Norwegian precipitation data of Section 6 using the Gumbel copula, but now with θ i = θ exp{γ 1 (x i − 1990) + γ 2 (x i − 1990)
2 } for i = 1, . . . , n, where x i is the calendar year for observation i. This leads to estimates and confidence curves for γ 1 , γ 2 and related parameters, via the two-stage construction c ( α, θ, γ) = n i=1 ln c (F 1 (y i,1 , α 1 ) , . . . , F d (y i,d , α d ), θ i ), and allows one the opportunity to assess any changes of the copula mechanism over time.
