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Abstract: Recurrent neural networks (RNNs) have powerful computational abilities
and could be used in a variety of applications; however, training these networks is
still a dicult problem. One of the reasons that makes RNN training, especially
using batch, gradient-based methods, dicult is the existence of spurious valleys in
the error surface. In this work, a mathematical framework was developed to analyze
the spurious valleys that appear in most practical RNN architectures, no matter
their size. The insights gained from this analysis suggested a new procedure for
improving the training process. The procedure uses a batch training method based
on a modied version of the Levenberg-Marquardt algorithm. This new procedure
mitigates the eects of spurious valleys in the error surface of RNNs. The results on
a variety of test problems show that the new procedure is consistently better than
existing training algorithms (both batch and stochastic) for training RNNs. Also,
a framework for neural network controllers based on the model reference adaptive
control (MRAC) architecture was developed. This architecture has been used before,
but the diculties in training RNNs have limited its use. The new training procedures
have made MRAC more attractive. The updated MRAC framework is very exible,
and incorporates disturbance rejection, regulation and tracking. The simulation and
testing results on several real systems show that this type of neural control is well-
suited for highly nonlinear plants.
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CHAPTER 1
INTRODUCTION
Articial Neural Networks can be categorized as feedforward neural networks
(FNNs) or recurrent neural networks (RNNs). RNNs have at least one feedback
loop, while FNNs do not. In FNNs, the network output depends only on the current
network inputs (and possibly a nite number of past inputs), while in RNNs, the out-
put depends not only on the current inputs but also on past inputs, outputs and/or
states of the networks.
RNNs have been used successfully in many applications. These include the identi-
cation and control of dynamic systems [5], prediction in nancial markets [6], chan-
nel equalization in communication systems [7], phase detection in power systems [8],
sorting [9], fault detection [10], speech recognition [11], handwriting recognition [12],
learning of grammars in natural languages [13], and even the prediction of protein
structure in genetics [14]. However, even though these networks have been widely
used, the diculty of recurrent network training has limited their widespread appli-
cation.
Our interest is to investigate the reasons that make training RNNs dicult. Two
reasons that are usually mentioned in the literature are dynamic bifurcation [15] and
long-term dependencies [2, 16]. Another reason for the diculties in RNN training is
the existence of spurious valleys in the error surface, where training algorithms can
be easily trapped. This issue was rst introduced in [17], and later a mathematical
analysis of the rst-order case was provided in [18]. These valleys are not related
to the true minimum of the surface, or to the problem the RNN is trying to solve.
1
They depend on the input sequence in the training data, the initial conditions and
the network architectures. Any batch search algorithm is very likely to be trapped in
these spurious valleys.
In this dissertation, rst, we extend the results in [18] to general RNNs [19]. We use
some basic concepts of linear system theory to develop a framework that can be used to
analyze spurious valleys that appear in most practical recurrent network architectures,
no matter their size. We derive approximate equations for the valleys for a very
general class of RNN and have conrmed the equations experimentally for second-
order networks. Second, using the knowledge of the spurious valleys, we propose a new
training procedure for RNNs that could overcome the problem of spurious valleys [20].
Third, we implement the stochastic and batch training algorithms for a general class
of neural networks and compare these two training schemes on a variety of problems.
The advantages of the batch training demonstrate the importance of understanding
the spurious valleys, so that batch algorithms can be modied to avoid the spurious
valleys. Finally, we propose a new neural control scheme for disturbance rejection
and test our training procedure and controller design for some practical data. These
are the main contributions of this dissertation.
This dissertation is organized as follows. In Chapter 2, we review diculties
in training RNNs. Next, in Chapter 3, we review the error surface of the rst-
order recurrent network, and in Chapter 4, we extend the previous results to general
RNNs. Chapter 5 proposes a procedure for training RNNs and Chapter 6 presents
experimental results for modeling and control of two physical systems. In chapter
7, we compare stochastic training and batch training schemes. In chapter 8, we
design a neural controller for disturbance rejection. Finally, Chapter 9 summarizes
the dissertation and describes future work.
2
CHAPTER 2
DIFFICULTIES IN TRAINING RECURRENT NETWORKS: A
SURVEY
In this chapter, we will review some of the problems mentioned in the literature
that cause diculties for recurrent network training. The rst problem is the bi-
furcation of network dynamics. We will see that RNNs have very complex dynamic
behaviors. The parameter space is divided into many regions with dierent dynam-
ics. At bifurcation points, the network output could change discontinuously with the
change of parameters, and therefore the convergence of gradient-based algorithms is
not guaranteed. The second problem is long-term dependencies. There are practical
applications involving long-term dependencies that RNNs have to carry out. However,
training RNNs to deal with those tasks suers from the problem of vanishing gradi-
ents. This is claimed to be the essential reason why learning long-term dependencies
is dicult.
2.1 Bifurcation in recurrent networks
Bifurcation is a change in the dynamic behaviors of the network (equilibrium
points, periodic orbits, stability properties,. . . ) as a parameter is varied [21]. The
values at which the changes occur are called bifurcation points. This section will
discuss bifurcations in recurrent networks and will show how they aect the training
process.
Consider a class of recurrent networks in the form of
x(k + 1) = f(x(k); )
3
Figure 2.1: Eigenvalues of the Jacobian cross the unit circle and create bifurcations [1].
where x is a state vector and  represents all network parameters. Suppose that x
is an equilibrium point,  is corresponding bifurcation point and J(x;) is the
Jacobian of f at (x;). Then a bifurcation occurs if an eigenvalue  of J(x;)
during parameter variation leaves the unit circle in the complex plane (see Fig. 2.1).
There are three types of bifurcation corresponding to the locations where  crosses
the unit circle [1]:
 Saddle-node (tangential, turning point, fold, blue-sky) 1 bifurcation:  = 1
 Period doubling (ip) bifurcation:  =  1
 Neimark-Sacker (Holf) bifurcation:  = ejw where w 6= k; k 2 Z
We will use this denition to investigate the bifurcation diagrams for some simple
recurrent networks. The simplest recurrent network is the single layer network with
only one neuron. (We will come back to this network in Chapter 3 as we analyze its
error surface.)
1There are alternate terminologies in the bifurcation theory.
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Figure 2.2: One neuron recurrent network
2.1.1 One-neuron recurrent network
The one-neuron recurrent network is shown in Fig. 2.2. The network response is
as follows:
x(k + 1) = tanh(wx(k) + u)
in which w is a feedback weight and u is a time-invariant input. In this example,
both w and u are considered bifurcation parameters.
First, we need to nd the equilibrium points for this system. They satisfy this
equation
x = tanh(wx + u) (2.1)
Thus, they are the intersections of the graph y = tanh(wx+ u) and the identity line
y = x. As shown in Fig. 2.3, we can have one, two, or three equilibrium points,
depending on the values of u and w.
Now we calculate the Jacobian at the equilibrium points.
J(x) = w tanh
0
(wx + u)
= w

1  tanh2(wx + u) (2.2)
If we combine (2.2) and (2.1), we have
J(x) = w(1  x2)
For this scalar case, the eigenvalue of J(x) is J(x) itself, and it is real. So we have
5
Figure 2.3: The graph of tanh(wx + u) for various values of u (w is xed and w > 1). Depending
on the shift, the graph has one, two, or three intersections with the identity line.
two possible types of bifurcation: If
w(1  x2) = 1 (2.3)
we have saddle-node bifurcation. If
w(1  x2) =  1 (2.4)
we have period doubling bifurcation. We will look at these two in detail.
 Saddle-node bifurcation:
Note that in Fig. 2.3, the saddle-node bifurcation occurs as the line y = x becomes
tangent to y = tanh(wx+u) (the bold curves). Therefore, the slope of y = tanh(wx+
u) at the tangent point equals 1, which is consistent with (2.3). Since 0  x2  1,
(2.3) has real root x if and only if w  1. Then from (2.3) we have
x = 
r
w   1
w
(2.5)
Also, we can solve for u from (2.1):
u = tanh 1(x)  wx = 1
2
ln
1 + x
1  x   wx
 (2.6)
Substituting (2.5) into (2.6), we have
u = ln(
p
w pw   1)
p
w(w   1)
6
Figure 2.4: A description for period-doubling bifurcation (f(x) = tanh(wx+ u))
Since
ln(
p
w  pw   1) +
p
w(w   1) =  
h
ln(
p
w +
p
w   1) 
p
w(w   1)
i
> 0
we have
juj = ln(pw  pw   1) +
p
w(w   1) (2.7)
The set of points satisfying (2.7) is the set of saddle-node bifurcation points.
 Period-doubling bifurcation:
Note that (2.4) has real root x if and only if w   1: We can see from Fig.
2.4 that y = tanh(wx + u) has one intersection with the line y = x and the period-
doubling bifurcation occurs if the slope of y = tanh(wx+u) at the intersection equals
-1. Also, from (2.4), we have
x = 
r
w + 1
w
(2.8)
Substituting (2.8) into (2.6) (note that (2.6) is true for all equilibrium points), we
have
u = ln(
p w p w   1)
p
w(w + 1)
7
Figure 2.5: Bifurcation diagram for one-neuron recurrent network
or
juj = ln(p w +p w   1) +
p
w(w + 1) (2.9)
The set of points satisfying (2.7) is the set of saddle-node bifurcation points. By
plotting (2.7) and (2.9) in the uw plane, we have the bifurcation diagram for the one-
neuron recurrent network, as shown in Fig. 2.5. A similar diagram could be found in
[22].
In region II, the system has two stable nodes and one unstable node (for this
one-dimensional example, this unstable node could also be called a saddle). As the
point (u;w) passes through the red lines (the bifurcation points), one stable node
merges with the unstable node to become a saddle point. In region I, those two nodes
disappear, and the system has just one stable node (the third one of those three).
That is why this type of bifurcation is call a saddle-node bifurcation.
As the point (u;w) crosses the green line and enters region III, the stable node
becomes unstable. In addition, a limit cycle with a period of two appears. The
output oscillates with a period of two. That is why this type of bifurcation is called a
8
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Figure 2.6: The outputs for dierent regions (two initial values: x(0) = 0:3 (blue) and x(0) =  0:7
(red)).
period-doubling bifurcation. This can be also seen in Fig. 2.4. The identity line y = x
has one intersection with y = f(x), which is the unstable node, and has two other
intersections with y = f(f(x)). The output oscillates between these two intersections.
The outputs for the three regions are shown in Fig. 2.6.
We have just seen that for this simple one-neuron recurrent network, the parameter
space is divided into three regions with dierent dynamic behaviors of the network. As
the parameters cross the bifurcation boundaries (representing very small changes in
the parameters), the output changes dramatically. This causes some critical problems
for network training, as explained in Section 2.1.3.
It is expected that as the number of neurons in the network increases, the dy-
namics of the network and the bifurcation manifold become more complex. We will
investigate the bifurcation for a two-neuron network in the next section.
9
Figure 2.7: Two-neuron recurrent network
2.1.2 Two-neuron recurrent network
Consider a two-neuron recurrent network as shown in Fig. 2.7. We will come back
to this network in Chapter 4 to analyze its error surface. The state equations for this
network (without the input p(t)) are as follows:
x1(k + 1) = tanh [w1x1(k) + w2x2(k)]
x2(k + 1) = tanh [x1(k)]
For simplicity, we will not construct a full bifurcation diagram for this network as
we did for the one-neuron network. We will just consider the equilibrium point (0; 0).
The Jacobian at this equilibrium point is
Jj(0;0) =
264 w1 w2
1 0
375
The eigenvalues of the Jacobian matrix are the roots of the characteristic equation
(2.10):
2   w1  w2 = 0 (2.10)
If one of the roots of (2.10) crosses the unit circle, a bifurcation occurs. The bifurcation
diagram for the zero equilibrium point is shown in Fig. 2.8. In this case, as the point
(w1; w2) crosses the triangle, the stability of the zero equilibrium point changes. In
particular, if (w1; w2) crosses the line w2 =  1, the complex root of (2.10) will cross
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Figure 2.8: Bifurcation diagram corresponding to zero equilibrium point
the unit circle, and Neimark-Sacker bifurcation will occur. Fig. 2.9 shows the change
of dynamic behaviors of the system as w2 changes from  0:95 to  1:05 (w1 = 1).
We can see that the stability of the equilibrium point (0; 0) changes, and a new limit
cycle appears around it.
2.1.3 Problems with bifurcations of network dynamics
As the parameters cross the bifurcation boundaries, the network output could
change dramatically. Let's consider a saddle-node bifurcation point, for example
w = 5; u =  3:0285 (see Fig. 2.5). The network outputs for w = 5 and w = 4:99
are shown in Fig. 2.10. We can see that they have dierent convergence properties.
Because of this, the gradient near the bifurcation points could be very large. This
causes a very long jump in the parameter space. It is possible that the network
undergoes almost random jumps in the parameter space until it falls in a favorite
basin where the gradient learning works. This provides one reason why gradient
learning in recurrent networks is dicult [15].
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Figure 2.9: An example of Neimark-Sacker bifurcation
2.2 The problem of long-term dependencies
Recurrent networks can in principle use their feedback connections to store past
inputs to produce the current desired output. This property is used in sequence
recognition, time series prediction, etc. Many practical applications involve temporal
dependencies spanning many time steps between relevant inputs and desired outputs.
In this case, however, training networks using gradient methods becomes dicult
since the gradient vanishes as it gets propagated back. This problem of so-called
long-term dependencies was introduced in [2]. This section will summarize some of
the main points in this paper.
A task displays long-term dependencies if the desired output at time t depends
on inputs presented at times far in the past. Let's consider a very simple example of
long-term dependencies described in [2]. (This is usually called the latching problem.)
Suppose that we need to classify two dierent sets of sequences of length T . For each
sequence u1; u2; : : : ; uT the class depends only on the rst L values of the sequence.
The values uL+1; uL+2; : : : ; uT are irrelevant for determining the class of the sequences.
For example, they could be random Gaussian numbers (see Fig. 2.11). Assume that
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Figure 2.10: Change of network output at bifurcation points
Figure 2.11: Latching problem [2]
L is xed and the sequence length T  L. The system should provide an answer
at the end of each sequence. The problem can be solved if the network is able to
store information about the rst L values of the input for a long period of time.
Moreover, it has to latch the information robustly, i.e., in such a way that it can
not be erased by events that are irrelevant to the classication criterion (such as the
values uL+1; uL+2; : : : ; uT ). This concept is referred to as \information latching" and
is presented below.
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2.2.1 Information latching
Consider the one-neuron recurrent network in Fig. 2.2. We investigated the bifur-
cation of the dynamics of this network in Section 2.1. The denition of information
latching is given in [23, 24]:
Denition 2.1 A given dynamic hidden neuron latches information at t0, repre-
sented by its activation (net input) a(t0), if sign(a(t)) = sign(a(t0)) 8t > t0.
The following theorem gives conditions for information latching to occur [24]:
Theorem 2.1 Consider the one-neuron recurrent network in Fig. 2.2, in which the
net input a(t) is as follows:
a(t) = w tanh(a(t  1)) + u(t)
 If u(t) = 0, 8t > t0, then information latching occurs provided that w > 1.
 If w > 1 then the latching condition also holds if ju(t)j < b, 8t > t0, in which
b = ln(
p
w  pw   1) +
p
w(w   1) (2.11)
 If w > 1 and ju(t)j  b, 8t > t0, the state transition occurs in a nite number
of steps. More specically,
{ if u(t) > b; 8t > t0, the state transits from low to high
{ if u(t) <  b; 8t > t0, the state transits from high to low
Proof. See [24] for details of the proof. The following explanation is based on the
bifurcation analysis in Section 2.1. It gives an intuitive way to understand information
latching.
If the input u = 0 and w > 1, then the point (u;w) is in region II of Fig. 2.5.
The system has three equilibrium points, say a , 0 and a+, in which a  < 0 and
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Figure 2.12: Graphical interpretation of information latching. The curve is x = w tanh(a) and the
red line is x = a  u.
a+ > 0 are stable and 0 is unstable (see Fig. 2.12(a)). Starting from any point in the
neighborhood of zero, the state trajectory goes to one of the two stable points a  or
a+ according to the initial sign.
If w > 1 and ju(t)j < b, 8t > t0, then the point (u;w) is still in region II of Fig.
2.5. (Note that b is given in (2.11) and illustrated by the red curve in Fig. 2.5.) The
system still has three equilibrium points, two of them are stable and the third one is
unstable, and information latching occurs like the case u = 0.
For the third part of the theorem, assume that the information is latched in the
high state. When input u(t) <  b is applied, the red line has only one intersection
with the curve (see Fig. 2.12(b)). Therefore, a(t)'s evolution follows the attractive
trajectory towards the unique equilibrium point (see the zigzag dotted line in Fig.
2.12(b)). The x(t) switches to the low state. A similar pattern occurs for the low to
high transition.
This theorem indicates the conditions under which information latching occurs.
Information latching is accomplished by keeping a small input for a long enough
time. Small noisy inputs (smaller than b in absolute value) can not change the sign
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of the activation of the neuron even if applied for an arbitrarily long time. Thus the
recurrent neuron of Fig. 2.2 can robustly latch one bit of information, represented
by the sign of its activation. Larger w corresponds to larger b (see Fig. 2.5, the red
curve), so the latching is more robust against the input noise.
2.2.2 Gradient vanishing
Now we will show that why learning long-term dependencies with gradient descent
is dicult. The authors in [2] claim that if a recurrent network can robustly latch
information, then the problem of vanishing gradients occurs, which makes learning
dicult.
Consider a system with additive inputs:
at =M(at 1) + ut (2.12)
(They explain in [2] that a dynamic system with non-additive inputs can be trans-
formed into one with additive inputs by introducing additional states and correspond-
ing inputs. Thus they can use the model in (2.12) without loss of generality).
We will go through some denitions introduced in [2]:
Denition 2.2 A set of points E is said to be invariant under a mapM if E =M(E).
Denition 2.3 A hyperbolic attractor X is a set of points invariant under the dif-
ferentiable map M, such that 8a 2 X, all eigenvalues of M0(a) (Jacobian of M at a)
are less than 1 in absolute value.
Denition 2.4 The basin of attraction of an attractor X is the set (X) of points a
converging to X under the map M, i.e.,
(X) =

a : 8; 9l s:t: Mt(a)  xt <  8t > l; for some xt 2 X	
16
Denition 2.5 The reduced attracting set  (X) of a hyperbolic attractor X is the set
of points y in the basin of attraction of X such that
M0(y) < 1, where k:k denotes
matrix norm2.
By denition, for a hyperbolic attractor X;X   (X)  (X).
Denition 2.6 A system is robustly latched at distance d at time t0 to a hyperbolic
attractor X, if there exists a sequence bt > 0 such that if kutk < bt 8t > t0; then
at 2 Bd(X)8t > T for some T > t0, where Bd(X) = fyjy 2 Bd(x);x 2 Xg (Bd(x) is
a ball of radius d around x).
Denition 2.7 A mapM is contracting on a set D if 9 2 [0; 1) s.t. kM(x) M(y)k
  kx  yk 8x;y 2 D.
The following theorems will explain why it is more robust to store information by
keeping at in the reduced attracting set  (X) (see [2] for details of proof):
Theorem 2.2 Assume x is a point of Rn such that there exists an open ball U(x)
centered on x for which
M0(z) > 1 for all z 2 U(x). Then there exists y 2 U(x)
such that kM(x) M(y)k > kx  yk.
Proof. See [2].
The idea is that if a0 is in (X) but not in  (X), then the ball of uncertainty
around at will grow exponentially as t increases (Fig. 2.13). Therefore, small per-
turbations in the input could push the trajectory towards another basin of attraction
(probably the wrong one). This means that the system is not resistant to input noise.
In contrast, Theorem 2.4 shows that if a0 is in  (X), at is guaranteed to remain
within a certain distance of X when the input is bounded.
Theorem 2.3 Let M be a dierentiable mapping on a convex set D. If
M0(x) 
 < 18x 2 D, then M is contracting on D.
2This denition is modied based on [25].
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Figure 2.13: Ball of uncertainty grows exponentially outside   [2]
Proof. See [26], [27].
Theorem 2.4 Let ~at be the autonomous trajectory obtained with (2.12) by starting
at a0 with zero input u. Suppose a0 2  (X). Also, suppose
M0(y) < t < 1; 8y 2
Bd(at) for some d > 0. If kutk < bt 8t > 0, where bt = (1   t)d, then at 2 Bd(~at).
Since Bd(~at)  Bd(X); 8t > T for some T > 0, this implies that the system is robustly
latched to X according to Denition 2.6.
Proof. See [2].
As long as at remains in  (X), a bound on the input can be found that guarantees
that at will remain within a certain distance of some points in X for every time t (Fig.
2.14). This means that the system is robust to the input noise. Hence, to achieve
a robust latch of information to the attractor X, the states should be kept in the
reduced attracting set  (X).
Now we will show the consequences of robust latching: the vanishing gradient
problem.
Theorem 2.5 Suppose that
M0(at)   < 1 8t > 0. Then @at@a0 ! 0 as t!1.
18
Figure 2.14: Ball of uncertainty is bounded inside   [2]
Proof. By the hypothesis,
 @at@at 1 = M0(at 1)   8t > 1. Therefore,@at@a0
 =  @at@at 1 :@at 1@at 2    @a1@a0
   @at@at 1
 : @at 1@at 2
    @a1@a0
  t ! 0
Now consider the derivatives of a performance index Ft at time t with respect
to parameters of the system W (by applying the Backpropagation Through Time
(BPTT) algorithm [28]):
@Ft
@W
=
X
t
@Ft
@a
@a
@W
=
X
t
@Ft
@at
@at
@a
@a
@W
Suppose that we are in the condition in which the network has robustly latched.
For terms with   t;
 @Ft@a @a@W ! 0 since @at@a ! 0. These terms are very small in
comparison to terms for which  is close to t. This means that there is no chance for
the terms far from t to change the weights in such a way that allows the network's
states to jump to a better region of attraction. This vanishing gradient problem is
claimed to be the essential reason that learning long-term dependencies dicult.
In summary, Bengio et al.'s main idea is as follows: The problem of learning long-
term dependencies could be solved if the network can robustly latch information,
i.e. can store information for a long period of time in the presence of noise. More
19
specically, robust latching is accomplished if the states of the network are contained
in the reduced attracting set of some hyperbolic attractors. But if that is true, then
the vanishing gradient problem occurs, i.e the portion of gradient of the cost function
with respect to the weights due to information far in the past is insignicant compared
to the portion at recent times. Because of this problem, gradient descent methods
cannot discover the relationship between the output and the input at much earlier
times. In other words, learning long-term dependencies using gradient methods is
dicult.
2.2.3 Some suggested solutions
To overcome the problem of long-term dependencies, several ideas have been pro-
posed. Some of them use alternative search methods, others use special network
architectures. A brief summary of these proposals is given in the following.
Some of search methods without gradient are investigated in [2], such as simulated
annealing, multi-grid random search, and discrete error propagation.
In [29], the authors show that the long-term dependencies problem is lessened for
NARX networks, since they can retain information longer than conventional recurrent
networks. By increasing the number of delays in the output delay line, the vanishing
of the gradient in NARX networks can be postponed. The output delay line acts as a
jump-ahead connection, providing shortcuts for propagating the gradient information
more eciently when the network is unfolded in time.
Another network architecture is the long short-term memory network [30]. It uses
a memory cell containing a self-connected linear unit. This enforces constant error
ow, so that it prevents error signals from decaying quickly as they ow back in time.
Another recent attempt to resolve the problem of RNN training is the Echo State
Network (ESN) of Jaeger [31]. This approach gives up on learning the hidden-to-
hidden weights altogether. Instead, it uses xed sparse connections, which are gener-
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ated randomly, and just output weights are learned, so the training is easier. However,
since this approach cannot learn new nonlinear dynamics (instead relying on dynamics
present in the random reservoir) its power is limited. A survey of ways of generating
the reservoirs and training the readouts can be found in the review paper [32].
Martens [33] recently proposed an approach to training RNNs that can solve
tasks that exhibit long term dependencies. This approach uses a special variant of
the Hessian-free optimization method (aka truncated-Newton or Newton-CG) augu-
mented with a structural-damping technique.
Finally, the authors in [34] refute Bengio et al.'s statement by showing that re-
current networks unfolded in time and trained with a shared weight extension of
backpropagation are well able to learn long-term dependencies. They say that the
analysis in [2] was based on a static view, i.e. only recurrent networks with xed
weights were assumed, and the eect of learning and weight adaption was not taken
into account. In [34], the networks have a regularizing eect, i.e. they are able to
prolong their information ow and consequently solve the problem of vanishing gradi-
ent. Shared weights constrain the networks to change weights in every unfolded time
step according to several dierent error ows, therefore, they allow the networks to
adapt the gradient ow.
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CHAPTER 3
ERROR SURFACE OF FIRST-ORDER RECURRENT NETWORK
In Chapter 2, we reviewed two mechanisms that might help explain the diculties
in training RNNs. In this chapter, we investigate another mechanism that we believe
also contributes to those diculties - the existence of spurious valleys in the error
surface of RNNs, where training algorithms can be easily trapped. The insights
gained from the analysis of these valleys will suggest procedures for improving the
training of RNNs. This chapter will analyze the error surface of the simplest RNN -
the rst-order network. This work was rst presented in [17], and a later work, [18],
provides a mathematical analysis. We will extend the results in this chapter for more
general networks in Chapter 4. In this chapter, we rst introduce some preliminary
material that will be helpful for the purpose of analysis. We then analyze the error
surface for linear and nonlinear single neuron networks.
3.1 Preliminary material
In analyzing the spurious valleys of RNNs, we will begin with a linearized network,
in which all sigmoid activation functions are replaced with linear activation functions.
We will then analyze the resulting linear network using standard linear system theory.
In this section, we review some of the key results from linear system theory that we
will need later in this chapter and Chapter 4. (See [35] and [36] for more detailed
development.) We also present some notation for describing frozen roots (introduced
in [18]), which will be essential in describing one type of spurious valley.
First, consider the dierence equation representation of a linear dynamic system
22
(linear recurrent neural network)
a(t) +m1a(t  1) +m2a(t  2) + :::+mna(t  n)
= s1p(t  1) + s2p(t  2) + :::+ snp(t  n) (3.1)
where p(t) is the input to the system, and a(t) is the system response.
This system can also be represented by its transfer function
G(z) =
s1z
n 1 + :::+ sn
zn +m1zn 1 + :::+mn
: (3.2)
The response of this linear system to an arbitrary input sequence, assuming zero
initial conditions, can be found from the following convolution sum
a(t) =
t 1X
i=1
g(i)p(t  i) =
t 1X
l=1
g(t  l)p(l) (3.3)
where g(i) is the impulse response of (3.1), which can be found from
g(i) +m1g(i  1) +m2g(i  2) + :::+mng(i  n)
=
8><>:si i = 1; ::; n0 i > n (3.4)
where g(i) = 0; i  0.
The dierence equation (3.1) is characterized by the following characteristic equa-
tion
Dn() = 
n +m1
n 1 +m2n 2 + :::+mn = 0: (3.5)
The roots of this equation, i; i = 1; :::; n, are called the system poles. The impulse
response can be written in terms of the system poles, as in
g(i) =
nX
j=1
j(j)
i: (3.6)
From this, it can be shown ([37], Lesson 8) that
lim
i!1
g(i+ 1)
g(i)
= max (3.7)
23
where max is the real pole with the largest magnitude. In addition, it is known that
(3.1) will be unstable if max has magnitude greater than 1.
In addition to the dierence equation in (3.1), a linear dynamic system can also
be written in state space form:
x(t+ 1) = Ax(t) +Bp(t)
a(t) = Cx(t)
(3.8)
where x = [x1;    ; xn]T 2 Rn is the state vector.
The solution to the state equation for arbitrary initial condition x(1) can be
written
a(t) = CAt 1x(1) +
t 1X
l=1
CAt l 1Bp(l): (3.9)
If we compare this with (3.3), we can see that g(i) = CAi 1B. The second term is
the convolution sum, and the rst term is the initial condition response. From the
Cayley-Hamilton Theorem [35],
An =  m1An 1       mnI: (3.10)
Therefore, (3.9) can be written
a(t) =
nX
l=1
CAt l 1x(1)( ml) +
t 1X
l=1
CAt l 1Bp(l)
=
t 1X
l=1
CAt l 1Bp0(l) =
t 1X
l=1
g(t  l)p0(l): (3.11)
This is equivalent to the convolution sum of (3.3), where the rst n elements of the
input sequence have been modied to include eects from the initial conditions. These
modied elements can be computed from
p0(l) = p(l) + p(l); l = 1; :::; n (3.12)
where
p(l) =
 mlCAn lx(1)
CAn lB
; l = 1; :::; n: (3.13)
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Figure 3.1: One-layer linear network
The choice of state vector is not unique, but for all choices of state, the transfer
function of (3.2) can be computed as
G(z) = C(zI A) 1B
=
Cadj(zI A)B
det(zI A)
=
s1z
n 1 + s2zn 2 +   + sn
zn +m1zn 1 +   +mn : (3.14)
A key to determining the location of a certain type of spurious valley are the roots
of a polynomial whose coecients are elements of the input sequence:
P ti () = p(i)
t i + p(i+ 1)t i 1 + :::+ p(t)
=
tX
l=i
p(l)t l =
tX
l=i
p(t  l + i)l i (3.15)
At every time point, this polynomial increases in order by 1, according to
P t+1i () = P
t
i () + p(t+ 1): (3.16)
We have shown in [18] that if P ti () has a real root greater than 1 in magnitude
(and there is a high probability that this will occur), then P t+1i () also has a root at
approximately the same location. We call this a \frozen" root, and it is the cause of
spurious valleys in the error surface, as we will demonstrate. If the frozen root, call
it r, occurs at time step t = t, then we can say that
P ti (r) =
tX
l=i
rt lp(l) = 0; t > t: (3.17)
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Figure 3.2: Error surface and valleys for one-layer linear network
3.2 Linear network
Consider the single-neuron RNN, with linear transfer function, shown in Fig. 3.1
(same as Fig. 2.2). The dierence equation for this network is
a(t)  w2a(t  1) = w1p(t  1): (3.18)
In order to generate an error surface for this network, we rst generate training data.
As we will demonstrate later, the spurious valleys that appear in the surface are not
signicantly aected by the target outputs. Therefore, we will choose a simple data
set. We use a sequence of independent Gaussian random variables with mean zero
and variance one for the input p(t). We then use the network of Fig. 3.1 to generate
the desired outputs, d(t), with w1 and w2 set to 0.5. In this way, we know that the
true minimum of the error surface should occur at w1 = 0:5 and w2 = 0:5.
The sum square error (SSE) is then computed with
F =
QX
t=1
(d(t)  a(t))2 (3.19)
where Q is the number of points in the input sequence. An error surface and valleys
for a particular input sequence are shown in Fig. 3.2. We can see that even this simple
network has spurious valleys on the error surface. One is located at the w1 = 0 line,
and the other is located at the w2 =  3:226 line. (Note that the locations of these
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spurious valleys are unrelated to the location of the true minimum at w1 = 0:5 and
w2 = 0:5.) In the next sections, we will explain how these spurious valleys occur.
3.2.1 Root valley
The rst type of spurious valley (represented by the line at w2 =  3:226 in Fig.
3.2) is determined by the input sequence, and is unrelated to the desired output, as
we will show in this section. For the linear system (3.18), we can nd the impulse
response from
g(i)  w2g(i  1) = 0 (3.20)
with g(0) = 0 and g(1) = w1. The characteristic equation of (3.18) and (3.20) is
D1() =   w2 = 0 (3.21)
which means that the system pole is
1 = max = w2 (3.22)
From (3.7) and (3.22), we can say that
lim
i!1
g(i+ 1)
g(i)
= w2: (3.23)
For this system, the ratio will equal w2 starting at i = 1. Using this fact, and (3.3),
we can write
a(t) = g(1)
t 1X
l=1
wt l 12 p(l) = g(1)P
t 1
1 (w2): (3.24)
(It is assumed in (3.3) that the initial conditions are equal to zero. The valleys still
occur when the initial conditions are nonzero, but their shapes will vary. In this case,
we would use (3.11).)
If we compare (3.17) with (3.24), we can see that the network output will be equal
to zero for w2 = r (the frozen root of P
t
1()). This root will produce
D1(r) = 0: (3.25)
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On the other hand, since max = w2 = r is greater than 1 in magnitude, the system
will be unstable, which would generally lead to very large outputs.
This is a fundamental result, which we will extend in chapter 4 to a very general
class of RNN. In a region in the weight space where the network should be unstable
(poles of the system are outside the unit circle), the network response is close to
zero. This means that if the weight w2 is changed slightly away from r, the network
response will quickly increase. This will cause a steep valley in the error surface,
which we call a root valley. For the data set represented in Fig. 3.2, a root valley
appears at the line w2 =  3:226. This corresponds to the frozen root r of P t1().
We should make very clear that the location of the root valley depends only on the
input sequence (and potentially on nonzero initial conditions); it does not depend on
the desired output. This is a very unexpected result. During training we are trying to
get the neural network to approximate some unknown dynamic system that denes
the relationship between the inputs and the desired outputs. (In our example here,
the unknown dynamic system is the network of Fig. 3.1 with weights w1 = 0:5 and
w2 = 0:5.) Now we nd that there are steep valleys in the error surface that depend
only on the input sequence. And, in fact, they depend only on the rst few points of
the input sequence. This is because the frozen root generally occurs within the rst
ve to ten time steps and then remains frozen for the rest of the sequence [18].
In chapter 4, we extend these results to a very general RNN of arbitrary size. We
rst investigate a network with two neurons, before moving to the general case. In
each instance, we will have equations equivalent to (3.17), (3.25) and (3.24). In other
words, we will have a polynomial P ti () whose coecients are elements of the input
sequence. (In some cases, the rst few coecients may be modied, as in (3.12).)
This polynomial will have a root, r, outside the unit circle:
P ti (r) = 0; for some jrj > 1; t > t: (3.26)
We will then nd a set of network weights so that a root of the characteristic equation
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(system pole) is equal to that root of P ti () outside the unit circle:
Dn(r) = 0; for some set of network weights: (3.27)
Because of this root, the network response will be very small, even though the network
is unstable. This means that a small change in the weights will cause a large change in
the network response, which will result in a very narrow and deep valley in the error
surface. (The width of the valleys will decrease, and depth of the valleys will increase,
with the length of the input sequence, because, as the length increases, the network
outputs will become larger for unstable weights.) The equation that denes the valley
will be Dn(r) = 0, where the coecients of the Dn(r) polynomial are functions of the
network weights. (In some cases, the rst few coecients of the P ti () polynomial will
also be functions of the network weights, in which case we will also have the equation
P ti (r) = 0 to be satised.)
Because these root valleys depend only on the rst few steps of the input se-
quence, and not on the desired outputs (or on the underlying dynamic system that
we are attempting to approximate), we call these valleys \spurious." (The dictio-
nary denition of spurious is \Not proceeding from the true source.") The minima of
these valleys are unrelated to the global minimum of the error surface. They cause
diculties during training, because they trap the search for the true minimum.
3.2.2 Architecture valley
There is a second spurious valley in Fig. 3.2. This occurs on the line w1 = 0. If
w1 = 0, and the initial condition is 0, then the output will be 0 for all values of w2.
Therefore, the sum squared error function F will equal the sum squared targets. This
is much smaller than the F values as we move away from the w1 = 0 line, especially
in areas where the network is unstable (jw2j > 1).
We call this second type of valley an \architecture" valley, because the location
of the valley depends on the architecture of the network. It does not depend on the
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Figure 3.3: Error surface and valleys for one-layer nonlinear network
desired outputs of the training set (or on the underlying dynamic system that we are
approximating). In next chapter, we will demonstrate architecture valleys for a more
complex network.
3.3 Nonlinear network
Now replace the linear function in Fig. 3.1 by the tanh function. The network
output becomes
a(t) = tanh [w1p(t  1) + w2a(t  1)] : (3.28)
The error surface and valleys for the same input sequence used in Section 3.2 are
shown in Fig. 3.3.
3.3.1 Root valley
In this section, we will show that w2 = r (D1(r) = 0) still denes the root valley
in the nonlinear case, with a modication of the meaning of the root r. We will
show that on the root valley, the output is small. When the output is small, the
tanh activation functions will be approximately linear, and the same analysis from
the linear case can be applied. The output for the rst few time steps are (assuming
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zero initial conditions):
a(1) = 0
a(2) = tanh [w1p(1)]
a(3) = tanh [w1p(2) + w2a(2)] : (3.29)
At some points (w1; w2) on the error surface where w1p(2) + w2a(2) is small enough,
the tanh function can be approximated as linear. Thus we can make the following
approximation:
a(3)  w1p(2) + w2a(2):
If this type of approximation can be applied for the following time points, then we
can use the linear dierence equation of (3.18), which will be valid for t  3, with
initial conditions a(2). This means that we can use the modied convolution equation
of (3.11), which allows for nonzero initial conditions:
a(t) =
t 1X
l=2
g(t  l)p0(l); t  3 (3.30)
where, using (3.13), we can nd the modied input element, p
0
(2), to be
p
0
(2) = p(2) +
w2a(2)
w1
: (3.31)
By using the same argument as in the linear case, we have an expression for the
output similar to (3.24) as the following:
a(t) = g(1)
t 1X
l=2
wt l 12 p
0
(l) = g(1)P
0 t 1
2 (w2): (3.32)
where P
0 t
i() is dened as in (3.15), but with p
0
(l) instead of p(l). If w2 = r, the
output will be equal to zero.
Using (3.31) and (3.29), we can rewrite P
0 t 1
2 (w2) as follows:
P
0 t 1
2 (w2) =

p(2) +
w2a(2)
w1

wt 32 + p(3)w
t 4
2 + :::+ p(t  1)
=
a(2)
w1
wt 22 + p(2)w
t 3
2 + p(3)w
t 4
2 + :::+ p(t  1)
=
tanh [w1p(1)]
w1
wt 22 + p(2)w
t 3
2 + p(3)w
t 4
2 + :::+ p(t  1) (3.33)
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The dierence in the nonlinear case is that the rst coecient in P
0 t 1
2 (w2) de-
pends on the network weight w1. We have to nd the frozen root r of P
0 t 1
2 (w2)
corresponding to each value of w1. The root valley will be formed numerically by
points (w1; w2) for which w2 = r. In the linear case, r just depends on the elements
of the input sequence, so the root valley is a straight line. In the nonlinear case, r
varies with the weight w1. That is why the root valley is a curve as shown in Fig. 3.3.
We can see that the approximate root valley (the red curve), determined numerically
as above, accurately matches the true root valley.
The root valley in the nonlinear case is determined by nding the frozen root r of
P
0 t 1
2 () and then plugging that root into D1(r) = 0. In the general case, which will
be discussed in Chapter 4, a similar pattern emerges. The root valleys are determined
by similar simultaneous equations. The polynomial P
0 t
i() has a frozen root, r (for
t  t), which is greater than 1 in magnitude. The valley then appears along the
hypersurface Dn(r) = 0. The diculty in describing the valley for the general case is
caused by the fact that the rst few coecients of P
0 t
i() are functions of the network
weights.
The fundamental idea that we have applied to develop the nonlinear root valley for
the rst-order network (and general networks in the next chapter) is that at a certain
point in time (the time point i) and near the root valley, the network response will
be small, and the tanh will behave as a linear function. When that is true, we can
apply the analysis in the linear case to nd the nonlinear root valley. The network
response before the the time point i will provide the initial conditions. That is why
we will use P
0 t
i() to nd the frozen root instead of P
t
1().
3.3.2 Architecture valley
Like the linear case, the architecture valley for the nonlinear neuron appears at
w1 = 0. If w1 = 0, and the initial condition is zero, then the output equals zero for
32
−100 −50 0 50 100
−100
−80
−60
−40
−20
0
20
40
60
80
100
w1
w
2
Figure 3.4: Third type valleys
any w2.
Additional types of architecture valleys are discussed in [18]. They appear because
of the saturation eect of the tanh function. One type of valley (the third type) occurs
as w1 and w2 are large enough to cause saturation in the output at most time points.
Fig. 3.4 shows the valleys of the third type. Suppose that the output at time point
k   1 is saturated at 1 or  1. The output at the time point k is also saturated at
1 for some regions and  1 for some other regions. For some combinations of w1 and
w2 at which the output switches from 1 to  1 (or visa versa), it will cross the target
(which is a value between  1 and 1). Since the outputs at all other time points
are not changing (saturated), changing this output will cause a valley in the error
surface. The equations for this type of valley can be determined by substituting 1
for a(k   1) and t(k) for a(k) in (3.18) (assume that we are still in the linear region
of the tanh function). That equation is
w1 =
t(k) w2
p(k   1) : (3.34)
This equation predicts the potential valleys of the third type.
The fourth type of valley occurs when w1 is small and w2 is large. The output
for early time points are near zero. As time progresses, the order of the w2 terms
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Figure 3.5: Fourth type valleys
increases and the output saturates at 1 or  1. The transition between zero and the
saturated values may cause the output to cross the target for some combination of w1
and w2. All other outputs are equal to either zero or saturated, so the valley occurs.
The equation for the valleys of the fourth type is
w1 =
t(k)
w2k 1p(1)
(3.35)
The curve near w1 = 0 in Fig. 3.5 is a fourth-type valley.
We have investigated the error surface of the simplest RNN in this chapter. We
want to extend these results to the error surfaces of more complex networks. This
will be done in the next chapter.
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CHAPTER 4
ERROR SURFACE OF GENERAL RECURRENT NETWORKS
This chapter extends the results in Chapter 3 for a general class of RNN. This
is a further step in understanding the error surface of RNNs, which can then lead
to improvements in training. We will analyze the error surface of a second order
network (both linear and nonlinear) rst, and then we will generalize the results for
the class of Layered Digital Dynamic Networks (LDDNs). The analysis will again use
the preliminary material introduced in Section 3.1 of Chapter 3. The work in this
chapter can be found in [19].
4.1 Second order linear recurrent network
4.1.1 Description of network
Consider the two-layer linear network shown in Fig. 4.1 (also Fig. 2.7). The
network can be represented in state space form as
x(t+ 1) =
264 w1 w2
1 0
375x(t) +
264 1
0
375 p(t)
a(t) =

1 0

x(t) (4.1)
where x1(t) = a2(t), x2(t) = a2(t   1) and a(t) = a2(t). The corresponding transfer
function is
G(z) =
z
z2   w1z   w2 (4.2)
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Figure 4.1: Two-layer linear network.
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Figure 4.2: Stable region of the Fig. 4.1 network.
and the resulting dierence equation is
a(t)  w1a(t  1)  w2a(t  2) = p(t  1) (4.3)
which has the following characteristic equation
D2() = 
2   w1  w2 = 0: (4.4)
The system will be stable if the poles (roots of the characteristic equation) are
inside the unit circle. Using the Jury stability test ([38], page 185) we can nd three
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Figure 4.3: Error surface of the Fig. 4.1 network.
conditions for stability:
w1 + w2 < 1
 w1 + w2 < 1
jw2j < 1:
These inequalities dene the interior of the triangle shown in Fig. 4.2. (Compare
with the bifurcation diagram in Fig. 2.8.) In the region below the parabola in Fig.
4.2 the poles are complex. This region is dened by:
w21 + 4w2 < 0: (4.5)
This region will be important in determining the shape of the error surface of the
network.
The training data is developed in the same way described in Section 3.2, except
that w1 = 0:5 and w2 =  0:5. The error surface for a particular input sequence of 15
points is plotted in Fig. 4.3. Fig. 4.4 is a plot of the valleys. As in the one neuron
case, we have root valleys and architecture valleys. In this case, the architecture
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valleys are a group of parabolas with dierent curvatures, and the root valley is a line
segment to the left of the parabolas.
4.1.2 Root valleys
In order to investigate the root valleys, as in the single neuron case, we consider
the polynomial P t1(). Assume that there is a frozen root, r, starting at t = t
, so
that (3.17) is satised. As in the one neuron case, we want to nd the weight values
so that r is also a pole (root of the characteristic equation). If we plug in r for  in
(4.4), we have
D2(r) = r
2   w1r   w2 = 0: (4.6)
This equation will dene the root valley, and we want to nd the values of the weights
that will cause this equation to be satised. We can rewrite (4.6) as
w2 =  r(w1   r): (4.7)
We will show that the root valley is a segment of this line.
Since jrj > 1, this line lies outside the stable region in Fig. 4.2. It will also
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be important that r be the largest root of D2(). Let 1 = r. Since 12 =  w2,
2 =  w2r . From this condition, we will be able to tell if r is the largest root.
From (3.7), we can say that
lim
i!1
g(i+ 1)
g(i)
= 1 = r (4.8)
where we are considering the segment of the line (4.7) where jw2j < r2, and, therefore,
j1j > j2j.
Therefore, given " > 0, there exists an i such that
g(i+1)g(i)   r < " for every i  i.
Therefore, g(i+1)  rg(i) for i  i. (In our tests, i = 5 is usually sucient.) If we
substitute this into the convolution (3.3), we have
a(t) =
i 1X
i=1
g(i)p(t  i) +
t 1X
i=i
g(i)p(t  i)

i 1X
i=1
g(i)p(t  i) + g(i)
t 1X
i=i
ri i

p(t  i)
=
i 1X
i=1
g(i)p(t  i) + g(i)
t iX
l=1
rt i
 lp(l)
=
i 1X
i=1
g(i)p(t  i) + g(i)P t i1 (r): (4.9)
If t  i  t or t  t + i, then the second term is zero (from (3.17)). So
a(t) =
i 1X
i=1
g(i)p(t  i): (4.10)
We need to emphasize that this is true for every t  t + i.
Therefore, every point on the line (4.7) at which jw2j < r2 will produce small
outputs a(t) for every t  t + i (and so relatively small errors). However, the
output at points on either side of this line segment will be signicantly higher, since
they are in the unstable region of the system. Thus, the SSE is small on this line
segment, compared to points on either side. As a result, this line segment becomes a
valley in the error surface. Note that this valley does not depend on the targets, only
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on the input sequence (which determines P t1()) and the network architecture (which
determines D2()). An example of this line segment is shown in Fig. 4.4, where you
can see that the actual valley follows the line segment.
Again, the cause of this valley is that P t1() has a root, r, greater than 1 in
magnitude for t > t, and that D2(r) = 0 over some region of the weight space. This
region of the weight space will form the valley. This same analysis can be applied to
linear networks of arbitrary size, as we will show in a later section. Note that if P t1()
has more than one root greater than 1 in magnitude, the error surface will have more
valleys of this kind.
4.1.3 Intrinsic architecture valleys
In the previous sections, we found that the existence and location of root valleys
in the error surface depend on the input sequence p(t). How about the parabolic
valleys that appear in Fig. 4.4? Does their presence depend on the input sequence?
To answer that question, we will develop an error surface that is independent of the
input sequence. The idea is to take the average of all possible surfaces (one for each
possible input sequence). In other words, we will consider p(t) as a random process
and nd an expression for the expectation of the SSE (3.19). This average surface is
a function of only the two weights w1 and w2.
Ft(w1; w2) = E
"
QX
t=1
(d(t)  a(t))2
#
(4.11)
From (3.3), we have a(t) =
Pt 1
i=1 g(i)p(t  i). Therefore, d(t) =
Pt 1
i=1 gt(i)p(t  i)
where gt(i) is g(i) for w1 = 0:5 and w2 =  0:5. By substituting these in (4.11), we
have
Ft(w1; w2) =
QX
t=1
E
24 t 1X
i=1
g(i)p(t  i) 
t 1X
i=1
gt(i)p(t  i)
!235
=
QX
t=1
E
24 t 1X
i=1
(g(i)  gt(i)) p(t  i)
!235 :
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Figure 4.5: Average surface and valleys.
From (3.4) and (3.3) we can see that g(i) is equal to gt(i) until i = 1 and a(t) is equal
to d(t) until t = 2. Thus, the above equation is just applied for t  3 and i  2.
Suppose that the p(i) are independent and identically distributed random vari-
ables. (For illustration, we will assume mean zero and variance of one.) Then the ex-
pectation of every cross term in the sum
 Pt 1
i=1 (g(i)  gt(i)) p(t  i)
2
is zero. There-
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fore,
Ft(w1; w2) =
QX
t=3
t 1X
i=2
(g(i)  gt(i))2E

(p(t  i))2 ;
=
QX
t=3
t 1X
i=2
(g(i)  gt(i))2 ;
=
Q 1X
i=2
(Q  i) (g(i)  gt(i))2 : (4.12)
The average surface and its valleys are plotted in Fig. 4.5. It looks like the
sample surface shown in Fig. 4.3, except that there is no root valley. This conrms
that the root valley depends on the input sequence, whereas the parabolic valleys
do not. They are properties of the network architecture, and therefore we call them
\intrinsic architecture valleys." Next, we will nd equations that describe the intrinsic
architecture valleys. For simplicity, we need to make some approximations rst.
Consider the following approximation of Ft(w1; w2):
Fta(w1; w2) =
Q 1X
i=2
(Q  i) (g(i))2 (4.13)
The normalized error of this approximation is
Fta(w1; w2)  Ft(w1; w2)
Fta(w1; w2)
=
PQ 1
i=2 (Q  i)

2g(i)gt(i)  (gt(i))2
PQ 1
i=2 (Q  i) (g(i))2
(4.14)
Since the order of the numerator is less than the order of the denominator (notice that
the gt(i) are bounded constants, and g(i) increases with w2), the above ratio goes to
zero as w2 goes to innity. Therefore, we can approximate Ft(w1; w2) by Fta(w1; w2)
for large w2. We will work with the approximate average surface Fta(w1; w2) to nd
the equations for the intrinsic architecture valleys, however, we will continue to use
the notation Ft(w1; w2) instead of Fta(w1; w2).
A natural way to nd the valleys is to set the rst partial derivatives of Ft equal
to zero. Here, we will take the rst derivative of Ft with respect to w1 and solve for
w1. That is
dFt
dw1
= 2
Q 1X
i=2
(Q  i)g(i)dg(i)
dw1
(4.15)
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By solving (3.4) to nd the g(i), and rearranging terms, this can be rewritten as
1
2
dFt
dw1
= f(Q  2) + 2(Q  3)w2 + 4(Q  4)w22 + 6(Q  5)w32 +   + a0wQ 32 gw1
+f2(Q  3) + 8(Q  4)w2 + 22(Q  5)w22 +   + a1wQ 42 gw31
+   + aQ 3w2Q 51 (4.16)
We want to nd the roots of the right-hand side of (4.16), which is a polynomial
in w1. Note that the coecients of this polynomial are polynomials in w2. If w2 is
large enough, we can approximate these coecients by the highest order terms. The
polynomial with these approximate coecients is
1
2
dFt
dw1
 a0wQ 32 w1 + a1wQ 42 w31 +   + aQ 3w2Q 51
= g(Q  1)dg(Q  1)
dw1
(4.17)
In Appendix A, we show that the roots of the polynomial in (4.16) approach the
corresponding roots of the polynomial in (4.17) as w2 increases. Therefore, to locate
the valleys, we can set g(Q  1)dg(Q 1)
dw1
equal to zero and check the second derivative
of Ft with respect to w1. If that second derivative is positive, we have valleys. If it is
negative, we have ridges. The second derivative can be written
1
2
d2Ft
dw21
=

dg(Q  1)
dw1
2
+ g(Q  1)d
2g(Q  1)
dw21
: (4.18)
Now we consider two cases where dFt
dw1
= 0. The rst case is g(Q 1) = 0. The second
case is dg(Q 1)
dw1
= 0.
For the rst case, where g(Q   1) = 0, we show in Appendix B that d2Ft
dw21
> 0.
Therefore, g(Q   1) = 0 is the equation for the valleys. From [39], Corollary 10, we
can write the following expressions for g(Q  1):
g(Q  1) =
8>><>>:
w1
Q(Q 3)=2
k=1 (w
2
1 + 4w2cos
2( k
Q 1)) if Q is oddQ(Q 2)=2
k=1 (w
2
1 + 4w2cos
2( k
Q 1)) if Q is even
(4.19)
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Figure 4.6: Intrinsic architecture valleys and their equations for Q = 15 (top) and Q = 14 (bottom)
For the second case, where dg(Q 1)
dw1
= 0, we show in Appendix C that d
2Ft
dw21
< 0
if w1 6= 0. Because the second derivative is negative, we have a ridge, instead of a
valley. In this case, we have just one more valley for even Q. That is the vertical line
w1 = 0 with w2 > 0.
To summarize, the equations for the intrinsic architecture valleys are as follows
(see (4.19)):
 If Q is odd, the architecture valleys are made up of the vertical line w1 = 0 and
a family of parabolas w2 =   w
2
1
4cos2( k
Q 1 )
for k = 1; 2; : : : ; Q 3
2
.
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 If Q is even, the architecture valleys are made up of the section of the vertical
line w1 = 0 with w2 > 0 and the family of parabolas w2 =   w
2
1
4cos2( k
Q 1 )
for
k = 1; 2; : : : ; Q 2
2
.
Fig. 4.6 shows three sets of curves. The thick, dark curve is w2 =  w
2
1
4
, below
which the system characteristic equation has complex roots. The intrinsic architecture
valleys (except the section of the vertical line w1 = 0 with w2 > 0) fall below this
curve. Note that there are always (Q   2) such valleys. The black curves indicate
numerically computed valleys in the average performance surface. The thin, gray
curves represent the equations for the approximate intrinsic architecture valleys, as
described above. We can see that the approximate valleys accurately match the actual
valleys.
A more intuitive way to explain the intrinsic architecture valleys is to use the
impulse response g(i). Note that in the region dened by inequality (4.5) (and outside
the stable region), the impulse response oscillates and expands with time. Therefore,
the last impulse response coecient g(t   1), has the most signicant aect on the
output a(t) in (3.3). At those points (w1; w2) where g(t  1) = 0, the output becomes
\small" (compared to the outputs at those points where g(t  1) 6= 0) and the SSE is
small as well. This means that g(t 1) = 0 is the equation of the intrinsic architecture
valleys. We conrmed this experimentally.
If 1 and 2 are complex conjugate roots, the impulse response can be written as
follows ([40], page 75):
g(i) = Ri 1
sin(i)
sin
where R =
p w2 and the frequency  is dened by
cos() =
w1
2
p w2 ; sin() =
p (w21 + 4w2)
2
p w2 (4.20)
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Figure 4.7: Impulse responses for dierent intrinsic architecture valleys. Last impulse response
equals zero.
If we set the last impulse response coecient g(Q  1) equal to zero, we will have
 =
k
Q  1 ; 1  k  Q  2
Substituting this into (4.20), we get the same equations for the intrinsic architecture
valleys: w2 =   w
2
1
4cos2( k
Q 1 )
.
Fig. 4.7 shows the impulse responses at dierent intrinsic architecture valleys (An
input sequence of 7 points is used in this demonstration). Each valley corresponds to
a dierent frequency of oscillation of the impulse response, however, the last impulse
response coecient g(Q 1) is always small for all valleys. Fig. 4.8 plots the intrinsic
architecture valleys for dierent frequencies of oscillation of the impulse response.
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Figure 4.8: Intrinsic architecture valleys for dierent frequencies .
4.1.4 Sample architecture valleys
In the previous section, we found the locations of architecture valleys on the
average performance surface. They are independent of the input sequence. For a
particular input sequence, we call these valleys \sample architecture valleys". One
example of sample architecture valleys is shown in Fig. 4.4. In this section, we
will investigate how the sample architecture valleys are dierent than the intrinsic
architecture valleys.
The sample performance surface is obtained from (3.19):
F =
QX
t=1
(a(t)  d(t))2
=
QX
t=1
"
t 1X
i=1
(g(i)  gt(i)) p(t  i)
#2
We will use the argument for intrinsic architecture valleys to nd the equations for
sample architecture valleys. First, we ignore gt(i) in the above sum and approximate
F by
F '
QX
t=1
"
t 1X
i=1
g(i)p(t  i)
#2
The rst derivative of F with respect to w1 is
1
2
dF
dw1
=
QX
t=1
"
t 1X
i=1
g(i)p(t  i)
#"
t 1X
i=1
dg(i)
dw1
p(t  i)
#
:
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Figure 4.9: Sample architecture valleys and their approximations.
Next, approximate this derivative by the last term in the sum as follows:
1
2
dF
dw1
'
"
Q 1X
i=1
g(i)p(Q  i)
#"
Q 1X
i=1
dg(i)
dw1
p(Q  i)
#
: (4.21)
Therefore, either
Q 1X
i=1
g(i)p(Q  i) = 0 (4.22)
or
Q 1X
i=1
dg(i)
dw1
p(Q  i) = 0 (4.23)
will dene the sample architecture valleys. We will consider these two cases individ-
ually.
 PQ 1i=1 g(i)p(Q i) = 0: Like Appendix B, we can show that if (4.22) is satised,
the second derivative of F with respect to w1 is positive. So (4.22) is indeed
an equation for sample architecture valleys. Comparing to (3.3), this means
that the last output equals zero. This makes sense, since, like the impulse
response g(t), the output a(t) is expanding with time. Therefore, the last output
dominates the SSE. If it equals the last target (note that targets are small
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Figure 4.10: Sample architecture valleys compared to intrinsic architecture valleys.
numbers), the SSE becomes small, and we have sample architecture valleys.
We conrmed experimentally that at the sample architecture valleys the last
output is small. The network responses for the sample architecture valleys are
similar in form to the impulse responses shown in Fig. 4.7.
 PQ 1i=1 dg(i)dw1 p(Q   i) = 0: Unlike Appendix C, the sign of the second derivative
of F with respect to w1 depends on the input sequence. This means that (4.23)
could be the equation for valleys or ridges depending on the input sequence.
Our experiments show that, in most cases, (4.23) is the the equation for ridges.
However, there are some input sequences in which some of the curves from (4.23)
are valleys. One of these cases will be illustrated at the end of this section.
Substituting g(i) from (3.4) into (4.22) and solving for w1 in terms of w2, we can
obtain equations for the sample architecture valleys. (We can do the same thing
for (4.23) to nd possible additional sample architecture valleys.) Fig. 4.9 shows
the actual valleys for a particular input sequence and the corresponding approximate
valleys obtained from (4.22). We can see that the approximate valleys match the
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Figure 4.11: Additional sample valleys.
We also see that, like the intrinsic architecture valleys, all sample architecture
valleys (there are still (Q   2) such valleys) lie in the region below the parabola
w2 =  w
2
1
4
(the region in which (4.4) has complex roots). The root valley acts as a
transition between two architecture valleys (e.g. the left-most one and the vertical
one in Fig. 4.9). The sample architecture valleys are shifted versions of the intrinsic
architecture valleys, as shown in Fig. 4.10. The direction of shifting depends on
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Figure 4.12: Error surface and valleys for a two-layer nonlinear RNN.
the sign of the root of the input sequence, which determines the location of the root
valley.
Some more examples of valleys for dierent input sequences are shown in Fig. 4.11.
In the rst two examples, all architecture valleys are well-approximated by (4.22). In
the last example, in addition to the architecture valleys that are approximated by
(4.22), there is a valley that is approximated by (4.23). The remainder of the curves
show the locations of the ridges on the error surface. Note that for w2 large enough,
we still have (Q   2) valleys, as in the other cases. This example illustrates our
argument for (4.23) above.
4.2 Second order nonlinear recurrent network
4.2.1 Description of network
The objective of this section is to understand the eect of adding nonlinear transfer
functions to the two-layer network. If the linear transfer functions in both layers of
the network shown in Fig. 4.1 are replaced by the tanh function, we have
a1(t) = tanh [p(t) + w1a1(t  1) + w2a2(t  1)] (4.24)
a2(t) = tanh [a1(t  1)] (4.25)
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As in the one-neuron network case, the nonlinearity makes the shape of valleys in the
error surface much more complex. The error surface, and the valleys, for a two-layer
nonlinear RNN are shown in Fig. 4.12.
4.2.2 Root valleys
In this section, we will show that D2(r) = 0 still denes the root valley in the
nonlinear case, with a modication of the meaning of the root r. Like the one neuron
case, we will show that on the root valley, the output is small. When the output
is small, the tanh activation functions will be approximately linear, and the same
analysis from the linear case can be applied. The layer outputs for the rst few time
steps are (assuming zero initial conditions, as described for the single neuron case):
a1(1) = tanh [p(1)]
a2(1) = 0
a1(2) = tanh [p(2) + w1a1(1)]
a2(2) = tanh [a1(1)]
a1(3) = tanh [p(3) + w1a1(2) + w2a2(2)]
a2(3) = tanh [a1(2)]
a1(4) = tanh [p(4) + w1a1(3) + w2a2(3)]
a2(4) = tanh [a1(3)] (4.26)
At some points (w1; w2) on the error surface where p(3) +w1a1(2) +w2a2(2) is small
enough, the tanh function can be approximated as linear. Because of this, a1(3) is
also small. Thus we can make the following approximation:
a(4) = a2(4)  a1(3)  p(3) + w1a1(2) + w2a2(2)
If this type of approximation can be applied for the following time points, then we can
use the linear dierence equation of (4.3), which will be valid for t  4, with initial
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conditions a(2) and a(3). This means that we can use the modied convolution
equation of (3.11), which allows for nonzero initial conditions:
a(t) =
t 1X
l=3
g(t  l)p0(l); t  4 (4.27)
where, using (3.13), we can nd the modied input elements, p
0
(3) and p
0
(4), to be
p
0
(3) = p(3) + w1a1(2) + w2a2(2)
p
0
(4) = p(4) + w2a2(3) (4.28)
Now let r be the largest root of D2(r) = 0. By using the same argument as in the
linear case, we have an expression for the output similar to (4.9). To be on the root
valley, we need to have
P
0 t i
3 (r) =
t iX
l=3
rt i
 lp
0
(l) = 0 (4.29)
where P
0 t
i() is dened as in (3.15), but with p
0
(l) instead of p(l).
So now, as in the linear case, the root valley is dened by two equations:
P
0 t i
3 (r) = 0
D2(r) = 0 (4.30)
The dierence in the nonlinear case is that the rst two coecients in P
0 t i
3 (r) (p
0
(3)
and p
0
(4)) depend on the network weights w1 and w2, whereas in the linear case, the
coecients of P t i

1 (r) were just the elements of the input sequence. To nd the root
valley in the linear case, we could simply nd the frozen root of P t i

1 (), and then
plug that value, r, into D2(r) = 0. This gave us the line w2 =  r(w1   r). For the
nonlinear case we have to solve the simultaneous equations in (4.30).
It is dicult to nd a closed form solution to these equations, but we can nd a
numerical solution using the following procedure. If we substitute (4.28) and w2 =
53
r2   w1r into (4.29) we have
P
0 t i
3 (r) = a2(2)r
t i 1 + [a2(3)  w1a2(2)] rt i 2
+ [p(3) + w1a1(2)  w1a2(3)] rt i 3 +
t iX
l=4
p(l)rt i
 l (4.31)
Now let p
00
be the input sequence p, except for the following points:
p
00
(1) = a2(2)
p
00
(2) = a2(3)  w1a2(2)
p
00
(3) = p(3) + w1a1(2)  w1a2(3) (4.32)
(Notice that these terms are only functions of w1, and not w2.) Then
P
0 t i
3 (r) = P
00 t i
1 (r) =
t iX
l=1
rt i
 lp
00
(l) (4.33)
If r is the frozen root of P
00 t i
1 (), then w2 =  r(w1  r) is the equation for the root
valley.
The procedure to nd the nonlinear root valley can be summarized as follows:
For each value of w1:
1. Compute a1(2), a2(2) and a2(3) from (4.26).
2. Form p
00
as in (4.32). Find r, which is the frozen root of P
00 t
1().
3. Compute w2 =  r(w1   r). (Note that the condition jw2j < r2 needs to be
satised, so that r is the largest root of (4.4).)
Fig. 4.12 shows an example error surface and associated valleys. You can see that
the approximate root valley, determined by the procedure above, accurately matches
a true valley. As in the linear case, the root valley is a part of D2(r) = 0. In the
linear case, r is the frozen root of P t1() and is xed. In the nonlinear case, r is the
frozen root of P
00 t
1() and varies with the weight w1 (and various initial conditions).
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Figure 4.13: Movement of architecture valleys from the linear case to the nonlinear case (7 point
sequence).
We want to emphasize that the mechanism that causes the nonlinear root valley is
unchanged: the input sequence (or adjusted input sequence) has a frozen root outside
the unit circle. The shape of the valley is changed because of the saturation of the
sigmoid function.
In the general case, which will be discussed in a later section, a similar pattern
emerges. Root valleys are determined by simultaneous equations, like those in (4.30).
The polynomial P
0 t
i() has a frozen root, r (for t  t), which is greater than 1 in
magnitude. The valley then appears along the hypersurface Dn(r) = 0. The diculty
in describing the valley for the general case is caused by the fact that the rst few
coecients of P
0 t
i() are functions of the network weights. We are able to solve this
numerically for the second order network, because we can solve Dn(r) = 0 for w2,
and then use that to eliminate w2 from the other equation.
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Figure 4.14: Outputs at basic architecture valleys.
4.2.3 Architecture valleys
Architecture valleys in the nonlinear case are created by the same mechanisms as
the linear case, but their shapes are modied. Fig. 4.13 shows an example of how the
architecture valleys change as we go from the linear case to the nonlinear case. In the
nonlinear case, valleys 1 and 2 move to the right, valleys 3, 4 and 5 move to the left.
(Note that valley 5 in the linear case - the part below the tangent point - is one of
the architecture valleys.) In addition, some new valleys appear (see valleys a through
e in Fig. 4.13). We can see that all of the architecture valleys in the linear case are
still present in the nonlinear error surface. (We call them basic architecture valleys.)
56
1 2 3 4 5 6 7
−0.5
0
0.5
Valley a
1 2 3 4 5 6 7
−0.5
0
0.5
Valley b
Time step
O
ut
pu
t &
 T
ar
ge
t
 
 
outputs
targets
Figure 4.15: Outputs at new architecture valleys.
They just move to new locations. The new architecture valleys appear around them.
We veried experimentally that the mechanism that causes these nonlinear archi-
tecture valleys is similar to the linear case (see section 4.1.4): one of the last outputs
is changing the most quickly and is crossing the corresponding target, while the other
outputs are almost constant. For the basic architecture valleys, the last output is
changing the most quickly between tanh(1) and   tanh(1), and it is crossing the last
target (see valleys 1 through 5 in Fig. 4.13). The outputs at these valleys have
patterns as shown in Fig. 4.14. Each valley corresponds to a dierent frequency of
oscillation of the network response. This is similar to the linear case.
For the new architecture valleys, in the process of changing from one frequency
to another, the last output stays saturated at tanh(1) or   tanh(1). If the second to
last output changes the most quickly, and crosses the second to last target, we have
new valleys (valleys a and b in Fig. 4.13). The outputs at these valleys have patterns
as shown in Fig. 4.15. Furthermore, if the last two outputs are saturated, and if the
third to last output changes the most quickly and crosses the third to last target,
we have additional new valleys (see valleys c, d and e in Fig. 4.13). This cycle has
the potential to continue until the rst time point, so it can cause many more new
valleys around the basic valleys. These new valleys are similar to the type 3 valleys
described in [18] for the single neuron network.
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We can see that, by replacing the linear transfer function with the sigmoid transfer
function, we have increased the number and complexity of the architecture valleys.
These valleys inherit properties of valleys that appear in the linear case, however, they
are more numerous and complex because of the saturation of the sigmoid transfer
function.
4.3 A general class of RNN
In this section, we will discuss how the results for the one- and two-layer RNNs can
be extended to a more general class of RNN. We rst analyze linear networks (where
linear functions replace sigmoid functions), before proceeding to nonlinear networks.
4.3.1 Layered digital dynamic networks (LDDNs)
We now consider a very general class of RNN - the Layered Digital Dynamic
Network - rst introduced in [41]. The net input nm(k) for layer m of an LDDN can
be computed
nm(k) =
X
l2Lfm
X
d2DLm;l
LWm;l(d)al(k   d)
+
X
l2Im
X
d2DIm;l
IWm;l(d)pl(k   d) + bm (4.34)
where pl(k) is the lth input to the network at time k, IWm;l is the input weight
between input l and layer m, LWm;l is the layer weight between layer l and layer m,
bm is the bias vector for layer m, DLm;l is the set of all delays in the tapped delay
line between layer l and layer m, Im is the set of indices of input vectors that connect
to layer m, and Lfm is the set of indices of layers that connect directly forward to layer
m. The output of layer m is
am(k) = fm(nm(k)) (4.35)
for m = 1; 2;    ; M , where fm is the transfer function at layer m. The set of
M paired equations (4.34) and (4.35) describes the LDDN. LDDNs can have any
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number of layers, any number of neurons in any layer, and arbitrary connections
between layers (as long as there are no zero-delay loops). An LDDN can be linearized
by making all activation functions in (4.35) linear.
Any linear LDDN can be represented in state space form using (3.8). The corre-
sponding transfer function can then be obtained using (3.14), which leads to dier-
ence equation (3.1) and characteristic equation (3.5). The output can be computed
by convolving the input sequence with the impulse response, as in (3.3) (or (3.11) for
nonzero initial conditions).
4.3.2 Root valleys
The steps we followed in section 4.1.2 for the two layer network can be followed
almost exactly for the general case. If P t1() has a frozen root r bigger than 1 in
magnitude, the error surface will have a root valley. That valley can be obtained by
substituting r into the characteristic equation (3.5). In other words, the equation of
the root valley is:
Dn(r) = r
n +m1r
n 1 +   +mn = 0 (4.36)
where P t1() has a frozen root, r (for t  t). The valley is therefore dened by the
simultaneous equations
P t1(r) = 0; t  t
Dn(r) = 0: (4.37)
We will summarize the main points that lead to this conclusion.
1. For all sets of weights that satisfy (4.36), there is a system pole outside the
unit circle, which means that the network is unstable. (Note that the mi are
complex functions of the LDDN layer weights.)
2. If there is a region on (4.36) where r is the root ofDn() with largest magnitude,
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then we can approximate the impulse response using g(i+1) = rg(i) for i > i.
This leads to (4.9). Since r is the frozen root of the P t1(), the output is small.
3. The root is frozen as time increases, so the output remains small after a certain
time point.
4. As the network weights vary even slightly from the hypersuface (4.36), the
network output will increase dramatically, since that hypersurface is in the
unstable region of the network.
4.3.3 Architecture valleys
We can extend the analysis of the architecture valleys in the two-layer network
case to explain how these valleys will form in the general case.
1. The intrinsic architecture valleys appear at those points where the last impulse
response, g(Q   1), equals zero. Their presence is independent of the input.
They are properties of the network architecture.
2. The sample architecture valleys appear when the last output equals zero. They
are shifted versions of the intrinsic architecture valleys.
4.3.4 Valleys for nonlinear RNNs
Because of the saturation eect, the nonlinear valleys are modied (in terms of
shape and location) of the linear valleys. In addition, the number of valleys is multi-
plied.
1. The nonlinear root valley is a shifted version of the linear root valley. Start-
ing at a certain point in time and at certain places in the error surface, the
layer outputs of the network become small. Therefore, the sigmoid activation
functions can be approximated as linear. Therefore, the network operation can
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be described by the linear dierence equation (3.1). The root, r, that is used
to determine the root valley equation, using (4.36), is changing since the rst
n coecients of the input sequence are modied by the rst n network out-
puts (see (3.13)). (This involves modifying (4.37) to replace P t1(r) with P
0 t
n(r).)
Thus, the nonlinear root valley is shifted compared to the linear case. The shift
depends on the si (see (3.1)). Note that the si depend on the input weights of
the LDDN.
2. The architecture valleys still appear. They just move to new locations. Also,
new architecture valleys appear, as described for the two layer network.
Although we can not visualize the error surface and valleys of a general RNN,
the dierence equation (3.1) allows us to use the method of analysis for the two-layer
RNN to analyze the general RNN. The understanding of the mechanisms that cause
the spurious valleys can help us avoid them during training. It is not necessary to
know the exact locations of the valleys. It is enough to know that they are not related
to the problem that the RNN is being trained to solve. They are functions of the
network inputs in the training set, the initial states of the network, and the network
architecture.
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CHAPTER 5
PROCEDURE FOR TRAINING RECURRENT NETWORKS
We analyzed the error surface of RNNs in Chapter 3 and Chapter 4. The presence
of spurious valleys in the error surface of RNNs makes training, especially using batch,
gradient-based methods, very dicult. We know that these valleys are not related
to the true minimum of the surface, or to the problem the RNN is trying to solve.
They depend on the input sequence in the training data, the initial conditions and the
network architecture. Using this knowledge, in this chapter, we propose a procedure
for ecient training of RNNs. The procedure uses a batch training method based
on a modied version of the Levenberg-Marquardt algorithm and some techniques to
avoid the spurious valleys.
The structure of this chapter is as follows: We review some properties of the
spurious valleys of RNNs in Section 5.1 and the LM algorithm in Section 5.2. Section
5.3 proposes techniques that can mitigate the eects of the valleys in the error surface
and Section 5.4 introduces the training procedure. (Most of the material in this
chapter was presented in [20].)
5.1 Properties of valleys of recurrent networks
In this section, we will review the properties of spurious valleys in the error surface
of RNNs introduced in Chapter 3 and Chapter 4. One property of these valleys is that
they are caused by network instability and are related to the input sequence. In the
unstable region of network, the output grows without bound (for linear networks) or
saturates (for nonlinear networks). However, there are some locations in the unstable
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Figure 5.1: Error prole along the gradient direction
region (certain combinations of weights) where the output is still small for a particular
input sequence. For example, at locations where the weights satisfy the simultaneous
equations in (4.37) (the equations for the root valleys), the output equals zero. Since
the outputs nearby are much bigger, a valley appears. We would like to emphasize
that the valleys occur because of the instability (the valleys are in the unstable region)
and the input sequence. If the input sequence (or the initial condition) is modied,
it will produce a valley in a dierent location.
Another property of the spurious valleys, especially the root valleys, is that they
are very narrow and have steep slopes. (Some of the valleys were found to have
widths on the order of 10 15 as shown in Fig 5.1.) This is understandable, because
of the sudden change in the output at the valleys. This also means that the norm of
gradient of the performance index with respect to the weights would be very large.
Therefore, the norm of the gradient would indicate when the search reaches a valley.
Another property is that as the training sequence gets longer, more valleys appear
in the error surface. An example is shown in Section 4.1.4, where the number of
architecture valleys is Q  2, where Q is the training sequence length (see Fig. 4.9).
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Furthermore, longer sequences also produce steeper valleys (see Fig. 4 in [18]).
As the RNNs become larger, with more layers, neurons, or feedback connections,
the valleys become more numerous and more complex. An error prole for a practical
network is shown in Fig. 5.1. The plot shows a cross section of the error surface (the
MSE along the gradient direction where  represents the fractional change in the
weights). We can see that there are many valleys in such a small range. We want to
escape from this region during the training process.
5.2 Levenberg-Marquardt algorithm: A short description
This section gives a brief description of the Levenberg-Marquardt (LM) algorithm,
which will be modied in a later section so as to avoid the spurious valleys. Details
about LM can be found in [42] and [43]. The LM algorithm is a variation of Newton's
method where the performance index is sum squared error (SSE). The update rule
for weights and biases xk at the k
th iteration is
xk =  

JT (xk)J(xk) + kI
 1
JT (xk)e(xk) (5.1)
where e is the network error and J is the Jacobian matrix of the network errors with
respect to the weights. J can be computed using backpropagation. For RNNs, we
need to use dynamic backpropagation. Jacobian calculations for a general dynamic
network can be found in [41].
This algorithm has the very useful feature that as k is increased it approaches
the steepest decent algorithm with a learning rate of 1=k, while as k is decreased
to zero the algorithm becomes Gauss-Newton. The algorithm begins with a small k
(e.g., k = 0:01). If a step does not yield a smaller value for the SSE, then the step
is repeated with k multiplied by some factor # > 1 (e.g., # = 10). Eventually the
SSE should decrease, since we would be taking a small step in the steepest descent
direction. If a step does produce a smaller value for SSE, then k is divided by # for
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the next step, so the algorithm will approach Gauss-Newton, which should provide
faster convergence. The algorithm provides a nice compromise between the speed of
Newton's method and the guaranteed convergence of steepest descent. We can see
that in the LM algorithm, the SSE is always decreasing from one iteration to the
next.
One stopping criterion for the LM algorithm is k reaching a maximum value (e.g.,
max = 10
10) without the SSE decreasing. This rarely happens for FNN training.
(FNN training usually stops when the norm of the gradient has reduced below some
minimum value.) However, this is not the case for RNN training. In RNN training,
k is quite likely to reach max, especially for closed-loop training with long input
sequences (see Section 5.4). As k reaches max, we would take a very small step in
the steepest descent direction. If the SSE cannot be reduced without making k very
large, then there exists a very narrow valley at the current weights. This also means
that the norm of the gradient at that weight location would be very large. Increasing
max does not help in this case, since eventually we will get trapped in that narrow
valley. Therefore, the idea is to escape from the valley. The next section will propose
some techniques to avoid the numerous valleys and to escape from the valleys if the
search is trapped.
5.3 Techniques for avoiding valleys in the error surface
There have been several techniques that have been proposed to improve the per-
formance of RNN training algorithms [18]. These techniques include regularization,
switching training sequences, randomly setting initial conditions and maintaining net-
work stability during training. We review those methods in this section, and then
we introduce a new technique in the following section. The rst modication is reg-
ularization, in which the sum square error performance function is combined with a
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penalty term:
J(x) = SSE + SSW
where SSE is the sum squared errors and SSW is the sum squared weights. This
performance function helps to force the weights back into the stable region, because
it overwhelms the spurious valleys for large values of the weights. The regularization
factor  is decreased during training to ensure that the nal trained weights are not
biased.
Another technique for improved training involves using more than one training
sequence. Because spurious valleys depend on the input sequence, for any two random
sequences the valleys will appear in dierent locations. The idea is to use one sequence
for a given number of iterations and then to switch to a new sequence. If we become
trapped in a spurious valley, that valley will disappear when the new sequence is
presented.
Another method to move the valleys is to use random initial conditions. We have
seen in Chapter 4 that the spurious valleys move when the initial conditions of the
network are changed. The initial conditions can be changed to small random values
in combination with the switching of sequences described above.
The analysis in Chapter 3 and 4 suggests yet another approach for avoiding the
spurious valleys. Because the valleys occur in the unstable regions of the parameter
space, one might be able to use a constrained optimization process to avoid these
instabilities during training. Some stability criteria for RNNs have been recently
developed in [44] and [45]. The next step is to incorporate these constraints into
recurrent RNN training algorithms.
In the next section, we will propose a new technique to improve RNN training.
We explained in Section 5.2 that  reaching max is an indication that the LM search
algorithm has fallen inside a valley. Using this knowledge, we can modify the LM al-
gorithm to improve convergence. The overall idea is to train with multiple sequences,
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and then if  reaches max to remove the sequence (or sequences) that are associated
with the valley. The removed sequence should have larger gradient than the other
sequences.
5.4 Training procedure
Before introducing the training procedure, we need to explain some concepts that
are commonly used in recurrent network training.
5.4.1 Useful concepts
Open-loop training and one-step-ahead prediction
We can consider the output of an RNN as an estimate of the output of the nonlin-
ear dynamic system that we are trying to model. The output is fed back to the input
of some layers in the network. Because the true output is available during the train-
ing of the network, we can use the true output instead of feeding back the estimated
output. This is similar to the series-parallel conguration introduced in [46]. The
advantage of this conguration is that the input to some layers of the network will
be more accurate. Therefore it is easier for the algorithm to nd the true minimum.
Also, by removing feedback loops we reduce the chance for spurious valleys.
Because of the series-parallel conguration, we are doing one-step-ahead predic-
tions. It turns out that doing one-step-ahead predictions is a very helpful initial step
in RNN training. For this initial step, all feedback loops from the network output
can be opened. After completing the one-step-ahead training, the feedback loops are
closed for multi-step-ahead training.
Closed-loop training and multiple-step-ahead prediction
The original RNN is in the parallel conguration [46] (closed-loop form). We want
to train this closed-loop network to perform an iterated prediction over many time
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steps (multiple-step-ahead prediction). (Note that for closed-loop training, we need
to use dynamic backpropagation.) The time horizon of the prediction is determined
by the length of the training sequences and the number of delays in the networks. For
example, if the training sequences have a length of 5 time steps, and the maximum
number of delays in the network is 2, then training the closed-loop network means
that we are doing 3-step-ahead predictions.
Because of the relationship between the sequence length and the width of the spu-
rious valleys mentioned above, we will start closed-loop training with short training
sequences rst, and then we will increase the prediction horizon. This requires that
we segment the original long training sequences into shorter sequences.
5.4.2 Procedure
Using techniques mentioned in Section 5.3, we propose a procedure for training a
general RNN that is based on the following steps:
1. Open-loop training (one-step-ahead predictions)
2. Closed-loop training with increasing prediction horizon: Do k-step-ahead pre-
diction (k  2). This includes segmentation of original long sequences into
small subsequences.
3. At each iteration of the LM algorithm, if  reaches max, remove the subsequence
with largest gradient. If the SSE does not decrease before  reaches max, keep
removing the subsequence with next largest gradient until the SSE decreases
(the algorithm escapes from the valleys). Add the removed subsequences back
to the training data before proceeding to next iteration.
(In addition to removing sequences, two other techniques could be used to move
the valleys: make a small change in initial conditions and/or remove a couple
of time points at the end of all training subsequences.)
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4. Increase the prediction horizon k (sequence length). If all subsequences are
removed, shorten the prediction horizon and go back to step 2.
In the original LM algorithm, the training stops if  reaches max, and in these
cases the resulting trained network performance is often very poor. In this modi-
ed LM algorithm, the training will continue, using new training data with some
subsequences (those with the biggest gradients) removed. This helps the algorithm
avoid being trapped at the valleys in the error surface. We will demonstrate the
performance of the modied algorithm on several test problems in next chapter.
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CHAPTER 6
TRAINING RECURRENT NETWORKS FOR MODELING AND
CONTROL OF PHYSICAL SYSTEMS
This chapter uses the procedure introduced in Chapter 5 to train practical re-
current networks. One of the very useful applications of recurrent networks is the
identication and control of dynamic systems. We will show how RNNs can be
trained for modeling and control of two physical systems: magnetic leviation and
double pendulum.
6.1 System identication
The rst step involved when using neural networks for control is system identi-
cation. In this step, we train a neural network to represent the dynamics of the plant.
The error between the plant output and the neural network output is used to update
the parameters of the neural network. The process is illustrated in Fig. 6.1.
One model that could be used for nonlinear identication is the nonlinear autore-
gressive with exogenous inputs (NARX) model (see Fig. 6.2). We will use a NARX
network for modeling in Section 6.3.
6.2 Model reference adaptive control
The model reference adaptive control (MRAC) architecture was rst introduced
in [46]. The MRAC consists of two parts: a plant model network and a controller
network, as shown in Fig. 6.3. The plant model is identied rst, and then the
controller is trained so that the plant output follows the reference model output.
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Figure 6.1: Plant identication [3]
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Figure 6.2: NARX recurrent network [4]
The neural network plant model is used to assist in the controller training. Fig. 6.4
shows the details of the MRAC architecture, in which the plant model is a NARX
network and the controller is another NARX network. This architecture will be used
for controlling the magnetic levitation system in Section 6.3.
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Figure 6.3: Model reference adaptive control structure [3]
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6.3 Simulation results
6.3.1 Magnetic levitation
System description
The magnetic levitation system consists of a magnet suspended above an elec-
tromagnet, where the magnet is constrained so that it can only move in the vertical
direction, as shown in Fig. 6.5.
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Figure 6.5: Magnetic levitation system.
Table 6.1: Simulation parameters for the magnetic levitation
  g M i(t) Sampling interval
12 15 9:8m/s2 3 kg 2  4 A 0:05 s
The equation of motion of the magnet is
d2y(t)
dt2
=  g + 
M
i2(t)sgn [i(t)]
y(t)
  
M
dy(t)
dt
(6.1)
where y(t) is the distance of the magnet above the electromagnet, i(t) is the current in
the electromagnet, M is the mass of the magnet, g is the gravitational constant,  is
a viscous friction coecient and  is a eld strength constant. Simulation parameters
are given in Table 6.1 [3].
System identication
First, we need a set of training data. We apply random inputs consisting of a
series of pulses of random amplitude and duration. An example of the training data
is shown in Fig. 6.6. We use a NARX network (Fig. 6.2) to model this system. For
this task, we use 3 input delays and 2 output delays (so the prediction begins with
the fourth data point) and 10 hidden neurons.
The rst step of the procedure in Section 5.4.2 is open-loop (one-step-ahead pre-
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Figure 6.6: Training data for magnetic levitation identication.
diction) training. In this phase, there are two inputs to the series-parallel network:
the input sequence and the target sequence.
After nishing the open-loop training, we come back to the original NARX network
for multiple-step-ahead prediction. The prediction horizon k is gradually increased,
based on the following list:
f2 : 1 : 50 = 55 : 5 : 200 = 250 : 50 : 500 = 600 : 100 : 1997g
where a : m : b means we go from a steps to b steps with the jump distance of m
steps. The selection of this list depends on how dicult the tting problem is. In this
particular example, at the beginning (the coarse tuning phase), we slowly increase k.
Later, in the ne tuning phase, we could increase k faster to save the training time.
Fig. 6.7 shows the results of the 1997-step-ahead prediction. We hardly see any
dierence between the actual position of the magnet and the position predicted by
the NARX network, since the error is so small. We will use this model to train the
controller in the next section.
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Figure 6.7: Magnetic levitation identication: 1997-steps-ahead prediction.
Controller training
We will use the MRAC architecture (see Fig. 6.4) in this section. There are three
sets of controller inputs: delayed reference inputs, delayed controller outputs (plant
inputs), and delayed plant outputs. The chosen number of delays for all three inputs
is 2. (Typically, the number of delays increases with the order of the plant.) We use
10 hidden neurons for the controller.
For the open-loop training phase, we use the targets (reference model outputs)
wherever the plant model outputs are fed back. In other words, we open two feedback
connections from the last (fourth) layer to the rst layer and the third layer. Notice
that we still have a feedback connection in the controller subnetwork. Since the plant
model network has already been trained, its weights are xed during the controller
training process. We also set the initial output weights of the controller to zero, so it
gives the plant zero initial input.
After successful open-loop training, we can follow the same steps we used for plant
training (given in Section 5.4.2) to train the closed-loop network.
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Figure 6.8: Model reference control training.
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Figure 6.9: Model reference control training without using the new procedure.
The result of controller training is shown in Fig. 6.8. We can see that the plant
output matches the reference model output very well. (To verify the advantage of
our procedure, i.e., how incrementally increasing the prediction horizon can improve
convergence, we trained the MRAC closed-loop network directly with the full-length
training sequence (3997-step-ahead prediction). The training result is shown in Fig.
6.9, in which we can see that the search fails to converge to an accurate controller.)
Now we can test the operation by applying an arbitrary input to the trained
MRAC network. We can see from Fig. 6.10 that the plant model output does follow
the reference model input (and matches the reference model output). The result is
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Figure 6.10: Model reference control testing.
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Figure 6.11: Double pendulum system.
good in both transient and steady-state regions, even though the input sequence is
not the same as the input sequence in the training data.
6.3.2 Double pendulum
Next, we will train a recurrent network to model a double pendulum. In this
section, we only consider system identication and not controller design.
System description
A double pendulum (Fig. 6.11) is a physical system that exhibits rich dynamics
and is sensitive to initial conditions. It is known to be chaotic.
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Table 6.2: Double pendulum parameters
l1 l2 m1 m2 I1 I2
1 m 2 m 1 kg 2 kg 0:1 kg m2 0:7 kg m2
0 0.5 1 1.5 2 2.5 3 3.5 4
x 10−9
3.3
3.4
3.5
3.6
3.7
3.8
3.9
4
4.1
4.2
Distance along Gradient Direction
M
SE
(a) Original error prole
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x 10−9
3.3725
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3.3729
Distance along Gradient Direction
M
SE
(b) New error prole
Figure 6.12: Change of error prole as a sequence is removed.
If we dene the state vector to be
x =
266666664
x1
x2
x3
x4
377777775

266666664
q1
q2
_q1
_q2
377777775
(6.2)
then equations of motion for the double pendulum can be written (from [47])
_x = f(x) (6.3)
where f is given by
f =
266666664
x3
x4
f3
f4
377777775
(6.4)
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where
f3 =
1
(x2)
fc1c3(x3 + x4)2 sin(x2)  c2c4g sin(x1)
+ c23x
2
3 cos(x2) sin(x2) + c3c5g sin(x1 + x2) cos(x2)g
f4 =
1
(x2)
f [c2 + c3 cos(x2)](2x3x4 + x24)c3 sin(x2)
+ c2c4g sin(x1) + c3c4g cos(x2) sin(x1)
  c1c5g sin(x1 + x2)  c3c5g cos(x2) sin(x1 + x2)
  [c1 + c2 + 2c3 cos(x2)]x23c3 sin(x2)g
(x2) = c1c2   c23 cos2(x2)
c1 = m1l
2
c1 +m2l
2
1 + I1
c2 = m2l
2
c2 + I2
c3 = m2l1l
2
c2
c4 = m1lc1 +m2l1
c5 = m2lc2
The parameters for the double pendulum are given in Table 6.2 [47]. We assume that
lc1 = l1=2 and lc2 = l2=2.
System identication
Because of the sensitivity of the double pendulum to initial conditions, we need
to collect "enough" training data to adequately represent most dynamic behaviors.
In this experiment, we used 20 dierent initial conditions in the range [ =2; =2] for
the two angles q1 and q2. Also, angles q1 and q2 are forced to be in the range [ ; ].
We use a NARX network with no input, 2 outputs, 4 output delays, and 10 hidden
neurons for this task.
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Figure 6.13: Gradient of individual sequences.
In the closed-loop training phase,  reached max quite often (see step 3 of the
procedure in Section 5.4.2). Fig 6.12(a) shows an error prole (a cross section of
the error surface along the gradient direction) when  reached max. Clearly, there
are many valleys in the error surface. At this point, we were doing 65-step-ahead
predictions. There were 140 subsequences (which were segmented from the 20 original
sequences) in the training data pool. By checking the norm of gradients of individual
sequences, we obtained the plot shown in Fig. 6.13. We can see that there is a
sequence (sequence 14) whose gradient dominates the gradients of others. It turns
out that this sequence contributes the most to the valleys in the error surface. By
removing this sequence from the training data and plotting the error prole again at
the same location, we obtained the new prole shown in Fig. 6.12(b). All the valleys
disappear now. (Note that this new prole is very smooth, and may seem to be too
good to be true. That is because we are plotting the prole over a very small region.
Even in that small region, however, the original prole has many spurious valleys.
This result is typical of the performance of the new proposed algorithm.) Because
we have eliminated many of the spurious valleys, it will be easier for the algorithm
to escape from this region.
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Figure 6.14: Training performance for the modied LM algorithm.
Table 6.3: Removing sequences for 65-step-ahead predictions
Epoch 4 6 7 9 10 15 17 19 25
No. seq 1 2 1 5 2 1 2 2 1
Fig. 6.14 shows the performance of the modied LM algorithm. We can see
that the SSE increases at certain epochs. (In the original LM algorithm, the SSE
always decreases.) This occurs when  reaches max and the algorithm gets trapped
in a valley. Since some subsequences are removed at this point, the next step could
produce weights where the SSE on the full data set does not decrease. The algorithm
does escape from the valleys and eventually converges, as shown in Fig. 6.14. (Note
that the standard LM algorithm would stop whenever  reached max. There would be
no way to continue with additional iterations. The algorithm would be permanently
stuck, and would almost always be stuck at a weight location where the network t
is very poor.)
Table 6.3 shows the number of sequences that were removed at certain epochs
when we were doing 65-step-ahead predictions. In this training stage,  reached max
9 times, and the algorithm had to remove at most 5 (out of 140) subsequences to
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Table 6.4: Removing sequences for dierent prediction horizons
k
Total no.
sequences
No. times
! max
Max no.
sequences
removed
27 360 1 1
55 180 3 2
65 140 9 5
75 120 1 1
95 100 2 1
125 60 1 1
145 60 16 1
150 60 21 1
155 60 31 2
160 60 19 3
250 20 4 3
300 20 13 1
497 20 1 1
escape from spurious valleys. Table 6.4 summarizes the operation of the modied LM
algorithm at dierent stages (dierent prediction horizons) when the search encoun-
tered spurious valleys. The table shows how many times  reached max and how
many sequences (at most) were removed.
The trained network responses for 2 out of 20 sequences in the training data are
shown in Fig. 6.15. We can see that even for a chaotic system, the 497-step-ahead
prediction results are quite good. (Since we were using batch training, we were able
to achieve a good t for all 20 sequences.) The performance for a testing sequence
is shown in Fig. 6.16. The network outputs still track the actual outputs quite well
even for a new sequence (with new initial conditions).
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Figure 6.15: Training results for the double pendulum (Actual outputs - thick, black and network
outputs - thin, gray).
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Figure 6.16: Testing results for the double pendulum (Actual outputs - thick, black and network
outputs - thin, gray).
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CHAPTER 7
A COMPARISON BETWEEN STOCHASTIC TRAINING AND
BATCH TRAINING
7.1 Stochastic training and batch training: An overview
There are two main schemes that have been used to train neural networks: stochas-
tic training and batch training. In stochastic training (sometimes called incremental,
online or adaptive training), the weights are updated after each training example is
presented, while in batch training, the weights are updated after the entire training
data set is presented.
There are conicting views in the neural network community on whether stochastic
or batch training is "better". Some researchers claim that stochastic training is
faster and produces better results than batch training. Others state that since batch
training uses the true gradient direction for its weight updates, it is more ecient
and also faster. A survey of these two views can be found in [48]. There has been
some work that compares these two schemes, both empirically [48] and theoretically
[49]; however, these comparisons were just for the standard steepest decent algorithm
which is not a fast and ecient one.
In the stochastic training scheme, we would not expect to have problems with
spurious valleys in the error surface, since dierent training data is used at each iter-
ation. This would correspond to the most extreme case of the "switching sequences"
strategy for avoiding the spurious valleys.
Our practical experience of training neural networks shows that certain batch
algorithms such as the Levenberg-Marquardt algorithm (Chapter 5) can provide more
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accurate and stable training than stochastic algorithms. Therefore, the analysis of
spurious valleys shown in the previous chapters is important. By understanding the
spurious valleys, we can modify batch algorithms to avoid them.
In the next section, we will describe the extended Kalman lter (EKF), which is
considered one of the best stochastic training algorithms for neural networks. We will
then compare the performance of the EKF with the LM algorithm in Section 7.3.
7.2 NN training with extended Kalman lter
The EKF has served as the basis for a number of neural network training al-
gorithms. It was used to train multilayer feedforward networks in [50]. In [51], the
authors used the EKF to train recurrent neural networks, and later in [52], they made
some modications to speed up the training algorithm.
The NN training problem can be considered as a parameter estimation problem,
where the network weights are estimated for a given set of inputs and targets. The
training problem is formulated as a weighted least squares minimization problem,
where the error vector e (with the length of N - the number of output neurons)
is the dierence between the network outputs and the targets. The cost function
is the mean squared error. The weights are arranged into a M -dimensional vector
w, and the estimate of the weight vector at time step n is denoted by w^(n). The
EKF algorithm requires, in addition to the updating of the weights, the updating of
an approximate error covariance matrix P(n). The update equations for the EKF
algorithm are
A(n) =

R(n) +H(n)TP(n)H(n)
 1
;
K(n) = P(n)H(n)A(n);
w^(n+ 1) = w^(n) +K(n)e(n);
P(n+ 1) = P(n) K(n)H(n)TP(n) +Q(n): (7.1)
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Figure 7.1: Simple tting data
where R(n) is associated with the learning rate (or forgetting factor), H(n) is the
Hessian matrix (M -by-N) - the partial derivatives of the outputs with respect to
the weights - which can be calculated using the backpropagation procedure, K(n)
is the Kalman gain matrix, and Q(n) is a diagonal matrix that incorporates the
process noise and helps to avoid numerical divergence of the algorithm. The initial
conditions w(0) are small random values. R(n) is initialized as a diagonal matrix
whose diagonal components are equal or slightly less than 1. P(0) is a diagonal
matrix with large diagonal components (e.g., O(102)), and Q(n) is a diagonal matrix
with small diagonal components, (e.g., O(10 2)).
We can see in (7.1) that the Jacobian matrix is computed, and the weights are
updated, after each input is presented. This makes the EKF a stochastic training
algorithm.
7.3 Our comparison: Simulation results
In this section, we will compare the performance of the EKF algorithm and the LM
algorithm on a variety of function approximation (system identication) problems.
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Figure 7.2: Comparison of convergence on simple tting data
There are ve data sets used for this comparison, both simulated data and real data,
with dierent complexity and number of data points in the training sets. The rst
four data sets are static, and we will use feedforward networks to t these data. The
last data set is dynamic, and we will use a recurrent network (a NARX network)
to build a model for this data. For each data set, we run 30 dierent trials, where
dierent random initial weights were used in each trial, and then we took the average
of the MSE over all trials.
7.3.1 Simple tting data set
This is a simple function approximation data problem. A feedforward network
with 1 input, 10 hidden neurons and 1 output neuron, with tansig transfer functions in
the hidden layer and a linear transfer function in the output layer (a 1-10-1 network),
was used to approximate the function shown in Fig. 7.1, with 94 data points in the
training set. The MSE for both algorithms (the average (bold), the upper bound
and the lower bound (dotted) over the 30 trails) is shown in Fig. 7.2. We can
see that in this case, the LM algorithm produced smaller nal errors than the EKF
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Figure 7.3: Comparison of convergence on N-P data
algorithm. (We did not consider the problem of overtting in our experiments. We
just considered the convergence accuracy.)
It should be noted that an epoch represents the presentation of all inputs in the
training set. For stochastic algorithms, like the EKF, this would correspond to many
iterations (weight updates). However, for batch algorithms, like the LM, an epoch
corresponds to only one iteration. This makes it some what dicult to infer rates of
convergence from Fig. 7.2. When the training set is large, the EKF might require
many more computations in each epoch than the LM algorithm.
7.3.2 Narendra and Parthasarathy's static data set
We will compare the function approximation capabilities of the two algorithms
for the problem given in [53]. This test problem was originally proposed by Narendra
and Parthasarathy in [46]. The dynamics of the plant are described by the nonlinear
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Figure 7.4: Comparison of convergence on house value data
equations
yp(n+ 1) = f [yp(n); yp(n  1); yp(n  2); u(n); u(n  1)] ;
f [x1; x2; x3; x4; x5] =
x1x2x3x5(x3   1) + x4
1 + x23 + x
2
2
; (7.2)
where yp(n) represents the outputs of the plant and u(n) is the command input at
time step n. The input u(n) consisted of a 1000 random points uniformly distributed
in the interval [ 1; 1]. A 5-10-1 network was used. (The 5 inputs are 2 time-delayed
command inputs and 3 time-delayed recurrent plant outputs.) The MSE for both
algorithms is shown in Fig. 7.3. The LM algorithm provides smaller nal errors.
7.3.3 House value data set
This data set can be used to train a neural network to estimate the median
house price in a neighborhood based on neighborhood statistics such as tax rate,
pupil/teacher ratio in local schools, crime rate, etc. (there are such 13 input variables
and a total of 506 input/target pairs in the training set). A 13-10-1 network was
used. The plot of MSE for both algorithms is shown in Fig. 7.4. This is a noisy data
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Figure 7.5: Comparison of convergence on engine behavior data
set, so we could not expect the MSE to go down as low as in the two previous data
sets, but that is the best both algorithms could do. Again, the LM algorithm can
provide smaller nal errors compared to the EKF algorithm.
7.3.4 Engine behavior data set
This data is obtained from the operation of an engine. The inputs to the network
are engine speed and fueling levels and the network outputs are torque and nitrous
oxide emission levels. A 2-10-2 network was used, and the training data set contained
1199 input/target pairs. The plot of MSE for both algorithms is shown in Fig. 7.5.
A similar trend as in the house value data set can be seen here. The LM algorithm
provides smaller errors at the end.
7.3.5 Magnetic levitation data set
In Chapter 6, we developed a model and trained a controller for the magnetic
levitation system using the LM algorithm. Now we will try to use the EKF algorithm
to t a model for this system and compare its performance with the LM algorithm.
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Figure 7.6: Comparison of convergence on magnetic levitation data
A NARX network with 2 input delays, 2 feedback delays and 10 hidden neurons was
used, and the training data had 4001 targets. We tested the open loop training, which
is a crucial step in the training procedure described in Chapter 5. The plot of MSE
for both algorithms is shown in Fig. 7.6. The LM algorithm provides smaller errors.
Summary The LM algorithm generally produced smaller nal errors in the tests
that we ran. In the case that very accurate training is required, such as in open
loop training step of the training procedure in Chapter 5, this is an advantage. In
addition, in terms of parameter conguration for training, the LM algorithm is more
autonomous. There is no need to adjust any parameter in the LM algorithm, while
the selection of matrices R, P, and Q in the EKF algorithm can be problem dependent.
7.4 Conclusion
In a comparison of one of the best stochastic algorithms - the extended Kalman
lter - with one of the best batch algorithms - the Levenberg-Marquardt algorithm -
we have shown that the LM algorithm can produce more accurate and stable training
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than the EKF. This demonstrates the importance of understanding the spurious val-
leys, so that batch algorithms can be modied to avoid them. Stochastic algorithms,
like the EKF, should avoid the valleys, sine the input sequence is eectively changed
at each iteration. However, batch algorithms can produce smaller nal errors. In
Chapter 5 we introduced several procedures for mitigating the eects of spurious
valleys on batch training algorithms.
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CHAPTER 8
A NEURAL CONTROLLER WITH DISTURBANCE REJECTION
One of the concerns about neural network controllers (like the MRAC described
in Chapter 6) is disturbance rejection. We want to train controllers that can deal
with random disturbances that are input to the plant. This requires a modication
of the standard MRAC structure. This chapter will review the classical method
for disturbance rejection, propose our new disturbance rejection control scheme and
apply that scheme for controlling a practical physical system.
8.1 Classical disturbance rejection method
The traditional method for disturbance rejection in linear systems is to make the
controller gain large. Consider the control system shown in Fig. 8.1 with plant P ,
controller C, reference input r, output y, disturbance d and tracking error e. We then
have the following relation between the disturbance d and the output y (set r = 0):
yd =
P
1 + PC
d (8.1)
If the gain of the controller C is large, yd is small. Therefore, by making the controller
gain large, we can reduce the eect of disturbances [54]. However, making the gain
too large could move the closed loop poles to the unstable region. Therefore, the
optimal gain is a compromise between the eect of disturbance rejection and the
system stability.
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Figure 8.1: A system with a disturbance
8.2 MRAC with disturbance rejection
The control scheme for disturbance rejection is illustrated in Fig. 8.2. Compared
to the standard MRAC structure (Fig. 6.3), the only dierence is that the disturbance
signal is added to the plant input.
In this disturbance rejection scheme, the plant is identied rst as in the stan-
dard MRAC structure. Next, the controller is trained. The training data for the
controller is obtained in the same manner described in Chapter 6, except that dis-
turbances are injected into the plant input. The NN controller is trained so that the
plant output follows the reference model output even in the presence of disturbances.
By maintaining the desired output, the trained controller has the ability to reject
disturbances.
8.3 Experimental results
In this section, we apply the control scheme proposed in Section 8.2 for controlling
a practical system: the blade position of a track-type tractor. The control objective
is to achieve a desired performance in the presence of some kinds of disturbances.
We will begin by building a plant model (disturbance free), and then we will train a
controller for disturbance rejection.
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Figure 8.2: MRAC with disturbance rejection
8.3.1 Plant model training
Plant description
The primary working tool of a track-type tractor is a blade, axed to the front
and controlled by several hydraulic arms (and an optional ripper in the back) (Fig.
8.3). The blade is mainly intended for earthmoving, such as pushing up sand, dirt,
or other such material during construction.
Sensors (laser or GPS based) are mounted on the machine to calculate the blade
position (elevation) and/or blade velocity (slope). The objective is to design a con-
troller that uses the information from the sensors to automatically adjust the blade
via the hydraulic valves to maintain grade. The controller needs to eciently main-
tain accurate blade position while maintaining operator comfort (by reducing the
oscillation of the blade, for example). A PD controller is typically used, however, to
improve the performance, some kinds of advanced nonlinear control, such as neural
control, need to be examined.
Training data
The plant input is the commanded rate to the hydraulic actuator. (There is
a nonlinear relationship between the commanded rate and the percentage that the
95
Figure 8.3: Track-type tractor
hydraulic valve is opened.) The output of the plant is the position of the blade. We
collected two types of data. In one type, the data was collected open loop, and in
the other type, the data was collected closed loop. (The data used for our tests was
provided by Caterpillar Inc. from their proprietary simulation of a production track
type tractor.)
a) Open loop data: For open loop data, a random commanded rate (a skyline sig-
nal) was applied to the plant, and the blade position was collected. The commanded
rate (which determines the hydraulic valve opening) ranges between -306 and 264
mm/s. We collected four sets of open loop data using four dierent skyline signals.
They are shown in Fig. 8.4. A magnication of the last portion of the fourth set is
shown in Fig. 8.5. We can see that when the commanded rate is held constant, the
velocity of the blade becomes constant. This shows that there is a pure integrator in
the plant.
By collecting data in the open loop conguration, we have more control over the
frequency content of the valve opening. However, because of the pure integrator in
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Figure 8.4: Open loop data
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Figure 8.5: Open loop data (magnied)
the plant, there is more drift in the blade position, so the blade is more likely to hit
the limits of its travel, as seen in Fig. 8.4. By contrast, if we also collect data in the
closed loop conguration, the frequency content of the valve opening is limited, but
we can collect more data with the blade position as shown below.
b) Closed loop data: For the closed loop data, a random reference position (an-
other skyline signal) was applied to the control system (a Caterpillar-designed PD
controller was used), and the plant input and output were collected. We collected two
sets of closed loop data using two dierent skyline signals for the reference positions.
They are shown in Fig. 8.6. A magnication of the last portion of the second set is
shown in Fig. 8.7.
We can see that some values of the commanded rate at the output of the controller
are beyond the limits of the actuator. These values are saturated to get the actual
commanded rates. (Later, when we train a controller, we will need to add a saturation
block to the controller to make sure that its output is within proper limits.) Also,
notice that the plant output oscillates around the reference signal. This could be
improved by using a neural controller.
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Network structure: NARX net with an integrator
Since there is an integrator in the plant, we will add an integrator to the NARX
network in Fig. 6.2. The modied NARX network is shown in Fig. 8.8, in which the
third layer is the integrator. The second layer output will be the blade velocity, and
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Figure 8.8: NARX with an integrator
the third layer output will be the blade position. They are both used as the network
outputs and are fed back to the rst layer. We trained the network so that the
network blade position matched the desired position and the network blade velocity
matched the derivative of the desired position.
Performance index
Since we want to t both the position and the velocity of the blade, the perfor-
mance index will be the sum of the mean squared errors of both position and velocity.
Training results
We followed the training procedure introduced in Chapter 5 to train this network.
Fig. 8.9 shows the tting results for one open loop data sequence and one closed
loop data sequence (both position and velocity). This gure shows only the last 100
seconds of the sequences (the last 10 seconds of the closed loop velocity sequence)
in order to make the details of the tting accuracy clear. Note that at this point,
the network is doing a 20; 000-step ahead prediction. (We used a sampling time of
0:05 seconds.) It is remarkable that the network could match even the small scale
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Figure 8.9: Plant model tting
oscillations of the blade at such large prediction horizons. We obtained similar tting
results for other parts of the sequences in Fig. 8.9 as well as other sequences in the
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training data.
8.3.2 Controller training
We are now ready to train a neural controller that can reduce the eect of distur-
bances.
Training data
a) Reference input: For the reference model input, we used the same two skyline
signals used to collect the closed loop data for plant training. (It could be any other
skyline signal that covers the whole range of the blade position.). We then used
a second order system to generate the reference model output (the desired blade
position). As in the plant training, we took the numerical derivative of the desired
position to get the desired velocity.
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Figure 8.11: MRAC network with two saturation blocks, and a disturbance input
b) Disturbances: The second input to our control system is the disturbance. One
common source of disturbances acting on the plant is external forces. In the case
of the track-type tractor, in addition to the hydraulic forces, there might be other
forces acting on the blade, for example when the blade hits a hard rock. To represent
these disturbances, we use a combination of pulses and white noise. The pulses have
dierent heights and widths and appear randomly at several places though the course
of training. The pulses are combined with a white noise sequence. An example of the
disturbance is shown in Fig. 8.10.
Network structure: MRAC
There are several modications made to the MRAC system shown in Fig. 8.11
compared to the standard one in Fig. 6.4. A saturation block is added to the controller
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Figure 8.12: Disturbance rejection for training data
because of the limits on the commanded rate. We pre-trained a two layer feedforward
network to approximate the saturation, and the weights of this network were xed
during controller training. The disturbance is a second input to the MRAC network.
It is added to the output of the controller. A second saturation block is used to
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Figure 8.13: Disturbance rejection for testing data
make sure the sum of the controller output and the disturbance is in the range of the
commanded rate. The weights and biases of the rst two layers of the controller are
trained. The rest of the network (the plant model and two saturation blocks) is xed
during training.
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Performance index
Since we want to t both position and velocity of the blade, we will use the same
performance index for the controller training as the one for plant training.
Training results
Fig. 8.12 shows the training results for two controllers. One controller was trained
without disturbance injection to the plant. The other controller was trained with
disturbance injection. The result for 10 seconds of the second training sequence is
shown. There is a pulse that appears in this interval. We can see that the controller
with disturbance injection can signicantly reduce the eect of the pulse. The ability
to reject the pulses is more clear than that for rejecting the white noise. The overall
eect of disturbance rejection can be measured by calculating the root-mean-square
error (RMSE) between the plant output and the desired output. The RMSE for the
controller without disturbance rejection is 15:4 mm. The RMSE for the controller
with disturbance rejection is 12:7 mm which is about 17:5% less. We also see that
there is no oscillation in the plant output. The nonsmoothness is caused by the white
noise in the disturbance.
Testing results
The performance of the controller for a new testing sequence is shown in Fig.
8.13. The controller can still reduce the eect of the pulse quite well. The RMSEs
for the controller without and with disturbance rejection are 15:6 mm and 12:9 mm,
respectively, which about a 17:3% reduction.
8.4 Summary
In this chapter, we introduced a new method for disturbance rejection for nonlinear
systems using neural network based MRAC. A plant model (disturbance free) was
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identied rst, and then the disturbances were injected into the plant during controller
training. We tested the control scheme for a practical system: a track-type tractor
blade controller. The simulation results showed that our controller can reduce the
eect of the disturbance. The results also verify the performance of the training
procedure proposed in Chapter 5 for a real data set.
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CHAPTER 9
CONCLUSIONS AND FUTURE WORK
There are two proposed reasons why training RNNs is dicult - dynamic bifurca-
tions and long-term dependencies (Chapter 2). We have studied one more reason - the
existence of spurious valleys in the error surface of RNNs. We have generalized the
results of [18], which described mechanisms by which spurious valleys are introduced
into the error surface of a rst order recurrent network (Chapter 3). These valleys are
spurious, because they are unrelated to the problem that we are attempting to solve
with the RNN. They do not depend to any signicant extent on the desired network
output. They depend only on the network inputs, the initial network states and the
architecture of the network.
We have used some basic concepts of linear system theory to develop a framework
that can be used to analyze spurious valleys that appear in most practical recurrent
network architectures, no matter their size (Chapter 4). We have shown that there
are two main types of spurious valleys in the the error surface of RNNs: root val-
leys and architecture valleys. Root valleys depend on the input sequence and can
be explained using some properties of random polynomials and concepts from linear
systems. Architecture valleys appear independently of the input sequence and are
fundamental characteristics of the network architecture. We have derived approxi-
mate equations for the valleys for a very general class of RNN and have conrmed
the equations experimentally for second order networks.
The presence of spurious valleys in the error surface of RNNs makes training,
especially using batch, gradient-based methods, very dicult. Using the knowledge
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of the the spurious valleys, we have proposed a new procedure for eciently train-
ing general RNNs (Chapter 5). The new procedure is a modied version of the
Levenberg-Marquardt batch training algorithm. This procedure helps to avoid the
numerous spurious valleys that appear in the error surface of recurrent networks.
There are two features of the proposed procedure. First, the procedure begins with
short sequences (short prediction horizons) and then increases the sequence length
during the training process. Second, the procedure detects when a search enters a
spurious valley and removes sequences in the data set that cause the valley. We have
tested the procedure for two physical systems (Chapter 6). In the rst test, we devel-
oped a precise NARX model for a magnetic levitation system and trained an accurate
MRAC neural controller. The second test dealt with a more dicult task, in which
we trained a NARX model for a chaotic system - the double pendulum. We have
shown in this task how the modied LM algorithm can handle the valleys in the error
surface to achieve convergence. We believe that the problem of spurious valleys is one
of the key diculties that recurrent network training has to overcome. We suggested
a possible solution to this problem.
We have implemented the dynamic backpropagtion for a very general class of
neural networks using a combination of MATLAB and C/C++ programming, and
then applied it to implement various training algorithms, both batch and stochastic.
We compared one of the best stochastic algorithm - the extended Kalman lter - with
one of the best batch algorithm - the Levenberg-Marquardt algorithm - on a variety
of test data sets (Chapter 7). The LM batch algorithm has some advantages over the
EKF stochastic algorithm. This shows that the understanding of the spurious valleys
(Chapter 3 and Chapter 4) is important, so that the LM batch algorithm could be
modied to mitigate the spurious valleys, as we have done in Chapter 5.
We have also veried our training procedure for some practical data that include
disturbances. We introduced a new method for disturbance rejection using neural
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network based MRAC (Chapter 8). A plant model (disturbance free) was identied
rst, and then the disturbances were injected into the plant during controller training.
We then tested our control design and training procedure for modelling and controlling
a track-type tractor from Caterpillar Inc. The experimental results showed that our
disturbance rejection scheme helps reduce the eect of disturbances.
Neural networks have been shown to be a good choice for modelling and controlling
systems that are highly nonlinear. The neural network based MRAC architecture is
well suited to these systems. With the improvement of RNN training, in terms of
training time and convergence, system identication and control design using RNNs
have increased potential. In the future, we want to test the neural network based
MRAC scheme on additional practical applications. Also, one of the concerns about
neural control systems is stability. We want to develop a method that can be used to
maintain the stability of RNNs during the training process.
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APPENDIX A
Proof that (4.16) approximates (4.17)
We will show that the roots of the polynomial in (4.16) approach the corresponding
roots of the polynomial in (4.17) as w2 increases. For simplicity, we will rewrite the
polynomial in (4.17) as
f(w1) =
Q 3X
k=0
bkw
2k+1
1 (A.1)
where bk = akw
Q 3 k
2 .
Let w1i (i = 1; 2; : : : ; Q  3) be the Q  3 roots of the (Q  3)rd order polynomial
(A.1). We consider the right-hand side of (4.16) as a polynomial in w1 with perturbed
coecients. The coecient bk is perturbed by 4bk, which is a polynomial in w2 with
order less than the order of bk. Because of this perturbation, the root of (4.16)
corresponding to w1i diers from w1i by 4w1i. The following formula shows the
sensitivity of the roots to the perturbation of coecients [55]4w1iw1i
 = Sw1ibk 4bkbk

where Sw1ibk is the sensitivity of the relative error in the root w1i to the relative per-
turbations of the coecient bk, and
Sw1ibk =
 bkw2k1if 0(w1i)
 =
 bkw2k1ibQ 3Qj 6=i(w1i   w1j)

As we will show in the following appendix, f
0
(w1i), which is
1
2
d2Ft
dw21
jw1i , could not
be zero. Therefore, Sw1ibk is nite. In other words, we can always nd a bound M
for all Sw1ibk . Given small " > 0, for large enough w2, we have
4bkbk  < "M . Thus4w1iw1i  < M  "M = ". This implies that we can make the relative error of the roots
as small as desired.
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APPENDIX B
Proof that d
2Ft
dw21
> 0 if g(Q  1) = 0
By (4.18), we have 1
2
d2Ft
dw21
=
h
dg(Q 1)
dw1
i2
 0. We will show that dg(Q 1)
dw1
6= 0. By
induction we can prove the following identity:
dg(Q  1)
dw1
=
2(Q  1)w2g(Q  2) + (Q  2)w1g(Q  1)
w21 + 4w2
: (B.1)
One property of Fibonacci polynomials is that the greatest common divisor of
g(Q   1) and g(Q   2) is 1 ([39], Theorem 4). Thus g(Q   1) and g(Q   2) could
not be both zero for the same w1 and w2. Since g(Q   1) = 0, g(Q   2) 6= 0. Also,
we have w2 6= 0 (our assumption above is that jw2j is large enough). Therefore, by
(B.1), we have dg(Q 1)
dw1
= 2(Q 1)w2g(Q 2)
w21+4w2
6= 0. This means that d2Ft
dw21
> 0.
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APPENDIX C
Proof that d
2Ft
dw21
< 0 if dg(Q 1)
dw1
= 0
By (4.18), we have 1
2
d2Ft
dw21
= g(Q   1)d2g(Q 1)
dw21
. Also, by induction, we can prove
the following identity:
d2g(Q  1)
dw21
=
 3w1 dg(Q 1)dw1 + [(Q  1)2   1] g(Q  1)
w21 + 4w2
(C.1)
Since dg(Q 1)
dw1
= 0, d
2g(Q 1)
dw21
=
[(Q 1)2 1]g(Q 1)
w21+4w2
. Thus
1
2
d2Ft
dw21
=
[(Q  1)2   1] [g(Q  1)]2
w21 + 4w2
(C.2)
As in Appendix B, we can show that since dg(Q 1)
dw1
= 0, g(Q   1) 6= 0. So the
numerator of 1
2
d2Ft
dw21
in (C.2) is positive. We just need to consider the denominator,
which is w21 + 4w2. We consider two sub-cases:
 w1 = 0: Note that this occurs when Q is even.
If w2 > 0, then w
2
1 + 4w2 = 4w2 > 0, so
d2Ft
dw21
> 0. Thus, part of the vertical line
w1 = 0 with w2 > 0 is a valley. Otherwise, if w2 < 0, then
d2Ft
dw21
< 0, so part of the
vertical line w1 = 0 with w2 < 0 is a ridge.
 w1 6= 0:
We will show that d
2Ft
dw21
< 0 or w21 + 4w2 < 0. We will prove this by contradiction.
Suppose that w21 + 4w2 > 0, then (4.4) has two real and distinct roots 1 and 2
(assume that j1j > j2j). Note that the condition w1 6= 0 guarantees that j1j 6= j2j
(if w1 = 0 then j1j = j2j = pw2). It also guarantees that g(Q 2) 6= 0 which makes
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the limit below valid. Again, by [37], Lesson 8, we have:
lim
Q!1
g(Q  1)
g(Q  2) = 1 =
w1 +
p
w21 + 4w2
2
(C.3)
From (B.1) and the condition that dg(Q 1)
dw1
= 0, we have
w2 =   (Q  2)
2(Q  1)  w1 
g(Q  1)
g(Q  2)
Taking the limit of both sides as Q!1 and using (C.3), we have
w2 =  1
2
w1 lim
Q!1
g(Q  1)
g(Q  2) =  
w1(w1 +
p
w21 + 4w2)
4
, w21 + 4w2 =  w1
q
w21 + 4w2
This implies that w21 + 4w2 = w
2
1 (by squaring both sides), so w2 = 0. This does
not satisfy our assumption that jw2j is large enough. Therefore, the assumption that
w21 + 4w2 > 0 is false. Thus we have w
2
1 + 4w2 < 0 or
d2Ft
dw21
< 0.
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