Abstract-Duplicates in data streams may often be observed by the projection on a subspace and/or multiple recordings of objects. Without the uniqueness assumption on observed data elements, many conventional aggregates computation problems need to be further investigated due to their duplication-sensitive nature. In this paper, we present novel, space-efficient, one-scan algorithms to continuously maintain duplicate-insensitive order sketches so that rank-based queries can be approximately processed with a relative rank error guarantee in the presence of data duplicates. Besides the space efficiency, the proposed algorithms are time-efficient and highly accurate. Moreover, our techniques may be immediately applied to the heavy hitter problem against distinct elements and to the existing fault-tolerant distributed communication techniques. A comprehensive performance study demonstrates that our algorithms can support real-time computation against high-speed data streams.
Ç

INTRODUCTION
A rank query is essentially to find a data element with a given rank against a monotonic order specified on data elements. Rank queries have several equivalent variations [13] , [24] , [38] and play very important roles in many real data stream applications [1] , [3] , [11] , [12] , [15] , [20] , [21] , [22] , [35] , [36] , including monitoring high-speed networks, trends and fleeting opportunities detection in the stock market, sensor data analysis, Web ranking aggregation and log mining, and summarizing data distributions via equal-depth histograms. It has been shown in [28] that an exact computation of rank queries requires memory size linearly proportional to the size of a data set by any one-scan technique; this may be impractical in online data stream computation, where streams are massive in size and fast in arrival speed.
Approximately computing rank queries over data streams has been investigated in the form of quantile computation. A -quantile ð 2 ð0; 1Þ of a collection of N data elements is the element with rank dNe against a monotonic order specified on data elements. The main paradigm is to continuously and efficiently maintain a small space data structure (sketch/summary) over data elements to be online queried. It has been shown in [2] , [19] , [20] , [32] that a space-efficient -approximate quantile sketch can be maintained so that, for a quantile , it is always possible to find an element at rank r 0 with the uniform precision guarantee jr 0 À rj N (r ¼ dNe). Observe that many real data sets often exhibit skew toward heads (or tails depending on a given monotonic order). Relative rank error (or biased) quantile computation techniques have been recently developed in [12] , [13] , [38] , which aim to give finer rank error guarantees toward heads; that is, enforce the precision jr 0 À rj r instead of a uniform precision guarantee jr 0 À rj N for each rank r. In many data stream applications, duplicates may often occur due to the projection on a subspace if elements have multiple attributes. For example, in the stock market, a deal with respect to a particular stock is recorded by the transaction ID (TID), volume (vol), and average price (av) per share. To study purchase trends, it is important to estimate the number of different types of deals (i.e., deals with the same vol and same av are regarded as the same type of deal) with their total prices (i.e., vol Ã av) higher (or lower) than a given value. It is also interesting to know the total price (of a deal) ranked as a median, or 25th percentile, or 10th, or 5th percentile, etc., among all different types of deals. These two types of rank queries are equivalent [13] , [24] ; we focus on the later form in this paper. To accommodate processing such queries, each deal transaction (TID, vol, av) is projected on (vol, av) and then is summarized the distribution of distinct (vol, av)s according to a decreasing (or increasing) order of vol Ã av; that is, (TID, vol, av) is mapped to (vol, av). Clearly, any generated duplicates (vol, av) must be removed while processing such rank queries. Moreover, relative (or biased) rank error metrics need to be used to provide more accurate results toward heads (or tails depending on which monotonic order is adopted). Note that the generality of rank queries (quantiles) remains unchanged in this application since two different types of deals (i.e., (vol, av)s) may also have the same value vol Ã av. The unique challenge is to detect and remove the effect of duplicated elements without keeping every element.
Duplicates may also occur when data elements are observed and recorded multiple times at different data sites. For instance, as pointed out in [12] , [14] , the same packet may be seen at many tap points within an IP network depending on how the packet is routed; thus, it is important to discount those duplicates while summarizing data distributions by rank queries (quantiles). Moreover, to deal with possible communication loss, TCP retransmits lost packets and leads to the same packet being seen even at a given monitor more than once. In such applications, continuously maintaining order sketches for processing rank queries may be conducted either centrally at one site or at a set of coordinating sites depending on the computing environment and the availability of software and hardware devices. Nevertheless, in either situation, a crucial issue is to efficiently and continuously maintain a small space sketch with a precision guarantee, at a single site, by discounting duplicates.
While most existing quantile approximate computation techniques are duplicate-sensitive (i.e., cannot discount duplicates appropriately), the techniques in [14] , [25] , [31] can provide a duplicate-insensitive approximate quantile solution, with the uniform rank precision n and confidence 1 À , by space Oð log mÞ. Here, n is the number of distinct elements and m is the maximal possible number of distinct elements. Nevertheless, the techniques do not provide relative rank error guarantee r unless linear space OðnÞ is used.
Motivated by this, in this paper, we present novel, spaceefficient algorithms to continuously maintain order sketches over data streams, in the presence of arbitrary data duplicates, with relative rank error guarantee. To the best of our knowledge, this is the first work regarding such a problem. Our contributions may be summarized as follows:
1. We develop a novel, one-scan theoretical framework with the relative rank error guarantee r by 1 À confidence and Oð 1 2 log 1 log mÞ space. This significantly reduces the space requirement in [14] , [25] , [31] from Oð log mÞ, and also improves rank error precision guarantee from n in [14] , [25] , [31] to r for any given rank r. 2. To accommodate an online processing requirement against high-speed data streams, two space-and time-efficient algorithms are also developed following the framework. 3. Finally, we show that our techniques may be immediately applied to computing duplicate-insensitive heavy hitters with the space bound the same as or better than those in [14] , [31] , and to the existing fault-tolerant distributed communication techniques. A comprehensive performance study demonstrates that our techniques can efficiently compute approximate quantiles over high-speed data streams with high accuracy and a small space requirement.
The rest of the paper is organized as follows: Section 2 presents problem definitions and related work. Section 3 presents some necessary preliminaries. In Section 4, we present our theoretical framework to continuously maintain space-efficient sketches. Section 5 presents two time-efficient algorithms. In Section 6, we report our experiment results. Section 7 shows applications of our techniques to various other problems. Finally, Section 8 concludes the paper.
BACKGROUND INFORMATION
We first state the problem. Then, we present the related work. In Table 1 , we summarize the math notation used throughout the paper.
Problem Statement
In our problem setting, an element x may be either an original element in data streams or the "image" of a projection on an original element (e.g., (vol, av) in the example in Section 1). Each element x is augmented to ðx; vÞ in our computation, where v ¼ fðxÞ (called "value") is to rank elements according to a monotonic order of v, and f is a predefined function; for instance, f could be specified as vol Ã av (or just av) regarding the example in Section 1. Without loss of generality, we assume that v > 0 and a monotonic order is always an increasing order.
In a collection S of elements, there may be many duplicated elements; D S denotes the set of distinct data elements in S. In this paper, we study the following rank query over a data stream S:
Rank Query (RQ): Given a rank r, find the rank r element in D S .
We investigate the problem of processing RQ queries with ranks to be approximated, where ranks are obtained from D S rather than S. Suppose that r is the given rank in an RQ query, and r 0 is the rank of an approximate solution. We could use the constant-based absolute error metric; that is, enforce jr 0 À rj for a given . It is immediate that such an absolute error precision guarantee leads to the space requirement ðmÞ even for an offline computation. In this paper, we use the relative error metric:
r . An answer to an RQ regarding r is relative -approximate if its rank r 0 has the precision jr 0 À rj r. In D S , there are no duplicates; however, many different elements may happen to have the same values. With the presence of duplicated element values, the rank of an element against its value is not well defined; it can take any It may be immediately verified that r min;8 ¼ 8 and r max;8 ¼ 10. For a rank 10, any of x 12 ; x 3 , and x 7 can be regarded as the exact answer of the RQ query regarding r ¼ 10. Clearly, any of x 5 and x 9 can be treated as a relative -approximate answer to this RQ query if ¼ 0:1.
Quantile computation versus RQ. Without loss of generality, we assume that a -quantile is an element with rank n against n distinct elements. Although n is not preknown in a data stream, our techniques can always guarantee an -approximate estimation A of n; that is, jA À nj n (8 > 0). Consequently, we use A in the corresponding rank query instead of n. Immediately, we can verify that a relative -approximate answer (with rank r 0 ) to RQ regarding A leads to a
; that is, 0 is relative 2:5-approximate to . Problem description. We investigate the problem of continuously maintaining a sketch (consisting of several subsketches) over a data stream S such that at any time, the sketch can be used to return a relative -approximate answer to an RQ against D S . The aim is to minimize the maximum memory space required in such a continuous computation.
Related Work
With recent data-intensive applications in sensor/P2P networks, the FM technique [18] has been first applied in [5] , [9] , [35] to developing duplicate-insensitive techniques for approximately computing sum, count (number of sensor nodes), and average to achieve high-communication fault tolerance. The most related work has been presented in [14] , [25] , [31] .
In [31] , Manjhi et al. propose an effective adaption paradigm for in-network aggregates computation over stream data with the aim to minimize communication costs and to achieve high fault tolerance. As indicated, a duplicateinsensitive technique for approximately computing quantiles may be immediately obtained by a combination of their tree-based approximation technique and the existing distinct counting technique in [4] . It can be immediately applied to a single site, where a data stream has duplicated elements, with the uniform precision guarantee jr 0 À rj n by confidence 1 À and space Oð1= 3 log 1= log mÞ. In [14] , Cormode and Muthukrishnan present a DIS-TINCT RANGE SUMS technique by applying the FM [18] technique on the top of the count-min [10] . The technique can be immediately used to approximately processing RQ with the uniform precision guarantee jr 0 À rj n, confidence 1 À , and space Oð Other related work. As summarized below, there is great amount of recent work on the problem of conventional quantile computation (i.e., no duplicated elements).
In [2] , [20] , [19] , [30] , [32] , many space-efficient techniques have been developed for whole data streams, sliding windows, and stream data with updates, respectively. Communication-efficient quantile query processing algorithms in sensor networks have also been recently reported in [21] , [11] , [36] . The gossip communication method is proposed in [8] , [29] for efficiently computing aggregates, including quantile computation, over networks. In [35] , a sampling technique is presented for computing quantiles, where transmission duplicates are removed by the nodeID information. Rank queries against multidimensional data sets have been recently investigated in [26] , [37] . All of them guarantee the uniform precision jr 0 À rj N. In [12] , [13] , [24] , [38] , space-efficient techniques have been developed for quantile computation with relative error guarantee jr 0 À rj r, while a space-efficient technique in [23] enforces a finer rank error guarantee jr 0 À rj ¼ Oðr 0:5þ Þ. The techniques cited above do not cover our problem.
PRELIMINARIES
We present briefly the two sampling algorithms in [18] and [4] . They will be used in our algorithms.
FM Algorithm
Suppose that S is a collection of elements whose domain is D. The FM algorithm [18] proceeds as follows.
Let B be a bitmap of length k with subindexes ½0; k À 1. Suppose that hðÞ is a randomly generated hash function D ! B, such that 8x 2 D, 1) for each bit, hðxÞ has the equal opportunity to have 0 or 1, 2) hðxÞ is enforced to have one and only one bit with value 1, and 3) hðxÞ assigns the last bit (the bit with subindex k À 1) with value 1 iff the first k À 1 bits (from left) take value 0. To enforce property 2, hðxÞ may be interpreted as a serial binary hash function that starts from the first bit and terminates once the current bit is assigned by value 1. It can be immediately shown [9] that, on average, hðÞ runs in time Oð1Þ (two calls of a binary hash function) per data element and the probability of having the ith bit with value 1 is 1 2 iþ1 . In our implementation, we use the public code from Massive Data Analysis Lab [33] to randomly generate such hash functions.
An FM sketch on S is defined as F MðSÞ ¼ W x2S hðxÞ, where F MðSÞ is a bitmap with length k and the ith bit of F MðSÞ takes value 1 iff 9x 2 S such that hðxÞ assigns the value 1 to the ith bit. We define F M min ðSÞ as follows:
. If i is the least bit (from left) with value 0, F M minðSÞ is defined as i. . Otherwise, F M min ðSÞ is defined as 1 (in our implementation, we define F M min ðSÞ as k). To improve the accuracy of FM algorithm, multiple copies (say, l) of FM sketches are constructed. Therefore, each data element is hashed into l FM sketches, F M 1 ðSÞ; F M 2 ðSÞ; . . . ; F M l ðSÞ, respectively. The number n S of distinct elements in S is estimated by: (2) . Then, P ðjA S À n S j > n S Þ < , for any given 0 < < 1 and 0 An important feature of FM algorithm is that the bitwiseor operator provides an equivalent way to generate a set of FM sketches over P [ Q. The following lemma can immediately be verified: Lemma 2. Given a set of l hash functions and two collections, P and Q, of data points, we have F MðP [ QÞ ¼ F MðP Þ W F MðQÞ.
BJKST Algorithm
In [4] , a novel variation of FM algorithm, BJKST algorithm, has been proposed to speed up the computation, while the accuracy and the space efficiency can be retained. It proceeds as follows: First, we pick at random a pairwise independent hash function h to hash D to ½1; m 3 , where D is the domain of data elements x and jDj ¼ m. The following Lemma has been shown as folklore:
, then h is injective over S with probability at least 1 À .
Based on this, BJKST algorithm always keeps the k smallest elements (i.e., with the k smallest distinct hash values) and uses the following A S to estimate n S :
Here, f k min is the kth smallest distinct hash value. If there are less than k distinct values, then
in case if there are only k 0 distinct hash values). To improve the accuracy, BJKST algorithm picks at random l pairwise independent hash functions h i (hashing D to ½1; m 3 ), and outputs A i;S for each h i , where A i;S (for 1 i l) related to h i is defined in the same way as A S related to h. BJKST algorithm outputs A S as the medium of these A i;S to estimate n S . BJKST algorithm keeps only k elements with the k smallest distinct hash values. The following Lemma has been proved in [4] :
RELATIVE ERROR SKETCHES
Our technique to construct sketches is based on the following observation. For a data set S, if we first select the data elements from S with element values not greater than a given v (the result is denoted by Sj v À ) and apply FM Algorithm on Sj v À , then the obtained estimation A S;v of the number n S;v of distinct data elements in Sj v À follows Lemma 1. Recall that r max;v is the maximum rank of the data element with value v in D S against the nondecreasing order of v. Consequently, r max;v ¼ n s;v . Intuitively, we can get a good approximate solution if for each v; n S;v may be estimated accurately. Note that maintaining sketches with the presence of every value v is not only expensive in space but also expensive in running time in case that the total number of distinct values is ðjD S jÞ. Below, we present a novel, space-efficient data structure (sketch) to be continuously maintained to achieve a relative -approximation. We also present a theoretic analysis toward space complexity, time complexity, and correctness.
The Framework
The following example illustrates the basic idea in our framework based on FM algorithm.
As shown in Fig. 1 , five elements (depicted by the augmented form (x, v)) are collected, where the first and the third are the same. Suppose that in FM algorithm l ¼ 2 and k ¼ 4; thus, two hash functions h 1 and h 2 are randomly picked to hash each element, respectively. A total of 10 bitmaps with length 4 are generated, respectively, by h 1 and h 2 , as depicted in Figs. 1a and 1b.
In our approach, to effectively keep values information, we map a bitmap into an array by replacing the bit with value 1 by its corresponding data element value. Fig. 2 illustrates the corresponding arrays converted from the bitmaps in Fig. 1 .
For a value v and variable j, to estimate n S;v by using FM algorithm, we first select the arrays generated h j such 1. As EðF M 1;min ðSÞÞ cannot be explicitly represented and n S is unknown, in our implementation, we approximately choose ' as 0.775351 according to the approximate results in [18] . that their corresponding nonzero values are not greater than v, then find the leftmost common element with value 0, and return its subindex as f j;v . Example 2. Let v ¼ 6 and j ¼ 2. Regarding Fig. 2b , the 1st, 2nd, 3rd, and 5th array are selected. Then, f 2;6 ¼ 2 (i.e., the subindex of the third element). In this query, the 2nd and 3rd arrays are redundant. Clearly, computing f j;v , by this way, is equivalent to what have been discussed in the beginning of this section; that is, we do a selection on S to output Sj v À ; then apply h j on Sj v À and use FM Algorithm to get F M j;min ðSj v À Þ (¼ f j;v ). Moreover, this example also demonstrates that if two arrays have nonzero values allocated in the same position, the one with larger values will never be used in any query (i.e., regarding any v); consequently, this redundant array should be removed. Therefore, in the worst case, we keep only k arrays, where k is the length of bitmaps in the hash functions. Furthermore, after removing redundant arrays, the remaining arrays generated by h j can be merged into one array with nonzero values remain in the same positions, respectively. Example 3. Regarding the example in Fig. 2a , the 2nd, 3rd, and 4th arrays are redundant, and thus, removed. The merged result is depicted in Fig. 3a . For the example in Fig. 2b , the 2nd and 3rd arrays are redundant. The merged result is depicted in Fig. 3b . Below, we present our continuous sketch construction and maintenance algorithm in Algorithm 1. We maintain l arrays fs i : 1 i lg each of which is generated, as described above, by a randomly picked hash function h i , and has k elements with subindexes from 0 to k À 1. Recall that without loss of generality, we assumed each element takes positive values. Thus, each array s i can be initialized to ð0; 0; . . . ; 0Þ. For every h i ðxÞ (1 i l), ðh i ðxÞÞ denotes the position (subindex) of the bit, with value 1, in h i ðxÞ. Note that s i ½ is the th element in s i . Moreover, to ensure relative rank errors for a given rank r < 1 , precise answers are the only possibility; consequently, we always keep the L smallest distinct elements (i.e., L distinct elements with the smallest element values) in L in addition to fs i : 1 i lg;
2 so that RQ with ranks smaller than L can be answered exactly. We use v max to denote the maximal data element value in L and x max is the element with maximal value. Note that in L, we keep each element x in its augmented form-ðx; vÞ. In each s i , we link every nonzero value to the corresponding data element so that we can return a data element by an RQ.
l; k; L, a stream S of ðx; vÞ. Output:
L: the set of L smallest distinct elements; fs i : 1 i lg: each s i is an array with k elements. Description:
1: Initialize fs i : 1 i lg; L ;; j 0; 2: Generate l hash functions fh i ðÞ : 1 i lg; 3: for each new x with value v do 4:
replace ðx max ; v max Þ in L by ðx; vÞ; 9:
for i=1 to l do 10:
ðh i ðxÞÞ; 11:
The following theorem is immediate.
To estimate n S;v for a given v, our query algorithm proceeds as follows: If v < v max , then we only query L. Otherwise, in the light of earlier discussions, we first select the elements in s i with positive values (corresponding to data elements in D S ) but not greater than v; the result is denoted by s i j v À . Then, we return the location of the leftmost element in s i that is not included in s i j v À . If such a leftmost element does not exist, we return k (corresponding to the situation 1 when we presented FM Algorithm). Let Å denote a subset of elements in an array and IðÅÞ denote the set of subindexes of the elements in Å. Our query algorithm is presented in Algorithm 2. 
11: Return A S;v . 2. All duplicates for the elements in L are removed according to the algorithm.
Similar to Lemma 1, the following Lemma holds for every pair of A S;v and n S;v regardless the value of L:
Lemma 5. For a given v; , and ; A S;v returned by Algorithm 2 against the output of Algorithm 1 has the property that
Proof. If A S;v is returned from only counting L, it is the exact answer. The lemma is immediate. Consider that A S;v is returned from fs i : 1 i lg. It can be immediately verified that Algorithm 2, in this case, is equivalent to: 1) doing a select on S to output Sj v À and then 2) applying FM algorithm on Sj v À . According to Lemma 1, this lemma is also immediate. t u
As discussed above, nevertheless, to achieve relativeapproximation (80 < < 1), any given RQ query with r 1 will have to be answered exactly; that is, L ! 1 . In the next section, we will show that L ¼ 1 is enough to guarantee relative -approximation.
Space versus Accuracy
We first present our rank query algorithm against the sketches generated by Algorithm 1. To retain relative -approximation, the basic idea is that for a given rank r, find the maximal A S;v that is not greater than r by invoking Algorithm 2 multiple times. If jA S;v À rj < 1 r ( 1 ¼ =3 for 0 < < 1), then return x with value v; otherwise, return x 0 with value v 0 , where v 0 is the value in the sketch immediately greater than v. Remark 1. Clearly, if r L, then we only need to get a data element in L with the rth smallest value. It is the exact solution. Therefore, below we only discuss r > L; that is, we only query fs i : 1 i lg.
Our query algorithm is presented in Algorithm 3. It is based on the following monotonic property that can be immediately verified according to Algorithm 2: Lemma 6. Applying algorithm 2 to fs i : 1 i lg (generated by Algorithm 1),
Now, we show the precision guarantee of Algorithm 3.
Algorithm 3. Processing a Rank Query
Input: r > L; 0 < 1 < 1; fs i g generated by Algorithm 1; Output: Return r > n S ; (outside solution range) 8:
Return x such that its value v 0 is a; Theorem 2. For any 0 < < 1; 0 < < 1, and r > L, suppose that the element x 0 is returned by Algorithm 3 with value v 0 . Then,
Proof. With another constant factor added inside O notation, Lemma 5 also holds for any =2. It is immediate that for an existing element value v; jA S;v À n S;v j > 1 n S;v with probability less than =2. Since n S;v ¼ r max;v ; jA S;v À r max;v j > 1 r max;v with probability less than =2. There are two cases, either otherwise. Case 1 proof. Since jA S;v 0 À r max;v 0 j 1 r max;v 0 (with probability at least 1 À =2) and jA S;v 0 À rj 1 r, it can be immediately verified that
Thus, the theorem holds. Case 2 proof. There are two subcases-Case 2a) r < A S;v 0 ð1 þ 1 Þr and Case 2b)
It is immediate that the proof of Case 1 is applicable to Case 2a. Therefore, the theorem holds for Case 2a.
Regarding Case 2b, we have jA S;v 0 À r max;v 0 j 1 r max;v 0 with probability at least 1 À =2. This, together with A S;v 0 > ð1 þ 1 Þr, immediately implies that with probability at least 1 À =2,
Moreover, suppose that v 00 is the maximum element value that is smaller than v 0 and v 000 is the value in sketch that is maximum but smaller than v 0 . 3 According to Algorithm 2, A S;v 00 ¼ A S;v 000 . According to the monotonic property in Lemma 6 and Algorithm 3, in order to be in Case 2
We also have
Again, jA S;v 00 À r max;v 00 j 1 r max;v 00 with probability at least 1 À =2. This, together with (5) and (6), implies r min;v 0 < r þ 1 with probability at least 1 À =2. Since r > L ¼ 1=, thus, with probability at least 1 À =2,
These imply that one of the inequalities (4) and (7) does not hold with probability less than . Thus, the theorem holds.
t u Theorem 2 states that with the set of parameters, the data element returned by Algorithm 3 is -approximate with probability at least 1 À . It can be immediately verified that another output, "r > n S ," has the probability at least 1 À to be correct with this set of parameters. Theorems 2 and 1 immediately imply that to ensure the relative -approximate property for rank queries against distinct elements in a data stream, the space requirement is Oð Remark 2. In Algorithm 3, the output r > n S (i.e., the answer is outside the solution range) implies the condition r > A S 1À , where A S is an estimation of n S by Algorithm 2. According to the discussions above, such an answer (output) is correct with probability at least 1 À . Similarly, in our other techniques presented in the paper, this property also holds. Therefore, without loss of generality, we assume, thereafter, that in a rank query r; 1 r AS 1À , where A S is an estimation of n S by the corresponding query algorithm to estimate A S . Consequently, we no longer need to handle the situation that no element is returned. 
Time Complexity
In Algorithm 1, it runs in time Oðlog 1 Þ per element to dynamically maintain L if we maintain a search tree on L.
As discussed before, each h j ðÞ (1 j l) takes constant time, on average, to hash a data element. Thus, Algorithm 1 runs in time Oð Note that in each iteration, we do not run Algorithm 2 from scratch; instead, we incrementally update the result from last iteration. Clearly, the dominant costs appear in the sorting process; consequently, Algorithm 3 runs in time OðK log KÞ, where K ¼ Oð 
Unknown m
When the element ID domain is unknown (i.e., no priori knowledge about an upper bound of n S ), we logically divide a data stream into several substreams such that each substream corresponds to a different element ID domain and the domain lengths exponentially increase. We start with an initial m 0 (say, m 0 ¼ 64). If there is an element ID outside ½1; m 0 , then we create a new substream for the domain ½m 0 þ 1; 2m 0 . We can continue this process to create ½2m 0 þ 1; 4m 0 on demands, ½4m 0 þ 1; 8m 0 ; . . . ; ½2 i m 0 þ 1; 2 iþ1 m 0 , and so on. Then, we run Algorithm 1 for each element ID domain, respectively. Once a new element comes, we determine the element ID domain to which the new element belongs and apply Algorithm 1 accordingly to maintaining sketches regarding that element ID domain. It is not necessary to maintain L for each element ID domain. Instead, we maintain a global L only.
In each run (i.e., regarding a ½2 i m 0 þ 1; 2 iþ1 m 0 ) of Algorithm 1, we maintain l i arrays each of which has k i elements. As with what we discussed in Section 4.3, to run Algorithm 3 efficiently, we sort elements in all sketches according to their values and then scan the sorted list. To guarantee confidence 1 À , we retain failure probability =2 iþ2 with respect to each element ID domain ½2 i m 0 þ 1; 2 iþ1 m 0 (for i ! 0) and =2 with respect to ½1; m 0 . Similar to the proofs of the lemmas and theorems in Section 4.1, the following theorem can be immediately verified:
With those parameters in Theorem 3, the space is, thus, Oð 
TIME-AND SPACE-EFFICIENT ALGORITHMS
While the framework (Algorithm 1) is space efficient and guarantees a probabilistic relative -approximate, each element is hashed into ð 1 2 log À1 Þ arrays (subsketches). This potentially makes the algorithm less efficient. Our performance study in Section 6 demonstrates that it can only handle a medium speed data stream in real time.
Consider that in many recent applications, to support online computation of high-speed data streams is a crucial requirement. In this section, we propose two time-efficient algorithms following the framework in the last section. One retains the space requirement but there is no theoretical guarantee of accuracy with a high probability. Another retains the accuracy and leads to the average space requirement Oð 1 2 log 1 log nÞ though there is no worst-case guarantee of the space requirement. Our performance study, nevertheless, indicates that both algorithms are also practically very space efficient and highly accurate. Moreover, both of them are able to support online computation of high-speed data streams. Without loss of generality, we describe them with respect to the situation that m is preknown.
PCSA-Like Algorithm
The first algorithm is an immediate application of the PCSA technique [18] to our algorithm, Algorithm 1. The basic idea is to hash each data element randomly to arrays (subsketches) instead of l arrays (subsketches). Algorithm 1 may be modified as follows:
. First, we pick at random another hash function: Fig. 3 , suppose that Fig. 4 illustrates the merge result.
In the light of PCSA technique, Algorithm 2 is modified accordingly as follows to estimate an n S;v : We change line 10 in Algorithm 2 to
Then, Algorithm 3 remains the same to answer a rank query but calls the modified version of Algorithm 2. It can be implemented in the same way as what we described in Section 4.3 with the same time complexity. Note that in our implementation, we use pairwise independent hash function for H i and our performance study indicates that when ! 10, its accuracy remains relatively stable.
K-Skyband Algorithm
Our second algorithm follows the framework in the last section but is based on the BJKST Algorithm. We maintain l subsketches. To estimate an n S;v for each v, the k smallest distinct hashed values are required from each subsketch (s i ), respectively, with the corresponding element values not greater than v. 4 To address the situation that n S;v k (e.g., a query rank not greater than k), we globally maintain a L to store the k distinct data elements with the smallest element values. As with Algorithm 1, once a new element comes, we first examine if an element in L needs to be replaced by the new element. Meanwhile, we hash the new element ðx; vÞ into fs i : 1 i lg as follows.
Suppose that l pairwise independent hash functions fh i : 1 i lg are randomly generated, each of which hashes ½1; m to ½1; M (M ¼ m 3 ). The hashed data element ðx; v; h i ðxÞÞ is added to an s i (for 1 i l) if current s i does not "k-dominate" ðx; v; h i ðxÞÞ. An s i k-dominates ðx; v; h i ðxÞÞ iff there are k data elements in s i with distinct hash values not greater than h i ðxÞ and their element values not greater than v. Note that similar to the observations in Section 4 and in the light of BJKST Algorithm, in each s i , an element, k-dominated by s i , does not contribute to the estimation of n S;v0 for any v 0 . we use SKðs i Þ to denote elements in s i that are not k-dominated by s i .
Example 5.
Regarding five elements as shown in Fig. 1 ,
and h 1 ðx 4 Þ ¼ 7, Fig. 5 illustrates that the element x 4 is k-dominated.
Theorem 4. Each current SKðs i Þ for 1 i l has the following properties:
. P1: If s i currently k-dominates an element e (2 s i ), e will never be used by our query algorithm for any v. . Proof. We prove P1 and P2 as follows: Proof of P1. According to the definition, if e ¼ ðx; v; h i ðxÞÞ is k-dominated by s i , then there are at least k elements in s i with distinct hashed values smaller than e and element values not greater than v. Consequently, our query algorithm will never choose h i ðxÞ. This is because that updates to SKðs i Þ retain the property that there are at least k elements in s i with distinct hash values smaller than e regardless how many new elements come. Thus, P1 holds.
Proof of P2. If ðx; v; h i ðxÞÞ does not belong to category P2b, then there are ( > k À 1) elements in s i with distinct hash values smaller than h i ðxÞ.
Let v 0 be the value of the element with the ðk À 1Þth smallest element value among these elements. Since e is in SKðs i Þ, among these elements, there are only 1 ( 1 k À 1) elements with element values smaller than v. Therefore, v 0 v; that is, e belongs to category P2a. t u
Note that P1 in Theorem 4 implies that we only need to maintain SKðs i Þ instead of s i . Clearly, an element in the category P2a will be used in an approximate query with value v 0 . Moreover, any element with one of the k À 1 smallest distinct hashed values (category P2b) may be used in query processing for the whole stream once future elements have hashed values smaller than the current k À 1 smallest values; thus, it needs to be kept. Therefore, Theorem 4 implies that SKðs i Þ is the minimum number of elements we should keep.
To speed up the computation, the k-dominance is not examined for hashing in each ðx; vÞ. Instead, we initially give a space upper limit À (in terms of the number of 4. To minimize the number of elements in each subsketch, we introduce the "k-dominance" relationship later so that only necessary information is kept. elements). We add an ðx; v; h i ðxÞÞ to each s i (for 1 i l), respectively, till P l i¼1 js i j reaches the limit À. Then, we do space compression in each s i , respectively, by probing the k-dominance relationship once the upper limit is reached. After the space compression, if the total number of tuples left in P l i¼1 s i is greater than À=2, then we increase À to 2À. These describe our sketch construction algorithm, Algorithm K-Skyband.
In the compression phase, in each s i , we remove all elements that are k-dominated by s i ; that is, we only keep the elements in s i , which are not k-dominated by s i . To do this efficiently, we first build two sorted lists eV and eF on element values and hash values, respectively. Then, we scan the two lists once to remove the elements k-dominated by others. Here, eV is a sorted linked list (pointing to each element, respectively) decreasingly based on the lexicographical order of ðv; h i ðxÞÞ, while eF is a sorted linked list increasingly based on hash values h i ðxÞ. Moreover, to enforce the distinct hash value condition, in the element set s i , if there are several elements with the same feature value, we keep only one element-the element with the minimum value. We present our compression technique in Algorithm 4. Here, a:h and b:h are hash values of elements a and b, respectively. And ev:next and ef:next represent the next elements in eV and eF , respectively. In Algorithm 4, if an element e is removed from s i , then the corresponding elements in eV and eF pointing to e are also removed. It can be immediately verified that Algorithm 4 is correct; that is, it always outputs all elements in s i , which are not k-dominated by s i . Remark 1. In [34] , it proposes to use k-skyband to answer topk queries over sliding windows. The technique is to simply increase the dominance count of the elements, which are dominated by the new incoming elements. It is efficient when k is small (a typical situation in top-k queries); nevertheless, it is inefficient when k is large-a typical situation in our problem to guarantee -approximation for a small . Thus, the technique in [34] is not applicable to our problem setting where we need to process data streams in real time.
To estimate an n S;v , Algorithm 2 may be modified by changing lines 5-10 as follows:
. First, for each sketch s i (1 i l) , select all elements whose hash values are distinct and not greater than v. . Second, use the query technique in Section 3.2 to query these l selected results-s i j v À (1 i l) . This, combining with Algorithm 3, returns an answer to a rank query. Based on Lemma 4, using similar proof techniques to those in Section 4.1, it can be immediately verified that if m > À1 ; k ¼ Oð 1 2 Þ; L ¼ k, and l ¼ Oðlog À1 Þ, then an element returned by Algorithm 3 against the subsketches by Algorithm K-Skyband (as described above) is relative -approximate with confidence 1 À .
Note that in Algorithm k-Skyband, we may have to keep all distinct elements in the worst case; nevertheless, using similar arguments to that in [6] , the following theorem is immediate:
Theorem 5. In a 2D set s ¼ fðx i ; y i Þ : 1 i ng with n elements, assume that all x and y values are unique, x and y are independent, each x follows the same distribution, and each y also follows the same distribution. Then, the k-skyband SKðsÞ has the expected number of elements Oðk lnð n k ÞÞ, where x i corresponds to a hashed value and y i corresponds to an element value.
Proof. Without loss of generality, we assume that y i < y j if i < j. For 1 i n, let the random variable
The expected number of k-skyband elements is Eð P n i¼1 X i Þ ¼ P n i¼1 EðX i Þ ¼ P n i¼1 P ðX i ¼ 1Þ, where P denotes the probability.
Clearly, the value (0 or 1) of each X i (for 1 i n) depends on fðx j ; y j Þ : 1 j i À 1g as y j is increasingly ordered and any element ðx j ; y j Þ for j > i does not dominate ðx i ; y i Þ. Note that every element ðx i ; y i Þ belongs to SKðsÞ when i k ; thus, the probability of X i ¼ 1 for i k is 1.
For i > k; ðx i ; y i Þ is a k-skyband element iff x i is one of the k smallest values in fy j : 1 j ig. Note that each y j has the same probability to fall into the k smallest values as each y j follows the same distribution, and we assume the independence among all y j s and between x and y.
Here, H 1;n ¼ lnðnÞ, the theorem immediately follows. t u
To ensure relative -approximate with 1 À confidence, k is chosen to Oð 2 nÞ, on average, if all element values are unique, object ID and element value are independent, object ID of each element follows the same distribution, and the value of each element follows the same distribution.
Our experiment demonstrates that in practice, this algorithm requires less space than the FM-based techniques in Section 3. In fact, we can immediately show that À is at most four times of the actual space requirement in terms of the number of tuples. Due to the batch compression technique, Algorithm K-Skyband now runs in time Oðlog ÀÞ per data element, on average. 5 Moreover, our query algorithm runs in time OðÀ log ÀÞ if subsketches are not compressed (thus, not presorted); however, if the rank falls into L, then it takes Oðlog LÞ time to answer a query.
PERFORMANCE EVALUATION
In this section, we only present the evaluation results of our techniques. This is because our techniques significantly improve the existing duplicate-insensitive quantile techniques [14] , [25] , [31] in both precision guarantee and space requirement. These existing techniques only guarantee uniform rank error n; such a rank guarantee does not provide much useful approximation information for small ranks (i.e., no constant bound for relative rank errors). In fact, our implementation demonstrates that these existing techniques return the same data element for RQ queries with r < cn (c is different regarding different algorithms, data sets, and executions); this is consistent with the above observation. Moreover, they require an order of 1 more space than our technique even though ours guarantee the relative rank error r instead of the uniform rank error r. Below is a list of our techniques to be evaluated.
. SE. Algorithm 1: the space-efficient sketch construction algorithm in Section 4. . SE-PCSA. The technique in Section 5.1. . KSKY. Algorithm k-Skyband in Section 5.2: sketch construction technique. We evaluate their space and time efficiency, as well as accuracy in terms of the relative errors. The corresponding query algorithms are also implemented.
In our experiments, two synthetic data sets are generated, Random and Semisort. In a Random data set, each data element (object) value is randomly generated following a uniform distribution. Data elements in a Semisort data set are partitioned into groups with the average group size 5,000 such that values in later groups are greater than those in earlier groups, while the values within each group are randomly generated. We use the duplication ratio NÀn N to control the total number of duplicated data elements. For each synthetic data set, we first generated n distinct elements so that element IDs are picked at random in the element domain and values follow, accordingly, the Random model or the Semisort model. The remaining N À n data elements randomly duplicate the exiting data elements.
A real data set WCH (World Cup 1998's HTTP request data) is downloaded from the Internet Traffic Archive [27] and is used in our experiments. It consists of 17 million records of requests made to the 1998 World Cup Web site between 30 April 1998 and 26 July 1998. Each record contains time stamp, clientID, URLID, and package size (PSIZE). In the data set, we use hclientID, URLID, PSIZE i as the element ID to identify a record and rank data elements according to their package size (PSIZE). There are total more than 1.53 M duplicated data elements and the maximum duplication number of an element is 235.
All experiments have been carried out on a PC with Intel P4 2.8 GHz CPU and 1 GB memory. Table 2 lists the parameters that potentially have an impact on our performance study. In our experiments, all parameters use default values unless otherwise specified.
To "discount" O notation in space requirements of SE, SE-PCSA, and KSKY, respectively, we adopt the same constant factor 2. That is, l ¼ 32 is large enough to accommodate massive number of distinct data elements; we also choose L ¼
. We also modify the code in [33] to generate hash functions in KSKY.
Space Efficiency
We record the maximal space size (i.e., the maximal number of elements) of sketch, by each algorithm, during the continuous processing of a data set. The ratio of such sketch sizes to the total number of elements processed is called space ratio. Note that the space requirements in SE and SE-PCSA are the same and fixed for given m; , and , while the space ratio changes when stream sizes change. The space required in KSKY is "opportunistic" as it is not fixed during the computation.
The first experiment results are presented in Fig. 6 . They demonstrate that KSKY requires the smallest space especially when is small. The second experiment evaluates the possible impacts from data sizes and . The evaluation results against the real data set (WCH) are presented in Fig. 7 , where the experiments regarding Figs. 7b and 7c are against the whole data set. Again, they demonstrate that KSKY requires the smallest space. 5 . To amortize the computation of the space compression, in our implementation, we maintain an upper limit À i for each subsketch s i to determine when an s i needs to be compressed and À i needs to be doubled. 
Evaluating Accuracy
To evaluate accuracy, we randomly generated 1,000 rank queries each, respectively, for synthetic data set Random and the real data set WCH, to span the corresponding whole domain of feasible ranks. We record the average relative error.
The results of the first experiment, against the real data set WCH, are reported in Fig. 8 . We study an impact of different values of (i.e., the number of subsketches an element will be hashed in SE-PCSA). 6 As demonstrated in Fig. 8a , when ¼ 10 the number of query results exceeding the relative error guarantee is 0, and an improvements of relative errors becomes less significant after ! 10.
The second experiment is conducted against the three different data sets and is reported in Fig. 9 . It shows that SE provides the highest accuracy, while KSKY is the second. The numbers (0 or 1) above those "bar figures" are the number of answers exceeding the designated relative error guarantee ¼ 0:02 even though they all meet the confidence guarantee 0.95.
The third experiment evaluates possible impacts from data sizes, , and ð1 À Þ. The experiment is conducted against real data set WCH and is reported in Fig. 10 . It also shows that SE always provides the highest accuracy and KSKY is the second accurate. We report that all answers obtained against the sketches by SE or KSKY or SE-PCSA satisfy the corresponding probabilistic error guarantees though SE-PCSA leads to four answers exceeding a designated relative error guarantee for the setting-¼ 0:02 and ð1 À Þ ¼ 0:8.
Time Efficiency
The cost of processing one data element may be too small to be recorded accurately (especially for SE-PCSA and KSKY), we record the average time for processing every batch of 1,000 elements as the delay of one element. In addition, we also record the maximum value of such delay per data element time as the maximal delay of each element.
The first experiment is conducted against the three data sets Random, Semisort, and WCH. The experiment results are reported in Fig. 11 . They indicate that SE can only process a medium speed data stream online-300-400 elements per second when ¼ 0:02 and about 2,500 elements per second when ¼ 0:05. However, both KSKY and SE-PCSA can process high-speed data streams. They can process at least 75,000 data elements per second even with ¼ 0:02. Next, we also examine possible impacts of and (1 À ). We conduct experiments on the real data set WCH. We vary with fixed ð1 À Þ ¼ 0:95, as well as vary (1 À ) with fixed ¼ 0:02. We record the average delay per data element. The experiment results are reported in Fig. 12 . They demonstrate that the processing costs of SE increase dramatically 6. In SE-PCSA, different values of will not make any difference in space requirement if the other parameters are the same. as decreases due to the factor of 1= 2 in the time complexity, while varying does not change the processing costs so dramatically.
The third experiment set evaluates possible impact of duplication ratios. As we cannot change duplication ratios in real data set, the data set Random is used for this purpose. Fig. 13 shows the experiment results, where average delay per data element is used. They demonstrate that our techniques are insensitive to different duplication ratios.
In the last experiment, we evaluate the three (rank) query processing algorithms against the real data set WCH. We vary from 0.02 to 0.1. The average response time of the 1,000 queries for each algorithm, after presorting the subsketches, is reported in Fig. 14 . It shows that querying sketches by SE-PCSA or KSKY is significantly more efficient than those of SE. This is because the sketch size by KSKY is significantly lower than that by SE. Although SE and SE-PCSA have the same space, the number of nonzero values in the sketch by SE-PCSA is significantly lower than that in SE.
Summary
As a short summary, our performance evaluation demonstrates that the proposed techniques are not only space-and time efficient but also of highly accurate. Among these three algorithms, SE is the most accurate; SE-PCSA has the fastest processing speed; and KSKY takes the smallest space. With the requirement of processing high-speed data streams, SE-PCSA or KSKY is a better choice than SE.
APPLICATIONS
The techniques we developed in this paper may be applied into the following problems. We state them based on our techniques in Section 4 with preknowledge about an upper bound m of n S ; the other techniques can also be applied in a similar way.
Sliding Window Computation
In some applications, users might be more interested in statistics of recent data rather than that of the entire history. Regarding the stock market example presented in Section 1, the purchase trends of the most recent week or last one million deals might be preferred by some buyers. This is referred as "sliding window" model and has been extensively studied in many recent works. In this section, we will investigate the problem of duplicate-insensitive order statistics computation over the count-based sliding window. That is, given rank r and t W , find the element with rank r in D S;t þ , where D S;t þ represents distinct elements in the last t elements of the data set S and W is the maximal window size.
A simple solution is to keep the most recent W elements. However, it is infeasible when W is very large which is common in many applications. We can extend our FM sketch-based technique to support the sliding window queries. Besides the value and id information, we also need to keep the time stamp for each incoming elements e, denoted by e:ts. Without loss of generality, we assume that the recent elements have larger ts values. In the SE algorithm, for each position of the subsketches, instead of keeping the minimal element value hashed to it, so far we maintain a set of elements. Then for given t W , we can find out the minimal value of the last t elements. Let E denote a set of elements that is hashed to a particular position in a subsketch. For two elements e1; e2 2 E; e1 dominates e2 if e1:v e2:v and e1:ts ! e2:ts. It is immediate that e2 is redundant as it does not contribute to above query for any t because of the existence of e1. Consequently, we only need to keep the elements that are not dominated by any other elements in E. They are two-dimensional skyline points [7] of E with expected size Oðln jEjÞ if element values are independent with the arriving orders. For each FM subsketch, the probability of an element being mapped to ith position ð0 i < kÞ is 1 2 iþ1 , so the expected number of elements kept in each subsketch is Oðln
where w is the total number of distinct elements within latest W elements. Together with space k used in SE algorithm, the expected space complexity of each subsketch is Oðln k ln w þ kÞ. As to the L in the SE algorithm, we also need to keep more elements such that for any t W , the L can return the smallest 1 distinct elements within t latest elements. In the spirit of Theorem 4, it is easy to verify that keeping À1 ðln w ln ln m þ log mÞÞ, we can find the relative À approximate answer for given rank r with probability at least 1 À regarding to arbitrary window size t W , where w is the number of distinct elements in the most recent W elements.
Value-Based Rank Queries
It is immediate that the sketches generated by Algorithm 1, with Oð 1 2 log À1 log mÞ space, can guarantee the relative -approximation (with confidence 1 À ) for counting the number of distinct elements with values smaller (or not greater) than a given v.
Distinct Heavy Hitters
Suppose that each data element is represented by ðid; iÞ, where id is the element ID and i means the ith item hit by the element. In Algorithm 1, we keep i instead of v. Let cðiÞ denote the number of hitters of item i. Let A S;i , obtained by Algorithm 2, be the estimation of the number of distinct elements hitting the items from 1 to i. It is immediate that if the parameters used in Theorem 2 are modified accordingly to =2 and =2 instead of and , then cðiÞ À n A S;i À A S;iÀ1 cðiÞ þ n with confidence 1 À . Moreover, the items, which (whose subindexes) do not appear in the sketch, have the number of hitters not greater than n with the confidence 1 À . This means that our techniques can be used to get an -approximate solution, with confidence 1 À and space Oð 1 2 log log mÞ, for the heavy hitter problem over data streams by discounting duplicated hitters. It improves the space requirement Oð 2 mÞ in [31] . Viewing i as a graph nodeID, the above technique can be immediately used to get an -approximate solution for heavy hitters in multigraphs. The space requirement, as given above, is similar to [14] .
Counting Inversions
Counting the number of inversions in massive data sets has many applications including ranking aggregation [16] . In the following, there is an example of counting the number of inversions:
Example 6. Suppose that four elements ðx 1 ; 4Þ; ðx 2 ; 6Þ; ðx 3 ; 5Þ;
and ðx 4 ; 8Þ arrive in sequential order, then the number of inversions is 1.
In [24] , a randomized algorithm is proposed to achieve the relative -approximation with space Oð 1 3 log 2 NÞ and confidence at least 1 À 1=N, where N is a preknown upper bound of the number of elements and no duplicated elements are allowed. With the same assumption that no duplicates are allowed and N is preknown, using the above ranking value technique immediately implies that we can apply Algorithm 2 per new data element e to rank the value of e against the sketches maintained by Algorithm 1. Then, adding such counts together can guarantee the relative -approximation for the inversion counting problem with confidence at least 1 À 1=N if space used is Oð 1 2 log 2 NÞ and N ! 1=. To ensure the global failure probability less than 1=N, we enforce the failure probability for ranking each new value less than 1 N 2 . Since no duplicated objects, m ¼ N. Clearly, our technique improves the technique in [24] by a factor of 1 .
Quantile Queries against Distinct Values
In some applications, one may want to know a distribution over distinct values. Our techniques can immediately support such a requirement with a relative error guarantee. In Algorithm 1, instead of hashing each object ID, it hashes each object value.
With such a modification, Algorithms 1, 2, and 3 can immediately guarantee relative -approximate for rank queries (thus, quantile queries) with space Oð , and confidence at least 1 À .
Fault-Tolerant Distributed Quantiles
To address a high fault rate over a P2P and/or sensor network, a multipath-based routing approach is widely employed in many distributed statistic computation applications. Since more than one copy of a particular subsketch at a node are sent to the target node via different paths, the problem of overcounting arises. Recently, several novel techniques are proposed in [35] , [9] , [31] to resolve the overcounting issue for aggregates such as count, sum, heavy hitter, and quantiles (with precision guarantee N) over a network. Algorithm 1 has the property that two local sketches can be merged if they are created with the same k and set of l hash functions, while the precision guarantee may be retained. Then, all of the local sketches can be merged into a global sketch at the target node via multipaths. Then we present the following claim:
Theorem 7. There is a distributed algorithm, with transmission load Oð Ç 2 log À1 log mÞ at each node and probability at least 1 À , which guarantees a relative -approximate quantile query result. Here, Ç is the maximal number of sketch copies sent from each node.
Proof. According to Lemma 2, at each node, we can simply merge the FM sketches from its children and the local FM sketch. Based on Theorem 2, with probability at least 1 À , we can get the relative -approximate quantile query result against the elements from the subtree if the size of each FM sketch is Oð 1 2 log À1 log mÞ. Since there are at most Ç copies of FM sketches being sent from a particular node, the maximal transmission load is at most Oð Ç 2 log À1 log mÞ for each node. t u
CONCLUSIONS
In this paper, we investigate the problem of approximately processing rank queries against distinct data elements in a data stream with the presence of duplicated data elements. Novel space and time-efficient techniques are developed for continuously maintaining order statistics so that the rank queries can be answered with a relative error guarantee. This is the first work providing the space-and time-efficient data stream techniques to process approximate rank queries with relative error guarantees against distinct data elements. Besides proven accuracy and space guarantees, our algorithms are also efficient enough to support online computation of very high speed data streams with an element arrival rate up to 75 K/second. Moreover, we show that our techniques may be extended to sliding window model and other problems, such as finding distinct heavy hitters, counting inversions, fault-tolerant distributed quantiles computation, etc. Xiaofang Zhou received the BSc and MSc degrees in computer science from Nanjing University, China, and the PhD degree in computer science from the University of Queensland (UQ). He is a professor of computer science at the University of Queensland, Australia, leading the Data and Knowledge Engineering Research Group. He is the convener and director of the Australia Research Council (ARC) Research Network in Enterprise Information Infrastructure (EII) and a chief investigator of ARC Centre of Excellence in bioinformatics. His research interests include spatial and multimedia databases, data quality, high-performance query processing, Web information systems, and bioinformatics.
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