Query facilities in object-oriented databases lag behind their relational counterparts in performance. This paper identifies important sources of that performance difference, the random I/O problem and the re-reading problem. We propose three techniques for improving the execution of object-oriented database queries: reuse/out of order execution, memoization, and buffer replacement policy. Schedule level optimization is introduced as our framework for integrating these techniques into query processing systems.
Introduction
Performance is an important consideration for the query component of object-oriented database systems. The success of the relational data model is due largely to the ability to provide suitable performance for query processing. The same may be true for the success of object-oriented databases. The nature of object-oriented databases leads to different performance characteristics than relational databases -assumptions and techniques from relational query optimization do not always apply. The work in this paper addresses one of these cases. We begin by presenting a characterization of a performance bottleneck that is not present in relational database systems, followed by an analysis of the failings of current optimization techniques. In section 4, we analyze this bottleneck and derive a suite of optimization techniques. Section 5 presents schedule level optimization, our framework for implementing the techniques from section 4.
Perils of Object-Oriented Queries
Object-oriented databases allow objects to reference other objects. In particular, this means that objects in one set can reference objects in another set. This leads to a situation where two objects may share a third object. Pages that contain shared objects are accessed many times during the course of one iteration through the referencing set.
SelectEmps; e e:dept:size 25 Figure 1: A typical object-oriented query Query 1 traverses the elements of the source set Emps using the path-expression e.dept.size to follow references to objects in the target set Departments, and eventually, to the the size attributes of those Departments. The source set is traversed sequentially, and each object or page of objects is accessed only once. We cannot guarantee that the objects or pages in the target set will be accessed sequentially. We also cannot guarantee that a shared object or page will be resident in the buffer pool when it is needed, leading to the possibility that such pages will be read from disk multiple times. These multiple accesses result because two or more objects in the source set share a single object in Author's current address: Taligent, Inc. 10355 N. DeAnza Blvd, Cupertino, CA 95014, Ted Leung@taligent.com
Previous Approaches
Many techniques for improving the performance of object-oriented queries have been proposed. In this section we examine those techniques which are relevant to either the random I/O problem or the re-reading problem. We also consider how well each technique addresses each of the two problems.
Indices [12] , and path indices [24, 22] in particular, are an established method of improving object-oriented database query performance. Path indices eliminate I/O operations, and most of these I/O operations are random I/O operations, so the number of random I/O's is also reduced. The indices are only useful for particular path expressions, and do not improve the performance of other portions of the query which access the same objects through a different path. Path indices cannot reduce the number of re-reads of a shared object, since the index manager has no memory of which objects have already been read, and even if it did, it would have no way of taking advantage of such information.
Clustering [6] and prefetching [27, 14] are also common performance enhancements in object-oriented databases. Clustering addresses the random I/O problem because it retrieves related objects in a single I/O operation, again eliminating I/O operations which happen to be random I/O's. Clustering is not guaranteed to improve the performance of other parts of the query that happen to use the objects retrieved by the cluster. Clustering is in the same position as indexing when it comes to addressing the re-reading problem.
Prefetching attempts to reduce I/O's (and therefore random I/O's) by ensuring that required objects are in the buffer pool when the query needs them. A system that prefetches may be able to prefetch objects that are being read again, but that doesn't really address the re-reading problem unless the object being read again can be retained in the buffer pool. Recent work [17] has noted that the effectiveness of prefetching decreases as the page size increases, and more importantly, as the degree of sharing (number of references to shared objects) increases.
Object assembly [20] controls the order in which unresolved object references are resolved. In general, the strategies employed by object assembly reduce the number of random I/O's performed by the query. Object assembly is unable to improve the performance of other parts of the query which reference objects that have already been assembled. The assembly operator does not explicitly attempt to address the re-reading problem. It does have limited effect on re-reads because it alters the order of object references which in turn determines the order in which pages are flushed from the buffer pool, but this improvement is due more to fortuitous referencing patterns than explicit plans to reduce re-reads.
One method of solving the random I/O problemis to sort the objects by their physical addresses. This is very effective at reducing random I/O's. It is not an effective solution to the re-reading problembecause the objects may be paged out of the buffer pool before they are re-read. In that case, the objects will have to be read into the buffer pool again.
The usual mechanism for addressing the re-reading problem is to make use of the database buffer pool [15] , and hope that objects which are re-read remain in the buffer pool between the reads. Sacco and Schkolnick's work on hot sets [29, 30] computes the number of pages required by a particular query as an aid to access-path selection. They also note that different kinds of access patterns benefit from different buffer management policies. Subsequent work in this area has focused on further analysis of the relationship between access patterns and page replacement and on making the best use of the buffers available at query execution time [9, 25] .
None of these methods directly address the re-reading problem, other than relying on the buffer manager to do a good job. They make no attempt to explicitly minimize the number of re-reads. Instead, responsibility for reducing re-reads is left to the buffer manager. The buffer manager is only able to do this as well as its replacement policy allows. One way to improve on the performance of queries with re-reads is to "extend" the size of the buffer pool by improving the page replacement policy. Chan et. al. [5] use hints to the buffer manager to improve replacement selection. These hints are encoded via user definable priorities. They do not describe any schemes that address the re-reading problem. The LRU-K [26] algorithm remembers the timestamps of the last k references to a page, in an effort to distinguish between frequently and infrequently referenced pages, which does better than LRU, but is still not the best for situations with lots of sharing, since the last k references to an object are not a good indicator of how many more references to that object will occur.
Cornell and Yu [13] described a method for integrating buffer management with the query optimizer. Their method focuses on determining which relations should be kept in the buffer pool, and using that information to prune the set of access plans under consideration. This doesn't address any of the issues related to the re-reading problem, and in particular no reduction in re-reads occurs.
Chen and Roussopoulos [7] cache the results of queries. If the result of a query has been cached, then this technique addresses both the random I/O problem and the re-reading problem. Query result caching does not help the first time that the query is executed, nor does it help if the cache has been flushed.
Kemper and Kossman [21] propose a dual buffering scheme, where the buffer pool is divided into two segments, one dedicated to buffering pages, and another dedicated to buffering objects. Dual buffering allows useful objects on a page to be buffered "individually" if the rest of the page that they occupy is not useful. This eliminates wasteful use of memory in the buffer pool caused by internal fragementation of buffer pages, and generally improves query performance.
Kinds of Performance Improvements
The re-reading problem has two major sources. The first cause of the re-reading problem is that multiple operators in the same query can refer to the same objects. An example of this situation is the case where some path expression is used in the predicate of more than one operator in a query. Depending on the execution order determined by the optimizer, the objects referenced by the path expression will be accessed twice, once for each operator. The query in Figure 2 is an example of this kind of query. The set Departments is accessed both as one of the inputs to the join, and as one of the components in the Select's path expression. This case is often addressed by common sub-expression elimination techniques [11, 28, 16] , but there may be additional opportunities for performance improvements when a subset of the objects described by the processing of the common subexpression are used in another part of a query. Common subexpression elimination is a source level analysis technique and has no notion of whether the objects that are produced by the common subexpression (or its intermediate values) will be needed by parts of the query which do not contain the source level common subexpression.
The second cause is that within a single operator over a set type, multiple objects in that set use some attribute to reference objects in another set. Multiple objects from the source set (the parameter to the query operator) may reference the same objects in the target set (specified by a prefix of the path expression). Query 1 is an example of this kind of query.
All of our optimizations share the notion of common work elimination, that is, we seek to eliminate all unnecessary read operations, even those that are undetectable by source level common subexpression elimination. We propose three classes of methods for providing performance improvements for object-oriented queries: reuse/out of order execution, memoization, and buffer replacement policy. Reuse and buffer replacement policy attempt to increase the effectiveness of the buffer pool, thereby eliminating re-reads and I/O operations. Memoization also has common work elimination as its goal, and is used in situations where reuse/out of order execution is not permissible.
Reuse / Out of Order Execution
In an ideal world, each object referenced by a query would be read into memory once, regardless of how it was referenced. After that, the object would be retained in the buffer, and any subsequent references would not cause additional I/O. This could only happen if the buffer pool is infinitely large. This idealized situation provides a valuable intuition for a new kind of optimization. Our intuition is that the first time an object O is read into the buffer pool, we want all operators that will perform a computation using O to perform their computations before O leaves the buffer pool. These operators are reusing the work done by the operator that actually caused O to be retrieved from disk. If we could find a way to allow these other operators to execute the slice of their execution related to O, then we can ensure that O will not be read from disk again in the future.
One method of realizing this intuition is to allow the query to execute out of order: During the evaluation of the query, we allow the flow of control to leave the execution of one operator and enter the execution of another operator. This happens to a limited extent in pipelined execution models [18] , and what we propose is a generalization of pipelining. In a pipelined implementation, plan operators are implemented as coroutines, with control passing from coroutine to coroutine in a linear sequence corresponding to the ordering of the physical plan. For example, in Join(Select (A,f1) ,B,f2), each time a tuple of A is processed, control begins with the coroutine for the Select, and is transferred to the coroutine for the Join. This is a restricted form of out of order execution. Each object or relational tuple starts at the coroutine for the innermost plan operator, and passes through all the coroutines for the plan operators enclosing that inner most operator before the next object or tuple is processed. The order of execution is "out of order" compared to an implementation where each plan operator is implemented as a procedure operating on entire sets. The order of execution is still in an order that is specified by the query, however the iteration takes place at a smaller granularity.
Our notion of out of order execution is a generalization of this idea. Pipelined implementations restrict the transfer of control to be between an operator whose output is connected to the input(s) of another operator. We generalize this by removing this restriction, allowing transfer of control between plan operators whose outputs and inputs are not directly connected. As long as the output type of one operator matches the input type of another operator, transfer of control may occur, subject to constraints regarding set overlapping and coverage. As an example, consider the query in figure 2.
JoinDept; SelectEmps; e e:dept:size 25 ; d e d:mgr:sal e:debt We assume that the Join is evaluated via a nested loops algorithm, and the selection via sequential scan. We assume the file containing Departments is structured so that the Manager of a Department is clustered together with the Department. Furthermore, we assume that at least one Employee works in every Department. A typical physical plan for this query appears in figure 3 . In this example, the collection Department is traversed twice, once by the LoopJoin LoopJoinDeptMgrCluster; LoopSelectEmps; e e:dept:size 25 ; d e d:mgr:sal e:debt (since it appears as one of the join inputs), and once by the LoopSelect (via the path expression e.dept.size). If the plan is executed by executing the selection before beginning to process the join, the selection will cause all of the Departments to be read into memory (this is guaranteed because every Department has at least on Employee in it). If the selection is sufficiently large, those Department objects which were read least recently will have been flushed from the buffer pool by those Departments referenced more recently. Those "early" Departments must be retrieved from disk again to process the join. Under out of order execution, the Select's selection condition is processed when an object is read from Emps. Before proceeding to the next Employee, execution of the plan switches to the LoopJoin operator, which evaluates that portion of the join which can be evaluated given the Department object that was retrieved by the path expression in the selection. After this portion has been evaluated, execution of the selection resumes. This flow of control is diagrammed in figure 4 . This strategy results in a reduction in the number of I/O operations, since the Department objects for a particular Department and Employee pairing in the join are only read once. Unfortunately, Department objects are still read more than once overall, since each Employee in the selection must be compared to each Department. We can improve this by recognizing that objects are retrieved in units of pages; when we retrieve an Employee, we "join" it with all the Department objects on all the Department pages in the buffer pool. A small amount of in memory bookkeeping is required to ensure the correctness of the result.
This technique is only applicable when we can guarantee that the set of objects to be traversed by out of order execution is the same as the set of objects that would be traversed by a normal order execution. Constraints on the containment relationships between sets, along with information from the schema manager of the database allow us to infer the necessary relationships at query compile time.
Memoization
Out of order execution allows us to reuse the intermediate results of computations by altering the flow of control during the execution of the query. Unfortunately, it is not applicable in all situations, because it is not always possible to determine which objects are actually being reused. Function memoization is a common technique for improving the performance of functional programs, and indexing is a special case of memoization. We can employ a form of memoization to improve the performance of those queries which cannot be improved via out of order execution. The
UnionselectEmps; e : isPrimee:mgr:dept:size; selectEmps; e1 : e 1 :mgr:dept:size < 10 AND e1:wife:salary > $60k 
Buffer Replacement Policy
Both reuse/out of order execution and memoization address the re-reading problem when different parts of the same query access objects multiple times. They are not effective for the case where re-reads occur in a single query operator. Changing the buffer manager's page replacement policy can be used to address the case where re-reads arise in a single operator as a result of object sharing. If a shared object can be retained in the buffer pool until it is referenced again, then the work that was done to read the object from disk is reused by subsequent accesses to that object, as long as the shared object remains in the buffer pool. This has a decidedly flavor from reuse/out of order execution and memoization. Yet it is consistent with our aim of reusing common work, since the "initial work" of retrieving an object from disk is reused by subsequent references to the object. All buffer management algorithms have this property. Our contribution is to provide a policy that is tailored to path expressions, where object sharing is commonplace.
Recall that the source of the difficulty is that multiple objects in a source collection reference a single object in a target collection. In the case where a single level of referencing in involved, we can use reference counts from the source objects to the target objects as part of the page replacement metric. For multiple levels of referencing, we simply treat each single level case in the multi-level path expression. The replacement policy computes the average reference count for a page of objects. The values of the reference counts partition the set of pages into generations, much like the generations that occur in generational garbage collectors [31] . Representatives of multiple generations are present in the buffer pool at any point in time. The replacement policy replaces pages on a priority basis, assigning the lowest priority to the generation with the smallest reference count. Within each generation, pages are replaced using an LRU policy. As a special case, the generation for reference count = 1 can be restricted to a single page, since we know that the only reference to that page has already occurred. This provides FIFO behavior for scan like queries. As an extension we cause the reference counts for pages in a generation to decay as the objects within it are referenced. This prevents thrashing in the lower generations and gives a more accurate estimate of the remaining references to the page.
Schedule Level Optimization
We address the re-reading problem and the random I/O problem by providing a framework for the three kinds of optimizations discussed in section 4. This framework introduces a new level to the optimization process, the schedule level, which takes place after both logical plan rewriting and physical plan generation. At the schedule level, each physical plan operation is expanded into a sequence of schedule level operators. Schedule level operators form an assembly language for query I/O. The operators include instructions for reading an object from a file, comparing objects, extracting object fields, etc. The implementation of physical plan operators as macros over schedule level operations allows the scheduler to have explicit control over disk I/O operations and intermediate results. It also allows multiple custom implementations of operators to exist simultaneously and provides ability to jump into and out of "the middle" of physical plan operators. We can also reorder schedule operators in order to improve the performance of the query. This notion is reminiscent of optimizations that are used in compilers, such as function inlining, peephole optimization, or instruction scheduling. The schedule level optimization process follows these steps:
Fifth International Workshop on Database Programming Languages, Gubbio, Italy, 19951. The physical plan is converted into an intermediate representation called a schedule graph. The schedule graph emphasizes physical "partitions" of logical collections and enables transformations on those partitions. The inital conversion is accomplished by using templates which map physical plan operators onto schedule graphs.
2. The graph representation is modified using rules that allow nodes in the graph to be deleted, combined, and replaced. The rules embody transformations for reuse and memoization, and use meta-data and inclusionrelations between partitions to detect opportunities for applying the optimizations.
3. The resulting graph is used to statically allocate buffer pages to the various partitions, in an attempt to make best use of the buffer pool. Thus, each partition is assigned a buffer, and each buffer can be controlled by a different page replacement policy. This is a generalization of work relating access patterns and page replacement policies. We use our reference-count based page replacement policy to manage the buffers for partitions that participate in path expressions.
4. The graph is input to a code generation algorithm which generates an executable sequential program.
Compile-Time Buffer Allocation
Each schedule operator is allocated a private buffer pool, which may be shared with other schedule level operators. This differs from traditional database systems where all physical plan operators share a single buffer pool which holds objects of many types. Segregation of types allows us to tightly control the behavior of objects with respect to the buffer pool. The possible disadvantage of this technique is that it may fail to be responsive to global properties of the query. The allocation of buffers to the various types is determined at compile time, using a heuristic that uses the fanout of pages referenced to determine the buffer allocations.
Buffer Page Replacement Policy
When static buffer allocation occurs, the scheduler can query the database schema manager to get information about the degree of object sharing via references from a particular collection. If the reference counts for a partition exceed a threshold value, the schedule uses the RefBuffer policy to manage that partition.
Algorithmic Code Generation
The code generation algorithm takes the schedule graph, along with the buffer assignments and generates a sequential program that can be executed to evaluate the query. The program is a sequence of instructions in "an I/O assembly language". The basic operations of this language include reading an object (page of objects) from a data structure (disk file, b-tree index, hash-table, etc.), applying a function to an object (page of objects), comparing fields of an object with some other value (including other object fields), and propagating objects based on some boolean condition. The high level structure of the code generator is analogus to that of a compiler. We define a notion of basic blocks over the schedule graph, and use dependencies among these blocks to induce a linear ordering on them. Using this linear order, we can then generate an instruction sequence for each node in the schedule graph. At the appropriate points in the instruction sequence the algorithm inserts code to handle reuse.
When the code generator has been run on 3, the output appears as in figure 6 . The basic schedule operators function like this: the Readoperator reads an object from a file, the Applyoperator applies an attribute to an object (possibly causing a disk read), the ApplyBuiltInoperator provides a mechanism for operating on basic types, the Filteroperator produces its first argument as output if its boolean (second) input is true, and the Outputoperator sends an object to the result file. In addition, there are also less familiar operations in the schedule. The BinaryTupleoperator produces a tuple containing its two arguments. The BufferApplyoperator applies an attribute to every object of a particular type that is currently in the buffer. In figure 6 , the BufferApply(buffer(d),.mgr) means that the .mgr attribute will be applied to every Departmentobject in the buffer that holds d. Likewise the CrossApplyoperator generates the cross product of its first argument with every object in the buffer for its second argument. In addition, it makes a log of every object in that buffer which participated in the cross product. This log is then made available for use by the LogReadoperator. The schedule obtained by generating code for the graph without applying any schedule-level optimizations consists of a typical nested loops implementation for the join. The query in figure 6 improves on that implementation by taking advantage of its knowledge of the way that buffers are being used. This can substantially reduce the number of pages that need to be re-scanned for a nested loop join.
Status and Conclusions
This work has been motivated by work in the compiler literature on improving the performance of loop intensive programs [2] . Particularly relevant is the body of work on loop optimizations for data locality [1, 33, 32, 23, 4] and work on compiler directed cache management [8] .
A major difference between our work and the work in compilers is that we are unable to assume array semantics for our data, since we operate on sets. While much of the work in compiler optimization focuses on arrays and makes decisions based on the values of array indexes, our work addresses the problems particular to databases, where decision making is based on the data values themselves. The notion of stopping the execution of a conceptual unit (plan operator) has no analog in compilers, the closest being loop distribution or strip mining.
A simulation of the page replacement policy has been implemented, and preliminary experiments show a reduction in page faults between 10 and 40% for queries with a high degree of sharing. A prototype implementation of the schedule level optimizer and runtime system is almost operational, and we hope to begin reporting experimental results shortly.
We have described the re-reading problem and random I/O problem, which arise in object-oriented databases because of object sharing. The sources of the two problems were explained, and we presented three classes of optimizations that can be used to ameliorate them. The notion of schedule-level optimization was introduced as a framework Fifth International Workshop on Database Programming Languages, Gubbio, Italy, 1995that supports these optimizations, and an overview of the techniques used in our schedule-level optimizer was presented. The possibility of schedule-level optimization opens a new space of options for improving query runtime performance.
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