Measurement errors of medico-technical devices can be separated into systematic bias and random error. We propose a new method to address both simultaneously via generalized additive models for location, scale and shape (GAMLSS) in combination with permutation tests. More precisely, we extend a recently proposed boosting algorithm for GAMLSS to provide a test procedure to analyse potential device effects on the measurements. We carried out a large-scale simulation study to provide empirical evidence that our method is able to identify possible sources of systematic bias as well as random error under different conditions. Finally, we apply our approach to compare measurements of skin pigmentation from two different devices in an epidemiological study.
Introduction
When medical data or some characteristics are obtained using a medico-technical device, users expectation is typically that the measurements are precise and reflect the true status of what should be measured correctly. Measurement errors are, however, inevitable in practical situations. They are then subject of statistical analysis to learn about the measurement properties of the medicotechnical device. The analysis of measurements errors focuses on two different aspects, systematic bias and random error. 1 Systematic bias is the component referring to a general difference between the true value and the measurement in a specific direction. The occurrence of systematic bias hence has an impact on the validity of a measurement device. Random error, on the other hand, stands for the chance variability of the measurement. Random error may not lead to biased results as for large number of measurements it averages to zero; however, it is of concern when the reliability of a measurement device is considered.
A recent evaluation on measuring skin pigmentation, 2 which was the motivation for our approach, compared two common devices (reflectometer RM100 and chromameter CR300) under various conditions. The authors compared mean values and coefficients of variation concluding that both devices were measuring basically the same (no difference in systematic bias) while one device had a lower variability (smaller random error).
We propose a new unified approach to simultaneously address both systematic bias and random error based on generalized additive models for location, scale and shape (GAMLSS). GAMLSS were introduced by Rigby and Stasinopoulos 3 as a flexible semi-parametric approach to model not just the expected value ('location') of a conditional distribution (as in common generalized additive models (GAM) 4 ) but simultaneously up to four distribution parameters (also 'scale' and 'shape' parameters, hence the extension 'LSS'). The core of our approach is to model measurement data via two-dimensional location-scale GAMLSS to assess differences regarding systematic bias (device effect on location parameter) and random error (device effect on scale parameter) simultaneously.
While classical inference for GAMLSS is based on penalized maximum likelihood estimation, 5 two alternative estimation techniques based on Bayesian inference 6 or gradient boosting 7 have been proposed recently. All three approaches may be used in this setting: the choice of the most appropriate one depends on the framework of the specific application.
GAMLSS have gained increasing interests over the last years: In a recent review article, 8 GAMLSS were identified as one of the most powerful approaches beyond mean regression, which are more and more in the focus of methodological developments. 9, 6, 10 In biomedical research, the most common application of GAMLSS is the construction of reference growth charts 11, 12 for which it es even recommended by the World Health Organisation. 13 Other recent applications include the analysis of genome-wide DNA methylation data 14 or cognitive test data. 15 From a methodological point of view, a major issue in the context of GAMLSS is the simultaneous selection of the most influential predictors for the different distribution parameters. Variable selection is already a complicated issue in classical GAMs; in the case of GAMLSS this becomes even more pronounced due to the higher complexity of interdependent candidate models. The proposed gradient boosting algorithm 7 particularly tackles this problem as it ensures simultaneous variable selection during the fitting process. Other advantages of boosting algorithms in general are their feasibility in high-dimensional settings with more predictors than observations (p > n), and the implicit regularization leading to shrinkage of effect estimates. 16, 17 This increased flexibility, however, also leads to an important drawback: A limitation of the gradient boosting approach is the lack of standard errors for effect estimates (due to the shrinkage) which makes the construction of confidence intervals or significance tests problematic.
To overcome this problem, we extend the boosting algorithm by combining it with permutations of the grouping variable (i.e. the device) to construct a test procedure for the accuracy of measurements from different devices. To the best of the authors' knowledge, this is the first time that GAMLSS are considered in the context of analysing measurement errors as well as the first time that permutation tests are combined with multidimensional gradient boosting. This article is structured as follows. First, we provide the methodological background of our approach by shortly describing the model class and the underlying boosting algorithm with the permutation procedure. In a second step, we present results of a large scale simulation study (including high-dimensional settings) to provide evidence that our approach is able to correctly identify possible sources of systematic bias and random error under different conditions. Finally, we illustrate the new testing procedure in an epidemiological study in order to identify differences between two devices to measure skin pigmentation. 2 
Methods 2.1 Assessing the accuracy of measurements via GAMLSS
Analysing the accuracy of measurements from medico-technical devices is an important task in medical research. The two most used terms in this context are validity and reliability. While the validity of a device refers to its ability to actually measure the parameter of interest, reliability of a device describes its stability. Generally, the total measurement error can be decomposed into systematic bias and random error, i.e. measurement error ¼ systematic bias þ random error Systematic bias refers to a general trend of the device to overestimate or underestimate the true parameter of interest. The common procedure to assess this bias is to compare measurements y A 1 , . . . ,ỹ A n for parameter Y from the device A with true values y 1 , . . . , y n where n denotes the sample size. If the main goal is limited to identify the bias of the device, these comparisons are often based on comparing mean values in combination with univariate statistical tests. For a more profound analysis, taking possible subject-specific covariates or confounders X ¼ x 1 , . . . , x p into account, one could consider regressing the measurements and true values to these covariates while considering the device as grouping variable:
Here, h j ðÁÞ denotes the effect of covariate x j on the outcome Y, IðÁÞ is an indicator function and sb represents an estimate for the possible systematic bias of device A. If the measurements or true values are from the same patients, additional subject-specific 'random' effects might be necessary to adjust for repeated measurements. The assessment of random error, which refers to the variability of the measurement, can be tackled by analysing repeated measurements of one device (yielding an estimate of the reliability of this device) or by comparing the variation of measurements from different devices (possibly aiming at identifying the most reliable device).
We propose an alternative method to address both systematic bias and random error simultaneously in a unified regression framework. The concept is based on GAMLSS. GAMLSS consider separate additive models for all parameters of the conditional distribution, including scale and shape parameters, thereby extending classical regression which only focuses on the mean .
When evaluating the properties of measurement data, we want to take advantage of this increased flexibility, by extending the equation (1) for systematic bias to assess also random error.
Consider again measurements for parameter Y and Y $ Nð, 2 Þ, then we can model not only an effect of the device on the expected value but simultaneously also, via a log-link, on the standard deviation :
The coefficient sb hence represents an estimate for the systematic bias of the device while re represents the effect the device contributes to the random error of the measurement.
An important special case in the analysis of measurement errors, that can be often found in practice, is the comparison of measurements from different devices: When no true values are available, one can model the measurements ðỹ A 1 ,ỹ B 1 Þ, . . . , ðỹ A n ,ỹ B n Þ from different devices with the same approach presented above. However, the interpretation of the resulting coefficient sb changes. An effect of device A on in this case represents a systematic difference between the two devices, leading to the conclusion that at least one of the devices incorporates a systematic bias. Without true values, it is, however, not possible to tell which of the devices leads to smaller bias. In the case of re the model without true values is able to identify the device which leads to a smaller random error.
Note that the basic idea of this approach is not limited to normally distributed measurements but can be adapted to other distributions in the GAMLSS framework. Examples could be the beta distribution for bounded continuous measurements (like proportions) or the negative binomial distribution for count data. 18, 19 The most obvious cases are distributions where single parameters can be directly linked to either location or scale, here the interpretation is identical to the presented Gaussian setting. For distributions where multiple parameters contribute to the expected value or the variance, respectively, a device effect on any of these parameters represents systematic bias or random error, respectively. In case of a skewness parameter that contributes to both, location and the scale, a device effect on this parameter can be interpreted as a possible source of both, systematic bias and random error.
Boosting beyond the mean
For inference, the developers of the GAMLSS model class provided two penalized maximum likelihood algorithms based on backfitting, 20 incorporating also automatic smoothing parameter selection for nonlinear effects. 5 One of the main drawbacks of these classical algorithms is that they can not cope with high-dimensional data.
Step-wise variable selection techniques based on information criteria are available, however, they are limited to moderate numbers of candidate variables. Note that variable selection for GAMLSS is a far more complex task than in classical GAMs, as variables for up to four different additive predictors have to be selected simultaneously.
To overcome this problem, a recent article 7 proposed a boosting algorithm that can incorporate variable selection and is feasible for high-dimensional data. The concept of boosting emerged from machine learning and was later adapted to estimate the unknown quantities in statistical models. 21 Over the last few years, these statistical boosting algorithms have been further extended to various regression settings and were specifically adapted to medical research questions. 22 The main idea is to iteratively apply simple regression tools (denoted as base-learners) for each candidate variable. In each iteration, only the best-performing base-learner (and hence only the most informative predictor) is selected and a small proportion of its fit is included in the current model. By doing so, the algorithm additionally incorporates shrinkage of effect estimates, which typically leads to a reduced variance of estimates and should therefore increase the stability and accuracy of predictions. 23 The main tuning parameter of statistical boosting algorithms is their stopping iteration m stop . If the algorithm is stopped before convergence (early stopping) variables that have never been included in the model up to this point are excluded. As the base-learners can be selected various times, also the amount of shrinkage and even the smoothness of spline-based base-learners depends on the selection of m stop . The selection of m stop hence reflects the common bias-variance trade-off in statistical modelling: large values of m stop lead to more complex models with higher variance and small bias; smaller values of m stop lead to sparser models with fewer selected variables, more shrinkage and reduced variance. 24 The adapted boosting algorithm to fit GAMLSS circles through the different distribution parameters, carrying out one boosting iteration for each parameter dimension. In this case it can be advantageous to select different stopping iterations for the different parameter dimensions by searching a pre-specified grid of possible combinations. 7 The complete algorithm for boosting GAMLSS can be found in the appendix, the implementation is available in the R 25 add-on package gamboostLSS. 26 Although statistical boosting can be considered as one of the most flexible inference schemes in the toolbox of a modern statistician, 21 this increased flexibility comes with an important drawback: due to shrinkage and variable selection implied by early stopping, it is extremely difficult to derive estimates for the standard deviation of predictor effects. 7 As a result, currently, statistical boosting cannot be applied in settings where it is necessary to assess the significance of single predictor effects such as sb and re .
Permutation test
To overcome the problem of inference for boosting GAMLSS, we propose a simple permutation algorithm to simultaneously derive p-values to assess device effects both on the location and the scale parameters. Permutation tests in regression settings have a long history in statistical literature. 27 Often they were proposed for small sample sizes where traditional asymptotic tests become problematic. An overview on different methodological aspects of permutation tests was provided by Kennedy and Cade. 28 In order to test the hypothesis that a regression coefficient j for a covariate z j is zero (H 0 : j ¼ 0 vs. H 1 : j 6 ¼ 0), the basic idea is to generate an empirical distribution of the test statistic under the null hypothesis via permutations. This distribution is then applied to estimate the probability that the test statistic representing the effect of z j under the null is larger or equal the observed effect (p-value).
Permutation tests for regression settings mainly differ regarding two aspects:
Regarding aspect (i), three different possibilities exist. The first two are to permute either the response Y or the covariate z j . If the underlying model is univariate, both approaches approximately lead to the same results. If the model contains various correlated predictors, a third possibility is to replace z j by the residuals r j of z j given all other predictors. These residuals are then permutated, generating a distribution under the null hypothesis while also destroying possible correlations (as r j is an orthogonal projection on z j ). 29, 30 In the special case of assessing measurement errors, the indicator variable for the different devices Iðdevice ¼ AÞ is by all means uncorrelated to the other covariates. The other predictors may have an effect on the accuracy of the measurement but not on the selection of the device. Due to this independence, applying permutation of residuals r j or the actual covariate z j (i.e. the indicator variable) leads to the same results. Our method will be therefore based on simply permutating the indicator variable (i.e. z j ).
Regarding aspect (ii), many authors propose to incorporate asymptotically pivotal test statistics such as the t-statistic or the likelihood ratio, others simply use the estimated coefficient j . 28 In the case of a two-dimensional GAMLSS, where z j contributes both via location and scale parameter to the likelihood (e.g. and ) it makes sense to avoid the likelihood ratio in order to get different p-values for the different additive predictors instead of an overall effect of z j . The t-statistic,
on the other hand, is concordant to j in univariate settings or if z j is independent from the other predictors. In these cases, the resulting p-values should hence be exactly the same. In our case, where we assume the choice of the device being independent from the other predictors, we therefore stick to simply using the estimated coefficients sb and re as test statistics. The proposed permutation test hence works as follows.
Step 1: Fit the original GAMLSS via boosting: If the corresponding variables were not selected by the boosting algorithm, the coefficients are set to zero.
Step 3: Compute p-values to assess a device effect on and :
I j ðbÞ re j ! j re j Note that both the original coefficients ( sb , se ) and those from the permutations ( ðbÞ sb , ðbÞ re , b ¼ 1, . . . , B) will be affected by shrinkage. By construction, the permutation test is only based on the rankings of the coefficients. If all coefficients are shrunk in the same manner (same stopping iteration m stop ) this should not influence the performance of the permutation test. We will investigate this issue in the next section.
Simulation study
We first carried out a simulation study to investigate the performance of our approach under controlled conditions where the true results are known. The main aims of the simulation study were:
(i) to investigate whether the proposed approach is able to detect possible device effects on the expected values (systematic bias) and the variance (random error) of measurements; (ii) to check whether the permutation test can hold the type I error rate under different conditions, including also high-dimensional data situations; (iii) to investigate the effect of the stopping iterations m stop and the resulting shrinkage on the performance of the algorithm.
Settings
The response observations were simulated from a normal distribution Y $ Nð, 2 Þ. Both the expected value and the variance 2 were affected by a continuous uniformly distributed covariate X $ Uð0, 1Þ. In every simulation step we generated independent samples with different sample sizes n ¼ f50, 200, 500g. Always half of the sample is considered as true values y i , . . . , y n 2 , while the other half represents measurements from a deviceỹ n 2 þ1 , . . . ,ỹ n . The variable d i 2 f0, 1g is the device indicator.
We considered four different simulation settings to investigate the questions presented above. An overview of the resulting distributions of the true and values and measurements from the device can be found in Figure 1 .
Setting 1:
No device effect, neither on expected value nor on variance:
Setting 2:
Device effect leading to systematic bias:
Setting 3:
Device effect leading to higher random error:
Setting 4:
Device effect leading both to systematic bias and higher random error:
For each setting, we generated 1000 different samples of the outcome distributions and fitted on each a Gaussian location-scale GAMLSS via boosting. The covariate x and the device indicator d i were included in the additive predictors for both and via separate ordinary least-squares baselearners. The best combination of stopping iterations m stop was then either selected from a twodimensional logarithmic grid via bootstrapping or (m stop ¼ CV) algorithm was stopped after a pre-specified number of iterations m stop ¼ f100, 500, 1000g.
Afterwards, the proposed permutation test was performed by permutating the device indicator B ¼ 1000 times and fitting the same model again with the same number of boosting iterations. The resulting 1000 new coefficients ð1Þ sb , . . . , ðBÞ sb and ð1Þ re , . . . , ðBÞ re from the base-learner representing the device indicator were then simultaneously compared with the coefficient from the original model in order to compute the p-values. The simulation design hence results in separate p-values indicating possible effects of the device on systematic bias () and random error () for each of the 1000 simulation runs.
To put the results of our approach into perspective, we additionally fitted the same models with the classical penalized maximum likelihood approach (penalized ML) implemented in the R add-on package gamlss 20 and compared the p-values resulting from the permutation tests to the corresponding parametric Wald-type tests implemented there.
In order to investigate the performance of the permutation test in case of high-dimensional data, we repeated all four settings with n ¼ 200 (100 true values and measurements, respectively) and p ¼ 200 predictors. We therefore additionally included also 198 non-informative pairwise correlated ( ¼ 0:5) normally distributed covariates, which did not have an effect neither on nor on . For these data settings the comparison with the likelihood-based approach, however, was impossible as high-dimensional GAMLSS currently can only be fitted via boosting: note that in the context of location and scale models, a dimensionality of p ¼ 200 means that the algorithm has to estimate more than 400 unknown quantities.
Results
The resulting p-values from the new approach together with the corresponding parametric procedure from the likelihood-based fitting are presented in Table 1 . At first glance, it appears that although the methodological background of the parametric tests and the permutation tests following gradient boosting are completely different, the resulting median p-values are more or less identical, especially for the larger sample sizes n ¼ 200 and n ¼ 500. For n ¼ 50 (25 true values and 25 measurements) the differences between the different procedures are more pronounced.
Concerning the question of whether the new approach is truly able to detect effects of a measuring device on systematic bias and random error the answer again depends on the sample size. For the larger sample sizes the resulting median p-values in case of true effects (systematic bias, settings 2 Only for the smaller sample size (n ¼ 50) the approach seems to have problems to detect the effects on systematic bias. The median p-values for the effects on random error (effects on ) on the other hand is still below 0.05. The same difficulties, however, can be also observed for the parametric procedure. These results are further supported by the estimated type I error rates: The proportion of simulation steps where the resulting p-values fell below ¼ 0:05 although there was no true device effect (settings 1-3) are presented in Table 2 . One can again clearly observe the effect of the sample size -however, this time only for the parametric test. For the larger sample sizes n ¼ 200 and n ¼ 500 both the new approach as well as the parametric tests seem to hold the type I error rate. For smaller sample sizes (n ¼ 50) the type I error rates of the parametric test procedure clearly is above ¼ 0:05. The boosting procedure with permutation test, on the other hand, seems to be able to hold the -level also for smaller sample sizes. Even for n ¼ 50 the empirical distribution of the resulting p-values from setting 1, where there is no true effect neither on systematic bias or random error, follow a univariate U(0, 1) distribution (results not shown).
Regarding the selection of the stopping iteration m stop , the results in both tables suggest that for low-dimensional data situations there is only a minor effect on the resulting p-values. The more timeconsuming variant where we used the combination of stopping iterations which optimized the prediction error of the initial model in a bootstrap analysis (m stop ¼ CV) sometimes even yielded slightly poorer results than just using fixed values of m stop (e.g. setting 1, Table 2 ).
Overall, the performance of our approach is rather robust with respect to the selection of the tuning parameter m stop . This finding is in line with the results described by Boulesteix and Hothorn. 31 Although the size of the coefficients is affected by shrinkage and therefore depends on m stop , the results of the permutation tests are mainly based on the rankings of the coefficientŝ ð1Þ sb , . . . , ðBÞ sb and ð1Þ re , . . . , ðBÞ re compared to the initial estimates sb and re . This ranking, however, does not change much if the same stopping iterations is used for the initial model and the permutations (see Figure 2 ). In the case of high-dimensional data (p ¼ 200), in many simulation steps the non-informative device variable was not selected at all for m stop ¼ 100 or m stop ¼ 500. This inevitably leads to a p-value of 1 for this component (e.g. setting 1, Table 1 ). In case of a true device effect, however, the corresponding variable was always selected, including the smaller stopping iterations (e.g. setting 4, Table 1 ).
To summarize, the results of the simulation suggest that our approach is able to identify device effects on location (systematic bias) and scale (random error), yielding p-values that are very similar to the parametric benchmark. For small sample sizes it even showed a slightly better performance with respect to the estimated type I error rate. For high-dimensional data situations the approach works as well as for low-dimensional settings. In this cases, however, it might make sense to use larger values of m stop in order to give the device variable a fair chance to be selected at all. It is crucial to use the same number of boosting iterations both for the initial model and the permutations, no matter if m stop was optimized via resampling or not.
Measuring skin pigmentation
Having fair skin is an important risk factor for melanoma and non-melanoma skin cancer, which is a major public health problem due to increasing incidences. 32 A common classification scheme in this context is the Fitzpatrick skin-type scale 33 which is based on a simple questionnaire assessing skin reactivity to ultraviolet (UV) radiation of the unprotected skin. The scale comprises six skin types. Although the Fitzpatrick scale is broadly used in epidemiological studies, over the last years questions arose regarding the practicability of self categorization and the reliability of the scale (see Uter et al. 2 and references therein). A more objective alternative could be to directly measure constitutive skin pigmentation on skin areas that are typically not exposed to the Sun (e.g. the inner upper arm).
In the epidemiological study that motivated our approach, the skin pigmentation was assessed with two devices: the chromameter CR 300 (Minolta Camera Co., Ltd, Osaka, Japan) and the reflectometer RM 100 (Courage & Khazaka, Cologne, Germany). This design hence represents a special case in the analysis of measurement errors. As no true values are available, we can only compare the measurements from these two devices. From a methodological point of view, this does not change anything regarding the underlying model or the algorithm of our approach. However, the interpretation of the resulting effect estimates changes: in the case of sb 6 ¼ 0 one could only show that both devices apparently are not measuring the same, and that switching in a study from one device to another may lead to systematic bias. It is, however, impossible to decide which of the devices leads to a smaller systematic bias. In the case of re 6 ¼ 0, on the other hand, the approach is still able to identify which device has a greater reliability (smaller random error) although no true values are available.
Data
The study has been designed as a repeated cross-sectional survey where every summer and winter term all medical students attending the course Biometry and Epidemiology at the Faculty of Medicine of the FAU Erlangen-Nu¨rnberg are invited to participate. 34 Two devices to measure skin pigmentation were each applied three times by trained members of the study team on the inner upper arm of the students. The chromameter is a tristimulus colour analyser for measuring reflective colours of surfaces. For the purpose of this study, the Y value of the XYZ CIE 1931 colour system was utilized which can be regarded as a lightness factor. The spectral response curve for the measurement of Y has its peak at approximately 560 nm with a bandwidth of about 100 nm. The reflectometer is a remission photometry device at 660 nm wavelength with a bandwidth of 20 nm, scaled from 0% remission (total black) to 100% remission (white aluminium oxide, Lambertian surface) at integer values. For further details and discussion see Uter et al. 2 In total, 2961 measurements from 537 students are available (see Figure 3 ). Additional covariates include the Fitzpatrick skin type scale, socio-demographic characteristics of the students (e.g. sex, age) as well as categorical variables that can be assumed to be related to skin pigmentation such as hair and iris colour, the usage of sunbeds and the season the measurement was taken (late October to mid November in the winter term and or late April to mid May in the summer term).
Results
First, we fitted a Gaussian location-scale GAMLSS via gamboostLSS with the resulting measurements of each student as outcome variable to select the most influential variables both on the expected value and the variability of the measurement. All available predictors (the indicator variable for the device and also, e.g., the Fitzpatrick skin type) were included via separate linear base-learners both in the candidate models for and for (the latter via a log-link).
In addition, we included a random effect base-learner, representing a subject-specific intercept, in order to account for the repeated measurements. The optimal number of stopping iterations for the boosting algorithm was selected via 25-fold bootstrapping on a two-dimensional logarithmic grid.
As could have been already expected from the empirical distribution in Figure 3 , the choice of the device had no effect on the expected value of the measurement but on its variability. The baselearner for the device effect was only selected for the additive predictor of , not for . Following the model for the component, the reflectometer has a negative effect on the expected variability compared with the chromameter. As a result, one can conclude that, e.g., changing the device in an epidemiological study from chromameter to reflectometer may not lead to a systematic bias but could have an effect on the random error of the measurement.
As additional predictors we were able to identify the students' hair and iris colour, the Fitzpatrick skin type, the use of sunbeds and the students' weight to be influential for the expected skin pigmentation. For the variability of the measurements, besides the device effect also the iris colour and again the use of sunbeds were selected.
To confirm our results, we re-fitted the same model (including only the variables selected by boosting) with the classical penalized likelihood approach implemented in gamlss. The resulting coefficients for all variables were very similar (results not shown). Due to the random effects, however, the package triggers a warning that the standard errors of the coefficients (and therefore also the p-values) could be biased.
To further assess the significance of the device effect on random error, we carried out the proposed permutation approach with B ¼ 1000. Following the results of the simulation study, we re-fitted the model with a pre-specified fixed m stop ¼ 1000 and used the same number also for the permutated samples. As the base-learner for the device indicator was not selected in the initial model for the component one can easily conclude that the null hypothesis (no effect) cannot be rejected: despite the different physical principle for the respective measurements of the two devices outlined above, no significant differences were detected. Thus, both actual devices and their underlying measurement principle, respectively, can be regarded as equivalent concerning the measurement of pigmentation of white human skin. In case of the random error ( component), none of the 1000 new coefficients from the permutated samples exceeded the initial coefficient (j ðbÞ re j ! j re j). This leads to the conclusion that the use of the reflectometer yields a highly significant (p 5 0:001) smaller random error compared with the chromameter, while adjusting for other factors influencing the measurements of skin pigmentation.
Discussion
In this article, we propose a new approach to analyse measurement errors of medico-technical devices via GAMLSS. The core idea is to fit a GAMLSS for the distribution of the measurements or true values and include the device indicator both in the additive predictors for the location and the scale parameter. The advantage of this approach is that it allows to assess potential device effects on the expected value (systematic bias) or on the variance (random error) simultaneously while adjusting for other variables and confounders.
In general, this approach could be followed by all three available inference schemes for GAMLSS: penalized maximum likelihood estimation, 20 Bayesian inference 6 and gradient boosting. 7 We focused on the boosting approach due to its versatile nature and the favourable aspects regarding variable selection and high-dimensional data. However, we confirmed our results from the low-dimensional simulation settings and the application via the penalized likelihood approach, which must be considered as the gold standard for the estimation of GAMLSS.
In our application comparing reflectometer and chromameter for measuring skin pigmentation, we were able to detect a highly significant device effect on the variation of the measurement (random error) while no differences regarding systematic bias were found. As a result, the measurements of both devices can be regarded as equivalent while the larger variability of the chromameter must be considered in practice.
Although our approach was motivated by a very specific application, it also tackles a general methodological problem regarding gradient boosting: due to the implied penalization resulting from stopping the algorithm before it converges (leading to shrinkage of the effect estimates) there is no easy way to generate estimates for the standard errors of the resulting coefficients. It is hence up to now not possible to carry out significant tests and provide p-values for models that were fitted by boosting. Via the proposed permutation test we are able to construct realizations of the test statistic under the null hypothesis while taking the special characteristics of the algorithm into account.
This combination of boosting with permutation is in-line with the work of Boulesteix and Hothorn 31 who proposed a permutation test to assess the additional predictive value of molecular data. The approach is based on permuting the molecular predictors in a logistic regression model (keeping the clinical variables fixed) while using the likelihood ratio as test-statistic.
An advantage of our approach is its flexibility: it can deal with high-dimensional data, can automatically incorporate variable selection for the other predictors and works also when subjectspecific random terms or splines are included in the model. Due to the modular nature of statistical boosting 35 our test procedure could be easily extended also towards other loss functions (e.g. leading to quantile regression) or distributions in the GAMLSS framework.
A limitation of our approach is that due to its motivation to analyse device effects on measurement errors, it currently assumes the independence of the binary predictor of interest (i.e. the device) to the other covariates. Further research is warranted to possibly extend our concept to significance tests for explanatory variables that are correlated to other predictors. A promising idea in this situation could be to incorporate permutations of regressor residuals. 29, 30 
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The gamboostLSS algorithm 7 circles between the different distribution parameters k , k ¼ 1, . . . , K, and fits all base-learners hðÁÞ separately to the negative partial derivatives of the loss function, i.e. to the partial derivatives of the log-likelihood with respect to the additive predictors k , i.e. @ @ k l ðy, hÞ.
Initialize
(1) Initialize the additive
with offset values, e.g. ½0 ki ¼ arg max c P n i¼1 l ð y i , ki ¼ cÞ for k ¼ 1, . . . , 4 and i ¼ 1, . . . , n. Set the iteration counter m ¼ 0.
