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Abstract—In this paper, the zero-forcing and regularized zero-
forcing schemes operating in crowded extra-large MIMO (XL-
MIMO) scenarios with a fixed number of subarrays have been
emulated using the randomized Kaczmarz algorithm (rKA). For
that, non-stationary properties have been deployed through the
concept of visibility regions when considering two different power
normalization methods of non-stationary channels. We address
the randomness design of rKA based on the exploitation of spatial
non-stationary properties. Numerical results show that, in gen-
eral, the proposed rKA-based combiner applicable to XL-MIMO
systems can considerably decrease computational complexity of
the signal detector by paying with small performance losses.
I. INTRODUCTION
Motivated by higher area throughput that extremely large
arrays can offer [1], recent notable research efforts are being
carried out to improve the scalability of the so-called extra-
large MIMO (XL-MIMO) systems. Due mainly to increased
spatial resolution and the emergence of non-stationary chan-
nels, this new vision is currently materializing as an important
beyond 5G technology and being considered as a distinct
operating regime of Massive MIMO (M-MIMO) [2]. With
physical large arrays, spatial non-stationarity and inherent high
array dimensions under user crowded scenarios have signifi-
cant harmful impacts on the performance and computational
complexity of linear receive combining techniques, which are
traditionally used in M-MIMO systems [3]. This calls for
different manners of performing receive combining in XL-
MIMO systems, which try to exploit non-stationarities and
seek a good trade-off between performance and computational
complexity when a large number of users are served.
Taking into account crowded scenarios and the desire for
low cost base stations (BSs), several low-complexity linear
detection algorithms that attempt to relax the computation of
known linear receive combining criteria have been proposed
in recent years for canonical M-MIMO; such as [4], [5] to cite
a few. These works, however, do not consider non-stationary
channels that appear when antenna arrays are scaled up, as is
the case of XL-MIMO. Meanwhile, the authors in [6] proposes
a variational message passing (VMP) based symbol detection
method for XL-MIMO and under crowded scenarios. Although
the proposed method outperforms linear receivers, the algo-
rithm demands the optimization of a damping factor, which
accelerates the convergence of the algorithm, but unfortunately
translates into undesired additional complexity. In addition to
that, its complexity depends on the modulation order used to
transmit user messages, making the comparison with linear
receivers cumbersome. To the best of our knowledge, few are
the works that study low-complexity linear receive combining
techniques under the presented scenario of interest.
Contributions: Inspired by the promising results obtained for
M-MIMO [5], [7], [8], this work proposes the application
of the randomized Kaczmarz algorithm (rKA) as a way to
circumvent the high-dimensional matrix inversion that comes
with zero-forcing (ZF) and regularized zero-forcing (RZF)
schemes when these are applied to recover the signal esti-
mates of a crowded XL-MIMO scenario. The contributions
are listed as follows: (i) extension of rKA to resemble the
performance of ZF and RZF schemes for a XL-MIMO system
with a fixed number of subarrays; (ii) consideration of non-
stationary properties through the concept of visibility regions
(VRs) when considering two different power normalization
methods of non-stationary channels [9]; (iii) exploitation of
non-stationary features in the randomness design of rKA; (iv)
complexity analysis considering the different random variants
of the proposed algorithm.
Some valuable features of the algorithm are as follows.
Simplicity: the only tuning parameter needed to be set is
the number of iterations at each subarray. The others stem
from network design choices and environment characteristics,
which obviously affect the convergence of the algorithm, as
discussed in [5], [7], and [8]. However, this also means that a
convergence analysis is sufficient to characterize the efficiency
of the algorithm to achieve its goal. Graceful degradation:
given the computational constraints for any BS, we can flexibly
trade off the number of iterations with the performance.
II. SYSTEM MODEL
In this section, we describe the uplink transmission phase
of a XL-MIMO BS equipped with M antennas that is serving
K single-antennas users. The users are using the same time-
frequency resources and simultaneously transmitting data to
the BS, where narrowband transmissions are considered. From
now on, BS is supposed to know the channel state information
(CSI) perfectly. This communication setup is shown in Fig.
1. Let S be the number of fixed subarrays that splits an
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Fig. 1: XL-MIMO BS with fixed subarrays.
M antenna array into disjoint groups of M (s) = M/S
antennas, where
∑S
s=1M
(s) = M and each group has its
own local processing unit for signal detection. A central unit is
considered responsible for performing a data fusion operation
that combines the soft information received by each subarray
[10]. Further, to ensure the benefits of M-MIMO, it is assumed
that M (s) ≥ K. Thus, subarray s receives the following
baseband signal:
y(s) =
√
pH(s)x + n(s), (1)
where p is the uplink transmit power equal to all users,
H(s) ∈ CM(s)×K = [h(s)1 , . . . ,h(s)K ] is the channel ma-
trix of subarray s, x ∈ CK contains the K complex sym-
bols messages with normalized power, and n(s) ∈ CM(s) ∼
NC(0, σ2I ) is a white Gaussian noise vector. Noise vectors
are considered to be independent over the different subarrays.
The M (s) × 1 channel vector with the channel coefficients of
user k to M (s) antennas of subarray s is modeled as [6]
h
(s)
k =
√
w
(s)
k  h¯(s)k , (2)
where w(s)k embodies large-scale fading effects; Path-loss
is modeled asw(s)k = Ω
(
d
(s)
k
)−ν
, where Ω is the path-
loss attenuation coefficient, d(s)k ∈ RM
(s)
is a vector of the
distances between user k and each antenna of subarray s, and
ν is the path-loss exponent. Channel effects resulting from
small-scale fading are embraced by h¯(s)k ∼ NC(0,Θ(s)k ),
where Θ(s)k ∈ RM
(s)×M(s) is the subarray channel covari-
ance matrix that takes into account non-stationarity and spa-
tial channel correlation effects. The overall channel covari-
ance matrix of the antenna array is then Θk ∈ RM×M =
blkdiag(Θ
(1)
k , . . . ,Θ
(S)
k ) and
Θk = D
1
2
kRkD
1
2
k , (3)
where Rk ∈ RM×M is a symmetric positive semi-definite
matrix that captures spatial channel correlation effects and
Dk ∈ {0, 1}M×M is a diagonal, indicator matrix that em-
braces non-stationary modeled through the VR concept.
A. Visibility Regions (VRs)
The VRs describe the portion of the array being ”viewed”
by each user, i.e., where most portion of users’ energy is
concentrated. In particular, we adopt the model described in
[6], wherein each user has a VR identified by two main
properties: its center and its length. Thus, VR centers are
modeled as ck ∼ U(0, L ), where L is the XL-MIMO antenna
array physical length, whereas VR lengths lk ∼ LN (µl, σl).
Let denote the number of active antennas that are serving
user k as Dk, which is defined as the sum of antennas within
the physical region delimited by [ck − lk, ck + lk]. Hence, the
diagonal matrix Dk, introduced in (3), has Dk non-zero diag-
onal elements. In the sequel, two different power normalizing
schemes for the non-stationary channels are revisited [9].
Normalization 1. Stationary and non-stationary channels have
the same norm, i.e., tr (Θk) = tr (Rk) = M ∀k. This is
achieved by Dk = diag
(
[0, (M/Dk)
1/21Dk ,0]
T
)
.
Normalization 2. Non-stationary channels have norm (in
general) less than or equal to stationary ones. In this case,
tr (Θk) = Dk ∀k and Dk = diag ([0,1Dk ,0]T).
B. Signal-to-Interference-Plus-Noise Ratio (SINR)
Considering that the data symbols of each user are i.i.d.
and Gaussian distributed, the instantaneous uplink SINR γ(s)k
of user k regarding subarray s can be defined as:
γ
(s)
k =
p
∣∣∣(v(s)k )Hh(s)k ∣∣∣2
p
∑K
i=1,i6=k
∣∣∣(v(s)k )Hh(s)i ∣∣∣2 + σ2 ∥∥∥v(s)k ∥∥∥2 , (4)
where v(s)k ∈ CM
(s)
is the receive combining vector of sub-
array s. Recall that the objective of this work boils down
to obtain an efficient way to compute v(s)k in terms of
performance-complexity trade-off.
III. RANDOMIZED KACZMARZ SIGNAL DETECTION
The rKA is an iterative algorithm that solves systems of
linear equations (SLEs) and has been recently applied to
efficiently tackle the problem of relaxing linear signal pro-
cessing schemes in the context of M-MIMO. This procedure
was first presented in [5] and deepened in [7], [8]. The
randomization in rKA is related to the order in which the SLE
equations are being selected when solved. Modified and novel
random selection methods that exploit non-stationary effects
are discussed here.
Each BS with fixed subarray dimensions is interested in
detecting the users’s transmitted symbols. In the context of
M-MIMO, ZF and RZF are two widely used schemes that, for
the sake of argument, can be applied over each fixed subarray,
yielding the following symbol estimates when ξ = 0 (ZF) or
ξ 6= 0 (RZF):
xˆ(s) =(V(s))Hy(s)=[(H(s))HH(s)+ξIK ]
−1(H(s))Hy(s), (5)
where V(s) ∈ CM(s)×K = [v(s)1 , . . . ,v(s)K ] is the receive com-
bining matrix associated with subarray s and ξ = 1SNR =
σ2
p .
The problem with adopting the procedure described in
(5) when considering extremely large arrays is the increased
computational cost of the matrix inversion in crowded sce-
narios and its inherent scalability with the growing number of
antennas and subarrays. To circumvent this high computational
complexity and alleviate/decrease the hardware cost of each
subarray’s processing unit, our proposal is to obtain the symbol
estimates at each subarray by still relying on the ZF and RZF
methodologies, but instead of using the classical computation
form in (5), we apply the rKA to obtain them. The main idea
behind this is to realize that (5) can be posed as the following
optimization problem [5]:
arg min
%(s) ∈CK
‖H(s)%(s) − y(s)‖22 + ξ‖%(s)‖22, (6)
which can be compactly written as
arg min
%(s) ∈CK
‖B(s)%(s) − y(s)0 ‖22, (7)
where %(s) represents the symbol estimate at subar-
ray s, B(s) ∈ C(M(s)+K)×K = [H(s);√ξIK ], while
y
(s)
0 ∈ CM
(s)+K = [y(s); 0]. The symbol estimate vector in
(5) becomes
xˆ(s) = [(B(s))HB(s)]−1(B(s))Hy(s)0 . (8)
A. Signal Estimates for Each Subarray via rKA
To derive the rKA-based signal detection schemes at each
subarray s, the key idea is to solve the optimization problem
by finding the solution of the SLE B(s)%(s) = y(s)0 via
rKA, considering that each subarray is an independent MIMO
system. However, due to the presence of arbitrary noise in
the receive signal, it is possible to observe that this SLE is
inconsistent, i.e., if the rKA is applied to solve this system, a
high level of residual error would be obtained. To solve this
problem, the authors of [5] proposed a suitable transformation
over the above SLE to remove the inconsistency, by solving
the SLE in two steps: Step.1. Estimation for y(s)0 as
yˆ
(s)
0 = B
(s)xˆ(s)
(a)
= B(s)([B(s)]HB(s))−1(H(s))Hy(s), (9)
where in (a) we used (8). Note that yˆ(s)0 lies in the subspace
spanned by the columns of B(s). Thus, the following SLE can
be obtained:
(B(s))Hyˆ
(s)
0 = ([B
(s)]HB(s))([B(s)]HB(s))−1(H(s))Hy(s)
(10)
= (H(s))Hy(s),
which can be written as:
(B(s))Hw(s) = b(s) (11)
where w(s) ∈ CM(s)+K plays the role of yˆ(s)0 as an unknown
vector, while b(s) = (H(s))Hy(s). This SLE outputs yˆ(s)0 and
represents the first step to obtain the signal estimates.
Step.2. Without loss of generality, lets assume that yˆ(s)0 can
be recovered through the solution of (11) via rKA. With yˆ(s)0 ,
the SLE in (9) can be solved to obtain the estimates of the
symbols transmitted by the users. This second SLE does not
need to be solved directly, since, in the recover of yˆ(s)0 , we
can already obtain xˆ(s) via the solution of (B(s))Hw(s) = b(s)
by considering the K last components of w divided by
√
ξ,
where b(s) = (H(s))Hy(s).
B. Receive Combining Matrix for Each Subarray via rKA
For scenarios where the channel coherence block is large, it
turns out that the procedure described above is not computa-
tionally efficient, since we have to compute it to get estimates
of xˆ(s) at each complex-valued sample of the coherence block.
A better way would be to have a method that computes V(s)
only once, and then use this information to compute all the
signal estimates concerning a given coherence block1. The key
to finding a way to get an estimate of the receive combining
matrix Vˆ(s) is to note that is a scaled version of the K receive
combining vectors can be acquired when we have K different
SLEs of the form (B(s))Hw(s)i = ei, where ei is the ith
canonical basis, i.e., a vector comprised of zeros with a single
value one in the ith position, for i = 1, 2, . . . ,K. It can be
argued that this SLE results in a scaled estimate of the receive
combining vector v(s)i of user i (see further details in Section
V of [5]). As a result, if this SLE is solved for each user
i, we can obtain an estimate of Vˆ(s), which can be used to
get the symbol estimates xˆ(s). These observations yield in
the procedure summarized in Algorithm 1. Note that the K
rKAs carried out by a subarray s can be executed in parallel
in a commodity hardware, i.e., they are independent, their
randomness may or may not be shared2, and the processing can
be distributed over cheap, not-so-powerful computing units.
C. Algorithm Features and Data Fusion
The main differences of Algorithm 1 for XL-MIMO in
comparison to its analogous counterpart for M-MIMO are:
(i) the algorithm does not need to run over users that do not
have sufficient (or any) power present at subarray s, see step
5; this comes from the non-stationary nature of extremely
large arrays which implies that users are only being served
by a limited number of subarrays, and (ii) each subarray’s
distributed unit needs to execute the algorithm possibly with
a different number of iterations T (s) for a central unit to get
all symbol estimates xˆ(s) = (Vˆ(s))Hy(s) for s = 1, . . . , S;
then, the central unit applies a final data fusion step over these
estimates to obtain a coherent detection of the symbols sent by
all users across the different subarrays. In Section V, we use
the distributed linear data fusion (DLDF) receiver described
in [10], which attempts to minimize the mean-squared error
of users’ signal estimates at each subarray.
D. Different Update Schedule Schemes for XL-MIMO
In the context of rKA, the manner and order in which
selection of the random rows occurs is often called as the
update schedule. The convergence speed of the rKA is closely
tied to the updating schedule strategy, and this has motivated
the study of randomized variants in new application scenarios,
such as [7], [11]. This basically translates into the choice
of the probability vector p(s) = [P (s)1 , . . . , P
(s)
K ]
T in step
1This procedure, however, would not be adequate in cases where channel
responses fluctuate rapidly.
2The version of Algorithm 1 comes from [8], which considers a self-
initialization procedure to ensure and accelerate convergence for all users,
i.e. both center- and edge-located users (see Step 10 of Algorithm 1).
12 of Algorithm 1. Below, it is introduced some possible
but effective ways to select the rows r(t) in the context of
XL-MIMO by trying to exploit the non-stationary properties.
In particular, we present a novel approach, as well as alter
different known ones in order to exploit non-stationary effects.
One can note that all three strategies described in the sequel
can be thought as different power allocation methods.
Algorithm 1 Receive Combining Matrix Estimation for Each
Subarray using rKA.
1: Input: Number of subarray antennas M (s), number of users K,
inverse of the SNR ξ ≥ 0 (RZF regularization factor), subarray
channel matrix H(s) ∈ CM(s)×K , and number of iterations T (s).
2: Initialization: Specify W(s) ∈ CK×K = 0.
3: Procedure:
4: for k ← 1 to K do
5: if power of user k is not zero then
6: Define state vectors ut ∈ CM(s) and zt ∈ CK with u0 =
0 and z0 = 0.
7: Define user canonical basis ek ∈ RK , where [ek]k = 1
and [ek]j = 0, ∀j 6= k.
8: for t← 0 to T (s) − 1 do
9: if t = 0 then
10: Pick row k of (H(s))H as a way to coherently
initialize the algorithm and make it fair. This is referred to as
self-initialization [8].
11: else
12: Pick a row r(t) of (H(s))H with r(t) ∈
{1, 2, . . . ,K} drawn based on p(s) (see Section III-D).
13: end if
14: Compute the residual:
ηt :=
[ek]r(t) − 〈h(s)r(t),ut〉 − ξztr(t)
‖h(s)r(t)‖22 + ξ
.
15: Update ut+1 = ut + ηth(s)r(t).
16: Update zt+1r(t) = z
t
r(t) + η
t.
17: Repeat zt+1j = z
t
j , ∀j 6= r(t).
18: end for
19: Update
[
W(s)
]
:,k
= zT
(s)−1.
20: end if
21: end for
22: Output: W(s), Vˆ(s) = H(s)W(s).
1) Power-based update schedule (pwr.): The traditional
rKA sample probability in the context of Algorithm 1 is [11]
P
(s)
r(t) =
‖h(s)r(t)‖22 + ξ
‖H(s)‖2F +Kξ
. (12)
This probability can be interpreted as the relative ratio of the
power of user r(t) ∈ {1, . . . ,K} to the power of all users
in the system. Therefore, users with better channel conditions
or/and now with more active antennas Dk at a specific subarray
s are more often chosen. Moreover, to compute this sample
probability, we need to obtain the K sample probabilities of
each user in which each takes 2M (s) complex multiplications
[3, Appx. B]. In fact, due to non-stationary, not all users will
be served by subarray s, and therefore only K¯(s) samples
probabilities need to be computed, where K¯(s) is the average
number of users served by each subarray.
2) Uniform update schedule (unif.): A second strategy for
the sample probability was suggested by the authors in [7]. The
authors of [7] proved that, if the selection of the rows is defined
to be uniform with respect to the users i.e., P (s)r(t) = 1/K
(s),
the rKA also achieves an expected rate of convergence, where
K(s) denotes the number of active users at subarray s. This
method can be considered to bring fairness to the update
schedule, in the sense that no user-specific equations are
preferable. Different from the previous case, we assume that no
extra computational complexity is required to compute p(s).
3) Active-antennas-based update schedule (a.a.): Aiming
the exploitation of non-stationary channels, herein, we propose
an update schedule scheme which is similar to the uniform
one, but now the samples probabilities are based on the number
of active antennas D(s)k of user k at subarray s. We define the
sample probability as
P
(s)
r(t) =
D
(s)
r(t)∑K(s)
i=1 D
(s)
i
. (13)
This approach gives more attention to users that have a
large number of active antennas at each subarray. Again, no
additional computational complexity is considered.
IV. COMPUTATIONAL COMPLEXITY ANALYSIS
In this section, we characterize the computational complex-
ity of Algorithm 1. To do so, we consider the framework for
complexity analysis presented in [3, Appx. B], where only
complex multiplications/divisions are taken into account.
Table I summarizes the computational complexity expres-
sions of the traditional ZF and RZF schemes [3], as bench-
marks, and of Algorithm 1 when considering the three different
update schedule schemes discussed in Section III-D.
Some observations are now in order:
1) We consider that the vector norms ‖h(s)r(t)‖2 are com-
puted once and then they are stored at each subarray’s
processing unit. The only other operation that con-
tributes to the computational complexity is 〈h(s)r(t),ut〉
at each iteration t.
2) The reception columns refers to the computation of
xˆ(s) = (V(s))Hy(s) at each subarray. From the point of
view of low-complexity, we can maintain the output of
Algorithm 1 in the factorized form W(s) and perform
xˆ(s) = ([W(s)]H([H(s)]Hy(s))) to recover the symbol
estimates at each complex-valued sample of the coher-
ence block. Given that the number of complex-valued
samples reserved to the uplink phase is τul, the above
operation leads to τulM (s)K¯(s) complex multiplications
at each subarray distributed unit.
3) We assume that both the canonical in (5) and rKA forms
of computing the ZF and RZF receive combining matri-
ces are taking advantage of the non-stationary premise
that not all users are served by all subarrays.
4) The overall computational complexity is given by the
computation of all xˆ(s)’s, where it is important to note
that the number of iterations may vary for each subarray.
TABLE I: Overall computational complexity per coherence block
for the XL-MIMO receive combining schemes based on complex
operations
Scheme Receive combining matrix ReceptionMultiplications Divisions Multiplications
ZF S[(3(K¯(s))2M(s))/2 +
(K¯(s)M(s))/2 +
((K¯(s))3 − K¯(s))/3]
SK¯(s) τulSM
(s)K¯(s)
RZF S[(3(K¯(s))2M(s))/2 +
(3K¯(s)M(s))/2 +
((K¯(s))3 − K¯(s))/3]
SK¯(s) τulSM
(s)K¯(s)
Alg. 1
(pwr.)
S[M(s)T (s) +
2M(s)K¯(s)]
τulSM
(s)K¯(s)
Alg. 1
(unif./a.a)
S[M(s)T (s) +M(s)] τulSM
(s)K¯(s)
A. Deriving Upper Bounds for the Number of Iterations
From Table I, one can note that the computational advantage
of the rKA in Algorithm 1 basically depends on the amount
of iterations T (s) required for the algorithm to achieve a given
convergence notion (an iterative stopping criterion). We now
derive upper bounds for T (s) in the sense that, if the average
number of iterations required to reach a given convergence
notion exceeds these bounds, Algorithm 1 would perform
worse than the canonical form of computing the ZF and RZF
schemes, given in (5). In fact, without loss of generality, we
focus only on the RZF scheme from now on3. Comparing the
rows in Table I and isolating the number of iterations, we have
T (s),uppwr. =
1
3
(K¯(s))3
M (s)
+
2
3
K¯(s)
M (s)
+
3
2
(K¯(s))2 − 1
2
K¯(s)
(14)
T
(s),up
unif.,a.a. =
1
3
(K¯(s))3
M (s)
+
2
3
K¯(s)
M (s)
+
3
2
(K¯(s))2
+
3
2
K¯(s) − 1. (15)
These upper bounds are used in the convergence analysis
carried out in Section V-A.
V. NUMERICAL RESULTS AND DISCUSSION
To verify the efficiency of Algorithm 1 in achieving a good
performance-complexity trade-off solution for XL-MIMO sig-
nal detection, we now collect some quantitative results. The
simulation parameters are disposed in Table II. The users are
uniformly distributed inside a square-cell area with a minimum
distance of 30 m to the BS. The extremely large array follows a
uniform linear array (ULA) arrangement with spacing between
antennas of 2λ m.
A. Convergence Analysis
Here, we characterize SNR regions in which the proposed
algorithm brings relevant computational gains. To ease the
exposition, we define the following quantity called as the
computational relaxation degree CRD(s)i :
CRD
(s)
i =
T
(s),up
i − T¯ (s)
T
(s),up
i
, if T¯ (s) < T (s),upi (16)
3As discussed in [5], [8], most promising results are obtained for the
RZF scheme due to the fact that the regularization factor ξ assists in the
convergence of the algorithm.
TABLE II: Simulation parameters.
Parameter Value Parameter Value
Cell area 0.1× 0.1 km2 Min. distance 30 m
M 100 Array type ULA
S 4 Carrier frequency 2.6 GHz
M(s) 25 Antenna spacing 2λ m
K 25 L 23.0610 m
p 0 dBm Channel model Rk = IM
σ2 [−55,−40] dBm ck U(0, L)
Ω 4 lk LN (0.1L, 0.1)
ν 3
and 0 otherwise, where T¯ (s) is the average number of iter-
ations per subarray needed to achieve a sense of appropriate
convergence and i indexes the different update schedules. This
quantity measures the relative computational complexity gains
obtained for each subarray via Algorithm 1 compared to the
canonical way of computing the RZF scheme.
Fig. 2a shows the computational relaxation degree as a
function of the noise variance in dBm. Note that both ways
of normalizing Dk discussed in Section II-A were considered.
The average number of iterations were obtained by comparing
the average SINR of Algorithm 1 with the average SINR
benchmark given by the canonical computation of RZF at each
subarray. Moreover, two stopping criteria were considered in
relation to the performance measured via average SINR: (i)
Algorithm 1 outputs an estimate of V(s) that reduces 10% of
the canonical performance of the RZF scheme, and (ii) the
same but considering a losing in performance of only 1%. We
now made some observations:
1) Average system performance: uniform update schedule
outperforms all the other schemes. This is because,
for users with good and bad channel conditions, the
algorithm converges properly.
2) Active-antennas-based update schedule performs
marginally better than the typical power-based one and
has a considerably easier implementation.
3) Normalization 2 better accelerates the algorithm con-
vergence because of the disparity among the power of
the users which reduces the overall average signal-to-
interference ratio (SIR).
The most important conclusion is that we can roughly resem-
ble the performance provided by RZF by greatly reducing the
computational complexity. At low SNR, this is easily achieved
due to low interference among users.
Fig. 3 illustrates the relaxation in computational complexity
brought by the algorithm when considering different system
sizes. Note that the RZF complexity has a rapid growth in
comparison with the rKA-based schemes as M (s) and K¯(s)
increase. Uniform and active-antennas approaches are the most
attractive ones.
B. Performance Comparison
To give a notion of the performance gap of the two
different adopted stopping criteria, Fig. 2b shows the average
symbol error rate (SER) as a function of the noise variance
in dBm. The number of iterations used for each different
noise variance point follows the results obtained in Fig. 2a.
(a) Average CRD × noise variance in dBm.
(b) Average SER × noise variance in dBm.
Fig. 2: Performance-complexity trade-off. K/M = 0.25 and p = 0
dBm. Performance gaps of 10% and 1% regarding the canonical RZF
scheme and two ways of normalizing Dk.
To fusion the signal estimates of each subarray, we used the
DLDF receiver described in [10, Algorithm 1]. It is important
to observe that, although the algorithm rate of convergence
when using Normalization 2 of Dk is faster (see Fig. 2a), its
performance is impaired by the different array gains for each
user in comparison with the first normalization method.
VI. CONCLUSIONS
In this work we have proposed a rKA-based combiner
specifically applicable to XL-MIMO systems aiming at re-
ducing the computational burden of the signal detector with
improved performance-complexity trade-off. We have pro-
vided a computational complexity analysis via upper bounds
derivation for the number of iterations to achieve convergence
(with 10% or 1% losing). Besides, we have proposed a
new update scheduler for the rKA, namely active-antenna-
Fig. 3: Receive combining computational complexity as a function
of M (s) and K¯(s). p = 0 dBm, σ2 = 48 dBm, normalization 2 is
considered, and the number of iterations is fixed according to Fig.
2a based on losing 10%.
based update schedule, aiming at exploiting the intrinsic non-
stationary properties in XL-MIMO channels. Future research
will address optimizing the complexity of systems with dif-
ferent user requirements.
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