Abstract
being restricted by any of the parametric assumptions enables nonparametric methods
48
to provide a much closer representation of the real world scenario [15] . As such, non- proposed in [24] . In this subspace approach, the structure of the extracted component 58 is continued to the gaps caused by the missing values. In another gap filling method 59 proposed in [25] , a weighted combination of the forecasts and hindcasts yielded by the 60 recurrent SSA forecasting algorithm was used. This approach was further enhanced by 61 using bootstrap re-sampling and a weighting scheme based on sample variances in [26] .
62
In this paper, we propose a new approach for missing data imputation in univari- 
99
Step 1: Embedding
100
In this step; firstly, the lagged vectors of size L are built as follows:
where K = N − L + 1. Secondly, the trajectory matrix of the time series Y N is defined as:
Note that X has equal elements on the anti-diagonals i + j = const. Matrices of this type are called Hankel matrices.
102
Step 2: Singular Value Decomposition (SVD)
In this step, the Singular Value Decomposition (SVD) of the trajectory matrix X is performed. Suppose that λ 1 , . . . , λ L are the eigenvalues of XX T taken in the decreasing order of magnitude (λ 1 ≥ · · · ≥ λ L ≥ 0) and U 1 , . . . , U L are the eigenvectors of the matrix XX T corresponding to these eigenvalues. Set d = rank X = max{i, such that λ i > 0}, the number of positive eigenvalues. If we denote
, the SVD of the trajectory matrix X in L 1 -SSA can be written as:
, 
107
For more information, see [27] .
108
Stage 2: Reconstruction
109
Step 3: Grouping
110
In this step, we partition the set of indices {1, . . . , d} into m disjoint subsets I 1 , . . . , I m .
111
Let I = {i 1 , . . . , i p }. Then the matrix X I corresponding to the group I is defined as 
New Imputation Algorithm Based on L 1 -SSA
Prior to presenting the algorithm, we find it pertinent to clarify that we do not change the the Hankelization step. Thus, the decomposition stage results in a correction of the L 2 128 decomposition and is therefore in reality, a L 1 -L 2 decomposition.
129
Let Y Step 1) Set a suitable initial value in place of missing data.
136
Step 2) Choose reasonable values of L and r.
137
Step 3) Reconstruct the time series where its missing data is replaced with a number.
138
Step 4) Replace the ith value of time series with its ith reconstructed value.
139
Step 5) Repeat steps 3 and 4 until the absolute value of the difference between successive is the convergence threshold.)
142
Step 6) Consider the final replaced value as the imputed value.
143

Empirical Results
144
In this section; firstly, the other imputation methods are briefly discussed. Secondly, the 145 comparison criteria which are used in this paper are defined. Thirdly, the performance 146 of algorithms for imputation of one missing value are compared via a simulation study.
147
Finally, all of the imputation methods are assessed by applying them to real data. 
Other Imputation Methods
149
The other imputation algorithms of univariate time series which are used in this paper 
Comparing Criteria
185
In this paper, the performance of algorithms for imputation of one missing value are compared by means of the commonly applied accuracy measures of Root Mean Squared Error (RMSE) and Mean Absolute Deviation (MAD). They are defined as follows:
where e i = y i −ŷ i is the imputing error andŷ i is the imputed value for y i .
186
The following ratios are used for comparing L 1 -SSA and other methods: 
where RAE (i) denotes the value of RAE after imputing the ith missing observation. If 
Simulation Results
191
The following simulated time series are used in this study: repeated 1000 times and finally, the mean of RRMSE and RMAD are reported.
210
In 
221
In case (a), the wave pattern of the imputation error is visible almost for all methods.
222
Also in the L 1 -SSA method, the imputation error at the end of series is greater than In Figure 5 , the plots of absolute errors and RAE for SSA based imputation methods 
Real Data
239
In this subsection, the efficiency of imputation methods are compared for imputing of noteworthy that based on the RRMSE, the next best method is Basic SSA. 
259
Conclusion
265
In this paper, we proposed a new nonparametric approach for missing value imputation of 
