Evolutionary paradigms have been successfully applied to neural network designs for two decades. Unfortunately, these methods cannot scale well to the modern deep neural networks due to the complicated architectures and large quantities of connection weights. In this paper, we propose a new method using genetic algorithms for evolving the architectures and connection weight initialization values of a deep convolutional neural network to address image classification problems. In the proposed algorithm, an efficient variable-length gene encoding strategy is designed to represent the different building blocks and the potentially optimal depth in convolutional neural networks. In addition, a new representation scheme is developed for effectively initializing connection weights of deep convolutional neural networks, which is expected to avoid networks getting stuck into local minimum that is typically a major issue in the backward gradient-based optimization. Furthermore, a novel fitness evaluation method is proposed to speed up the heuristic search with substantially less computational resource. The proposed algorithm is examined and compared with 22 existing algorithms on nine widely used image classification tasks, including the state-of-the-art methods. The experimental results demonstrate the remarkable superiority of the proposed algorithm over the state-of-the-art designs in terms of classification error rate and the number of parameters (weights).
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I. INTRODUCTION
C ONVOLUTIONAL neural networks (CNNs) have recognition tasks, such as traffic sign recognition [1] , biological image segmentation [2] , and image classification [3] . In addition, CNNs have also improved the development of other machine learning approaches for object detection tasks, such as the transfer learning based on CNNs [4] - [6] . CNNs are originally motivated by the computational model of the cat visual cortex specializing in processing vision and signal related tasks [7] . Since LetNet-5 was proposed in 1989 [8] , [9] , which is an implementation of CNNs and whose connection weights are optimized by the back-propagation (BP) algorithm [10] , various variants of CNNs have been proposed, such as VGGNet [11] and ResNet [12] . These variants significantly improve the classification accuracies compared to the dominated algorithms on image classification tasks. Diverse variants of CNNs differ in their architectures and weight connections.
Mathematically, the overall process of training and recall of a CNN can be formulated as (1) with the data (X, Y)
where X and Y are the input data and the corresponding label, respectively, F(·) denotes the architecture choosing function for the given data, A is the resulted architecture, G(·) refers to the initialization method of the connection weights W based on the chosen architecture. H denotes the sequential operations in the CNN, such as convolutional operations, pooling operations, and nonlinear activation functions. Z denotes the resulted features learned by this CNN based on the input data X and the weights W. In the context of a classification task, a classifier is added to the tail of the CNN by receiving Z. The objective function of training the CNN is determined by the particular classifier based on Y. Typically, the gradient descend (GD)-based approaches, e.g., stochastic GD (SGD), are utilized to optimize the objective function within the given number of epochs, where the connection weight values are iteratively updated. A CNN commonly has a huge number of connection weights. However, F(·) and G(·) are countable functions that are discrete and neither convex or concave, and they cannot be well addressed by accurate methods in practice. Furthermore, because the gradient-based optimizers are heavily dependent on the initial values of the weights (including biases), it is essential to choose a suitable G(·) that can help the employed gradient-based optimizers to escape from local minima. Furthermore, the performance of assigned architectures cannot be evaluated until the optimization of the objective function is finished, while the optimization involves a progress of multiple iterations, which in turn increases the difficulty of choosing the potential optimal F(·). Therefore, the architecture design and connection weight initialization strategy should be carefully treated in CNNs. Typically, most of the architecture design approaches were initially developed for the deep learning algorithms in the early days (e.g., the stacked auto-encoders (SAEs) [13] , [14] and the deep belief networks (DBNs) [15] ), such as grid search (GS), random search (RS) [16] , Bayesian-based Gaussian process (BGP) [17] , [18] , tree-structured Parzen estimators (TPE) [19] , and sequential model-based global optimization (SMBO) [20] . Theoretically, GS exhaustively tests all combinations of the parameters, where the best one is seized. However, GS cannot evaluate all combinations within an acceptable time in reality. Moreover, optimizing continuous-valued parameters is difficult for GS [16] . RS could reduce the cost of GS, but the absolute "random" severely challenges the sampling behavior in the search space [21] - [23] . In addition, BGP incurs extra parameters (i.e., the kernels) that are arduous to tune. TPE treats each parameter independently, while the most key parameters in CNNs are dependent (e.g., the convolutional layer size and its stride). More details can be seen in Section II-A. The methods mentioned above have shown their good performance in most SAEs and DBNs, but are not suitable to CNNs. Their success in SAEs and DBNs is largely due to the architecture construction approaches, which are greedy layer-wised by stacking a group of building blocks with the same structures (i.e., the three-layer neural networks). In each building block, these architecture-search methods are utilized for only optimizing the parameters, such as the number of neurons in the corresponding layer. However, in CNNs, the layer-wised method cannot be applied due to their architecture characteristics of nonstacking routine, and we must determine the entire architectures at a time. Furthermore, multiple different building blocks exist in CNNs, and different orders of them would result in significantly different performance. Therefore, the architecture design in CNNs should be carefully treated. Recently, Saxena and Verbeek [24] proposed a neural fabrics approach named convolutional neural fabrics (CNFs) to design the architectures of CNNs by using GD-based optimizers. However, the major limitations of CNF are the extremely high computational complexity, extra hyper-parameters for guaranteeing the optimal performance of the adopted GD-based optimizer and manual interventions required in the design. Baker et al. [25] proposed an architecture design approach for CNNs based on reinforcement learning, named MetaQNN, which employed ten graphic processing unit (GPU) cards for 8-10 days given the CIFAR-10 dataset.
Due to the deficiencies in the existing methods and limited computational resources available to interested researchers, most of these works in CNNs are typically performed by experts with rich domain knowledge [16] . Genetic algorithms (GAs), which are a paradigm of the evolutionary algorithms that do not require rich domain knowledge [26] , [27] , adapt the meta-heuristic pattern motivated by the process of natural selection [28] for optimization searches. GAs are preferred in various fields due to their characteristics of gradient-free and insensitivity to local minima [29] . These promising properties are collectively achieved by an iterative process of the selection, mutation, and crossover operators. Therefore, it can be naturally utilized for the optimization of architecture design and the connection weight initialization for CNNs. However, it is not a trivial task. Until very recently in 2017, Google demonstrated their large evolution for image classification (LEIC) method specializing at the architecture optimization of CNNs [30] . LEIC was materialized by GAs without the crossover operator, implemented on 250 high-end computers, and achieved a competitive performance against the state-ofthe-art on the CIFAR-10 dataset by training for about 20 days. In addition, Xie and Yuille [31] proposed the genetic CNN method by using a standard GA to evolve CNNs, where the individuals employed the same length of chromosomes, and a full training process on each individual for the fitness evaluation. Actually, by directly using GAs for the architecture design of CNNs, several issues naturally arise.
1) The performance of the architecture encoded by an individual is unknown until it has been evaluated on the corresponding data. However, evaluating the performance of one individual takes a long time, and it becomes even more severely in the population-based algorithms, where multiple individuals exist. This would require much more computational resources for speeding up the evolution.
2) The optimal depth of CNNs for one particular problem is unknown, therefore it is hard to constrain the search space for the architecture optimization. In this regard, a variable-length gene encoding strategy may be the best choice for both 1) and 2), but how to assign the crossover operation for different building blocks is a newly resulted problem. 3) The weight initialization values heavily affect the performance of the resulted architecture, but addressing this problem involves a good gene encoding strategy and the optimization of hundreds and thousands decision variables. The aim of this paper is to design an effective and efficient GA method to automatically discover good architectures and corresponding connection weight initialization values of CNNs [i.e., the first two formulas in (1)] without manual intervention. To achieve this goal, the objectives below have been specified. 1) Design a flexible gene encoding scheme of the architecture, which does not constrain the maximal length of the building blocks in CNNs. With this gene encoding scheme, the evolved architecture is expected to benefit CNNs to achieve good performance in solving different tasks at hand. 2) Investigate the connection weight encoding strategy, which is capable of representing tremendous numbers of the connection weights in an efficient way. With this encoding approach, the weight connection initialization problem in CNNs is expected to be effectively optimized by the proposed GA. 3) Develop associated selection (including the environmental selection), crossover, and mutation operators that can cope with the designed gene encoding strategies of both architectures and connection weights. 4) Propose an effective fitness measure of the individuals representing different CNNs, which does not require intensive computational resources. 5) Investigate whether the new approach significantly outperform the existing methods in both classification accuracy and number of weights. The remainder of this paper is organized as follows. The background of the CNNs, the related works on the architecture design and weight initialization approaches of CNNs are reviewed in Section II. The framework and the details of each step in the proposed algorithm are elaborated in Section III. The experimental design and results of the proposed algorithm are shown in Sections IV and V, respectively. Finally, the conclusions and future work are detailed in Section VI.
II. BACKGROUND AND RELATED WORK
A. Architecture of Convolutional Neural Networks 1) Skeleton of CNNs: Fig. 1 exhibits an extensive architecture of one CNN, where there are two convolutional operations, two pooling operations, the resulted four groups of feature maps, and the fully connected layer at the tail. The last layer, which is a fully connected layer, receives the input data by flattening all elements of the fourth group of feature maps. Generally, the convolutional layers and the pooling layers can be mixed to stack together at the top of the architecture, while the fully connected layers are constantly stacked with each other at the tail of the architecture. The numbers in Fig. 1 refer to the sizes of the corresponding layer. Particularly, the input data is with 24 × 24, the output is with 128 × 1, and the other numbers denote the feature map configurations. For example, 4@20 × 20 implies there are four feature maps, each with the size of 20 × 20.
2) Convolution: Given an input image with the size of n×n, in order to receive a feature map generated by the convolutional operations, a filter must be defined in advance. Actually, a filter (it can also be simply seen as a matrix) is randomly initialized with a predefined size (i.e., the filter width and the filter height). Then, this filter travels from the leftmost to the rightmost of the input data with the step size equal to a stride (i.e., the stride width), and then travels again after moving downward with the step size equal to a stride (i.e., the stride height), until reaches the bottom-right of the input image. Depending on whether to pad zeros to the input images or not, the convolutional operations are categorized into two types: 1) the VALID (without padding) and 2) the SAME (with padding). Each element in the feature map is the sum of the products of each element from the filter and the corresponding element this filter overlaps. If the input data is with multiple channels, say three, one feature map will also require three different filters, and each filter convolves on each channel, then the results are summed element-wised. The involved parameters in one convolutional operation include the filter width, the filter height, the number of feature maps, the stride width, the stride height, the convolutional type, and the connection weight in the filter.
3) Pooling: Intuitively, the pooling operation resembles the convolution operation except for the element-wised product and the resulted values of the corresponding feature map. Briefly, the pooling operation employs a predefined window (i.e., the kernel) to collect the average value or the maximal value of the elements, where it slides, and the slide size is also called "stride" as in the convolutional operation. In the pooling operation, the involved parameters are the kernel width, the kernel height, the stride width, the stride height, and the pooling type.
B. Connection Weight Initialization
Typically, the initialization methods are classified into three different categories. The first employs constant numbers to initialize all connection weights, such as the zero initializer, one initializer, and other fixed value initializer. The second is the distribution initializer, such as using the Gaussian distribution or uniform distribution to initialize the weights. The third covers the initialization approaches with some prior knowledge, and the famous Xavier initializer [32] belongs to this category. Because of the numerous connection weights in CNNs, it is not necessary that all the connection weights start with the same values, which is the known major deficiency of the initialization methods in the first category. In the second initialization approaches, the deficiency of the first design has been solved, but the major difficulty exists in choosing the parameter of the distribution, such as the range of the uniform distribution, and the mean value as well as the standard derivation of the Gaussian distribution. To solve this problem, the Xavier initializer presents a range for uniform sampling based on the neuron saturation prior using the sigmoid activation function [33] . A couple of major issues remain: 1) if the optimal architectures of the networks are not found, the resulted initialized parameters perform badly as well and 2) the Xavier initializer is presented on the usage of the sigmoid activation, while the widely used activation function in CNNs is the ReLU [3] , [12] , [34] , [35] . To the best of our knowledge, there has not been any evolutionary algorithm developed to search for the connection weight initialization of deep learning algorithms, including CNNs. In the proposed algorithm, we achieve this objective by using GA to evolve the proper mean and standard derivation for the Gaussian distribution.
III. PROPOSED ALGORITHM
In this section, the proposed evolving deep convolutional neural networks (EvoCNNs) for image classification is documented in detail.
Algorithm 1: Framework of EvoCNN
1 P 0 ←Initialize the population with the proposed gene encoding strategy; 2 t ← 0; 3 while termination criterion is not satisfied do 4 Evaluate the fitness of individuals in P t by using the proposed fitness evaluation approach; 5 S ← Select parent solutions with the developed slack binary tournament selection; 6 Q t ← Generate offsprings with the designed genetic operators from S; 7 P t+1 ←Environmental selection from P t ∪ Q t by using the proposed strategy; 8 t ← t + 1; 9 end 10 Select the best individual from P t and decode it to the corresponding convolutional neural network. 
A. Algorithm Overview
Algorithm 1 outlines the framework of the proposed EvoCNN method, where our contributions in this paper are highlighted in bold and italic. First, the population is initialized based on the proposed flexible gene encoding strategy (line 1). Then, the evolution begins to take effect until a predefined termination criterion, such as the maximum number of the generations, has been satisfied (lines 3-9). Finally, the best individual is selected and decoded to the corresponding CNN (line 10) for final training.
During the evolution, all individuals are evaluated first based on the proposed efficient fitness measurement (line 4). After that, parent solutions are selected by our developed slack binary tournament selection (line 5), and new offspring are generated with the designed genetic operators (line 6). Next, representatives are selected from the existing individuals and the newly generated offspring to form the population in the next generation to participate subsequent evolution (line 7). In the following sections, the key steps in Algorithm 1 are narrated in detail.
B. Gene Encoding Strategy
As introduced in Section II-A, three different building blocks, i.e., the convolutional layer, the pooling layer, and the fully connected layer, exist in the architectures of CNNs. Therefore, they should be encoded into one chromosome for evolution. Because the optimal depth of a CNN in solving one particular problem is unknown prior to confirming its architecture, the variable-length gene encoding strategy, which is very suitable for this occasion, is employed in the proposed EvoCNN method. Furthermore, because the performance of CNNs is greatly affected by their depths [11] , [36] - [38] , this variable-length gene encoding strategy makes the proposed EvoCNN method to have better chances to reach the best result due to no constraint imposed upon the architecture search space.
In particular, an example of three chromosomes with different lengths from EvoCNN is illustrated in Fig. 2 , and all represented information in these three layers are detailed in Table I . Commonly, hundreds of thousands of connection weights may exist in one convolutional or fully connected layer, which cannot be all explicitly represented by a chromosome and effectively optimized by GAs. Therefore, in EvoCNN, we use only two statistical measures in real numbers (i.e., the standard derivation and mean value of the connection weights) to represent the numerous weight parameters, which can be easily implemented by GAs. When the optimal mean value and the standard derivation are received, the connection weights are sampled from the corresponding Gaussian distribution. The details of population initialization in EvoCNN are given in the next section based on the gene encoding strategy introduced above.
C. Population Initialization
For the convenience of the discussions, each chromosome is separated into two parts. The first part includes the convolutional layers and the pooling layers, and the other part is the fully connected layers. Based on the convention of the CNN architectures, the first part starts with one convolutional layer. The second part can only be added at the tail of the first part. In addition, the length of each part is set by randomly choosing a number within a predefined range.
Algorithm 2 shows the major steps of the population initialization, where | · | is a cardinality operator, lines 3-13 show the generation of the first part of a given chromosome, and lines [14] [15] [16] [17] [18] [19] show that of the second part. During the initialization of the first part, a convolutional layer is added first. Then, a convolutional layer or a pooling layer is determined by the once coin tossing probability and then added to the end, which is repeated until the predefined length of this part is reached. For the second part, fully connected layers are chosen and then added. Note here that, convolutional layers, pooling layers, and 
fully connected layers are initialized with the random settings, i.e., the information encoded into them are randomly specified before they are stored into the corresponding part. After finishing these two parts, they are combined and returned as one chromosome. With the same approach, a population of individuals are generated. Noting that the initialized individuals in Algorithm 2 are with the mixed and not minimal lengths that multiple previous works did [30] , [39] . The motivations behind this design are: 1) CNNs represented by the individuals with the minimal lengths cannot address a majority of the large datasets, including the benchmark datasets used in this paper; 2) it will take unnecessary time to evolve the individuals from the minimal lengths to longer lengths; and 3) our designed mutation operator (detailed in Section III-F) has the functions to shorten the lengths of the individuals accordingly, if required.
D. Fitness Evaluation
Fitness evaluation aims at giving a quantitative measure determining which individuals qualify for serving as parent solutions. Algorithm 3 manifests the framework of the fitness evaluation in EvoCNN. Specifically, the fitness evaluation Initialize w 1 , w 2 , · · · based on the Gaussian distribution using the corresponding mean and standard drivation encoded in s; (accy j − μ) 2 /eval_steps; 21 assign N, μ, std to individual s, and update s from P t ; 22 end 23 Return P t . of one individual is composed of two parts. The first is to train the CNNs represented by the individuals in the population (lines 4-12), and the second is to calculate their fitness (lines [13] [14] [15] [16] [17] [18] [19] [20] . During the training, first, each CNN is decoded based on the information represented by the individual (line 4). Second, the weights regarding the convolutional layers and the fully connected layers are initialized based on the Gaussian distribution by using the corresponding mean and standard derivation encoded in the individual (line 6). Third, the CNN is trained with the specified maximal epochs with the batch data in the training set (lines 7-12). In each training step, the objective function in term of the employed classifier is measured based on the current weights and the batch data (line 9), and then the weights are updated by subtracting the product of the learning rate and the gradient (line 10). Note that the process of updating the weights follows the routine of a standard batch SGD, which is commonly used in training deep neural networks. During the calculation of the fitness, the classification error is computed based on the trained weights and the batch data in the validation dataset (lines 14-17), i.e., each batch data has its own classification error. When all the batch data in the validation dataset has been evaluated, the mean and standard derivations regarding the classification errors of these batch data are calculated. Specifically, lines 19 and 20 mathematically show the calculation of the mean and the standard derivation, respectively. In addition, we also calculate the number of weights (line 18). These three elements collectively are considered as the fitness of the individual in the proposed algorithm.
Because EvoCNN is concerned with solving image classification tasks, the classification error is the best metric to assign their fitness. The number of connection weights is also chosen as an additional indicator to measure the individual's quality based on the principle of Occam's razor [40] . With the conventions, each represented CNN is trained on the training dataset D train , and the fitness is estimated on the validation dataset D valid . Noting that, the test dataset that is disjoint from D train and D valid will not be used during this phase. The reason is that this phase is only for selecting the CNN from multiple candidates not for evaluating the optimal classification accuracy on the task. In addition, we do not need to care about the overfitting problem regarding D valid because we do not use D valid to train the CNNs (we use D train to train the CNNs), we only use D valid to evaluate the fitness of each individual.
CNNs frequently have deep architectures, thus thoroughly training them for receiving the final classification error would take considerable expenditure of computing resource and a very long time due to the large number of training epochs required (>100 epochs are invariably treated in fully training CNNs). This will make it much more impracticable here due to the population-based GAs with multiple generations (i.e., each individual will take a full training in each generation). We have designed an efficient method to address this concern. In this method, each individual is trained with only a small number of epochs, based on their architectures and connection weight initialization values, and then the mean value and the standard derivation of classification error are calculated on each batch of D valid in the last epoch. Both the mean value and the standard derivation of classification errors, are employed as the fitness of one individual. Obviously, the smaller mean value, the better individual it would be regarded. When the compared individuals are with the same mean values, the less standard derivation indicates the better one.
In summary, three indicators are used in the fitness evaluation, which are the mean value, standard derivation, and the number of parameters. There are several motivations behind this fitness evaluation strategy.
1) It is sufficient to investigate only the tendency of the performance. If individuals are with better performance in the first several training epochs of CNNs, they will probably have the better performance in the following training epochs with a greater confidence. 2) The mean value and the standard derivation are statistical significance indicators, thus suitable for investigating this tendency, and the final classification error can be 
E. Slack Binary Tournament Selection
We develop one slack version of the standard binary tournament selection, which are documented in Algorithm 4, to select parent solutions for the crossover operations in the proposed EvoCNN method. Briefly, two sets of comparisons are employed. The comparisons between the mean values of individuals involves a threshold α, and that comparisons between the parameter numbers involves another threshold β. If the parent solution cannot be selected with these comparisons, the individual with smaller standard derivation is chosen.
In practice, tremendous number of parameters exist in deep CNNs, which would easily cause the overfitting problem. Therefore, when the difference between the mean values of two individuals is smaller than the threshold α, we further consider the number of connection weights. The slight change of the parameter numbers will not highly affect the performance of CNNs. Consequently, β is also introduced.
By iteratively performing this selection, parent solutions are selected and stored into a mating pool. In the proposed EvoCNN method, the size of the mating pool is set to be equal to the population size. (c) Fig. 3 . Example to illustrate the entire crossover process. In this example, the first chromosome is with length 8, including three convolutional layers, two pooling layers, and three fully connected layers; the other one is with length 9, including two convolutional layers, three pooling layers, and four fully connected layers. In the first step of crossover (i.e., the unit collection), the convolutional layers, the pooling layers, and the fully connected layers are collected from each chromosome and stacked with the same orders to them in each chromosome (a). In the second step, the unit lists with the same unit types are aligned at the top, i.e., the two convolutional layer lists are picked and aligned, and the same operations on the other two lists. When these unit lists finish the alignment, units at the same positions from the each two lists are paired and performed crossover operation, which can be shown in (b). At last, units from these unit lists are restored based on the positions, where they are from (b). Note in (b), the units that have experienced crossover operations are highlighted with italics and underline fonts, while the units that do not perform the crossover operations remain the same.
F. Offspring Generation
In GA, offspring are generated by the crossover and mutation operators. The crossover operator performs the local search, while the mutation exercises the global search. Both of them collectively give rise to the promising performance of GAs. In the proposed algorithm, the steps for generating offspring are given as follows.
Step 1: Randomly select two parent solutions from the mating pool.
Step 2: Use crossover operator on the selected solutions to generate offspring. Step 3: Use mutation operator on the generated offspring.
Step 4: Store offspring, remove the parent solutions from the mating pool, and perform steps 1-3 until the mating pool is empty. The proposed crossover operation can be seen in Fig. 3 . To achieve crossover, we design a method called unit alignment (UA) for recombining two individuals with different chromosome lengths. During the crossover operation, three different units, i.e., the convolutional layer, the pooling layer, and the fully connected layer, are first collected into three different lists based on their orders in the corresponding chromosome, which refers to the unit collection (UC) phase. Then, these three lists are aligned at the top, and units at the same positions are performed the crossover. This phase is named the UA and crossover phase. Finally, the unit restore (UR) phase is employed, i.e., when the crossover operation is completed, the units in these lists are restored to their original positions of the associated chromosomes. With these three sequential phases (i.e., the UC, the UA and crossover, and the UR), two chromosomes with different lengths could easily exchange their gene information for crossover. Because the crossover operation is performed on the unit lists, where only the units with the same types are loaded, this proposed UA crossover operation is reasonable (because they have the same origins). For the remaining units, which do not perform crossover operations due to no paired ones, are kept at the same position.
Mutation operations may perform on each position of the units from one chromosome. For a selected mutation point, a unit could be added, deleted, or modified, each of which is with an identical probability. In the case of unit addition, a convolutional layer, a pooling layer, or a fully connected layer could be added with an equal probability of 1/3. If the mutation is to modify an existing unit, the particular modification is dependent on the unit type, and all the encoded information
Algorithm 5: Environmental Selection
Input: The elitism fraction γ , and the current population P t ∪ Q t . Output: The selected population P t+1 . 1 a ← Calculate the number of elites based on γ and the predefined population size N from Algorithm 2; 2 P t+1 ← Select a individuals that have the best mean values from P t ∪ Q t ;
s ← Employe Algorithm 4 to select one individual from s 1 and s 2 ;
in the unit would be changed (encoded information on each unit type can be seen in Table I ). Note that all the encoded formation is denoted by real numbers, therefore the simulated binary crossover (SBX) [41] and the polynomial mutation [42] are employed in the proposed EvoCNN method due to their promising performance in real number gene representations.
G. Environmental Selection
The environmental selection is shown in Algorithm 5. During the environmental selection, the elitism and the diversity are addressed. To be specific, a fraction of individuals with promising mean values are chosen at first, and then the remaining individuals are selected by the modified binary tournament selection demonstrated in Section III-F. By these two strategies, the elitism and the diversity are considered simultaneously, which are expected to jointly improve the performance of the proposed EvoCNN method.
Note here that, the selected elites are removed before the tournament selection gets to work (line 3 of Algorithm 5), while the individuals selected for the purpose of diversity are kept in the current population for the next round of tournament selection (lines 4-8 of Algorithm 5) based on the convention in the community.
H. Best Individual Selection and Decoding
At the end of evolution, multiple individuals could have promising mean values but different architectures and connection weight initialization values. In this regard, there will be multiple choices to select the "Best Individual." For example, if we are only concerned with the best performance, we could neglect their architecture configurations and consider only the classification accuracy. Otherwise, if we emphasize the smaller number of parameters, corresponding decision could be made. Once the best individual is confirmed, the corresponding CNN is decoded based on the encoded architecture and connection weight initialization information, and then the decoded CNN will be deeply trained with a larger number of epochs by SGD for future usage. Note that an ReLU nonlinear layer is added to each convolutional layer and fully connection layer during decoding the individual to the corresponding CNN.
IV. EXPERIMENTAL DESIGN
In order to quantify the performance of the proposed EvoCNN, a series of experiments are designed and performed on the chosen image classification benchmark datasets, which are further compared to some chosen state-of-the-art peer competitors. In the following, these benchmark datasets are briefly introduced at first. Then, the peer competitors are discussed. Finally, parameter settings of the proposed EvoCNN method are documented.
A. Benchmark Datasets
In these experiments, nine widely used image classification benchmark datasets are used to examine the performance of the proposed EvoCNN method. They are the Fashion [43] , the Rectangle [44] , the Rectangle Images (RI) [44] , the Convex Sets (CS) [44] , the MNIST Basic (MB) [44] , the MNIST with background images (MBI) [44] , the MNIST with Random Background (MRB) [44] , the MNIST with Rotated Digits (MRD) [44] , and the MNIST with RD plus Background Images (MRDBI) [44] benchmarks.
Based on the types of the classification objects, these benchmarks are classified into three different categories. The first category includes only Fashion dataset, which is to recognize ten fashion objects (e.g., trousers, coats, and so on) in the 50 000 training images and 10 000 test images. The second one is composed of the MNIST [9] variants, including the MB, MBI, MRB, MRD, and the MRDBI benchmarks for classifying ten hand-written digits (i.e., 0-9). Because 97% accuracy has been easily achieved on the MNIST dataset, these MNIST variants introduced different barriers (e.g., random backgrounds and rotations) imposed upon the MNIST to significantly increase the complexity of classification tasks at hand. Furthermore, these variants have 12 000 training images and 50 000 test images, which further challenges the classification algorithms due to the imbalance distribution of training and testing data. The third category is for recognizing the shapes of objects (i.e., the rectangle or not for the Rectangle and RI benchmarks, and the convex or not for the Convex benchmark). Obviously, this category covers the Rectangle, the RI, and the CS benchmarks that contain 1200, 12 000, and 8000 training images, respectively, and all of them include 50 000 test images. Compared to the Rectangle benchmark, the RI is generated by adding randomly sampled backgrounds into the MNIST to increase the difficulties in classification.
In addition, each image in these benchmarks is with the size 28 × 28, and examples from these benchmarks are shown in Fig. 4 for reference. Furthermore, another reason for using these benchmark datasets is that different algorithms have reported their promising results, which is convenient for the comparisons on the performance of the proposed EvoCNN method and the algorithms achieving the best performance on them (details can be seen Section IV-B).
B. Peer Competitors
Ideally, the algorithms for neural network architecture design discussed in Section I should be considered as the peer competitors. However, because MetaQNN [25] and LEIC [30] highly rely on the computational resources, it is impossible to reproduce the experimental results in an academic environment. Furthermore, the benchmark dataset investigated in these two algorithms employed different data preprocessing and augmentation techniques, which will highly enhance the final classification accuracy. As for other architecture design approaches introduced in Section I, such as GS, RS, among others, they are not scalable to CNNs and not suitable to be directly compared as well.
Note that LEIC is built on more complex CNN architectures, such as CNNs with the skip connections and CNNs with dense connections, which can be seen in state-of-the-art CNNs, such as the ResNet [12] and the DenseNet [45] . In this paper, as we have introduced in Section II-A, the proposed algorithm is based on the traditional CNNs. We all know that there is no single CNN which achieves the promising performance on every dataset, i.e., the CNNs designed by LEIC and Genetic CNN are only suitable to their investigated datasets. To this end, it is unfair if we use the proposed algorithm to perform the comparison on the datasets which have been investigated by LEIC and Genetic CNN, and vice versa.
In the experiments, state-of-the-art algorithms that have reported promising classification errors on the chosen benchmarks are collected as the peer competitors of the proposed EvoCNN method. To be specific, the peer competitors on the Fashion benchmark are collected from the dataset homepage. 1 They are 2C1P2F+Dropout, 2C1P, 3C2F, 3C1P2F+Dropout, GRU+SVM+Dropout, GoogleNet [35] , AlexNet [3] , SqueezeNet-200 [46] , MLP 256-128-64, and VGG16 [11] , which perform the experiments on the raw dataset without any preprocessing. The peer competitors on other benchmarks are CAE-2 [47] , TIRBM [48], 1 https://github.com/zalandoresearch/fashion-mnist PGBM+DN-1 [49] , ScatNet-2 [50] , RandNet-2 [51] , PCANet-2 (softmax) [51] , LDANet-2 [51] , SVM+RBF [44] , SVM+Poly [44] , NNet [44] , SAA-3 [44] , and DBN-3 [44] , which are from [51] recently published and the provider of the benchmarks. 2 
C. Parameter Settings
All the parameter settings are chosen based on the conventions in the communities of evolutionary algorithms [52] and deep learning [53] , in addition to the maximal length of each basic layer. Specifically, the population size and the total generation number are set to be 100. The distribution index of SBX and Polynomial mutation are both set to be 20, and their associated probabilities are specified as 0.9 and 0.1, respectively. The maximum lengths of the convolutional layers, the pooling layers, and the fully connected layers are set to be the same as 5 (i.e., the maximal depths of CNNs in these experiments are 15), which is believed sufficient to solve the benchmark datasets employed. Moreover, the proportion of the elitism is set to be 20% based on the Pareto principle. In addition, 20% data are randomly selected from the training images as the validation dataset based on the conventions from machine learning community. For the implementation of the proposed EvoCNN method, we constrain the same values of the width and height for filter, stride, and kernel. The width and height for stride in the convolutional layer are set to be 1, those in the pooling layer are specified at the same value to its kernel, and the convolutional type is fixed to "SAME." These settings are very common in the deep learning community. In addition, the architectures of the evolved CNNs in EvoCNN will strictly conform the standard architectures of CNNs (the standard architectures have been introduced in Section II-A) but the mixed ones, although the mixed ones may have better performance, which is not in the scope of this paper. For all the benchmark dataset, the deep training epoch is set to 100, and the epoch for catching the tendency of the performance is set to 10 which is specified based on our experiences on these benchmark datasets.
Here, we will introduce a method to set the proper epoch number for catching the tendency of performance when using the proposed algorithm for unfamiliar datasets: 1) randomly initializing multiple individuals and then deeply training them on the corresponding dataset; 2) recording their classification errors at different epochs; 3) finding the appropriate epoch number from which the tendency in term of the classification errors of each individual can be evidently observed; and 4) using the chosen epoch number to catch the tendency of the performance for experimental analysis when using the proposed algorithm.
The proposed EvoCNN method is implemented by Tensorflow [54] , and each copy of the code runs in a computer equipped with two GPU cards with the identical model number GTX1080. During the final training phase, each individual is subjected to the BatchNorm [55] for speeding up and the weight decay with an unified number for preventing from the overfitting. Due to the heuristic nature of the proposed EvoCNN method, 30 independent runs are performed on each benchmark dataset, and the mean results are calculated for the comparisons unless otherwise specified. Furthermore, the experiments take four days on the Fashion benchmark for each run, 2-3 days on other benchmarks. The source code is available at https://github.com/sunkevin1214/codes for reproducing the experimental results of the proposed EvoCNN method reported in this paper.
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the experimental results and analysis of the proposed EvoCNN method against peer competitors are shown in Section V-A. Then, the weight initialization method in the proposed EvoCNN method are specifically investigated in Section V-B.
A. Overall Results
The experimental results on the Fashion benchmark dataset are shown in Table II , while those on the MB, MRD, MRB, MBI, MRDBI, Rectangle, RI, and Convex benchmark datasets are shown in Table III. In Tables II and III , the last two rows denote the best and mean classification errors received from the proposed EvoCNN method, respectively, and other rows show the best classification errors reported by peer competitors. The numbers following the mean classification error in the last row of Tables II and III are the corresponding standard derivations of these errors out of 30 independent runs. Again, it is a convention in evolutionary computation community that the statistical results should be used to do the comparison. However, the results of the peer competitors are extracted from the original publications, and the statistical results are not provided. Indeed, it is a convention in deep learning community that only the best result is reported. In order to conveniently investigate the comparisons, the terms "(+)" and "(-)" are provided to denote whether the best result generated by the proposed EvoCNN method is better or worse that the best result obtained by the corresponding peer competitor. The term "-" means there is no available result reported from the provider. Most information on the number of parameters and number of training epoch from the peer competitors on the Fashion benchmark dataset is available, therefore, such information from EvoCNN is also shown in Table II for comparisons. However, for the benchmarks in Table III , such information is not presented because they are not available from the peer competitors. Note that all the results from the peer competitors and the proposed EvoCNN method are without any data augmentation preprocessing on the benchmarks for a fair comparison.
It is clearly shown in Table II that by comparing the best performance, the proposed EvoCNN method outperforms all ten peer competitors. The two state-of-the-art algorithms, GoogleNet and VGG16, achieve, respectively, 6.5% and 6.3% classification error rates, where the difference is only 0.2%. The proposed EvoCNN method further reduces the error rate by 0.83%-5.47%. Furthermore, the mean performance Table III , EvoCNN is the best one among all 13 different methods. Specifically, EvoCNN achieves the best performance on five of the eight datasets, and the second best on the other three datasets-the MB, MRD, and Convex datasets, where LDANet-2, TIRBM, and PCANet-2(softmax) achieve the lowest classification error rates, respectively. Furthermore, comparing the mean performance of EvoCNN with the best of the other 12 methods, EvoCNN is the best on four datasets (MRB, MBI, Rectangle, and RI), second best on two (MRD and Convex), third best and fourth best on the other two datasets (MRDBI and MB). Particularly on MRB and MBI, the lowest classification error rates of the others are 6.08% and 11.5%, and the mean error rates of EvoCNN are 3.59% and 4.62%, respectively. In summary, the best classification error of the proposed EvoCNN method wins 80 out of 84 comparisons against the best results from the 12 peer competitors. Also the mean classification error of EvoCNN is better than the best error of the 12 methods on 75 out of the 84 comparisons.
B. Performance Regarding Weight Initialization
Further experiments are performed to examine the effectiveness of the connection weight initialization method in the proposed EvoCNN approach. By comparing different weight initializers, we would also investigate whether the architecture or the connection weight initialization values will affect the classification performance. To achieve this, we initialize another group of CNNs with the same architectures as that of the evolved EvoCNN, but their weights are initialized with the widely used Xavier initializer [32] (details in Section II-B). The comparisons are illustrated in Fig. 5 , where the horizon axis denotes the benchmark datasets, and vertical axis denotes the classification error rates. Fig. 5 clearly shows that the proposed connection weight initialization strategy in EvoCNN improves the classification performance on all the benchmarks over the popularly used Xavier initializer. To be specific, the proposed weight initialization method reaches ≈1.5% classification accuracy improvement on the Fashion, MB, MRD, MBI, RI, and Convex benchmarks, and 4.5% on the MRDBI benchmark. By comparing with the results in Tables II and III , it also can be concluded that the architectures of CNNs contribute to the classification performance more than that of the connection weight initialization. The proposed EvoCNN method gained promising performance by automatically evolving both the initial connection weights and the architectures of CNNs.
C. Further Discussion
In this section, we will further discuss the encoding strategy of the architectures and the weights related parameters, and the fitness evaluation in the proposed EvoCNN method. Findings from the experimental results are discussed as well, which could provide useful insights on the applications of the proposed EvoCNN method.
In GAs, crossover operators play the role of exploitation search (i.e., the local search), and mutation operators act as the exploration search (i.e., the global search). Because the local search and the global search should complement to each other, only well designing both of them could effectively improve the performance. Generally, the crossover operators operate on the chromosomes with the same lengths, while the proposed EvoCNN method employs the variable-length ones. Furthermore, multiple different basic layers exist in CNNs, which improve the difficulties of designing crossover operation in this context (because crossover operations cannot be easily performed between the genes from different origins). Therefore, a new crossover operation is introduced to the proposed EvoCNN method. UC, UA, as well as UR are designed to complete the crossover operation, which enhances the communications between the encoded information, and expectedly enhances the performance in searching for the promising architectures of CNNs.
The typically used approaches in optimizing the weights of CNNs are based on the gradient information. It is well known that the gradient-based optimizers are sensitive to the starting position of the parameters to be optimized. Without a better starting position, the gradient-based algorithms are easy to be trapped into local minima. Intuitively, finding a better starting position of the connection weights by GAs is intractable due to the huge numbers of parameters. As we have elaborated, a huge number of parameters cannot be efficiently encoded into the chromosomes, nor effectively optimized. In the proposed EvoCNN method, an indirect encoding approach is employed, which only encodes the means and standard derivations of the weights in each layer. In fact, employing the standard derivation and the mean to initialize the starting position of connection weights is a compromised approach and can be seen from deep learning libraries [54] , [56] , [57] , which is the motivation of this design in the proposed EvoCNN method. With this strategy, only two real numbers are used to denote the hundreds of thousands of parameters, which could save much computational resource for encoding and optimization.
Existing techniques for searching for the architectures of CNNs typically take the final classification accuracy as the fitness of individuals. A final classification accuracy typically requires many more epochs of the training, which is a very time-consuming process. In order to complete the architecture design with this fitness evaluation approach, it is natural to employ a lot of computational resource to perform this task in addition to speed up the design. However, computational resource is not necessarily available to all interested researchers. In fact, a tendency of each individual that could predict the future quality would be sufficient, and it is not necessary to check the final classification accuracy. Therefore, we only employ a small number of epochs to train these individuals. With this kind of fitness measurement, the proposed EvoCNN method does not highly rely on the computational resource. In summary, with the well-designed yet simple encoding strategies and this fitness evaluation method, researchers without rich domain knowledge could also design the promising CNN models for addressing specific tasks in their (academic) environment, where the computational resources are typically limited. Moreover, interesting findings have also been discovered when the proposed EvoCNN method terminates, i.e., multiple individuals are with the similar performance but with significantly different numbers of connection weights (see Table IV) , largely due to population-based nature of the proposed EvoCNN method. Recently, various applications have been developed, such as the auto-driving car and some interesting real-time mobile applications. Due to the limited processing capacity and battery power in these devices, trained CNNs with similar performance but fewer parameters are much more preferred because they require less computational resource and the energy consumption. In addition, similar performance of the individuals is also found with different lengths of the basic layers, and there are multiple pieces of hardware that have been specifically designed to speed up the calculations in CNNs, such as the specialized hardware for convolutional operations. In this regard, the proposed EvoCNN method could give manufacturers of such devices more choices to make a decision based on their own preferences. If the traditional approaches are employed here, it is difficult to find out such models at a single run.
VI. CONCLUSION
The objective of this paper is to develop a new evolutionary approach to automatically evolve the architectures and weights of CNNs for image classification problems. This goal has been successfully achieved by proposing a new representation for weight initialization strategy, a new encoding scheme of variable-length chromosomes, a new genetic operator to chromosomes with different lengths, a slacked binary tournament selection for selecting promising individuals, and an efficient fitness evaluation method to speed up the evolution. This approach was examined and compared with 22 peer competitors, including most state-of-the-are algorithms on nine benchmark datasets commonly used in deep learning. The experimental results show that the proposed EvoCNN method significantly outperforms all of these existing algorithms on almost all these datasets in terms of their best classification performance. Furthermore, the mean classification error rate of the proposed algorithm is even better than the best of others in many cases. In addition, the model optimized by EvoCNN is with a much smaller number of parameters yet promising best classification performance. Specifically, the model optimized by EvoCNN employs 100 epochs to reach the lowest classification error rate of 5.47% on the Fasion dataset, while the state-of-the-art VGG16 employs 200 epochs achieving 6.50% classification error rate. Findings from the experimental results also suggest that the proposed EvoCNN method could provide more options for the manufacturers of smart devices that are interested in integrating CNNs into their products with limited computational capacity and battery power.
In this paper, we investigate the proposed EvoCNN method only on the commonly used middle-scale benchmarks. However, large-scale data also widely exist in the current era of big data. Because evaluating only one epoch on these largescale data would require significant computational resource and take a long period, the proposed fitness evaluation method is not suitable for them unless a huge amount of computational resources are made available. In the future, we will invest efforts on efficient fitness evaluation techniques. In addition, we will also investigate evolutionary algorithms for recurrent neural networks, which are powerful tools for addressing time-dependent data, such as the voice and video data.
