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Ursachen atmospharischer Klimaschwankungen kÃ¶nne auf den Einfluss sowohl cx- 
temer als auch interner Antriebsfaktoren der AtmosphÃ¤rendynami zurÃ¼ckgefÃ¼li 
werden. FÃ¼ die Modellierung atmospharischer Multiskalenprozesse, die insbeson- 
dere fÃ¼ die Beschreibung der interner AtmosphÃ¤rendynami von Bedeutung sind, 
stellen wir ein barotropes idealisiertes AtmosphÃ¤renmodel mit zeitlich verÃ¤nderli 
chem und rÃ¤umlic adaptivem Gitter vor. 
Die Grundlage der Modellierung bilden die sphÃ¤rische Flachwassergleichungen, 
die eine barotrope Approximation der primitiven Gleichungen in der AtmosphÃ¤r 
darstellen. Durch die Flachwassergleichungen kann die Wirkung sowohl von externen 
Antriebsfaktoren, z. B. der orografischen Anregung, als auch von internen Multiska- 
lenprozessen, z. B. der Wechselwirkung von planetaren und transienten synoptischen 
Wellen, auf planetare Wellen modelliert werden. FÃ¼ die spÃ¤ter Modellvalidierung 
leiten wir neben den wesentlichen Erhaltungseigenschaften neue instationÃ¤r analy- 
tische LÃ¶sunge als Verallgemeinerung der aus der Literatur bekannten stationÃ¤re 
LÃ¶sunge der Flachwassergleichungen her. 
Die kontinuierlichen Flachwassergleichungen diskretisieren wir mit Hilfe der 
Lagrange-Galerkin-Methode. die eine Kombination aus der Finite-Elemente-Metho- 
de fÃ¼ die Ortsdiskretisierung und der Semi-Lagrange-Methode fÃ¼ die Zeitdiskreti- 
sierung ist. Diese Methoden erweisen sich aus FlexibilitÃ¤ts und StabilitÃ¤tsgrÃ¼nd 
als eine geeignete Wahl fÃ¼ das adaptive Verfahren. Auf der Grundlage der Diskreti- 
sierung entwickeln wir ein idealisiertes AtmosphÃ¤renmodel auf einem unstnikturier- 
ten sphÃ¤rische Dreiecksgitter. Das Programinpaket amatos  kommt als Git,tergene- 
rator und die parallele LÃ¶serschnittstell FoSSI fÃ¼ die LÃ¶sun der grofien linearen, 
dÃ¼n besetzten Gleichungssysteme zum Einsatz. 
Bei der Validierung des AtmosphÃ¤renmodell kÃ¶nne wir zeigen, dass die nu- 
merischen LÃ¶sunge des AtmosphÃ¤renmodell die analytischen stationÃ¤re und in- 
stationÃ¤re LÃ¶sunge der Flachwassergleichungen approximieren. SchlieÂ§lic kann 
im Modell die orografische Anregung planctarer Wellen nachgewiesen werden. Die 
Simulation mit einem zeitlich verÃ¤nderliche adaptiven Gitter zeigt qualitativ die 
selben Ergebnisse wie die Simulation mit uniformem Gitter. Bei gleichbleibendem 
Rechenaufwand kann die rÃ¤umlich AuflÃ¶sun des uniformen Gitters regional durch 
das adaptive Gitter Ã¼bertroffe werden. 
Mit dem vorgestellten adaptiven idealisierten Modell einer barotropen Atmo- 
sphÃ¤r gelingt die Modellierung von atmosphÃ¤rische Multiskalenprozessen. 
Summary 
Causes of climate variations can be related as well to the effect of external as of inter- 
nal forcings of the atmosplieric dynamics. We present an idealized barot,ropic model 
of the atmosphere with a time dependent and spatially adaptive grid to simulate 
at,mospheric multiscale processes. I11 particular. such processes play a fundamental 
role for the internal atmospheric dynamics. 
The model equations are the spherical shallow water equations which are a ba- 
rotropic approximation of the primitive equations in the atmosphere. The shallow 
water equations permit to simulate the forcing of planetary waves, as well due to 
external forcing, e. g. the orographic forcing. as due to internal forcing. e. g. the 
interaction of planetary waves and transient synoptic waves. Beside the main con- 
servation properties we deduce new unsteady analytical solutions as a generalization 
of the well known steady state solutions of the shallow water equations. Tliis is useful 
for the subsequent model validation. 
The continuous shallow water equations have been discretized with the help of 
the Lagrange-Galcrkin method which is a combination of the finite element. method 
for the spat.ia1 discretization and the Semi-Lagrange method for the temporal dis- 
cretization. Due to flexibility and stability reasons tliese methods turn out to be  an 
appropriate choice for the adaptive procedure. Based on tlie discretization we de- 
velop an idealized model of the atmospliere on an unstructered spherical tria.ngular 
grid. Tlie package arnatos is applied as the grid generator and tlie parallel solver 
interface FoSSI for the solution of the large sparse linear systems. 
During the validation process of the atmospheric model we can shov that nume- 
rical solutions of the n~odel can approxiinate steady state and unsteady analytical 
solutions of the shallow water equations. Finally we can demonst,rate the orographic 
forcing of planetary waves in the model. The simulation on a time dependent and 
spatially adaptive grid qualitatively shows the same results as the simulation on 
a uniform grid. With the same computational costs tlie spatial resolution can be 
regionally exceeded by the adaptive grid compared to the uniform grid. 
To sumniarize. tlie presented adaptive idealized model of a barotropic atmosphere 
has been successfully applied to the simulation of atmospheric multiscale processes. 
Kapitel 1 
Einleitung 
AtmosphÃ¤r und Klima 
Die AtmosphÃ¤re als ein Teil des Lebensraumes von Mensch und Natur, ist von 
grundlegender Bedeutung fÃ¼ die Entwicklung des Lebens auf der Erde. Vor dem 
Hintergrund extremer Wetter- und Klimaanomalien in den letzten Jahren und Jahr- 
zehnten wurde immer stÃ¤rke die Notwendigkeit erkannt, die grundlegenden Mecha- 
nismen von Klimaschwankungen im System AtmosphÃ¤r beschreiben zu kÃ¶nnen Die 
verbesserte Kenntnis von Ursachen der Klimaent,wicklung ermÃ¶glich eine verbesser- 
te Vorhersage von zukÃ¼nftige KlimaÃ¤nderungen insbesondere die EinschÃ¤tzun der 
Bedeutung menschlichen Handelns auf das System AtmosphÃ¤re 
Die Vorhersage des Wetters ist aufgrund der chaotischen Dynamik und der unge- 
nauen Kenntnisse der Randbedingungen und des Anfangszustandes nur fÃ¼ wenige 
Tage zuverlÃ¤ssi mÃ¶glich siehe [Lor63]. Deshalb interessieren wir uns fÃ¼ die Vorher- 
sage des zeitlich gemittelten AtmosphÃ¤renzustandes des Klimas. Eine Vorhersage 
des Klimas auf der Grundlage von Szenariensiniulationen ermÃ¶glicht damit zeitge- 
mittelte Aussagen fÃ¼ die atmosphÃ¤rische ZustandsgrÃ¶f3e in AbhÃ¤ngigkei von den 
angenommenen Randbedingungen und AnfangszustÃ¤nden 
Anhand von palÃ¤oklimatologische Daten wurden Klimaschwankungen der Ver- 
gangenheit analysiert, siehe [H'^Ol]. Zwar konnten Ursachen und Mechanismen fÃ¼ 
diese Klimaschwankungen gefunden werden, doch ist insbesondere die quantitative 
Beschreibung des Einflusses der internen und externen Antriebsfaktoren auf die At- 
mosphÃ¤r bislang nicht zufriedenstellend gelungen, siehe [H^Ol] und [Det93]. Verbes- 
serte Kenntnisse Ã¼be die Wichtung der verschiedenen Antriebsfaktoren sind deshalb 
fÃ¼ die Verbesserung der Interpretation von Szenariensimulationen von grundlegen- 
der Bedeutung. 
Planetare Wellen und Multiskalenprozesse 
Schwankungen des atmosphÃ¤rische Zustandes treten in einem breiten rÃ¤umliche 
und zeitlichen Spektrum auf. Sie reichen von synoptischen Wettererscheinungen mit 
der Zeitskala von Tagen bis Wochen bis zu planetaren WellenphÃ¤nomene mit der 
Zeitskala von Wochen bis Monaten. Da die groflrÃ¤umige planetaren Wellen eine 
geringere zeitliche VariabilitÃ¤ als die synoptischskaligen Wellen aufweisen, werden 
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diese fÃ¼ die Beschreibung des klimatologischen Zustandes der AtmosphÃ¤r heran- 
gezogen. 
Wir unterscheiden externe und int,erne Antriebsfaktoren, die die zeitliche Ent- 
wicklung der planetaren Wellen beeinflussen. Unter den externen Antriebsfaktoren 
verstehen wir die von auÂ§e auf das System AtmosphÃ¤.r wirkenden Randbedingun- 
gen, wie z. B. die rÃ¤umlich Verteilung der Orografie, die solare Einstrahlung: die 
Aerosolbelastung oder die COa-Konzentration. Die internen Antriebsfaktoren sind 
die dynamischen und physikalischen AtmosphÃ¤ren-Multisl~alenprozesse die durch 
Impuls- und EnergieflÃ¼sse z. B. in der nichtlinearen Energiekaskade, nichtlineare 
Wechselwirkungen zwischen den verschiedenen rÃ¤umliche und zeitlichen Wellens- 
kalen hervorrufen. 
zuverlÃ¤ssig Klimaszenariensimulationen basieren damit auf der wirklichkeitsna- 
hen Modellierung der externen Antriebsfaktoren einerseits und der internen atmo- 
sphÃ¤rische Multiskalenprozesse andererseits. 
Physikalische Modellbildung 
Fiir die qualitative und quantitative Beschreibung des realen a,tmosphÃ¤rische Zu- 
standes approximieren wir das natÃ¼rlich System AtmosphÃ¤r im Prozess der Mo- 
dellbildung durch ein physikalisches System. Die ZustandsgrÃ¶fie des physikalischen 
Systems sind die meteorologischen GrÃ¶fien wie z. B. die Windgeschwindigkeit, der 
Druck oder die Temperatur. Die physikalischen GesetzmÃ¤fiigkeite in der Form von 
Differenzialgleichungen, wie z. B. die Impuls- oder Energiebilanz, werden auf der 
Grundlage von beobachteten atmosphÃ¤rische Prozessen bestimmt. 
Da die primitiven Gleichungen fÃ¼ die AtmosphÃ¤r ein komplexes System nicht- 
linearer partieller Differenzialgleichungen da,rstellen, besteht die allgemeine Vorge- 
hensweise der numerischen LÃ¶sun dieser Gleichungen in der Anwendung einer Hier- 
archie von Computermodellen verschiedener KomplexitÃ¤t Diese beginnt mit einfa- 
chen nulldimensionalen Energiebilanz-Modellen und fÃ¼hr hin bis zu dreidimensio- 
nalen allgemeinen Zirkulationsmodellen mit komplexer Modellphysik, siehe [BH03], 
[Sal78]. 
Die Wirkung sowohl externer Antriebsfaktoren, z. B. der orografischen Anregung, 
wie auch interner Multiskalenprozesse~ z. B. durch die Wechselwirkung von plane- 
taren und transienten synoptischen Wellen, auf planetare Wellen kann physikalisch 
modelliert werden, siehe Kapitel 2. Dies gelingt nicht nur innerhalb des physikali- 
schen Systems der dreidimensionalen primit,iven Gleichungen der AtmosphÃ¤re vor- 
gestellt in Abschnitt 2.2, sondern auch mit, dem physikalisch vereinfachten System 
der zweidimensionalen barotropen Flachwassergleichungen in Abschnitt 2.3. 
Damit sind die im Vergleich zu den primitiven Gleichungen weniger komplexen 
sphÃ¤rische Flachwassergleichungen in Kapitel 3 eine geeignete Wahl fÃ¼ die physika- 
lische Modellierung von externen Antriebsfaktoren und atmosphÃ¤rische Multiska- 
lenprozessen. Wir geben in Abschnitt 3.1 eine neue Herleitung der Flachwasserglei- 
chungen auf der SphÃ¤r nach [C6t88] an. In dieser Herleitung Ã¼bertrage wir die von 
[AG011 fÃ¼ den ebenen Fall vorgeschlagene Reskalierung der vertikalen Bewegungs- 
komponente auf den gekrÃ¼mmte sphÃ¤rische Fall. Als Verallgemeinerung der aus 
der Literatur bekannten und z. B. in [WDH+92] beschriebenen stationÃ¤re LÃ¶sun 
gen geben wir in Abschnitt 3.5.3 instationÃ¤r analytische LÃ¶sunge der sphÃ¤rische 
Flachwassergleichungen an. 
Numerische Modellbildung 
Das physikalische System der sphÃ¤rische Flachwassergleichungen bildet in der vor- 
liegenden Arbeit die Grundlage fÃ¼ die numerische Modellbildung, die im Aufbau 
eines computerbasierten idealisierten AtmosphÃ¤renmodell besteht. 
Als ersten Schritt der numerischen Modellbildung stellen wir in Kapitel 4 das nu- 
merische Verfahren vor. Zur Diskretisierung verwenden wir die Lagrange-Galerkin- 
Methode, die z. B. in [Pir82] und [SÃ¼l88 auf Navier-Stokes-Gleichungen angewendet 
wurde und eine Kombination der Finite-Elemente-Methode fÃ¼ die Ortsdiskretisie- 
rung und der Semi-Lagrange-Methode fÃ¼ die Zeitdiskretisierung darstellt. FÃ¼ die 
Finite-Elemente-Methode in Abschnitt 4.2.2 approximieren wir wie in [Dzi88] neben 
den FunktionenrÃ¤ume der schwachen Formulierung durch endlichdimensionale An- 
satzrÃ¤um auch das Modellgebiet. die gekrÃ¼mmt SphÃ¤re durch geeignete Polyeder. 
Um die Semi-Lagrange-Methode, die fiir den ebenen Fall aus der Literatur, z. B. 
in [Pir89] und [QV97], gut bekannt ist, auf der gekrÃ¼mmte SphÃ¤r S nutzen zu 
kÃ¶nnen wenden wir die ebene Semi-Lagrange-Methode in Abschnitt 4.2.4 in lokalen 
Koordinatensystemen von S an. 
Die Zielstellung der verbesserten Modellierung von Multiskalenprozessen erfor- 
dert eine mÃ¶glichs hohe rÃ¤umlich AuflÃ¶sun dieser Prozesse. Betrachtet, man in 
einem globalen Modell die gesamte Erde, so beschrÃ¤nke aber die rechentechni- 
sehen MÃ¶glichkeite und die skalenabhÃ¤ngige Parametrisierungen die rÃ¤umlich 
AuflÃ¶sung siehe [CSH95]. Sollen hÃ¶her rÃ¤umlich AuflÃ¶sunge erzielt werden, kann 
man z. B. einen Teil der Erde als Modellgebiet in einem Regionalmodell betrachten 
und Daten eines globalen Modells als Randantrieb nutzen, siehe z. B. [DRL!96] und 
[LCFP03]. Mit dieser Regionalisierungsmethode des dynamischen ,>Downscalings" 
kÃ¶nne Multiskalenprozesse nur gerichtet von der p l a n e t ~ e n  Zirkulation zu regiona- 
len PhÃ¤nomene modelliert werden. Die Modellierung von zweiseitigen RÃ¼ckkopp 
lungen auch hin zur planetaren Zirkulation ist mit einem Regionalmodell bislang 
nicht gelungen. 
Ein vielversprechender LÃ¶sungsansat fÃ¼ die Modellierung von Skalemvechsel- 
wirkungen auch in Richtung der planetaren Zirkulation ist die Nutzung von ad- 
aptiven Gittertechniken. WÃ¤hren in der mathematischen Literatur die adaptiven 
Gittertechniken seit den 1970er Jahren ein Forschungsthema sind und seit Mitte der 
1980er Jahre sogar fÃ¼ die kommerzielle Forschung eingesetzt werden, siehe [BR78], 
[Pir89], [Ver96], haben sich adaptive Techniken in der AtmosphÃ¤renmodellierun 
bislang nicht durchgesetzt. Es gibt einzelne globale Atn~osphÃ¤renmodell mit ei- 
nem zeitlich statischen und rÃ¤umlic adaptiven Gitter, siehe [CRS+93], [CGN.^98]. 
[CDG+98] und [BGO4], und auch Vorarbeiten mit Regionalmodellen, in denen zeit- 
lich verÃ¤nderlich adaptive Gitter verwendet werden, siehe [BAB^OO], [BDHROO]. 
Die Zielstellung in der vorliegenden Arbeit ist die Beschreibung eines idealisierten 
globalen AtmosphÃ¤renmodell mit zeitlich verÃ¤nderliche und rÃ¤umlic adaptivem 
Gitter. 
Zur Gitteradaption nutzen wir die in Abschnitt 4.3 beschriebene und von [Ban931 
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vorgeschlagene Methode der Bisektion von Dreiecksgittern. Damit formulieren wir 
die adaptive Lagrange-Galerkin-Methode, mit der im globalen AtmosphÃ¤renmodel 
auf der Grundlage eines physikalischen FehlerschÃ¤tzer die rÃ¤umlich AuflÃ¶sun des 
Modellgitters zeitlich verÃ¤nder werden kann. 
Als zweiten Schritt der numerischen Modellbildung st,ellen wir in Abschnitt 5.1, 
das auf der adaptiven Lagrange-Galerkin-Methode aus Kapitel 4 basierende, adap- 
tive idealisierte AtmosphÃ¤renmodel vor, siehe [LHD+03], [Lau031 und [RFH+03]. 
Das AtmosphÃ¤renmodel nutzt zur Gittergenerierung den Gittergenerator arnatos, 
siehe [BRH^O4]. Die groÂ§e linearen, dÃ¼n besetzten Gleichungssysteme werden mit 
Hilfe der parallelen LÃ¶serschnittstell FoSSI gelÃ¶st siehe [FHB04]. 
Validierung 
Aus der Literatur sind uns fÃ¼ die sphÃ¤rische Flachwassergleichungen bzw. das vor- 
gestellte numerische Verfahren keine Existenz-, Eindeutigkeits- oder Konvergenzbe- 
weise bekannt. Um zu Ã¼berprÃ¼fe ob das numerische Verfahren wirklich eine Appro- 
ximation der kontinuierlichen Flachwassergleichungen darstellt, validieren wir daher 
in Kapitel 5 das idealisierte AtmosphÃ¤renmodell 
Die Validierung erfolgt in zwei Schritten. Im ersten Schritt in Abschnitt 5.2 
kÃ¶nne wir anhand von Beispielen zeigen, dass die numerischen LÃ¶sunge des At- 
mosphÃ¤renmodell die analytischen LÃ¶sunge der Flachwassergleichungen approxi- 
mieren. Im Fall des isolierten zonalen Strahlstromes, der auf der geografischen Brei- 
te um 30' Nord lokalisiert ist, kÃ¶nne wir zeigen, dass zur Verringerung des nu- 
merischen Fehlers die ErhÃ¶hun der GitterauflÃ¶sun nur in diesen Breiten genÃ¼gt 
Erstmals konnten fÃ¼ die sphÃ¤rische Flachwassergleichungen numerische LÃ¶sunge 
dargestellt werden, die eine analytische instationÃ¤r LÃ¶sun aus Abschnitt 3.5.3 nu- 
merisch approximieren. 
Der zweite Schritt basiert auf dem in Abschnitt 2.3 beschriebenen orografischen 
Anregungsmechanismus planetarer Wellen. Die Modellierung dieses Mechanismus 
gelingt in Abschnitt 5.3 mit Hilfe von Simulationsergebnissen des AtmosphÃ¤renmo 
dells. Die Vergleichssimulation mit einem zeitlich verÃ¤nderliche adaptiven Gitter 
zeigt, dass qualitativ die Ergebnisse der Simulation mit uniformem Gitter reprodu- 
ziert werden kÃ¶nnen Dabei kann regional durch die GitteradaptivitÃ¤ die rÃ¤umlich 
AuflÃ¶sun des uniformen Gitters bei gleichbleibendem Rechenaufwand Ã¼bertroffe 
werden, 
Zusammenfassend stellen wir fest, dass mit dem vorliegenden adaptiven ideali- 
sierten AtmosphÃ¤renmodel auf der Grundlage der sphÃ¤rische barotropen Flachwas- 
sergleichungen die Modellierung von atmosphÃ¤rische Multiskalenprozessen mÃ¶glic 
ist. Mit diesem adaptiven Modellierungsansatz kÃ¶nne BeitrÃ¤g zur Gberwindung 
von Modellgrenzen regionaler und globaler AtmosphÃ¤renmodell geleistet werden. 
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in einem globalen Modell der AtmosphÃ¤re Mit diesem idealisierten AtmosphÃ¤rcn 
modell kÃ¶nne wir auch quantitative Aussagen Ã¼be atmosphÃ¤risch Multiskalen- 
Prozesse machen. 
2.1 Zeitlich und zonal gemittelter Grundzustand 
Zur Charakterisierung der globalen atn~osphÃ¤rische BewegungsvorgÃ¤ng betrach- 
ten wir im Folgenden den zeitlich und zonal gemittelten Grundzustand der Atmo- 
sphÃ¤re Dabei interessieren wir uns nicht fÃ¼ die einzelnen zeitlich begrenzten Wet- 
terphÃ¤nomene wie z. B. kleine Zyklonen oder Gewitterstrukturen, sondern fÃ¼ die 
zonal gemittelte allgemeine Zirkulationsstruktur der AtmosphÃ¤r mit zonalen und 
meridionalen Komponenten. Den gemittelten Grundzustand kÃ¶nne wir damit auch 
als die zonal gemittelte Dynamik des Klimas interpretieren, genauer als die zeit- 
lich und zonal gemittelten Werte der beobachteten meteorologischen GrÃ¶flen wie 
z. B. Windgeschwindigkeit, Temperatur oder Druck. Die zeitliche Mittelung muss 
dabei einerseits lang genug sein. um einzelne WetterphÃ¤nomen herauszumitteln, 
andererseits so kurz sein, dass monatliche, saisonale oder jÃ¤,hrlich Schwankungen 
noch erkennbar sind. In diesem Sinne kÃ¶nne wir den gemittelten Grundzust,and als 
die zonal gemittelte allgemeine a tmo~ph~r i sche  Zirkulat,ion nach [Etl96] und [Hol921 
interpretieren. 
Die Ursache fÃ¼ die BewegungsvorgÃ¤ng in der AtmosphÃ¤r sind Quellen und 
Senken der Energie, also Energiegradient,en, die fÃ¼ die Umwandlung in die kineti- 
sche Energie der Bewegungen zur VerfÃ¼gun stehen. Auf der Erde werden die Quel- 
len und Senken von Energie durch die Strahlungsbilanz an der ErdoberflÃ¤ch und 
in der AtmosphÃ¤r hervorgerufen. Die Strahlungsbilanz besteht zum einen aus der 
einfallenden kurzwelligen Sonnenstrahlung. Zum anderen strahlen die Erd~ber f l~che  
und die AtmosphÃ¤r langwellige Strahlung ab. Der Wert der Strahlungsbilanz hÃ¤ng 
wegen der Kugelgestalt der Erde und damit regional verschiedener kurzwelliger Ein- 
strahlung hauptsÃ¤chlic von der geografischen Breite ab. Andere Faktoren sind die 
OberflÃ¤chenalbed oder die WÃ¤rmekapazitÃ der ErdoberflÃ¤che Daraus resultiert. 
eine vornehmlich breit,enabhÃ¤ngig Verteilung von Energiequellen und -senken. 
FÃ¼ eine genauere Betrachtung seien Ek die zeitlich gemittelte Energie, die durch 
kurzwellige einfallende Strahlung an der ErdoberflÃ¤che in der AtmosphÃ¤r und im 
Ozean absorbiert wird. und EI die zeitlich gemittelt,e Energie, die durch langwellige 
Stra,hlung von der Erde in den Weltraum abgestrahlt wird. Um die BreitenabhÃ¤ngig 
keit dieser GrÃ¶fle zu erkennen, betrachten wir dazu die zonal gemittelten Werte 
In Abbildung 2.1 ist schematisch zu erkennen, dass durch die Kugelgestalt der Erde 
die absorbierte Energie [Ek] am Ã„quato ihr Maximum hat und zu den Polen hin 
abnimmt. Da mit [Ek] die Temperatur T der OberflÃ¤che der AtmosphÃ¤r und des 
Ozeans zunimmt und die Abstrahlung der Erde als schwarzer Strahler nach dem 
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Stefan-Boltzmann Gesetz ([Ei] oT4) monoton von T abhÃ¤ngt hat auch die ab- 
gestrahlte Energie [Ei] in niederen Breiten ihr Maximum. Wir erkennen weiterhin, 
dass in niederen Breiten die Strahlungsbilanz [E^] - [Ei} positiv und in hohen Brei- 
ten negativ ist. Durch die Strahlungsbilanz wird also ein Energiegradient verursacht. 
der die Triebkraft fÃ¼ den gemittelten Grundzustand der AtmosphÃ¤r ist. 
0- 
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Abbildung 2.1: Strahlungsbilanz der AtmosphÃ¤re zonales und jÃ¤hrliche Mittel. Darstel- 
lung aus [Gro93, S. 471 
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50- 
2.1.1 Die Hadley-Zirkulation in den Tropen 
Welche Auswirkungen hat der meridionale Energiegradient auf den gemittelten 
Grundzustand der AtmosphÃ¤re 
Wir betrachten dazu die zonal gemittelte AtmosphÃ¤r und darin die meridionale 
und vertikale Verteilung von Temperatur T und Druck p. Als Startzustand nehmen 
wir an, dass die Felder keine meridionalen Gradienten haben und vertikal eine sta- 
bile Schichtung vorhanden ist. siehe Abbildung 2.2(a). Wir setzen einen bekannten 
vertikalen Temperaturverlauf voraus. an dieser Stelle vereinfachend einen linearen 
Temperaturverlauf 







mit dem vertikalen Temperaturgradienten 7. 
Wird die AtmosphÃ¤r nun gemÃ¤ des meridionalen Energiegradienten diabatisch 
erwÃ¤rm bzw. gekÃ¼hlt so kommt es in niederen Breiten zu einer ErwÃ¤rmun und 
in hÃ¶here Breiten zu einer AbkÃ¼hlun der AtmosphÃ¤re Die Auswirkung auf den 
Druck ermitteln wir in der hydrostatischen AtmosphÃ¤r mit der idealen Gasgleichung 
und der hydrostatischen Grundgleichung 
raum 
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Aquator pol V Aquator pol 5 Aquator * Pol Y 
(a) Startzustand (b) Zustand nach ErwÃ¤rmun (C) StrÃ¶mungszell 
Abbildung 2.2: Hadley-Zirkulation, schematisch 
Damit folgt fÃ¼ den Druckverlauf 
und mit dem als linear angenommenen vertikalen Temperaturverlauf T(z )  
Steigt in niederen Breiten die Temperatur T der gesamten LuftsÃ¤ule steigt also Tb 
und sinkt umgekehrt T in hohen Breiten ab. dann steigt der meridionale Druck- 
gradient mit der HÃ¶h an, siehe Abbildung 2.2(b). Dem Druckgradienten folgend 
entsteht in hÃ¶here Schichten eine StrÃ¶mun von niederen zu hohen Breiten. Als 
AusgleichsstrÃ¶munge folgen damit aus dieser meridionalen Massenverschiebung we- 
gen der Kontin~it~Ã¤tsgleichun i  BodennÃ¤h eine Nord-SÃ¼ StrÃ¶mun und in den 
Luftsaulen am Rand der Zirkulation ein vertikaler Massenaustausch. Es bildet sich 
eine direkte Zirkulationszelle in der Meridionalebene, siehe Abbildung 2.2(c). 
Bislang haben wir die Zirkulationszelle nur als meridionale StrÃ¶mun beschrie- 
ben. Wegen der Corioliskraft, die Luftteilchen auf der Nordhalbkugel nach rechts 
ablenkt, wird durch die Meridionalzirkulation eine zonale Geschwindigkeitskompo- 
nente induziert. Mit zunehmender geografischer Breite wird diese geostrofische Zo- 
nalkomponente immer starker. 
Die direkte Zirkulation in den Tropen, tritt in der realen AtmosphÃ¤r jahreszeit- 
lich verÃ¤nderlic zwischen dem Aquator und dem 30. Breitengrad auf und wird auch 
als Hadley-Zirkulation bezeichnet. Durch die Hadley-Zirkulation wird ein direkter 
meridionaler Energieaustausch realisiert. In BodennÃ¤h Ã¤uÂ§e sich diese Zirkulati- 
onszelle durch gleichmÃ¤fiig Nord/Ostwinde (Passatwinde) in niederen Breiten. 
2.1.2 Die ZonalstrÃ¶mun in den mittleren Breiten 
In den mittleren Breiten von 30' bis 60' schlieÂ§ sich in der TroposphÃ¤r als zeitlich 
und zonales Mittel eine Zone der allgemeinen WestwindstrÃ¶mun an. 
Die durch den meridionalen Energiegradienten anget,riebene direkt,e Hadley-Zir- 
kulation aus Abschnitt 2.1.1 wird in den mitt,leren Breiten durch eine indircktk 
Zirkulationszelle fortgesetzt; siehe [DS82], [DRH^OS]. In diesen Breiten wird der 
Grundstrom baroklin instabil und verursacht dadurch groorÃ¤umig Wirbelstrukt,u- 
ren (Eddies) und in deren Folge transiente synoptische Zyklonen. Mit diesen Wir- 
belstrukturen sind grofirÃ¤umig Impuls- und WÃ¤rmeflÃ¼s verbunden. Der Meridio- 
nalanteil der zeitlich gemittelten Impuls- und WÃ¤rmeflÃ¼s realisiert, den meridiona- 
len Ausgleich des globalen Energiegradienten. Dagegen verursacht der Zonalantcil 
der gemittelten FlÃ¼ss im zeitlichen Mittel eine WestwindstrÃ¶mung siehe [DS82]. 
Da die vertikale Ausdehnung der obigen Wirbelstrukturen die gesamte HÃ¶h der 
TroposphÃ¤r umfasst. reicht die WestwindstrÃ¶mun der mittleren Breiten von der 
ErdoberflÃ¤ch bis in die obere Troposphare. 
Die mittlere Windgcschwindigkeit der Z ~ n ~ l s t r Ã ¶ m u n  steigt mit der HÃ¶h an 
und hat ihr Maximum in der oberen Tropospl~~re  in den StrahlstrÃ¶men Unterhalb 
dieser Windmaxima treten die stÃ¤rkste meridionalen Temperaturgradienten auf, 
was wir wegen der thermischen Windbeziehung nach [Etl96] auch erwarten. Die 
StrahlstrÃ¶m liegen im Winter bei 30Â mit einer maximalen Geschwindigkeit von 
4Om/s und im Sommer bei 40Â - 45' mit einer maximalen Geschwindigkeit von 
20m/s, siehe [Gro93]. 
2.1.3 Die Zirkulation in den polaren Breiten 
In den polaren Breiten > 60Â schliefit sich in der Troposphare an die ZonalstrÃ¶rnun 
der mittleren Breiten die Zirkulation der polaren Breiten an. 
Die zeitlich und zonal gemittelte Zirkulation der polaren Breiten wird analog zu 
Abschnitt 2.1.1 durch die meridionale AbhÃ¤ngigkei der diabatischen WÃ¤rmequelle 
und die Corioliskraft hervorgerufen. Die starke diabatische AbkÃ¼hlun an den Polen, 
analog zur diabatischen ErwÃ¤rmun am Ã„quato in Abschnitt 2.1.1, erzeugt ein 
bodennahes thermisches Hochdruckgebiet, das unter einem Tiefdruckgebiet in der 
oberen TroposphÃ¤r liegt. Dadurch zeigt in der unteren Troposphare der meridionale 
Druckgradient in Polriclitung und in der oberen Troposphare in A4quatorrichtung. 
Als Ergebnis erhalten wir in der unteren Troposphare eine schwache Ostwind- 
strÃ¶mun und in der oberen Troposphare eine polare WestwindstrÃ¶mung 
2.2 WellenphÃ¤nomen in mittleren Breiten 
In Abschnitt 2.1 haben wir den zeitlich und zonal gemittelten Grundzustand der At,- 
mosphÃ¤r kennengelernt, der die grofirÃ¤umig Zirknlationsstruktur der AtmosphÃ¤r 
beschreibt. In den mittleren Breiten besteht der gemitteke Grundzustand in ei- 
ner geostrofischen GrundstrÃ¶mung einer ZonalstrÃ¶mung siehe Abschnitt 2.1.2. Wir 
wollen nun die Struktur der StrÃ¶mun in den mittleren Breiten genauer beschreiben. 
Dazu betrachten wir den momentanen Zustand der At,mosphÃ¤re Dieser besteht 
aus dem gemittelten Grundzustand und den zonalen und meridionalen Abweicliun- 
gen davon. Wir interpretieren diese Abweichungen vom Grundzustand als zona- 
le atmosphÃ¤risch Wellenph5nomene mit verschiedenen zonalen WellenlÃ¤ngen Die 
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kurzen Wellen haben WellenlÃ¤nge von unter 1000 km. die synoptischen Wellen Wel- 
lenlÃ¤nge von 1000 km bis 5000 km und die planetaren Wellen WellenlÃ¤nge von 
Ã¼be 5000 km. 
Die synoptischen Wellen treten im Wesentlichen durch Zyklonen und Antizyklo- 
nen in Erscheinung. Diese Wettererscheinungen sind am Boden als Hoch- und Tief- 
druckgebiete zu beobachten. Die planetaren Wellen, die auch Rossbywellen genannt 
werden, sind als WetterphÃ¤nomen nicht so eindrÃ¼cklic wahrnehmbar. Dazu sind 
die WellenlÃ¤,nge zu grofi und die Ausbreitungsgeschwindigkeiten zu klein. Trotz- 
dem haben gerade die planetaren Rossbywellen eine besondere Bedeutung fÃ¼ die 
Beschreibung atmosphÃ¤rische Prozesse und fÃ¼ die Klimaentwicklung. Diese Bedeu- 
tung rÃ¼hr zum einen daher, dass die grofirÃ¤umig Verformung des Grundstromes 
die kÃ¼rzere Wellen (z. B. Zyklonenlaufbahnen) wesentlich beeinflusst und damit in- 
direkt. Einfluss auf das Wet,tergeschehen am Boden hat. Zum anderen sind s t a t i ~ n ~ r e  
Rossbywellen langlebige Wellenstrukturen (Wochen oder lÃ¤nger und kÃ¶nne damit 
der Charakterisierung des zeitgemit,telten klimatischen Zustandes der AtmosphÃ¤r 
dienen. 
Planetare Wellen kÃ¶nne sowohl durch externe Prozesse, z. B. durch orografische 
oder thern~ische Anregung. als auch durch interne atmosphÃ¤risch Prozesse, z. B. An- 
regung durch transiente synoptische Zyklonen, hervorgerufen werden. Synoptische 
Wellen werden aber umgekehrt auch durch planetare Wellen beeinflusst. So kÃ¶nne 
z. B. planetare Wellen die Lage von bevorzugten Zyklonenentstehung~gebiet~en ver- 
schieben. Damit ist die Frage nach den Ursachen und Mechanismen der Entstehung 
von planetaren Rossbywellen grundlegend mit den nichtlinearen Wechselwirkungs- 
Prozessen zwischen den verschiedenen rÃ¤umliche Wellenskalen verbunden. 
In den Abschnitten 2.2.1 und 2.2.2 beschreiben wir die Ent,stehu~igsmechanismen 
von synoptischen und planetaren Wellen. Anschliefiend in Abschnitt 2.2.3 gehen wir 
genauer auf den nichtlinearen dynamischen Charakter dieser hIechanismen ein. 
2.2.1 Synoptische Wellen 
Als synopt,ische Wellen bezeichnen wir die synoptischen Zyklonen und Antizyklonen. 
interpretiert als WellenphÃ¤nome die dem zonalsymmetrischen Grundstrom Ã¼berla 
gert sind. Zyklonen sind ein transientes, also zeit,lich verÃ¤nderliche PhÃ¤nomen das 
sich aus InstabilitÃ¤k des Grundstron~es entwickelt. Sie haben eine rÃ¤umlich Aus- 
dehnung von 1000 km bis 5000 km und eine Lebensdauer von Tagen. Nach Abgabe 
ihrer Energie an die Umgebung lÃ¶se sich die synoptischen Zyklonen wieder auf. 
Die Zyklonenentstehung wird vor allem auf barokline InstabilitÃ¤te zurÃ¼ck 
gefÃ¼hrt siehe [Etl96], [Hol92], [Gro93]. Das bedeutet,, dass kleine StÃ¶runge des 
Ausgangszustandes der AtmosphÃ¤r nicht gedÃ¤mpf werden, sondern durch die dy- 
namische InstabilitÃ¤ der AtmosphÃ¤r anwachsen. Der Grundstrom gibt schliefilich 
Energie an das sich abtrennende StrÃ¶mungsmust.e (z. B. Wirbelzelle) ab. Da eine 
Hauptursache fÃ¼ das Anwachsen der InstabilitÃ¤te in der vertikalen Windstruktur 
der AtmosphÃ¤r liegt., gena,uer in der vertikalen Anderung des geostrofischen Windes 
UG. spricht man von baroklinen InstabilitÃ¤ten 
Ein Ã¼bliche MaÂ fÃ¼ die vertikale Anderung des geostrofischen Windes U<- mit 
der HÃ¶h ist der thermische Wind u ~ .  der nach [Etl96] mit  den1 horizont,alen Tem- 
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peraturgradienten verbunden ist. Der groarÃ¤umig meridionale Temperaturgradient, 
siehe Abschnit,t 2.1, der in den Breiten der StrahlstrÃ¶m sein Maximum erreicht. 
induziert einen starken thermischen Wind, so dass dort die BaroklinitÃ¤ der Atmo- 
sphÃ¤r besonders groÂ ist. Neben der StÃ¤rk der ÃŸaroklinita spielen bei der Aus- 
prÃ¤gun der baroklinen InstabilitÃ¤te die statische StabilitÃ¤ der vertikalen Schich- 
tung, die durch das Anwachsen der potenziellen Temperatur charakterisiert wird, 
und der /?-Effekt aus Abschnitt 2.2.2 eine Rolle. FÃ¼ eine geringe statische StabilitÃ¤t 
einen kleinen Wert B und eine starke Baroklinitat steigt die Neigung der AtmosphÃ¤r 
zur Ausbildung von ba,roklinen InstabilitÃ¤ten In mittleren Breiten ist die Parame- 
terk~nste l l~t ion sehr hÃ¤ufi so, dass barokline Instabilitaten entstehen kÃ¶nnen Die 
genaueren ZusammenhÃ¤ng sind z. B. in [Etl96] zu finden. 
Die Energie der synoptischen Zyklonen stammt aus der potenziellen und inne- 
ren Energie der GrundstrÃ¶mung Der Energieaustausch verlÃ¤uf dabei so, dass bei 
der Zyklonenentstehung die horizontalen Temperat,urgradienten der GrundstrÃ¶mun 
durch das Anwachsen der ageostrofischen Windkomponenten der InstabilitÃ¤ abgc- 
schwÃ¤ch werden, siehe [Etl96]. Die BaroklinitÃ¤t der GrundstrÃ¶mun nimmt ab  und 
Energie wird abgegeben. Andererseits nimmt die potenzielle und kinetische Energie 
der InstabilitÃ¤ zu. 
2.2.2 Planetare Wellen 
Zur Charakterisierung der planetaren Rossbywellen in den mittleren Breiten be- 
trachten wir die ursÃ¤chliche Mechanismen, die zur Bildung der Wellen fÃ¼hren Be- 
obachtete Rossbywellen nach ihren anregenden Ursachen einzuteilen ist kompliziert, 
da  die dynamischen Wechselwirkungsprozesse zwischen den verschiedenen rÃ¤umli 
dien Skalen nichtlineare Prozesse sind, die zum Teil auch heute nicht zufriedenstel- 
lend modelliert werden kÃ¶nnen 
Rossbywellen ent,stehen aus StÃ¶runge des gemittelten Grundzustandes der At- 
mosphÃ¤re Durch die ÃŸreitenabhÃ¤ngigke der Corioliskra.ft, siehe Abschnitt 2.2.2, 
erfahren die StÃ¶runge eine rÃ¼cktreibend Kraft, die schlieÂ§lic eine Welle mit zona- 
ler Ausbreitungsrichtung erzeugt. Wir unterscheiden die wellenauslÃ¶sende StÃ¶run 
gen durch ihre anregende physikalische Ursache. Es gibt die orografische Anregung 
(Gebirge), die thermische Anregung (z. B. Anomalien der Ozean-OberflÃ¤,chentempe 
ratur, Temperaturkontraste Land-Ozean, Vegetation und Landnutzungseffekte) und 
die Anregung durch synoptische Zyklonen, siehe [DRH^O3], [Gro93], [Etl96]. Insbe- 
sondere die quantitative Bedeutung der verschiedenen Anregungsmechanismen ist 
bislang nicht geklÃ¤r und Gegenstand der wissenschaftlichen Diskussion. 
Wir wollen nun qualitativ die Entstehung von Rossbywellen mit Hilfe der drei- 
dimensionalen Vorticitygleichung beschreiben. Dazu betrachten wir die AtmosphÃ¤r 
in mittleren Breiten auf der Nordhalbkugel, wo eine ZonalstrÃ¶mun vorherrscht, in 
einem Kanalmodell. Die X-, y- und z-Achsen zeigen dabei in Ost-, Nord- und Verti- 
kalrichtung. Das Geschwindigkeitsfeld U = (U?, W )  besteht aus den Komponenten 
in X-, y- bzw. z-Richtung, siehe Abbildung 2.3. Mit n = (0,O. l)T definieren wir dann 
die Vorticity als die Vertikalkomponente der dreidimensionalen Rotation 
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und erhalten aus den Eulerschen Bewegungsgleichungen mit Corioliskraft die pro- 
gnostische Gleichung 
fÃ¼ die Vorticity, siehe [Etl96]. Dabei haben wir den Vertikalanteil der Corioliskraft 
vernachlÃ¤ssig und bezeichnen mit div, den Horizontalanteil der Divergenz. 
Abbildung 2.3: Kanalmodell der AtmosphÃ¤r 
Vereinfachend gehen wir im Modell von einer konstanten Dichte p und einem 
vernachlÃ¤ssigba kleinen Beitrag des Drehterms (vierter Term der linken Seite) aus. 
Weiter nehmen wir einen geostrofischen Startzustand der AtmosphÃ¤r an. Genau- 
er bedeutet das. dass das Geschwindigkeitsfeld u nur aus den geostrofischen hori- 
zontalen Geschwindigkeitskomponenten (U. V )  besteht. Da nach Abschnitt 2.1.2 der 
Druckgradient meridional von den Polen zum &uator verlÃ¤uft ist (u, U) ein reiner 
Westwind und es gilt V = 0 und C = 0. 
Beachten wir die KontinuitÃ¤tsgleichun 
so vereinfacht sich Gleichung (2.1) zu 
Der ÃŸ-Effek 
FÃ¼ die Auswirkung der Corioliskraft auf StÃ¶runge des Grundstroms betrachten wir 
einen reinen geostrofischen Wind, fÃ¼ den die Vertikzlkomponente w verschwindet. 
Damit lautet die Vorticitygleichung (2.2) 
Dabei bezeichnen wir die meridionale Ableitung des Coriolisparameters f mit Ã = $$. Auf der Nordhalbkugel ist Ã positiv und in mittleren Breiten erhalten wir Ã X 
1.5 . 10-lls-lm"l, siehe [Etl96]. 
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Abbildung 2.4: ÃŸ-Effek im Kanalmodell 
Aus Gleichung (2.3) erkennen wir, dass fÃ¼ den ungestÃ¶rte zonalen Grund- 
strom die Vorticity unverÃ¤nder bleiben wird. Tritt nun lokal eine kleine meridiona- 
le StÃ¶run v > 0 auf, dann wird das betroffene Luftpaket nach Norden ausgelenkt, 
siehe A in Abbildung 2.4. Wegen Gleichung (2.3) ist die VorticityÃ¤nderun des Luft- 
paketes entlang der StrÃ¶mungstrajektori negativ, die Vorticity wird negativ und die 
Trajektorie beschreibt eine Rechtskurve. Wenn das Luftpaket am Punkt B in Ab- 
bildung 2.4 angelangt ist, verlÃ¤,uf die Bewegung wegen v = 0 wieder zonal. Die 
Vorticity C ist weiterhin negativ, so dass das Luftpaket im weiteren StrÃ¶mungsver 
lauf eine negative Meridionalkomponente V < 0 bekommt. Daraufhin wird wegen 
Gleichung (2.3) die VorticityÃ¤nderun des Luftpaketes entlang der Trajektorie po- 
sitiv. Im Punkt C in Abbildung 2.4 wechselt C das Vorzeichen und die Trajektorie 
des Luftpaketes beschreibt eine Linkskurve, usw. 
Das einmal ausgelenkte Luftpaket wird also um seine ursprÃ¼nglich geografische 
Breite schwingen und sich dabei nach Osten bewegen. Die Stabilisierung des zonalen 
Grundstromes durch die Corioliskraft wird auch als ÃŸ-Effek bezeichnet. 
Orografische Anregung 
Wir betrachten die Vorticitygleichung (2.2). FÃ¼ groflrÃ¤umig StrÃ¶mungsvorgÃ¤n in 
mittleren Breiten gelten fÃ¼ die Werte von Vorticity und Coriolisterm die SchÃ¤tzun 
gen Ã &~O-'S-~ und f Ã lO-%-',  siehe [Etl96], [Hol92]. Der Wert der absoluten 
Vorticity (C + f )  wird also immer positiv sein. 
Betrachten wir nun das CberstrÃ¶me eines orografischen Hindernisses, etwa eines 
Berges. Beim AnstrÃ¶me des Berges weicht die StrÃ¶mun dem Berg in vertikaler 
Richtung aus. Damit nimmt die vertikale Windgeschwindigkeit nach unten hin zu, 
also 2 < 0. Hinter dem Berg bewegt sich die StrÃ¶mun wieder vertikal in den 
mittleren Zustand, die vertikale Windgeschwindigkeit wechselt das Vorzeichen und 
hat am Boden die grÃ¶Â§t Absolutwerte, also > 0. Es folgt damit vor dem Berg 
% < 0 und nach dem Berg 2 > 0 fÃ¼ die StrÃ¶mung 
Die Wirkung des Berges auf den Startzustand ist also eine stÃ¤rke werdende 
Siidauslenkung der StrÃ¶mun vor dem Berg und eine AbschwÃ¤chun der meridiona- 
len Geschwindigkeitskomponente nach dem Berg, siehe Abbildung 2.5. In1 weiteren 
StrÃ¶mungsverlau verursacht diese Auslenkung wegen des /?-Effektes die AusprÃ¤gun 
von zonal ausgedehnten Wellen, den Rossbywellen. 
Da die dynamische GrÃ¶Â Vorticity C direkt auch das StrÃ¶mungsfel u bestimmt, 
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Abbildung 2.5: Orografische Anregung von Rossbywellen 
ist die Interpret,ation von als passiv mitstrÃ¶mend GrÃ¶fi natÃ¼rlic eine vereinfa- 
chende Sichtweise. Diese reicht hier aber aus, um die durch die StÃ¶run verursachte 
Dynamik qualitativ zu beschreiben. 
Mit Hilfe der Divergenzfreiheit der StrÃ¶mun und der linearisierten barotropen 
Vorticitygleichung, die die Dynamik der Abweichung <," vom zonalen Mittelwert C 
beschreibt, kann man die Phasengeschwindigkeit C der Rossbywelle genauer bestinl- 
men, siehe [Etl96]. Im Grundstrom mit der Geschwindigkeit U ~ J  haben Wellen mit 
der WellenlÃ¤ng L die Geschwindigkeit 
Danach ist die WellenlÃ¤ng einer stationÃ¤re Welle ( c  = 0) fÃ¼ uo w 1 5 m s 1  und 
Ã w 1.5.  1 0 ^ s l m l  rund L Ã 6300km. AuÂ§erde erkennen wir, dass die Aus- 
breitungsrichtung der Rossbywelle immer westwÃ¤rt relativ zur zonal gemittelten 
GrundstrÃ¶mun erfolgt. 
Thermische Anregung 
Die qualitative Beschreibung der thermischen Anregung von Rossbywellen erfolgt 
wie bei der orografischen Anregung mit der Vorticitygleichung (2.2). 
Die thermische Anregung von Rossbywellen wird durch eine StÃ¶run der Verti- 
kalbewegung der LuftsÃ¤ul verursacht. Um einen Zusammenhang zwischen der Ver- 
tikalgeschwindigkeit W und der diabatischen Energiequelle zu erhalten, benÃ¶tige 
wir den ersten Hauptsatz der Thermodynamik fÃ¼ diabatische Prozesse 
siehe [Etl96]. Dabei sind T die Temperatur, cÃ die spezifische WÃ¤rmekapazitÃ bei 
konstantem Druck und Q die vorgegebene Netto-WÃ¤rmemenge die angibt, wieviel 
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WÃ¤rm dem Medium pro Zeit und Masse zugefÃ¼hr wird. Da der geostrofische Wind 
entlang von Isobaren ~ e r l ~ u f t ,  Ã¤ll die totale Zeitableitung entlang der horizontalen 
StrÃ¶mun fÃ¼ p weg. Weiter teilen wir den Advektionsterm fÃ¼ T in den geostrofi- 
sehen und ageostrofischen Anteil auf. Es folgt 
Wegen der idealen Gasgleichung, kÃ¶nne wir im ersten Term die Temperatur T durch 
den Druck p ersetzen. Da wir bereits wissen, dass die totale Zeitableitung entlang 
der horizontalen StrÃ¶mun fÃ¼ p wegfÃ¤llt fÃ¤ll damit auch die totale Zeitableitung 
weg. FÃ¼ die potenzielle Temperatur 
definieren wir im z-System nach [Hol921 und [Grog31 den statischen StabilitÃ¤tspara 
meter S, durch 
T 96 9T l 9p s . - - = - - - 
z ' 09z9z cppaz. 
Dann lautet der erste Hauptsatz auch 
Setzen wir dies in die Vorticitygleichung (2.2) ein, erhalten wir 
Wird nun die AtmosphÃ¤r lokal an der ErdoberflÃ¤ch diabatisch erwÃ¤rmt z. B. 
durch eine warme MeeresstrÃ¶mung dann wird der dort vertikale Gradient 2 der 
WÃ¤rmequell negativ. Da wir fÃ¼ die orografische Anregung gesehen haben, dass die 
absolute Vorticity + f in mittleren Breiten ein positives Vorzeichen hat ,  resultiert 
daraus eine lokale Verringerung der Vorticity. Analog dazu resultiert aus einer lokalen 
diabatischen AbkÃ¼hlun der ErdoberflÃ¤ch eine lokale VerstÃ¤rkun der Vorticity. 
Damit veruracht eine diabatische WÃ¤rmequell Q eine StÃ¶run in der Vorticity (,. 
Durch den ÃŸ-Effek kann sich damit eine planetare Rossbywelle ausbilden. 
AusfÃ¼hrlich Betrachtungen der thermischen Anregung von Rossbywellen zeigen 
eine komplexe dynamische Reaktion auf die StÃ¶run des Grundstromes durch die 
WÃ¤rmequell Q, siehe [Gro93]. 
Anregung durch transiente synoptische PhÃ¤nomen 
Neben den in den letzten beiden Abschnitten erwÃ¤hnte Anregungsmechanisnien 
sind auch tra,nsiente synoptische PhÃ¤nomene wie z. B. transiente Zyklonen, Ursache 
fÃ¼ la,ngwellige Rossbywellen. Aus Beobachtungsdaten wissen wir, dass ein Teil der 
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Energie der transienten Zyklonen nach deren AuflÃ¶sun an die GrundstrÃ¶mun ab- 
gegeben wird, siehe [Gro93], [Etl96]. Die genauen Mechanismen dieses nichtlinearen 
Energietransports und insbesondere quantitative Aussagen dazu sind uneinheitlich 
in der Literatur und weiter Gegenstand der Forschung, siehe [DRH^'O3], [Gro93], 
[OV82]. Deshalb beschreiben wir an dieser Stelle nur verbal die Anregung von Ross- 
bywellen durch transiente synoptische PhÃ¤nomene 
Den Momentanzustand der AtmosphÃ¤r kÃ¶nne wir mit Hilfe einer sphÃ¤rische 
Spektralanalyse durch seine Komponenten bezÃ¼glic der sphÃ¤rische harmonischen 
Funktionen darstellen, siehe [Mac79]. Damit ergibt sich eine Verteilung der kine- 
tischen Energie E in der AtmosphÃ¤r auf die verschiedenen WellenlÃ¤ngen Durch 
nichtlineare dynamische Prozesse kann zwischen den verschiedenen WellenlÃ¤nge 
kinetische Energie ausgetauscht werden. Beispielsweise wird durch turbulente Dif- 
fusion Energie von den lÃ¤ngere zu den kÃ¼rzere WellenlÃ¤nge transportiert. Um- 
gekehrt geben die synoptischen Wellen in Form von Zyklonen und Antizyklonen 
w5hrend ihrer AuflÃ¶sun Energie an planetare Wellen in Form der zonalen Grund- 
strÃ¶mun ab, siehe [Gro93], [Etl96]. Diesen Vorgang des Energieaustausches nennen 
wir Energiekaskade. Als Ergebnis der Energiekaskade bildet sich ein Gleichgewichts- 
zustand heraus, der schematisch in Abbildung 2.6 (aus [Gro93, Abschnitt 9.51) zu 
sehen ist. Wir erkennen, dass ein GroÂ§tei der kinetischen Energie in den planetaren 
Wellen vorhanden ist. 
. 
1 2 3 10 30 
sphÃ¤rische Skalenindex n, 
Abbildung 2.6: Nichtlineare Energiekaskade, schematisch aus [Grog31 
Zur Veranschaulichung der Energiekaskade betrachten wir eine divergenzfreie 
StrÃ¶mun in einem eindimensionalen Intervall I = (0,2?r). Die StrÃ¶mun soll nur 
die drei fixierten Wellenzahlen < < & E N annehmen kÃ¶nne und erfÃ¼ll fÃ¼ 
die Vorticity C die Randbedingungen 
Die Geschwindigkeit u und die Vorticity C stellen wir dann durch die Stromfunktion 
$ dar und es gilt 
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Wir nehmen an, dass Energie E und Enstrofie V erhalten bleiben, dass also gilt 
Zu den harmonischen Funktionen ')), = sin(k,x) betrachten wir die Zerlegung $ = 
a; $t der Stromfunktion und definieren die Energieanteile von ')) bezÃ¼glic der 
Wellenzahlen 
E, := "-Vifc V')),. 
I 
Es folgt damit 
Damit schreiben wir die Energie- und Enstrofieerhaltung in den Gleichungen (2.5), 
(2.6) mit den Energieanteilen 
Fassen wir beide Gleichungen zusammen, erhalten wir schlieÂ§lic 
Wird nun der Energieanteil E2 der mittleren WellenlÃ¤ng ky, durch einen dynami- 
schen Prozess verringert, so mÃ¼sse sich wegen ki < ky < ks die Energieanteile 
EI und Es der kleineren und grÃ¶Â§er Wellenzahlen erhÃ¶hen Die Energiekaskade 
verlÃ¤uf also nicht nur in eine Richtung. Inbesondere muss auch Energie von der 
kleineren in die grÃ¶Â§e WellenlÃ¤ng transportiert werden. 
2.2.3 Nichtlineare Skalenwe~hselwi~kungen 
In Abschnitt 2.2.1 haben wir gesehen, dass synoptische Wellen wÃ¤hren ihrer Ent- 
stehungszeit von der Lage und Struktur der planetaren Wellen (Ã¼be das MaÂ an 
BaroklinitÃ¤ und statischer StabilitÃ¤ und die Energieaustausch) beeinflusst werden. 
Ein weiteres Beispiel fÃ¼ die Beeinflussung synoptischer Wellen durch planetare Wel- 
len ist die Korrelation der Zyklonenzugbahnen mit den StrahlstrÃ¶me in mittleren 
18 KAPITEL 2. ATMOSPHARISCHE MULTISKALENPROZESSE 
Breiten, siehe [Gro93]. Aufierdeni haben wir in Abschnitt 2.2.2 gesehen, dass durch 
synoptische Wellen planetare Wellen angeregt werden kÃ¶nne und Energie von der 
synopt,ischen Skala zur planetaren Skala hin transportiert wird. Synoptische Wellen 
sind &mit auch Ursache fÃ¼ die AusprÃ¤gun von planetaren Wellen. 
Mit dieser Sichtweise treten die synoptischen Wellen und die planetaren Wellen 
jeweils wechselseitig als Ursache fÃ¼ die Entstehung des anderen Ph$nomens auf. 
Das bedeutet aber, dass das System eine nichtlineare Dynamik mit wechselseitigen 
AbhÃ¤ngigkeite der Systemkomponcnten enthÃ¤lt Da durch diese nichtlineare Dy- 
namik ein Energieaustausch insbesondere zwischen den raumlichen Skalen erzeugt 
wird, kÃ¶nne wir diese Wechselwirkungen auch als Ursache fÃ¼ die nichtlineare Ener- 
giekaskade in Abschnitt 2.2.2 interpretieren. 
Die Beschreibung der Ursachen und Mechanismen der AusprÃ¤gun von plane- 
taren Wellen wird damit zu einem komplexen nichtlinearen dynamischen Problem, 
welches auf Wechselwirkungprozessen zwischen verschiedenen raumlichen Wellens- 
kalen basiert. 
2.3 Planetare Wellen in einem Flachwassermodell 
In Abschnitt 2.2 wurde der Zusammenhang zwischen den Entstehungsmechanismen 
von planetaren Rossbywellen und den Wechselwirkungsprozessen zwischen verschie- 
denen rÃ¤umliche Skalen qualitativ beschrieben. Diese Skalenwechselwirku~~gspro- 
zesse beschreiben wir in diesem Abschnitt qualitativ in einem Flachwasserniodell 
der AtmosphÃ¤re Obwohl etwa bei der Entstehung der synoptischen Wellen barokli- 
ne Prozesse eine wesentliche Rolle spielen. siehe Abschnitt 2.2.1. kÃ¶nne wir einige 
Mechanismen aus Abschnitt 2.2 im barotropen Flachwassermodell modellieren. 
Die barotrope Flachwasserapproximation vereinfacht die dreidimensionalen pri- 
mitiven Gleichungen der AtmosphÃ¤re die nach [Etl96], [Lan02], [Dut95] und [Jam94] 
die grundlegenden prognostischen Gleichungen fÃ¼ die Beschreibung physikalischer 
Prozesse in der AtmosphÃ¤r darstellen. FÃ¼ die At,mosphÃ¤renmodellierun bieten 
sich die zweidimensionalen Flachwassergleichungen deswegen an, weil einerseits der 
Aufwand fÃ¼ deren numerische LÃ¶sun im Vergleich zu den primitiven Gleichun- 
gen gering erscheint und andererseits weil ein Teil der horizontalen atmosphÃ¤rische 
Dynamik noch beschrieben werden kann. 
Wir betrachten im Folgenden, analog zu Abschnitt 2.2.2, die AtmosphÃ¤r der 
mitt,leren Breiten in einem Kanalmodell diesmal auf der Grundlage der Flachwas- 
sergleichungen. Durch die qualitative Diskussion der Gleichungen erkennen wir, dass 
durch orografische und thermische Anregung planetare Rossbywellen erzeugt werden 
kÃ¶nnen 
2.3.1 Formulierung der Gleichungen 
Da in den mittleren Breiten nach Abschnitt 2.1.2 in der AtmosphÃ¤r eine Zonal- 
strÃ¶mun vorherrscht, betrachten wir die AtmosphÃ¤r der mittleren nÃ¶rdliche Brei- 
ten in einem dreidimensionalen Kanalmodell, siehe Abbildung 2.3. Dazu zeigen die 
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X-, y- und z-Achse in Ost-, Nord- und Vertikalrichtung. Das Geschwindigkeitsfeld 
besteht aus den Komponenten in X-, y- und z-Richtung. 
Fiir die Flachwasserapproxirnation gehen wir von einer konstanten Dichte p des 
Mediums und einer geringen vertikalen Ausdehnung der AtmosphÃ¤i aus Als Ei-  
gebnis der Approximation erhalten wir im nun zweidimensionalen Kanalrnodell mi t  
den horizontalen Koordinatenachsen X und y,  die zweidimensionalen Flachwasser- 
gleichungen 
& u + u . V u + V @ = - f n x u ,  (2.7) 
at@ + U .  V(@ - QÃŸ + (@ - $5 )  d ivu  = 0 (2.8) 
fÃ¼ das horizontale Geschwindigkeitsfeld U = ( U ,  V )  und das Geopotenzialfeld @, sie- 
he [LanOZ], [Ped87], [Beh96] und Abbildung 2.7. ist dabei das Geopotenzialfeld 
der Orografie, f der Coriolisparameter, siehe Anhang D, und fiir das Kreuzpro- 
dukt mit dem Vertikalvektor n = (0,0, l ) T  in Gleichung (2.7) interpretieren wir den 
Geschwindigkeitsvektor U als dreidimensionalen horizontalen Vektor (U, V$). Fiir 
dieses zweidimensionale Kanalmodell der Flachwassergleichungen verzichten wir auf 
eine Herleitung, da  wir in Kapitel 3 ausfÃ¼hrlic die Flachwasserapproximation fÃ¼ die 
globalen primitiven Gleichungen behandeln werden. Da die prognostischen GrÃ¶Â§ 
das vektorwertige Geschwindigkeitsfeld U und das Geopotenzialfeld @ sind, nennen 
wir die Gleichungen (2.7); (2.8) auch die Vektorformulierung der Flachwasserglei- 
chungen. 
y-Achse x-Achse 
Abbildung 2.7: Flachwasserschicht mit Geschwindigkeitsfeld (u.v) und Geopotenzialfeld 
@ 
Betrachten wir anstelle des Geschwindigkeitsfeldes U im zweidimensionalen Ka- 
nalmodell die Vorticity C = rot u und die Divergenz 6 = d ivu  als prognostische 
GrÃ¶Â§ der Flachwassergleichungen, erhalten wir die skalaren Flachwassergleichun- 
gen. Diese berechnen wir aus der Impulsbilanz (2.7) durch Anwendung der zweidi- 
mensionalen Rotations- und Divergenzoperatoren 
rot U := QZv - ayu, div U := &U + aYv. 
Damit lauten die skalaren Flachwassergleichungen 
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2.3.3 Anregung planetarer Wellen 
Analog zu Abschnitt 2.2.2 wollen wir die Entstehung von planetaren Rossbywellen 
anhand der vereinfachten skalaren Flachwassergleichungen (2.12) - (2.14) untersu- 
chen. 
Wie in Abschnitt 2.2.2. tritt wegen des Terms -U Ã in der Vorticitygleichung 
(2.14) der zonalwindstabilisierende ÃŸ-Effek auf. Die rÃ¼cktreibend Kraft in Meri- 
dionalrichtung gegenÃ¼be kleinen StÃ¶runge ist damit als Grundvorausset,zung fÃ¼ 
die Entstehung von Rossbywellen auch fÃ¼ die Flachwassergleichungen vorhanden. 
Daher untersuchen wir nun, wie orografische und thermische StÃ¶runge Wellen in 
der ZonalstrÃ¶mun anregen kÃ¶nnen 
Orografische Anregung 
FÃ¼ die orografische Anregung durch einen Berg und ein Tal betrachten wir eine kon- 
stante Orografiefunktion mit einer aufgeprÃ¤gte lokalen sinusfÃ¶rmige StÃ¶rung 
Seien L > 0 die horizontale Ausdehnung und H > 0 die HÃ¶h des Berges, dann 
definieren wir 
Wegen der Geop~tenzi~lgleichung (2.12) bleibt die Schichtdicke @-G konstant ent- 
lang der StrÃ¶mung Der Berg im Orografiefeld muss daher auch im Geopotenzialfeld 
mit der mittleren HÃ¶h Ho > 0 auftreten, d. h.  
277 Ho + H sin(- X) ,  fÃ¼ X E (0, L) 
^(x ,Y)  = L 
Ho: sonst 
Mit der Divergenzgleichung (2.13) geht diese StÃ¶run auf das Divergenzfeld Ã¼be 
und wir erhalten 
Betrachten wir nun die StrÃ¶mun Ã¼be dem Berg (0 < X < L/2), so wird hier 
die Divergenz 6 vergrÃ¶fler und es folgt Å¸be dem Berg 6 > 0. Im anschliefienden 
Tal (L/2 < X < L)  verringert sich 6 wieder, so dass nach der OrografiestÃ¶run 
(L < X) die Divergenz wieder Null ist, also 6 = 0. Da die Divergenz Å¸be der 
gesamten OrografiestÃ¶run positiv ist, wird durch den Divergenzterm ((, + f )  6 in 
der Vorticitygleichung (2.14) die Vorticity negativ. Die StrÃ¶mun wird also nach 
SÃ¼de hin abgelenkt. 
Da die dynamischen GrÃ¶Â§ Vorticity (, und Divergenz 6 direkt auch das 
StrÃ¶mungsfel u bestimmen, ist die Interpretation von (, und 6 als passiv mit- 
strÃ¶mend GrÃ¶fle natÃ¼rlic eine vereinfachende Sichtweise. Diese reicht hier aber 
aus, um qualitativ die Dynamik der StÃ¶run zu beschreiben. 
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Thermische Anregung 
Anders als bei der orografischen Anregung von planetaren Rossbywellen, fÃ¼ die  die 
Orografiefunktion $ B  direkt auf die Dynamik Einfluss hat, gibt es in den Flachwas- 
sergleichungen nur eine parametrisierte MÃ¶glichkeit den Einfluss einer diabatischen 
WÃ¤rmequell zu berÃ¼cksichtigen Die durch die ErwÃ¤rmun verursachten vertika- 
len StÃ¶runge werden dabei mit Hilfe der dreidimensionalen Divergenzfreiheit in 
StÃ¶runge der horizontalen Divergenz umgerechnet. 
Wie in Abschnitt 2.2.2 erhalten wir zu einer lokalen diabatischen WÃ¤rmequell 
Q mit dem ersten Hauptsatz der Thermodynamik die Ausbildung einer diabatisch 
verursachten StÃ¶run W' der Vertikalgeschwindigkeit, siehe Gleichung (2.4). In  den 
Flachwassergleichungen (2.7), (2.8) gibt es aber nur die horizontalen Komponent,en 
(U', V') der StÃ¶run des Geschwindigkeitsfeldes. Deshalb drÃ¼cke wir die dynamische 
Auswirkung von W' in den Flachwassergleichungen dadurch aus. dass W' wegen der 
dreidimensionale Divergenzfreiheit (KontinuitÃ¤tsgleichung p=konst.) der StrÃ¶mun 
diagnostisch mit dem horizontalen StÃ¶rungsantei (U', V ' )  durch die Gleichung 
zusammenhÃ¤.ngt Aus der diabatischen WÃ¤rmequell Q resultiert damit eine StÃ¶run 
der zweidimensionalen Divergenz durch 
Betrachten wir die vertikale Mittelung Qz von a^ , so erhalten wir aus der Vortici- 
tygleichung (2.14) die Vorticitygleichung mit thermischer Anregung 
Mit den gleichen Argumenten wie in Abschnitt 2.2.2 fÃ¼ die thermische Anregung 
erkennen wir. dass durch eine lokale dia,batische WÃ¤rmequell Qz in der Vorticity- 




Die Flachwassergleichungen beschreiben die horizontale Bewegung in einer dÃ¼nne 
AtmosphÃ¤renschicht Ausgehend von den primitiven Gleichungen in der dreidimen- 
sionalen AtmosphÃ¤r erhalten wir mit der Flachwasserapproximation zweidimen- 
sionale Bewegungsgleichungen fÃ¼ die horizontalen Geschwindigkeitskomponenten, 
siehe [Dut95], [Lan02], [Etl96]. Die Flachwassergleichungen haben fÃ¼ die Modellie- 
rung dynamischer Prozesse in der AtmosphÃ¤r eine groÂ§ Bedeutung, da einerseits 
deren numerische LÃ¶sun einfacher ist als fÃ¼ die vollen primitiven Gleichungen und 
a,ndererseits noch reale physikalische PhÃ¤nomen beschrieben werden kÃ¶nnen z. B. 
wie in Abschnitt 2.3.3 die Anregung von planetaren Rossbywellen. Will man plane- 
tare WellenphÃ¤nomen simulieren, reicht es nicht, die Flachwassergleichungen nur 
auf einem zweidimensionalen Gebiet zu betrachten, sondern man muss die Flach- 
wassergleichungen global auf der gesamten SphÃ¤r formulieren. In den letzten 20 
Jahren gab es dazu za,hlreiche Arbeiten, die verschiedene AnsÃ¤tz zur numerischen 
LÃ¶sun der Flachwassergleichungen auf der SphÃ¤r verfolgten, z. B. [GPF03], [RR02], 
[Tol02], [LBVOl], [TTSGOl], [SP99] [HH02], [SWD97], [CS90], [BSH90], [MO87]. 
In der vorliegenden Arbeit betrachten wir die Flachwassergleichungen auf der 
SphÃ¤r in einem erdfesten Koordinatensystenl. Damit interpretieren wir die sphÃ¤ri 
schen Gleichungen eingebettet in den K3 und definieren die tangentialen Differen- 
zialoperatoren als horizontale Projektionen der dreidimensionalen Differenzialope- 
ratoren auf die SphÃ¤re siehe Anhang B, [Dzi88] [Sch93], [SiegO], [HH02]. 
Im gesamten Kapitel benutzen wir die Einsteinsche Summenkonvention. Tritt 
also ein Index innerhalb eines Terms mehrfach auf. so wird der Term Ã¼be den 
Wertebereich des Index summiert. In Abschnitt 3.1 beginnen wir mit der Flachwas- 
serapproximation der primitiven Gleichungen und erhalten die sphÃ¤rische Flach- 
wassergleichungen in der Vektorformulierung. Danach leiten wir in Abschnitt 3.2 
die skalare Formulierung der sphÃ¤rische Flachwassergleichungen her und zeigen die 
Ã„quivalen zur Vektorformulierung. Nachdem wir in den Abschnitten 3.3 und 3.4 
die Skalierung auf die SphÃ¤r mit dem Erdradius Ro > 0 und die Erhaltungseigen- 
schaften der Flachwassergleichungen betrachtet haben, leiten wir in Abschnitt 3.5 
analytische LÃ¶sunge der Flachwassergleichungen her. 
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3.1 Vektorformulierung 
Die Herleitung der Flachwassergleichungen auf der SphÃ¤r erfolgt analog zur Flach- 
wasserapproximation im ebenen zweidimensionalen Gebiet. siehe [Lan02]. Ausge- 
hend von den reibungsfreien primitiven Gleichungen fÃ¼hre uns die drei Annahmen 
-4-1 - A-3 zur Flachwasserapproximation der primitiven Gleichungen. 
A-1: Das Medium hat eine konstante Dichte p = honst. 
-4-2: Die horizontalen Geschwindigkeitskomponenten sind wesentlich grÃ¶Â§ als die 
vertikalen Komponenten. 
A-3: Die vertikale Scherung der horizontalen Geschwindigkeitskomponenten kann 
geostrofisch approximiert werden. 
Die Annahme A-1 kÃ¶nne wir wegen Vp = 0 auch als Barotropiebedingung interpre- 
tieren. Die Annahme A-2 ist typischerweise in einer AtmosphÃ¤renschich mit kleiner 
vertikaler und grofier horizontaler Ausdehnung erfÃ¼llt Da wegen der Barotropie- 
bedingung in Annahme A-1 der geostrofische Wind hÃ¶henunabhÃ¤ng ist, bedeutet 
die Annahme A-3 praktisch die HÃ¶henunabhÃ¤ngigke der horizontalen Geschwin- 
digkeitskomponenten. 
In Abschnitt 3.1.1 notieren wir mit der Nutzung der Annahme A-1 die reibungs- 
freien primitiven Gleichungen in einer AtmosphÃ¤renschich konstanter Dichte. Da- 
nach formulieren wir in Abschnitt 3.1.2 die horizontalen und vertikalen Komponen- 
ten der Gleichungen getrennt. In den Abschnitten 3.1.3 und 3.1.4 nutzen wir dann 
mit der sphÃ¤rische Reskalierung und der Approximation der Windscherung die 
Annahmen A-2 und A-3 fÃ¼ die Herleitung der Flachwassergleichungen aus. 
3.1.1 Die primitiven Gleichungen 
Ausgangspunkt unserer Betrachtungen sind die reibungsfreien primitiven Gleichun- 
gen in einer dreidimensionalen AtmosphÃ¤renschicht Wir benÃ¶tige zunÃ¤chs einige 
Definitionen. T > 0 sei ein beliebig fixierter Zeitpunkt, I = (0,T) ein Zeitintervall, 
Rn der Erdradius, BE das Geopotenzial und 0 die Winkelgeschwindigkeit der Erde. 
siehe auch Anhang D. Dazu sei der Winkelgeschwindigkeitsvektor definiert durch 
n = (O,O, 
Definition 3.1.1 (Normierter Radialvektor) FÃ¼ alle X E R3 \ {O} definieren 
wir die Funktion 
n(x) ist der normierte Rudiuluektor im Punkt X ? K3 \ {O}. 
Definition 3.1.2 (SphÃ¤re FÃ¼ den Radius R > 0 definieren wir die SphÃ¤r durch 
SR := {X E K3 1 ~~x~~ = R}. 
FÅ¸ R = 1 heij3t S := Si die EinheitssphÃ¤re 
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FÃ¼ jeden Punkt X E SR ist der normierte Radialvektor n(x) gleichzeitig der aufiere 
Einheitsnormalenvektor an Sn. 
Die Atmospharenschicht habe einen oberen und einen unteren Rand, der jeweils 
durch die zeitabhangige Schichtdickenfunktionen h : S X I I R>o und die Orogra- 
fiefunktion h'ge : S I festgelegt wird. Dabei ordnen h: bzw. h'gE einem Punkt 
auf 5 die HÃ¶h der darÅ¸berliegende Schicht bzw. Orografie zu. FÃ¼ die maximale 
Schichtdicke definieren wir dann 
Wir definieren als Atmospharenschicht 
FÃ¼ den Fall einer reibungsfreien StrÃ¶mun in einer dreidimensionalen Atmospha- 
renschicht sind die Impulsgleichungen Eulersche Bewegungsgleichungen. Die Konti- 
nuitÃ¤tsglcichun der primitiven Gleichungen wird mit der Annahme A-1 zur For- 
derung der Divergenzfreiheit der StrÃ¶mung Damit lauten die primitiven Gleichun- 
gen in der dreidimensionalen Atmospharenschicht G F Ã ¼  das Geschwindigkcitsfeld 
V : G> I I IR3 und das Druckfeld q : G", I I K 
div V = 0, 
siehe auch [Dut95], [Lan02], [Etl96], 
Im Sinne einer kompakteren Darstellung werden wir anstelle der Gleichungen 
auf Gbormie r t e  Gleichungen auf der normierten Schicht 
betrachten. Dabei sind hm = h'g^/Ro und he = h f i  die normierten Schichtdi- 
cken. Es gilt dann fÃ¼ die maximale Schichtdicke 
E = max hg (X). 
 es 
In Abbildung 3.1 sind die EinheitssphÃ¤r S und die normierte Schicht Ge zu sehen. 
Die dazugehÃ¶rend kinematische Skalierung fÃ¼ die Funktionen lautet 
1 1 
u(x )  := - v(R0 X), 
~ ( x )  := 7 q(Ro X), Vx G,. 
Ro Ro 
Fassen wir Druck und Geopotenzial in der potenzialkorrigierten Druckvariablen 
zusammen, so lauten die normierten primitiven Gleichungen in der Schicht Ge 
a t u + u . v u + v P 1 = - ~ O X U - n x  ( O X X ) ,  (3.3) 
d i v u  = 0. (3.4) 

gilt. SchlieÂ§lic kÃ¶nne wir auch die InkompressiblitÃ¤tsgleichun (3.4) in die BeitrÃ¤g 
durch die orthogonalen Komponenten von u zerlegen: 
div. us + n . Vw + w div n = 0. (3.7) 
Neben den Gleichungen (3.5); (3.6) und (3.7) werden wir in Abschitt 3.1.4 auch 
noch zwei weitere sphÃ¤risc reskalierte Gleichungen benÃ¶tigen Genauer sind das 
Dabei nutzen wir die Einsteinsche Summenkonvention, die auch fÃ¼ das gesamte 
Kapitel gelten soll. 
3.1.3 Die sphÃ¤risch Reskalierung 
In diesem Abschnitt, nutzen wir die Annahme A-2 der Flacl~wasserapproxin~ation. 
Wir fÃ¼hre dazu eine sphÃ¤risch Reskalierung fÃ¼ die orthogonalen Komponenten in 
den Gleichungen (3.5) - (3.9) durch. 
Die Annahme A-2 besagt, dass in der Schicht Ge die horizontalen Geschwin- 
digkeitskomponenten der StrÃ¶mun wesentlich grÃ¶Â§ als die vertikalen Komponen- 
ten sind. Um diese Annahme fÃ¼ die Gleichungen (3.5) - (3.9) nutzen zu kÃ¶nnen 
fÃ¼hre wir eine sphÃ¤risch Reskalierung durch und transformieren die Gleichungen 
auf ein von E unabhÃ¤ngige Gebiet G. Dadurch wird zum einen die Geometrie des 
Gebietes Ge verÃ¤nder und zum anderen werden die horizontalen und vertikalen Ge- 
schwindigkeitskomponenten verschieden skaliert. Im Gebiet G betrachten wir dann 
die Gleichungen fÃ¼ den Fall von sehr kleinem E <Â¤ 1. Dadurch kÃ¶nne wir Terme 
vernachlÃ¤ssige und erhalten nach der Riickt,ransformation auf das Gebiet GE die 
reskalierten Gleichungen. Dieser Prozess stellt den Grenzfall fÃ¼ sehr dÃ¼nn Schich- 
ten Ge mit der entsprechenden kinematischen Skalierung der dynamischen GrÃ–Be 
dar. Diese Form der Reskalierung wurde fiir den dreidimensionalen Fall zur mathe- 
matischen Rechtfertigung der hydr~st~atischen Approximation in diinnen Schichten 
in [AG011 angewendet. 
Wir beginnen mit der Definition des Transformationsgebietes G, dessen Schicht- 
dicke immer von der Dimension 1 sein soll: 
Die Zuordnung der Punkte aus G und G wird durch die Abbildung 9 : G Ã‘ Ge 
realisiert. Entsprechend der Transformation der Schichten fuhren wir die dazu- 
gehÃ¶rend kinematische Skalierung des Geschwindigkeitsfeldes U durch. Die ho- 
rizontalen Gescl~windigkeitskomponenten U. sollen so transformiert werden. dass 
die tangentialen Gradienten erhalten bleiben. Die vertikale Gcschwindigkeitskompo- 
nente w hingegen soll mit dem Faktor E skaliert werden. Das Geschwindigkeitsfeld 
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Abbildung 3.3: Originale Schicht Ge, Geschwindigkeitsfeld U ;  Transformationsgebiet G, 
Geschwindigkeitsfeld U& 
U &  : G Ã‘ R3 und das Druckfeld P', : G Ã‘ R ergeben sich damit durch 
Die Radiusskalierungsfunktion X : G Ã‘ R wird dabei durch p mit, 
definiert. Im weiteren werden wir die Argumenttransformation ip weglassen, wenn 
keine Irritationen zu befÃ¼rchte sind. Wie oben gefordert. gelten fÃ¼ die zu U& 
gehÃ¶rende Komponenten u E  = uE.s + wE n die Beziehungen 
und damit insbesondere V, U ,  = V, u E s .  
Damit erhalten wir die transformierten Gleichungen (3.6). (3.5). (3.7) auf G: 
div, ue,s + n . VwE + E A wE div n = 0. 
Ebenso berechnen wir die transformierte Form der Gleichungen (3.8) und (3.9) auf 
G. 
Als die formale Umsetzung von Annahme A-2 betrachten wir nun den Fall von sehr 
kleinem E Ã§: 1. Zum einen bedeutet das, dass die Schicht GE sehr dÃ¼n ist. Zum 
anderen entspricht dies wegen der unterschiedlichen Skalierung der orthogonalen 
Geschwindigkeit,skomponent~en von U der Annahme, dass der Betrag des horizontalen 
Geschwindigkeitsfeldes us sehr viel grÃ¶Â§ als der der vertikalen Komponente w ist. 
Wir kÃ¶nne damit in den transformierten Gleichungen die Terme mit dem Faktor E 
weglassen. Anschlieflend transformieren wir diese vereinfachten Gleichungen wieder 
zurÃ¼c auf das Gebiet GE und erhalten 
n .  V p '  = 0, 
div, U,$ + n . V w  = 0 
und 
n .  V ( V s  P )  = V s ( n .  V p ) ,  (3 .14)  
n V(divs us) = div, (n  . V u s ) .  (3 .15)  
Die Gleichung (3 .12)  fiir die potenzialkorrigierte Druckvariable p' ist die hydrosta- 
tische Approximation fÃ¼ den Druck p in der dÃ¼nne Schicht GE. 
Damit haben wir durch die Annahme A-2 mit System (3 .11)  - (3 .13)  die res- 
kalierten Gleichungen zu System (3 .3 ) ,  (3 .4 )  in GE gewonnen. Weiterhin folgen aus 
(3 .8) ,  (3 .9)  die reskalieiten Gleichungen (3.14).  (3 .15) .  
3.1.4 Geostrofische Approximation 
Die reskalierten Gleichungen (3 .11)  - (3.1.5) bilden in diesem Abschnitt die Grund- 
lage fÃ¼ die Anwendung der Annahme A-3 als Teil der Flachwasserapproxin~ation. 
Wir formulieren zunÃ¤chs die hydrostatische Approximation fÃ¼ den Druck p und 
stellen damit den Zusammenhang zwischen Druck und geopotenzieller HÃ¶h <& der 
Schicht, her. Anschliehnd nut,zen wir die Annahme A-3  der Flachwasserapproxima- 
tion, die die vertikale AbhÃ¤ngigkei der horizont,alen Gleichungskomponenten besei- 
tigt. Schliefilich leiten wir die prognostische Gleichung fÃ¼ die geopotenzielle HÃ¶h 
c& her. 
ZunÃ¤chs wollen wir in Gleichung (3.11) die potenzialkorrigiert,e Druckvariable p' 
durch die geopotenzielle HÃ¶h G der Schicht ausdrÃ¼cken Dazu kÃ¶nne wir mit der 
Definition in Gleichung (3 .2)  zunÃ¤chs den Term V s  P' in G& durch den Druckgradi- 
eilten ersetzen, d a  der tangentiale Gradient des Geopotentials V ,  BE verschwindet, 
d. h. 
l 
V S p 1  = - V s p .  (3.16) 
P 
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Wir leiten nun den Zusammenhang zwischen dem Druck p und der geopotenziellen 
HÃ¶h $ her. Setzen wir in Gleichung (3.12) die Definition (3.2) ein, so folgt fÃ¼ den 
vertikalen Druckgradienten 
Damit erkennen wir, dass die Gleichung (3.12) tatsÃ¤chlic die hydrostatische Ap- 
proximation fÃ¼ den Druck p ist. Definieren wir nun die geopotenzielle HÃ¶h <& fÃ¼ 
alle X ? R3 \ {0} durch 
so ergibt sich durch vertikale Integration des Druckgradienten fÃ¼ X GE 
Der Faktor Rn in der Definition der geopotenziellen HÃ¶h cE1 resultiert daraus, dass 
wir die Gleichungen in Abschnitt 3.1.1 auf das Gebiet GE mit dem Faktor Ro normiert 
haben. L'nter der Annahme, dass der Druck ~ ( ( l + h & ( n ) )  n )  an der Schichtobergrenze 
Null ist. folgt fÃ¼ alle X Ge 
o@(x)  = ~ ( 4 .  
Zusammen mit Gleichung (3.16) gilt damit in GE 
Die hydrostatische Approximation (3.17) hat auch fÃ¼ den geostrofischen Wind 
uG eine Konsequenz. Dazu setzen wir in der reskalierten Gleichung (3.14) die Glei- 
chung (3.17) ein und erhalten mit 
die HÃ¶henunabhÃ¤ngigke des Druckgradienten. Mit der Definition des geostrofischen 
Windes uG := -(P f ) ^  n X Vs p. siehe [Etl96], folgt daraus aber sofort auch die 
HÃ¶henunabhÃ¤ngigke von uG, also 
Mit diesen Vorbereitungen nutzen wir nun die Annahme A-3 der Flachwasserappro- 
ximation. Die vertikale Scherung der horizontalen Geschwindigkeitskomponenten 
kann geostrofisch approximiert werden. d.  h. es gilt in GE 
FÃ¼ den Advektionsterm in Gleichung (3.11) bedeutet das 
so dass sich Gleichung (3.11) in GE auch folgendermafien schreibt: 
Da zum einen wegen Gleichung (3.19) die Horizontalgeschwindigkeit us in vertikaler 
Richtung konstant fortgesetzt werden kann und zum anderen die Schicht Ge als 
dunn angenommen wird, kÃ¶nne wir Gleichung (3.20) auch auf die EinheitssphÃ¤r 
S fortsetzen. 
Eine weitere Schlufifolgerung aus der geostrofischen Approximation (3.19) ist die 
HÃ¶henunabhÃ¤ngigke der tangentialen Divergenz. denn es folgt mit der reskalierten 
Gleichung (3.15) in GE 
Dies nutzen wir nun bei der Integration der reskalierten Gleichung (3.13) Ã¼be die 
Schichtdicke. Wir erhalten damit 
Mit den dynamischen oberen und unteren Randbedingungen 
der Definition fÃ¼ die geopotenzielle HÃ¶h der Orografie 
und mit der geopotenziellen HÃ¶h der Schicht aus Gleichung (3.18) folgt daraus in 
s 
&CE> + us . Vs(@ - @ B )  + (@ - $5) div, us = 0. (3.21) 
Die Gleichungen (3.20) und (3.21) stellen damit prognostische Gleichungen fÃ¼ 
den horizontalen Wind uS und die geopotenzielle HÃ¶h (B der Schicht GE dar. Zur 
Vereinfachung der Notation beschreiben wir den horizontalen Wind us durch das 
dreidimensionale Geschwindigkeitsfeld U' mit der Zusatzbedingung u' n = 0. Die- 
ses U' ist dabei nicht mit der LÃ¶sun von Gleichung (3.3) zu verwechseln. AuÂ§erde 
ersetzen wir die geopotenzielle HÃ¶h @ und die Bodenorografie ( B B  durch die zentri- 
fugalbereinigten Funktionen 
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Die Striche der neuen Bezeichnungen lassen wir gleich wieder weg und schreiben 
damit die Gleichungen (3.20) und (3.21) als die Gleichungen 
lu12 
a u + u - V s u + V s @ = - f  n x u - - n ,  (3.22) 
1x1 
at@ + U V,(@ - @ B )  + (@ - $5) div, u = 0, (3.23) 
U - n = O  (3.24) 
in S. Die Gleichungen (3.22) - (3.24) nennen wir die sphÃ¤rische Flachwasserglei- 
chungen in Vektorformulierung. 
Die Flachwassergleichungen (3.22) - (3.24) sind Ã¤quivalen zu den in der Li- 
teratur verwendeten Formulierungen, siehe z. B. [CÃ–t88] [SP99], [GPF03], [HH02], 
[WDH4-921; [SWD97]. Insbesondere die Ã„quivalen zur Schreibweise in Kugelkoor- 
dinaten, siehe [WDH+92], [SWD97], kann mit Hilfe eines Wechsels vom erdfesten 
Koordinatensystem in die lokalen Koordinatensysteme gezeigt werden. 
3.2 Skalare Formulierung 
Die spharischen Flachwassergleichungen in skalarer Formulierung leiten wir aus den 
Flachwassergleichungen in Vektorformulierung (3.22) - (3.24) ab. Die skalare Formu- 
lierung besteht aus den Vorticity- und Divergenzanteilen der Impulsgleichung (3.22), 
der Erhaltungsgleichung fÃ¼ die geopotenzielle HÃ¶h (3.23) und den Gleichungen der 
Helmholtz-Zerlegung. 
Die Vorticity und die Divergenz definieren wir als die Tangentialrotation und 
Tangentialdivergenz des Geschwindigkeitsfeldes, siehe Anhang B. FÃ¼ die Bestim- 
mung dei prognostischen Gleichungen fÃ¼ die Vorticity und die Divergenz berech- 
nen wir in den Abschnitten 3.2.1 und 3.2.2 nacheinander die Tangentialrotation 
und die Tangentialdivergenz der Terme in Gleichung (3.22). Nach der Formulierung 
der Flachwassergleichungen in skalarer Formulierung in Abschnitt 3.2.3 zeigen wir 
die Aquivalenz von Vektorformulierung und skalarer Formulierung. Aus technischen 
GrÃ¼nde fixieren wir fÃ¼ die Berechnung der tangentialen Differenzialoperatoren, 
siehe Anhang B, eine offene Umgebung G C R3 \ {O} von S. 
3.2.1 Der Advektionsterm 
In diesem Abschnitt berechnen wir die Tangentialrotation und Tangentialdivergenz 
des Advektionsterms in Gleichung (3.22). Die Ergebnisse sind in den SÃ¤tze 3.2.1 
und 3.2.2 zusammengefasst. 
FÃ¼ den Ã¤uÂ§er Einheitsnormalenvektor n an S, siehe Definition 3.1.1, gelten 
die folgenden grundlegenden Rechenregeln. 
Hilfssatz 3.2.1 FÃ¼ n aus Definition 3.1.1 gelten in R3 \ {0} die Gleichungen 
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Die Tangentialrotation des Advektionsterms in Gleichung (3.22) kÃ¶nne wir mi t  
dem folgenden Satz berechnen. 
S a t z  3.2.1 FÅ¸ jede Vektorfunktion u E C^(S.R3) mit der Eigen,schaft U n = 0 
gil t  auf S 
rot,(u V, U) = U .  VJrot, U) + rot, u div, U. 
Beweis: 
Es sei u E C2(S,  R3) mit U .  n == 0 auf S gegeben. Wir setzen u zu einer CYG,  l3)- 
Funktion fort und bezeichnen diese Funktion wieder mit U. 
Da u . n = 0 auf S gilt und der Operator rot, nur von den Werten seines 
Arguments auf S abhÃ¤ngt folgt auf S 
FÃ¼ den ersten Term der rechten Seite kann man auf S zeigen 
n, ei j f ;  9jU[ ai~k = ( n  r o t  U) div u - n; (Vu; r o t  U) 
= rot, u div, u + rot, u div((n . U) n)  - n,i (Vui r o t  U). 
Mit u Â ¥  = 0 folgt fÃ¼ den zweiten Ternl der obigen rechten Seite auf S die Gleichung 
Nutzen wir auf S die Gleichungen u n = 0 und V,(u n )  = 0; dann folgt fÃ¼ das 
Funktional 
R(u)  := rot, u d iv ( (n .  U) n )  - n, (Vu, r o t  U) - u j  (9,n. r o t  U) 
= n i n  V ( u  n )  ( ro t  n); - 9;(u n )  ( ro t  u)i  
= - V , ( u - n ) Â ¥ r o t u = 0  
Andererseits ist R so definiert, dass wir Gleichung (3.25) auf S auch in der Form 
schreiben kÃ¶nnen Dies ist aber die behauptete Gleichung auf 5'. Die Rechenschritte 
des Beweises sind natÃ¼rlic abhÃ¤ngi von der Wahl der Fortsetzung von u auf G. 
Da aber beide Seit,en der Behauptung auf S nur von den Werten der Funktion auf S 
gilt die Behauptung auch fÃ¼ die ursprÃ¼nglich Funktion u E C2(S:R3).  
Als Vorbereitung fÃ¼ die Berechnung der Tangentialdivergenz des Advektionsterms 
in Gleichung (3.22) benÃ¶tige wir den folgenden Hilfssatz. 
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Hilfssatz 3.2.2 FÃ¼ jede Vektorfunktzon U E C2(S, IR3) gelten auf S die Gleichun- 
gen 
Beweis: 
Vorbereitend berechnen wir die Ableitungen von n in R3 \ { O } .  
Damit beweisen wir die Gleichungen nacheinander. Auf S ergibt sich fÃ¼ die erste 
Gleichung 
U ,  U .  Vn, = ( U .  U lx2 - (U . X)') lxIp3 
= U - U .  n n 2 .  
FÃ¼ die zweite Gleichung schlieÂ§e wir auf S 
Damit sind beide Behauptungen bewiesen 
Wir kÃ¶nne nun zur Berechnung der Tangentialdivergenz des Advektionsterms in 
Gleichung (3.22) kommen. 
Satz 3.2.2 FÃ¼ jede Vektorfunktion U E C2(S,R3) mit der Eigenschaft U .  n = 0 
gilt auf S 
Dabei ist der Tensor A so definiert, dass fur i, j ,  k ,  l = l , 2 , 3  gilt 
Beweis: 
Es sei U ? C2(S, R3) mit U .  n = 0 gegeben. Wir setzen U zu einer U E C2(G, R3)- 
Funktion konstant in Normalenrichtung n fort, d. h. es gilt 
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Irn Folgenden lassen wir aber die Tilde der Ãœbersichtlichkei halber weg. Da i n  5 
u . n = 0 gilt und der Operator div, nur von den Werten seines Arguments in 5 
abhÃ¤ngt folgt in S 
divs(u V, U) = divs(u Vu)  = div(u Vu) - div((u.  Vu) n n ) .  (3.27) 
Die Terme der rechten Seite berechnen wir genauer. FÃ¼ den ersten Term gilt 
div(u . Vu) = u V (div U) + &U, Q,u,. 
Beachten wir 
QiU, Ojui = (aju; - n, n Vu;) (i9;uj - n, n . Vu,) 
= (Vs U;), (V, 
so kÃ¶niic wir in S auch schreiben 
div(u . Vu) = u . V(div U) + (V, U,), (Vs U,),. 
FÃ¼ den zweiten Term gilt mit Gleichung (3.26) 
div((u Vu) n n) = 9;(n; n, uk &U,) 
= 9i(ni nj &uj) + (n  Vu;) (n  &U) 
= uk 9, (9k (ni n j  uj ) - ak (n, n, ) U,) 
= u . V d i v ( u . n n )  - U ~ ~ ~ ( ~ ~ ( I L , % ) U , ) .  
Den letzten Summanden der rechten Seite zerlegen wir weiter: 
uk 9i(9k(n; n,) U,) = U;,, &(ni nj)  u, + Q&, n,) 9 , ~ ~ .  
FÃ¼ die beiden Terme der rechten Seite wiederum ergibt sich nacheinander 
uk 9kt(ni n,j) U, = u, u . V(n, div n + n Vn,) 
= (U . n)  u V div n + U, div n u Vnj 
= div n U, u Vn; 
und mit Gleichung (3.26) 
~k 9k(nin,) &U, = (n  . Vu,) (U Vn,) + (n  . 9;u) (U Vn;) 
= (U . Vn;) (&(U n)  - u .9;n) 
= ( U  Vn,) (U a n )  
= - (U - ~ n , ) ~ .  
Zusammenfassend lÃ¤ss sich damit feststellen 
div((u Vu)  . n n) = U V div(u . n n)  - div n U, u Vni + (U . Vn,)' 
Nutzen wir nun Hilfssatz 3.2.2 und die Beziehung 
dann kÃ¶nne wir anstelle dessen in S auch schreiben 
div((u Vu) . n n )  = U .  V div(u . n n )  - u . U. 
Zusammen mit den Gleichungen (3.27) und (3.28) ergibt sich damit die Behauptung. 
D 
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3.2.2 Die Terme fÃ¼ Geopotenzial und Corioliskraft 
In diesem Abschnitt berechnen wir die Tangentialrota,tion und die Tangentialdiver- 
genz des Geopotenzialterms und des Coriolisterms in Gleichung (3.22). 
Wir beginnen mit der Berechnung der Tangentialrotation und der Tangential- 
divergenz des Terms fÃ¼ das Geopotenzial. Da nach Definition B.4 die Divergenz 
des Gradienten den Laplace-Beltrami-Operator ergibt, benÃ¶tige wir dazu nur noch 
Hilfssatz 3.2.4 fÃ¼ die Rotation des Gradienten. Der folgende Hilfssatz dient der 
Vorbereitung. 
Hilfssatz 3.2.3 FÃ¼ jede Funktion g E C1(S) bzw. g E C1(G) gelten in S b z w .  G 
die Gleichungen 
rot,(g n)  = n rot ,  g = 0, 
divs(g n )  = n Vs .9 = 0. 
Beweis: 
Es sei g E C1(S) bzw. g E C1(G) gegeben. Falls g E C1(S) ist, setzen wir g zu einer 
C1(G)-Funktion fort und bezeichnen diese wieder mit g. Falls hingegen g ? C1(G) 
gilt, fÃ¤ll dieser Fortsetzungsschritt weg. Es folgt dann fÃ¼ die erste Gleichung 
rot,(gn) = n - rot ,  g = n - rot (g  n)  = n, e Ã £  9j[g n k )  = 
9,g ctjk n i  n k  + ni g e z j k  & = 0 
in S bzw. G. FÃ¼ die zweite Gleichung erhalten wir 
divs(g n )  = div(gn - gn . n n )  = 0, 
n . V s g = n Â ¥ V g - ( n . V g ) n . n =  
in S bzw. G. Damit sind beide Behauptungen bewiesen. 
Wir kÃ¶nne nun die Tangentialrotation des Geopotenzialgradienten berechnen. 
Hilfssatz 3.2.4 FÃ¼ jede skalare Funktion g E C2(S) gilt in S 
Beweis: 
Es sei g E C2(S) und wir setzen y zu einer C2(G)-Funktion fort und bezeichnen 
diese wieder mit g. Es gilt dann in S mit Hilfssatz 3.2.3 
und die Behauptung ist bewiesen. 
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Es verbleibt nun, die Tangentialrotation und die Tangentialdivergenz des Coriolis- 
terms in Gleichung (3.22) zu berechnen. Vorbereitend benÃ¶tige wir einige Rechen- 
regeln, die wir in den folgenden HilfssÃ¤tze zusammenstellen. 
Hilfssatz 3.2.5 (Produktregel ,  Ro ta t ion )  FÅ¸ alle Funktionen g E C1(S) und 
u ? C1(S, R3) gilt in S die Gleichung 
rots(g U) = -(rot, g) u + g rot, U. 
Beweis: 
Es seien g ? C1(S) und U E C1(S,R3) beliebig gewÃ¤hlt Wir setzen g bzw. U zu 
einer C1(G)-Funktion bzw. zu einer C1(G, R3)-Funktion fort und bezeichnen diese 
Funktionen wieder mit g bzw. U. Es gilt dann in S die Gleichung 
rot,(g U) = n, C,^  5j(g U;;) - 72; C,^  (ajg U;; + g + U ; ; )  
= ( r o t ,  g) U + g rots U 
und damit auch die Behauptung. 
Hilfssatz 3.2.6 FÃ¼ alle Vektorfunktionen u E C1(S, R3) gilt in S die Gleichung 
Beweis: 
Es sei u E C1(S;R3) beliebig gewÃ¤hlt Wir setzen U zu einer C1(GiR3)-Funktion 
fort und bezeichnen diese Funktion wieder mit U. Dann gilt in S die Gleichung 
rot, ( n  X U) = n; ~ j ; ;  9j(ei;irn n; u , ~ )  = (ch ajrn - Sim &) n; 8, (n; u,,J 
= n, qn,; u j  + n, n; ajuj  - a j (u  . n n,) + 9,n; n, U, 
= d i v ( u - u . n n )  = d i v , u  
und damit auch die Behauptung. 
B e m e r k u n g  3.2.1 Wegen der Graj3mann-IdentitÃ¤ gilt fÃ¼ alle Vektoren a; b E R3 
mit al = 1 die Gleichung 
Wenden wir den Hilfssatz 3.2.6 zunÃ¤chs auf n X U an und beachten dann noch den 
Hilfssatz 3.2.3, dann folgt fÃ¼ alle Vektorfunktionen u E C1(S,R3) in S 
divs(n X U) = - rot, U. 
Analog zur Produktregel fÃ¼ die Tangentialrotation in Hilfssatz 3.2.5 notieren wir 
die Produktregel fÃ¼ die Tangentialdivergenz. 
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Hilfssatz 3.2.7 (Produktregel ,  Divergenz) FÃ¼ alle Funktionen g E C1(S) und 
u C1(S, IR3) gilt in S die Gleichung 
div,(g U) = u V, g + g div, U. 
Beweis: 
Mit den HilfssÃ¤tze 3.2.5 und 3.2.6 und der Beziehung rot ,  g = -n X V, g folgt die 
Behauptung sofort. 
Sa tz  3.2.3 (Coriolisterm) FÃ¼ alle Vektorfunktionen u E C1(S,R3) gelten i n  S 
die Gleichungen 
Beweis: 
Die erste Gleichung folgt sofort mit Hilfe der HilfssÃ¤tz 3.2.6 und 3.2.7. FÃ¼ die 
zweit,e Gleichung nutzen wir die Bemerkung 3.2.1 und erhalten 
Nutzen wir nun Hilfssatz 3.2.5 und beachten erneut die Definition ro t s  g = -n X 
Vs g- so erhalten wir 
d ivs (gnx  U) = ( r o t s g ) . u - g r o t s u =  ( n x  u ) Â ¥ V s g - g r o t s u  
was die zweite behauptete Gleichung ergibt. 
D 
3.2.3 Das Gleichungssystem 
Wir kommen zu den Flachwassergleichungen in skalarer Formulierung. Mit den Aus- 
sagen der letzten beiden Abschnitte zeigen wir anschlieflend die Aquivalenz zur Vek- 
torformulierung (3.22) - (3.24). 
Es sei T > 0 ein fixierter Zeitpunkt und I = (0. T) ein Zeitintervall. Weiter seien 
(,, 6. @. tb. y : S X I Ã‘ R skalare Funktionen und u : S X I Ã‘) K3 eine Vektorfunktion 
auf S. Die skalare Formulierung der Flachwassergleichungen sei dann 
9 t C + u . V s < + C 6 + f  6 = - ~ . V s f ,  
~ ~ s + u . v , J + A , @ -  f < =  - ( n x u ) Â ¥ V s  - J(u) ,  
Q+@ + U .  Vs(@ - ?>B) + (CD - @B) 6 = 0, 
- A ^  = C, 
A s x  = 6 ,  
ro t ,  ip + V, y = U. 
3.3. TRANSFORi14ATIOfW AUF DIE UNNORMIERTE SPH&E 
Dabei ist das Funktional J definiert durch 
mit dem Tensor AzJ aus Satz 3.2.2. Das Funkt,ional J beschreibt mit seinem ersten 
Term einen nichtlinearen Beitrag zur DivergenzÃ¤nderun durch die Deformation des 
Geschwindigkeitsfeldes. Diese NichtlinearitÃ¤ trat bereits bei den ebenen Flachwas- 
sergleichungen in Gleichung (2.10) auf. Den zweiten Term U - u  im Funktional J, der 
nur von1 Betrag der Geschwindigkeit abhÃ¤ngi ist, kÃ¶nne wir als metrischen Term 
interpretieren, da  dieser explizit von der KrÃ¼mmun der SphÃ¤r S abhÃ¤ngt siehe 
Herleitung in Satz 3.2.2. In den ebenen Flachwassergleichungen in Gleichung (2.10) 
tritt der Term U .  u dementsprechend nicht auf. ErfÃ¼ll die Funktion (C, S, B, 4, X, U) 
die Gleichungen (3.30), (3.31): dann heiÂ§ sie LÃ¶sun der Flachwassergleichungen in 
skalarer Formulierung. Wir sprechen vereinfachend auch von einer LÃ¶sun (C, 6, @) 
der skalaren Formulierung (3.30), (3.31), wenn die Funktionen ip, X und U mit den 
diagnostischen Gleichungen der Helmholtz-Zerlegung (3.31) bestimmt sind und falls 
damit (C 6, c&, $, X, U) eine LÃ¶sun von (3.30): (3.31) ist. 
Die Flachwassergleichungen in Vektorformulierung (3.22) - (3.24) sind Ã¤quiva 
lent zu den Flachwassergleichungen in skalarer Formulierung (3.30); (3.31). Um dies 
zu sehen, gehen wir zunÃ¤chs von einer LÃ¶sun (U, <&) der Gleichungen (3.22) - 
(3.24) aus. Zu u definieren wir die skalaren Funktionen Vorticity := rots u und 
Divergenz 6 := div, U. Mit den SÃ¤tze 3.2.1, 3.2.2. 3.2.3 und den HilfssÃ¤tze 3.2.4, 
3.2.3 erhalten wir in S die Gleichungen (3.30). Definieren wir die Stromfunktion $J 
und das Vektorpotenzial X entsprechend der Helmholtz-Zerlegung in Satz C.], folgt, 
auflerdem Gleichung (3.31) in S .  Die Funkt,ion (C, 6, <&, 6, X ,  U) ist also eine LÃ¶sun 
der Gleichungen (3.30), (3.31). 
Sei nun umgekehrt (C, 6, <&, G, X, U) eine LÃ¶sun der Gleichungen (3.30), (3.31). 
Wegen der IdentitÃ¤te auf S 
rots rot ,  @ = - As $, d i ~ ,  ro t s  i i) = 0, (3.32) 
Hilfssatz 3.2.4 und Definition B.4 folgt dann rot, u = C und div, u = 6. Setzen wir 
dies in die Gleichungen (3.30) ein und nutzen erneut die SÃ¤tz 3.2.1, 3.2.2; 3.2.3 
und die HilfssÃ¤tz 3.2.4, 3.2.3, dann erhalten wir die Gleichungen (3.22); (3.23). 
Gleichung (3.24) folgt sofort aus der Darstellung von U in Gleichung (3.31). Die 
Funktion (U, (&) ist also eine LÃ¶sun der Flachwassergleichungen (3.22) - (3.24). 
3.3 Transformation auf die unnormierte SphÃ¤r 
In Abschnitt 3.1.1 waren die normierten primitiven Gleichungen (3.3). (3.4) im nor- 
mierten Gebiet GE der Ausgangspunkt fÃ¼ die Herleitung der sphÃ¤rische Flachwas- 
sergleichungen auf der EinheitssphÃ¤r S .  Gehen wir aber von den physikalisch rele- 
vanten primitven Gleichungen (3.1) in der nicht normierten AtmosphÃ¤renschich aus 
und betrachten fÃ¼ diese die Flachwasserapproximation; so erhalten wir die Flach- 
wassergleichungen auf der unnormierten SphÃ¤r SRn. Die Flachwassergleichungen 
auf Sag in Vektorformulierung sind formal dieselben Gleichungen (3.22) - (3.24) wie 
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irn normierten Fall auf S .  Den Zusammenhang zwischen der LÃ¶sun ( V ,  'Â¥I' auf S 
und der LÃ¶sun ( U ,  (&) auf SRo stellen wir in diesem Abschnitt durch die Angabe 
der Transformation der LÃ¶sunge dar. 
FÃ¼ einen Radius R > 0 wollen wir unter den Flachwassergleichungen in Vek- 
torformulierung auf SR die Gleichungen (3.22) - (3.24) und unt,er den Flachwasser- 
gleichungen in skalarer Formulierung die Gleichungen (3.30), (3.31) jeweils auf dem 
Gebiet SR verstehen. Wir interessieren uns nun fÃ¼ LÃ¶sunge der Anfangswertaufga- 
ben der Flachwassergleichungen mit den dazugehÃ¶rige Anfangsdaten im normierten 
Fall R = 1 und im physikalischen relevanten Fall R = Ro mit dem Erdradius Rg.  
Es seien T > 0 ein fixierter Zeitpunkt und I = (0 ,  T )  ein Zeitintervall. ZunÃ¤chs 
wenden wir uns den Flachwassergleichungen in Vektorformulierung (3.22) - (3.24) 
zu. Es seien durch uo : Sno Ã R 3 ,  mit uo n = 0,  und Qo : SR,, Ã K beliebige An- 
fangsdaten auf SR,, gegeben. Da,zugehÃ¶ren definieren wir auf S die transformierten 
Anfangsdaten durch vo : S Ã‘ K3, mit vo . n = 0 ,  und Qo : S Ã R durch 
v o ( y )  := RÃ¶ uo(& Y ) ,  @o(Y)  := RÃ¶ < W o  Y )  
fÃ¼ alle y E S .  FÃ¼ alle orts- und zeitabhÃ¤ngige Funktionen ( U ,  Q )  auf  SR^ X I und 
( V ,  Q )  auf S X I mit der Beziehung 
V ( ~ , ~ } = R Ã – ~ U ( R ~ ~ , ~ )  ~ ( y , t ) = ~ Ã ¶ ~ @ ( ~ ~ ~ , t )  V ( Y , ) E S X I  (3.33) 
gilt dann die folgende Aussage: ( U , @ )  ist genau dann eine LÃ¶sun der Flachwas- 
sergleichungen auf SRo zu den Anfangsdaten Cuo, Qo) ,  wenn ( V ,  'Â¥I' eine LÃ¶sun der 
Flachwassergleichungen auf 5' zu den Anfangsdaten (vol Qo)  ist. 
Die analoge Aussage fÃ¼ die Flachwassergleichungen in skalarer Formulierung 
(3.30), (3.31) la,utet wie folgt. Es seien durch ((,Q, dQ, Qo, ipo,  xo,  uo) beliebige An- 
fangsdaten auf SRo gegeben, die natÃ¼rlic die diagnostische Helmholtz-Zerlegung 
(3.31) erfÃ¼lle mÃ¼ssen Dazu definieren wir die transformierten Anfangsdaten 
(qo ,  7o; Qo,  oo, 70, vo) auf S durch 
V O ( Y )  := Co(R0 Y ) ,  7o(Y)  := do(Ro Y ) ,  
Q o ( Y )  := RÃ¶ B0(RO Y ) ,  Q ( Y )  := RÃ¶2$o(Roy )  
TO(Y)  := R ~ ~ X O ( R O Y ) ,  V O ( Y )  := RÃ¶ UOGRO Y )  
fÃ¼ alle y E S .  FÃ¼ alle orts- und zeitabhÃ¤ngige Funktionen (C, 6, @, '4>; X :  U) auf 
Sa X I und (7,7, Q ,  0, r,  V )  auf S X I mit der Beziehung 
~ l ( t >  Y ) = C(t, Ro Y ) ,  -/(G Y )  = 6(t ,Ro Y ) ,  
Q ( t , Y )  = RÃ¶ @(4 Ro Y ) ,  C J ( ~ , Y )  = R Ã ¶ 2 ^ t ^ 0 Y )  (3.34) 
~ ( t ,  Y )  = Rn2 ~ ( t ,  Ro Y ) ,  v( t ,  Y )  = R ; ~  u ( t ,  R~ Y )  
fÃ¼ alle ( y ,  t )  E S X I gilt dann die folgende Aussage: (C, 6, Q,tl}, X ,  U )  ist ge- 
nau dann eine LÃ¶sun der Flachwassergleichungen auf SRo zu den Anfangsdaten 
( C o ,  60, Qo,  7/10> 20, uo) ,  wenn ( T ,  7, Q ,  a-, T, V )  eine LÃ¶sun der Flachwassergleichungen 
auf S zu den Anfangsdaten (qo,70, qo, oo, TQ, vo) ist. 
Mit den Transformationsgleichungen (3.33) und (3.34) kÃ¶nne wir also LÃ¶sunge 
der Flachwassergleichungen auf der unnorrnierten SphÃ¤r SRo auch als LÃ¶sunge der 
Flachwassergleichungen auf der EinheitssphÃ¤r S interpretieren und umgekehrt. 
3.4. ERHALTUi\rGSEIGENSCHAFTEl\r DER GLEICHUNGEN 
3.4 Erhaltungseigenschaft en der Gleichungen 
Die Flacl~wassergleichungen (3.22) - (3.24) bzw. (3.30): (3.31) definieren als Sys- 
tem von partiellen Differenzialgleichungen die zeitliche Entwicklung des vorliegen- 
den physikalischen Systems. Physikalisch sind neben den lokalen VerÃ¤nderunge der 
prognostischen GrÃ¶Â§ auch weitere diagnostische GrÃ¶Â§ von Interesse. Mit Hilfe 
der Erhaltungseigenschaften dieser GrÃ¶Â§ kÃ¶nne wir Eigenschaften des gesamten 
Systems genauer beschreiben. 
Wir beginnen in Abschnitt 3.4.1 mit den Definitionen der physikalisch interessan- 
ten diagnostischen Grofien im Kontext der Flachwassergleichungen. In Abschnitt 
3.4.2 leiten wir fÃ¼ diese die globalen und lokalen Erhaltungseigenschaften her. Wir 
fixieren einen Zeitpunkt T > 0 und ein Zeitintervall I = (0, T). 
3.4.1 Definition der diagnostischen GrÃ–Be 
Im System der Flachwassergleichungen wollen wir nun als diagnostische GrÃ¶Â§ 
die Masse, die Energie, die absolute und die potenzielle Vorticity definieren. Mit 
der Flachwasserapproximation wird die Dynamik in der dÃ¼nne dreidimensionalen 
sphÃ¤rische Schicht G& durch die Dynamik auf der gekrÃ¼mmte lokal zweidimensio- 
nalen FlÃ¤ch S approximiert, siehe Abschnitt. 3.1. Das bedeutet aber. dass die eben 
aufgezÃ¤hlt,e diagnostischen GrÃ¶Â§ auf S so definiert werden mÃ¼ssen dass sie den 
ursprÃ¼ngliche GrÃ¶Â§ in G& entsprechen. 
In der Schicht G& ist. die Masse m an Gas, das Ã¼be einem Punkt auf S a m  
Boden der Schicht liegt, die vertikal integrierte Dichte p. Ebenso sind die kinetische 
Energie K und die potenzielle Energie P Ã¼be einem Punkt auf S die in GE vertikal 
integrierten Energiedichten 5 U .  u und p g  h. Damit erhalten wir an der Stelle X ? 
S die Massendichte m(x) ,  die kinetische Energiedichte K ( x )  und die potenzielle 
Energiedichte P ( x )  durch die vertikalen Integrale in G& 
l+h.(x) 
m(x)  = / h 
l + h Ã Ÿ ( ~  
1+h(x) l + h ( x )  
K ( x )  = - u . u d r .  / 2 P (x )  = J p g  (r - 1) dr. 
l+ / iÃŸ(x  I + ~ B ( x )  
Wegen der Flachwasserapproximation ist die Dichte in GE konstant, also p = konst. 
Mit der sphÃ¤rische Reskalierung in Abschnitt 3.1.3 erhalten wir 
womit wegen Gleichung (3.19) der Term U .  U hÃ¶henunabhÃ¤ng ist. Zusammenge- 
nommen folgen damit durch Berechnung der vertikalen Integrationen die Gleichun- 
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gen fÃ¼ Masse, kinetische Energie und potenzielle Energie fÃ¼ alle X E S 
Wir erkennen insbesondere, dass die geopotenzielle HÃ¶h <& auf S sowohl als Schicht- 
dicke als auch als Massendichte interpretiert werden kann. Die Energie E a n  der 
Stelle X G S definieren wir als die Summe von kinetischer Energie und pot,enzieller 
Energie, also 
E ( x )  := K ( x )  + P ( x ) .  
FÃ¼ die primitiven Gleichungen (3.3); (3.4) im dreidimensionalen Gebiet GE stim- 
men die Definitionen der Vorticity C und der Tangentialrotation rots U formal Ã¼ber 
ein, siehe [Etl96]. Wegen Hilfssatz 3.2.3 ist (, damit unabhÃ¤ngi von der vertikalen 
Geschwindigkeitskomponente U - n .  Durch die Flachwasserapproximation, bei der wir 
zur horizontalen Geschwindigkeitskomponente us als prognostische Variable Ã¼ber 
gehen, siehe Abschnitt 3.1.4, bleibt daher die Vorticity erhalten. FÃ¼ die Vorticity < 
im System der Flachwassergleichungen gilt also 
Nach [Ped87] sind die absolute Vorticity und die potenzielle Vorticity fÃ¼ die Flach- 
wassergleichungen definiert durch 
3.4.2 Globale und lokale Erhaltungseigenschaften 
Die diagnostischen GrÃ¶Â§ Masse, Energie, absolute und potenzielle Vorticity 
erfÃ¼lle Erhaltungseigenschaften verschiedener Art. FÃ¼ die GrÃ¶Â§ unterscheiden 
wir die globale Erhaltung, die lokale Erhaltung und die Erhaltung entlang der 
StrÃ¶mungslinien Genauer meinen wir mit der globalen Erhaltung einer GrÃ¶Â§ dass 
das Integral Å¸be das gesamte Gebiet S zeitlich erhalten sein muss. FÃ¼ die lokale 
Erhaltung muss das Integral Ã¼be ein FlÃ¤chenstÃ¼c das sich mit der StrÃ¶mun mit- 
bewegt. konstant sein. Die Masse und die absolute Vorticity werden sowohl global 
als auch lokal erhalten. WÃ¤hren die Energie nur global erhalten wird, bleibt die 
potenzielle Vorticity entlang der StrÃ¶mungslinie erhalten. 
Wir beginnen mit der lokalen Masseerhaltung. ZunÃ¤chs fixieren wir einen Zeit- 
punkt T > 0 und das Zeitintervall I = ( 0 , T ) .  Weiter fixieren wir einen Zeitpunkt 
to ? I und definieren wie in Abschnitt 4.2.3 fÃ¼ ( X ,  t )  E S X I die Trajektorienfunk- 
tion X ( x ,  f ) ,  die die Position eines Teilchens zum Zeitpunkt t angibt, welches zum 
Zeitpunkt to am Ort X war, d .  h. es gilt fÃ¼ alle ( X ,  t )  E S X I 
& X ( x ,  t )  = u ( X ( x ,  t ) ,  t ) .  
3.4. ERHA LTULiVGSEIGENSCHAFTEN DER GLEICHUNGEN 
Betrachten wir ein beliebiges FlÃ¤chenstuc A C S, so ist fÃ¼ t E I 
das mit der StrÃ¶mun mitbewegte FlÃ¤chenstÃ¼ A. Es folgt damit die lokale Mas- 
seerhaltung. denn mit Gleichung (3.23) folgt fÃ¼ die Zeitableitung der Masse im 
FlÃ¤chenstiic At fÃ¼ alle t E I 
FÃ¼ die Umformungen haben wir X auf eine offene Umgebung von S fortgesetzt, so 
dass die Jacobimatrix X' auf 5 im R3 berechnet werden kann. Es gilt nach [CM931 
dl det X'l 
= div, u 1 detX'1. 
dt 
Setzen wir insbesondere A := S, so folgt die globale Masseerhaltung 
Ausgehend von der Vorticitygleichung in Gleichung (3.30) fÃ¼hre die gleichen 
mathematischen Umformungen auf die lokale Erhaltung der absoluten Vorticity, 
At 
FÃ¼ A := S folgt ebenso die globale Erhaltung der absoluten Vorticity 
FÃ¼ den Nachweis der globalen Energieerhaltung multiplizieren wir die Gleichung 
(3.22) mit ($ - ^ >B) u und die Gleichung (3.23) mit u . U. Es folgt dann 
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und 
1 1 
0 = - u . u & ( @ -  @B) + - u Â ¥  div,((@-@Â§)U 2 2 
Die Summe der beiden Gleichungen ergibt mit Hilfssatz 3.2.7 
Multiplizieren wir schlieÂ§lic die Gleichung (3.23) mit @ und addieren dies zur letz- 
ten Gleichung, dann folgt erneut mit Hilfsmtz 3.2.7 
Die Integration Ã¼be S und die Anwendung der Formel fÃ¼ die partielle Integration 
in Bemerkung B.3 ergibt die globale Energieerhaltung 
Abschlief3end kommen wir zur Erhaltung der potenziellen Vorticity entlang der 
StrÃ¶mungslinien Wir setzen dazu physikalisch sinnvoll voraus, dass die Schichtdicke 
@ - ungleich Null ist. Es gilt dann 
Setzen wir hier die C- und @-Gleichung aus Gleichung (3.30) ein, so erhalten wir 
C + f  C + div, U + divs U = 0. @ - @ - @ - $0 @ - Q0 
3.5 Analytische LÃ¶sunge 
Analytische LÃ¶sunge der Flachwassergleichungen ermÃ¶gliche nicht nur einen Ein- 
blick in die Dynamik des physikalischen Systems, sondern bieten auch eine MÃ¶glich 
keit fÃ¼ die Verifikation des numerischen Verfahrens. Die hier vorgestellten LÃ¶sun 
gen sind im Prinzip FestkÃ¶rperrotatione um Achsen, die nicht notwendigerweise 
mit der Rotationsachse der Erde Ã¼bereinstimmen Wir haben dabei die MÃ¶glichkeit 
eine Vielzahl von meridionalen Windverteilungen zuzulassen. Durch einen Wechsel 
des Koordinatensystems kÃ¶nne schliefilich sogar instationÃ¤r LÃ¶sunge hergeleitet 
werden. 
In Abschnitt 3.5.1 beschreiben wir die Transformationen im Zusammenhang mit 
dem Wechsel des Koordinatensystems. Danach stellen wir in den Abschnitten 3.5.2 
und 3.5.3 Familien von stationÃ¤re und instationÃ¤re LÃ¶sunge vor. 
3.5.1 Wechsel des Koordinatensystems 
Bei der Berechnung von analytischen LÃ¶sunge der Flachwassergleichungen werden 
wir mehrfach Koordinatensysteme wechseln. Die dabei auftretenden Transforma- 
tionen von Vektoren und Funktionen beschreiben wir in diesem Abschnitt nÃ¤her 
Dazu betrachten wir zu einem Vektor X den Koordinatenvektor bezÃ¼glic einer fi- 
xierten Basis. Der Koordinatenvektor von x enthÃ¤l als jeweilige Komponente die 
Projektion von X auf den jeweiligen Basisvektor. Die Transformation, die einem 
beliebigen Vektor X seinen Koordinatenvektor zuordnet, nennen wir den Koordi- 
natenwechsel 4. Mit (j) ordnen wir schlief3lich einer vektorwertigen Funktion u ihre 
Koordinatendarstellung bezÃ¼glic der Basis zu, die dem Koordinatenvektor <^(X) 
den Koordinatenvektor @(u(x)) zuordnet. Bei einem Basiswechsel Ã¤nder sich damit  
diese basisabhÃ¤ngig Koordinatendarstellung einer Funktion. Mit der Transformati- 
on der Koordinatendarstellung einer Funktion bei einem Basiswechsel beschreiben 
wir dann formal den Wechsel des Koordinatensystems fÃ¼ diese Funktion. 
FÃ¼ das Skalarprodukt im R3 von zwei Vektoren X. y E R3 schreiben wir X . y 
und wir bezeichnen mit (el, e2, e3) die Standardbasis im IR3. Zu einem Vektor im IR3 
definieren wir nun den Koordinatenvektor bezÃ¼glic einer fixierten Basis. 
Definition 3.5.1 (Koordinatenvektor) E s  seien (cl, 0 2 ,  03)  eine Urthonormal- 
ba,sis i m  R3 und X E R3 ein beliebiger Vektor. Durch die Basisdarstellung des Vek- 
tors 
definieren wir die Koordinaten yi, y2> y3 6 R bezÃ¼glic der Basis (cl, c2, CS).  Als 
Koordinatenvektor von X bezÃ¼glic (cl, 0 2 ,  c3) definieren wir den Vektor 
Bemerkung 3.5.1 Der Koordinatenvektor eines Vektors X ? R3 bezÃ¼glic der 
Standardbasis ist der Vektor X selber. 
Definition 3.5.2 (Koordinatenwechsel) Es  seien (cl, 0 2 ,  03)  eine Urthonormal- 
basis i m  IR3 und (j) : S? + R3 die Transformation,sfunktion, die jedem Vektor X ? R3 
seinen Koordinatenvektor y bezÃ¼glic der Basis (cl, c2, 03) zuordnet. W i r  bezeich- 
nen  <  ^ als den Koordinatenwechsel bezÃ¼glic der Basis (cl, c2, c3). Genauer gilt fÃ¼ 
X, y E R3 
Bemerkung 3.5.2 Die Gleichungen fÅ¸ den Koordinatenwechsel i n  Definition 
3.5.2 gelten wegen der folgenden Ãœberlegungen Es  seien X R3 ein Vektor und 
y E R3 der dazugehÃ¶rend Koordinatenvektor mi t  <^(X) = y .  Da die Basis (CI ,  CZ, c3) 
orthonormal ist, gilt fÃ¼ die Koordinaten y1,y2, y3 
3 
X = YZ ci <=> y 2 = x - C , ,  f Å ¸ r i = 1 , 2 , 3  
2 = 1  
3 
Y = yi ei <"> yz = y - e2, fÃ¼ i = 1,2 ,3 .  
2=1 
Damit folgt fÃ¼ den Koordznatenwechsel d) bezÃ¼glic (cl, 0 2 ,  03)  
Bemerkung 3.5.3 Wegen Bemerkung 3.5.1 ist der Koordinatenwechsel d) bezÃ¼glic 
der Standardbasis die Ide~~, t i tÃ¤t  
Bemerkung 3.5.4 Betrachten wir fÃ¼ jeden Zeitpunkt t E R eine Orthonormalbasis 
c 1  ( t ) ,  c2(t), CS ( t ) ) ,  so bezeich,nen wir die dazugehÃ¶rende Koordinatenwechsel mit  
d>t- Ot ist damit ein zeitabhÃ¤ngige Koordinatenwechsel. Anstelle von & schreiben 
wir dann auch 4. 
In den folgenden beiden Abschnitten transformieren wir Funktionen bei einem 
Wechsel des Koordinatensyst,ems. Dazu benÃ¶tige wir den Begriff der Koordinaten- 
darstellung einer Funktion bezÃ¼glic einer Basis. Die basisabhÃ¤ngig Koordinaten- 
darstellung kann bei einem Basiswechsel auch transformiert werden. Es seien eine 
skalare Funktion (& : R3 Ã‘? R und eine vektorwertige Funktion u : R3 Ã R3 gege- 
ben. Betrachten wir (E" und u bezÃ¼glic einer Orthonormalbasis (cl, c2, c3), so soll das 
bedeut,en, dass wir als neue Argumente der Funktionen (E" und u die Koordinatenvek- 
toren bezÃ¼glic der Orthonormalbasis (cl, c2, c3) betrachten. Da die Funktionswerte 
von u auch Vektoren sind. interpretieren wir auch diese als Koordinatenvektoren 
dieser Basis. Dies bedeutet aber letztlich, dass die Funktionen (E" und u bezÃ¼glic 
der Basis (cl,c2, c3) den Funktionen 
entsprechen. Dies fÃ¼hr zum Begriff der Koordinatendarstellung einer Funktion. 
Definition 3.5.3 (Koordinatendarstellung einer Funktion) Es seien 
c 1 ,  c2, c3) eine Orthonormalbasis i m  R3 und die Funktionen (& : R3 Ã‘> R und 
u : R3 Ã‘ R3 gegeben. Weiter sei d) der Koordinatenwechsel bezÃ¼glic (CI,  ~ 2 ,  c3). 
W i r  bezeichnen dann die Funktionen i n  (3.35) als die Koordinatendarstellungen der 
Funktionen (E" bzw. u bezÃ¼glic (CI, 0 2 ,  03 ) .  
Bemerkung 3.5.5 Wegen Bemerkung 3.5.3 sind Funktionen und deren Koordina- 
tendarstellung bezÃ¼glic der Standardbasis (el, 0 2 ,  e3) identisch. 
FÃ¼ eine fixierte Orthonormalbasis (ci, c2, c3) ist damit der Wechsel von einer Funk- 
tion zu ihrer Koordinatendarstellung bezÃ¼glic (cl, c2, c3) die Transformation der 
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Funktion von der Koordinatendarst,ellung bzgl. (el ,  e2. e3) in die Darstellung bzgl. 
C I ,  c2, c3). 
Abschliefiend betrachten wir die Transformation des Gradienten einer Funktion 
bei einem Wechsel des Koordinatensystems von (el .  e2, e3) nach (cl. 0 2 ,  03). Zu den 
Funktionen B : TR3 Ã‘> R und U : R3 Ã‘S R3 seien V2 und V deren Koordinat,endar- 
stellungen. Wir erhalten fÃ¼ die Transformation der Gradienten von $ und u die 
Gleichungen 
3.5.2 StationÃ¤r LÃ¶sunge 
Wir kommen nun zu stationÃ¤re LÃ¶sunge der Flachwassergleichungen (3.22) - 
(3 24). Dazu definieren wir zunÃ¤chs den Begriff der stationÃ¤re LÃ¶sung Anschlie- 
Â§en leiten wir Eigenschaften fÃ¼ eine Funktion her, die Ã¤quivalen dazu sind, dass 
die Funktion eine stationÃ¤r LÃ¶sun der Impulsbilanz (3.22) ist. Mit Hilfe dieser 
Charaktcrisierung der StationaritÃ¤ berechnen wir eine Vielzahl von Beispielen fÃ¼ 
stationÃ¤r LÃ¶sungen 
Die Funktionen U : S Ã‘ R3 und $ S Ã‘ R heiÂ§c stationÃ¤r LÃ¶sunge der 
Gleichungen (3.22) - (3.24), falls sie das folgende Gleichungssystem in S erfÃ¼llen 
B e m e r k u n g  3.5.6 Wir de,finieren zur Funktion u die Vorticity = rots U und die 
Divergenz S = div, U .  Wegen Abschnitt 3.2.3 ist (U, B) genau dann eine stationÃ¤r 
LÃ¶sun von (3.22) - (3.24), wenn ((,, 5; $) eine stationÃ¤r LÃ¶sun von (3.30); (3.31) 
ist. 
Charak te r i s i e rung  v o n  S ta t iona r i tÃ¤  
Der folgende Hilfssatz liefert uns fÃ¼ ein Windfeld u und ein Geopotenzialfeld $ 
Ã¤quivalent Bedingungen dazu, ob (U ,  $) eine LÃ¶sun der stationÃ¤re Impulsbilanz 
(3.38) ist. In diesem Sinne kÃ¶nne wir damit die Eigenschaft, eine stationÃ¤r LÃ¶sun 
der Flachwassergleicl~ungen (3.22) - (3.24) zu sein, charakterisieren. 
Hilfssatz 3.5.1 FÃ¼ die Vektorfunktion u : S Ã‘ IR3 m i t  U .  n = 0 und die skalare 
Funktion B : S Ã‘ R sind die folgenden Aussagen Ã¤quivalent 
1. U und B erfÃ¼lle die stationÃ¤r Gleichung (3.38) in S .  
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2. Es gilt i n  S die Gleichung 
div,(( f + rot, U) U) = 0 
und es gibt ein xo ? S und eine Konstante C E R, so dass fÃ¼ alle X 6 S ,qilt 
@ ( X ) = - J ( u Â ¥ V , u + f n  U ) - d y + c .  
X0 
3. Es gelten i n  S die Gleichungen 
0 = dh--,((J + rots U) U), 
A s $ = - d i v s ( u Â ¥ V s u  f n x u ) .  
Beweis: 
Es seien u : S -> R3 mit U n = 0 und $ : S -+ R beliebige Felder in S. 
(1) -+ (3): Es gelte (1) und damit erfÃ¼lle u und <& die stationÃ¤r Gleichung (3.38) 
in S. Wenden wir auf die Gleichung (3.38) die Tangentialrotation an und nutzen 
nacheinander Hilfssatz 3.2.4, Hilfssatz 3.2.3, Satz 3.2.1, Satz 3.2.3 und Hilfssatz 
3.2.7, dann ergibt sich 
~ = r o t , ( u . V , u +  f n x u )  
= rots(u V, U) + r o t d  f n X U) 
= u . V, (f + rot,, U) + (f + rots U) divs u 
= divs(( f + rots U) U).  
Damit gilt die erste Gleichung von (3). Wenden wir dann auf Gleichung (3.38) 
die Tangentialdivergenz an und beachten Hilfssatz 3.2.3, so folgt sofort die zweite 
Gleichung von (3). 
(3) Ã‘ (2): Es seien die Gleichungen aus (3) von u und @ erfÃ¼llt Die erste 
Gleichung von (2) gilt sofort. Wir definieren das Funktional F durch 
u I 2  F ( u )  : = - U - V s u Ã  f n x u Ã ‘ - n  
1.1 
Mit Hilfe derselben Umformungen wie im ersten Beweisteil folgt in S 
rot, F = 0. 
Mit Hilfe des Stokesschen Satzes im R3 folgt dann fÃ¼ beliebige stÃ¼ckweis glatt 
berandete FlÃ¤chenstÃ¼c 5" C S die Gleichung 
L. F(u)  dx = n rot F ( u )  da- = 0. Ss. 
Da die HyperflÃ¤ch S einfach zusammenhÃ¤ngen ist, folgt damit aber, dass fÃ¼ 
XQ,  X S das Wegintegral f^  F ( u )  - d y  unabhÃ¤ngi vom Integrationsweg ist. FÃ¼ 
ein fixiertes xo E S definieren wir damit das skalare Feld Q : S -> R durch 
i ( x )  := p ( u )  - dy. 
X0 
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Wegen F(u )  . n = 0 in ,5', folgt in S weiter: 
Nutzen wir die zweite Gleichung in (3) aus, so folgt in S 
Nach [Aub98, Theorem 4.7.1 ist die LÃ¶sun der Poissongleichung bis auf eine Kon- 
stante eindeutig bestimmt, so dass es ein c E R gibt, dass fÃ¼ alle X E S 
gilt. Das ist aber die zweite Gleichung, die fiir (2) gelten soll. 
(2) Ã (1): Es seien die Gleichungen aus (2) von u und <& fÃ¼ ein xo ? S und 
c ? R erfÃ¼llt Definieren wir das Funktional F wie im letzten Beweisteil, so folgt 
wegen F ( u )  . n = 0 in S die Gleichheit 
in S und damit die Behauptung von (1). Zusammen genommen haben wir gezeigt, 
dass die Aussagen (1) - (3) Ã¤quivalen sind. 
Bemerkung  3.5.7 In Hilfssatz 3.5.1 wird die erste Gleichung in Teil (2) be~zÃ¶tigt 
um die WegunabhÃ¤ngigkei des Wegintegrals in Teil (2) zu sichern. 
Beispiele s t a t ionÃ¤re  LÃ¶sunge 
In den folgenden Beispielen stellen wir stationÃ¤r LÃ¶sunge der Flachwasserglei- 
chungen (3.22) - (3.24) zusammen. Das erste Beispiel 3.5.1 beschreibt eine Zo- 
nalstrÃ¶mung deren meridionale Windverteilung durch eine wÃ¤hlbar Funktion u 
gegeben ist, siehe [BHS89], [WDH+92, Test 31 und [GPS03]. Die folgenden Bei- 
spiele 3.5.2 - 3.5.5 basieren auf Beispiel 3.5.1 und konkretisieren die meridionale 
Windverteilung. Physikalische Bedeutung hat, insbesondere das Beispiel 3.5.5 des 
isolierten zonalen Strahlstromes, da  wir damit einen idealisierten Strahlstrom in der 
oberen TroposphÃ¤r modellieren kÃ¶nnen siehe Abschnitt 2.1.2. Das Beispiel 3.5.6 
der vorticityfreien StrÃ¶mun hat nur theoretische Bedeutung, da im System keine 
Masse vorhanden ist. AbschlieÂ§en betrachten wir fÃ¼ die Flachwassergleichungen 
ohne Corioliskraft das Beispiel 3.5.7 einer rotationssymmetrischen StrÃ¶mung das in 
Abschnitt 3.5.3 die Grundlage fÃ¼ die Berechnung instationÃ¤re LÃ¶sunge bildet. 
Beispiel 3.5.1 (Zonals t rÃ¶mun m i t  meridionaler AbhÃ¤ngigkei t  In diesem 
Beispiel betrachten wir eine ZonalstrÃ¶mung deren Betrag nur meridional abhÃ¤ngi 
ist. Diese AbhÃ¤ngigkei wird durch die meridionale Windverteilung U : 1-1. l] + R 
definiert. Das Windfeld u definieren wir durch 
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Dabei ist i (x) der Einheitsvektor, der an der Stelle X E S in Ostrichtung zeigt, also 
FÃ¼ den Maximalwert CO := maxzg[o,ll u(x)l der Windverteilung ist nach Abschnitt 
3.3 der Wert Ro CO die maximale Windgeschwindigkeit fÃ¼ das auf Sb transformierte 
Windfeld. Definieren wir die Windverteilung U so, dass co = 2 fÃ¼ eine fixierte 
Geschwindigkeit uo gilt, dann folgt. dass UQ die maximale Windgeschwindigkeit des 
Windes auf Sno ist. Das Orografiefeld @B : S Ã‘ R definieren wir als eine K~ns tan t~e ,  
als 
QB := konst. 
Wir suchen nun ein Geopotenzialfeld Q : S Ã R, so dass (U, @) eine stationÃ¤r 
LÃ¶sun der Flachwassergleichungen (3.22) - (3.24) mit, dem Orografiefeld ^g ist. 
Dazu berechnen wir zu U in S die Gleichungen 
und ebenso auch 
U . V, rot, U = 0. 
Wir erhalten damit in S 
divs(( f + rot, U) U) = 0 
und definieren das Geopotenzialfeld fÃ¼ ein XQ E S und c E R durch 
Dabei nehmen wir an, dass das Wegintegral fÃ¼ X E S endliche Werte liefert. Wir 
kÃ¶nne @ alternativ auch als LÃ¶sun der Poissongleichung 
definieren. Mit Hilfssatz 3.5.1 folgt in beiden FÃ¤llen dass (U, @) die Gleichung (3.38) 
erfÃ¼llt 
Die Integraldarstellung von $ formen wir weiter um. Dazu fixieren wir XQ E S 
auf dem Aquator und wÃ¤hle z. B. xo = (1,0,  O)T. FÃ¼ die beiden Summanden des 
Integranden erhalten wir fÃ¼ alle X E S 
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Da der Tangentialvektor dx entlang des Integrationsweges orthogonal auf dem Nor- 
malenvektor n von S steht, d. h. n dx  = 0 gilt, folgt fÃ¼ alle X E S 
= - tan p u2(sin + 2 Cl sin p u(sin p) dp + C. 
0 
Der Integrationsweg fÃ¼hr dabei zunÃ¤chs entlang eines Breitenkreises und anschlie- 
Â§en entlang eines LÃ¤ngenkreises Der erste Beitrag ist Null und der zweite Beitrag 
entspricht der Integration entlang des Winkels ip. Die geografische Breite des Punk- 
tes X ist dann genau der Wert arcsinx3. 
Da wir an einer LÃ¶sun der gesamten stationÃ¤re Flachwassergleichungen (3.38) 
- (3.40) interessiert sind, bleibt noch zu zeigen. dass die Gleichung (3.39) erfÃ¼ll ist. 
Wegen div, u = 0 ist dafÃ¼ in S die IdentitÃ¤ 
hinreichend. Das ist wegen Gleichung (3.38) in S Ã¤quivalen zu 
Die letzte Gleichung gilt aber, wenn wir Gleichung (3.42) beachten. 
Zusammenfassend erhalten damit das Ergebnis, dass (U, <I?) aus den Gleichungen 
(3.41) und (3.43) eine stationÃ¤r LÃ¶sun der Flachwassergleichungen (3.22) - (3.24) 
mit dem Orografiefeld ist. 
FÃ¼ die skalare Formulierung der Flachwassergleichungen definieren wir die Vor- 
ticity (, und die Divergenz 6 durch 
Wegen Bemerkung 3.5.6 gilt dann. dass (L S, cEÃˆ eine stationÃ¤r LÃ¶sun der Flach- 
wassergleichungen (3.30), (3.31) mit dem Orografiefeld ist. 
Bemerkung  3.5.8 Die Aussagen in Beispiel 3.5.1 sind unabhÃ¤~zgi von der Wahl 
der Konstanten c E R in  der Dejinitionsgleichung (3.43) fÃ¼ das Geopotenzialfeld 
<I?. Wir bestimmen C durch den Wert G m  > 0 des mittleren, Geopotenzialfeldes, d. h. 
Nach Abschnitt 3.3 ist Ri Qm die mittlere Schichtdicke auf SRÃ£ Damit kÃ¶nne wir 
F& Qm als mittlere Schichtdzcke der AtmosphÃ¤r interpretieren. Diese Schichtdicke 
ist damit ausdrÃ¼ckba durch die mittlere SkalenhÃ¶h hc > 0 der dreidimensionalen 
AtmosphÃ¤re d. h. 
R; Qm = 1~~ g, 
siehe [LanOSj. Die SkalenhÃ¶h erhalten wir, indem wir von einer konstanten Dichte 
p des Mediums ausgehen, siehe Flachwasserapproximatzon in Abschnitt 3.1. Dann 
folgt aus der hydrostatischen Gleichung und der idealen Gasgleichung mit der Bo- 
dentemperatur TQ > 0 fÃ¼ die SkalenhÃ¶h 
FÅ¸ eine mittlere Bodentemperatur von Tg = 288.15K (entspricht 15OC) ergibt sich 
eine mittlere SkalenhÃ¶h von hs Ã 8430m. Eine physikalisch sinnvolle Forderung fÅ¸ 
das mittlere Geopotenzialfeld ist daher 
Wir fahren nun mit Beispielen fort, die die meridionale Windverteilung u in Beispiel 
3.5.1 konkret definieren. Das folgende Beispiel der FestkÃ¶rperrotatio ist auch in 
[WDH+92, Test 21 zu finden. 
"" , 
Geografische Breite @ ['I 180' -90' oa 90' 180" 
(a) Windverteilung u (b) Windfeld U, Geopotenzialfeld Ri @ [G], Achsen: geo- 
grafische LÃ¤ng und Breite 
Abbildung 3.4: FestkÃ¶rperrotation CQ = E:, @-Mittelwert aus (3.45); Beispiel 3.5.2 
Beispiel 3.5.2 (FestkÃ¶rperrotation Als Spezialfall von Beispiel 3.5.1 betrach- 
ten wir fÃ¼ eine Konstante co > 0 die meridionale Windverteilung 
( X )  :=co^l-a;2, Va; â [-1,1]. 
Setzen wir dies in Gleichung (3.41) ein, erhalten wir das Windfeld 
welches eine FestkÃ¶rperrotatio mit der Rotationsachse (0,0, l)T beschreibt, sie- 
he Abbildung 3.4(b). Der Betrag des Zonalwindes ist proportional zum Abstand 
zur Symmetrieachse der Rotation. In Abbildung 3.4(a) ist die Windverteilung u in 
AbhÃ¤ngigkei von der geografischen Breite p = arcsin xi dargestellt. Weiter wÃ¤hle 
wir das Orografiefeld 
:= 0. 
Das Geopotenzialfeld @ definieren wir durch Gleichung (3.43) und erhalten 
Dabei sei die Konstante c E R so fixiert, dass die Gleichung (3.45) fÃ¼ den $- 
Mittelwert erfÃ¼ll ist. 
Wegen Beispiel 3.5.1 ist dann (U,  @) eine stationÃ¤r LÃ¶sun der Flachwasserglei- 
chungen (3.22) - (3.24) mit dem Orografiefeld <E'Â§ Definieren wir die Vorticity C 
und die Divergenz S mit Gleichung (3.44), so erhalten wir 
Wegen Beispiel 3.5.1 ist dann auch (C. 6. (&) eine stationÃ¤r LÃ¶sun der Flachwasscr- 
gleichungen (3.30). (3.31) mit dem Orografiefeld BB.  
In Abbildung 3.4(b) sind das Windfeld U und das Geopotenzialfeld @ fÃ¼ 
CQ = 2: zu sehen. Um physikalisch relevante Werte fÃ¼ das Geopotenzialfeld @ 
zu erhalten, transformieren wir @ zu Rg (& auf San, siehe Abschnitt 3.3. Wir erken- 
nen das Windrnaximum in den niederen Breiten. 
Im nÃ¤chste Beispiel 3.5.3 definieren wir die meridionale Windverteilung u aus Bei- 
spiel 3.5.1 wie in [GPS03]. 
Beispiel 3.5.3 Als weiteren Spezialfall von Beispiel 3.5.1 betrachten wir fÃ¼ Kon- 
stanten C", 7, yo E R die meridionale Windverteilung 
u definiert im Windfeld U in Gleichung (3.41) mehrere lokale Windmaxima im Ab- 
stand von 2 7. Dabei gibt 7 im BogenmaÂ die geografische Breite an. Ein Maximum 
liegt bei tpo (Bogenmafl) geografischer Breite. 
Betrachten wir das dazugehÃ¶rig Geopotenzialfeld in Gleichung (3.43). so erken- 
nen wir, dass der erste Teil des Integrals 
aicsin a,s 
/ tan (p u2 (sin (p) d(p  
0 
fÃ¼ xy Ã‘ +1 unbeschrÃ¤nk wachst. Das Geopotenzialfeld @ ist also an den Polen des 
Wirbels nicht definiert. Wegen Hilfssatz 3.5.1 kann diese Wiindverteilung also nicht 
stationÃ¤ sein. 
Allgemein kÃ¶nne wir das Integrabilitatsproblem in Beispiel 3.5.3 nicht lÃ¶sen je- 
doch geben wir mit den folgenden beiden Beispielen 3.0.4 und 3.5.5 SpezialfÃ¤ll von 
Beispiel 3.5.1 an. die auch Windmaxima wie in Beispiel 3.5.3 modellieren. 
Beispiel 3.5.4 (Zonale StrahlstrÃ¶me Als Spezialfall von Beispiel 3.5.1 betrach- 
ten wir fÃ¼ Konstanten co,"i, wo E R: n ? die meridionale Windverteilung 
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Geografische Breite d) ['I 1 8o" -90' 0" 90" 180' 
(a) Windverteilung U (b) Windfeld U, Geopotenzialfeld R^, $ [$I, Achsen: geo- 
grafische LÃ¤ng und Breite 
Abbildung 3.5: Zonale StrahlstrÃ¶me CO = $5 n = 1, 7 = 6, po = j, @-Mittelwert aus 
(3.45); Beispiel 3.5.4 
Wie in Beispiel 3.5.3 definiert u im Windfeld u aus Gleichung (3.41) mehrere lokale 
Windmaxima im Abstand von 2 7. FÃ¼ n = l , 7  = 6 po = i ist in Abbildung 3.5(a) 
die Windverteilung u in AbhÃ¤ngigkei von der geografischen Breite p = arcsinx3 
dargestellt. 7 gibt im Bogenmafi die geografische Breite an. Ein Maximum liegt bei 
(Bogenmafl) geografischer Breite. Weiter wÃ¤hle wir das Orografiefeld 
Das Geopotenzialfeld (& definieren wir durch Gleichung (3.43) und erhalten fÃ¼ alle 
X E S  
arcsin x3 
(&(X) = - tan ip (1 - sin2" cos 
0 
+ 2 Q co sin p (1 - sinZn p )  cos2 (G ( p  - rn)) d y  + c. 
Dabei sei die Konstante c E R so fixiert, dass die Gleichung (3.45) fÃ¼ den $- 
Mittelwert erfÃ¼ll ist. (& bleibt so an den Polen des Wirbels beschrÃ¤nkt 
Wegen Beispiel 3.5.1 ist dann (U, (&) eine stationÃ¤r LÃ¶sun der Flachwasserglei- 
chungen (3.22) - (3.24) mit dem Orografiefeld Ba. Definieren wir die Vorticity C 
und die Divergenz S mit Gleichung (3.44), so erhalten wir 
Wegen Beispiel 3.5.1 ist dann auch (C, 6, (&) eine ~ t a t i o n ~ r e  LÃ¶sun der Flachwasser- 
gleichungen (3.30), (3.31) mit dem Orografiefeld ^>B. 
Mit den gleichen Parametern wie oben und CO = 2: sind das Windfeld u 
und das Geopotenzialfeld (& in Abbildung 3.5(b) dargestellt. Wir erkennen, dass 
in den Breiten der StrahlstrÃ¶m auch erhÃ¶ht Gradienten des Geopotenzialfeldes (& 
auftret,en. 
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Bemerkung 3.5.9 Die vorgegebene Windverteilung in Beispiel 3.5.4 beschreibt 
mehrere lokale Maxima der Windgeschwzndigkezt i m  zonalen Westwind. In  der realen 
Atmospl~Ã¤r liegen die Wzndmaxima der ZonalstrÃ¶mun nur in den mittleren Brei- 
ten. siehe Abschnitt 2.1.2. Damit entspricht die Windverteilung in Beispiel 3.5.4 
nur  sehr schlecht der realen globalen, zona1,gemittelten Stroinung. 
Als realitÃ¤tsnÃ¤he StrÃ¶mun im Vergleich zu Beispiel 3.5.4 betrachten wir nun wie 
in [GPS03] einen isolierten zonalen Strahlstrom in mittleren Breiten. 
Geografische Breite 4> ['I 180' -90' 0" 90" 180" 
(a) Windverteilung n (b) Windfeld U, Geopotenzialfeld Ri @ [$I, Achsen: geo- 
grafische Liinge und Breite 
Abbildung 3.6: Isolierter zonaler Strahlstrom, co = E, n = 1, 7 = f^ % 90 = t, <i>- 
Mittelwert aus (3.45); Beispiel 3.5.5 
Beispiel 3.5.5 (Isolierter zonaler Strahlstrom) Als Spezialfall von Beispiel 
3.5.1 betrachten wir fÃ¼ Konstanten CO, 7, po E R die meridionale Windverteilung 
CO cos2 - (arcsin a: - yo)  . fÃ¼ X E [sin(po - 7) -  sin(y0 + T ) ]  
u(x) = 
fÃ¼ X E [-I, l] \ [sm(po - 7); sin(y0 + T)] 
U definiert im Windfeld U aus Gleichiing (3.41) genau ein lokales Windniaximum 
mit der meridionalen Ausdehnung 2 7. FÃ¼ 7 = 6, po = I ist in Abbildung 3.6(a) 
die Windverteilung U in AbhÃ¤ngigkei von der geografischen Breite (p = arcsinx3 
dargestellt. 7 gibt in1 Bogenmafl die geografische Breite an. Das Maximum liegt bei 
po  (Bogenmafl) geografischer Breite. Weiter wÃ¤hle wir das Orografiefeld 
Wir definieren das Geopotenzialfeld <& durch die Gleichung (3.43) und fixieren die 
Konstante C E R so, dass die Gleichung (3.45) fÃ¼ den @-Mittelwert erfÃ¼ll ist. 
Dann ist (U.  <&) wegen Beispiel 3.5.1 eine stationÃ¤r LÃ¶sun der Flachwasser- 
gleichungen (3.22) -- (3.24) mit dem Orografiefeld QB. Definieren wir weit,er die 
Vorticity C, und die Divergenz 6 mit der Gleichung (3.44), dann ist wegen Beispiel 
3.5.1 (C, 6, B )  eine stationzre LÃ¶sun der Flachwassergleichungen (3.30), (3.31) mit 
dem Orografiefeld Q5. 
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Mit den gleichen Parametern wie oben und Q = $f sind das Windfeld u und 
das Geopotenzialfeld <!:' in Abbildung 3.6(b) dargestellt. Wir erkennen. dass das 
Geopotenzialfeld $ auflerhalb des Strahlstromes konstant ist. 
Bemerkung  3.5.10 Das isolierte Windmaximum der Zonalstr61nung in den mitt- 
leren Breiten aus dem Beispiel 3.5.5 modelliert nun wesentlich besser als das Beispiel 
3.5.4 die mittlere ZonalstrÃ¶mun in der TroposphÃ¤re da in der realen AtmosphÃ¤r 
bei 30' - 45O ein Windm,azimum beobachtet werden kann, siehe Abschnitt 2.1.2. 
Nachdem die bisherigen Beispiele divergenzfreie StrÃ¶munge behandelten, betrach- 
ten wir im folgenden Beispiel eine vorticityfreie StrÃ¶mung 
Beispiel  3.5.6 (Vortici tyfreie S t rÃ¶mung  Dieses Beispiel setzt f = 0 voraus, 
vernachlÃ¤ssig also die Coriolisbeschleunigung. Wir nehmen an, dass u ein vortici- 
tyfreies Windfeld auf S wÃ¤re Mit der Helmholtz-Zerlegung fÃ¼ Vektorfelder auf S 
folgt, dass es ein Potenzial X auf S gibt mit 
Da die Gleichung 
divs((f + rot, U) u)  = 0 
sofort erfÃ¼ll ist, ist U mit dem Geopotenzialfeld <E1 aus Hilfssatz 3.5.1 Teil (2) auch 
LÃ¶sun von Gleichung (3.38). Leider ist es selbst fÃ¼ einfache Beispiele schwierig: 
eine nichttriviale Orografie Q B ,  d. h. Q B  # c&, so zu wÃ¤hlen dass die Gleichung (3.39) 
erfÃ¼ll ist. Im Fall (E>B = (& ist im Syst,em keine Masse enthalten, siehe Abschnit,t! 
3.4, so dass die LÃ¶sun physika,lisch keine Bedeutung hat. 
Das folgende Beispiel 3.5.7 einer stationÃ¤re LÃ¶sun der Flachwassergleichungen ist 
Ã¤hnlic konstruiert wie das erste Beispiel 3.5.1. allerdings fÃ¼ die Flachwasserglei- 
chungen ohne Corioliskraft. WÃ¤hren in Beispiel 3.5.1 die Erdachse die Rotations- 
achse der StrÃ¶mun war, fÃ¤ll diese EinschrÃ¤nkun in Beispiel 3.5.7 weg. Damit 
kÃ¶nne wir die Rotationsachse der StrÃ¶mun frei wÃ¤hlen Wir werden dieses Bei- 
spiel fÃ¼ die Konstruktion von instationÃ¤re LÃ¶sunge der Flachwassergleichungen 
im nÃ¤chste Abschnitt benÃ¶tigen 
Beispiel  3.5.7 (Rota t ionssymmetr ische  S t r Ã ¶ m u n g  FÃ¼ dieses Beispiel be- 
trachten wir die Flachwassergleichungen ohne Coriolisbeschleunigung, d.  h. f = 0. 
Wir definieren das Windfeld u als Zonalwind nicht bezÃ¼glic der Achse (0,0, l )T ,  sie- 
he Beispiel 3.5.1, sondern bezÃ¼glic einer neuen fixierten Achse a = (a l ,  0 2 ,  a3lT ? R3 
mit lal = 1. Wir setzen fÃ¼ alle X E S 
a x x  
u (x )  := u(a  X) -
la X XI 
mit der vorgegebenen Windverteilung u : [-I, 11 Ã‘) K. Das Windfeld u ist dann 
ein rot,ationssymmetrischer Wind bezÃ¼glic der Achse a. Weiter wÃ¤hle wir fÃ¼ eine 
Konstante C B  > 0 das Orografiefeld 
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(a) Koordinatensysteme (ei, 0 2 ,  es) (b) Windfeld U, Geopotenzialfeld Rf, Ã§ [$I, Achsen: geo- 
und ( C I ,  c z ,  ~ 3 )  grafische LÃ¤ng und Breite 
Abbildung 3.7: Rotationssymmetrische StrÃ¶mung CD = Es, a = (- ~ o s 4 5 ~ , 0 , s i n 4 5 ~ ) ~ ,  
@-Mittelwert aus (3.45) ; Beispiel 3.5.7 
Mit Hilfssatz 3.5.1 wollen wir nun ein geeignetes Geopotenzialfeld ?> finden, so 
dass (U, 3') eine LÃ¶sun der Gleichung (3.38) ist. Dazu fÃ¼hre wir einen Wechsel des 
Koordinatensystems durch, siehe Abschnitt 3.5.1, und betrachten die Koordinaten- 
darstellung V von U bezÃ¼glic der gedrehten Orthonormalbasis 
In Abbildung 3.7(a) sind die beiden Basen (e l ,  e2, e3) und (cl, 0 2 ,  c3) zu sehen. Mit 
dem Koordinatenwechsel <S aus Definition 3.5.2 gilt dann fÃ¼ alle y E S 
Die Koordinatendarstellung V in der neuen Basis ist nun das gleiche Windfeld wie 
in Beispiel 3.5.1. Definieren wir fÃ¼ eine Konstante c R das Geopotenzialfeld 
'S : S + R fÃ¼ alle y 6 S durch 
und die Orografie durch "'SB = CR,  dann wissen wir nach Beispiel 3.5.1, dass die 
Funktion (V, 'S) eine stationÃ¤r LÃ¶sun der Flachwassergleichungen (3.22) - (3.24) 
mit der Orografie QB ist. Betrachten wir zur Koordinatendarstellung 'S das dazu- 
gehÃ¶rend Geopotenzialfeld ?> : S + R, definiert fÃ¼ alle X 6 5 durch 
arcsin(x-a) 
$(X) := Q o (^>(X) = ^ ( X .  C, e i)  = - / tan p u2(sin y )  d y  + c, (3.47) 
0 
dann erhalten wir durch Multiplikation mit -ei cz aus den Gleichungen fÃ¼ (V, v)/) die 
transformierten Gleichungen (3.38) - (3.40) fÃ¼ (U, ^?). 
Zusammenfassend erhalten wir, dass (U, @), definiert durch die Gleichungen 
(3.46) und (3.47), eine stationÃ¤r LÃ¶sun der Gleichungen (3.22) - (3.24) mit der 
Orografie @B ist. 
FÃ¼ die skalare Formulierung der Flachwassergleichungen definieren wir die Vor- 
ticit,y (, und die Divergenz 6 fÃ¼ X E S durch 
Wegen Bemerkung 3.5.6 gilt dann, dass (C,^ , @) eine stationÃ¤r LÃ¶sun der Flach- 
wassergleichungen (3.30); (3.31) mit dem Orografiefeld % ist. 
WÃ¤hle wir wie in Beispiel 3.5.2 fÃ¼ die Konstanten CQ, C E R die meridionale 
Windverteilung 
u[x) = co J-, MX E [O ,  11, 
erhalten wir mit u aus Gleichung (3.46) wieder eine FestkÃ¶rperrotation diesmal mit 
der Rotationsachse a. Berechnen wir das Geopotenzialfeld @ mit Gleichung (3.47)) 
erhalten wir fÃ¼ alle X ? S 
In der Abbildung 3.7(b) ist das Windfeld u und das Geopotenzialfeld @ 
mit dem @-Mittelwert aus Gleichung (3.45) fÃ¼ den Fall CQ = und a = 
(- cos45O, 0, sin45')' zu sehen. Das Geopotenzialfeld (& hat eine Ã¤hnlich Struktur 
wie in Beispiel 3.5.2. Allerdings sind die Gradienten von @ hier wesentlich kleiner, 
da die Corioliskraft fehlt. 
3.5.3 InstationÃ¤r Losungen 
InstationÃ¤r LÃ¶sunge (V, 'I') der Flachwassergleichungen (3.22) - (3.24) kÃ¶nne 
auch aus mÃ¶glicherweis stationÃ¤re LÃ¶sunge (U, @) der Flachwasserwasserglei- 
chung gewonnen werden. Dazu betrachten wir die Gleichungen fÃ¼ (U, ^ ?) im Inertial- 
system, in dem die Erde rotiert. Die Gleichungen enthalten also keine Coriolisterme. 
FÃ¼hr man einen Koordinatensystemwechsel ins erdfeste Koordinatensystem durch, 
mÃ¼sse ScheinkrÃ¤ft berÃ¼cksichtig werden. Damit enthalten die transformierten 
Gleichungen Coriolisterme und die transformierten LÃ¶sunge werden i. a. instati- 
onÃ¤ sein. Es geniigt also eine sta,tionÃ¤r LÃ¶sun aus Abschnitt 3.5.2 zu nehmen und 
sie entsprechend zu transformieren. Diese Transformation ist aus der Literatur be- 
kannt und z. B. zu finden in [Dut95] oder [Ped87]. Wir stellen diese Vorgehensweise 
im Folgenden noch einmal detailliert dar, da wir sie zur konkreten Berechnung von 
LÃ¶sunge nutzen wollen. 
Was bedeutet ein Koordinatensystemwechsel genauer? Dazu betrachten wir be- 
liebige Funktionen U : R3 Ã R3 und @ : R3 Ã‘ R. In Abschnitt 3.5.1 haben wir 
die in ein anderes Koordinatensystem transformierten Funktionen als die Koordina- 
tendarstellungen von u und @ bezeichnet. Ist (U, @) eine LÃ¶sun der Gleichungen 
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(3.22) - (3.24). dann ist die Frage nach den Auswirkungen eines Koordinatensys- 
temwechsels auf die Flachwassergleichungen (3.22) - (3.24) demnach die Frage nach 
den Gleichungen, die die Koordinatendarstellungen von (U. 'S) erfÃ¼llen 
Das Koordinatensystem 
Wir gehen von den Flachwassergleichungen (3.22) - (3.24) ohne Corioliskraft, d.h. 
f = 0, aus und befinden uns in einem Koordinatensystem (Basis (ei, e2, eg)), in dem 
die Erde eine Drehbewegung um die Achse (0,0, l ) T  mit der Winkelgeschwindigkeit 
!J K ausfÃ¼hrt Nun wollen wir in ein Koordinatensystem wechseln, in dem die 
Erde ruht, siehe Abschnitt 3.5.1. Das dazugehÃ¶rend neue zeitabhÃ¤ngig Koordina- 
tensystem hat fÃ¼ t E R die Basis 
Der K~ordin~tenwechsel  
(^t (X) = X - C; (t) ei, 
siehe Definition 3.5.2, ist damit auch eine zeitabhÃ¤ngig Funktion. Anstelle von c d t )  
und (^t werden wir auch ci und d) schreiben. FÃ¼ die Zeitableitungen der Basisvek- 
toren berechnen wir 
dci 
- = f l  X ci, 1 = 1,2.3.  (3.50) 
dt  
Da das Koordinatensystem (ci ,  c2, c3) rotiert, beschreibt auch der Koordinatenwech- 
sei d) eine Drehung, Wie wir im folgenden Hilfssatz sehen werden, ist d auch mit  
dem Kreuzprodukt vertauschbar. 
Abbildung 3.8: Um (0,0, l)T rotierendes Koordinatensystem (cl, 02, 03) 
Hilfssatz 3.5.2 E s  sei d) der K~ordinaten~wechsel bezÅ¸glic der Basis (3.48). Dann  
gelten fÃ¼ alle a, b E R3 die Gleichungen 
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Beweis: 
Wir definieren mit den Basisvektoren c1, c2, c3 die Matrix D durch 
Es seien a,  b E R3. Da D eine orthogonale Matrix mit det D > 0 ist, gilt 
Damit folgt aber sofort mit Definition 3.5.2 
d ) ( a ) x ( j ) ( b ) = ( a ~ ~ ~ e , ) ~ ( b ~ ~ , e , ) = D a x D b = D ( a x b ) = r f > ( a x b ) ,  
$(a) .  ifi(b) = ( a .  ctet) (b . C ,  e,) = a .  b. 
Da (j) als Drehung auf dem R3 bijektiv ist, gelten die Behauptungen auch fÃ¼ 4-I 
Mit Definition 3.5.2, Gleichung (3.50) und dem letzten Hilfssatz, folgt dann fÃ¼ die 
Zeitableitung des Koordinatenwechsels fÃ¼ y = $>(X) 
Geschwindigkeiten in Bezugssystemen 
Da die Geschwindigkeit eines Teilchens von der Wahl des Bezugssystems abhÃ¤ngt 
mÃ¼sse wir genauer wissen, wie die Geschwindigkeiten eines Teilchens in den Koor- 
dinatensystemen (el, e2, e3) und (cl, c2, 03)  zusammenhÃ¤ngen Dazu sei ein Teilchen 
am Ort X E R3 im Koordinatensystem (el. 6 2 ,  e3) und habe die Geschwindigkeit 
U E R3. Im bewegten Koordinatensystem (cl, c2. 03) sei dasselbe Teilchen am Ort 
y E R? und habe die Geschwindigkeit V ? R3. Die Transformation der Ortsvektoren 
erfolgt nach Abschnitt 3.5.1 mit dem Koordinatenwechsel d) durch 
Mit Gleichung (3.51) erhalten wir die Geschwindigkeit des Ortsvektors y im Koor- 
dinatensystem (el, e2; e3) 
Da sich V aus der Koordinatendarstellung des Vektors u und der Geschwindigkeit 
seines Ortsvektors ergibt, folgt 
Die Geschwindigkeit u in (el, e2, e3) entspricht d s o  der Geschwindigkeit <^(U) -C2 X y 
in (Cl, ~ 2 ,  ~ 3 ) .  
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TransformationssÃ¤tz 
Wir wollen im Folgenden die Flachwassergleichungen auf S betrachten. Da wir dazu 
das Konzept der tangentialen Differenzialoperatoren, siehe Anhang B, nutzen wollen, 
setzen wir abzuleitende Funktionen auf eine offene Umgebung G C R3 von S fort. 
Wie in Abschnitt 3.2 fixieren wir aus technischen GrÃ¼nde die Menge G durch 
Damit ist G auch rotationssymmetrisch und invariant unter der Drehung d), d. h. 
es gilt d)(G) = G. Der folgende Hilfssatz zeigt, wie sich die totale Zeitableitung fÃ¼ 
Koordinatendarstellungen bezÃ¼glic (cl, 02, 0 3 )  transformieren lÃ¤sst 
Hilfssatz 3.5.3 (Transformat ion,  Totale Ablei tung)  Es sei das Geschwin- 
digkeitsfeld u : G X I ~r R3 gegeben. Zu u betrachten wir das entsprechende Ge- 
schwindigkeitsfeld 
:= (R (U - n X .) d-l, 
im  Koordinatensystem (CI, c2, c3) .  Gegeben seien weiter ein skalares Feld <& : G X I Ã‘ 
R und ein Vektorfeld a : G X I Ã‘ R3, zu denen wir die Koordinatendarstellungen 
- 9 : G x I ^ R u n d b : G x I - ^ R 3  mit 
betrachten. Dann gilt fÃ¼ die totalen Zeztableitungen in G 
Beweis: 
Es seien die Geschwindigkeitsfelder U ,  V : G X I Ã‘ R3 mit V = d) o (U - H X .) o < ^ I  
gegeben. Weiterhin seien die skalaren Felder <&. -9 : G X I Ã‘ R mit ip = ip o 4 '  und 
die Vektorfelder a ,  b : G X I Ã‘ R3 mit b = <b o a o d)-l gegeben. FÃ¼ den Beweis 
seien X, y ? G mit y = d ( x )  beliebig fixiert. 
Mit Gleichung (3.51) erhalten wir fÃ¼ die partielle Zeitableitung von $ 
Den Advektionsterm von @ transformieren wir mit Definition 3.5.2 und Gleichung 
(3.36) und erhalten 
(U . V @ ) ( x )  = ( v ( y )  + H X y )  . ei C ,  . C, e, . V-9 ( y )  (3.53) 
= ( (V  + n X .) . V-9)  0 ^ ( X ) .  
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Die Summe von (3.52) und (3.53) ergibt dann die erste Behauptung. Widmen wir 
uns nun den Vektorfeldern, so berechnen wir zunÃ¤chs mit (3.51) die Zeitableitung 
von b o (h 
= (atb - (0 X .) . V b )  0 (h(x) 
und erhalten mit Definition 3.5.2 fÃ¼ die partielle Zeitableitung von a 
9 a  d ( h l  o b o (h d ( b  o 4 )  . ei ci P d b  o (h 
-. 
d c -  
- ( X )  = P 9 t  
e, ci + (b o 4 )  . e; 2 
d t  d t  d t  d t  
d b  0 (h 
= q ! - l ( Ã ‘ Ã ‘  + (b o Ã‡ . ei (Si X C,) (3 .54)  
= ^ ) - I  o (atb - (0 X .) . V b )  o ( h ( x )  + (0 X b o ( h )  
= ^ )-I o ( & b  - (0 X .) . V b  + 0 X b)  o ^ ) ( X ) .  
Den Advektionsterm von a transformieren wir mit Definition 3.5.2 und Gleichung 
(3.37) und erhalt,en 
( u . V a ) ( x )  = ( v ( y )  + 0 X y )  . e , c ,  - c , e ,  V ( ( h l o b ) ( y )  (3.55) 
= 6' o ( (V  + 0 X .) . V b )  o ^ ) ( X ) .  
Die zweite Behauptung ergibt sich dann erneut aus der Summe von (3 .54)  und (3 .55) .  
Wie oben gesehen, kommt beim Koordinatensystcmwechsel des Geschwindig- 
keitsfeldes noch die FÃ¼hrungsgeschwindigkei -0 X . hinzu. Gena,uso wird zum 
Geop~tenzi~l fe ld  $ bei der Transformation das schon in Abschnitt 3.1.2 erwÃ¤hn 
te Geo~otenzial  
abgezogen. Wir kÃ¶nne uns unter Qz das Geopotenzialfeld vorstellen, das durch die 
Zentrifugalkraft hervorgerufen wird. Der folgende Hilfssatz enthÃ¤l Umformungen, 
die spÃ¤te in Satz 3.5.1 nÃ¼tzlic sein werden. 
H i l f s s a t z  3.5.4 FÃ¼ Vektoren U .  X E IR3 m i t  X # 0 gelten die Gleichungen 
Gilt zusÃ¤tzlic U . n(x)  = 0 ,  dann  folgt 
3.5. ANALYTISCHE LOSU~\~GEA' 
Beweis: 
Es seien U, X ? R3 mit X # 0 beliebig fixiert. Dann folgt 
und damit auch die erste Gleichung der Beha,uptung. Zum Nachweis der zweiten 
Gleichung rechnen wir die beiden Seiten aus. FÃ¼ X = (x l ,  x2, Â¥i^) sind beide Terme 
gleich 
n2 2 T 
- (-X1 X;, -X2 a ; ;  x3 (3 + X,)) . 
X I 2  
Es gelte nun U .  n(x)  = 0. Da fÃ¼ Vektoren a, b, C E R3 mit lcl == 1 die IdentitÃ¤ 
gilt, setzen wir a = f2, b = U, C = n(y )  und es folgt die letzte behauptete Gleichung. 
Nach den bisherigen Vorarbeiten kommen wir zur Transformation der Flach- 
wassergleichungen. Ausgehend von einer LÃ¶sun der Flachwassergleichungen ohne 
Corioliskraft (U, G) berechnen wir die Gleichungen, die fÃ¼ deren Koordinatendar- 
stellungen im rotierenden Koordinatensystem (cl, 02 .  c3) gelten. 
Satz  3.5.1 Es  sei (U, $) eine LÃ¶sun des Problems (3.22) - (3.24) ohne Corio- 
liskraft (d. h. f = 0 )  mi t  der Orografie : S X I Ã R. Definieren wir die i n  
das Koordinatensystem (c1,c2, c3) transformierten Funktionen V : S X I + EX3: 
'S. 'SB : S X I + R durch 
V := <j) 0 (U - n X .) 0 ^-I] 
'S := ($ - <^) 0 $F1. 
"SB := (@B - ^ z) 0 ^-I> 
so lÃ¶s (V, 'S) das Problem (3.22) - (3.24) mit  der Orografie 'SB und dem Coriolispa- 
rameter f. 
Beweis: 
Es seien u : S X I Ã K3 und <& : S X I Ã‘ R LÃ¶sunge der Gleichungen (3.22) - 
(3.24) mit f = 0 und der Orografie : S X I -s> K. Wir setzen U, <& und QB zu 
Funktionen Å¸ (E> und derartig auf G fort. dass auf G gilt 
Im Folgenden werden wir anstelle der Bezeichnungen Ã¼ (E> und <I>B wieder U, @ 
und @B schreiben, da  keine Verwechslungen zu befÃ¼rchte sind. Wir definieren die 
Funktionen V : G X I Ã R3,  'SI 'SB : G X I Ã K gemÃ¤ der Formulierung des Satzes. 
Wir transformieren nacheinander die Tenne der Gleichungen (3.22) - (3.24). 
In einem ersten Schritt transformieren wir die totalen Zeitableitungen der Funk- 
tionen u und <&. Dazu nutzen wir Hilfssatz 3.5.3 und setzen fÃ¼ a und b 
64 KAPITEL 3. DIE SPHARISCHEN FLACHVI'ASSERGLEICHUNGEN 
Beachten wir 
V V ( n  X Y ) ,  = V [  , j k v i Q i ~ k i =  (il x v ) , ,  fÃ¼ i =  1 , 2 , 3 ,  
9 ~ 1  
und 
In einem zweiten Schritt transformieren wir den Gradienten von cE>. Dazu defi- 
nieren wir zu 7^, das transformierte Geopotenzial 
Es folgt mit der Definition 3.5.2 fÃ¼ alle X ? G 
a@ 9(^ + Q z )  94 e, 9 ( Q  + Qz) 9 x .  C, a ( ~  + qz) V @ ( x )  = - e - 
a x ,  - 
e, = e, = 
~ Y G X ,  9 ~ 4 ~ ~  ay i  C l  
Schliefilich behandeln wir noch die verbleibenden Terme. Wegen Hilfssatz 3.5.2 
gilt fÃ¼ den metrischen Term fÃ¼ alle X ? G 
Die Divergenz des Geschwindigkeitsfeldes bleibt unter der Transformation (f) erhal- 
ten, denn es gilt mit Definition 3.5.2 
9 v . e .  
= -  ^div v ( d x ) ) .  
a y j  
Die Transformationen der einzelnen Terme fassen wir zusammen und setzen die 
LÃ¶sun (U, @) in die Gleichungen (3.22) und (3.23) ohne Corioliskraft, d .  h. f = 0, 
ein. Wir beachten noch, dass auf S wegen (3 .56)  auch 
gilt und damit die dreidimensionalen Diffcrenzialoperatoren durch ihre tangentialen 
Versionen ersetzt werden kÃ¶nnen Es folgt dann in S fÃ¼ (V, 'I') 
^ V + V ~ V ~ V + V ~ ( ^ + ' I ' ~ )  = - 2 O x v - n x  ( O x  Y ) -  v + O  X y12 
lyl 
n. 
Wenden wir nun Hilfssatz 3.5.4 an und definieren den Coriolisparameter wie in 
Anhang D durch f := 2 O . n ,  dann folgt in S die Gleichung 
Damit ist (V. 'I') ein LÃ¶sun der Flachwassergleichungen (3.22) - (3.24) in S mit 
dem Coriolisparamter f .  
Bemerkung 3.5.11 W i r  werden spater i n  diesem Abschnitt als Orografie ei- 
ne  ortsunabhangige Konstante wÃ¤hlen Damit ergibt sich fÃ¼ die OrograJe 'PB im 
rotierenden Koordinatensystem fÃ¼ eine Konstante c E K und fÃ¼ alle y E S die 
Funktion 
Bemerkung 3.5.12 Die Orografiefunktion (&B aus Satz  3.5.1 ist eine zeitabhÃ¼ngi 
ge Funktion,, da im nicht erdfesten Koordinatensystem (ei, ea, e3) die reale Orografie 
sich mit der Drehung der Erde mitbewegen muss. Betrachten wir aber die Orogra- 
fie i m  erdfesten Koordinatensystem, also die Funktion 'I'B, dann muss diese zeitu- 
nabhÃ¤ngi sein, da in diesem Koordinatensystem die Orografie ruht. Die formale 
ZeitabhÃ¤~zgiqkei der Funktion Qn aus Satz 3.5.1 muss daher durch die Transforma- 
tion 4> wegfallen, u m  ein physikalisch relevantes Ergebnis zu erhalten. 
Bemerkung 3.5.13 W i r  hatten die Flachwassergleichunqen i n  Abschnitt 3.1.4 ur- 
sprÃ¼nglic nur mi t  zeitlich konstanter Orografie formuliert. I m  Falle einer zeitabhÃ¼n 
gigen Orografie mÃ¼sse wir lediglich unter der partiellen Zeitableitung die Orografie 
hinzufÃ¼gen Dies ist im Beweis von Satz 3.5.1 auch geschehen. 
Beispiele instationÃ¤re LÃ¶sunge 
Wenden wir den Satz 3.5.1 auf das Beispiel 3.5.7 der stationÃ¤re rotationssymmetri- 
sehen StrÃ¶mun an. erhalten wir das Beispiel 3.5.8 der instationÃ¤re rotationssym- 
metrischen StrÃ¶mun mit wÃ¤hlbare Windprofil U .  Setzen wir fÃ¼ U das Windprofil 
aus dem Beispiel 3.5.2 der FestkÃ¶rperrotatio ein, ergibt sich als Spezialfall von 
Beispiel 3.5.8 die konkrete Realisierung fÃ¼ eine instationÃ¤r LÃ¶sun der Flaehwas- 
sergleichungen in Beispiel 3.5.9. 
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Beispiel 3.5.8 (Rotat ionssymmetr ische S t rÃ¶mung  Es seien die Achse a 6 IR3 
mit lal = 1, die Windverteilung U : [-I, 11 Ã IR und die Konstanten CI, c2 E 
IR gegeben. Dazu definieren wir das Windfeld U,  das Geopotenzialfeld @ und das 
Orografiefeld 'SB fÃ¼ alle X S durch 
Wegen Beispiel 3.5.7 ist (U, <I>) eine stationÃ¤r LÃ¶sun der Flachwassergleichungen 
(3.22) - (3.24) ohne Corioliskraft, d. h. f = 0. 
Bezeichnen wir mit & den Koordinatenwechsel aus Gleichung (3.49), dann defi- 
nieren wir die in das Koordinatensystem (cl, c2, c3), siehe Gleichung (3.48), trans- 
formierten Funktionen V, ^ f, Qg fÃ¼ alle (y,  t)  E S X I durch 
Nutzen wir Hilfssatz 3.5.2, dann folgt auch 
arcsin((i>t(a)-y) 
^ (Y,^)  Y - tan y u2 (sin 9) dp + - (3.57) 2 
0 
Wegen Satz 3.5.1 ist (V,  ^Sf) eine LÃ¶sun der instationÃ¤re Flachwassergleichungen 
(3.22) - (3.24) mit dem Orografiefeld QB. 
FÃ¼ die skalare Formulierung der Flachwassergleichungen definieren wir die Vor- 
ticity < und die Divergenz 5 fÃ¼ alle (y,  t)  â S X I durch 
S(y, t)  := divs V = 0. 
(3.58) 
Wegen der Bemerkung 3.5.6 gilt, dass ((,, 6, 'S) eine LÃ¶sun der Flachwassergleichun- 
gen (3.30), (3.31) mit dem Orografiefeld ist. 
Hilfssatz 3.5.5 FÅ¸ alle Vektoren X, y E IR3 gilt die Gleichung 
Beweis: 
E,s seien beliebige Vektoren X, y E R3 gegeben. Aus der Grafimann-IdentitÃ¤ folgt 
Da dies eine orthogonale Zerlegung von X ist, folgt durch Ausmultiplizieren 
Den ersten Term der rechten Seite formen wir erneut mit der GraBmann-IdentitÃ¤ 
um und erhalten 
Durch Einsetzen folgt die Behauptung. 
Das folgende Beispiel wurde auch in [LHD+03], [Lau031 beschrieben. 
Beispiel 3.5.9 (InstationÃ¤r FestkÃ¶rperrotation Wir definieren die Rotati- 
onsachse b 6 IR3 mit lbl = 1 und die Winkelgeschwindigkeit dy E R \ { O }  der 
FestkÃ¶rperrotatio des Startzustandes. Weiter definieren wir im Fall b + 0 # 0 I d o l  
als Hilfskonstruktion die Achse a 6 R3 mit a l  = 1 und die Winkelgeschwindigkeit 
co E R durch 
Im Fall b + -'- 0 = 0 definieren wir I do I 
FÃ¼ die Konstante CO definieren wir die Windverteilung der FestkÃ¶rperrotatio 
aus Beispiel 3.5.2 durch 
u(x) = c o v F 2 :  V x e  [-1,1]. 
Mit der Windverteilung U. der Achse a und fiir fixierte Konstanten CI,  c2 E R de- 
finieren wir damit das Windfeld V. das Geopotenzialfeld 'Â¥ und das Orografiefeld 
CUB aus Beispiel 3.5.8 durch die Gleichung (3.57). Zur Vereinfachung der Gleichung 
(3.57) beachten wir, dass wegen Hilfssatz 3.5.5 fÃ¼ alle y E S die Gleichung 
und analog zu Beispiel 3.5.2 die Gleichung 
arcsin(i)!>t (a)-y) 
/ c2 tan y u2 (sin y )  dy = -Â ( &  (a) . y)' 2 
0 
(a) Windfeld V, Geopotenzialfeld Ri 'S [$I fÃ¼ (b) Orografiefeld Ri 'SB [$I 
t = 0d 
( C )  Windfeld V, Geopotenzialfeld Ri [$I fÃ¼ 
t =  +d 
Abbildung 3.9: InstationÃ¤r FestkÃ¶rperrotation b = (- cos 45'; 0, ~ i n 4 5 ' ) ~ :  U Q  = 30:: 
Achsen: geografische LÃ¤ng und Breite; Beispiel 3.5.9 
gilt. Damit folgt nach dem Einsetzen von b und do in die Gleichung (3.57) fÃ¼ alle 
( y , t )  ^ Sx I 
Wegen Beispiel 3.5.8 ist (V, Q) eine LÃ¶sun der Flachwassergleichungen (3.22) - 
(3.24) mit dem Orograficfeld 'SB.  Definieren wir die Vorticity C und die Divergenz 
S mit Gleichung (3.58), so erhalten wir 
Wegen Beispiel 3.5.8 ist ((,! 6, Q) eine LÃ¶sun der Flachwassergleichungen (3.30); 
(3.31) mit dem Orografiefeld !U5. 
FÃ¼ die grafische Darstellung betrachten wir konkrete Zahlenwerte fÃ¼ die Kon- 
stanten. Wir definieren die Konstante do := 2 fÃ¼ eine Fe~t~kÃ¶rperrotatio mit der 
maximalen Windgeschwindigkeit u0 = 30: auf SRÃ£ siehe Beispiel 3.5.1. Weiter sei 
die Rotat,ionsachse des Start,zustandes definiert durch b = (- cos45', 0, ~ i n 4 5 O ) ~ .  
SchlieÂ§lic wÃ¤hle wir c2 = 0 und CI E R derartig. dass die Q-Mittelung in Glei- 
chung (3.45) fÃ¼ eine mit,tlere Schichtdicke von 12000m gelte. Wir weichen hier von 
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der Scliichtdicke von 8000m aus Bemerkung 3.5.8 ab, da  in diesem Fall 'S - Q n  
nichtnegative Werte; die AtmosphÃ¤r also eine negative Masse, hatte. 
FÃ¼ den Anfangszustand (t = Od) sind das Windfeld V und das Geopotenzialfeld 
'S in Abbildung 3.9(a) und das Orografiefeld ^/p in Abbildung 3.9(b) dargestellt,. 
Wir erkennen, dass das Windfeld V deutlich vom geostrofischen Wind entlang der 
HÃ¶henlinie des Geopotenzialfeldes Q abweicht. Weiterhin sehen wir, dass das Oro- 
grafiefeld 'SB verglichen zum Geopotenzialfeld 'S grÃ¶Â§e Gradienten hat. Da Q B  
nur von der Starke der Corioliskraft abhÃ¤ngt 'S hingegen auch von u0, ist dies ein 
Indiz dafiir, dass die Corioliskraft eine wesentliche Bedeutung fiir die Dynamik der 
Flachwassergleichungen hat. 
Nach einem halben Tag fiir den Zeitpunkt t = i d  sind das Windfeld V und das 
Geopotenzialfeld 'S in Abbildung 3.9(c) dargestellt. Das StrÃ¶mungsmust,e hat die 
gleiche Strukt,ur wie in Abbildung 3.9(a). Die Wirbel der FestkÃ¶rperrotatio haben 
ihre Lage dabei aber uni 180Â verschoben. 
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Kapitel 4 
Das numerische Verfahren 
FÃ¼ die numerische LÃ¶sun der sphÃ¤rische Flachwassergleichungen gibt es eine Viel- 
zahl von AnsÃ¤tze und Simulationsergebnissen, siehe auch die Literatur am Anfang 
von Kapitel 3. Wiihrend es generell in der AtmosphÃ¤.renmodellierun einige wenige 
Projekte mit adaptiven GitterauflÃ¶sunge gibt; sind uns fÃ¼ die Flachwassergleichun- 
gen bislang noch keine adaptiven numerischen Simulationen bekannt. Wir stellen in 
diesem Kapitel eine Lagrange-Galerkin-Methode kombiniert mit der Methode der 
verschwindenden ViskositÃ¤ fÃ¼ die sphÃ¤rische Flachwassergleichungen vor. die ein 
rÃ¤umlic adaptives und gleichzeitig zeitlich verÃ¤nderliche Gitter zulÃ¤sst 
Die Lagrange-Galerkin-Methode ist eine Kombination der Finite-Elemente-Me- 
thode fÃ¼ die Ortsdiskretisierung und der Semi-Lagrange-Methode fÃ¼ die Zeit- 
diskretisierung, siehe [Pir82], [SÃ¼l88] [MPS88]. Die Approximation der gesuchten 
Funktionen im Rahmen der Finite-Elemente-Methode beinhaltet dabei neben der 
Wahl der endlichdimensionalen AnsatzrÃ¤um auch die geometrische Approximation 
der gekrÃ¼mmte FlÃ¤ch S durch geeignete Polyeder, siehe [Dzi88], [Sch93], [Sie90], 
[HH02]. Mit der Semi-Lagrange-Methode diskretisieren wir in einem lokalen Koor- 
dinatensystem auf S die totalen Zeitableitungen entlang der StrÃ¶mungstrajektorien 
siehe [Pir89], [QV97]. Die Methode der verschwindenden ViskositÃ¤ besteht dar- 
in, die advektiven Anteile in den Gleichungen durch kÃ¼nstlich Diffusionsterme zu 
glÃ¤tt,en Damit werden im diskretisierten System unphysikalische Wellen, die durch 
die BeschrÃ¤nkun der WellenlÃ¤nge nach unten durch die Gitterweite anwachsen, 
gedÃ¤mpft 
Da uns fÃ¼ das nun~erische Verfahren zur Diskretisierung der Flachwasserglei- 
chungen kein mathema,tischer Beweis der korrekten FunktionstÃ¼chtigkei vorliegt, 
werden wir das Verfahren in Kapitel 5 validieren. Dazu werden wir numerische Simu- 
lationsergebnisse des idealisierten AtmosphÃ¤renmodell zum einen mit analytischen 
LÃ¶sunge der Flachwassergleichungen vergleichen und zum anderen zur Reproduk- 
tion von physikalischen Multiskalenprozessen aus Abschnitt 2.3.3 nutzen. 
In Abschnitt 4.1 fÃ¼ge wir zur Stabilisierung des numerischen Verfahrens eine 
kÃ¼nstlich Diffusion ein. Danach beschreiben wir in Abschnitt 4.2 die Lagrange- 
Galerkin-Methode auf einem fixierten Gitter Sh. Zum Abschluss formulieren wir in 
Abschnitt 4.3 das adpative Diskretisierungsverfahren. 
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siehe Anhang A. Wir definieren damit die Funktionenraume 
:= L2(1, H'(S)) n H1(I .  L2(S)),  
V := ~ ' ( 1 ~  H ~ ( S ) ) ,  
W := ^ '(I, (H2(S))3) n L 2 ( I , ~ ~ , ( S ) ) .  
Dabei bezeichnet Ta(S) den Tangentialraum von S. Durch diese Wahl sind Funk- 
tionen U ? H bzw. U, V, W fÃ¼ fast alle t ? I dann H1(S)-Funktionen bzw. H1(S)- ,  
H3(S)-,  H2(S)-Funktionen, so dass die unten verwendeten Integrale auch existieren. 
Auoerdem gilt nach [LM72, Kapitel 1] fÃ¼ eine Funktion u H = U insbesondere 
u 6 C(7, L2(S)),  so dass fÃ¼ U Anfangsdaten in L2(S) sinnvoll vorgegeben werden 
kÃ¶nnen 
Da,mit kÃ¶nne wir zur Variationsformulierung der Gleichungen kommen. Es sei- 
en (Co, SO; Qo) â (L2(S))3 mit Sn so do' = Sn So da = 0 vorgegebene Anfangsbedin- 
gungen. Wir bezeichnen als die schwache Formulierung der Gleichungen (3.30); 
(3.31) die folgende Aufgabenstellung. Man finde Funktionen (C, 6, (&, $> y, U) ? 
H X X X U X V X V X W mit <(O) = co,6(0) = ho,@(0) = Qo, so dass fÃ¼ fast 
alle t E I gilt 
(Å¸(C P), + ^ l (V, C,  V, Y)) ,  
+ (C 8, y)s + (/ ^Is = ( F l ( 4 :  P), -  ^^ H1(S) 
(Dd ,  P), + U1 (V, 6, Vs P), 
- (Vs @, V, ^Is - (f  C ,  P), = (^(U), )^s : V^ 6 H1(S) 
(Dt^)s + U2 (Vs '^  Vs 'T), 
+ (@ 6, - (@o 6, I'), = (F3(u),  f) ,  V I '  E HI (S)  
(V^, - = 0, V?? 6 
Dabei definieren wir die totale zeitliche Ableitung durch 
D t g = = & g + u - V s g ,  V g e H  = U  (4.3) 
und das Skalarprodukt. in L2(S) durch (., . ) .  Die Funktionale F^ , Fy., Fy, werden mit 
den rechten Seiten von (3.30) definiert. Wir definieren fÃ¼ u ? W 
F l ( u ) : = - u . V s / ,  F 2 ( u ) : = - ( u x n ) . V , f  - J(u), f i ( ~ ) : = u . V , @ ~ .  
Wir bezeichnen eine LÃ¶sun (C, 6, ?Ã  ˆ $, U) der schwachen Formulierung (4.2) auch 
als eine kontinuierliche LÃ¶sun der Flachwassergleichungen (3.30), (3.31). Verein- 
fachend nennen wir eine Funktion (<, 6, (&) eine kontinuierliche LÃ¶sun der Flach- 
wassergleichungen, wenn es Funktionen </), X, U gibt, so dass (C, S, @, $, X, U) eine 
kontinuierliche LÃ¶sun ist. 
Die Mittelwertfreiheit der Anfangsbedingungen Co und So auf S sichert nach 
fDzi88J die eindeutige LÃ¶sbarkei der Poissongleichungen bis auf Konstante fÃ¼ i f )  und 
X in Gleichung (4.2). Interpretieren wir Co und h0 als die Vorticity und die Divergenz 
eines Geschwindigkeitsfeldes UO,  dann ist die Mittelwertfreiheit von Co und 60 auf S 
eine Konsequenz aus der Formel fÃ¼ die partielle Integrat,ion in Bemerkung B.3. 
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4.2.2 Die Finite-Elemente-Methode 
Die schwache Formulierung (4.2) der Flachwassergleichungen dient als Ausgangs- 
punkt fÃ¼ die Diskretisierung der Gleichungen (3.30), (3.31). In einem ersten Schritt 
nutzen wir die Finite-Elemente-Methode zur Diskretisierung des Ortes. Sie besteht 
zunÃ¤chs darin, die FunktionenrÃ¤,um des Ortes in Abschnitt 4.2.1 durch endlich- 
dimensionale AnsatzrÃ¤um zu ersetzen. Es besteht die Schwierigkeit, dass das  In- 
tegrationsgebiet in (4.2) die gekrÃ¼mmt HyperflÃ¤ch S ist, die diskrete Darstellung 
der Gleichungen &er nicht von der Wahl der lokalen Koordinatensysteme abhÃ¤nge 
soll. Daher betrachten wir S eingebettet in den R3 und approximieren S durch einen 
Polyeder Sh. Dementsprechend mÃ¼sse dann auch die verwendeten Differentialope- 
ratoren des Gleichungssystems fÃ¼ S;, angepasst werden. 
Wir betrachten zur Sph're S einen Polyeder Sh, der 'us Dreiecken zusammen- 
gesetzt ist und dessen Knoten auf der SphÃ¤r S liegen, siehe auch Abschnitt 4.3.1. 
Die Menge der Dreiecke von Sh bezeichnen wir mit Th. Weiter werden wir sowohl 
Vektoren von Sh auf S als auch Tangentialvektoren an Sh auf Tangentialvektoren 
an S projizieren. Dazu definieren wir die Liftfunktionen L und L,,. 
Abbildung 4.1: Projektion durch Liftfunktionen L und Lu 
Der Tangentialraum Tax,, ( S h )  := {vh E R3 1 v h  n h ( ~ , ~ )  = O }  kann auf den Kanten 
der Dreiecke nicht eindeutig definiert werden. Daher kÃ¶nne wir die Liftfunktion 
Lu,x,, auch nur fÃ¼ die X / ;  ? Sh definieren, die im Inneren eines Dreiecks T 6 
liegen. FÃ¼ alle xh Ure% int(T) definieren wir also 
Da,bei ist fÃ¼ X E S der Tangentialrauin T a x ( S )  := {V ? R3 1 V n(x)  = 0 }  definiert. 
Da aus dem Zusammenhang klar sein wird, um welche StÃ¼tzstell xh es sich handelt, 
schreiben wir auch Lu fÃ¼ 
Damit kÃ¶nne wir von Funktionen auf S zu solchen auf Sh Ã¼bergehe und erset,- 
zen die FunktionenrÃ¤um des Ortes H 1 ( S ) ,  H 3 ( S )  und H 2 ( S )  im letzten Abschnitt 
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durch die endlichdimensionalen AnsatzrÃ¤um auf Sh 
Im Geschwindigkeitsansatzraun~ ist die Eigenschaft, dass die Geschwindigkeiten 
auf allen Dreiecken T E Th tangential an Sh verlaufen. bereits enthalten. 
Die Ã¶rtlic semidiskrete Forn~ulierung von (4.2) ergibt sich damit durch den 
Cbergang vom Integrationsgebiet S zu Sh, durch die Substitution der Ortsfunktio- 
nenrÃ¤um und durch die Ersetzung der Ortsableitungsoperatoren. Dabei ersetzen wir 
den Gradienten V, durch V,,, der fÃ¼ eine hinreichend glatte Funktion gh : S h  Ã IR 
durch 
definiert ist. Dabei ist ns,, der Ã ¤ d e r  normierte Normalenvektor an den Polyeder Sh .  
Die totale Zeitableitung Dt ersetzen wir durch D k  die fÃ¼ eine hinreichend glatte 
Funktion g f L  : Sh X I + R durch 
D M h ,  t )  := D t g h ( ~ - l ( x ) ,  t ) ,  fÃ¼ X = L(xh), 
definiert ist. Das bedeutet also, dass einerseits der tangentiale Opertor V, auf S 
durch einen auf dem Polyeder Sh ( ~ n a b h ~ n g i g  von V,!) definierten neuen Operator 
Vs, approximiert wird. Andererseits wird die totale Zeit,ableitung Dt, die ja auch 
Ortsableitungen enthÃ¤lt durch deren auf Sh projizierte Version D:, die damit von 
Dt abhÃ¤ngt approximiert. 
Die Daten, die in das Gleichungssystem eingehen, wie der Coriolisparameter f ,  
die Orograficfzinktion <^B und die Anfangsbedinung (Co, 60, Qo) projizieren wir mit 
der Liftfunktion L i  von S auf Sh.  WÃ¤hren die Projektionen von f und @ B  keine 
neuen Bezeichnungen bekommen, fÃ¼hre wir nur fÃ¼ die Anfangsbedingungen neue 
Bezeichnungen ein 
Dabei sind Phl : L2(Sh) Ã‘ H,, bzw. Ph2 : L2(Sh) Ã Uh. die L2-Projektionen auf H h  
bzw. Uh. 
FÃ¼ die Anfangsbedingungen (Coh &o/i, Qoh) E Hh X Hh X Uh erhalten wir damit 
die Ã¶rtlic semidiskretisierte Formulierung von (4.2) durch die folgende Aufgaben- 
stellung. Man finde zeitlich hinreichend glatte Funktionen (Ch, & ,  Qh, $h, x h ,  uh) : 
- 
I + Hu X Hh X Uh X Vh X V, X Wh mit (40 )  = Coh, &(0) = &o, h ( 0 )  = @0h, so 
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Abbildung 4.2: Teilchentrajektorie im Geschwindigkeitsfeld 
Wir betrachten das durch den Operator Lu auf S projizierte StrÃ¶mungsfel 
Lv(uii). Zu diesem StrÃ¶mungsfel sei X ( x ,  t ;  .) : 7 Ã‘> S fÃ¼ jedes fixierte ( X ,  t )  E S XI 
die Trajektorienfunktion. X ( x ,  t ;  T )  bezeichnet dabei die Position des Teilchens zur 
Zeit T ,  das zur Zeit t am Ort  X war. Genauer ist also X ( x , t ;  .) die LÃ¶sun der 
Anfangswertaufgabe 
Wir nehmen an dieser Stelle an,  dass wir eine eindeutige LÃ¶sun dieser gewÃ¶hnliche 
Differenzialgleichung haben, siehe Abschnitt 4.2.4. FÃ¼ alle ( x h ,  t )  E Sh xT definieren 
wir damit die dazugehÃ¶rend Trajektorienfunktion X h ( x h ,  t ;  .) : T Ã‘ Sh auf Sh durch 
die Projektion von X auf Sh,  also durch 
Abbildung 4.3: Trajektorien auf S und Sh 
Gehen wir nun vom zeitlich kontinuierlichen Geschwindigkeitsfeld U ^  zur dis- 
kreten Form Ã¼ber Dazu betrachten wir die zeitlichen StÃ¼tzstelle tm  = nzflt, fÃ¼ 
m = 0 ,  . . , M ,  des Intervalls I. Wir definieren damit das zeitlich diskrete Geschwin- 
digkeitsfeld 
._ ,, .-uh(..tml, m=O ,.., 114-1. 
Mit ur gehen wir analog wie im letzten Absatz vor und betrachten die Folge von 
Trajektorienfunktionen X m ( x ,  t ;  .) : [tm. tm+i] Ã‘> S auf S fÃ¼ alle ( X .  t )  E S X 
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[tm; tm+l] und m = 0, ... M - 1, die die Anfangswertaufgabe 
lÃ¶sen Wieder nehmen wir an. dass wir eine eindeutige LÃ¶sun dieser gewÃ¶hnli 
chen Differenzialgleichung haben. siehe Abschnitt 4.2.4. Nun projizieren \ur diese 
Trajektorienfunktionen auf Sh und erhalten fÃ¼ alle ( x h .  t )  E S;, X [ tm. tmLl]  und 
m = 0, ... M - 1 
Auf dem Intervall [tm, trn+l] unterscheiden sich die Trajektorien X h  und X r  lediglich 
durch das erzeugende Windfeld. Da diese sich fÃ¼ kleine A t  annÃ¤her sollten, nehmen 
wir fÃ¼ kleine A t  an, dass fÃ¼ alle X / ;  E Sh und t , ~  ? [tm:trn+i] gilt: 
Das totale Differenzial 
Mit der Trajektorienfunktion X h  stellen wir die totale Zeitableitung D; als Differen- 
zialquotienten entlang der Trajektorie dar. Diesen approximieren wir durch seinen 
Differenzenquotienten und erhalten damit die gesuchte Approximation von D:. 
Es sei gh eine Funktion g,, : 7 ~f Hh bzw. gh : / Ã Uh. Fiir alle ( x , x / ; ,  t )  E 
S X Sh X 7 mit L(x ; , )  = X gilt dann 
Den letzten Differenzialquotienten approximieren wir durch seinen rÃ¼ckwÃ¤rtig Dif- 
ferenzenquotienten mit der Schrittweite A t  und erhalten 
Diese Beziehung betrachten wir nur fÃ¼ t = trn+i, m = 0: .., M - 1, und kÃ¶nne dann 
auf dem Intervall [tm? tm+i] die Trajektorienfunktion Xh(x;i ,  trn+i; t m )  durch deren 
Approximation X r ( x h ,  trn+l; tm)  ersetzen. Definieren wir 
so erhalten wir 
D^gh(xh^m+l) dhg^^(x/l, tm+1). (4.8) 
FÃ¼ die Zeitdiskretisierung werten wir jetzt die Funktion gh nur noch an den Stellen 
t = t m ,  fÃ¼ m = 0. ... M ,  aus und fÃ¼hre die zeitlich diskrete Funktionenfolge 
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ein. Danlit kÃ¶nne wir anstelle der Gleichungen (4.7) und (4.8) fÃ¼ alle X,, E Sh und 
772 = 0, ..> 114 - 1 
schreiben. Die Berechnung des stromauf~i~Ã¤rt liegenden Punkt,es XT(xh: tnL+l; tm)  
in der Gleichung (4.9) beschreiben wir in folgenden Abschnitt 4.2.4. 
4.2.4 Die najektorienberechnung 
Die Bestimmung des stromaufwÃ¤rt liegenden Punktes Xy(xh, tm+'; tm) in der Glei- 
chung (4.9) war in Abschnitt 4.2.3 offen geblieben. WÃ¤hren die dafÃ¼ nÃ¶tig Projek- 
tion in der Gleichung (4.6) d ~ ~ r c h  die Liftfnnktion L-' keine Sch\vierigkeit, bedeut,et,> 
beschreil~en wir in diesem Abschnitt die numerische LÃ¶sun der a4nfa~~gs~~~er taufgabe 
(4.5). 
Dazu formulieren wir zunÃ¤chs eine bIodellaufgabe, die wir in drei Schritten 
lÃ¶sen Im ersten Schritt formulieren wir eine lokale Darstellung der Anfangs~vert- 
anfgabe. Im zweiten Schritt wÃ¤hle wir eine konkrete lokale Karte aus. Im dritten 
Schritt approxin~ieren wir die lokale Anfangswertaufgabe und berechnen aus dem 
lokalen Trajektorienwert den gesuchten Trajektorien~vert. 
Es sei in diesem Abschnitt I C R ein beliebiges Intervall: also offen, abgeschlossen 
oder halboffen. In einem gegebenen StrÃ¶~nungsfel U interessieren wir uns fÃ¼ den 
Ort X(xo,  to; T) eines Teilchens zum Zeitpunkt T E I, das zum Zeitpunkt to am Ort 
X m7ar. FÃ¼ (xo: to) E S X I ist also die Trajektorienfunktion X(xo,t0;  .) : I + S fÃ¼ 
das gegebene Vektorfeld U : S + T ( S )  die LÃ¶sun der Anfangswertaufgabe 
FÃ¼ diese Anfangswertaufgabe suchen wir eine numerische LÃ¶sung d. h. zu 
(xo, to: t)  E 5' X I X I suchen wir eine Approximation des Funktions>ilertes X(x0, to; t ) .  
Kommen ~ ~ i r  zum ersten Schritt. Wir fixieren xo E S: to. t E I und schreiben 
anstelle von X(xo,  to; .) kÃ¼rze auch X( . ) .  Das Vektorfeld U,  und damit auch die 
Trajektorie X(.) .  ist nur eine Funktion auf der SphÃ¤r S und nicht etwa auf dem 
R3. Daher findet die Bewegung der Teilchen auf der HyperflÃ¤ch 5' statt. Es ist 
also z\veckmÃ¤f3ig die Anfangswertaufgabe (4.11) in lokalen Koordinaten von S zu 
schreiben. Dazu betrachten wir um xo eine lokale Karte (Cl, Q) ,  wobei Cl eine offene 
Teilmenge von S und Q : Cl + R2 eine glatte Funktion ist: siehe Abbildung 4.4. 11n 
Tangentialraum Tax(S)  := {V E R3 1 V .  n(x) = 0): fÃ¼ X E Cl: bezeichnen wir die 
kanonische Basis bzw. die kanonische Kobasis mit 
Dabei ist die kanonische Basis fÃ¼ i = 1.2 durch &(X) := s ( Q ( x ) )  definiert und 
die kanonische Kobasis als Dualbasis dazu. Man bezeichnet diese Basen auch als 
Abbildung 4.4: Lokale Karte (Q? S?) auf S 
Abbildung 4.5: Tangentialraum von S in1 Punkt X 
lcovariante bzw. kontravariante Basis des Tangentialraumes Tux(S) .  siehe Abbildung 
4.5, Da die beiden Basen dual zueinander sind: gilt fÃ¼ jeden Tangentialvektor V E 
T u x ( S )  die Darstellung 
a 
V = (V . (&)X) -(X). 
8Cz 
Zu einer Funktion X : I + S definieren wir beziiglich 
Funktion C : I + R2 fÃ¼ T E I durch 
der lokalen Karte Q die 
[(T) := ~ ( X ( T ) )  H X ( T )  = W 1 ( < ( ~ ) ) .  (4.12) 
\hrir interessieren uns fÃ¼ die Anfangs~irertaufgabe, die fÃ¼ die Funktion < gilt: wenn 
X eine LÃ¶sun der Anfangswertaufgabe (4.11) ist. Dazu sei X eine LÃ¶sun von 
Aufgabe (4.11) und < durch Gleichung (4.12) definiert. Es gilt dann fÃ¼ alle T E I 
Der Koeffizientenvergleich ergibt fÃ¼ die Funktion die lokale Formulierung der 
-Anfangs~vertaufgabe (4.11) 
Umgekehrt sei die Funktion eine LÃ¶sun der lokalen Aufgabe (4.13) und X durch 
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Gleicliung (4.12) definiert. Es gilt dann fÃ¼ alle T E I 
Es folgt also, dass X ~ i n e  LÃ¶sun der Anfangshvertaufgabe (4.11) ist. Wir fassen 
zusammen, dass X genau dann eine LÃ¶sun von (4.11) ist, wenn [ eine LÃ¶sun 17on 
(4.13) ist. Also ist (4.13) die gesuchte Darstellung der Anfangswertaufgabe (4.11) in 
lokalen Koordinaten. 
11n zweiten Schritt definieren lvn- die lokale Karte (0. Q) genauer. Zum Anfangs- 
wert X,, â S der Trajektorie X ist uo := u(xo) E Taxo(S) der dazugehÃ¶rig Wert 
des Gesch~~~indigkeitsfeldes. Wir wÃ¤hle als lokale Kartenabbildung Q gewÃ¶hnlich 
Kugelkoordinaten auf der SphÃ¤re wobei der Punkt xo auf der Ã„quatorlini (p = 0) 
liegen soll und u(xo) entlang der Ã„cpatorlini zeigt. Genauer definieren wir Q durch 
die Umkelirabbildung : (-T, T) X (-;, 2) + S .  
Insbesondere folgt damit, Q(xo) = O >  
Die kanonische Basis des Tangentialraumes Taxo (S) ist, also orthonormal im IR3 so 
dass die kanonische Basis und die Kobasis identisch sind. Es gilt also 
Im dritten Schritt approximieren wir den Wert [(t) durch die Integration der 
gewÃ¶lmliche Differenzialgleichung (4.13). Dazu integrieren wir die erste Gleichung 
in (4.13) Ã¼be das Intervall (to, t) und approximieren das Integral durch die Rechteck- 
regel. Dies entspricht einem Zeitschritt des bekannten Polygonzugverfahrens: einer 
expliziten Runge-Kutta Formel, siehe [hfae88]. 
Mit der Anfangsbedingung aus (4.13) erhalten wir damit die Approximation der 
lokalen Traiektorie 
Setzen vi r  dies in die Kartenfunktion (4.12) ein, erhalten wir die Approximatson der 
Trajektor~enfunktion 
Die Kurve X(xO:  tO; t)  verlÃ¤uf also auf einen1 Groflkreisbogen. an dem u(x0) Tan- 
gentialvektor ist, siehe L4bbildung 4.6. Die Berechnung des stromaufwÃ¤rt liegenden 
Punktes Xkn(xh: tm+l; tm) in der Gleichung (4.9) erfolgt also durch die Gleichu~~g 
(4.14): wobei wir die Argumente (xO> to, t)  := (xh,  tm+l, tm) wÃ¤hlen 
Abbildung 4.6: Teilchentrajektorie 
Die Vorgehensweise in diesem Abschnitt setzt implizit natÃ¼rlic voraus> dass 
die notierten Anfangswerta.ufgaben (4.11) und (4.13) Ã¼berhaup lÃ¶sba sind. Ge- 
nauer benÃ¶tige wir zumi11dest einen Eindeutigkeitssatz fÃ¼ Aufgabe (4.11) und 
einen Existenzsatz- und Eindeutigkeitssatz fÃ¼ Aufgabe (4.13). 24us der Theorie 
der ge~vÃ¶hnliche Differenzialgleichunge~~ wissen wir: dass z. B. die lokale Lipschitz- 
Stetigkeit der rechten Seiten in den L4ufgaben (4.11) und (4.13) dafÃ¼ hinreichend 
ist, Gehen wir von solchen rechten Seiten aus, dann bekommen wir fÃ¼ jede Karte 
eine lokale Trajektorie und kÃ¶nne Tra,jektorien X durch (4.12) konst,ruieren. Durch 
die Eindeutigkeit wÃ¤r dann X schliefllich kartenunabhÃ¤ngig 
In unserem Fall wird das Gesch~i7indigkeitsfeld U in Abschnitt 4.2.3 als Projek- 
tion einer stÃ¼ck\veise Polynomfunktion von Sh auf S bestimmt. Abgesehen davon; 
dass U damit auf den Projektionen der Dreieckskanten von Sh noch nicht einmal 
definiert ist: kÃ¶nne wir die Stetigkeit von U Ã¼be diese Kanten hinweg nicht erwar- 
ten! Dies liegt genau daran, dass wir ein st,etiges Vektorfeld (Ã¼berhaup erst einmal 
ein Vektorfeld) auf den Dreieckskanten der CO~l-HyperflÃ¤,ch S  gar nicht definieren 
kÃ¶nnen Wir begnÃ¼ge uns also damit, U durch Projektion Ã¼be die Dreiecke T 
nur fast Ã¼beral auf S zu bestimmen und sonst durch Null zu definieren. Als theore- 
tische Grundlage fÃ¼ die numeriscl~e LÃ¶sun mÃ¼sst die -4nfangswertaufgabe (4.11) 
dann in einem geeigneten schwacl~en Sinn interpretiert werden. 
Es ha,t sich gezeigt: dass die s~unierische Umsetzung trotz der eben erwÃ¤hnte 
theoretischen Probleme zufriedenstellende Ergebnisse liefert. Die ErklÃ¤run besteht 
darin: dass wir die Trajektorien in Abschnitt 4.2.7 nur an  inneren Quadraturpunkten 
der Dreiecke berechnen: siehe Abschnitt 4.2.6, und damit das Gesch~vindigkeitsfeld 
U auch nur an diesen Stellen auswerten. U ist damit an  den Aus~~~ertungsstellen ste- 
tig auf S .  Wir erwarten da.her, dass fÃ¼ ein hinreichend glattes Gesch~vindigkeitsfeld 
U ohne starke Unstetigkeiten diese Trajektorienberechnung gute physikalische und 
stabile Ergeb~~isse liefert. Falls das numerische Verfahren durch numerische DifTu- 
sion etwaige Lnstetigkeiten in U glÃ¤ttet hÃ¤tt das fÃ¼ die Trajektorienberechnung 
~i~ahrschei~~lich eine stabilisierende A~iswirkung. 
4.2.5 Die endlichdimensionale Formulierung 
Wir kombinieren nun die Ergebnisse der beiden letzten Abschnitte. Dazu gehen wir 
von der Ã¶rtlic semidiskretisierten Formulierung (4.4) ~ L I S  und fÃ¼hre zu den zeitlich 
kontinuierlichen Funktionen (Ch, hh; Qh, x h :  uh) : 7 + Hh X H* X Uh X L7h X Vh X m7; 
aus Abschnitt 4.2.2 fÃ¼ m = 1; ..> IV die zeitlich diskreten Funktionenfolgen 
ein. Damit kÃ¶nne wir zur vol1st.Ã¤ndi diskretisierten Formulierung von (4.2) kom- 
men. Es seien (Coh> hob> QOh) E Hh X Hh X brh die diskreten A4nfangsbedingungen aus 
Abschnit,t 4.2.2. Betrachten wir das semidiskrete Gleichungssystem (4.4) nur fÃ¼ die 
Zeiten t = tm, m = 1, ..> 114; und ersetzen g~rn~f.3 der Beziehung (4.10) die totalen 
zeitlichen Ableitungen; so erhalten wir die folgende diskrete A~lfgabe~istellung: Es 
gelte = Cnh, 6; = hob> @: = aOh und ($J;, U:) seien LÃ¶sun der letzten drei Glei- 
chungen fiir die Helml~oltz-Zerlegung in System (4.15). Man finde fÃ¼ m = 0, ..) h -  1 
Funktionen (<F+'> J:", @Y+': $Y+'> $', U:+') E Hh X Hh X Uh X Vh X vL X Wh 
als L6surig des Gleichungss~~stems 
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Tabelle 4.1: StÃ¼tzstelle (zi, y;) und Gewichte W; im Einheitsdreieck K 
5 F 1  bis auf Konstanten eindeutig lÃ¶sbar siehe [Dzi88]. Deshalb fÃ¼hre wir eine 
Mittelwertkorrektur durch und nutzen als rechte Seiten in den Poissongleichungen 
im Gleichungssystem (4.15) die mittelwertfreien Funktionen 
1 
&:+I - - 1 &T+1 I Sh I S,, 
Aus GrÃ¼nde der Ãœbersichtlichere Darstellung lassen wir diese Mitt,elwertkorrektur 
fÃ¼ die Beschreibung des numerischen Verfahrens im Folgenden weg. 
4.2.6 Quadraturformeln 
Bei der Aufstellung der Matrizen im nÃ¤chste Abschnitt werden wir Integrale einer 
Funktion g : Sh Ã IR Ã¼be die OberflÃ¤ch des Polyeders Sh berechnen. Dazu zerlegen 
wir Sii in die Dreiecke T E Th seiner Triangulierung Auf einen? Dreieck T berechnen 
wir das OberflÃ¤chenintegra mit Hilfe des zweidimensionalen Parameterbereichs K = 
{(X, y) E R2 [ X, y > 0, X+ y < l} (Einheitsdreieck) und der lokalen Kartenabbildung 
k : K ~ s -  T. Wir erhalten also 
Handelt es sich bei g um eine stuckweise Polynomfunktion (natÃ¼rlic bezÃ¼glic der 
Triangulierung T / ; ) ,  ist die Integration der rechten Seite kein wesentliches Problem. 
Ist aber g auf einem Dreieck T ? TA nicht als Polynomfunktion gegeben. mÃ¼sse 
wir das Integral mit einer geeigneten Quadraturformel approximieren. In unserem 
Fall haben wir eine Sieben-Punkte-Formel gewÃ¤hlt die Polynome bis zum Grad fÃ¼n 
exakt integriert, siehe [Sch91] und [Str71]. Mit den StÃ¼tzstelle und Gewichten aus 
Tabelle 4.1 ergibt sich dann die Quadraturformel 
4.2. DIE LAGRANGE-GALERI<IK-METHODE 
4.2.7 Die Berechnung der Matrizen 
In jedem Zeit-schritt mÃ¼sse wir die LÃ¶sun der endlichdimensionalen Formulierung 
(4.15) bestimmen. Dazu brauchen wir die Darstellung von (4.15) als Matrixglei- 
chung, die in Programmcode umsetzbar ist und mit Hilfe von linearen Losern gelÃ¶s 
werden kann. Die Aufstellung der Matrixgleichung beschreiben wir in diesem Ab- 
schnitt und folgen dabei der Ã¼bliche Vorgehensweise in der Literatur, siehe [GR94] 
und [Schgl]. 
Die Aufgabe besteht da.rin, fÃ¼ einen fixierten Zeitschrift m = 1. ..,I\{ aus den 
bekannten Ort,sfunktionen 
ein lineares Gleichungssystem fÃ¼ die unbekannten Ortsfunktionen 
zu bestimmen. Dazu wÃ¤hle wir Basen der AnsatzrÃ¤um Hh, Uh, Vi,, W h  und stellen 
die Ortsfunktionen durch ihre nicht mehr ortsabhÃ¤ngige Koordinaten bzgl. dieser 
Basen dar. Genauer wÃ¤hle wir zum Ansatzraum Hh die Ã¼blich lineare Lagrange- 
Basis (p;);=l,..,,~, und zu den AnsatzrÃ¤ume [4 = Vh die quadratische Lagrange- 
Basis (^I'i)kl,..,fia. Die Basis (v;)~=~,. . ,A~, ist ebenfalls eine lineare Lagrange-Basis, aber 
fÃ¼ Vektorfunktionen. Zur Definition betrachten wir nacheinander alle Dreiecke T E 
Th- Auf dem Dreieck T E '& fixieren wir eine zweidimensionale Basis (vTl, v r 2 )  des 
Tangentialraumes von T. FÃ¼ T definieren wir die sechs neuen Basisvektorfunktionen 
als die auf T linearen Vektorfunktionen. die an einem Knoten den Wert vm bzw. 
VTZ haben und an den anderen beiden Knoten den Wert 0. Mit den Koordinaten = 
((1, ..,&)^ = E E  ^ und 6 = (Q1, = (&, .,,^)', 2 = 
(XI, .., mz KAT2, 6 = (Â¥u,I .. ,u l ~ ~ 3 ) T  E R^3 ergeben sich dann die Darstellungen 
der zu bestimmenden 0rtsfunkt.ionen 
Die Herleitung der Matrixgleichung demonstrieren wir anhand der ersten Gleichung 
von System (4.15). Deren Ã¤quivalent Formulierung lautet 
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fÃ¼ j = 1. ... f i .  FÃ¼ die Matrixschreibweise dieses Gleichungssystems definieren wir 
nun Massenmatrix, St,eifigkeit,smatrix. Coriolismatrix und zwei weitere Matrizen 
durch 
und den Vektor Fl = (fi)i=l,..,lv, der rechten Seit,e durch 
Damit lautet die Matrixschreibweise von Gleichungssystem (4.17) fÃ¼ die Vektoren 
C: 6 
Analog kÃ¶nne wir die anderen Gleichungen von Syst,eni (4.15) in Matrixgleichungen 
umformen. FÃ¼ die Notation der Matrixgleichungen des gesamten Systems (4.15) 
benÃ¶tige wir noch weitere Definitionen. Es seien die Matrizen 
definiert durch 
Weiter seien die Vektoren der rechten SeitSen definiert durch 
mit, 
Damit ergeben sich die Matrixgleichungen 
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fÃ¼ die unbekannten Koordinaten 6, 6, ib. 2 und C. Es gilt nun die folgende 
Aussage. Die Koordinaten C, 6. 6, 4, 2 und f i  lÃ¶se genau dann die Matrixglei- 
chungen (4.18) - (4.20), wenn die Funktion (CF1, 6 \^ T", $Ft1 u r 1 ) ,  
definiert durch die Gleichung (4.16) eine LÃ¶sun der endlichdimensionalen Formu- 
lierung (4.15) ist. 
Zur Aufstellung der Matrixgleichungen (4.18) und (4.19) mÃ¼sse sowohl bei der 
Berechnung der Matrizen als auch der rechten Seiten L2-Skalarprodukte, also Inte- 
grale, berechnet werden. In den meisten FÃ¤.lle handelt es sich bei den Integranden 
um Funktionen aus den AnsatzrÃ¤ume und damit um stÃ¼ckweis Polynomfunktio- 
nen. Die Integration bereitet mit Abschnitt 4.2.6 keine Probleme. Betrachten wir 
aber die Funktionen, die externe Daten liefern, wie z. B. den Coriolisparameter f 
oder die Orografiefunktion (&*, so sind diese auf den Dreiecken T G 7 f c  nicht polyno- 
mial gegeben. Weiterhin treten bei der Berechnung der rechten Seiten Fl ,  F2, F3 als 
Integranden die auf jedem Dreieck T polynomialen Funktionen (T", cE'r auf, de- 
ren Auswertung aber am jeweiligen stromaufwÃ¤rt gelegenen Punkt X?(., trn+l> tm) 
erfolgt. Dies hat zur Folge, dass die Funktionen 
auf allen T im Allgemeinen dann keine Polynomfunktionen sein werden. Das be- 
deutet also, dass wir die Integrale, in denen externe Daten oder Funktionen mit 
stromaufwÃ¤rt gelegenen Punkten auftreten, mit Hilfe der in Abschnitt 4.2.6 vorge- 
stellten Quadraturformcl nÃ¤herungsweis berechnen. 
FÃ¼ die Verwendung der LÃ¶sun der Matrixgleichungen (4.18) - (4.20) im vor- 
liegenden numerischen Verfahren mÃ¼sse wir zun%chst sicherstellen, dass das Glei- 
chungssystem lÃ¶sba ist. FÃ¼ die Matrix in der Matrixgleichung (4.18) kÃ¶nne wir 
zur LÃ¶sbarkei keine Aussage machen, da  die Matrix das endlichdiniensionale Ana- 
logon zu den prognostischen Gleichungen (3.30) darstellt. FÃ¼ die Gleichung (3.30) 
haben wir aber bereits in den Abschnit,ten 4.2, 4.2.1 festgestellt, dass uns Existenz- 
und EindeutigkeitssÃ¤tz aus der Literatur nicht bekannt sind und diese Beweise 
nicht Gegenstand der vorliegenden Arbeit sind. 
Leider ist die Matrix Sv nicht invertierbar, da S2 eine symmetrische Steifig- 
keitsmatrix auf der randlosen HvperflÃ¤ch Sh und damit nur positiv semidefinit ist. 
Genauer besteht der Kern von Sz genau aus den konstanten Vektoren und das Bild 
von Sv aus allen Vektoren, deren Zeilensumme Null ist. Damit folgt, was wir be- 
reits aus [Dzi88] und Abschnitt 4.2.5 wissen, dass die beiden Matrixgleichungen in 
System (4.19) fÃ¼ mittelwertfreie rechte Seiten bis auf Konstanten eindeutig lÃ¶sba 
sind. FÃ¼ die LÃ¶sun dieser Gleichungen miissen wir in Abschnitt 5.1.2 daher ein 
LÃ¶sungs~erf~hre wÃ¤hlen das nicht invertierbare Matrixgleichungen lÃ¶se kann. 
Die Massenmatrix My in Gleichung (4.20) ist symmetrisch und positiv definit. 
Damit ist invertierbar und es gibt keine weiteren EinschrÃ¤nkunge bei der Wahl 
des Losers. 

kann. Danach versuchen wir den Diskretisiemngsfeliler ortsabhÃ¤ngi abzuschiit,zen. 
um diesen dann als Verfeinerungslcriteri~~m nutzen zu kÃ¶nnen Schliefllich beschrci- 
ben wir. wie ans der heurist,ischen Annahme, dass der Diskretisierungsfel~ler gleicli- 
vert,eilt sei. die Auswahl der zu verfeinernden/vergrÃ¶bernde Dreiecke folgt. Mit 
diesen Ergebnissen lianli dann der Algorithmus fÃ¼ die adaptive Lagrange-Galerkin- 
Motlio(ie formuliert w~rden .  
4.3.1 Das Polyeder Sh 
Ai1 dieser Stelle wollen wir das Polyeder Si,. das wir in Abschnitt 4.2.2 eingefiihrt 
haben. geiiauer 1)eschreiben. sielie Abbildung 4.7. Fiir / I  > 0 verstehen wir unter 
einem Polveder Si, auf 5' ein aus ebenen Dreiecken zusammengesetzt~es Polyedcr i111 
IR. dessen Knoten auf der SphÃ¤r S liegen. Wir bezeichnen Si, auch als Gitter auf 
5'. Die Mengc der Dreiecke von S,, bezeichnen wir mit 7 / i .  FÃ¼ den Dislcretisierungs- 
parameter h.  den wir auch Gitterweite nennen, soll gelten 
Die Bet,rachtung von /7 als MaÂ fiir ein Polyeder ist sinnvoll. wenn alle Dreiecke 
annÃ¤hern de,n gleichen Durchmesser haben. h ist dann ein NaÂ fiir die Feinheit der 
rÃ¤umliche AuflÃ¶sung Fiir die Definition eines uniformen Polyeders verweisen wir 
auf das Ende dieses Abschnit,t,s. Unterscheiden sich die Durchmesser der Dreiecke in 
einem rÃ¤umlic adaptiven Polyeder stark, dann gibt h nur die Feinheit der grÃ¶bste 
Stelle an. was fÃ¼ die Gesamtstrukt,ur des Polyeders unt,er Uinstiinden nicht sehr 
aussagekrÃ¤fti sein wird. Trotzdem verwenden wir den Index h auch fÃ¼ ein adaptives 
Polyeder Sh als Bezeichnung. 
Abbildung 4.7: Ikosaeder und ein Polyeder Sh 
Wir wollen durch Verfeinern undIoder VergrÃ¶ber ein Polyeder auf S konst,ruie- 
ren. Dazu verwenden wir die Methode der Bisektion, die auch in [BÃ¤ngla] [BÃ¤n91b] 
[Ba11931 [Sch93] und [Beh96] beschrieben wurd-e. Der Ausgangspunkt ist ein Makro- 
polyeder. FÃ¼ die numerische Umsetzung haben wir als Makropolyeder das Ikosaeder 
Sico gewÃ¤hlt siehe Abbildung 4.7. 
Es sei mit So ein Polyeder auf S mit der Triangulierung gegeben. Auf der 
Grundlage eines FehlerschÃ¤tzers siehe Abschnitt 4.3.2, bestimmen wir die Teilmen- 
gen 7' C % bzw. Q C '&, die die Dreiecke enthalten, die verfeinert bzw. vergrÃ¶ber 
KAPITEL 4. DAS NUMERISCHE VERFAHREN 
Abbildung 4.8: Bisektion eines Dreiecks an markierter Kante (---) 
werden sollen. Zur Erzeugung des adaptierten Polyeders Sy fÃ¼hre wir nacheinander 
einen Verfeinerungsschritt und einen VergrÃ¶berungsschrit durch. 
Betrachten wir zunÃ¤chs einen Verfeinerungsschritt. In jedem Dreieck T E F sei 
eine Verfeinerungskante markiert. Soll das Dreieck T verfeinert werden, dann wird 
T vom Mittelpunkt der markierten Kante zum gegenÃ¼berliegende Eckpunkt durch- 
geschnitten. In den beiden neu entstandenen Dreiecken werden die nicht geteilten 
Kanten als neue Verfeinerungskanten markiert, siehe Abbildung 4.8. Nachdem al- 
le Dreiecke T E F derartig verfeinert wurden, enthÃ¤l die neue Triangulierung im 
Allgemeinen nicht konforme Knot,en. Diese entstehen in den Dreiecken, die Nach- 
ba,rdreiecke von verfeinerten Dreiecken sind und selber nicht verfeinert wurden. Die 
nicht konformen Knoten mÃ¼sse dann durch erneute Bisektion von Dreiecken besei- 
tigt werden. Ein Verfeinerungsschritt erfolgt dann wie im folgenden Algorithmus. 
Algorithmus 4.3.1 (Bisektion) 
I .  In,itialisierunq: Betrachte Starttriangulierung T^ = X, F^  = F und k:=O. 
2. Verfeinere jedes Dreieck T E FW. Projiziere alle neu entstandenen Knoten, 
auf die SphÃ¤r S .  Erhalte Polyeder mit Triangulierung 
3. := {T E T^') 1 T enthalt nicht konforme Knoten.} 
4 .  Wenn F^ +') # 0, dann setze k := k + 1 und gehe zu Schritt 2. 
Sonst ENDE. 
FÃ¼ den zweidimensionalen Fall wird in [Banglb] bewiesen, dass der Algorithmus 
terminiert und die Dreiecke nicht degenerieren. Als Ergebnis von Algorithmus 4.3.1 
erhalten wir also ein aus Sn verfeinertes Polyeder SI auf S. 
Abbildung 4.9: ,,AuflÃ¶sbare Patch" 
Betrachten wir einen VergrÃ¶berungsschritt Es seien die Triangulierung des 
Polyeders Si und Q\ C T die Menge der Dreiecke aus Q, die nicht durch den Algo- 
rithmus 4.3.1 verfeinert wurden. Weiter sei T E Qi. T ist entweder in der Makro- 
triangulierung enthalten oder wurde durch eine Bisektion erzeugt. Im letzteren Fall 
kÃ¶nnte wir den Verfeinerungsschritt fÃ¼ T einfach umkehren und die Kante wie- 
der weglassen. Im Allgemeinen entstehen dabei aber nicht konforme Knoten bzw. 
sogar Vierecke im Polyeder. Deshalb basiert der VergrÃ¶berungsalgorithmu auf der 
Suche nach ,,auflÃ¶sbare Patches", in denen T enthalten ist, siehe [Bgn91a]. Ein 
,auflÃ¶sbare Patch" besteht dabei aus vier Dreiecken, die zusammen ein Viereck bil- 
den, mit einer geeigneten Anordnung der markierten Kanten. Das Weglassen einer 
inneren Kante kehrt die frÃ¼her Bisektion um, siehe Abbildung 4.9. Wir bezeichnen 
die Menge der ,,auflÃ¶sbare Patches" in Si mit Pi .  
Algor i thmus  4.3.2 (Patchsuche)  
FÃ¼ jeden ,,auflÃ¶sbare Patch" P E Pi betrachte die vier Dreiecke Ti, Tz, Ti,, T4 ? T 
mit  P = {TI,T2:Ty,T4}. Falls P C Q1, dann lasse eine innere Kante von P weg und 
vergrÃ¶ber P .  
Als Ergebnis von Algorithmus 4.3.2 erhalten wir also ein aus Si vergrÃ¶berte Poly- 
eder Sz auf S. Falls zu vergrÃ¶bernd Dreiecke aus Gl in Si nicht in einem Ã£auflÃ¶sbar 
Patch" liegen, vergrÃ¶ber unter UmstÃ¤nde der Algorithmus 4.3.2 das Polyeder Si 
nicht, obwohl Q  ^ Dreiecke zur VergrÃ¶berun enthielt. 
Das Polyeder S2 auf S ist damit aus dem Polyeder So durch Verfeinerung der 
Dreiecke aus F und durch VergrÃ¶berun (falls mÃ¶glich der Dreiecke aus Q konstru- 
iert worden. 
Wir nennen das Polyeder Sh uniform, falls alle Dreiecke T ? Th von Sh durch 
dieselbe Anzahl von nacheinander ausgefÃ¼hrte Bisektionen der Dreiecke des Makro- 
polyeders entstanden sind. Hatten die Dreiecke des Makropolyeders annÃ¤hern den 
gleichen Durchmesser, so kÃ¶nne wir das auch fÃ¼ jedes uniforme Polyeder erwarten. 
4.3.2 Der Diskretisierungsfehler 
Die Zielstellung des numerischen Verfahrens ist die Approximation der kontinuier- 
lichen LÃ¶sun (Cd. @., tp, X, U) der schwachen Formulierung (4.2) durch die diskre- 
te LÃ¶sun (C, q, q, $P, xp, U ~ ) ~ = ~ , . . , M  der diskreten Formulierung (4.15). Wir 
kÃ¶nne die Abweichung der diskreten LÃ¶sun von der kontinuierlichen LÃ¶sun mit, 
dem globalen Diskretisierungsfehler quantifizieren. Die rÃ¤umlich Verteilung des Feh- 
lers wird durch den lokalen Diskretisierungsfehler angegeben. 
Wir wollen genauer den Diskretisierungsfehler des numerischen Verfahrens be- 
trachten, der innerhalb eines Zeitschrittes entsteht. Dazu wÃ¤hle wir M := 1. Zum 
Zeitpunkt tl = At, definieren wir den globalen Diskretisierungsfehler Ã¼be dem 
Gebiet S durch 
Dabei soll l l . l l s  eine geeignete Norm fÃ¼ Funktionen a,uf S sein. Um die rÃ¤umlich 
Verteilung von berechnen zu kÃ¶nnen betrachten wir zu 7 fÃ¼ jedes Dreieck T E 
92 KAPITEL 4. DAS NUMERISCHE VERFAHREN 
den lokalen Diskretisierungsfehler 
Wir bemerken zunÃ¤chst dass fÃ¼ die Bestimmung des Diskretisierungsfehlers die 
Existenz und Eindeutigkeit der LÃ¶sunge der Gleichungen (4.2) und (4.15) voraus- 
gesetzt werden muss. Wie in den Abschnitten 4.2 und 4.2.7 bereits erwÃ¤hnt gehen 
wir ohne einen Beweis davon aus. ober  die Struktur der kontinuierlichen LÃ¶sun 
(C, 6, (&,$I, X, U) wissen wir trotzdem so wenig, dass die direkte Bestimmung des Dis- 
kretisierungsfehlers pr~blemat~isch ist. 
Anstatt den Fehler direkt auszurechnen, besteht die LÃ¶sun des Problems darin, 
den Fehler in AbhÃ¤ngigkei von der diskreten LÃ¶sun zu schÃ¤tzen Dazu definie- 
ren wir fiir T einen lokalen FehlerschÃ¤tze 77': der von der diskreten LÃ¶sun 
(C. C, C, X?, u r ) ,  fiir m = 0 , l ,  abhÃ¤nge darf und den Wert von T$ appro- 
ximiert , also 
TIT = 70. 
Zu 7~ definieren wir den globalen FehlerschÃ¤tze 7 durch 
der den Wert von ?;* approximieren soll, d.  h 
FÃ¼ genauere Definitionen von FehlerschÃ¤tzer verweisen wir auf die Literat,ur, siehe 
z. B. [GR94], [Ver96]. Wir sprechen im Weiteren von einem mathematischen Feh- 
lerschÃ¤tzer falls ein Beweis fÃ¼ die Beziehung (4.22) existiert. Gibt es hingegen nur 
heuristische Argument,e fÃ¼ die Approximation (4.22): dann sprechen wir von einem 
physikalischen FehlerschÃ¤tzer 
Die Berechnung von mathematischen Fehlerschatzern ist ein Problem fÃ¼ sich. 
FÃ¼ stationÃ¤r elliptische Probleme, instationÃ¤r parabolische Probleme bis hin zu 
konvektionsdominierten hyperbolischen Problemen gibt es dazu in der Literatur 
zahlreiche BeitrÃ¤ge siehe z. B. [Ver96], [BR78], [I<K002], [EJ95], [JRB95], [BV96], 
[DÃ¶r96] Leider sind uns fÃ¼ die Flachwassergleichungen bislang keine Ergebnisse 
bekannt, so dass wir in der vorliegenden Arbeit ausscl~lieÂ§lic physikalische Feh- 
lerschÃ¤tze betrachten. 
Physikalischer FehlerschÃ¤tze 
FÃ¼ ein heuristisches Fehlerkriterium der numerischen LÃ¶sun gehen wir davon aus, 
dass sich bei einer fixierten Gitterweite h > 0 turbulente StrÃ¶mungszustÃ¤n schlech- 
ter approximieren lassen als laminare StrÃ¶mungszustÃ¤nd FÃ¼ turbulente StrÃ¶mun 
gen wollen wir also eine ErhÃ¶hun der Gitterweite erreichen. Um in erster NÃ¤herun 
eine turbulente StrÃ¶mun zu charakterisieren, betrachten wir als MaÂ fiir Turbulenz 
Ableitungen des Geschwindigkeitsfeldes U. Daher wÃ¤hle wir im Dreieck T als 




Wir wollen mit der Kenntnis eines lokalen FehlerschÃ¤tzer zu einem Kriterium kom- 
men, das uns angibt, welches Dreieck T E 'Th verfeinert oder vergrÃ¶ber werden soll. 
Dazu fordern wir, dass die lokalen FehlerschÃ¤tze Ã¼be den Dreiecken des Git,ters 
gleichverteilt sein sollen, also 
Wollen wir den globalen Diskretisierungsfehler kleiner als die globale Fehlerschranke 
6 > 0 zwingen, so bedeutet das fÃ¼ den globalen FehlerschÃ¤tze 
Dies ist dann mit Gleichung (4.21) Ã¤quivalen zu der Forderung 
fÃ¼ die lokalen FehlerschÃ¤tzer wobei N E N die Anzahl der Dreiecke sein soll. 
Praktisch orientieren wir uns innerhalb eines Zeitschrittes fÃ¼ e an dem aktuell 
berechneten Wert V auf dem alten Gitter und geben den lokalen SchÃ¤tzer einen 
Toleranzkorridor mit 0 < 5 < e < e und 
vor. Die Dreiecke, die diese Bedingung verletzen, mÃ¼sse verfeinert bzw. vergr~ber t  
werden. Wir definieren a,lso die Mengen der Dreiecke, die verfeinert bzw. vergrÃ¶ber 
werden sollen durch 
FÃ¼ die Anwendung des folgenden Algorithmus sei die Funktion (G, G, g, $:, U:) auf einem Polyeder Sh mit der Triangulierung Tfe gege- 
ben. Wir berechnen zur Funktion (C,Â¡ C, U;) den globalen FehlerschÃ¤tze 
und definieren dazu die globale Fehlerschranke := T .  FÃ¼ die auf Sh diskrete 
Funktion ((,Â¡,G @i,$Â¡,x;,u; berechnen wir in Schritt 2 von Algorithmus 4.3.3 
den lokalen FehlerschÃ¤tze r fT  auf einem mÃ¶glicherweis anderen Polyeder Si,. In 
diesem Fall meinen wir dann die Funktion (C?, 6: @Si #, U;), projiziert auf Si, 
mit Hilfe der Liftfunktionen der Polyeder Sh und S'i, aus Abschnitt 4.2.2. 
Algorithmus 4.3.3 (Gitteradaption) 
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1. Initialisierung: Betrachte Starttriangulierung 3 := Th, k := 0. 
2. Berechne fÃ¼ alle T E fÃ¼ Funktion (C, 6: $:, i p Â  U:) den lokalen Feh- 
lerschÃ¤tze r \ ~  aus Gleichung (4.23) und konstruiere F, Q.  
3. Falls F = 0, dann ENDE. 
Sonst weiter mit Schritt 4. 
4. FÃ¼hr mit F ,  Q nacheinander eine Verfeinerung und eine VergrÃ¶berun mit 
den Algorithmen 4.3.1 und 4.3.2 durch. Erhalte neues Polyeder Sk+i mit Tri- 
angulierung %+I, setze k := k + 1. 
Weiter mit Schritt 2. 
Mit diesem Algorithmus kÃ¶nne wir ausgehend von einem Polyeder mit dazu- 
gehÃ¶rende diskreter LÃ¶sun ein adaptiertes Polyeder berechnen, auf dem der lokale 
FehlerschÃ¤tze in guter NÃ¤herun gleichverteilt ist. Abweichungen von der Gleichver- 
teilung kÃ¶nne sich zum einen dadurch ergeben, dass im Algorithmus 4.3.1 wegen 
nicht konformer Knoten zusÃ¤tzlic verfeinert werden muss und zum anderen da- 
durch, dass im Algorithmus 4.3.2 fÃ¼ ein zu verfeinerndes Dreieck kein Ã£auflÃ¶sbar 
Patch" gefunden werden kann. 
4.3.3 Der adaptive Algorithmus 
FÃ¼ die Verwendung der adaptiven Lagrange-Galerkin-Methode als numerisches Ver- 
fahren zur LÃ¶sun der sphÃ¤rische Flachwassergleichungen im idealisierten Atmo- 
sphÃ¤renmodel in Kapitel 5 fassen wir die Adaptionsstrategie der letzten beiden 
Abschnitte in einem Algorithmus zusa,mmen. 
Ausgehend vom im Abschnitt 4.3.1 ausgewÃ¤hlte Makropolyeder; dem Ikosaeder 
berechnen wir ein uniformes Startpolyeder So. Dazu geben wir eine natÃ¼rlich 
Zahl n ? N vor und verfeinern mit dem Algorithmus 4.3.1 nacheinander n Mal 
die Dreiecke des Makropolyeders und erhalten das Polyeder So. Wir betrachten zur 
kontinuierlichen Anfangsbedingung (Co, dO, BO) aus Abschnitt 4.2.1 die auf So dis- 
krete Anfangsbedingnung (G: @, @:) = (Coh doh, Bob) aus Abschnitt 4.2.2. Dazu 
berechnen wir mit den Gleichungen der Helmholtz-Zerlegung in System (4.15) die 
diskreten diagnostischen Funktionen G:, Xi und U:. Auf der Grundlage der Funkti- 
on (Ci G;, $0, U;) konstruieren wir mit dem Algorithmus 4.3.3 das adaptierte 
Polyeder Si. Auf Si kann dann mit der Lagrage-Galerkin-Methode ein Zeitschrift 
der Flachwassergleichungen mit dem Algorithmus 4.2.1 berechnet werden. Wir erhal- 
ten eine numerische LÃ¶sun auf Si. die Grundlage einer neuen adaptiven Anpassung 
des Polyeders Si ist. So fahren wir zeitschrittweise fort, bis die Endzeit T > 0 der 
Simulation erreicht ist. 
Es seien At > 0 ein fixierter Zeitschritt, M E N die Anzahl der zu berechnenden 
Zeitschritte und die maximale Verfeinerung n E N gegeben. Dazu definieren wir die 
Gesamtzeit. T := M At. 
Algor i thmus  4.3.4 (Adap t ive  Lagrange-Galerkin-Methode) 
1. Initialisierung: Berechne So aus Sico durch n-maliges Anwenden des Al- 
gorithmus 4.3.1 mit der Wahl 3 = '%. Berechne diskrete Anfangsbedin- 
gung ( L $  5 ;  @J durch Projektion der kontinuierlichen Anfangsbedingungen 
((0: 60, ao) auf So wie in Abschnitt 4.2.2. Berechne mit Helmholtz-Zerlegung 
in System (4.15) die diskreten Startwerte (C, 6Z1 G?:, $IÂ¡ X ; ,  U;). 
Setze m := 0 .  
2. Falls m = M ,  dann ENDE. 
Sonst berechne aus diskreter LÃ¶sun ( ( T l  Sr: @kn, $ F l  X?; U?) auf Polyeder Sm 
mit Algorithmus 4.3.3 das Polyeder Sm+i. 
3. LÃ¶s mit Algorith,mus 4.2.1 auf Sm+i fÃ¼ einen Zeitschrift das System (4.15). 
Erhalte diskrete LÃ¶sun (<:" .. @T+', $Ir+'.. u k }  auf Sm+l. 
Setze m := m + 1. Geh,e zu Schritt 2. 
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Kapitel 5 
Simulat ionsergebnisse 
Das in Kapitel 4 vorgestellte numerische Verfahren haben wir innerhalb eines idea- 
lisierten AtmosphÃ¤renmodell implementiert. Wir nutzen in diesem Kapitel die Mo- 
dellsimulationen, um das numerische Verfahren zu validieren. Die Validierung erfolgt 
in zwei Schritten. Der erste Schritt besteht in einem Vergleich von numerischen 
LÃ¶sunge des Modells mit analytischen LÃ¶sunge der Flachwassergleichungen. Irn 
zweiten Schritt betrachten wir eine Modellsimulation, mit der der Einfluss einer 
kleinrÃ¤umige orografischen StÃ¶run auf ein vorgegebenes StrÃ¶mungsfel modelliert 
wird. 
Wir zeigen, dass in1 idealisierten AtmosphÃ¤renmodel sowohl analytische LÃ¶sun 
gen durch numerische LÃ¶sunge gut approximiert werden als auch planetare Ross- 
bywellen durch eine orografische StÃ¶run angeregt werden. Damit ist das Ergebnis 
der Validierung, dass das numerische Verfahren aus Kapitel 4 numerisch konver- 
gent ist und dass atmosphÃ¤risch Multiskalenprozesse mit dem AtmosphÃ¤renmodel 
modelliert werden kÃ¶nnen siehe Abschnitt 2.3. Der numerische Fehler des Atmo- 
sphÃ¤renmodell bei der Modellierung regional begrenzter dynamischer Prozesse ist 
wesentlich von der Gitterweite in dieser Region abhÃ¤ngig siehe Abschnitt 5.2.2. Bei 
gleicher QualitÃ¤ der numerischen LÃ¶sunge kÃ¶nne wir daher mit einem rÃ¤umlic 
adaptiven Polyeder im Vergleich zu einem uniformen Polyeder Rechenzeit einsparen. 
Die Modellierung atmosphÃ¤rische Multiskalenprozesse ist sowohl mit dem unifor- 
men als auch mit dem zeitlich adaptiven AtmosphÃ¤renmodel mÃ¶glich Die Ergebnis- 
se sind qualitativ vergleichbar und weisen Unterschiede sowohl in der HerausprÃ¤gun 
lokaler StrÃ¶mungsn~uste wie auch fÃ¼ das zonal gemittelte Geopotenzial auf, siehe 
Abschnitt 5.3. 
In Abschnitt 5.1 stellen wir das idealisierte AtmosphÃ¤renmodel und die Å¸m 
setzung des numerischen Verfahrens auf dem Computer vor. Anschliefiend zeigen 
wir in Abschnitt 5.2 anhand von analytischen LÃ¶sunge der Flachwassergleichungen 
die numerische Konvergenz des numerischen Verfahrens aus Kapitel 4. Die Simula- 
tionsergebnisse in Abschnitt 5.3 zeigen, dass das Modell geeignet ist, physikalisch 
relevante Multiskalenprozesse zu modellieren. 
5.1 Das idealisierte AtmosphÃ¤renmodel 
Auf der Grundlage des Algorithmus 4.3.4, der das numerische Verfahren in Kapitel 
4 beschreibt, haben wir ein idedisiertes Atmosph5.renmodell in der Programmier- 
sprache Fortran 90 implementiert. 
5.1.1 Die Programmstruktur des AtmosphÃ¤renmodell 
Das AtmosphÃ¤renmodel berechnet fÃ¼ M E N Zeitschritte und einen gegebenen 
Anfangswert (00, 6 0 :  @o) E (L2(S))3 mit Js Co dcr = Js &dcr = 0 die numerische 
LÃ¶sun der sphÃ¤rische Flachwassergleichungen (3.30), (3.31) 
entsprechend des Algorithmus 4.3.4. Die numerische LÃ¶sun ist also eine Approxima- 
tion der LÃ¶sun der endlichdimensionalen Formulierung (4.15). Vereinfachend spre- 
dien wir auch von der numerischen LÃ¶sun (C, S r ,  q ) m = o . . . , M  des AtmosphÃ¤ren 
modells, wenn es eine Folge von diagnostischen Funktionen ($?, -\y, u ~ ) ~ = ~ , , . , , ~ ~  
gibt. so dass ((F, 67 ,  @F, an, x r ,  U ~ ) ~ = O , . . ~ ~  eine numerische LÃ¶sun des Atmo- 
sphÃ¤renmodell ist. 
Der generelle Programmablauf folgt dem adaptiven Lagrange-Galerkin-Algorith- 
mus 4.3.4. Im Initialisierungsschritt des Algorithmus wird das uniforme Polyeder 
So mit dem Algorithmus 4.3.1 und die Anfangswerte auf So berechnet. Wir set- 
zen m := 0. Der m + 1-te Zeitschritt besteht aus zwei Teilschritten. Der ers- 
te Schritt ist die Berechnung des Polyeders Sm+l mit dem Algorithmus 4.3.3. 
Sm+i ist das Rechengebiet fÃ¼ den Zeitschritt m + I .  Im zweiten Schritt berech- 
nen wir dann mit dem Lagrange-Galerkin-Algorithmus 4.2.1 die diskrete LÃ¶sun 
([miidY1, @',"+', $F1, xmt14mt1) auf SN.  Dazu werden die Matrixgleichun- 
gen (4.18) - (4.20) aufgestellt und anschliefiend gelÃ¶st Wir erhÃ¶he dann m um 
Eins und fahren mit dem nÃ¤chste Zeitschritt fort bis alle Zeitschritt,e abgearbeitet 
sind. 
Wird das Polyeder Sfi in jedem Zeitschritt von Algorithmus 4.3.4 durch den 
Algorithmus 4.3.3 aufgrund des physialischen FehlerschÃ¤tzer aus Abschnitt 4.3.2 
adaptiert, dann nennen wir das AtmosphÃ¤renmodel adaptiv. Bleibt hingegen, z. B. 
durch die Verwendung eines trivialen FehlerschÃ¤tzers das Polyeder Sh in jedem Zeit- 
schritt von Algorithmus 4.3.4 konstant, dann nennen wir das AtmosphÃ¤renmodel 
statisch. 
5.1.2 Gittergenerator und parallele LÃ¶serschnittstell 
Die Gittergenerierung im vorliegenden Atmo~ph~renmodel l  rfolgt durch den Gitter- 
generator amatos, siehe [BRH'1^]. amatos ist ein Fortran 90-Pr~grammp~ket  und 
stellt Ã¼be Prozeduraufrufe die geometrischen Koordinaten der Knotenpunkte des 
Polyeders, die Daten der Modellvariablen in den Knoten und die Nachbarschaftsbe- 
ziehungen der Dreiecke zur VerfÃ¼gung Gibt man an, welche Dreiecke des Polyeders 
Sm verfeinert oder vergrÃ¶ber werden sollen, berechnet amatos das Polyeder Sm+l 
gemÃ¤f den Algorithmen 4.3.1 und 4.3.2. 
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Die LÃ¶sun der Matrixgleichungen (4.18) - (4.20) in Algorithmus 4.2.1 erfolgt mit 
der parallelen LÃ¶serschnittstell FoSSI, siehe [FHB04]. Das Programmpaket FoSSI 
besitzt eine Fortran 90-Schnittstelle, stellt Datenstrukturen fÃ¼ dÃ¼n besetzte Matri- 
zen bereit und lÃ¶s lineare Gleichungssystemc mit Hilfe von parallelen Loserpaketen. 
FÃ¼ die LÃ¶sun der Matrixgleichung (4.18) haben wir ein Bi-CGSTAB-Verfahren (Bi- 
Conjugate Gradient STABilized) und fÃ¼ die LÃ¶sun der Matrixgleichungen (4.19) 
ein GMR.ES-Verfahren (Generalized Minimal RESidual) verwendet, siehe [QV97], 
Damit konnte der zeitlich aufwendigste Teil des Modells, das LÃ¶se der Gleichungs- 
systeme, durch das parallele LÃ¶se auf vier Prozessoren wesentlich beschleunigt wer- 
den, siehe [FHB04]. 
Die ModelllÃ¤.uf wurden auf der SunFire 15000 mit 56 900MHz- 
UltraSPARCIIIcu-CPUs und 112 GB Hauptspeicher am Alfred-Wegener-Institut 
fÃ¼ Polar- und Meeresforschung in Bremcrhaven durchgefÃ¼hrt 
5.1.3 Numerische StabilitÃ¤ des AtmosphÃ¤renmodell 
Der Begriff der StabilitÃ¤ eines numerischen Verfahrens fÃ¼ die LÃ¶sun einer Differen- 
zialgleichung wird in der Literatur nicht einheitlich benutzt, siehe [GR94], [DB02], 
[Mae88]. In Anlehnung an [QV97] nennen wir das idealisierte AtmosphÃ¤renmodel 
numerisch stabil, wenn Konstanten Sf. c1 > 0, A R existieren, so dass fÃ¼ alle 
h,/\t > 0 mit 0 < At < Jt, fÃ¼ alle numerischen LÃ¶sunge ^ ' f Â ¥ ) m = O , . . ,  und 
fÃ¼ alle m = 0. ...M 
IIGII + 1c1 + Il@pl 5 CI ~ x P ^ -  (Ii<,Â¡l + 1 1 $ 1 1  + ll@li) (5.1) 
gilt. Ist & unabhÃ¤ngi vom Diskretisierungsparameter h, dann nennen wir das idea- 
lisierte AtmosphÃ¤renmodel unbedingt stabil, andernfalls bedingt stabil. Als Norm 
. kÃ¶nne wir z. B. die Maximuninorm auf Sh wÃ¤hlen 
Die intuitive Vorstellung von InstabilitÃ¤ einer numerischen LÃ¶sun ist die Ex- 
plosion (durch starkes Anwachsen) der LÃ¶sun zu einem Zeitpunkt tg  durch das An- 
wachsen von rÃ¤umliche Wellen. Die Norm der LÃ¶sun wÃ¤chs dann unbeschriinkt, 
wenn sich das System dem Zeitpunkt ta nÃ¤hert Damit kÃ¶nnte wir die Unglei- 
chung (5.1) fÃ¼ keine Wahl der Konstanten erfÃ¼llen Die physikalische Aussagekraft 
der StabilitÃ¤tsdefinitio hÃ¤ng wesentlich von den Werten der Konstanten Jt, CI > 0, 
A E R ab. Gehen wir von physikalisch kleinen Werten fÃ¼ CI, A aus, so bedeutet die 
Ungleichung (5. l), dass die numerische LÃ¶sun durch die Anfangswerte beschrÃ¤nk 
wird. Falls S, mit kleiner werdendem h gegen Null geht, ist das die bekannte Zeitr- 
schrittbegrenzung nach der Courant-Friedrichs-Levi-Bedingung (CLF). Im Ã¼brige 
ist die praktische oberPrÃ¼fun der StabilitÃ¤ des Modells nicht mÃ¶glich da wir nur 
endlich viele Simulationen mit dem AtmosphÃ¤renmodel durchfÃ¼hre kÃ¶nnen Wir 
haben daher die StabilitÃ¤ nur anhand von einigen Modellsimulationen Ã¼berprÃ¼f 
Betrachten wir das Modell ohne kÃ¼nstlich Diffusion, d. h. u1 = uz = 0 in Ab- 
schnitt 4.1, dann zeigt sich: dass das Modell fÃ¼ eine Simulationszeit von bis zu zwei 
Tagen fÃ¼ die analytischen LÃ¶sunge aus Abschnitt 3.5 stabile LÃ¶sunge berech- 
net. FÃ¼ lÃ¤nger Simulationszeiten wachsen dann, ausgehend von Schwingungen mit 
der WellenlÃ¤ng der GitterauflÃ¶sun h, die Maximumnormen von Vorticity, Diver- 
genz und Geopotenzialfeld sehr schnell an. Wir gehen jetzt heuristisch davon aus, 
5.2. KONVERGENZ DES NUMERISCHEN VERFAHRENS 99 
dass StabilitÃ¤tsaussage fÃ¼ andere Lagrange-Galerkirl-Methoden qualitativ auf die 
in Kapitel 4 vorgestellte Lagrange-Galerkin-Methode Ã¼bertrage werden kÃ¶nnen In 
diesem Fall ist das instabile Verhalten der obigen Simulationen iiberraschend, da 
die in [MPS88] vorgestellte Lagrange-Galerkin-Methode fÃ¼ die lineare Advektions- 
gleichung ohne Zeitschrittbegrenzung stabil ist. In [MPS88] wird aber auch gezeigt, 
dass durch die Verwendung von Quadraturformeln fÃ¼ die Berechnung der Gebiets- 
integrale in der Finite-Elemente-Methode die Lagrange-Galerkin-Methode instabil 
wird. Durch die Ãœbertragun dieser Erkenntnis auf das numerische Verfahren in 
Kapitel 4, kÃ¶nne wir die Entstehung von 1nstabilitÃ¤.te im AtmosphÃ¤renmodel oh- 
ne kÃ¼nstlich Diffusion erklÃ¤ren Zur Stabilisierung der Lagrange-Galerkin-Methode 
beschreiben [MPS88] und [Pri93] eine Gebietsmittelungsmethode zur exakten Be- 
rechnung der fraglichen Gebietsintegrale. Alternativ kÃ¶nne [Pir82] und [SÃ¼l88 fÃ¼ 
inkompressible Navier-Stokes-Gleichungen mit kÃ¼nstliche Diffusion zeigen, dass de- 
ren Lagrange-Galerkin-Methoden stabil sind. 
Als Schlussfolgerung aus den StabilitÃ¤tsÃ¼berlegung ist die Verwendung von 
kÃ¼nstliche Diffusion zur Stabilisierung des AtmosphÃ¤renmodell sinnvoll. FÃ¼ Si- 
mulationszeiten von mehr als zwei Tagen betrachten wir daher das Modell mit den 
Diffusionsparametern 
aus Abschnitt 4.1, wobei Ro > 0 der Erdradius aus Anhang D ist. Die Diffusionspara- 
meter ul und u2 fÃ¼ die Flachwassergleichungen (3.30), (3.31) auf der Einheitssphare 
S entsprechen dabei den physikalisch interpretierbaren Diffusionsparametern 105 $ 
und 4 . 105 $ fÃ¼ die auf die SphÃ¤r SRy transformierten Flachwassergleichungen, 
siehe Abschnitt 3.3. Mit dieser Wahl fÃ¼ ul und u2 bleiben sowohl die numerischen 
LÃ¶sunge der analytischen Beispiele aus Abschnitt 3.5 als auch die realitÃ¤tsnÃ¤he 
numerische Simulation in Abschnitt 5.3 stabil. 
5.2 Konvergenz des numerischen Verfahrens 
Dieser Abschnitt dient neben Abschnitt 5.3 der Validierung des numerischen Ver- 
fahrens aus Kapitel 4. Dazu betrachten wir Simulationsergebnisse des idealisier- 
ten AtmosphÃ¤renmodell fÃ¼ stationÃ¤r und instationÃ¤r analytische LÃ¶sunge der 
Flachwassergleichungen aus Abschnitt 3.5. Wir kÃ¶nne zeigen, dass sich fÃ¼ kleiner 
werdende Gitterweiten und fÃ¼ kÃ¼rze werdende Zeitschritte die numerische LÃ¶sun 
der analytischen LÃ¶sun annÃ¤hert 
Da die analytischen LÃ¶sunge in Abschnitt 3.5 fÃ¼ die Flachwassergleichungen 
ohne Diffusion gelten, betrachten wir zum Nachweis der numerischen Konvergenz das 
AtmosphÃ¤renmodel ohne kÃ¼nstlich Diffusion, siehe Abschnitt 4.1. Nach Abschnitt 
5.1.3 ist damit die Simulationszeit des Modells aus StabilitÃ¤tsgrÃ¼nd beschrÃ¤nkt 
Wir wÃ¤hle daher als Simulationszeit in diesem Abschnitt T = 8h und betrachten 
das Zeitintervall I = (0, T). Es sei 
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eine analytische LÃ¶sun der Flachwassergleichungen (3.30). (3.31) und wir definieren 
zu (C, 5, Â¥35 auf S die Anfangswerte 
Co := C(., 0): J. := S(., O ) ,  a0 := @(., 0). (5.4) 
Damit ist (C, 5, <&) die kontinuierliche LÃ¶sun der Anfangswertaufgabe in der schwa- 
chen Formulierung (4.2) zum Anfangswert (Co, 60, Qo). Weiter seien At > 0, M N, 
tm = inAt fÃ¼ m = 0. ... M mit T = tlv vorgegeben. Mit dem AtmosphÃ¤renmodel 
aus Abschnitt 5.1 berechnen wir zum Anfangswert (Col &J, Qo) die numerische LÃ¶sun 
der Flachwassergleichungen. FÃ¼ die Sim~l~t ionszei t  von acht St,unden setzen wir 
im AtmosphÃ¤renmodel die Parameter fÃ¼ die kÃ¼nstlich Diffusion aus Abschnitt 4.1 
auf Null, d. h. 711, u2 = 0. 
WÃ¤hren fÃ¼ die Anfangswertaufgabe die zeitliche Entwicklung der kontinu- 
ierlichen LÃ¶sun (C, 6, <1?) durch analytische Gleichungen beschrieben wird, ist die 
zeitliche Entwicklung der numerischen LÃ¶sun (CF, 57 ,  @~)rn=o,..,A{ durch die Aus- 
gabedaten des AtmosphÃ¤renmodell definiert. Wir kÃ¶nne damit die QualitÃ¤t von 
(C; 5Sy, @ ~ ) m = o , . . , ~  durch die Berechnung des numerischen Fehlers aus der Differenz 
zu (C 5, <&) ermitteln. 
Nachdem wir in Abschnitt 5.2.1 zur numerischen LÃ¶sun in Gleichung (5.5) den 
numerischen Fehler n definiert haben, zeigen wir in den Abschnitten 5.2.2 und 5.2.3 
die numerische Konvergenz des numerischen Verfahrens anhand ausgewÃ¤.hlte ana- 
lytischer LÃ¶sunge aus Abschnitt 3.5. 
5.2.1 Der numerische Fehler 
WÃ¤hren der Diskretisierungsfehler des numerischen Verfahrens, siehe Abschnitt 
4.3.2, die Differenz von der diskreten LÃ¶sun aus Algorithmus 4.3.4 zur kontinuier- 
lichen LÃ¶sun aus Abschnitt 4.2.1 quantifiziert, definieren wir fÃ¼ die Abweichung 
der numerischen LÃ¶sun aus Abschnitt 5.1 von der kontinuierlichen LÃ¶sun den nu- 
merischen Fehler. Genauer definieren wir den numerischen Fehler n als die L2-Norm 
der Differenz von numerischer und kontinuierlicher LÃ¶sung 
Stellvertretend fÃ¼ die Funktionen C, 6 bzw. <I> der kontinuierlichen LÃ¶sun aus 
Gleichung (5.3) betrachten wir die Funktion g : S X 1 Ã R. Analog schreiben wir 
anstelle der Funktionen (CT)m=l ,.. M; (Jr)777.=l ,,, M bzw. ($y)m=i ,., M der numerischen 
LÃ¶sun aus Gleichung (5.5) die Folge ( g r ) m - . i , . . ~  mit g r  : Sb + R, als nume- 
rische Approximation von g. Shm sei dabei das Polyeder im m-ten Zeitschrift von 
Algorithmus 4.3.4. 
Den numerischen Fehler ~ ( g ? )  der Funktion g r  definieren wir durch die flÃ¤chen 
normierte L2(S)-Norm der Differenz von numerischer und kontinuierlicher LÃ¶sung 
d.  11. wir definieren mit der Liftfunktion L aus Abschnitt 4.2.2 fÃ¼ die Zeitpunkte tr, 
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mit m = 0, ..,M 
Da wir die numerische Integration auf dem Polyeder Shm durchfÃ¼hren definieren 
wir die flÃ¤chennormiert L2(Shm)-Norm durch 
Wegen [Dzi88, Lemma 31 gibt es eine Konstante C > 0, so dass 
gilt. FÃ¼ kleine Diskretisierungsparameter h > 0, siehe Abschnitt 4.3.1, ist es damit 
gerechtfertigt, q (g r )  durch Gleichung (5.6) zu approximieren, also 
Die Integration in der letzten Gleichung fÃ¼hre wir analog zu Abschnitt 4.2.7 mit 
Hilfe der Quadraturformel in Abschnitt 4.2.6 durch. 
Der gesamte numerische Fehler q(CT,6Tl<s>r) der numerischen LÃ¶sun 
(CF, C, T) ergibt sich aus der Summe der einzelnen Komponenten, also 
5.2.2 StationÃ¤r LÃ¶sunge 
In diesem Abschnitt zeigen wir die numerische Konvergenz des idealisierten Atmo- 
sphÃ¤renmodell aus Abschnitt 5.1 mit Hilfe von stationÃ¤re analytischen LÃ¶sunge 
der Flachwassergleichungen aus Abschnitt 3.5.2. 
Wir betrachten die Entwicklung des numerischen Fehlers n(<T, fip, @T) in Ab- 
hÃ¤ngigkei von der Simulationszeit, der Zeitschritt-weite At  und der Gitterweite h. 
Dazu betrachten wir Simulationen des AtmosphÃ¤renmodell aus Abschnitt 5.1 auf 
einem zeitlich nicht verÃ¤nderliche Polyeder Si,, siehe Abschnitt 4.3.1. Die Simula- 
tionen werden wir zum einen mit einem uniformen Polyeder Sh und zum anderen 
mit einem rÃ¤umlic adaptierten Polyeder Sh durchfÃ¼hren Die Dreiecke der Trian- 
gulierung dieses Polyeders haben sehr verschiedene GrÃ¶Â§e 
FestkÃ¶rperrotatio 
Als erste analytische LÃ¶sun betrachten wir das Beispiel 3.5.2 der FestkÃ¶rperro 
tation. FÃ¼ die Maximalgeschwindigkeit uo = 30: der StrÃ¶mun definieren wir die 
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Konstante CO = z,  siehe Abschnitt 3.3. Wir definieren mit den Funktionen Vorticity 
C, Divergenz 6 und Geopotenzialfeld (& aus Beispiel 3.5.2 mit der Gleichung (5.4) den 
Anfangswert (Cn, So, Bo). Wegen Beispiel 3.5.2 ist ((,, S, <i>) die kontinuierliche LÃ¶sun 
der Flachwassergleichungen zum Anfangswert (Co, So, CDo). (Cr, %\ < : & ~ ) m = o , . . , ~  aus 
der Gleichung (5.5) sei die numerische LÃ¶sun zum Anfangswert (Co, Qo) fÃ¼ ein 
uniform aufgelÃ¶ste Polyeder Sh., siehe Abbildung 5.l(a). 
-zu , , U" , 
180' -90" 0" 90" 180" 180' -90' 0" 90' 180' 
(a) Uniform, h = 1041km (b) Adaptiv, h = 1041km und h = 522km 
Abbildung 5.1: Polyeder Sh, Achsen: geografische LÃ¤ng und Breite 
0 02- 
- . .- 
6 8 
Zeit [hl 
(a) Vorticity (b) Divergenz S (C) Geopotenzial @ 
Abbildung 5.2: FestkÃ¶rperrotation zeitliche Entwicklung von 7,  Zeitschritt At = 7.5min 
In Abbildung 5.2 ist die zeitliche Entwicklung des numerischen Fehlers fÃ¼ den 
Zeitschritt At = 7.5min getrennt fÃ¼ C ,  S und <& dargestellt. Wir erkennen, dass 
der numerische Fehler mit fortschreitender Simulationszeit anwachst und mit feiner 
werdendem Gitter abnimmt. 
In Abbildung 5.3 ist der numerische Fehler zum Zeitpunkt T = 8h fÃ¼ verschiede- 
ne GitterauflÃ¶sunge h und Zeitschrittweiten At dargestellt. Der numerische Fehler 
fÃ¼ C und <I> in den Abbildungen 5.3(a) und 5.3(c) nimmt mit feiner werdendem 
Gitter und kÃ¼rze werdendem Zeitschritt ab. Der numerische Fehler fÃ¼ 5 in Abbil- 
dung 5.3(b) wird fÃ¼ feiner werdendes Gitter zwar kleiner, stagniert aber fÃ¼ kÃ¼rze 
werdende Zeitschritte. 
In allen drei Fehlerdarstellungen ist die Abha.ngigkeit von der Gitter-weite bedeu- 
tender als von der Zeitschrittweite. Dies erklÃ¤re wir damit, dass fÃ¼ die stationÃ¤r 
LÃ¶sun die Trajektorienberechnung in der Semi-Lagrange-Methode unabhÃ¤ngi von 
der Zeitschrittweite eine gute Approximation der stromaufwÃ¤rt liegenden Punkte 
liefert. 
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(a) Vorticity < (b) Divergenz S (C) Geopotenzial @ 
Abbildung 5.3: FestkÃ¶rperrotation 7 in AbhÃ¤ngigkei von Gitterweite h und Zeitschritt 
At, Simulationszeit T = 8h 
Isolierter zonaler Strahlstrom 
Wir betrachten das Beispiel 3.5.5 des isolierten zonalen Strahlstroms. FÃ¼ die Ma- 
ximalgeschwindigkeit UQ = 30: der StrÃ¶mun definieren wir die Konstante co = z, 
siehe Abschnitt 3.3, und fixieren die Parameter n/ = 6 und y o  = %. Dann de- 
finieren wir mit, den Funktionen Vorticity <, Divergenz 6 und Geopotenzialfeld @ 
aus Beispiel 3.5.5 mit der Gleichung (5.4) den Anfangswert (Co. Jo, Qo). Wegen Bei- 
spiel 3.5.5 ist (<, 6; @) die kontinuierliche LÃ¶sun der Flachwassergleichungen zum 
Anfangswert (co, 60, CDo). (</T, e, q ) m = o , . , , M  aus der Gleichung (5.5) sei die nume- 
rische LÃ¶sun zum Anfangswert (Co, 6Q, Qo). ZunÃ¤chs betrachten wir Simulationen 
des AtmosphÃ¤renmodell fÃ¼ ein uniform aufgelÃ¶ste Polyeder Sr,. 
(a) Vorticity < (b) Divergenz S (C) Geopotenzial <1> 
Abbildung 5.4: Isolierter zonaler Strahlstrom, zeitliche Entwicklung von 7. uniforn~es Po- 
lyeder, Zeitschritt At = 7.5min 
In den Abbildungen 5.4 bzw. 5.5 ist die zeitliche Entwicklung des numerischen 
Fehlers fÃ¼ den Zeitschritt At = 7.5min bzw. ist der numerische Fehler zum Zeit- 
punkt T = 8h fÃ¼ verschiedene GitterauflÃ¶sunge h und Zeitschrittweiten At darge- 
stellt. 
Die numerischen Fehler fÃ¼ < und Q in den Abbildungen 5.4(a) und 5.4(c), wach- 
sen mit fortschreitender Simulationszeit an. Im Gegensatz dazu stagniert der Fehler 
von 6 in Abbildung 5.4(b). 
In den Abbildungen 5.4 und 5.5 erkennen wir, dass mit feiner werdendem Gitter 
der Fehler von < kleiner wird. FÃ¼ 5 und <E1 gilt dies nur fÃ¼ jede zweite Gitter- 
auflÃ¶sung Das nicht monotone Fallen der Fehler von 6 und $ in AbhÃ¤ngigkei von 
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(a) Vorticity C (b) Divergenz 6 (C) Geopotenzial <i> 
Abbildung 5.5: Isolierter zonaler Strahlstrom, t] in Abhiingigkeit von Gitterweite h und 
Zeitschritt At, uniformes Polyeder. Simulationszeit T = 8h 
der Gitter-weite in den Abbildungen 5.5(b) und 5.5(c) fÃ¼hre wir auf die Ausrichtung 
der Dreieckskanten in der laminaren StrÃ¶mun zurÃ¼ck WÃ¤hrenddesse fÃ¼ die Git- 
terweiten h = 854km und h = 428km viele Kanten quer zur StrÃ¶mun liegen, sind 
die meisten Kanten fÃ¼ h = 1041km, 522km, 262km parallel zur StrÃ¶mun ausgerich- 
tet. Diese verschiedenen geometrischen Orientierungen der Dreieckskanten scheinen 
sich insbesondere auf die Felder von 6 und (& auszuwirken. 
Wie bei der FestkÃ¶rperrotatio ist die Abhangigkeit des Fehlers von der Zeit- 
schrittweite gegenÃ¼be der Abhangigkeit von der Gitter-weite klein. 
Die gleichen Simulationen mit dem AtmosphÃ¤renmodel haben wir mit einem 
rÃ¤umlic adaptiven Polyder Sh durchgefÃ¼hrt Die Dreiecke von Sh haben im Bereich 
der geografischen Breite (p E (0': 60') eine variable AuflÃ¶sung die durch den Diskre- 
tisierungsparameter h angegeben wird, und fÃ¼ (p E (-90"; 0Â° U (60Â° 90Â° die fixierte 
AuflÃ¶sun von h = 1041km. Das Polyeder ist also zeitlich konstant und rÃ¤umlic 
adaptiv, siehe Abbildung 5.1 (b). 
(a) Vorticity (b) Divergenz 6 (C) Geopotenzial @ 
Abbildung 5.6: Isolierter zonaler Strahlstrom, zeitliche Entwicklung von t], rÃ¤umlic ad- 
aptives Polyeder, Zeitschritt At = 7.5min 
Analog zum uniformen Polyeder weiter oben ist in den Abbildungen 5.6 bzw. 5.7 
die zeitliche Entwicklung des numerischen Fehlers fÃ¼ den Zeitschritt At = 7.5min 
bzw. der numerischen Fehler zum Zeitpunkt T = 8h fÃ¼ verschiedene GitterauflÃ¶sun 
gen h und Zeitschrittweiten At dargestellt. 
Alle numerischen Fehler sind so nahe a,n den Fehlern des uniformen Falls, dass 
kaum Unterschiede zu den Abbildungen 5.4 und 5.5 zu erkennen sind. Durch die Re- 
chenzeitersparnis konnten wir allerdings lokal eine noch hÃ¶her rÃ¤umlich AuflÃ¶sun 
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von h = 214km fÃ¼ das Polyeder wÃ¤hlen Die nicht monotone AbhÃ¤ngigkei des Feh- 
ler von der Gitterweite auch fÃ¼ diese AuflÃ¶sun kann wie oben fÃ¼ das uniforme 
Polyeder erklÃ¤r werden. 
(a) Vorticity (b) Divergenz S (C) Geopotenzial @ 
Abbildung 5.7: Isolierter zonaler Strahlstrom, 7 in AbhÃ¤ngigkei von Gitterweite h und 
Zeitschrift At, rÃ¤umlic adaptives Polyeder, Simulationszeit T = 8h 
Wir erkennen, dass die Simulationen fÃ¼ das uniforme Polyeder und das rÃ¤umlic 
adaptive Polyeder sehr Ã¤hnlich Ergebnisse fÃ¼ den numerischen Fehler erbringen. 
Dies kÃ¶nne wir damit erklÃ¤ren dass die dynamischen Prozesse in diesem analy- 
tischen Beispiel gerade regional in den Breiten (j) E (0Â° 60') von Bedeutung sind. 
Damit ist der numerische Fehler vor allem von der lokalen riiumlichen AuflÃ¶sun des 
Polyeders in diesen Breiten abhÃ¤ngig Durch die Anwendung des AtmosphÃ¤.renmo 
dells mit einem rÃ¤umlic adaptiven Polyeder kann bei gleicher QualitÃ¤ der numeri- 
schen Ergebnisse Rechenzeit gegenÃ¼be Simulationen mit einem uniformen Polyeder 
eingespart werden. 
5.2.3 InstationÃ¤r LÃ¶sunge 
In diesem Abschnitt zeigen wir die numerische Konvergenz des idealisierten Atmo- 
sphÃ¤renmodell aus Abschnitt 5.1 mit Hilfe einer instationÃ¤re analytischen LÃ¶sun 
der Flachwassergleichungen aus Abschnitt 3.5.2. 
Wir betrachten die Entwicklung des numerischen Fehlers V(<?, q, T) in Ab- 
hÃ¤ngigkei von der Simulationszeit, der Zeitschritt-weite At und der Gitterweite h. 
Die Simulationen des AtmosphÃ¤renmodell aus Abschnitt 5.1 wurden mit einem 
rÃ¤umlic uniform aufgelÃ¶ste und zeitlich nicht verÃ¤nderliche Polyeder Sh durch- 
gefÃ¼hrt siehe Abschnitt 4.3.1. 
Als analytische LÃ¶sun betrachten wir das Beispiel 3.5.9 der instationÃ¤re Fest- 
kÃ¶rperrotation FÃ¼ die Maximalgeschwindigkeit u0 = 30: der StrÃ¶mun definieren 
wir die Konstante do = 2, siehe Abschnitt 3.3. Wir definieren mit den Funktio- 
nen Vorticity C: Divergenz 6 und Geopotenzialfeld <& aus Beispiel 3.5.9 mit der 
Gleichung (5.4) den Anfangswert (Co, 60, Qo). Wegen Beispiel 3.5.9 ist (C; 6, @) die 
kontinuierliche LÃ¶sun der Flachwassergleichungen zum Anfangswert (Co; 60, Qo). 
(C?, @am=o, ,M aus der Gleichung (5.5) sei die numerische LÃ¶sun zum An- 
fangswert (Co, 60, Qo). 
In Abbildung 5.8 ist die zeitliche Entwicklung des numerischen Fehlers fÃ¼ den 
Zeitschritt At = 7.5min getrennt fÃ¼ C, 6 und @ dargestellt. Wir erkennen, dass der 
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InstationÃ¤r FestkÃ¶rperrotatio 
Wir haben fÃ¼ diese Beispiele gezeigt, dass der numerische Fehler fÅ  ¸ kleiner wer- 
dende Gitterweiten und kÃ¼rze werdende Zeitschritte abnimmt. 
Im Fall der stationÃ¤re LÃ¶sunge ist der numerische Fehler vor allem von der Git- 
terweite abhÃ¤ngig Dies erklÃ¤re wir damit, dass die Trajektoricnberechnung in der 
Semi-Lagrange-Methode fÃ¼ ein stationÃ¤re StrÃ¶mungsfel nur wenig von der Zeit- 
schrittweite abhÃ¤ngt Die gleiche ErklÃ¤run begrÃ¼nde auch im Fall der instationÃ¤re 
LÃ¶sun die stÃ¤rker AbhÃ¤ngigkei des numerischen Fehlers von der Zeitschrittweite. 
Wir konnten schlieÂ§lic im Fall des isolierten zonalen Strahlstromes zeigen, dass 
ein nur in den Breiten des Strahlstromes hoch aufgelÃ¶ste Polyeder die gleichen 
Ergebnisse erbringt wie ein uniform hoch aufgelÃ¶ste Polyeder. 
5.3 Rossbywellen im globalen Modell 
Neben Abschnitt 5.2 dient dieser Abschnitt der Validierung des numerischen Verfah- 
rens aus Kapitel 4. Wir betrachten dazu Modellergebnisse des Atmospharenmodells 
aus Abschnit,t 5.1 fÃ¼ eine Simulationszeit von 20 Tagen, mit denen atmosphari- 
sehe Multiskalenprozesse aus Abschnitt 2.3 modelliert werden. Zum einen werden 
wir die Anregung von planetaren Wellen durch orografische StÃ¶runge und damit 
zusammenhÃ¤ngend regionale StrÃ¶mungsmuste (Antizyklonen und Zyklonen) mo- 
dellieren. Zum anderen werden wir globale Auswirkungen bis auf die SÃ¼dhalbkuge 
im Modell der FlachwasseratmosphÃ¤r beobachten kÃ¶nnen 
In Abschnitt 5.2 haben wir das Atn~osphÃ¤renmodel fÃ¼ die Simulationszeit von 
acht Stunden ohne kÃ¼nstlich Diffusion betrieben. Um auch stabile LÃ¶sunge fÃ¼ die 
Simulationszeit von 20 Tagen zu erhalten, fÃ¼hre wir eine lcÃ¼nstlicl~ Diffusion mit 
den Diffusionsparametern in Gleichung (5.2) ein, siehe die Abschnitte 5.1.3 und 4.1. 
Wir bet,rachten fÃ¼ die Flachwassergleichungen die Anfangswertaufgabe (4.2) mit 
der Anfangsbedingung (Co, dQ, Qo) und den durch die Daten der Bodenorografie <S>g 
gegebenen Randbedingungen. Als Startzustand wÃ¤hle wir ((,0, JO, h) so, dass das 
StrÃ¶mungsfel fÃ¼ das Orografiefeld QB = 0 stationÃ¤ wÃ¤re Als wirkliches Orogra- 
fiefeld Â ¥ S  fÃ¼ die numerische Simulation nutzen wir aber nicht QÃ = 0, sondern eine 
kleinrÃ¤umig Abweichung davon. 
5.3.1 Die Randbedingungen 
Um komplexe dynamische PhÃ¤nomen im vorliegenden Atmospharenmodell model- 
lieren zu kÃ¶nnen betrachten wir fÃ¼ die Anfangsbedingung (Co, JOi QQ) und die Bo- 
denorografie >^B idealisierte StrÃ¶niungszustÃ¤n der realen AtmosphÃ¤re 
Dazu wÃ¤hle wir fÃ¼ (G,&. QO) die Werte aus dem Beispiel 3.5.5 fÃ¼ einen iso- 
lierten zonalen Strahlstrom. Sowohl die geografische Breite bei 30' als auch das 
Maximum der Windgeschwindigkeit UQ = 30: der AnfangsstrÃ¶mun entsprechen 
den Wert,en im troposphÃ¤rische Strahlstrom, siehe Abschnitt 2.1.2. WÃ¼rde wir als 
Orografiefeld QB = konst. wÃ¤hlen wÃ¤r der StrÃ¶mungszustan nach Beispiel 3.5.5 
stationÃ¤r 
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Als StÃ¶run dieses Gleichgewichtszustandes betrachten wir fÃ¼ das Orografiefeld 
QB einen einzeln stehenden Berg mit einer HÃ¶h von 2000m. Wir definieren dazu das 
Maximum des Geopotenzials > 0, die geografische LÃ¤ng -180' < Ao 5 180Â° 
die geografische Breite -90Â 5 po 90' des Berggipfels und die Streckungsfaktoren 
7 1 ~ 7 2  > 0 durch 
Bestimmen wir fÃ¼ jeden Punkt X E S die geografische LÃ¤ng und Breite durch 
p(x) = arcsin xg , 
dann definieren wir das Bodenorografiefeld fÃ¼ alle X E S durch 
In einer Entfernung von = 34.T LÃ¤ng bzw. von Ã 17.4' Breite vom Berggipfel 
hat der Berg damit noch die HÃ¶h & Qmar Dies entspricht einer horizontalen Aus- 
dehnung des Berges von = 6700km in zonaler und von = 3900km in meridionaler 
Richtung. 
5.3.2 20-Tage-Simulation, statisch 
Wir betrachten die Simulation mit dem AtmosphÃ¤renmodel fÃ¼ die Anfangswerte 
(Co, (50, Qo) und die Bodenorografie Q B  aus Abschnitt 5.3.1 mit der Simulationszeit 
T = 20d. Dabei nutzen wir das AtmosphÃ¤renmodel statisch, d. h. nach Abschnitt 
5.1.1, dass das uniforme Polyeder Sh, mit der Gitter-weite h = 522km in Abbildung 
5.10(a) zeit,lich nicht verÃ¤nder wird. 
(a) Polyeder Sh (b) Orografiefeld Rg <S>B [$I 
Abbildung 5.10: 20-Tage-Simulation, uniform, Achsen: geografische LÃ¤ng und Breite 
Der Anfangszustand des Modells ist in Abschnitt 3.5.2 in Abbildung 3.6(b) und 
das Orografiefeld QB in Abbildung 5.10(b) dargestellt. Der Zustand des Modells 
nach fÃ¼nf zehn, 15 und 20 Tagen ist in Abbildung 5.11 zu erkennen. Analog zum 
Orografiefeld QB stellen wir die auf SRÃ transformierten Werte Rt @ des Geopotenzi- 
alfeldes Q dar. Die groflraumige Struktur des StrÃ¶mungsfelde bleibt fÃ¼ diese Zeiten 
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(a) Zeitpunkt t = 5d (b) Zeitpunkt t = lOd 
(C) Zeitpunkt t = l5d (d) Zeitpunkt t = 20d 
Abbildung 5.11: 20-Tage-Simulation, uniform, Windfeld LI, Geopotenzialfeld Ri @ [$I> 
globale zeitliche Entwicklung, Achsen: geografische LÃ¤ng und Breite 
erhalten. Der Strahlstrom befindet sich bei 30' und das Geopotenzial (& hat dort die 
grÃ¶Â§t Gradienten. 
In der Abbildung 5.12, die die gleichen Daten wie Abbildung 5.11 fÃ¼ den Aus- 
schnitt (A, p )  ? (-180Â° 180') X (0Â° 60') darstellt, erkennen wir, dass sich die 
meridionale StÃ¶run des Strahlstroms, ausgehend vom orografischen Hindernis bei 
(A, p )  = (0Â° 30Â°) zonal in Ostrichtung ausbreitet. Nach fÃ¼n bzw. zehn Tagen sind 
in den Abbildungen 5.12(a) bzw. 5.12(b) meridionale StrÃ¶mungsanteil bereits bei 
A = 120Â Ã¶stliche LÃ¤ng bzw. bei A = -150Â westlicher LÃ¤ng zu erkennen. Nach 
15 Tagen ist die meridionale StÃ¶run wieder bei A = O0 angekommen, siehe Abbil- 
dung 5.12(c). Durch das orografische Hindernis entsteht eine planetare Rossbywelle. 
Diese Entwicklung kÃ¶nne wir mit der StÃ¶run des zonalen Grundstromes und dem 
^-Effekt wie in Abschnitt 2.2.2 erklÃ¤ren Die WellenlÃ¤ng betrÃ¤g rund Ã 5000km. 
Damit stimmt dieser Wert mit dem theoretischen Wert der WellenlÃ¤ng einer stati- 
onÃ¤re Rossbywelle von X 6300km fiir eine GrundstrÃ¶mun mit der Z~n~lgeschwin- 
digkeit von 1 5 7  qualitativ Ã¼berein siehe Abschnitt 2.2.2. 
Abbildung 5.13 ist der Ausschnitt fiir (A, p )  E (0Â° 120Â° X ( O 0 ,  60Â° von Abbil- 
dung 5.11(d). Wir erkennen vergrÃ¶8er den Strahlstrom und bei (A, p) = (45O, 15') 
ein lokales Maximum im Geopotenzialfeld @ mit dem Wert von ca. 75000s R Ã – ~  
Gleichzeitig ist dies eine schwach ausgeprÃ¤gt Antizyklone im Windfeld U, so dass 
U annÃ¤hern in Richtung des geostrofischen Windes strÃ¶mt Bei (A, p )  = (10O0, 15') 
erkennen wir eine weitere Antizyklone und bei (A, p )  = (30': 60Â° X {45O} nÃ¶rdlic 
des Strahlstromes eine Zyklone. Die rÃ¤umlich Verteilung dieser Wirbelstrukturen 
orientiert sich deutlich an der rÃ¤umliche Struktur der Rossbywelle. In diesem Sin- 
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180" -120" -60' 0" 60" 120' 180" 
(a) Zeitpunkt t = Eid 
180" -120" -60" 0" 60" 120' 180' 
(b) Zeitpunkt t = lOd 
180" -120' -60' 0" 60" 120" 180' 
( C )  Zeitpunkt t = l5d 
180" -1 20' -60" 0' 60' 120" 180' 
(d) Zeitpunkt t = 20d 
Abbildung 5.12: 20-Tage-Simulation, uniform, Windfeld U, Geopotenzialfeld Ri <1> [$I, 
zeitliche Entwicklung, Ausschnitt (X,  V )  E (-180Â° 180Â° X (0': 60Â°) Achsen: geografische 
LÃ¤ng und Breite 
ne kÃ¶nne wir die Entstehung der Zyklonen und Antizyklonen auf die planetare 
Rossbywelle zurÃ¼ckfÃ¼hre 
Die Auswirkung der orogra,fischen StÃ¶run beschrÃ¤nk sich nicht auf den meri- 
dional begrenzten Strahlstrom, siehe Abbildung 5.11. Der Maximalwert von (& im 
Anfangszustand von maxxgs (&(X, 0) Ã 79100$R-~g* wird fÃ¼ jeden Zwischenzustand 
in den niederen Breiten (p E (-3O0, 20') groflrÃ¤umi Ã¼berschritten Diese StÃ¶run 
im Geopot,enzialfeld CD ist meridional abhÃ¤ngig Insbesondere erkennen wir in Ab- 
bildung 5.11(a) nach fÃ¼n Tagen auf der SÃ¼dhalbkuge bei A = -45' bzw. A = 90' 
StÃ¶runge in (&, die mit den meridionalen StÃ¶runge des Strahlstromes bei A = 0' 
bzw. A = 90' zusammenhÃ¤nge kÃ¶nnten 
Die 20-Tage-Simulation mit einem isolierten Strahlstrom bei 30' und einem oro- 
grafischen Hindernis zeigt neben der Entstehung von planetaren Rossbywellen die 
Entstehung von Zyklonen und Antizyklonen in r%umlicher NÃ¤h zum Strahlstrom. 
Meridional abhÃ¤ngig StÃ¶runge des Geopotenzialfeldes kÃ¶nne wir global, auch auf 
der SÃ¼dhalbkuge in groÂ§e Entfernung zum Strahlstrom, beobachten. 
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Abbildung 5.13: 20-Tage-Simulation. uniform. Windfeld u(.,20d). Geopotenzialfeld 
Rg Q(., 20d) ($1, Ausschnitt (A,  y7) E (0Â° 120Â° x (0Â° 60Â°) Achsen: geografische LÃ¤ng 
und Breite 
5.3.3 20-Tage-Simulation, adaptiv 
In diesem Abschnitt betrachten wir die Simulation aus Abschnitt 5.3.2 mit den 
gleichen Anfangswerten (Co, do, a o ) >  dargestellt in Abbildung 3.6(b), und der glei- 
dien Bodenorografie dargestellt in Abbildung 5.10(b), fÃ¼ die Simulationszeit 
T = 20d. Abweichend von Abschnitt 5.3.2 nutzen wir aber das AtmosphÃ¤renmodel 
adaptiv, d. h. nach Abschnitt 5.1.1, dass das Polyeder in jedem Zeitschrift mit dem 
Algorithmus 4.3.3 aufgrund des physikalischen FehlerschÃ¤tzer in Abschnitt 4.3.2 
adaptiert wird. Das Polyeder fÃ¼ den Anfangszustand hat eine r'umlich uniforme 
AuflÃ¶sun von h = 428km, siehe Abbildung 5.14(a). FÃ¼ die gesamte Simulations- 
zeit ist h = 428km gleichzeitig auch die feinste rÃ¤umlich AuflÃ¶sun fÃ¼ die zeitlich 
verÃ¤nderliche Polyeder. Das Polyeder 'm Ende der Simulation nach 20 Tagen ist in 
Abbildung 5.14(b) dargestellt. Wir erkennen, dass die AuflÃ¶sun entlang des Strahl- 
stromes besonders hoch ist. Dies ist nachvollziehbar, d a  hier auch die lokalen Maxima 
der dynamischen GrÃ¶Â§ Vorticity und Divergenz zu finden sind. 
(a) Polyeder Sh, t = Od (b) Polyeder SA,  t = 20d 
Abbildung 5.14: 20-Tage-Simulation, adaptiv, Achsen: geografische LÃ¤ng und Breite 
Der Zustand des Modells nach fÃ¼nf zehn, 15 und 20 Tagen ist in Abbildung 5.15 
zu erkennen. 
Das adaptive Modell zeigt die gleichen qualitativen Ergebnisse, wie das statische 
Modell. In den Abbildungen 5.11 und 5.15 erkennen wir die gleiche groÂ§rÃ¤umi 
Struktur des StrÃ¶mungsfeldes die durch den Strahlstrom bei 30' nÃ¶rdliche Breite 
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(a) Zeitpunkt t = 5d (b) Zeitpunkt t = lOd 
(C) Zeitpunkt t = 15d (d) Zeitpunkt t = 20d 
Abbildung 5.15: 20-Tage-Simulation, adaptiv, Windfeld U, Geopotenzialfeld R s  [$I, 
globale zeitliche Entwicklung, Achsen: geografische LÃ¤ng und Breite 
geprÃ¤g ist. Durch das orografische Hindernis bei ( A ,  y) = (0Â° 30') entwickelt sich 
in beiden Modellvarianten im Bereich des Strahlstromes eine planetare Rossbywelle 
mit einer Wellei~l~nge von E 5OOOkm. In rÃ¤umliche NÃ¤h zum Strahlstrom be- 
obachten wir Zyklonen und Antizyklonen, und die Auswirkungen der orografischen 
StÃ¶run kÃ¶nne wir im Geopotenzialfeld global, auch auf der SÃ¼dhalbkuge in groÂ§e 
Entfernung vom Strahlstrom, beobacht,en. 
Wir beobachten quantitative Unterschiede zwischen dem statischen und dem ad- 
aptiven Modell. Betrachten wir zunÃ¤chs den Strahlstrom. In den Abbildungen 5.11 
und 5.15 erkennen wir, dass die Gradienten des Geopotenzialfeldes im adaptiven 
Modell steiler sind als im statischen Modell. Weiterhin sind auch die meridionalen 
Auslenkungen des Stra,hlstromes im adaptiven Fall besser a,ufgelÃ¶s zu erkennen, als 
im statischen Fall. Hier scheint durch die hÃ¶her rÃ¤umlich AuflÃ¶sun des adapti- 
ven Modells, die gitterbedingte numerische Diffusion kleiner zu sein. Aufierhalb des 
Strahlstromes, wo das adaptive Gitter nur sehr grob aufgelÃ¶s ist, erkennen wir so- 
wohl Unterschiede der Modellvarianten in der Form der geopotenziellen HÃ¶henlinie 
als auch vom Betrage her. Der mittlere Wert von (& im Bereich der Breiten von 
y E (-90Â° 20Â° liegt in Abbildung 5.15(d) fÃ¼ das adaptive Modell um rund 3 0 0 s  
hÃ¶he als in Abbildung 5.11 (d) . 
Zusammenfassend stellen wir fest, dass das adaptive AtmosphÃ¤renmodel im Fall 
des isolierten Strahlstromes mit. orografischer Anregung qualitativ die gleichen Er- 
gebnisse liefert wie das statische AtmosphÃ¤renmodel in Abschnitt 5.3.2. Offensicht- 
liche Unterschiede treten in den Werten des Geopotenzialfeldes auf. Beide Modell- 
varianten kÃ¶nne die Entstehung von planetaren Rossbywellen, die Bildung von Zy- 
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klonen und Antizyklonen als Folge der planetaren Welle und globale Auswirkungen 
der orografischen StÃ¶run modell' ieren. 
KAPITEL 6. AUSBLICI< 
Kapitel 6 
Ausblick 
Das in dieser Arbeit vorgestellte idealisierte AtmosphÃ¤renmodel stellt die Reali- 
sierung eines globalen AtmosphÃ¤renmodell dar, mit dem man in der Lage ist ,  ba- 
rotrope atmosphÃ¤risch Multiskalenwechselwirkungen zu modellieren. Das Modell 
verfiigt Ã¼be ein zeitlich verÃ¤nderliche und rÃ¤umlic adaptives Gitter und kann so- 
wohl analytische LÃ¶sunge der Flachwassergleichungen approximieren &ls auch die 
orografische Anregung von planetaren Rossbywellen modellieren. 
Das nÃ¤chst Ziel besteht in der Fortsetzung des Validierungsprozesses fÃ¼ das 
AtmosphÃ¤renmodel ans Kapitel 5. Dieser Prozess umfasst zum einen physikalisch 
motivierte Simulationen Ã¼be lÃ¤nger KlimazeitrÃ¤um von Monaten bis zu Jahr- 
zehnten. Zum anderen gehÃ¶r dazu die vollstÃ¤ndig DurchfÃ¼hrun der Testfiille in 
[WDHt92], die in der Vergangenheit zum Quasi-Standard fÃ¼ die Validierung von 
Flachwassermodellen geworden sind. FÃ¼ Langzeitsimulationen und spÃ¤ter Ankopp- 
lungen von chemischen Modellkomponenten ist die exakte Modellierung des Massen- 
und Energietransportes wesentlich. Daher muss die Weiterentwicklung des Modells 
lokale und globale Erhaltungseigenschaften gewÃ¤hrleiste kÃ¶nnen 
FÃ¼ die langfristige Weiterentwicklung des AtmosphÃ¤renmodell sind die folgen- 
den Entwicklungsschritte denkbar. Die WeiterfÃ¼hrun der physikalischen Modellbil- 
dung kÃ¶nnt im Aufbau eines hydrostatischen baroklinen Mehrschichtenmodells auf 
der Grundlage der dreidimensionalen primitiven Bewegungsgleichungen bestehen, 
mit dem auch vertikal abhÃ¤ngig AtmosphÃ¤renprozess modelliert werden kÃ¶nnten 
Die diagnostische Vertikalgeschwindigkeit kÃ¶nnt mit der KontinuitÃ¤tsgleichun be- 
rechnet werden, und physikalische Prozesse, wie z. B. turbulente FlÃ¼ss in der Grenz- 
schicht und Strahlungsprozesse, wÃ¼rde durch vereinfachte Parametrisierungen ein- 
bezogen sein. 
Das barokline atmosphÃ¤risch Mehrschichtenmodell, das Erhaltungseigenschaf- 
tcn in Langzeitsimulationen gewÃ¤hrleistet kÃ¶nnt dann an Meereis- und Ozeanmo- 
delle gekoppelt werden. Mit dem gekoppelten Modell kÃ¶nnte die AtmosphÃ¤rendyna 
mik. die Ozeandymmik und deren Wechselwirkungsmechanismen studiert werden, 
die fÃ¼ die Dynamik des Klimasystems auf der Zeitskala bis zu Jahrhunderten eine 
wesentliche Rolle spielen. 
Anhang A 
Funkt ionenrÃ¤um 
Die Definitionen der FunktionenrÃ¤ume die in der vorliegenden Arbeit benutzt wur- 
den, wollen wir im Folgenden zusammenfassen. Da die genaue Struktur der Funk- 
tionenrÃ¤um fÃ¼ die Arbeit aber nicht von zentraler Bedeutung ist, zitieren wir die 
Definitionen aus [Alt99], [Dzi88], [Sch93] und [Aub98]. 
ZunÃ¤chs definieren wir PolynomrÃ¤um und RÃ¤um stetiger Funktionen im Rn. 
Dazu sei <7 C Rn eine offene beschrÃ¤nkt Menge. 
Definition A.1 (PolynomrÃ¤ume FÃ¼ k E N>o - definieren wir den Polynomraum 
Pk(0) := { f  : S"2 Ã‘ Rl ,f ist ein Polynom, dessen Grad 5 k ist.} 
Definition A.2 (RÃ¤um stetiger Funktionen im R n )  FÃ¼ k E N>o definieren 
wir den Raum der k-mal stetig differenzierbaren Funktionen durch 
C*(Â§ := { f : $7 Ã R 1 f ist k mal stetig differenzierbar auf Cl 
und fÃ¼ alle Multiindizes a \  < k ist f auf l^ stetig fortsetzbar.} 
Zur Beschreibung der schwachen LÃ¶sun in Kapitel 4 benÃ¶tige wir Funktionen- 
rÃ¤ume die auch Funktionen mit zeitlicher AbhÃ¤ngigkei enthalten. Dazu fÃ¼hre wir 
zeitlich abhÃ¤ngig Funktionen mit Werten in einem Banachraum ein. Ein Element 
aus dem Banachraum ist dann eine ortsabhÃ¤ngig Funktion. Es seien I = (0. T) C IR 
ein Intervall und X ein reeller Banachraum. 
Definition A.3 (SobolevrÃ¤um auf X) W i r  definieren den Raum der integrier- 
baren Funktionen 
L 2 ( I , X )  := { f  : I + X  1 f ist  messbar, 1 1  f 1 1 %  < W} 1, 
und den Sobolevraum 
H\I,X) := { f  E L 2 ( I , X )  1 Es existiert die schwache Ableitung 9J E L 2 ( I , x ) . } .  
Bemerkung A.1 Eine typische Wahl fÃ¼ X wÃ¤r dann etwa der Ortsfunktzonen- 
raum X = L2 ( S )  .
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Definition A.4 (RÃ¤um stetiger Funktionen auf X) Wir  definieren den 
Raum der auf X stetigen Funktionen durch 
C d ,  X )  := { f  : 7 + X 1 f ist stetig auf 7.) 
Schliefilich wollen wir die RegularitÃ¤ von Funktionen auf der SphÃ¤r S beschrei- 
ben. Dazu interpretieren wir S als eine Mannigfaltigkeit F. 
Bemerkung A.2 Die SphÃ¤r S ist fÃ¼ jedes k >, 0 eine Ck-Mannigfaltigkeit und 
das Polyeder Sh  aus Kapitel J I  ist eine Co^-Mannigfaltigkeit. 
Auf T benÃ¶tige wir die folgenden FunktionenrÃ¤ume 
Definition A.5 (RÃ¤um differenzierbarer Funktionen) FÃ¼ die Ck-Mannig-  
faltigkeit bezeichnen wir mit C k ( F )  den Raum der auf F k-mal stetig differenzierbaren 
Funktionen. 
Definition A.6 (Lebesgue-RÃ¤ume FÃ¼ die Co-Mannigfa,ltigkeit F bezeichnen 
wir mit  L 2 ( T )  den Raum der auf T quadratisch integrierbaren Funktionen. 
Definition A.7 (SobolevrÃ¤ume FÃ¼ die Ck~l-Mannigfaltigkeit Y bezeichnen 
wir mit  Hk ' ^ ( r )  den Raum der Funktionen auf T ,  die k+l-mal schwach differen- 
zierbar sind mit  Ableitungen i n  L2(r ) .  
Bemerkung A.3 Auf S kÃ¶nne wir also fÃ¼ jedes k > 0 den Raum H k ( S )  sinnvoll 
definieren. 
Bemerkung A.4 Auf dem Polyeder Sh  kÃ¶nne wir den Raum H1(Sh )  definieren. 
Die Funktionen aus H 1 ( S h )  sind aus L2(Sh} und besitzen eine schwache Ableitung 
i n  L2 (Sh )  . 
Anhang B 
Tangentiale Differenzialoperatoren 
In Anlehnung an die Arbeiten [Dzi88]. [Sch93]. [Sie901 bzw. [HH02] definieren wir die 
tangentialen Differenzialoperatoren auf SR. Es handelt sich dabei um die gleichen 
Differenzialoperatoren auf der Riemannschen Mannigfaltigkeit SR. die Ã¼blicherweis 
mit Hilfe von lokalen Karten eingefÃ¼hr werden. Die Technik der tangentialen Diffe- 
renzialoperatoren nutzt die Struktur des umgebenden K3 und ist dafÃ¼ unabhÃ¤ngi 
von der konkreten Wahl der lokalen Karte. 
Es sei SR := {X E R3 11x1 = R}. fur R > 0, die SphÃ¤r und n : SR Ã R3 der 
auswÃ¤rtig Einheitsnormalenvektor an SR. Zu SR sei G C R3 \ {O} eine offene Um- 
gebung von SR. Wir gehen davon aus, dass die verwendeten Funktionen hinreichend 
glatt sind und damit die verwendeten Ableitungen und Integrale existieren. 
Definition B.1 (Tangentialgradient) E s  sei f : SR Ã ‘ ~  R eine skalare Funktion 
auf SR. Z u  f betrachten wir  eine beliebige glatte Fortsetzung f : G Ã R mit  der 
Eigenschaft f\ss = f .  Dann definieren wir den Tangentialgradienten von f auf SR 
durch 
Vs f : = V / -  ( n .Vf )n .  
Bemerkung B.1 Die Definition des Tangentialgrudienten Vs ist unabhÃ¼ngi von 
der Wahl  der Fortsetzung. U m  das zu sehen, nehmen  wir an, es gÃ¤b zwei Fortsetzun- 
gen fl, f i .  Dazu definieren wir g := fi -&  auf G,  so dass g\sÃ = 0 gilt. W i r  fixieren 
den Punkt  X ? SR und es seien p i ,  p2 Einheitsvektoren; so dass (PI,  pz, n(x)) i n  R3 
eine Orthonormalbasis ist .  Es  gilt dann 
WÃ¤hle wir  zu pi ,  fÃ¼ i = 1,2; eine differenzierbare Kurve 90, : (-1: 1) Ã‘Â SR mit  
~ ~ ( 0 )  = X und &yi(0) = pi, so folgt mi t  der Kettenregel 
Daraus folgt aber Vg - (n . Vg) n = 0 un,d damit  die Korrektheit der Definition. 
Wir kÃ¶nne nun mit den Definitionen der weiteren Differentialoperatoren fortfahren. 
Definition B.2 (Tangentialrotation (skalar)) Es sei f : SR Ã R eine skalare 
Funktion. Wi r  definieren durch 
rot, f := -n X V, f 
die Tangentialrotation von f .  
Bemerkung B.2 Wir kÃ¶nne rot, f alternativ auch berechnen durch 
Zu diesen beiden auf SR definierten Differentialoperatoren fÃ¼ skalare Funktionen 
definieren wir die adjungierten Operatoren, die dann auf vektorwertige Funktionen 
wirken. Dazu stellen wir fest, dass fÃ¼ Funktionen u : G Ã R3 und f : SR Ã‘ IR die 
IdentitÃ¤te 
gelten. Dies kann man mit Hilfe der partiellen Integration Ã¼be das Gebiet G er- 
kennen. Da die linken Seiten der Gleichungen nur von den Werten von u auf Sn 
abhÃ¤ngi sind, sind die Funktionen div(u - u.n  n) und n.rot u nur von den Werten 
von u auf Sn abhÃ¤ngig Damit ist aber auch die folgende Definition korrekt. 
Definition B.3 (Tangentialdivergenz, Tangentialrotation (vektoriell)) 
Es sei u : SR Ã‘ R3 eine Vektorfunktion auf SR. Zu u betrachten wir eine beliebige 
Fortsetzung U : G Ã R3 mit  der Eigenschaft Å¸Is = U.  Dann definieren wir  die 
Tangentialdivergenz und die Tangentialrotation von u auf SR durch 
divs u := div(u - U .  nn) ,  
rot, u := n rot U. 
Bemerkung B.3 Es gelten die Formeln fÃ¼ die partielle Integration. 
Abschlieflend definieren wir auf SR den Laplace-Beltrami-Operator. 
Definition B.4 (Laplace-Beltrami-Operator) Es sei f : SR Ã R eine skalare 
Funktion. Der Laplace-Beltrami-Operator von f ist auf Sn definiert durch 
Anhang C 
Die Helmholt z- Zerlegung 
Die Helmholtz-Zerlegung eines Geschwindigkeitsfeldes u ist die eindeutige Zerlegung 
von U in einen divergenzfreien und rotationsfreien Anteil. FÃ¼ Geschwindigkeitsfelder 
im Rn, fÃ¼ n = 2,3, ist diese Tatsache sehr gut bekannt und vielfach bewiesen 
worden, siehe z. B. [Bat67], [Tem84], [GR86], [Pir89] oder [QV97]. Leider gibt es 
kaum Aussagen fÃ¼ den Fall eines StrÃ¶mungsfelde auf der SphÃ¤r SR := {X 6 
K3 1 1x1 = R}, fÃ¼ R > 0. Deshalb wollen wir fÃ¼ diesen Fall nun einen Beweis 
skizzieren, der auf Ideen in [Bat671 basiert. 
Wir gehen davon aus. dass die verwendeten Funktionen hinreichend glatt sind 
und damit die verwendeten Ableitungen und Integrale existieren. 
Satz C.1 (Helmholtz-Zerlegung) FÃ¼ jede Vektorfunktion u : SR ~r R3 mit der 
Eigenschaft U n = 0 auf SR gibt es skalare Funktionen $I, X : SR Ã‘) K, so dass auf 
SR gilt 
U = rots il) + V, X. 
Die Funktionen sind bis auf Konstanten eindeutig bestimmt und genÃ¼ge auf 
SR den Gleichungen 
Beweis: 
Es sei u : SR Ã K3 mit U .  n = 0 auf SR gegeben. Mit den Formeln fÃ¼ die partielle 
Integration B.3 folgt sofort 
Nach Theorem 4.7 in [Aub98] existieren damit Funktionen ip. X : SR Ã‘ R mit der 
Eigenschaft auf SR 
- A, $ = rot, U,  As X = divs U. 
Nun definieren wir auf SR die Vektorfunktion V : SR Ã R3 durch 
V := u - rot,; $ - Vs X 
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Mit Hilfssatz 3.2.4 und den Gleichungen (3.32) gilt in SR dann 
Damit wissen wir nach dem Stokesschen Satz, siehe [Wal95], dass fÃ¼ stÃ¼ckweis 
glatt berandete FlÃ¤chenstÃ¼c S' C SR gilt 
Da SR einfach zusammenhÃ¤ngen ist, kÃ¶nne wir fÃ¼ XQ E SR damit die Funktion 
X0 
definieren. Das Wegintegral ist nÃ¤mlic nun unabhÃ¤ngi vom gewÃ¤hlte Integrati- 
onsweg zwischen XQ und X. Da nun V .  n = 0 gilt, folgt auf SR auch 
Mit der zweiten Gleichung in (C.1) bedeutet das aber auf SR 
Nach Theorem 4.7 in [Aub98] ist die LÃ¶sun der Poissongleichung bis auf eine Kon- 
stante eindeutig bestimmt, woraus aber auf SR folgt 
Damit haben wir gezeigt, dass ib. X die geforderte Zerlegung von u realisieren. 
Wir kommen zum Nachweis der Eindeutigkeit und nehmen an, dass es Funktio- 
nen ib. X .  &, xi : SR Ã‘ IR gibt mit 
U = rot, $ + V s  X = rots $1 + V S  XI 
auf SR. Damit folgt auf SR 
Nach Theorem 4.7 in [Aub98] unterscheiden sich damit $ und GI bzw. X und xl nur 
durch eine Konstante, was der zweite Teil der Behauptung war. 




Die Winkelgeschwindigkeit 0 der Erde bestimmt sich nach [Dut95] durch die Formel 
2?r 366.25 siderischer Tag 2 T 366.25 0 := P- S-I 
1 siderischer Tag 365.25 solarer Tag 86400 365.25 
7.292 - lo4  s-I. 
Daraus leiten wir den Winkelgeschwindigkeitsvektor der Erde f2 = ( 0 , 0 , v  ab .  
Weiter definieren wir den Coriolisparameter f : R3 \ {O} Ã‘? R als ortsabhÃ¤ngig 
Funktion durch 
wobei der Winkel p die geografische Breite am Ort X angibt. 
Nach [GI<HK86] betrÃ¤g der mittlere Erdradius Ro 
FÃ¼ die mittlere Erdbescheunigung g gilt nach [Tip94] 
Damit definieren wir das Potenzialfeld der Erde in der NÃ¤h der ErdoberflÃ¤ch 
durch 
@^(X) := g 1x1. Vx E R3. 
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