Abstract. The Fourier transforms of the products of two respectively three solutions of the free Schrödinger equation in one space dimension are estimated in mixed and, in the first case, weighted L p -norms. Inserted into an appropriate variant of the Fourier restriction norm method, these estimates serve to prove local well-posedness of the Cauchy problem for the cubic nonlinear Schrödinger (NLS) equation with data u 0 in the function spaces L r x := H r 0 , where for s ∈ R the spaces H r s are defined by their norms
Abstract. The Fourier transforms of the products of two respectively three solutions of the free Schrödinger equation in one space dimension are estimated in mixed and, in the first case, weighted L p -norms. Inserted into an appropriate variant of the Fourier restriction norm method, these estimates serve to prove local well-posedness of the Cauchy problem for the cubic nonlinear Schrödinger (NLS) equation with data u 0 in the function spaces L r x := H r 0 , where for s ∈ R the spaces H . In the local result on cubic NLS the parameter r is allowed in the full subcritical range 1 < r < ∞, while for DNLS we assume 1 < r ≤ 2. In the special case r = 2 both results coincide with the optimal ones on the H s -scale.
Furthermore, concerning the cubic NLS equation, it is shown by a decomposition argument that the local solutions extend globally, provided 2 ≥ r > 
Introduction and main results
The Cauchy problem for the cubic nonlinear Schrödinger equation on the line (1) iu t + u xx + |u| 2 u = 0, u(0, x) = u 0 (x), x ∈ R is known to be globally well-posed for data in the classical Sobolev spaces H s , if s ≥ 0, and locally ill-posed in the sense that the mapping data upon solution fails to be uniformly continuous, if s < 0. The well-posedness result goes back to Y. Tsutsumi [T87] (see also Cazenave and Weissler [CW90] ), while ill-posedness below L 2 x has been shown by Kenig, Ponce and Vega in [KPV01] . The "criticality" of L 2 x (in the sense that well-posedness holds for H s -data, iff H s ⊂ L 2 x , i. e. iff s ≥ 0) can be explained heuristically by Galilean invariance, see the introduction of [KPV01] . On the other hand scaling considerations suggest local well-posedness for a larger class of data 1 , and in fact local and even global well-posedness of (1) for data with an infinite L 2 x -norm has been demonstrated by Vargas and Vega in [VV01] . Inspired by these results as well as by the work of Cazenave, Vega and Vilela [CVV01] we consider the Cauchy problem (1) with data u 0 in the space H r s ,
1 From the scaling point of view the critical Sobolev index for the IVP (1) is s = − . For s = 0 we will write L r x instead of H r 0 . Concerning the Cauchy problem (1) we will show local well-posedness in H r s for s ≥ 0 and 1 < r < ∞ (see Theorem 1 below). Observe that H 2 s = H s , so for r = 2 this coincides with the optimal local H s -result. Furthermore, H r s scales like H σ , if s − 1 r = σ − 1 2 , hence from the scaling point of view we obtain an improvement by pushing down r from 2 to 1+, where -for s = 0 -we almost reach the scaling line s − 1 r = −1. In this setting, the case (s, r) = (0, 1) becomes critical (with respect to both, the Galilean and the scaling transformations) and must be left as an open problem.
As long as 4 3 < r ≤ 2, our result can be obtained quite easily by using the linear estimate
< r ≤ ∞), which goes back to Fefferman and Stein [F70] . This is already contained in the arguments of [VV01] and [CVV01] , see also [G04, Proposition 1.1.]. Unfortunately, the estimate (2) fails for r ≤ 
(Here f ∈ S ′ (R 2 ) depends on the space variable x and the time variable t, f is its Fourier transform with respect to space and time and (ξ, τ ) denote the variables conjugate to (x, t). When p = q, we will write for short
These multilinear estimates, whose precise statement and proof is content of section 2, are then inserted into the framework of Bourgain's Fourier restriction norm method (see [B93] ) respectively into its generalization to non L 2 -based spaces developed by the author in [G04] . We recall the function spaces
with the usual modification for r = 1, as well as the time restricted spaces
For r = 2 these are the fuction spaces X s,b (respectively X s,b (δ)) introduced by Bourgain in [B93] in the study of initial value problems. So in this case we shall omit the index r.
In this framework, concerning the Cauchy problem
, with a general nonlinearity N depending on u and its derivatives, the following local well-posedness theorem holds true:
Theorem 0. Assume that for given s ∈ R, r ∈ (1, ∞) there exist b > 1 r and b ′ ∈ (b − 1, 0], such that the estimates in that theorem by an arbitrary continuous and nondecreasing function is obvious. It should be remarked here, that by a solution of (3) we always mean a solution of the corresponding integral equation
Moreover, let us for further reference recall the two linear estimates needed in the proof of Theorem 0, these are
and, provided 1 < r < ∞ and b
, see (2.17) and Lemma 2.2. in [G04] . After these preparations our result concerning (1) simply reads: Theorem 1. Let s ≥ 0 and 1 < r < ∞. Then the Cauchy problem (1) is locally well-posed in H r s in the sense of Theorem 0. When combined with the gauge transform
our arguments also apply to the Cauchy problem for the derivative nonlinear Schrödinger equation (DNLS) in one space dimension
This problem has been shown to be locally well posed for H s -data, s ≥ 1 2 , by Takaoka in 1999 [T99] , where he improved earlier results of Hayashi and Ozawa [HO94] . On the H s -scale, the H 1 2 -result is optimal; in fact, ill-posedness in the C 0 -uniform sense has been demonstrated by Biagioni and Linares in 2001 [BL01] using an appropriate counterexample. On the other hand the critical scaling exponent for equation (9) is s = 0. Again there is a gap of half a derivative between the optimal local well-posedness result in H s and the scaling prediction. Proving local wellposedness of (9) in H r s for s ≥ 1 2 , 2 ≥ r > 1, we can close this gap at least partially. In order to do so, we follow Takaoka and consider first the gauge equivalent problem
for which we can show 
(Strictly speaking, the uniqueness statement in Theorem 3 is to be understood in the following sense: If
is a further solution of (9) such that Gu solves (10) with v 0 = Gu 0 , then u ′ = u. The additional hypothesis -"such that Gu solves (10)" -seems to be somewhat weak and artificial, but I cannot see, how to remove it unless by changing the notion of a solution. For example, this hypothesis is always satisfied, if there is a sequence (u n ) n∈N of smooth solutions of (9) with Gu n → G u in X (Here and below we write x± to denote x ± ε for arbitrarily small ε > 0.) To prove this theorem we use a data-decomposition argument as introduced in [B98, §7] . In connection with the Cauchy problem (1) this type of argument has already been used by Vargas and Vega, see section 2 of [VV01] . The only particularity here is the way of splitting the data adapted to the spaces L r x , which is horizontally in Fourier space (instead of vertically as in [B98] ), see section 5.1.
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Key estimates
holds true.
Proof: Computing the Fourier-transform first in space and then in time we obtain
respectively. (Here * is shorthand for ξ1+ξ2=ξ ). Hence
and, using Young's inequality in the third step, we get
Remark: As the proof shows, the inequality in Lemma 1 becomes an equality, if p = q.
Arguing similarly as in the proof of Lemma 2.1 in [G04] we obtain: Corollary 1. For p, q, r 1,2 as in the previous Lemma and b i > 1 ri the estimate
is valid.
Remark: The case of the above Corollary, where all the Hölder exponents p, q, r i are equal to 2 was shown by Bekiranov, Ogawa and Ponce, see [BOP98, Lemma 3.2].
) and
Proof: The Fourier-transform of the product in the space variable only is
where now * = ξ1+ξ2+ξ3=ξ . From this we get for the Fourier-transform in both variables
2(ξ−ξ1) =: x, and we have |g ′ (ξ 2 )| = 2|ξ − ξ 1 |. This gives
τ -norm of both sides, we obtain
Changing variables (x as above and y = ξ − ξ 1 − x) we see that the second factor is equal to
by the Hardy-Littlewood-Sobolev inequality, requiring θ to be chosen as above and 1 < θp 
, where the HLS inequality was used again. For its application we need
which again follows by the assumptions, as can be easily checked.
Proof: We consider the case p ′ > q first: For ρ, ρ 0 with 4 3 < ρ 0 < 2 < ρ and
we have by Hölder and (2)
We define -for θ ∈ (0, 1) -the Hölder exponents q θ , p θ , r θ and r 0,θ by the interpolation conditions 1
Then, by multilinear interpolation, it is sufficient to show that -for θ small enough -the exponents q θ (p θ ) instead of q (p) and r 0 = r 0,θ , r 1 = r 2 = r θ fulfill the assumptions of Lemma 2: The identity
is easily checked. The condition q θ > 1 becomes
. Now all the conditions (i) -(iv) can be satisfied by choosing θ close enough to zero.
Concerning the p = q -case, we observe at first that it is contained in the preceeding as long as p = q < 2. Next we integrate (11) with respect to τ and ξ to obtain
Finally, the claimed estimate follows for arbitrary p = q > 1 by interpolation. 
is valid. 
Local well-posedness results
Setting r := p = q in Corollary 3, we see that for any b ′ ≤ 0 the estimate
holds true. Since 
.
Proof:. Let ξ i denote the frequencies belonging to the u i , 1 ≤ i ≤ 3. By (13) we may restrict ourselves to s = 1 2 . Furthermore, by symmetry between the first two factors we may assume that |ξ 1 | ≤ |ξ 2 |. Now we consider two cases, where in the first one we suppose that
(Here and in the sequel f g stands for | f | ≤ c| g|, J denotes the Bessel potential operator of order −1.) By Corollary 3 we have
, as desired. Observe that (14) holds, if |ξ| ≤ 1, or |ξ 3 | ≤ 1, or, most important, if |ξ 3 | ξ ≤ c ξ 1 ξ 2 . So, in the remaining case 2, where (14) does not hold, we have |ξ 1 ξ 2 | ≪ |ξξ 3 | and whence
. Next, we discuss the four subcases according to which one of the σ's is the largest:
Cancelling another ξ 1 ε by σ 0
−b
′ we see now that
where in the last step we have used the embedding
for the first and Corollary 1 for the second factor. Assume now that |ξ 2 | ≪ |ξ 3 |. Then |ξ 3 | ∼ |ξ| ∼ |ξ 2 + ξ 3 | and thus
by (15) and Corollary 1 again. This concludes the discussion concerning subregion 2.0.
Subcase 2.1:
In this case we have
where the L r xt -norm of the latter is bounded by
where we have used the embeddings X
Subcase 2.2: σ 2 = max 3 i=0 σ i .
-can be treated in exactly the same manner.
Subcase 2.3:
. Putting the first two factors into L ∞ xt and the third one into L r xt we end up with the desired bound, after having used (15) for the first two factors.
Proof: Again, we may restrict ourselves to the case s = 
x , we use the above and the mean value theorem to see that (17)
Next we consider u ∈ H r 1 and v, w ∈ H r 1 2 . Then
Using (16) we get
).
Now the Hausdorff-Young inequality and the embedding H
Interpolation with (16) yields for 0 ≤ s ≤ 1
Similar estimates using in addition (17) show that
Finally, for u, v ∈ H r s , s ≥ 1 2 we obtain by (18) and (19)
The proof is completed by the remark that for time dependent functions u, v ∈ C(I, H r s ) we obviously may replace 
, which tends to zero for n → ∞. Hence (21) holds with u (n) and u The following counterexample was given in [KPV01] in order to show that the Cauchy-problem (1) is locally ill posed for u 0 ∈ H s (R) if s < 0:
ωf (ωx) and
one gets a two parameter family of solutions of (1) with data
Now sequences N 1,2 ∼ N → ∞ and ω = N −2s are chosen so that for −
ensuring that the supports of the u Njω (T ), j = 1, 2 are essentially disjoint. Now if
with a large constant C, the latter condition is fulfilled and
Thus the mapping data upon solution from H s (R) to any solution space X T continuously embedded in C([0, T ], H s (R)) cannot be uniformly continuous.
So far, this is nothing but a short summary of the argument given by Kenig, Ponce and Vega, see Thm. 1.1 and §2 in [KPV01] for the details. The same example shows local illposedness of (1) for data u 0 ∈ H r s (R), if r > 1, − 1 r ′ < s < 0. In fact, if we follow step by step the computations in [KPV01] and choose ω = N −sr ′ , we see that -since the u Njω are frequency concentrated around N by the assumption
On the other hand we have
Now the u Njω (T ), j = 1, 2, are concentrated on intervals I j of size ω −1 around 2N j T , which are disjoint for (cf. (2.17) in [KPV01] )
where the factor ω 1 r ′ ensures that φ L r ≤ 1, we obtain the lower bound
With (22) is fulfilled) we have Concerning the Cauchy problem (9) we can rely on the work of Biagioni and Linares, see Theorem 2.1 in [BL01] and its proof. There the following two parameter family of solutions of DNLS was used to build up a counterexample showing illposedness of (9) 
Then u N ω , defined by
solves (9) with data 
• N ′ = N + C with a large positive constant C,
assures that ω ∼ N 2 for large N and N γ ≥ 1, similarly for N ′ , ω ′ and γ ′ , which shall be used in the subsequent computations. Now it is sufficient to show that
To see (23) we observe first that
by our choice of parameters) and substituting η = ξ γ we have
by the mean value theorem and Hölder's inequality. This gives
where the last integral, although dependent on the parameter α ∈ (0, 1), is bounded by a constant. We arrive at
In order to estimate II H r s we first notice that |ω
This gives
Thus (23) is shown. To obtain (24) we define
Hence
). The latter is guaranteed by our choice of parameters and we get the lower bound
For large N we have that 1−α 2 ≪ 1, whence φ(y) ≈ 
where
by Tschebychev's inequality (here λ denotes the Lebesgue-measure), which gives
We want to obtain a solution of the Cauchy-problem (1) in the form u = v + w, where v solves
xt ) one gets a local solution v ∈ X 0, 1 2 + (δ) of (27), which can be extended globally by the L 2 -norm-conservation. The stepwidth δ in this extension process is at most
, Λ being the map corresponding to the integral equation equivalent with (27). For this solution v we have -from its construction via the contraction mapping principle -the bound
Local solutions for the difference equation.
Next we want to show existence and uniqueness of a (local, at first) solution of the Cauchy-problem for the difference equation
x , (where v is as above and
with the same (up to a constant depending on ρ but not on N ) lifespan δ as in (28) and with -for 1 < ρ ≤ r -
For this purpose, further estimates are needed:
we have the following upper bounds:
In any of these estimates f and h may be interchanged.
Proof: Part i) follows by interpolation between Corollary 3 and
To prove ii) we first use the Hausdorff-Young-and Hölder-inequalities to get
By the X In order to extract a positive power of δ from the nonlinear estimates we shall use:
Proof: Let ψ be a smooth cut-off-function with ψ| [−1,1] = 1 and ψ δ (t) = ψ( t δ ). Then the claimed estimate will follow from
Here, by duality, it is sufficient to consider the case where
by taking g = e −it∂ 2 f and integrating with respect to the ξ-variable. Now, for
). Finally, (33) follows by a simple Hölder-application. Now let us turn to the Cauchy-problem (30), respectively to the integral equation corresponding to it, i. e.:
Using the linear estimates (7) and (8) we obtain
Using part i) of Lemma 6 and Lemma 7 we get
while Corollary 3 gives
Estimates (36) and (37) are valid for 2 ≥ ρ > 1. Although they are somehow intermediate, it is more complicated to discuss the quadratic-in-w-terms in (35). We distinguish two cases:
In this case, part ii) of Lemma 6 combined with Lemma 7 gives
Collecting the information from (34) to (38) we arrive at
Similarly we derive
Now choosing R = 2cN
r ′ ρ ′ −1 and δ such that Cδ Here we fix ρ 0 with
Then, by the discussion concerning case 1, the estimates (39) and (40) hold with ρ replaced by ρ 0 . Using part iii) of Lemma 6 we get
instead of (38). This gives, as substitute for (39),
, where α = (
At this point we introduce the complete metric space (B, d), where
Then, for w, w 1 , w 2 ∈ B, we deduce from (39), (40) (with ρ 0 instead of ρ), (43) and (44) that
Now for δ with cδ In order to extend the local solution u of (1) to a given time interval [0, T ], where T is arbitrarily large, we shall glue together local solutions of lifespan δ ∼ N
4−2r
′ − until T is reached. After a first step, at time δ, the following Cauchy problems are considered:
Here v and w are the local solutions of (27) and (30), respectively, living on [0, δ]; N (v, w) is as introduced below (30) and
In order to reapply the local results concerning (27) and (30) at time δ, we first observe that e .
we start from
≤ c f X 0, 
Throwing away the σ 3 -factor and using Hölder's inequality we have 
