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Abstract: We consider convergence and stability of a class of Runge-Kutta formulae, applied to a class of Volterra 
integral equations with fixed delay. Although derived from standard Runge-Kutta tableau, the formulae differ from 
those applied to classical Volterra integral equations. Consideration of the formulae is prompted by the search for 
highly stable formulae which have acceptable orders of convergence. The theory and numerical results presented 
establish the existence of acceptable Runge-Kutta formulae. 
Keywords: Runge-Kutta, stability, convergence, delay equations, Volterra equations. 
1. Introduction 
Baker and Derakhshan [3] have considered convergence and stability of a class of quadrature 
methods for the delay integral equation: 
y(t) =f(t) + (’ K(t, s, Y(S)) ds, (1.1) 
where 7 > 0 is fixed (by a change of variable one may set 7 = l), and 
y(t) =J/(t), tE L-7,01. (1.2) 
The function J/ is required to satisfy certain relationships in terms of (1.1) to ensure that the 
solution y is smooth. 
Such equations arise in practice (see, for example, [7]). More general equations can also arise. 
For example, the value 7 > 0 in (1.1) may be replaced by a positive state-dependent function 
Q-( t, y( t)). Equations which are illustrative of a more general form 
Y(f) = F( t, y(t), u(t - 4, JI 
--oo 
fJ(t> ~2 y(t), y(t - 4, Y(S), Y(S - 4) ds), 
and analogous integro-differential equations, can also arise. 
We limit our discussion to equations of the form (1.1). A variety of numerical methods can be 
constructed for this equation including the quadrature methods analyzed in [3]. It appears 
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difficult to find high-order quadrature methods with good stability properties. However, in [I], 
Runge-Kutta (R-K) methods for a class of functional equations which included (1.1) (1.2) were 
presented, and it is natural to look at the stability of such methods. 
The theory of convergence and order of convergence for these R-K methods was discussed in 
[l] and subsequently in [ll]. For completeness we summarize, in Section 2, results on conver- 
gence which derive from [l]. The prime purpose of the present work is to present a more 
complete version, incorporating results from [2], of the analysis of Baker and Derakhshan [4] of 
the stability of Runge-Kutta methods for a basic test equation. We also give some numerical 
examples, based on those of [4], which illustrate both stability and order of convergence. 
We reserve the term “Runge-Kutta methods” for the class of methods discussed here. These 
methods are based on some R-K formulae of the type found in the numerical solution of 
differential equations, corresponding to an R-K tableau 
Cl a11 a** * -. ah 
c2 a21 a22 *.a a2q 
. . 
. . 
. . 
cq a4 aq2 - aqq 
O-3) 
I 
1 Pl P2 * . . & 
with a fixed stepsize h = T/N. It is convenient to make some assumptions. 
Hypothesis 1.1. 0 < cI < 1, Cg=,a,, = c,, 1 G 1 G q, and Cz= i/3, = 1. 
We set 
t,, = t, + c,h, t,=nh. 
The formulae of interest produce approximate values Y,, = y( t,,.), 1 G Y 6 q, and y,+i = 
y(( n + 1)h). In view of the starting function Ic/ and the above hypothesis, we set 
r,, = ~(LA -N<n< -1, (1*4) 
and the formulae of [l] read 
n-1 
r,,=f(L) + h c 5 PA nr, tjs, IQ 
j=n-Ns==l 
Y,,) - K(tnr, tn-N,s, Y,-,,,)I 
s=l 
for r = 1, 2,. . . , q, and yield y,, 1 from 
(1.5) 
Yn+, =.mn+J + h (l-6) 
Thus (1.5) yields y,,,, if we identify y,,,, with Yn,q+l, obtained by setting r = q + 1 in (1.5) 
where aq+l,s = &. We must note that, throughout, 
r=Nh, NEZ,. 0.7) 
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In what follows, particularly in our numerical examples, we make use of the following R-K 
tableaux: 
(an improved Euler tableau of order two), 
o 0 0 
1 ) : q= 
: 
(1.9) 
(1.10) 
(1 .ll) 
2. Convergence 
2. I. Theory 
Arndt and Baker [l] considered the convergence of Runge-Kutta methods for a class of delay 
equations which includes (l.l), (1.2). In this subsection we summarize the results concerning the 
approximations, satisfying (1.6), to the values y( t,). 
Theorem 2.1 (Order of convergence). Suppose the Runge-Kutta method has local truncation error 
of order p when applied to (l.l), (1.2). Then, as h + 0, 
su~l~(t,)-~,I =O(hP) (2.1) 
uniformly for t, in any closed and bounded interval [0, T]. 
The potential orders of the truncation errors associated with the tableaux (1.8) to (1.11) are 
indicated above, but for the local truncation error to be of highest possible order the function 
K( t, s, y(s)) must have sufficient differentiability. The order of convergence will be illustrated 
below. 
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Table 2.1 
Errors for problem (2.3), using the second-order method (1.8) 
h 0.1 0.05 0.025 
t =l.O 7.8.10-3 2.1.10-3 5.6.10-4 
t = 2.0 4.4.10-3 1.1*10-3 2.8.10-4 
t=3.0 2.9.10-4 6.9.10-5 1.7.10F5 
t = 4.0 3.2.10-3 7.7.10-4 1.9.10-4 
t = 5.0 1.2.10-3 3.0.10-4 7.5.10v5 
Theorem 2.1 can be strengthened in the case that the local truncation error has an appropriate 
asymptotic expansion (the function in (1.1) should be sufficiently smooth). In this event, it may 
be shown [l] that there exists functions { eI( t)} independent of h such that 
y, =y(t,) + h%&) + a.. +hP+Qq(rn) + O(hp+q+*) P-4 
uniformly for t, E [0, T], as h -+ 0. The equations satisfied by the functions { c,(t)} show that 
the method preserves qualitative properties in the limit as h + 0, but in practice some restrictions 
have to be placed upon h in order to mimic correctly the stability behaviour of the functional 
equation. The stability analysis of Section 3 illustrates such restrictions. 
2.2. Numerical examples 
We here apply methods defined by (1.8) (a tableau of order two), by (1.10) (which is of order 
three) and the classical fourth-order R-K formula based on (1.11) to the problem 
y(t) = jr y2(s) ds + ${sin(2(t - r)) - sin 2t) + cos t - $, 
t-7 
(2.3) 
with 
y(t)=cos t, --7<t<o, 12.4) 
prescribed, and solution y(t) = cos t, t > 0. 
We chose a fixed delay 7 = 1.0 and various stepsize h (h = 0.1, 0.05, 0.025) and considered 
t E [0, 51. Results are tabulated here. The errors in Tables 2.1, 2.2 and 2.3 confirm that, for the 
examples considered, the rates of convergence of the above schemes are of order two, three and 
four, respectively. 
Table 2.2 
Errors for problem (2.3), using the third-order DIRK formula 
h 0.1 0.05 0.025 
t =l.O 1.6.10-3 1.7.10-4 2.0.10-5 
t = 2.0 2.0.10-4 2.3.10-’ 2.7.10-6 
I = 3.0 3.7.10-5 3.9.10-6 4.4.10-’ 
t = 4.0 1.0.10+ 1.4.10-5 1.9.10F6 
t = 5.0 5.4.10-6 7.7.10-’ 1.0.10-7 
Table 2.3 
Errors for problem (2.3) using the classical fourth-order R-K tableau 
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h 0.1 0.05 0.025 
t ==l.O 2.1’ 1o-5 1.4.10-6 9.8~10~a 
t = 2.0 3.5.10-6 2.2.10-’ 1.4. 1o-9 
t 
= 1.8.10-6 lo-’ 
2.3. An example due to Cooke [7] 
We consider the delay Volterra equation studied by Cooke [7]. The equation is of the form 
y(t) =.fW + /’ k(t - +kds)) ds> 
f--7 
where f(t) = exp( - : t) and 
(2.5) 
i 
1, t<O, 
k(t)= l-t, O<t<l, g(y)= 27 
1 
Y do, 
O<y<l, 
0, 1 < t, 2(1+e-‘-e-Y), l<y. 
On choosing r = 1, and y(t) = 1 + t on t E [ - 1, 01, the solution y(t) is continuous; it increases 
to a maximum of approximately 1.206 at t = 0.6975, and then decreases monotonically to unity 
(see [7]). The functions k and g do not have high-order continuous derivatives. 
We applied the classical fourth-order R-K tableau (1.11) and the trapezium rule R-K tableau 
(1.9) to the above problem. We chose various stepsizes h = 0.1, 0.05, 0.025 with t E [0, lo]. The 
approximate values of y(t), to eight decimal places, are given in Tables 2.4 and 2.5. These tables 
show that the qualitative behaviour of the solution y(t), in the above problem, is preserved by 
the trapezium rule, whereas tableau (1.11) maintains this behaviour only up to the values t z 6.5, 
7.90, 9.28 for h = 0.1, 0.05, 0.025, respectively. We also applied the DIRK tableau (1.10) to the 
above problem (see [4]). The qualitative behaviour of the solution y(t) was also preserved by this 
tableau, though its accuracy is not great. To investigate further, we computed the approximate 
value of ~(50) with h = 0.05 using formulae based on (1.9), (1.10) and (1.11). The values 
obtained by the formulae based on (1.9), (1.10) and (1.11) are 1.00000000, 1.00090281 and 
0.98271222 respectively. 
Table 2.4 
Approximate values of y(t), using the R-K tableau (1.11) 
h 0.1 0.05 0.025 
t = 2.0 1.08474784 1.08495320 1.08500436 
t = 4.0 1.01236492 1.01260469 1.01266442 
t = 6.0 1.00110725 1.00166587 1.00174644 
t = 8.0 0.99787258 0.99995958 1.00021683 
t = 10.0 0.99474829 0.99922729 0.99992838 
298 C.T.H. Baker, M.S. Derakhshan / R-Kformulae 
Table 2.5 
Approximate values of y(t), using the trapezoidal R-K tableau (1.9) 
h 0.1 0.05 0.025 
t = 2.0 1.08492786 1.08499829 1.08501564 
t = 4.0 1.01264575 1.01267466 1.01268189 
= 6.0 1.00174062 1.00174511 1.00174624 
t = 8.0 1.00023621 1.00023683 1.00023699 
t = 10.0 1.00003198 1.00003206 1.00003209 
It is interesting to see that the trapezoidal R-K formula appears remarkably accurate for this 
problem, and the potentially higher accuracy of other formulae is not realized presumably 
because of lack of smoothness. 
3. Stability for a test equation 
3.1. Analytical stability 
We shall here be concerned with the stability of the numerical method of Section 1 applied to 
the simple test equation 
y(t) =f(t) + A/r y(s) ds, t >, 0, y(t)=+(t), --7<t<o, (3.1) 
f-7 
where T > 0. Our analysis will indicate that, depending upon the choice of R-K tableau, 
restrictions upon the choice of stepsize h may be necessary. 
We note, in passing, that by a change of variables we can recast (3.1) as 
u(t) =f(e) + AT~,u(s) ds, t >, 0, u(t) = I+), -1 < t < 0. (3.1’) 
In consequence, equations of the form (3.1) constitute a one-parameter set of problems 
dependent upon h’ = XT. It may be argued heuristically that (3.1) provides some kind of model 
for equations of the form (1.1) on assigning h a local value of [(a/au)K(t, t, u)],,,~~,. 
Equations (3.1) may be regarded as a particular instance (obtained with k(t) = 1) of the 
equations 
y(t) =f(t) +X/’ k(t -s)y(s) ds, t > 0, (3.2) 
I-T 
where y(t) = q(t), for --7 G t < 0, and (say) k(t) E C[O, 71. 
For (3.1) and (3.2), it suffices if we introduce the following definition. 
Definition 3.1. An equation (3.2) is stable if arbitrary bounded perturbations in G(t), t E [ - 7, 01, 
and in f(t), t E [0, co), produce perturbations in y(t) which are bounded for all t 2 0. 
Stability definitions arise for various functional equations on considering the effect of certain 
classes of admissible perturbations [12]. In Definition 3.1, these are bounded perturbations of f 
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and of 4. By appealing to known results for Volterra convolution integral equations with 
absolutely integrable kernels we can establish the following result. 
Proposition 3.2 (Criteria for analytical stability). (a) Equation (3.2) is stable when k(t) E C[O, ~1 
if the function 
J 
7 E(X, 7; +1-h exp(-tp) k(t) dt 
0 
has its zeros in the left half-plane Re( II) < 0. 
(b) If the stability function defined by 
a(X, 7; p) = ( 
1_ A-hexd-vL) 
P ’ 
p f 0, 
1 -x7, I” = 0, 
has its zeros in the left half-plane Re(p) < 0, the equations (3.1) are stable. 
(c) These equations (3.1) are stable when X E R if and only if - 00 < h < l/7. 
The result (c) is implied by (b) which is in turn a consequence of (a). The result (a) follows on 
recasting (3.2) as a classical Volterra convolution kernel and appealing to a theorem of Paley and 
Wiener ([lo], cf. [12, 51.41). 
Some observations are in order since delay-integral equations of the form (1.1) and (3.1) do 
not feature as extensively in the literature as do delay-differential equations. In order to provide 
motivation, we note that equation (3.1) reduces, if f’ exists, to the delay-differential equation: 
y’(t) =f ‘(t> + X[YG> -Y(t - 41. P-3) 
A theoretical stability analysis for the more general delay-differential equation 
y’(t) = XOYW + X,Y@ - 7) + At>, (3.4) 
subjected to perturbations in the initial function 4, may be found in the literature [S, pp.119, 120 
et seq.]. Considering (3.3), in which r > 0 and we suppose h E Iw, we have, as a special case of the 
general theory, the following results: 
The equation (3.3) is said to be stable [7] with respect to perturbations in the initial function 
if a (continuous) change S$( t) in the initial function gives rise to a change 6y( t) in y(t) 
which is bounded for all t > 0. If the quasi-polynomial s( X, 7; p) = p - X + h exp( - rp), 
which is called the stability function of (3.3), has its zeros in the left half-plane Re(p) < 0, 
those with Re(p) = 0 being simple, then the equation (3.3) is stable. The equation is stable 
when - cc < A < l/r. 
This result is of interest to us because the quasi-polynomial s(X, 7; p) is discussed in the 
literature and we shall be concerned with the function given in Proposition 3.2, which can be 
shown to be expressible as a( A, 7; p) = s( X, r; p)/p, where the limiting value is taken at p = 0. 
We also observe that the following results are known: 
The equation (3.3) and (3.4) are called asymptotically stable [E] if a (continuous) perturba- 
tion &,L( t) in q(t) gives rise to a decaying perturbation 6y( t) as t + co. Equation (3.3) is 
asymptotically stable when the zeros of the stability function s(X, 7; cl) all have strictly 
negative real parts. Equation (3.4) is asymptotically stable in the case X0,, E @ when 
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( A, ( c - Re( A,) whatsoever the value of r > 0. (For a more complete result, see 18, p.1341 
when A,, E Iw, and [6] when A,,, E C.) 
If A, = 0, there follows from the preceding statement a result familiar in the theory of 
differential equations. 
3.2. Basic theory of numerical stability 
We here present a thumb-nail sketch of the stability theory for finite-term vector recurrences. 
To this end, consider a finite recurrence 
N 
C4%-r=~nn, nEZ.9 (3.5) 
I=0 
with prescribed starting vectors ql, I= 0, 1,. . . , N - 1, and with given inhomogeneous terms. By 
linearity, if the inhomogeneous terms +,, are perturbed by vectors S&,, and the starting vectors 
are perturbed by vectors &I,, 1= 0, 1,. . . , N - 1, there are resulting changes 611, in the vectors 
17,, IEZ,, I> N - 1, which are defined by the recurrence 
; A&I,,-,= M,, nEZ+. 
I=0 
Definitions 3.3. The finite recurrence (3.5) is termed strictly-stable if, whenever there is a uniform 
bound on II6q,ll, l=O, l,..., N-l, and on IIS&jl, n~iZ+, there is a corresponding uniform 
bound upon 1) Sv, (I, 1 E Z,, I> N - 1. The finite recurrence (3.5) is termed stable if, whenever 
there is at most a finite number of nonzero 11 S& (1, n E Z +, there exists a uniform bound upon 
IISr), )I, 1 E H,, I> N - 1. We refer to the determinant 
( 
N 
u(p) = det c A,pN-’ I 
\ I=0 I 
as the precise stability polynomial of 
the quantity max{ I pr I : a(~,) = O}. 
the recurrence (3.5) and we shall denote by the radius of (J 
Proposition 3.4 (Criteria for 
zeros of a(p) satisfy I p 1 < 1 
the zeros of a( /A) satisfy I p I 
the definition). 
numerical stability). The recurrence (3.5) is strictly-stable if (a) the 
(i.e., the radius of u is less than unity). The recurrence is stable if (b) 
< 1, those of modulus unity being simple, or semi-simple (see [5] for 
In case (a), u is called a Schur polynomial; in case (b), u is termed simple non Neumann (cf. 
[51). 
3.3. Stability of the R-K scheme 
Proposition 3.2 concerns analytical stability of (3.1). We shall adapt some ideas used in [5] to 
analyze the stability of the numerical scheme applied to (3.1). We shall first display the equations 
obtained from (l-5), applied to the case (3.1), using vector notation. 
We write Y,,,+i =y,,+, and 
17,= [L yn*,..*, yn,q+ljT? f,= [f(t,A f(t,&..,f((n+ l)h)j’, (3.6) 
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where t,, = nh + c,h, and we set 
and 
where 
b= [Pl, P2,-vPq, 01’. 
Our Runge-Kutta formulae applied to (3.1) can be written in the form: 
n-1 
v,,=f,+Xh c ebT~j+~hA4{~,z-~n-,v}, 
j=n-N 
where we have 
e= [l, l,..., 1]TE08q+‘, 
and we shall later write 
eq= [o,o )...) 0, llTEIWq+l, E, = ee:. 
Rearranging (3.10), and setting n + 1 for n we obtain the next proposition. 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
Proposition 3.5 (A recurrence). The vectors {q, ( n E E +} satisfy the recurrence 
(Z- XhA#)q,,+l - hhebT i qj+XhA#TJ,-N+l=fn+l, T=Nh, NED+. 
j=n-N+l 
(3.13) 
From the theory indicated in Proposition 3.4, we deduce the following proposition, 
Proposition 3.6 (Strict-stability of (3.13)). The recurrence relation (3.13) is a finite-term recurrence 
which is strictly-stable if and only if its precise stability polynomial det Z,( X h; p) is Schur, where 
(I-hhA*)p”-XhebTg pN-j+hhA# 
j=l 
Note. Since Z,(A; p) depends linearly upon A, the zeros of det Z,(A; p) are continuous 
functions of A, N being fixed. 
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Now, for a given 7 > 0, equation (3.1) is stable if h E S, where S, = { X E (- co, l/r)}. The 
search for methods which, whatsoever rhe choice of h, preserve stability when X E ( - cc, l/7) is 
of interest (particularly if these methods are not of low order). The parameters in (3.13) are hh 
and N, and since r = Nh we have - 00 < Xr < 1 provided - 00 c Ah < l/N. Since n S, = 
( - cc, 01, methods which preserve stability when h E ( - co, 01, whatsoever the choice of h > 0, 
are also of interest. We introduce the following definitions. 
Definitions 3.7. (a) The Runge-Kutta method is termed A,-stable if whenever 
h >O, r=Nh>Owith NEH+, and XC 1 
7’ 
the recurrence (3.13) is strictly-stable. 
(b) The Runge-Kutta method will be termed AA,-stable (or almost A&able) if there exists 
N, E B, such that (3.13) is strictly stable whenever 
7 
- =: h,a h >O and A< L. 
N, 7 
(c) The Runge-Kutta method will be termed PA,-stable (or partially A&able) if (3.13) is 
strictly-stable whenever 
h>O and X,(0. 
The method based on (1.9) can be shown to be A,-stable but is of modest order. The existence 
of higher-order AA,,- and PA,-stable methods will be established below. 
3.4. Related criteria 
It proves helpful to examine stability by reformulating the criterion involving det X,( p; Ah). 
We first remark that, in applications to initial-value problems of Runge-Kutta methods based 
upon the parameters above, the rational function in z defined by 
R(z) = ,:(I- zA*)-le (3.14) 
plays a r6le in stability analysis. (This function appears more frequently in the literature in the 
equivalent guise 
R(z) = 1 + zp’(Z- zA)-‘c, (3.14’) 
where c = [l, l,..., llT E Iw q.) Unless A corresponds to an explicit formula, R(z) has one or 
more poles where R(z) will be assigned an infinite value. It is possible to construct artificial 
examples such that Z - {A # is singular but R(z) does not have a pole at <_ It is no great 
restriction if we exclude this possibility and make the next assumption (commonly made without 
explicit recognition, in the literature). 
Hypothesis 3.8. { is a pole of R(z) if and only if (I - {A*) is singular. 
The following terminology is standard. 
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Definition 3.9. The function R(z) is called A-acceptable if 1 R(z) 1 -c 1 whenever Re( z) -C 0. 
Our first task is to establish the relevance of the polynomial det S,,,(p; Ah) where 
S,(Xh; ~):=(~~I-~~-l[(I-XhA#)-lEq] +Xh(I-AhA#)-‘A#). 
Our next task is to establish that the function R(z) has a place in our analysis. 
We have the following result. 
Proposition 3.10. (i) (The zeros of det 2,(Ah; p) and det S,(hh; p)) (a) det X,,,(O; p) = 0 if 
and only if p = 0 and det Z’,(Xh; 1) = 0 if and only if Xr = 1. 
(b) If i-WO,lI IS a zero of det 2:,(hh; p) and (I - AhA#) IS invertible, then p is a zero of 
det S,(Xh; p). 
(c) If P@ {O>lI IS a zero of det S,(Xh; p), then it is a zero of det E,,,( Xh; p). 
(ii) (The r&e of R(z)) For the value p $5 (0, l} to be a finite zero of det 
h = r/N) it is necessary (and sufficient) that p be a finite root of the equation 
p=R($(l-p-H)j. 
S,( hh; p) (where 
(3.15) 
Notes. In statements (i)(b) and (i)(c), geometric multiplicities are preserved. Our result (ii) is 
inspired by a result of Zennaro [13] in his analysis of (3.4). Recognition of the relevance of 
Zennaro’s work (which does not address the case h, = -X, = X arising in (3.3)) is prompted by 
the results (a) and (b). Recall that h = T/N in (3.15). 
Proof of Proposition 3.10. (i) (a) 2,(0; p) = pNI and the first part follows; since Z,( hh; 1) = I 
- hhNebT and bTe = 1 by hypothesis we see that Z,( hh; 1) is singular if and only if hhN = 1, 
and the second statement follows. 
(b) If det Z,(Ah; p) = 0, with p 4 { 0, l}, then there is at least one nontrivial vector xP such 
that 
i 
(I-XhA#)pN-AhebT c pN-‘+XhA# 
i 
XP = 0. (3.16) 
/=I 
Apply E4 to this equation, and we deduce that 
N-l 
EqpNxI” = X hebT c pNPJxp. 
j=O 
(3.17) 
Since p # 0, we deduce from (3.17) that the summed term XhebTC~ZO~N-Jxp in (3.16) can be 
written as p N-lEy~p. Making this substitution, we find that if (f - XhA*) is invertible, then 
S, (Ah; p)xP = 0, so the result (b) is established. 
(c) If det S, (hh; p) = 0, then there is at least one nontrivial vector u, such that 
( 
$‘I _ @J-l [(I-MA”)-‘E,] +Xh(l-hhA#)-‘A*)y,=O. (3.18) 
Apply E4 is this equation, divide the result by p - 1 (assumed nonzero) and substitute in the 
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equation above to show that X,(Xh; p)y, = 0. This establishes (c). 
(ii) We first prove necessity: If we multiply (3.18) by I - hhA* and rearrange, we obtain 
p[I--xh(l-ppN)~#] yp=Eqyp=eeiy,, wherep@ (0, l}. 
Suppose [I- Xh(l - P-~)A#] is invertible. Applying eT[l- hh(1 - P-~)A*]-’ to the previous 
equation, we find, using (3.14), that 
peTyp = R(Xh(1 - ppN))eTy,. 
Either e:y, = 0 or p = R(Xh(1 - ppN)). In the former case, either p = 0 or [I- hh(1 - p-“)A*] 
annihilates yp and is singular, which contradicts our assumption. In the case that [I - Xh(1 - 
P-~)A”] is singular, then, by hypothesis, R(Xh(1 - ppN)) (and h ence p) is infinite. Sufficiency 
can also be established: Since R(Xh(1 - peN)) is finite, the matrix [I- Xh(1 - ppN)A”] is 
invertible and if we set z, = pL-‘[l - Xh(1 - P-~)A*]-‘~ we find 
,u[I-Xh(1 -p-N)A*]~p=Eg~p, 
etc. 0 
As corollary, we find the next proposition, 
Proposition 3.11 (Equivalent stability conditions). Suppose (I - A hA#) is invertible and 
XNh=hr#l. 
Then the recurrence (3.13) is strictly-stable if and only if the zeros of det S,( Ah; p) satisfy 
1 p 1 < 1 (apart from permitted zeros at p = l), or equivalently if and only if the zeros of 
,u-R(Ah(1 -p?)) 
satisfy 1 p 1 < 1 (apart from permitted zeros at p = 1). 
We can now establish the following proposition. 
Proposition 3.12 (Sufficient condition for PA,-stability). If the function R(z) is A-acceptable, 
then the Runge-Kutta method is PA,- (i.e., partially A,,-) stable. 
Proof. We are concerned with the case h E [w. If p # 0 and det Z,( Ah; p) = 0, then either p = 1 
and Xr = 1, or we have p = R( Ar(1 - ppN)/N) and hr E [w. If I p 1 > 1, then Re(1 - ppN) > 0, 
and if in addition X < 0 (and h > 0), then Re(hr(1 - ppN)/N) < 0. Since R(z) is A,-acceptable 
we have 1 R(X7(1 - ppN)/N) I < 1, which contradicts the assumption that I p 1 > 1. It follows 
that I p I < 1 whenever - co -C Xr -C 0 and the case Xr = 0 is a consequence of Proposition 
3.10(i)(a). 0 
The above result settles the existence of PA,,-stable methods; compare the result on P-stability 
in [13]. In the next section we shall present evidence for the existence of AA,-stable Runge-Kutta 
methods, in the sense defined above. 
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4. Demonstrations of stability 
4.1. Some stability intervals 
We first consider the stability behaviour of the R-K methods defined by the tableaux (1.8), 
(1.9) and (1.10). Denote by det S,,,(hh; p), I = 1, 2, 3, respectively, the special cases of the 
polynomial det S,( hh; p) in Proposition 3.10 for the respective tableaux cited. The first two are 
given by 
det S,,,(Ah; p) = pLZN+’ - (1 + hh + ;(hh)2)$N + Ah(1 + Xh)/_LN - ‘2(MQ2, (4.1) 
det S,,,(Ah; j_k) = pN+’ - iI:‘:::i)~N+r,,jlrhhh)lll+{ $;h)j. (4*2) 
The preceding expressions can readily be reconciled with (3.15), using the forms 
R,(z) = 1+ z + :z2, : R2(4 = ST 
2 
assumed by R(z) in these cases. An involved analytical expression for det S,,,(Xh; p) was 
supplied by the authors in [3], but for our subsequent purposes it is convenient to consider (3.15), 
substituting R3( z) for R(z) where 
R,(hh) = 
1 - ffihh - ;(l + fi)(Xh)2 
1 - $(3 + fi)hh + ;(2 + &)(Xh)’ ’ 
(4.3) 
It is widely known that R2( z) and R3(z) are A-acceptable but R,(z) is not. 
In [3], we used the root-locus method (see [9, pp.77-781) to investigate the stability intervals on 
the real line corresponding to det SN, det S,,, and det S,,, for the cases N = 1, 2, 5 and 30. 
We reproduce the stability intervals in Table 4.1. Some of the values represented as infinite in [3] 
were computed numerically and were so large as to be presumed to have an infinite value. These 
values can be shown, rigorously, to be infinite by appealing to Proposition 3.12, which 
establishes that the methods corresponding to (1.9) and (1.10) are both PA,-stable. 
Actually, the method of (1.9) is A,-stable, whilst the numerical evidence suggests that the 
higher-order method defined by (1.10) is almost A,-stable (the case N = 1 providing an at first 
perplexing, but in practice irrelevant, obstacle to A,-stability). We shall show, later, how the 
latter statements can be established rigorously. 
A graphical representation of the variation, as X varies, of the radius of det ZN( Ah; p) (for 
varying N) is provided in Fig. 4.1. 
Table 4.1 
N det S,,, det SW det S3,, 
1 Ah E (- 1.41, 1.0) Ah E (- co, 1.0) hh E (- M, 0.504) 
2 Xh E (- 1.22,O.S) Ah E (- x1,0.5) hh E (- M, 0.5) 
5 Ah E (- 1.08,0.2) Ah E (- co, 0.2) hh E (- 00,0.2) 
30 Ah E (- 1.01,0.033) Xh E (-cc, 0.033) Ah E (- co, 0.033) 
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Fig 4.1. Plots 
1.8 
N = 1,2,5 and 30 
0.2 - .....“’ 
-10 -8 -6 -4 -2 0 2 
of max{ CL: det .ZN(Xr/N; p) = 0) (vertical axis), for various N, against 1’ = AT (horizontal axis). 
4.2. Establishing stability by reference to the function R(z) 
Proposition 3.12 demonstrates that when R(z) is A-acceptable the Runge-Kutta method is 
partially A,-stable. We wish to be able to demonstrate A,-stability and AA,-stability (in 
appropriate cases) where it is already known that R(z) is A-acceptable. For this purpose it may 
be sufficient merely to determine the sets y in the complex plane such that 
IR(z)[=l ifandonlyifzEyc@ 
and superimpose the closed disks 
rr:= {zEC[ Iz--YI <r}, 
with centres at r and of radii r, where r E [w +. We observe that I’,,0 I r, if r, > r. 
Proposition 4.1 (A sufficient condition for AA,-stability). Suppose R(z) is A-acceptable. Suppose 
further there exists r, > 0 such that y n r, = {0}, f or r $ r, and I - zA# is invertible if I z I < l/r,. 
Then the Runge-Kutta method is AA,,-stable. In particular, the Runge-Kutta method is stable for 
- 00 -C Xr < 1 whenever N < N, E Z,, where N, > l/r’ with r’ = max(r,, rl)_ 
Note. Since I - zA* is invertible if ( z 1 < l/11 A* (1, the existence of r, is assured. 
If r’ 2 1 in Proposition 4.1, then the method is A,-stable, but this test may be insufficient. 
However, the proposition reduces the test for A,-stability to a test for AA,-stability together 
with a test of the cases 1 < N < N,. 
Proof of Proposition 4.1. Proposition 3.12 applies. We therefore wish to consider the radius 
p(det Z’,(A; p)) = max{ p: det E,(A; p) = 0} of the polynomial det Z,(A; p) for certain posi- 
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tive A. By Proposition 3.10, p(det 2,,,(0; p)) = 0; also p(det 2:,(1/N; p)) 2 1, since 
det Zzl,( Xh; 1) = 0 if hr = 1. Let us fix N, and suppose A’ E (0, l] is the least positive value of A 
such that p(det Z,(A’; p)) = 1. It follows from Proposition 3.10 that 
where 1 p 1 = 1 and p # 1 or A’ = 1 and II. = 1. Assume the former case: setting r = A’/N we note 
that 
, 
uEr,- {O}, where u = $(l - ppN), 
whatever the integer N, since 1 p 1 = 1 and p # 1. However, at the same time 
u E y. 
Since r,, n y = (0) this is impossible if N z N, > l/r’. Thus if N > N,, then p = 1 and hence 
A’ = 1, so that the Runge-Kutta method is stable when 0 G X’ = Xr < 1. (We have A’ = Ah = 
hr/N.) 0 
Note that the proof relies upon the fact that the graph representing (1 - pmN) where I p I = 1 
is the same circle irrespective of N. 
The preceding result can now be compared with some of the results of Table 4.1. For the 
tableau (1.9) the set y consists of the imaginary axis, and R2( z) has a pole at z = 1. The method 
is clearly AA,-stable and can be shown by examining the case N = 1 or, indeed, from results 
already in [3], to be A,,-stable. 
For the poles of the function R(z) associated with the tableau (l.lO), it is seen that the 
denominator of R3(z) has two coincident real zeros (which gives their values!). Thus, R3(z) has 
0 2 4 6 8 10 12 
Fig. 4.2. Graphical representation of y and (superimposed) certain disks r,. Results corresponding to (1.10). ((b): 
detail from Fig. 4.2(a).) 
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no poles in r,. In the present case, the set y consists of two disjoint curves, both in the right 
half-plane, one of them osculating the imaginary axis and wholly containing the other smaller 
curve. The smaller curve intersects the circle which is the boundary of ri,*; we refer to Fig. 4.2. 
Disks I” for r G : have only the origin in common with y. Our observations establish that the 
method is AA,-stable with N, = 3 in Definition 3.7 (in fact, the computations show we can take 
N,, = 2). 
The considerations which apply to (1.10) are representative of those applying to other A-stable 
tableaux (although there may be more than two self-contained components of the curve y). It 
suffices that the segments of y admit the possibility of constructing a disk r, which intersects y 
only at z = 0 for our arguments to apply. We may conjecture that any A-stable tableau generates 
an AA,-stable method. 
4.3. Illustrations of numerical stability 
To demonstrate the stability of the formulae based on (1.8), (1.9) and (1.10) numerically, we 
tried these formulae on the test problem 
v(t)=xexp{-(t-T)}-(X-l)exp(-t)-h/l y(s)ds, 
t-7 
(4.4) 
with 
#(t)=exp(-t), --7<t<O, 
having solution 
y(t)=exp(-t), t>O. 
Taking A = 20 in (4.4) the stepsize h was fixed at 0.1 and N = 2, 5. As N varies, 7 varies also. 
The results are displayed in Tables 4.2 and 4.3 
Recall that in these tables, X = 20 and the stepsize h was fixed at 0.1; the equation solved is 
(4.4). The tables confirm that formula (1.8) is clearly unstable when this is expected, while 
formulae based on (1.9) and (1.10) show good stability. 
Classical localizing arguments can be employed to justify the claim that study of the basic 
equation (3.1) gives some insight into general equations of the form (l.l), where the r6le of h is 
taken by a local value of a partial derivative (a/au)K( t, s, u). If 7 is relatively small, the 
Table 4.2 
N = 2 (T = 0.2) 
Theerrors ly,,-y(nh)l 
t Method (1.8) 
1.0 2.6.10-l 
2.0 1.5.10+1 
3.0 8.0.10+* 
4.0 3.9.10+4 
5.0 1.8.10+6 
Method (1.9) Method (1.10) 
4.o.1o-2 2.4.10-4 
1.5.1o-2 2.6.10-4 
5.4.10-3 1.2.10-4 
2.0.10-3 4.8.lo-’ 
7.3.10-4 1.8.10-5 
C.T.H. Baker, M.S. Derakhshan / R-Kformulae 309 
Table 4.3 
N = 5 (T = 0.5) 
The errors ly, - y(nh) 1 
t Method (1.8) 
1.0 1.1.1o+O 
2.0 1.5.1o+’ 
3.0 6.3.10+’ 
4.0 4.6.10+3 
5.0 5.2.10+4 
Method (1.9) Method (1.10) 
1.2.10-l 1.6~10-~ 
4.2.10-’ 5.0. 1o-4 
1.5.10-2 9.1.10-4 
6.0.10-3 9.9.10-4 
2.6.10-3 6.6.10-4 
strength of such arguments seems greater. However, the limitations of localizing assumptions in 
the case of differential equations are well known. 
5. Towards some stability results for a convolution kernel 
The simpler aspects of our theory can be modified to permit consideration of equations of the 
form (3.2) but, as is self-evident, Proposition 3.11 is of no assistance in this case and it is 
necessary to utilize the analogue of det X, ( PF”; h h). The analysis assumes some complexity unless 
special properties of k are presupposed and we place limits upon our discussion in the present 
paper. 
We refer to equation (3.2): 
y(t) =f(t) + Xj-’ k(t - s)y(s) ds, t 2 0, 
t-r 
where y(t) = 4(t), --7 < t < 0 and k(t) E C[O, 71. For this problem equations (3.10) must be 
modified to assume the form 
n-l 
q,=f,+Xh C [K~-~]*[~~~]~~+x~{[K~]*[A#]~~-[KN#]*[A~]~,-~}. 
j=n-N 
(5 -1) 
Here, we denote the Schur (element-wise) product of two matrices by the symbol * and employ 
the notation of (3.10) supplemented by the notation 
K lJ,q+l 1 
K /,2,1 
I . 
* * * 
K,?= . 
K’ I,q+l,l * * * 
wherein Kl r s = . , k(lh + (c, - c,)h) (with c~+~ = 1). By an obvious extension of Proposition 3.5 
we find the next proposition. 
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Proposition 5.1 (Strict-stability of (5.1)). The recurrence relation (5.1) is a finite-term recurrence 
which is strictly-stable if and only if its precise stabilitv polynomial det O,( Ah; p) is Schur, where 
@,,(xh; PL) 
We shall return to the consequences of this theory in a subsequent paper. 
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