Solution to the solvability problem for a class of product-type systems of difference equations is given by presenting explicit formulas for its solutions. In the main/most complicated cases the problem is solved by using two different methods. This is the last system, out of the three non-equivalent ones, for which an associated polynomial, which essentially determines the structure of the solutions, is of the third order, so that the paper finishes the study of this kind of two-dimensional systems.
Introduction
Theory of difference equations is a mathematical area of great interest [-]. Concrete systems is one of its subareas which is of some interest nowadays. Papers [-] by Papaschinopoulos and Schinas are some of those which have influenced the interest. Later many others have appeared [, -, , , , , -, -]. One of the oldest topics is finding solutions to the equations and systems [, -]. Since the mid of s there has been increasing interest in the topic [, , -, -]. An interesting fact is that many nonlinear equations and systems are related to linear ones although they are of relatively complex forms, which usually do not suggest it on the first site. A line of the investigation related to a solvable nonlinear difference equation can be followed, for example, in [, , , ] (see also the references therein). A more complicated equation and related methods can be found in [] . The corresponding and related systems of difference equations were studied, for example, in [, ] and [] (see also the references therein). Another system of interest can be found in [] . The equations and systems in these papers are solved by employing suitable changes of variables which transform them to some linear equations and systems which are solvable.
Many equations and systems contain as special cases product-type ones [, ] . Some methods for the study of the long-term behavior of their solutions have used directly or indirectly the equations and systems which can be solved. In [] and [] we studied only positive solutions to the equations and systems appearing therein, so the product-type ones, which are obtained from them by special choices of their parameters, were solvable. Applying the logarithm is a standard method for solving such equations and systems; it was, among others, also used in solving a system in [] . In general, a more complex case is studying non-positive solutions to difference equations and systems, which is also the case for the product-type systems, since the previous method is useless because it produces multi-valued solutions. In our papers [] and [], we have presented a two-and a threedimensional solvable product-type system in the complex plane, respectively. Many results on the long-term behavior of solutions to the system in [] were presented therein, while in [] we only gave a method for solving the corresponding system. Having published these two papers has motivated us to look for other solvable product-type systems. In [] we have managed to solve another one. The fact that the systems in [] and [] have been special cases of the following system
such that t i = t j , i = j, and c k = . Then
The second lemma is well known ([, ], see also [] for a more general result).
where z ∈ C. Then
for every z ∈ C \ {} and n ∈ N.
Main results
Five cases will be considered separately. Before we formulate and prove our main results, note that
and
Proof Since c = , we have
From the equations in () and the assumption bd = , we get
and consequently
which along with () yields
From () we easily get () and (). Using () in the second equality in (), as well as the assumption bd = , we obtain
From () we easily get () and () for n ≥ . For n = , equalities () and () are directly verified.
This theorem was essentially proved in [] , Theorem , (see also [] , Corollary , for the closed form formulas for the solutions in all the cases), since when b =  system () is
which is nothing but the corresponding system in Theorem  in [] with indices shifted backward for one. Hence, we omit the proof of the theorem.
This theorem was essentially proved in [] , since when d =  system () is
which is nothing but the corresponding system in Theorem . in [] whose indices are shifted backward for one (see also [] , Corollary ., for the closed form formulas for the solutions in all the cases). Hence, the proof of the theorem will be also omitted.
from which it follows that
Equality () implies
for n ≥ , where
for a k ≥  and all n ≥ k, and
If we replace n by n -k in () and employ it in (), we get
for n ≥ k + , where
Relations (), (), (), () along with the inductive argument confirm the conjectures in ()-().
Setting k = n in () and using (), () and (), we have
for n ∈ N. The relations in () show that
Since c  = bd -ac = , () yields
This equality enables us to calculate a j for j ≤ . It is obtained that
(see detailed corresponding calculations in [] and [] ) from which along with (), it is obtained
Linear equation () can be solved, from which along with () a closed form formula for a k is obtained. Using () and Lemma , a closed form formula for y k is obtained. Employing such obtained formulas for a k and y k in (), we obtain a closed form formula for the solution to ().
From (), we also have
As above, we get
where η = α d β -a , a k , b k and c k are defined by () and (), and y k is defined by () and (). Setting k = n +  in () and using (), we get
for n ∈ N  . As we have already mentioned, closed form formulas for a k and y k can be found, from which along with () it follows that () is solvable. It is not difficult to see that formulas () and () present a solution to system (), from which the theorem follows.
Remark  Theorem  can be also proved by using the method in [] . We include the proof also for the benefit of the reader and since in the theorem that follows we follow the lines of the method.
First note that
The equalities in () show that w  and w  depend on all the parameters and initial values (we neglect the cases when some of the powers are zero). This fact and () show that the same holds for every w n , n ≥ , from which along with the first equation in () it follows that the same holds for every z n , n ≥ . Hence
for n ≥ -, for some sequences x n , y n , a n , b n , c n ,
Clearly, it must be
Applying () and () in (), we get
for n ∈ N  , and
for n ∈ N  . Motivated by ()-(), we define sequences x n , y n , a n , b n , c n , d n , u n , v n , α n , β n , γ n , δ n as follows:
for n ∈ N  . Relations ()-(), ()-() define x n , y n , a n , b n , c n , d n , u n , v n , α n , β n , γ n , δ n uniquely, while z n and w n in () are defined uniquely by initial values z - , z - , w - , w - . Since z n and w n defined by () and () are solutions to () such that their values for n = ,  are the same, it follows that they are closed form formulas for solutions to system (). Hence, we need only to prove that systems ()-() are solvable.
The condition d =  implies
which along with the first equality in () yields
and also
which along with the first equality in () yields
We also have
for n ∈ N  , and consequently
for n ∈ N  . It is important to point out that all the transformations that we have employed transform systems ()-() into equivalent ones. Therefore, there is a bijection between the sets of solutions to the original and transformed systems.
where (t n ) n≥- is a sequence. Then A is a linear operator, () can be written as A(u n ) = d, n ∈ N  , () as A(v n ) =  -a, n ∈ N  , and ()-() as
Since the equation
is linear of third order, it can be solved, and specially closed form formulas for α n , β n , γ n , δ n can be obtained for the corresponding initial conditions ()-(). Employing the formulas for α n , β n , γ n , δ n in ()-(), formulas for a n , b n , c n , d n are obtained. When h ∈ R, the equation
can be also solved (especially for h = d and h =  -a), since a particular solution to the equation can be found in the following form:
for some constants g j , j = ,  (see, e.g., [, ]). From this and using ()-(), formulas for u n and v n can be found, from which along with () and () formulas for x n and y n are obtained. Using the obtained formulas for these twelve sequences in () and (), we obtain closed form formulas for solutions to system ().
Forms of solutions to (2) for the case ac = bd
The characteristic polynomial associated to () is
which is of the third order due to the assumption ac = bd. By using the change of variables λ = t + a  , the equation P  (λ) =  becomes 
where ε  = , ε = .
If the discriminant
is such that = , then all three zeros are different (if >  two zeros are complex conjugate, if <  all three zeros are real), whereas if = , at least two zeros are equal [] . Case = . Since in this case the zeros of P  are different, the general solution to () is
where α i , i = , , are constants (in fact, () holds for every n ∈ Z due to the assumption ac = bd; see the relation in ()). Lemma  employed to P  shows that
From (), () and () it follows that
for n ≥ -. Equalities () and () yield
Using (), it is easily seen that () holds for n ≥ -. If P  () = , that is, (a -)(c -) = bd, and P () =  -a -c = , then
Using () it is easily checked that () holds for n ≥ - (for a detailed explanation, see [] ). For example, if a = c ∈ Z \ {, } and bd = (a -)  = , then = ,
and conditions of Corollary (b) are satisfied. Note that λ  =  and
Thus P  can have three different zeros, one of which is equal to . Case = . In this case, P  has at least two equal zeros. We may assume that λ  = λ  . If p = , then λ  is not a triple zero of P  , so the general solution to () is
whereĝ j , j = , , are constants. Since the solution satisfies (), we can find it by letting λ  → λ  in (), and obtain
from which along with (), we get
If we assume λ  =  = λ  = λ  , then () and Lemma  imply
Moreover, using () it is easily checked that () holds also for n ≥ -. If we assume that λ  =  and λ  = λ  = , then from () it follows that
Moreover, () holds also for n ≥ -. This case is obtained when (a -)(c -) = bd and a + c = , which implies
If we assume that λ  =  and λ  = λ  = , then from () it follows that
Moreover, () holds also for n ≥ -. If = p = , then λ  = λ  = λ  , so the general solution to () has the following form:
whereβ  ,β  andβ  are constants. To find the solution to equation () satisfying () in this case, we can let λ  → λ  in () and obtain
for n ≥ -, from which along with () we obtain
for every n ∈ N. Moreover, () holds also for n ≥ -. If we assume that λ  = λ  = λ  = , then from () and Lemma  it follows that y n = s
for every n ∈ N. In fact, () holds also for n ≥ -.
If we assume λ  = λ  = λ  = , then from () and some calculation, we obtain
for every n ∈ N, which obviously holds for j = -, -,  (for more details, see [, ] ). is given by () and (), where (a n ) n≥- is given by () with λ  = , while (y n ) n≥- is given by ().
Remark  Recall that equation () will have a zero equal to one if (a -)(c -) = bd. If λ = m ∈ Z \ {} is a double zero of P  , then it must be 
From this, and since ac = bd, it follows that a = m. Since P  (m) = , we also have that it must be a = m. Hence, for every m ∈ Z \ {} and a ∈ Z such that m = a = m, the polynomials in () are of type (), and they have exactly two equal zeros λ  = λ  = m = λ  = a -m, and if additionally m =  and a = m +  hold, we see that the conditions of Corollary (a) are satisfied. For m =  and a = , it is obtained that P  can have  as a double zero, which means that such polynomials satisfy the conditions of Corollary (b). For a = m + , we get a polynomial which has a double zero different from , which is its third zero. This means that such polynomials satisfy the conditions of Corollary (c).
The polynomial has three equal zeros only if q = , which along with =  implies p = . Hence, we have c = -a  / and ac = bd, which implies that c  = a  /, so that
