ABSTRACT In this paper, we propose a novel convolutional encoder-decoder network with skip connections, named CEDNS, to improve the performance of saliency prediction. The encoder network utilizes the DenseNet model as the stem network to extract abundant hierarchical features from input images. Subsequently, a decoder network is designed to sufficiently fuse the hierarchical features to predict saliency more accurately. Between the encoder and decoder, skip connections are employed to transfer hierarchical features produced by the former to the latter. Furthermore, the model can be trained in an end-to-end manner which is beneficial for both training and inference. The experimental results on various benchmark datasets, SALICON, MIT300, and CAT2000, show that the proposed model achieves state-of-the-art performance on several key metrics.
I. INTRODUCTION
Visual attention is considered as one of the key mechanisms to help human to quickly understand visual scenes with enormous information [1] , [2] . With this effective mechanism, the Human Visual System (HVS) is able to focus on distinctive and informative regions of visual scenes and thus facilitate scene understanding and decision making effectively [3] . Saliency prediction [4] - [7] , focusing on constructing computational models of the attention mechanism, is an active research field in computer vision. Beyond providing a better insight into the visual attention mechanism of HVS, saliency prediction also inspires and supports many applications, such as image and video compression [8] , [9] , object detection [10] - [12] , image captioning [13] , etc.
Salient object detection [14] - [17] is a field very closely related to saliency prediction. It transforms an input image to a binary map, which highlights salient objects as foreground. Different from salient object detection, saliency maps are produced in saliency prediction to represent the probabilistic distribution of fixations of human eyes. By contrast, saliency
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Trained by massive datasets [18] , [19] , ingeniously designed Convolutional Neural Networks (CNNs) [20] - [22] are powerful to automatically extract features of images and tremendously boost the performance of many kinds of tasks in computer vision, such as image classification [23] and object detection [24] . However, different from fore-mentioned tasks, saliency prediction not only has to leverage the impact of low-level and high-level features but also has to predict a dense saliency map at the end of the network. Hence, CNN's architecture should be designed cautiously to suit the specific task of saliency prediction.
Although powerful, current CNN-based saliency models [25] , [26] usually produce very coarse feature maps as the network goes deeper. The output feature maps are then up-sampled by large times to produce dense saliency maps. Such a processing pipeline results in information loss. Besides, features in different scales extracted by the stem network are not sufficiently exploited and combined together. Hence, a uniform framework to solve issues mentioned above is required.
F. Qi et al.: Convolutional Encoder-Decoder Network With Skip Connections for Saliency Prediction
In this paper, we propose a fully convolutional encoder-decoder network with skip connections, named CEDNS, for saliency prediction. On the one hand, a Dense Convolutional Network (DenseNet) [22] is used as the encoder. With its dense connectivity pattern, the encoder can explore abundant features [27] from low-level to highlevel, which benefit saliency prediction. On the other hand, the decoder aims to fuse the features together, so as to export feature maps with a fine resolution for saliency prediction. For this purpose, in each stage of the decoder, features are up-sampled and then concatenated together with the features transferred by skip connections from the encoder, followed by a convolutional block to produce feature maps with a higher resolution.
Overall, the proposed model, CEDNS, is a CNN specially designed for saliency prediction. The key contributions of this paper are:
• We propose a model composed by an encoder to capture abundant features and a decoder aiming to fuse these features and transform the feature maps from coarse to fine resolution for generating saliency maps.
• We employ skip connections between the encoder and decoder, enforcing the model to reconsider low-level features which are going to fade away when feed forward.
• The proposed model achieves state-of-the-art performance on several key metrics on the largest saliency dataset, SALICON, and other two benchmark datasets, MIT300 and CAT2000. The rest of this paper is structured as follows. Section II reviews related works. Section III introduces the proposed convolutional encoder-decoder network. In Section IV, we compare the performance of our model with other models on several benchmark datasets. Finally, we give conclusions in Section V.
II. RELATED WORKS
As one of the most influential psychological models of human visual attention, Feature Integration Theory (FIT) [28] proposed by Treisman et al. has inspired lots of computational models on saliency prediction. FIT demonstrates that there are two major stages to recognize an object in the human visual mechanism. At the first stage, multiple basic features, such as colors and edges, are derived with the visual stimuli processed in different areas of the brain in parallel. Secondly, the features with attention and selection are combined together to identify the whole object. Inspired by FIT, many classical saliency models devoting to feature extraction, selection, and fusion [4] , [29] are proposed. Moreover, CNN-based models [6] , [7] , [20] , [26] , [30] - [33] also follow the design paradigm of FIT from the perspective of feature exploration and fusion.
Inspired by FIT, Itti et al. proposed the first computational model [4] for saliency prediction. The saliency maps are predicted by three feature channels, i.e., color, luminance, and orientation, with the center-surround mechanism.
After Itti et al.'s remarkable work, many saliency prediction models are proposed by exploiting more hand-crafted features, including various low-level features [5] , [34] , [35] and high-level features [36] - [39] .
CNN-based saliency models also practice FIT from the perspective of feature extraction. Different from traditional models based on hand-crafted features, they extract features automatically and hierarchically, which turn out to make them gain better performance. Vig et al. [6] propose a model, namely eDN, that combines the optimal features searched from features produced by a large amount of different shallow CNNs. Since then, more deeper CNNs for saliency prediction are proposed to fetch high-level semantic features. Kümmerer et al. [7] proposes a model, DeepGaze II, which extracts features by VGG [20] . Then these features are fed to several convolutional layers and a softmax layer to get the saliency map. To combine information from different scales, SALICON [32] extracts features from two different scales of the image using a CNN with two stems. Liu et al. [30] present similar technique with three scales of the images as input. Except extracting features with multi-scale CNNs, scene features are also incorporated to model saliency maps in several approaches. Tavakoli et al. [31] present a model that take advantage of scene features, which are extracted from other similar images, to construct saliency maps. Liu and Han [33] extract scene features by using a Places-CNN [40] . Then these scene features are fed into a deep spatial long short-term memory unit (LSTM) with features from another trainable CNN involving the context information to construct feature maps for saliency prediction.
Though incorporating features from extra CNNs [30] , [32] or techniques [31] , [33] contributes a lot to saliency prediction, some other models using convolutional networks with a single stem as feature extractor also achieve excellent performance by carefully designing the architectures of CNNs. For instance, Cornia et al. [26] capture features from different layers of a CNN for saliency prediction in consideration of extracting features with both different scales and receptive fields. Moreover, DeepFix [5] is capable to capture features with multiple scales by introducing the inception module [41] . Cornia et al. [42] refine the feature maps extracted by base networks [20] , [21] with a convolutional LSTM. Wang and Shen [43] introduce a deep visual attention prediction model (DVA), which also uses the encoder-decoder architecture, to estimate saliency maps from three different layers of the VGG network [20] .
Except the FIT theory [28] , modern CNN-based saliency models are also inspired by the CNN architectures proposed in other domains. In general, the architecture of the networks are going deeper and deeper [20] - [22] , [41] . Simonyan and Zisserman [20] introduce a kind of deep convolutional networks (VGG) for image classification. Since then, deeper networks are proposed to boom the performance. For instance, He et al. [21] propose the deeper residual networks (ResNet) with skip connections for easier optimization and overcoming the degradation problem which occurs when the network is very deep. More recently, DenseNet is introduced by Huang et al. [22] . This model constructs the architecture in a dense connection fashion, which means all the feature maps produced by different layers are concatenated together to produce subsequent features. Please refer to [44] for a comprehensive survey on deep learning based saliency models.
Besides, convolutional networks with encoder-decoder architecture have been proposed in several domains of computer vision, such as semantic segmentation [45] , feature representation [46] , etc. Moreover, skip connections are introduced in recent years to optimize gradient flow and reuse features [21] , [47] , [48] . Analysis shows skip connections are indispensable for training deep networks as they eliminate several types of singularities by breaking the permutation symmetry of neurons [49] .
Inspired by FIT and modern CNN architectures [22] , [45] , [48] , a convolutional encoder-decoder network with skip connections is proposed in this work to simulate the two stages of FIT for saliency prediction. As suggested in [27] , ResNet is better at feature re-usage whereas DenseNet is more capable to explore new features. Inspired by this observation, we use DenseNet-121, the shallowest DenseNet, as the encoder to extract features though it has an error rate [22] higher than ResNet-50 [21] in the image classification task. For feature selection and fusion, we use a decoder interpolated with features transferred by skip connections for saliency prediction. The whole model are constructed in an end-to-end manner. More details of the proposed model are shown in Section III.
III. THE PROPOSED MODEL
In this section, we introduce the proposed model in detail. As shown in Fig. 1 , our model is constructed by two parts: the encoder and the decoder, which are described in Sub-section III-A with details. Then, skip connections are explained in Sub-section III-B to show how we incorporate the features extracted from the encoder and produce the saliency map. Overall, the encoder and decoder networks are well combined together, so that we can train the proposed model in an end-to-end manner with the loss function defined in Sub-section III-C.
A. ENCODER-DECODER 1) ENCODER
We choose DenseNet as the encoder. In general, DenseNet can be split into several stages by its pooling layers. In each stage, it contains two components: a dense block and some transition layers.
Every layer in one dense block is directly connected to all subsequent layers of it as shown in Fig. 2 . In other words, we can consider that all feature maps produced by the preceding layers are directly fed into the current layer. Let us denote x l as the output of the l-th layer in the dense block and as the channel-wise concatenation between feature maps, we can formulate the process of dense connectivity as:
(1) The function E(·) in (1) is a convolution block composed by three operations subsequently: batch normalization (BN) [50] , a rectified linear unit (ReLU) [51] , and a 3 × 3 convolution (Conv), with θ l denoting parameters of these operations.
The transition layers, which consist of a batch normalization layer and a 1 × 1 convolutional layer followed by a 2×2 average pooling layer, are added between adjacent dense blocks. The main effect of the transition layers is to reduce the number and dimension of the feature maps to save the memory while extracting higher level features. The pooling layer enlarges receptive fields which is beneficial to ensemble local features, but has a side effect on harming the resolution of the feature maps. To handle this issue, many other saliency models [25] , [33] , [42] employ the dilation kernel [52] to keep the resolution of feature maps and enlarge the receptive field, whereas increasing the memory consumption. Different from these models, we use the encoder-decoder architecture instead of the dilation kernel to keep feature maps with different receptive fields and high resolution.
More specifically, we use the shallowest version of the proposed DenseNet models [22] , i.e., DenseNet-121, for a fair comparison with other models using different stem networks. The performance of DenseNet-121 on the datasets for image classification is between VGG [20] and ResNet-50 [21] . Meanwhile, using a shallower model is beneficial to promote both time and memory efficiency.
2) DECODER
The decoder network is designed to incorporate the features from the encoder and produces the full input resolution saliency map from low resolution feature maps step by step. Corresponding to the encoder, the decoder can be split into several stages. We can formulate each stage in the decoder as below:
where d l are the output feature maps of the l-th stage of the decoder. The up-sample operation, UpSamp(·), is performed by a bilinear interpolation kernel in consideration of both fast training and reducing the number of trainable parameters.
The function D(·) represents a convolutional block with a bottleneck layer, of which the output channels is 64 in our experiment, followed by a 3×3 convolutional layer to extract new features while reducing the number of feature maps to half of the input ones for computational efficiency.
B. SKIP CONNECTIONS
Skip connections connect neurons in non-adjacent layers in a neural network. With skip connections, learned features can be transferred directly from one stage of the encoder to the corresponding stage of the decoder, as shown in Fig. 1 . The proposed model utilizes skip connections in a concatenation fashion as [45] , [48] to retain information from the encoder directly. By employing concatenative skip connections, we can rewrite (2) as:
where e l are the output feature maps with resolution same to d l−1 of the transition layers before the pooling layer from the encoder.
Another commonly used fashion of skip connections is additive skip connections, which is also known as residual connections [21] . Additive skip connections sum output of the previous layers and those transferred from the encoder. To make the two inputs of the addition have a same dimension, extra convolutions are added to those features from the encoder. Extra experiments are also performed to explore the effectiveness of the additive skip connections in Section IV-D. The two fashions of skip connections employed by this paper are shown in Fig. 3 .
One benefit of employing skip connections is that they help retaining information of different levels and receptive fields in the feature maps produced by the encoder from different stages. When the network goes deeper, feature maps will contain more high-level information, such as semantic messages, but the low-level information is hardly retained. However, saliency prediction usually needs abundant feature maps, from low-level to high-level and coarse to fine [4] , [28] . So skip connections are quite crucial in bringing these different feature maps to benefit saliency prediction. Besides, as illustrated in [21] , deep convolutional networks have the phenomenon of degeneration. Skip connections can help to optimize the gradient flow and thus alleviate this problem.
C. LOSS FUNCTION
There are two kinds of the ground truth in a saliency dataset, i.e., fixation maps and saliency maps. Fixation maps, denoted as F, are binary maps, which contain positive points representing fixations of observers. Saliency maps, denoted as S, come from the corresponding fixation maps by applying a Gaussian filter, where the parameters may be different across datasets. Location-based and distribution-based metrics for saliency evaluation are proposed based on fixation maps and saliency maps, respectively.
As a location-based metric, Normalized Scanpath Saliency (NSS) [53] measures the correspondence between the predicted saliency maps and the ground truth fixation maps. NSS is recommended by the MIT Saliency Benchmark [54] to evaluate the performance of saliency models, considering its fairness in comparing generated saliency maps with corresponding ground truth [55] . Besides, NSS is differentiable, which makes it possible to be used in an end-to-end learning model. Hence, we employ the opposite number of NSS as the loss function.
To calculate the NSS score, the predicted saliency map should be normalized firstly to have zero mean and unit standard deviation, which is computed as:
whereP is the normalized saliency map, µ(·) and σ (·) represent the mean and standard deviation operations, respectively. Then, the NSS score is the mean of the normalized values on the fixation locations as given by:
where denotes the set of the coordinates of the map, and N is the number of fixations in F. Since the normalization, NSS gives a fair evaluation on both the positive and negative fixation sets.
IV. EXPERIMENTS A. DATASETS
As well known, eye fixations are hard to collect due to the difficulty to track human's eyes in a specific environment. Thanks to the contributions proposed in [37] and [56] - [58] , large scale datasets for saliency prediction are available to researchers, which tremendously boost the development of supervised saliency models [6] , [26] , [30] . More details of these datasets are described below.
• SALICON [56] : As far as we know, SALICON, i.e., Saliency in Context, is the largest available dataset for saliency prediction. It contains 10,000 training images, 5,000 validation images, and 5,000 testing images. All images of the dataset are selected from MSCOCO [19] and the size of them is 640 × 480. Fixations collected by this dataset are from the mouse clicks with the paradigm proposed in [56] , which is similar to eye trackers and make it possible to collect such a large scale dataset.
• MIT1003 [37] : The MIT1003 dataset contains 1,003 images with different sizes selected from Flickr and LabelMe. In the dataset, 779 images are landscape images and the others are portrait ones. The ground truth of this dataset are collected from 15 viewers and opened to the researchers, so it is suggested to be used for training.
• MIT300 [57] : This dataset is similar to MIT1003 in some respects of the eye-tracking setup. So MIT300 is usually used as the test set of MIT1003 considering that the ground truth of it is still not public. This dataset is widely used as a benchmark dataset by the community of saliency researchers.
• CAT2000 [58] : It contains 4,000 images with the size of 1920 × 1080 from 20 different categories, each of which has 200 images. Half of the dataset are released as the training set and the other half are used as the test set. The ground truth of each image in the dataset is collected from 24 observers with eye trackers. Fig. 4 shows some samples selected from the four datasets. These images are with both abundant textures and various scenes, which make them able to sufficiently explore the attention mechanism of human beings. SALICON, MIT1003, and MIT300 contain mainly natural scenes with complex background or numerous objects. By comparison, CAT2000 selects images containing various types of patterns. In this paper, experiments are performed on all these datasets to evaluate the performance of saliency models comprehensively.
B. EVALUATION METRICS
There are several metrics available to evaluate the performance of saliency models. As discussed in Section III-C, metrics can be classified as location-based ones and distribution-based ones. To be specific, beside NSS, the Area under the ROC curve (AUC), and Information Gain (IG) [59] are location-based metrics. Distribution-based metrics include Earth Movers Distance (EMD), Linear Correlation Coefficient (CC), and Similarity Metric (SIM).
Using the symbols defined in Section III-C, the metrics except NSS can be briefly demonstrated as below:
• IG: As an information-theoretic metric [59] , IG is evaluated by treating fixation prediction model stochastically. The metric measures the performance of a saliency model by calculating the IG compared against a baseline [55] , [59] . Given an image I , the probabilistic saliency modelp, and an image-independent baseline p bl , IG is the average of the differences between log-likelihoods of the model and the baseline:
In the SALICON competition, the baseline p bl is the center-bias prior map obtained by aggregating fixations in all images except the one being evaluated.
• AUC: The AUC family has three mainstream metrics, AUC-Judd, AUC-Borji, and shuffled AUC (sAUC).
To plot the ROC curve, the positive set are the fixations in F and the negative set are selected from other locations. AUC-Judd and AUC-Borji select the negative set according to a uniform distribution. The difference between AUC-Judd and AUC-Borji is that they use different strategy to decide thresholds when pointing the ROC curve. The sAUC metric uses the fixations from other fixation maps sampled from the dataset as the negative set to punish models which explicitly incorporate center-bias. However, we argue that the penalty is unfair when saliency models can learn the center-bias distribution itself from the images.
• EMD: This metric evaluates the distance between P and S by computing the minimal cost of transforming the probability distribution of P to that of S. A lower EMD indicates higher similarity between P and S, and higher performance of the saliency prediction model.
• CC: The CC metric is commonly used to evaluate the dependency of two variables:
where the function cov(·, ·) calculates the covariance between the two input variables.
• SIM: To compute the SIM metric, one should first transform the predicted saliency map P and the ground truth saliency map S to probability distributions P and S , respectively. Then SIM can be computed as the sum of the minimum values of P and S at each location:
where the probability distributions P (x) equals to P(x)/ x ∈ P(x ), and S (x) equals to S(x)/ x ∈ S(x ).
C. IMPLEMENTATION DETAILS 1) DATA PREPROCESSING
We normalize the images as input on all datasets and experiments in this paper. To be specific, all the images are subtracted by the mean and then divided by the standard deviation on the three channels of the images firstly. If an input image has only one channel, we simply duplicate it to three channels to keep the consistency of the input tensor in size. Besides, there are still some subtle differences in data preprocessing between different datasets because of inconsistent sizes of images and the requirement of transfer learning.
• SALICON: As illustrated in Section IV-A, the images in SALICON have the same size, hence no data preprocessing is done in our experiments except the random horizontal flip operation.
• MIT1003, MIT 300, and CAT2000: For these datasets, we employ a simple strategy to resize the images and the ground truth maps to 640 × 480, which is the same size of images in SALICON. In detail, we firstly use zero padding along one side of the image to make the image has aspect ratio of 3/4 as those in SALICON. Then, we resize the image to 640×480. After that, same operations are executed as what we do to the SALICON dataset.
2) TRAINING AND INFERENCE
Considering that the SALICON dataset is the largest dataset over all datasets for saliency prediction, we train the model on SALICON with transfer learning firstly. The weights of the encoder are initialized from DenseNet-121 pretrained on the ImageNet classification dataset [60] and the other weights of the model are initialized using the technique proposed in [61] . For MIT1003 and CAT2000, we initialize the weights from the model trained on SALICON to prevent overfitting. MIT1003 and CAT2000 are randomly separated as training and validation datasets in a ratio of nine to one, respectively, to fine-tune the model pretrained on SALICON. The performance of the two fine-tuned models are evaluated on MIT300 and the test set of CAT2000, respectively. The Stochastic Gradient Descent (SGD) with Nesterov momentum [62] algorithm is adopted to train the model. We set the values of momentum and weight decay of the SGD algorithm to 0.9 and 0.0001, respectively. For the models trained on SALICON, the learning rate of the encoder is initialized to 0.01 while that of remaining layers is 0.1. Moreover, the learning rate is scaled down by a factor 10 every 4 epochs. For the models of the other two datasets, MIT1003 and CAT2000, we just initialize the learning rate to 0.001 for all trainable parameters, and we reduce it 10 times lower after the 3rd epoch. For all the models proposed in this paper, 10 epochs are totally used in the training process. Moreover, the mini-batch size is set to 8 when training models. As for inference, we resize the output to a size same to input images.
All experiments are running on a NVIDIA GeForce GTX 1080 Ti GPU. With a mini-batch size of 8, around 500 milliseconds are required to train one mini-batch on SALICON, where images are with a size of 640 × 480.
D. ABLATION ANALYSIS
In this section, sufficient ablation experiments are performed to evaluate the impact of different components of the proposed model. As shown in Table 1 , five variants (Model A to E) of the proposed model (Model F) are designed for evaluation. Model A, B, and D are designed to measure the importance of the general architectures, i.e., plain network, dilation and the encoder-decoder, respectively. Model C and F are utilized to evaluate the importance of the stem network, i.e., ResNet-50 [21] and DenseNet-121 [22] . Moreover, the effect of skip connections can be derived by comparing the performance of Model D, E, and F.
Except Model B, the dilated model, all training settings of the six models are same to that described in Section IV-C. We find that the dilated model consumes much more memories since it contains much larger feature maps produced by the dilated convolutional kernel. Thus, we scale down the input images size of it to 320 × 240 and halve the batch size to 4. We train these models on SALICON. Beside the validation set of SALICON, the trained models are also evaluated both on MIT1003 and CAT2000. In order to evaluate the generalization ability of the models, no fine-tuning operations are performed on neither MIT1003 nor CAT2000 here. In addition, the center-bias prior is not incorporated into the predicted saliency maps. Beside the location-based metrics, i.e., NSS, sAUC, and AUC-Judd, a distribution-based metric, SIM, is also chosen to evaluate the performance fairly. Table 2 shows the performance of all of the ablation models on the SALICON validation dataset, MIT1003, and CAT2000, respectively. Model F, the proposed model, achieves the best performance on NSS and AUC-Judd, through all three datasets.
We observe that Model A, the model with plain DenseNet-121, achieves the best performance on the sAUC metric. We argue that the sAUC metric is unfair when models do not incorporate center-bias explicitly. One of the reason is the cues for saliency, which can be learned by the model itself, often occur in the center of the image. It is not reasonable to punish center-bias when it can be learned by the model. To study the degree of the center-bias learned by the model, we average all saliency maps produced by a model as prior. We evaluate the similarity between the priors of the models and human-beings as shown in Fig. 5 . We find that the prior learned by Model A is worst over all the models, but the sAUC metric gives it the highest score.
According to SIM, Model F ranks second on SALICON and MIT1003. This occurs because SIM penalizes false negatives more than false positives [55] . Using a NSS derived objective function, models are optimized to reproduce fixation maps instead of their Gaussian blurred counterparts, saliency maps. Such predicted fixation maps have more false negatives compared against corresponding saliency maps. Thus, SIM will partly penalize models for optimizing fixation locations more. In addition, SIM scores are also affected by the parameters of Gaussian filters used in the conversion. Taking these into account, we should focus more on location-based metrics, NSS and AUC-Judd.
To study the effect of the stem network, Model C and F are compared equally, whose stem are ResNet-50 and DenseNet-121, respectively. We observe that Model F achieves performance higher than Model C on all the saliency datasets, though ResNet-50 is more powerful on classification tasks. Thus, we argue that models, which are capable to explore more features, are more suitable to be an encoder network. The impact of skip connections is also discussed by comparing the performance of Model D, E, and F. Model E and F employ two different fashions of skip connections, the concatenation and addition fashions, as shown in Fig. 3 . According to NSS, models with skip connections (E and F) perform better than the one (D) without skip connections. Comparing the fashions of skip connections, the model (F) using concatenated ones achieves better performance than the model (E) with additive ones. One of the possible reasons is that the former is better to retain different features produced by the encoder. Fig. 6 presents qualitative results of the predicted saliency maps of the proposed model and several other models, along with the ground truth saliency maps from human beings. As shown in Fig. 6 , we can see that our model can effectively highlight salient regions such as face, animals, text, etc. Also, we can find that, when multiple salient regions exist in a same scene, the proposed model is able to weight the relative saliency of these regions. Compared to the ground truth, salient regions predicted by the proposed model concentrate to saliency peaks with smaller footprints. At the meanwhile, the proposed model localize saliency peaks more accurately than other methods. This phenomenon occurs since we use the location-based function, NSS, as the objective function, which makes the model learn saliency distribution from fixations directly. This observation explains why the proposed model performs well on location-based metrics (NSS and AUC) and not very well on distribution-based metrics (SIM, CC, EMD).
E. COMPARISON WITH THE STATE-OF-THE-ART
Quantitative comparison between our model and other models is performed on SALICON and the other two benchmarks, i.e., MIT300 and CAT2000. We submit the results on test sets, whose ground truth are not public yet, to the organizers of the three datasets for a fair evaluation. For the SALICON dataset, we use the latest released version, i.e., SALICON 2017, to perform the experiments and evaluate the performance. We present the results of the ranking lists on the competition websites in Table 3, 1 Table 4 and Table 5 . 3 Note that, CEDNS is the same listed in the result pages on the MIT Saliency Benchmark website [54] and referenced in the recent survey [44] . IG is not available in Tables 4 and 5 because the MIT300 and CAT2000 benchmarks have not evaluated this metric.
As shown in Tables 3, 4 , and 5, the proposed model achieves the best NSS scores on all three models. Moreover, as for IG, the proposed model outperforms other methods with a big improvement of 14.8%. On some of the other metrics, our method achieves performance close to the best ones. For example, the AUC-Judd and sAUC score of our methods take the first and second place on CAT2000, respectively. Generally speaking, our model performs well on most of the metrics though these metrics often give inconsistent results [55] , [59] .
V. CONCLUSIONS
In this paper, we propose a convolutional network based on the encoder-decoder architecture with skip connections to predict the distribution of fixations. We discuss the impact of different components of the network, such as the choice of the stem network and the fashion of skip connections. Experimental results show that a fully convolutional network consisting of an encoder with dense connectivity pattern and a decoder with skip connections in the concatenation fashion is powerful to produce saliency maps. The proposed model is shown to be effective on SALICON, MIT300, and CAT2000. In the future, we plan to explore for a saliency model which can trade-off between location-based and distribution-based metrics better.
