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While neutral atmospheric boundary layers are rare over land, they occur frequently
over sea. In these cases they are almost always of the conventionally neutral type, in
which the neutral boundary layer is capped by a strong inversion layer and a stably
stratified atmosphere aloft. In the current study, we use large-eddy simulations (LES)
to investigate the interaction between a large wind farm that has a fetch of 15 km
and a conventionally neutral boundary layer (CNBL) in typical offshore conditions.
At the domain inlet, we consider three different equilibrium CNBLs with heights of
approximately 300 m, 500 m and 1000 m that are generated in a separate precursor
LES. We find that the height of the inflow boundary layer has a significant impact on
the wind farm flow development. First of all, above the farm, an internal boundary
layer develops that interacts downwind with the capping inversion for the two lowest
CNBL cases. Secondly, the upward displacement of the boundary layer by flow
deceleration in the wind farm excites gravity waves in the inversion layer and the
free atmosphere above. For the lower CNBL cases, these waves induce significant
pressure gradients in the farm (both favourable and unfavourable depending on
location and case). A detailed energy budget analysis in the turbine region shows that
energy extracted by the wind turbines comes both from flow deceleration and from
vertical turbulent entrainment. Though turbulent transport dominates near the end of
the farm, flow deceleration remains significant, i.e. up to 35 % of the turbulent flux
for the lowest CNBL case. In fact, while the turbulent fluxes are fully developed
after eight turbine rows, the mean flow does not reach a stationary regime. A further
energy budget analysis over the rest of the CNBL reveals that all energy available at
turbine level comes from upwind kinetic energy in the boundary layer. In the lower
CNBL cases, the pressure field induced by gravity waves plays an important role in
redistributing this energy throughout the farm. Overall, in all cases entrainment at
the capping inversion is negligible, and also the work done by the mean background
pressure gradient, arising from the geostrophic balance in the free atmosphere, is
small.
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1. Introduction
When a large number of wind turbines is assembled in a farm, the aggregated effect
of wind-turbine energy extraction is strong enough to change the local equilibrium of
the atmospheric boundary layer (ABL) (Calaf, Meneveau & Meyers 2010). In addition
to reduced velocities and enhanced turbulence in the turbine region, large wind farms
also induce effects on a regional scale beyond their own boundaries, such as wind
farm wakes (Christiansen & Hasager 2005; Fitch et al. 2012) and internal boundary
layers (Chamorro & Porté-Agel 2011; Newman et al. 2013). As an increasing amount
of wind power capacity is being installed each year (GWEC 2015), insight into the
complex wind farm–ABL system and its non-local effects forms a key instrument in
improving state-of-the-art wind farm operation and design.
For many years, the large-eddy simulation (LES) technique has been the preferred
tool for modelling atmospheric turbulence because of its detailed spatial and temporal
resolution (see, e.g. Moeng 1984; Mason 1989; Mason & Derbyshire 1990; Kosovic´ &
Curry 2000). In recent years, LES has also been applied to study turbulent flow in and
around wind turbines and wind farms (see, e.g. Jimenez et al. 2007, 2008; Calaf et al.
2010; Wu & Porté-Agel 2011). In the current study, we use large-eddy simulations to
study wind farms in conventionally neutral boundary layers (CNBLs), which are often
encountered in offshore conditions. Over the sea, shallow CNBLs occur frequently in
the presence of strong inversion layers, with boundary-layer heights typically ranging
between 200 and 700 m (Brost, Lenschow & Wyngaard 1982; Grant 1986; Tjernström
& Smedman 1993). Under such conditions, the wind turbines are no longer confined
to the inner layer of the boundary layer and outer-layer dynamics become important.
To the best of our knowledge, this situation has not been studied before in detail. Of
particular interest is the development of an internal boundary layer at the wind farm
entrance, and its downwind interaction with the overlying inversion layer. We also
investigate the activation and related feedback effects of gravity waves occurring in the
free atmosphere above the CNBL. We will show that both effects play an important
role in the overall energy extraction of the wind farm, and strongly depend on the
height of the CNBL.
The term conventionally neutral atmospheric boundary layer refers to a neutral ABL
developing against a stably stratified background (Zilitinkevich & Esau 2002). Over
land, these conditions are only found during a short transition period after sunset
or on cloudy days with very strong winds (Stull 1988; Garratt 1992). By contrast,
offshore CNBLs occur more often as the surface heat flux tends to be smaller at sea
(Businger & Charnock 1983). CNBLs are also formed by stable internal boundary
layers above large lakes or semi-enclosed seas (Csanady 1974; Garratt 1987; Garratt
& Ryan 1989; Melas 1989; Tjernström & Smedman 1993; Smedman, Bergström &
Grisogono 1997; Lange et al. 2004). The vertical structure of the CNBL is illustrated
in figure 1 (Allaerts & Meyers 2015). In the free atmosphere, the flow is non-turbulent
and the wind speed is perpendicular to the pressure gradient and the Coriolis force. In
the boundary layer, the wind speed decreases towards the ground and rotates towards
the pressure gradient, as shown in figure 1(b). At the interface, the strong increase
in potential temperature limits turbulent gusts and thereby controls the boundary-layer
height.
The first LES studies with conventionally neutral conditions considered oceanic
bottom boundary layers (McWilliams et al. 1993) or limiting cases in the comparison
between shear- and buoyancy-driven ABL flows (Moeng & Sullivan 1994; Sullivan,
McWilliams & Moeng 1994). Later, Lin et al. (1996) also included an inversion
layer when studying coherent structures and dynamics in the neutral boundary layer.
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FIGURE 1. (Colour online) (a) Schematic representation of the conventionally neutral
atmospheric boundary layer, showing a three-dimensional view of the profiles of potential
temperature and velocity as a function of height, indicating the temperature jump in the
capping inversion and the typical Ekman spiral in the boundary layer. Adapted from
Allaerts & Meyers (2015) with the permission of AIP Publishing. (b) Plane view of the
horizontal force balance in the free atmosphere and at ground level.
However, the actual importance of the capping inversion and the free-atmosphere
stratification was only realised when Zilitinkevich & Esau (2002) discovered that
the free stream Brunt–Väisälä frequency N forms a key scaling parameter for the
ABL. Since then, a number of authors have used LES to study conventionally neutral
conditions. For instance, Zilitinkevich & Esau (2003, 2005) and Zilitinkevich, Esau &
Baklanov (2007) continued to improve equilibrium height formulations and similarity
theory predictions for the CNBL, and Esau (2004a,b) showed the importance of the
inversion-layer height for flow properties such as turbulent kinetic energy and surface
drag. Further, Taylor & Sarkar (2007, 2008a,b) investigated stratification effects in
the bottom Ekman layer of the ocean and Pedersen, Gryning & Kelly (2014) recently
examined the dynamic evolution of the CNBL towards a statistically steady-state,
fully turbulent boundary layer.
Most wind farm boundary-layer studies, however, have focused on neutral
pressure-driven boundary layers, in which rotation and stratification effects are absent.
Examples are studies of fully developed wind farms by Calaf et al. (2010), Calaf,
Parlange & Meneveau (2011), Yang, Kang & Sotiropoulos (2012), Goit & Meyers
(2015) and of wind farms with entrance effects and a developing boundary layer by
Porté-Agel, Wu & Chen (2013), Wu & Porté-Agel (2013, 2015), Stevens, Gayme
& Meneveau (2014a), Stevens, Graham & Meneveau (2014b), Stevens, Gayme &
Meneveau (2015), Nilsson et al. (2015), Goit, Munters & Meyers (2016), Munters,
Meneveau & Meyers (2016). The main working assumption in these studies is that the
wind turbines are located in the inner region of the ABL (i.e. the lower 10 %–15 %
of the ABL), so that outer-layer effects such as Coriolis forces and the capping
inversion do not directly influence the farm. However, this assumption breaks down
for shallow boundary layers in which case the wind turbines reach into the outer
layer and external effects start to influence the wind farm flow behaviour (Goit &
Meyers 2013). With respect to wind energy, CNBLs have not been explored much.
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Abkar & Porté-Agel (2013, 2014) investigated the influence of the free-atmosphere
stratification on fully developed wind farms and found a decrease in wind farm power
extraction for increasing stability in the free atmosphere. Allaerts & Meyers (2015),
on the other hand, focused more on the influence of the inversion layer and related
the performance variations to differences in the boundary-layer height. Simulations
of developing wind farms under conventionally neutral conditions have only been
performed by Churchfield et al. (2012) and Archer, Mirzaeisefat & Lee (2013), both
for relatively high inversion layers. None of these studies have simulated atmospheric
gravity waves above the inversion layer.
In both wind tunnel experiments (Chamorro, Arndt & Sotiropoulos 2011; Chamorro
& Porté-Agel 2011; Markfort, Zhang & Porté-Agel 2012; Newman et al. 2013) and
numerical simulations (of a pressure-driven boundary layer) (Wu & Porté-Agel 2013),
it was shown that an internal boundary layer develops at the entrance of a wind
farm. Several studies have argued that the adjustment of the ABL to the increased
drag by the wind turbines is comparable to a surface-roughness transition (Crespo
et al. 1999; Frandsen et al. 2006). Elliott (1958) was the first to study the adaptation
of the flow close to the ground to a step change in surface roughness. He found
that the internal-boundary-layer growth scales with the 0.8 power of the downwind
distance, a result that is still commonly used in the wind energy community (see, e.g.
Meneveau 2012). Since then, a considerable amount of literature has been published
on this flow transition (see, e.g. Garratt 1990, 1992, for a review). A number of
authors have extended the traditional surface-layer approach to meso-scale flows,
i.e. including Coriolis effects and the full depth of the ABL, and considered larger
downwind fetches (Taylor 1969; Jensen 1978; Wright et al. 1998; Hunt et al. 2004).
These studies predicted that the change in surface stress is accompanied by a change
in surface wind direction. Taylor (1969) further showed that the length scales related
to the adaptation of the wind direction and the turbulent stress are very different,
i.e. the turbulent stress adapts rapidly to the new roughness and spreads up from
the surface, whereas the changes in wind direction occur more uniformly across the
boundary layer and take place at larger downwind fetches. Moreover, Hunt et al.
(2004) showed that variations in surface roughness also affect the inversion height
and the pressure field. In the current work, we choose a sufficiently large simulation
domain to study these effects, and their influence on wind farm power extraction in
the context of a wind farm-induced roughness change.
Finally, the inversion layer and the stably stratified free atmosphere above the
CNBL facilitate the formation and propagation of atmospheric gravity waves. While
these waves are mostly associated with flows over mountain ridges or isolated
mountains (Queney 1948; Smith 1980), Smith (2010) postulated, using a simplified
linear model, that gravity waves can also be triggered by very large wind farms. In
this respect, the farm can be viewed as a semi-permeable mountain that redirects part
of the flow upwards, causing a displacement of the boundary-layer top and thereby
generating gravity waves. Although the gravity waves only exist in the inversion layer
and the free atmosphere, the associated pressure perturbations are imposed on the
boundary layer and modify the wind farm flow. In the current work, the energetic
consequences of these gravity waves are investigated by performing a detailed wind
farm energy budget analysis. In particular for shallow CNBLs, these gravity waves
play an important role in the overall energy budget.
The remainder of this paper is organised as follows. Section 2 first elaborates
a number of important numerical aspects. Subsequently, the initialisation of the
boundary-layer flow is discussed in § 3 and general trends of developing wind farm
boundary layers are shown in § 4. In § 5, the sensitivity of the boundary-layer flow
to the inflow conditions is analysed. Conclusions are summarised in § 6.
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FIGURE 2. Sketch of the numerical domain, showing the relative positions of the wind
farm, the fringe region and Rayleigh damping layer. The vertical scale is exaggerated as
the inversion layer occurs at 1 km or less.
2. Numerical aspects
The behaviour of developing wind farms under conventionally neutral inflow
conditions is studied by performing large-eddy simulations with the SP-Wind solver.
This in-house research code was developed in a series of studies by Meyers & Sagaut
(2007), Delport, Baelmans & Meyers (2009), Meyers & Meneveau (2010), Munters
et al. (2016). The current study is largely based on the SP-Wind version of Allaerts
& Meyers (2015), which includes rotation and stratification effects (see appendix A
for a summary of the LES methodology). The specification of boundary conditions
is discussed in § 2.1. Further, the wind farm set-up is described in § 2.2, and an
overview of the various LES cases is given in § 2.3.
2.1. Boundary conditions
At the top of the domain, non-reflecting boundary conditions are needed so that
gravity waves can travel outwards without generating spurious reflections. As it is
very difficult to determine appropriate radiation conditions for the highly nonlinear
Navier–Stokes equations, wave reflections are alleviated with a simple wave-absorbing
layer (see figure 2). In particular, Rayleigh damping is used (Klemp & Lilly 1978;
Durran & Klemp 1983), for which the erroneous backward reflection was shown to
be less scale dependent than for viscous damping (Israeli & Orszag 1981). A cosine
profile is chosen for the damping coefficient so that it increases smoothly throughout
the damping layer. Boundary conditions still need to be imposed at the top of the
domain, for which simple rigid-lid conditions are used, i.e. zero stress and vertical
velocity and a fixed potential temperature. At the bottom of the domain, classic wall
modelling is applied (see appendix A).
In horizontal directions, the pseudo-spectral discretisation implies periodic boundary
conditions. In order to prevent turbine-wake effects from being recycled back to the
inlet, an artificial ‘fringe region’ is added to the domain in the streamwise direction
(see figure 2), in which the flow variables are forced to an unperturbed inflow
profile (Spalart & Watmuff 1993; Lundbladh et al. 1999; Nordström, Nordin &
Henningson 1999). Within the fringe region, the masking function of Nordström
et al. (1999) is used for both the velocity and potential-temperature forcing, and
the smoothing parameters ∆s and ∆e are set to 0.06Lx. To obtain a fully developed
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inflow profile with consistent turbulent structures and non-Gaussian statistics, the
concurrent-precursor method is applied (Stevens et al. 2014b; Munters et al. 2016).
This method obtains inflow conditions from a precursor simulation that runs on an
independent domain simultaneously with the main domain.
Although extending the fringe region method to non-neutral simulations is
straightforward, this method is not widely used for atmospheric flows. Only Inoue,
Matheou & Teixeira (2014) have used this technique to model the transition of
stratocumulus to shallow cumulus clouds. Nevertheless, the fringe region method,
besides providing a desired inflow profile, also absorbs gravity waves leaving through
either side of the domain (mathematically, the fringe region is just a Rayleigh damping
layer with a time-varying input velocity). In this way, it prevents the formation of
non-physical standing wave patterns. Inoue et al. (2014) report that this method is
less affected by artificially reflected waves than an inflow–outflow method (Mayor,
Spalart & Tripoli 2002).
2.2. Wind farm set-up
In the current study, a very large generic wind farm with 180 turbines is considered.
The wind turbines have a hub height zh = 100 m and diameter D = 100 m, and
they are modelled using the actuator disk method (see § A.2). The disk-based thrust
coefficient C′T = 4/3 (Calaf et al. 2010). The wind farm contains 20 rows of turbines
so that spatially developing features of various length scales can be investigated. The
streamwise spacing is set to sxD= 7.5D, which yields a wind farm length of 15 km.
In the spanwise direction, nine turbine columns with spanwise spacing syD = 5.33D
are simulated, giving a width of 4.8 km. Note that, as no fringe region is applied in
the spanwise direction and as the wind farm spans the full width of the simulation
domain, the current set-up simulates the asymptotic limit of an ‘infinitely’ wide wind
farm. This will result in slightly increased wind farm flow blockage and gravity-wave
excitation compared to ‘fully finite’ wind farms, where the wind can also flow around
the farm in the spanwise direction and waves can expand in three instead of two
dimensions. The results of this study therefore reflect the flow behaviour in the middle
turbine columns in a very wide wind farm. The large number of turbine columns is
chosen to allow fairly large turbulent structures as well as sufficient averaging in the
spanwise direction. Moreover, the width of the domain is such that turbulent structures
entering the domain at the front (in the lower 80 % of the boundary layer) leave the
domain through the back before they are recycled via the spanwise periodic boundary
conditions.
The local wind direction may vary throughout the wind farm due to the combination
of flow deceleration and Coriolis effects. Therefore, a simple yaw controller is
implemented to keep the rotor disks perpendicular to the incident wind flow. The
incident flow angle is measured 1D upwind of the turbine disk so as to ignore the flow
deflection in the near vicinity of the turbine. Further, as the effective spanwise width
is infinite, incident flow angles can be averaged over each turbine row. Additional
averaging of the flow angle by means of a first-order time filter is performed. Since
we are only interested in the steady-state yaw angle and not in its dynamics, we take
a relatively large time constant of 15 min.
2.3. Case set-up
Three different LES simulations are performed, among which the height of the
undisturbed CNBL upwind of the wind farm is varied. The variable inflow height
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Inversion layer Vertical grid size
h (m) 1θ (K) Nz
S1 1000 1.0 700 (= 300+ 350+ 50)
S2 500 2.0 620 (= 200+ 370+ 50)
S4 250 4.0 620 (= 200+ 370+ 50)
TABLE 1. Overview of the various LES simulations. The size of the numerical domain
Lx × Ly × Lz and the number of grid points in horizontal directions Nx × Ny are equal in
all three simulations, i.e. the domain size is 38.4 km× 4.8 km× 25.0 km and 9.6 km×
4.8 km× 25.0 km for main and precursor domain, respectively, and the horizontal grid is
1280× 320 and 320× 320. The amount of grid points in the vertical direction is divided
into the number of equidistant grid points in the lower part of the domain, the number of
grid points in the stretched grid part and the grid points in the Rayleigh damping layer.
is thereby achieved by careful selection of initial conditions. Table 1 provides an
overview of the numerical set-up of the various LES cases. The parameters specifying
the inversion layer are discussed in § 3.1.
Atmospheric conditions are set to represent an offshore CNBL. All cases are forced
with a constant geostrophic wind speed of G = 12 m s−1. The drag of small-scale
surface waves on the wind is simply parametrised by a constant surface-roughness
length z0 = 2 × 10−4 m (Sullivan et al. 2008), and no resolved wave structures are
considered. A more detailed representation of the sea surface including wave dynamics
could be obtained by, e.g. the dynamic roughness model of Yang, Meneveau & Shen
(2013), but this approach is beyond the scope of this study. The free-atmosphere lapse
rate γ equals 1 K km−1 and the temperature of the mixed layer is θm= 15 ◦C, which
is also taken as the reference temperature θ0. Finally, the Coriolis parameter fc is set
to 10−4 s−1, corresponding to a latitude of φ = 43.43◦.
The size of the numerical domain is to a large extent determined by the presence
of atmospheric gravity waves. In the streamwise direction, sufficient spacing between
the wind farm and the fringe region is needed to avoid too large distortions of the
wind farm-generated gravity-wave field. Inoue et al. (2014) found that the influence
of the fringe region is limited to approximately 10 km upwind. For the wind farm
length under consideration, we found good results with 10 km upwind and 8.6 km
downwind distance between the fringe region and the wind farm (see figure 2). A
fringe region of 4.8 km with a damping coefficient λmax equal to 0.03 s−1 was found
sufficient to damp out horizontally propagating gravity waves. Hence, the total domain
size in streamwise direction sums up to Lx = 38.4 km. In the precursor simulation, a
simple ABL without wind turbines is simulated. Accordingly, the streamwise size of
the domain can be reduced to save computational costs, and we set Lx = 9.6 km in
the precursor simulation.
Under the hydrostatic assumption, the vertical wavelength of gravity waves is
given by λz = 2piU/N, which is approximately 12.8 km under the given atmospheric
conditions. Klemp & Lilly (1978) found that the depth of the damping layer should
be of the order of one vertical wavelength. We set the depth of the damping layer
to 10 km, which corresponds to 0.78λz. Further, Durran & Klemp (1983) found that
‘the numerical solution is not strongly sensitive to the strength of the damping in the
wave-absorbing layer, but it can be very sensitive to changes in the height at which
the absorbing layer begins, i.e. the effective height of the upper boundary’. We found
reasonably low wave reflection when at least one vertical wavelength fitted into the
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domain (see § 4.3 for a qualitative discussion on wave reflection). Therefore, the
height of the physical domain is set to 15 km. Combined with the Rayleigh damping
layer above, the total height of the numerical domain is 25 km (see figure 2). The
Rayleigh damping coefficient is set to 0.0001 s−1. Note that, despite the large vertical
extent of the domain, the Boussinesq approximation can still be used as long as the
characteristic vertical displacement (of the order of 100 m in our simulations) remains
small compared to the density scale height of the atmosphere, which is typically of
the order of 10 km (Wyngaard 2010).
Using SP-Wind, Calaf et al. (2010) and Meyers & Meneveau (2013) performed
sensitivity studies for wind farms with turbine spacing similar to the one considered
here (i.e. sx× sy= 7.85× 5.24), and they found only small influences of the horizontal
resolution when 25 m 6 1x 6 50 m and 10 m 6 1y 6 25 m. Accordingly, the grid
resolution is set to 30 m and 15 m in streamwise and spanwise directions, respectively.
In the vertical direction, the finite difference scheme requires a finer resolution to
accurately resolve turbulent structures. In particular, the inversion layer forms the most
stringent region as its strong stability results in fine-scale turbulent motions. These
structures should still be resolved in order for LES to provide a good estimate of the
turbulent entrainment rate. Taylor & Sarkar (2008a) found that the scale of turbulent
eddies responsible for entrainment into the boundary layer can be estimated by the
Ellison scale, defined as
LE =
√
〈θ ′2〉
∂〈θ¯〉/∂z , (2.1)
using a bar for time averaging and angular brackets for horizontal averaging. From
figure 3, showing the Ellison scale for the different simulations, it is found that a
vertical resolution of 5 m is sufficient for all simulations to capture the Ellison scale
in the inversion layer. The lower 1 km of the domain is therefore equipped with
an equidistant grid with 200 grid points (1.5 km with 300 grid points in case S1).
Above this equidistant grid and up to a height of 15 km, the grid is stretched with
a maximum grid size of 40 m (see table 1 for the amount of grid points in this
stretched part). The damping layer at the top of the domain is made up of 50 grid
points, with the grid resolution stretching from 40 m to 300 m. Hence, the number of
grid points in the vertical direction is 620 (700 in case S1), see table 1. In total, the
simulations use approximately 320 million grid cells (360 million for case S1), for
the combination of main and precursor domain.
3. Boundary-layer initialisation
The wind farm boundary layer needs to be initialised properly before any flow
statistics can be collected over time. This is achieved in two phases, namely the spin-
up phase and the wind farm start-up phase.
In the first phase, the precursor domain is simulated starting from average vertical
profiles combined with random noise (see § 3.1), and the simulation is progressed in
time until a steady-state, fully developed turbulent CNBL is obtained. In the literature,
equilibration times for the CNBL are reported to be between 16 and 24 model hours
(see, e.g. Zilitinkevich et al. 2007; Pedersen et al. 2014), so the duration of the spin-
up phase is set to 20 h. The precursor domain does not contain any wind turbines,
so there are no mechanisms to trigger large-scale stationary gravity-wave structures.
Gravity waves can still be excited in the precursor domain by turbulent motions near
the top of the boundary layer (see, e.g. Taylor & Sarkar 2007), but we found that
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FIGURE 3. Ellison scale, computed from vertical profiles averaged horizontally and over
the last five hours of the spin-up phase, for cases S1 (squares), S2 (circles) and S4
(triangles).
h (m) ∂h/∂t (m h−1) Mhub (m s−1) u∗ (m s−1) α (deg.) TI (%)
S1 997 0.41 10.96 0.310 −7.72 4.18
S2 520 0.91 11.20 0.315 −11.03 3.90
S4 296 1.84 11.13 0.306 −17.50 3.85
TABLE 2. Steady-state parameters of the various spin-up cases, including the boundary-
layer height h, the boundary-layer growth ∂h/∂t, the hub-height velocity Mhub, the friction
velocity u∗, the geostrophic wind angle α and the turbulent intensity at hub height TI.
the amplitude of such waves is at least an order of magnitude smaller than wind
farm-induced gravity waves. The effect of these weak gravity waves on the wind farm
behaviour will therefore be negligible, which allows us to simulate only the lower
5 km of the domain in this phase, with a damping layer between 1 and 5 km (1.5 for
case S1). Furthermore, the wind angle controller of Allaerts & Meyers (2015) is used
during this phase to vary the geostrophic wind angle α, such that the flow direction at
hub height is aligned with the x-direction. The control parameters are set to β= 2 h−1
and σ = 3.33 min.
In the second phase, both precursor and main domain are simulated. The precursor
simulation now starts from the velocity and potential-temperature fields developed
in the spin-up phase, and produces realistic inflow fields for the main domain. This
phase is advanced for one hour, corresponding to approximately two and a half wind
farm flow-through times, during which the farm goes through its start-up phase, the
yaw controller converges to a steady yaw angle and the flow generally adapts to the
presence of the wind turbines. By the end of this phase, any transitional effects of
the wind farm start-up have died out, and the wind farm boundary layer has reached
a statistically stationary state. After these two initialisation phases, flow statistics
are collected over a period of two hours, which has been selected as a trade-off
between computational cost and statistical convergence. With a turbulent intensity of
approximately 4 % (see table 2) and an integral time scale of approximately 500 s
(based on the autocorrelation of the disk-averaged velocity), we estimate the statistical
error on the time- and column-averaged turbine power to be 1.5 %.
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3.1. Initial conditions
Specification of the initial potential-temperature profile for the spin-up phase is
very important, because this will have a direct impact on the outcome of the
whole simulation as the CNBL is very sensitive to its heating history (Tennekes
1973). Following Allaerts & Meyers (2015), the initial potential-temperature profile
is specified using an analytical expression that allows control over the inversion
parameters (Rampanelli & Zardi 2004):
θ(z)= θm + a tanh(η)+ 12 + b
ln[2 cosh(η)] + η
2
, (3.1)
where η is a dimensionless height and a and b are tuning parameters related to the
inversion characteristics. The properties of the inversion layer are chosen such that the
resulting boundary layer is in equilibrium. To this end, the empirical formulation of
Csanady (1974) for the asymptotic depth h of the CNBL is used:
h= A θ0
g1θ
u2∗, (3.2)
where u∗ is the friction velocity, 1θ is the inversion strength and A is an empirical
parameter estimated to be approximately 500 (Csanady 1974; Tjernström & Smedman
1993). Using typical values of 0.26–0.28 m s−1 for the friction velocity over sea, we
obtain the set of inversion heights and strengths given in table 1.
Initialisation of the velocity follows the approach of Allaerts & Meyers (2015), i.e.
a profile is created by blending a neutral boundary-layer profile below h/2 with the
prescribed geostrophic wind velocity above. Random divergence-free perturbations
are added to the velocity profile to trigger turbulence. The perturbations have an
amplitude of 0.1G and are added below 100 m only, so that the initial ‘non-physical’
random noise does not interact directly with the inversion layer. This initial condition
is advanced in time in the first phase, during which the initial random noise evolves
into turbulence and fills up the boundary layer under the capping inversion.
3.2. Initialisation results
Some steady-state parameters are given in table 2 for the various spin-up cases.
The height of the inversion layer changes slightly during the spin-up phase, but the
total increase remains below 50 m in all cases. Near the end of the first phase, the
boundary-layer growth attains a small constant value (less than 2 m h−1), indicating
that the boundary layer has reached a quasi-steady state. For comparison, Pedersen
et al. (2014) found average growth rates for CNBLs in quasi-steady state between
0.28 and 0.58 m h−1. Further, the hub-height velocity Mhub and the friction velocity
u∗ are found to be nearly constant for the different cases, and the geostrophic angle
α increases with decreasing boundary-layer height. The turbulent intensity is defined
as TI = (〈u′iu′i〉/3)1/2/Mhub and is approximately 4 % at hub height in every case. For
comparison, Bergström (2009) measured turbulent intensities at Lillgrund in the range
1 to 18 % with an average of 6 % (measured at 65 m), and Barthelmie et al. (2009)
reported low turbulent intensities (<8 %) for the Horns Rev wind farm.
Figure 4 shows vertical profiles of various flow variables for the different spin-up
cases, averaged over the horizontal directions and over the last five hours of the first
phase. Note that we normalise figure 4(a,b) with two different velocity scales, i.e. the
horizontal velocity profiles are scaled with the geostrophic wind speed G so that they
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FIGURE 4. Vertical profiles, averaged over the horizontal directions and over the last
five hours of the spin-up phase, of (a) horizontal velocity magnitude, (b) total shear
stress magnitude, (c) horizontal wind direction and (d) potential temperature for cases S1
(squares), S2 (circles) and S4 (triangles).
collapse above the boundary layer, while the stress profiles are non-dimensionalised
with the friction velocity u∗ so that they coincide at the surface. The ratio of u∗/G≈
0.025 can be inferred from table 2 given G = 12 m s−1 for all cases. Figure 4(a)
shows that all cases develop a supergeostrophic jet near the boundary-layer top with
a maximum wind speed of approximately 1.05 G, similar to Pedersen et al. (2014).
Further, the vertical profiles of stress and wind direction (see figure 4b,c) follow the
expected trends, i.e. linear (or close to) in the boundary layer and zero or constant
above. Finally, the potential-temperature profile in figure 4(d) shows that the general
shape of the inversion layer is preserved, and the temperature in the boundary layer
increases only very little (less than 0.5 K). Overall, these results demonstrate that the
first initialisation phase yields a steady-state, fully turbulent CNBL, which can be used
to produce accurate inflow conditions for the developing wind farm.
Instantaneous contours of the horizontal velocity in the precursor and main domain,
obtained at the end of the second initialisation phase of case S1, are shown in
figure 5. On the left, figure 5(a,c) show an x–z plane (only the lower 2 km of the
numerical domain are shown) and an x–y plane (at zh = 100 m) of the precursor
domain. In the top view, typical elongated streaks in streamwise direction are visible.
The side view, on the other hand, shows that turbulence extends up to the capping
inversion, which is located here at approximately 1 km. The flow above the capping
inversion is non-turbulent and shear free. Similar cross sections of the main domain
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FIGURE 5. (Colour online) Instantaneous contours of horizontal velocity magnitude,
obtained at the end of the second initialisation phase and normalised by the geostrophic
wind speed, for case S1; (a,b) an x–z plane through the middle of a turbine column (only
the lower 2 km of the numerical domain are shown); (c,d) an x–y plane at turbine hub
height zh = 100 m. The left panel shows the precursor domain (a,c) and the right panel
shows the main domain (b,d), where turbine disk locations are indicated with vertical
black lines. The bottom panel shows a detailed view of the wind farm entrance region
in an x–y plane.
are shown in figure 5(b,d), where turbine disk locations are indicated with vertical
black lines. The x–y plane through the centre of the rotor disks shows significant
turbine-wake meandering, especially from the fourth turbine row onward. Further, a
gradually increasing velocity deficit appears throughout the farm. In the side view,
the vertical extent of the turbine wakes increases downwind, and the height of the
capping inversion appears to increase as well. Behind the farm, the velocity in the
boundary layer is lower but more turbulent than upwind, indicating the existence
of a long wind farm wake. In conclusion, figure 5 shows that the flow in both the
precursor and main domain is fully turbulent, so flow statistics may be collected
starting from this state onward.
4. General behaviour of a developing wind farm in the CNBL
We start by describing the general behaviour of large developing wind farms under
conventionally neutral conditions, using the LES results from case S1 averaged over
the last two simulation hours. For this case, the inversion layer is located relatively
far away from the turbine region, so direct interactions between inner- and outer-
layer dynamics are less likely to occur. This allows a first study of the wind farm
flow without having to cope with complex interactions between wind turbines and the
inversion layer. The flow behaviour in the boundary layer is first examined in § 4.1.
After that, the wind farm performance is analysed quantitatively in § 4.2 by looking
at the energy budget terms. Finally, atmospheric gravity waves and the corresponding
structures in velocity, pressure and potential-temperature fields are discussed in § 4.3.
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FIGURE 6. (Colour online) Contours of time-averaged horizontal velocity magnitude (u¯2+
v¯2)1/2, normalised by the geostrophic wind speed, for case S1; (a) an x–z plane through
the middle of a turbine column (only the lower 1.5 km of the numerical domain are
shown), showing the evolution of the inversion-layer base and top (solid lines) as well
as the growth of an internal boundary layer (dashed line); (b) an x–y plane at turbine
hub height zh= 100 m (only three of the nine turbine columns are shown). In (a) and (b),
the location of the wind-turbine disks are indicated with vertical black lines.
4.1. Boundary-layer flow behaviour
Contours of the time-averaged horizontal velocity magnitude (u¯2+ v¯2)1/2 are shown in
figure 6 for case S1. The planes are taken at the same locations as in figure 5, i.e. an
x–z plane through the middle of a column of turbines and an x–y plane through the
wind-turbine centres. The individual turbine wakes are clearly visible, and we observe
strong velocity deficits behind the first and second turbine rows. Further downwind,
wake recovery increases and the velocity deficit immediately behind the turbines is
smaller. Figure 6(b) further shows that high-speed channels exist between turbine
columns in the beginning of the farm. However, these channels gradually decelerate
as turbine-wake expansion fills up the spanwise spacing between the turbines.
The vertical expansion of wind-turbine wakes and the related velocity deficits can
be observed in figure 6(a). The depth of the velocity-deficit region increases with
downwind distance, which indicates the growth of an internal boundary layer (IBL).
The height of this layer is a useful parameter to quantify the flow development, and it
allows comparison between various cases. However, there is often no sharp interface,
and several different measures for the IBL height are available in the literature. The
simplest approach to estimate the IBL height is based on the horizontal velocity
magnitude, i.e. h(M) is calculated as the height where the ratio of the time-averaged
velocity and the inflow velocity at the same height, taken in a plane 2 km upwind
reaches a threshold of 97 % (see, e.g. Wu & Porté-Agel 2013). This estimate is
represented by a dashed line in figure 6(a), together with the base and top of the
inversion layer (solid lines), showing that the IBL does not interact with the inversion
layer located far above.
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FIGURE 7. (a) IBL height estimates h(M) (dash-dotted line), h(τz) (dashed line) and h(τx)
(solid line) for case S1. The estimates h(τz) and h(τx) have been smoothed with a top-hat
filter with width 2D. The thin solid lines represent least-squares fits of the height estimates
with a power law, and the theoretical profile of Elliott (1958) is included (circles). (b)
Vertical profiles of total shear stress magnitude for case S1, averaged in time and over
a streamwise and spanwise distance of 2D and Ly, respectively. The profiles have been
obtained 1D upwind of turbine rows 1, 2, 4, 8, 12, 16 and 20. The corresponding locations
are indicated in (a) with vertical dotted lines.
Figure 7(a) compares h(M) with two additional estimates h(τx) and h(τz) proposed
by Glendening & Lin (2002). These estimates are obtained from the vertical profiles of
total shear stress (see figure 7(b), showing the vertical shear stress profile at various
locations in the farm). The estimate h(τx) corresponds to the loci where ∂τ/∂x = 0
and marks the place where the shear stress is first influenced by the increased drag
of the wind turbines. Alternatively, h(τz) is defined as the height where the curvature
of the normalised shear stress profile reaches a maximum. Figure 7(a) shows that
h(τx) > h(τz), which corresponds to the findings of Glendening & Lin (2002) and
which can also be observed in the vertical shear stress profiles in figure 7(b). Further,
the estimate h(M), based on the horizontal velocity, is lower than both estimates based
on the shear stress, which agrees with the observation of Shir (1972) that velocity
profiles adapt more slowly than stress profiles.
Elliott (1958) observed that the IBL height grows as
h
z0,2
=
(
0.75− 0.03 ln z0,2
z0,1
)(
x
z0,2
)0.8
, (4.1)
with z0,1 and z0,2 the upwind and downwind surface roughness, respectively. This
height is included in figure 7(a), using z0,1= 2× 10−4 m and z0,2= 1.68 m, where the
latter value has been obtained with the wind farm surface-roughness formula of Calaf
et al. (2010). Figure 7(a) further includes least-squares fits of the three measures
obtained from the LES results using a power law h− h0 = axp (with h, h0 and x in
metres). For all three estimates, we find that the exponents are close to the 0.8 power
of Elliott (1958), i.e. 0.75, 0.71 and 0.74 for h(M), h(τz) and h(τx), respectively.
In the remainder of this study, we will quantify the IBL height with h(M) as this
method is also usable when the IBL interferes with the inversion layer (see § 5.1),
while the other estimates become intractable.
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FIGURE 8. (Colour online) Contours of (a) turbulent kinetic energy increase 1q and (b)
wind veer 1φ with respect to the inflow, taken in an x–z plane through the middle of a
turbine column (only the lower 1.5 km of the numerical domain are shown) and averaged
over the last two simulation hours, for case S1. The evolution of the inversion-layer base
and top (solid lines) as well as the growth of the IBL (dashed line) are shown. Wind-
turbine disk locations are indicated with vertical black lines.
Figure 8(a) shows the increase in turbulent kinetic energy 1q with respect to the
inflow in an x–z plane through the middle of a turbine column. We observe that the
change in turbulent kinetic energy (TKE) starts in the turbine wakes in the lower part
of the boundary layer and then spreads upwards with increasing downwind distance.
Further, it is also clear that the flow behind the wind farm is significantly more
turbulent than the flow upwind, indicating the existence of a wind farm wake.
The streamwise mass transport inside the IBL is reduced due to the lower wind
speed compared to upwind conditions. The continuity constraint requires this blockage
effect to be compensated by either flow acceleration or boundary-layer thickening.
Whereas the neutral pressure-driven approach only allows for flow acceleration above
the IBL because of the fixed boundary-layer height, we observe a combination of
both aspects (see figure 6b). In fact, as can be seen in the figure, the inversion layer
is pushed slightly upward, while at the same time, the flow also slightly accelerates
below the inversion layer. We further found that the centre of the inversion layer
coincides almost exactly with a streamline (not shown). This finding indicates that the
lifting of the inversion layer is only due to the flow divergence and the accompanying
displacement of streamlines, and that it is not related to enhanced turbulent mixing.
This idea is supported by figure 8(a) showing no increased turbulence in or close to
the inversion layer due its location far above the IBL.
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The flow deceleration induces a second effect related to the Coriolis force and the
horizontal force balance. As the Coriolis force scales linearly with the wind velocity,
a slow down of the flow will reduce this force and cause the wind velocity to turn
towards the direction of the pressure gradient. In figure 8(b), showing the difference
in wind direction with respect to the inflow direction, this deceleration-induced flow
rotation is clearly visible. Moreover, comparison with the TKE increase in figure 8(a)
shows that the change in the wind direction occurs more uniformly across the
boundary layer. Hence, the observation of Taylor (1969) that the wind direction and
turbulent stress adapt very different to a surface-roughness transition also holds for
wind farm boundary layers. In the current case, the maximal directional change is
approximately 2◦ near the end of the farm. Dörenkämper et al. (2015) also observed
a slight deviation to the left for a wind farm under stable atmospheric conditions,
and attributed this deflection to the decrease in Coriolis force. Other studies reported
wind farm wakes turning away from the pressure gradient towards the geostrophic
wind direction (Van der Laan et al. 2015; Volker et al. 2015), and they attributed this
effect to turbulent transport of momentum from above. In the current study, however,
we find that enhanced turbulent mixing remains limited to the IBL and that the
decrease in Coriolis forces dominates the turbulent transport of spanwise momentum,
resulting in a wake deflection towards the pressure gradient.
4.2. Energy budget analysis
The gradual flow deceleration and turbine-wake expansion will have an impact on
the energy household in both the wind farm and the boundary layer. In order to
understand the different processes that deliver energy to the turbines, we look into
the kinetic energy budget. The time-averaged kinetic energy equation (per unit mass)
can be derived by multiplying the momentum equation (i.e. (A 2)) with ui and
subsequently averaging the equation in time, resulting in
∂
∂xj
[
u¯jEk + u¯iu′iu′j + 12u
′
iu′iu′j + uiτ rij
]
=−ui
ρ
∂p?
∂xi
+ g
θ0
u3(θ − θ0)+ τ rijSij + uifi − u¯i
ρ
∂p∞
∂xi
, (4.2)
with Ek= (u¯iu¯i+ u′iu′i)/2 and u′i= ui− u¯i. We are now interested in the variation of the
energy budget terms with streamwise distance, i.e. how do the various terms change
when going through the farm. In order to average out local oscillations around the
turbines, equation (4.2) is integrated for every turbine row over a control volume. In
fact, we will consider two different control volumes Ω t and Ωb to interpret the results,
as indicated in figure 9. The kinetic energy budget for any control volume Ω can be
written as
−
∫
Ω
∂ u¯jEm
∂xj︸ ︷︷ ︸
D
dΩ −
∫
Γ
u¯iu′iu′1 + 12u′iu′iu′1 + u′1p′/ρ + uiτ ri1︸ ︷︷ ︸
Fx
 dΓx

x2
x1
−
∫
Γ
u¯iu′iu′3 + 12u′iu′iu′3 + u′3p′/ρ + uiτ ri3︸ ︷︷ ︸
Fz
 dΓz

zu
zl
−
∫
Ω
u¯i
ρ
∂p∞
∂xi︸ ︷︷ ︸
P∞
dΩ
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FIGURE 9. (a) Front view and (b) side view of the computational domain, illustrating
the control volumes in the turbine region (Ω t, grey encircled area) and in the layer above
(Ωb, white encircled area) over which the kinetic energy equation is integrated.
+
∫
Ω
g
θ0
u3(θ − θ0)︸ ︷︷ ︸
Pθ
dΩ +
∫
Ω
τ rijSij︸︷︷︸
E
dΩ +
∫
Ω
uifi︸︷︷︸
PF
dΩ = 0, (4.3)
where p′ is the turbulent fluctuation in p? and (x1, x2, zl, zu) correspond to the
boundaries of the control volume. The integrals need to be computed either over
the entire control volume (dΩ), or over the y–z faces (dΓx) or x–y faces (dΓz)
of the control volume. There is no transport through the x–z faces as all control
volumes span the full domain width (remember that the domain is periodic in the
spanwise direction). We further introduced the total mechanical energy per unit mass
as the sum of kinetic energy and pressure, i.e. Em = Ek + p¯?/ρ. Note that the mean
background pressure p∞ is not included in the mechanical energy as its gradient
represents constant meso-scale forcing.
Equation (4.3) expresses the balance between all energy sources (positive terms)
and sinks (negative terms) in a control volume. The term D is the divergence of
mechanical energy flux and combines the effects of mean-flow energy fluxes and
pressure gradients. The terms Fx and Fz correspond to the net energy influx due
to turbulent transport through the faces of the control volume in streamwise and
vertical direction, respectively. These terms are positive (i.e. they act as a source of
energy) when turbulence transports more energy in than out of the control volume.
The fourth term (P∞) is related to the mean background pressure and the fifth term
(Pθ ) represents the conversion between kinetic and potential energy. The last two
terms in (4.3) are energy sinks due to turbulent dissipation E and wind-turbine power
extraction PF.
We first investigate the kinetic energy balance in the turbine region by considering
control volumes Ω t extending from 0.5sxD upwind of the turbine to 0.5sxD downwind
in the streamwise direction. The turbine region is taken between zl = zh − D/2 and
zu= zh+D/2 in the vertical direction, so the control volumes have dimensions sxD×
Ly ×D and are centred around the rotor disk (see figure 9).
For this configuration, figure 10(a) shows the streamwise variation of mechanical
energy flux divergence D t, vertical energy transport related to turbulence F tz , energy
dissipation E t and wind-turbine power extraction PF, scaled with the average power
output of the first turbine row (the superscript t indicates integration over Ω t). The
other terms (F tx,P
t
∞,P
t
θ) in (4.3) are small compared to these dominant terms (i.e.
less than 3 % of the first row power output) and are therefore not shown. First, we
observe a large drop in power extraction between the first and second turbine row,
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FIGURE 10. Streamwise variation of energy sources and sinks in the turbine region,
normalised by the average power extraction of the first turbine row. (a) Dominant energy
sources and sinks in (4.3), including mechanical energy flux divergence D t (squares),
vertical energy transport related to turbulence F tz (circles), energy dissipation E
t (triangles)
and wind-turbine power extraction PF (diamonds); (b) decomposition of the mechanical
energy flux divergence D t (solid grey line) into energy related to streamwise pressure
gradient (squares) and mean-flow kinetic energy transport in streamwise (circles) and
vertical (triangles) direction (see (4.4)). In the top right corner, the components in the
second part of the wind farm are magnified.
typical for aligned wind farms and reported in several studies (see, e.g. Barthelmie
et al. 2009; Newman et al. 2013; Wu & Porté-Agel 2013; Stevens et al. 2014b). In
our simulation, the observed power drop of 63.5 % is more severe than the typical
40 % often documented in the literature. We attribute this larger power deficit to the
lower level of turbulent intensity in our simulation. Following the sudden drop, the
power increases slightly in the next couple of rows, after which it remains constant
throughout the rest of the farm. Overall, the variation in power output from the
third turbine row onward is less than 6 % of the power output of the first turbine.
Further, the energy dissipation in the turbine region only varies by approximately 3 %
throughout the farm (with respect to the power output of the first turbine), except for
the first turbine row where the dissipation is lower.
The energy extraction and dissipation are balanced by two different processes. The
divergence of mechanical energy flux acts as a first source of energy. As observed
in figure 10(a), this term is dominant in the first row but then quickly decreases
throughout the farm. More insight can be gained by decomposing this energy source
into four terms:
D =
∫
Ω
(
u¯1
ρ
∂ p¯?
∂x1
+ u¯3
ρ
∂ p¯?
∂x3
)
dΩ +
[∫
Γ
u¯1Ek dΓx
]x2
x1
+
[∫
Γ
u¯3Ek dΓz
]zu
zl
. (4.4)
The first two terms refer to the energy delivered or consumed by pressure gradients
(excluding the mean background pressure), whereas the last two terms indicate the
kinetic energy transported by the mean flow through the boundaries of the control
volume. Figure 10(b) shows the mechanical energy divergence and the various
components, except for the energy related to the vertical pressure gradient which
is negligible. From this figure, it is clear that, for every turbine row, there is more
kinetic energy entering the control volume than leaving it through the y–z faces,
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thereby releasing a large amount of energy. However, a considerable amount of this
energy leaves the control volume again through the upper or lower face. This is
a logical consequence of the vertical mass flux out of the turbine region due to
the flow deceleration and the continuity constraint. In other words, these results
indicate that, although the flow deceleration releases a lot of energy, not all of this
energy is available for power extraction by the wind turbines. Inevitably, part of the
kinetic energy leaves the turbine region with the vertical mass flux. Furthermore,
it is surprising to see that neither of these components nor the total mechanical
energy divergence becomes zero in the farm, though we would expect the streamwise
variations to be negligible in a fully developed flow regime. This finding therefore
suggests that, with respect to the mean flow, a fully developed regime is nowhere
achieved. Figure 10(b) also contains a detailed view of the second half of the wind
farm, showing some interesting developments near the end of the farm. First, both
streamwise and vertical energy transport change sign in the last few rows, indicating
that the wind is flowing downwards and accelerating. Second, there is a streamwise
pressure gradient that is delivering energy, although its contribution remains relatively
small. As discussed below, this pressure gradient is related to the effect of gravity
waves.
The second source of energy that balances energy extraction and dissipation is
related to vertical turbulent fluxes transporting kinetic energy from above the wind
farm into the turbine region (see figure 10a). For fully developed wind farms, this
energy transport provides almost all the kinetic energy extracted by the turbines
(Calaf et al. 2010). For the developing case considered here, vertical turbulent energy
transport is small at first but becomes the dominant source of energy starting from
the third turbine row. From the eighth turbine row onward, this term varies less than
3 % of the power output of the first turbine. This means that, with respect to turbulent
stresses and contrary to mean-flow behaviour, the turbulence can be considered fully
developed after eight turbine rows.
In summary, figure 10 shows that the energy extracted by the turbines is provided
by mean-flow deceleration in the turbine region and vertical turbulent energy transport
from above the farm. However, the question then arises as to which processes are
balancing the vertical energy transport in the boundary layer. Allaerts & Meyers
(2015) showed that the work by the background pressure gradient is the main source
of energy in a fully developed wind farm, but it is unclear whether this conclusion
also holds for developing wind farms. To answer this question, the energy budget
analysis is repeated for control volumes Ωb extending from zl = zh + D/2 up to the
height of the boundary layer zu = h (the streamwise and spanwise dimensions are
unchanged, see figure 9), and the results are presented in figure 11.
The energy balance in the region above the wind farm is governed by mechanical
energy divergence Db, vertical turbulent transport F bz , energy dissipation E
b and work
by the mean background pressure Pb∞ (potential energy conversion and streamwise
turbulent transport are again small and therefore not shown). Contrary to the results
of Allaerts & Meyers (2015), figure 11(a) shows that the vertical turbulent transport
is mainly balanced by the mechanical energy flux divergence Db, and the work by
the mean background pressure is only approximately 0.3Db except above the first
few rows. As before, the dominant energy source can be further investigated by
decomposing it according to equation (4.4), as shown in figure 11(b). The energy
related to the vertical pressure gradient is again negligible, and the last two terms
are combined to give the divergence of the mean-flow kinetic energy flux. This
mean-flow divergence indicates whether the total kinetic energy of the layer above the
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FIGURE 11. Streamwise variation of energy sources and sinks in the layer above the wind
farm, normalised by the average power extraction of the first turbine row. (a) Dominant
energy sources and sinks in (4.3), including mechanical energy flux divergence Db
(squares), vertical energy transport related to turbulence F bz (circles), energy dissipation
E b (triangles) and work by the mean background pressure Pb∞ (stars); (b) decomposition
of the mechanical energy flux divergence Db (solid grey line) into energy related to
streamwise pressure gradient (squares) and divergence of the mean-flow kinetic energy flux
(circles) (i.e. the sum of the last two terms in (4.4)).
farm is increasing or decreasing when advancing in streamwise direction. Negative
values thereby correspond to a kinetic energy increase and are mainly related to
flow acceleration, whereas positive values are caused by the IBL growth and the
accompanying velocity deficit inside it. It appears that the flow acceleration is
dominant at the beginning and end of the farm, but the IBL growth dominates in
the middle and causes the total kinetic energy to decrease. Finally, we observe that a
considerable amount of energy is delivered by a streamwise pressure gradient. This
pressure gradient is caused by gravity waves, further discussed in the next section.
4.3. Wind farm-induced gravity waves
The displacement of the streamlines above the IBL, observed in figure 6(b), excites
gravity waves in the inversion layer and the stably stratified free atmosphere. The
evidence of these waves is found in figure 12, showing contours of streamwise and
vertical velocity, pressure and potential temperature, averaged in time and in spanwise
direction, for case S1. Note that the average inflow profile has been subtracted from
the time-averaged solution fields of streamwise velocity and potential temperature. The
wind farm-induced atmospheric gravity waves create a slanted pattern of alternating
positive and negative perturbations in the solution field of every variable. The size and
inclination of these structures is the same for every variable, but the exact locations
of minima and maxima differ according to the polarisation equations (Nappo 2002).
For instance, the streamwise velocity and the pressure are anti-correlated, whereas
the potential-temperature perturbations have a 90◦ phase difference with the other
variables (e.g. 〈θ¯〉 − θref = 0 when 〈p¯?〉 reaches an extremum, and vice versa). We
further observe that the group velocity of these waves forms an angle of approximately
20◦ with the horizontal.
In the vertical velocity field, the wave pattern appears less orderly than in the other
wave fields. These distortions are caused by partial wave reflection from the top of
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FIGURE 12. Contours of (a) streamwise velocity, (b) vertical velocity, (c) pressure and (d)
potential temperature, averaged in time and in spanwise direction, for case S1. The mean
inflow profile has been subtracted from the time-averaged solution fields of streamwise
velocity and potential temperature to obtain perturbation quantities.
the domain and are most obvious in the vertical velocity field. In order to verify the
efficiency of the upper boundary condition, the method provided by Taylor & Sarkar
(2007) is used. Based on the intrinsic property that the sign of the vertical group
velocity is opposite to the sign of the vertical phase velocity, the wave field can be
decomposed into upward and downward propagating waves. As the only source of
gravity waves is located near the bottom of the domain, downward propagating waves
must be due to reflection from the top. For case S1, the vertical kinetic energy (0.5w2)
associated with downward propagating waves is approximately 7.8 % of the energy
associated with upward propagating waves, which is similar in order of magnitude to
Taylor & Sarkar (2007). For other cases discussed in the current work (S2 and S4),
the reflected energy is 6.2 % and 4.8 %, respectively
The mechanism triggering the gravity-wave solution can also be appreciated from
figure 12. As the wind turbines extract energy from the flow, a momentum deficit
accumulates in the wind farm, indicated by the negative velocity perturbation inside
the wind farm in figure 12(a). As mentioned before, the continuity constraint results in
an upward flow deflection, which appears as a positive vertical velocity above the farm
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in figure 12(b). This vertical velocity pushes the inversion layer upwards and results
in a thickening of the boundary layer. The upward displacement of the inversion layer
appears as a negative perturbation in the potential-temperature field (see figure 12d),
as cold air is brought up from below. Finally, similar to stratified flow over topography,
the combination of temperature stratification and boundary-layer displacement results
in the formation of gravity waves.
Besides the obvious vertically propagating gravity waves in the free atmosphere, we
also observe a strong vertical pressure gradient in the inversion layer in figure 12(c).
The difference in pressure above and below the inversion is caused by the simple
fact that a cold temperature anomaly induces a high pressure anomaly below (Smith
2010). As the boundary-layer height increases, the column of cold, heavy air grows
taller and results in a higher pressure. The pressure inside the boundary layer is thus
the sum of two components related to the vertically propagating waves and to the
inversion strength. Figure 12(c) shows that the gravity waves induce a favourable
pressure gradient inside the wind farm, similar to the findings of Smith (2010) based
on linear gravity-wave theory. The amplitude of the induced pressure gradient is of
the same order of magnitude as the background pressure gradient in the streamwise
direction, which is of the order of 10−4 m s−2.
5. Developing wind farms under various inflow conditions
In the current section, we investigate the effects of varying inflow heights on wind
farm boundary layers. As before, we first focus on the flow behaviour inside and
above the wind farm in § 5.1. Subsequently, wind farm power extraction and energy
budget terms of the different cases will be discussed in § 5.2.
5.1. Flow modification under low inversion layers
The difference in flow behaviour resulting from a lower inflow height is illustrated
in a qualitative way in figure 13, which shows contours of time-averaged horizontal
velocity in an x–z plane through the middle of a turbine column for the various cases
(a more quantitative comparison of the three cases follows below in figures 14–16).
Inside the farm, the velocity fields appear very similar. However, the shape of the IBL
indicates that there are important differences in the boundary-layer flow between the
three cases. In the previous section, we found that the IBL does not interact with the
inversion layer in the baseline case. Lowering the inflow height results in a collision
between the IBL and the inversion at some point in the farm, and the IBL growth is
limited further downwind. This event occurs around the twelfth turbine row for case
S2, whereas in case S4, the IBL and the inversion already coincide after the second
turbine row.
The vertical profiles of horizontal velocity magnitude are compared in figure 14
for the three LES cases at various locations in the farm. We observe a clear double
logarithmic structure up to the height of the IBL from the fourth turbine row onward.
Even though there is a continued decrease in velocity magnitude with downwind
distance, we find that the velocity profile in the internal boundary layer becomes
self-similar after the tenth turbine row when scaled with the friction velocity of
the lower log layer, i.e. u∗lo(x) = [τw(x)/ρ0]1/2. Comparing the different cases, we
observe that the strongest decrease in velocity magnitude corresponds to the lowest
inflow height. Between the top of the turbine region and the supergeostrophic jet
near the boundary-layer top, the IBL separates the velocity profile in two regions
with distinct slopes (see, e.g. the profiles of turbine row 2). Due to the IBL growth
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FIGURE 13. (Colour online) Contours of time-averaged horizontal velocity magnitude
(u¯2 + v¯2)1/2 in an x–z plane through the middle of a turbine column, normalised by
the geostrophic wind speed, for cases (a) S1, (b) S2 and (c) S4. The evolution of the
inversion-layer base and top (solid lines) as well as the growth of the IBL height (dashed
line) are included. The location of the wind-turbine disks are indicated with vertical black
lines.
with streamwise distance, the transition between the two slopes occurs at increasing
heights throughout the farm. In case S1, the two regimes are visible in the entire
wind farm. In the lower CNBL cases, on the other hand, the log layer above the IBL
disappears when the IBL starts interfering with the inversion layer. Finally, above the
boundary layer, we observe variations in horizontal velocity with streamwise distance,
and this is caused by gravity-wave perturbations.
Figure 15(a) shows the displacement of the boundary-layer top. In contrast to
case S1, the wind farm blockage effect cannot be compensated by an acceleration
between the IBL and the inversion layer in case S2 and S4 (see figure 13). Instead,
the entire reduction in streamwise mass transport is compensated by the displacement
of the boundary-layer top. For the wind farm under consideration, lowering the
inversion from 1000 to 300 m raises the maximum displacement from 75 to 97 m.
This corresponds to a relative thickening of the boundary layer of 33 % in case S4.
Further, we observe that the ascent of the boundary-layer top already starts upwind of
the wind farm. On the other hand, the maximum displacement of the boundary-layer
top and the onset of its descend always occur before the end of the farm.
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FIGURE 14. Vertical profiles of time-averaged horizontal velocity magnitude (u¯2 + v¯2)1/2,
normalised by the geostrophic wind speed, for cases S1 (solid lines), S2 (dashed lines)
and S4 (dash-dotted lines). The vertical profiles have been averaged over the full spanwise
direction and over a streamwise distance sxD centred around turbine rows 1, 2, 4, 8, 12,
16 and 20. The inflow profile has been obtained between −2.3sxD and −0.5sxD. Vertical
dotted lines mark the bottom and top of the turbine region.
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FIGURE 15. Streamwise variation of (a) boundary-layer top displacement and (b) average
pressure perturbation for cases S1 (squares), S2 (circles) and S4 (triangles). The vertical
dashed lines indicate the start and end of the wind farm. In (b), the pressure prediction
based on linear theory (Smith 2010) is included (grey).
Figure 15(b) shows the average pressure perturbation in the boundary layer, i.e.
averaged over a control volume with dimensions sxD×Ly× h with h the height of the
boundary layer. As the pressure perturbations are directly related to the boundary-layer
displacement, the pressure also increases for decreasing inflow heights. The general
shape of the perturbation is similar in all cases: the pressure increases upwind of the
farm, reaches a maximum somewhere inside the farm and then decreases. For case
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FIGURE 16. (a) IBL height, shown in a double logarithmic scale, and (b) difference in
wind direction at hub height with respect to the inflow wind direction, averaged over
the full spanwise direction and over a streamwise distance sxD centred around each
turbine row, for cases S1 (squares), S2 (circles) and S4 (triangles). The dashed line in
(a) corresponds to a slope of 0.8. The vertical dashed lines in (b) indicate the start and
end of the wind farm.
S1, the maximum pressure occurs at the beginning of the farm, creating a favourable
pressure gradient throughout the farm. However, the location of the maximum moves
downwind with decreasing inflow height, which induces counteracting pressure
gradients in the first part of the farm. According to linear theory (Smith 2010), the
Fourier transformation of the pressure at the top of the boundary layer is given by
pˆ/ρ0 = (iN2/m + g′) ηˆ, where the first term is the perturbation caused by vertically
propagating gravity waves and g′ = g1θ/θ0 is the reduced gravity accounting for
the inversion strength. Using the LES data for the boundary-layer displacement η,
predictions of the pressure perturbation are obtained from linear theory and also
included in figure 15(b). The agreement with the actual pressure is remarkably good,
both in terms of perturbation magnitude and shape. Linear theory overestimates
pressure perturbations from the LES, and the location of the maximum is predicted
too far downwind for case S1.
The growth of the IBL height 1h(M) of the different cases is compared in
figure 16(a) in a double logarithmic scale. In all three cases, the height evolution
follows a slope close to 0.8 in the beginning of the farm. In cases S1 and S2, the
slope increases slightly from the third turbine row onward, which might be related
to outer-layer effects as the theoretical prediction of Elliott (1958) only holds in the
surface layer. Figure 16(a) further shows that the growth rate is reduced when the
IBL interferes with the inversion layer in cases S2 and S4.
Figure 16(b) shows the difference in wind direction at hub height with respect
to the inflow wind direction, averaged over the full spanwise direction and over a
streamwise distance sxD centred around each turbine row. The average wind deviation
at hub height increases almost linearly through the farm and reaches a maximum of
approximately 1.5◦ for case S1. The maximum wind deviation increases to 2.3◦ when
lowering the inversion from 1000 m to 500 m, but stays the same when the inflow
height is further reduced.
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FIGURE 17. Average power extraction per turbine row, normalised by the first row, for
cases S1 (squares), S2 (circles) and S4 (triangles).
5.2. Wind farm power extraction
The wind farm performance in the various cases is presented in figure 17, showing
the average turbine power extraction per row. The results have been normalised by the
average power (per unit density) of a first row turbine, which was found to be 2.80,
2.79 and 2.73 [×106 m5 s−3] in cases S1, S2 and S4, respectively. The general trend
in the power extraction per turbine row is very similar among the various cases, but
the power deficits are slightly larger for decreasing inflow boundary-layer heights. For
example, the turbine power output in case S4 is 6 to 9 percentage points (pp) lower
than the power output in the same row in case S1.
The variation of the power deficit with varying inflow height can be further clarified
by investigating the dominant energy sources in the turbine region, i.e. the turbulent
transport of kinetic energy from above and the mechanical energy divergence, as
shown in figure 18(a). For all cases, mechanical energy divergence is large in the
beginning of the farm, and vertical turbulent energy transport becomes dominant
after a couple of turbine rows. Decreasing the inflow height reduces turbulent energy
transport with approximately 12 pp between S1 and S4, whereas the maximum
difference in mechanical energy divergence is only 5 pp for these cases. Hence, the
difference in wind farm performance is mainly due to the difference in turbulent
energy transport. Note also that the mechanical energy divergence stays significant
throughout the farm in all cases, i.e. approximately 30 to 35 % of the turbulent flux.
The small differences in mechanical energy divergence are further explained
in figure 18(b), showing terms one and three in (4.4) for the various cases. In
accordance with the pressure profiles in figure 15(b), the cases with a lower
inflow height experience an energy sink in the first part of the farm due to the
counteracting pressure gradient. Further downwind, the induced pressure gradients
become favourable and act as a source, as can be seen in the detailed plot in the
top right corner. Interestingly, the streamwise mean-flow deceleration increases with
decreasing inflow boundary-layer heights due to counteracting pressure gradient and
partially due to the higher vertical mass flux (not shown here). This term becomes
negative near the end of the farm in all cases, indicating that the wind is flowing
downwards and accelerating.
Similar to the analysis in § 4.2, the processes that balance vertical turbulent energy
transport can be investigated by looking at the energy budget in the region above
the wind farm. The dominant energy terms in this region are shown in figure 19(a).
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FIGURE 18. Streamwise variation of energy sources and sinks in the turbine region for
cases S1 (squares), S2 (circles) and S4 (triangles), normalised by the average power
extraction of the first turbine row. (a) Dominant energy sources of (4.3), including
mechanical energy flux divergence D t (grey) and vertical energy transport related to
turbulence F tz (black); (b) energy related to streamwise pressure gradient (black) and
mean-flow kinetic energy transport in streamwise direction (grey) (see (4.4)). In the top
right corner, the components in the second part of the wind farm are magnified.
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FIGURE 19. Streamwise variation of energy sources and sinks in the layer above the wind
farm for cases S1 (squares), S2 (circles) and S4 (triangles), normalised by the average
power extraction of the first turbine row. (a) Dominant energy sources of (4.3), including
mechanical energy flux divergence Db (black) and work by the mean background pressure
Pb∞ (grey); (b) energy related to streamwise pressure gradient (black) and divergence of
the mean-flow kinetic energy flux (grey) (see (4.4)).
The work by the mean background pressure is highest when the inflow height is
high, but remains approximately two to four times smaller than the mechanical energy
divergence in all cases. The latter rises sharply in the first few rows and then decreases
slowly towards the end of the farm. The initial rise collapses for all cases, whereas
the subsequent decrease is strongest for the lowest case.
The decomposition of the mechanical energy divergence into work by streamwise
pressure gradients and divergence of mean-flow kinetic energy flux is shown in
figure 19(b). Despite the relatively small changes in the mechanical energy divergence,
large variations are observed in both contributing terms. Furthermore, the behaviour
of both terms is almost reversed, i.e. an increase in work by pressure gradients is
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FIGURE 20. (a) Total mechanical energy flux in the boundary layer and (b) contributions
of kinetic energy (black) and pressure (grey), for cases S1 (squares), S2 (circles) and S4
(triangles). All results are normalised by the total mechanical energy flux at the entrance
of the farm, and in (b) the relative change with respect to the inflow (x = −10 km) is
shown.
mostly accompanied by a decrease in mean-flow divergence and vice versa. This
complex interplay can be better understood in terms of the energy flux. Therefore,
figure 20 presents the total flux of mechanical energy through the boundary layer
and the contributions of kinetic energy and pressure (excluding the mean background
pressure). The results are normalised by the flux at the entrance of the farm, and
figure 20(b) shows the relative change in both contributions with respect to the inflow.
In figure 20(a), the energy flux is nearly constant upwind of the farm which indicates
that the boundary layer is in a quasi-equilibrium state. Inside the farm, the total
mechanical energy flux decreases monotonically throughout the wind farm as energy
is being extracted by wind turbines and dissipated by turbulence. We observe that the
relative reduction in energy flux increases for decreasing boundary-layer heights, i.e.
a reduction of 11 %, 22 % and 31 % in cases S1, S2 and S4, respectively. Downwind
of the farm, the energy flux is considerably lower than upwind, and the flux remains
constant or increases slightly.
Figure 20(b) shows that the mechanical energy in the boundary layer is not always
available in the form of kinetic energy, as part of the energy is contained in the
pressure field that is induced by the gravity waves. Moreover, significant conversion
between kinetic energy and pressure occurs throughout the boundary layer, even when
the total mechanical energy flux remains constant. Upwind of the farm, the kinetic
energy flux decreases and causes the pressure to rise. At some point in the farm,
the pressure starts to decrease, thereby releasing its energy to the boundary layer.
The effect of the pressure gradient is thus to redistribute energy throughout wind farm.
This effect is largest for the lowest CNBL case where, at the pressure peak, more than
16 % of the total mechanical energy flux is comprised of pressure contributions, all of
which is gathered upwind and in the beginning of the farm and released again in the
last rows and in the wind farm wake.
6. Summary and conclusion
The current study set out to analyse how boundary-layer flow adapts to the
presence of a large wind farm under conventionally neutral conditions. In particular,
https:/www.cambridge.org/core/terms. https://doi.org/10.1017/jfm.2017.11
Downloaded from https:/www.cambridge.org/core. KU Leuven University Library, on 08 Feb 2017 at 08:29:33, subject to the Cambridge Core terms of use, available at
BL development and gravity waves in conventionally neutral wind farms 123
we focused on shallow wind farm boundary layers where outer-layer effects are
important. Streamwise flow development was obtained by breaking the solver’s
periodicity with the concurrent-precursor method, and special care was taken to avoid
wave reflection at the domain boundaries. Further, the boundary-layer flow and the
wind farm were initialised in several steps in order to represent a realistic, offshore
wind farm operating in steady-state conditions. A set of simulations was performed
with varying inflow boundary-layer heights, allowing us to study the impact of the
boundary-layer depth and the overlying inversion layer on the flow behaviour.
Boundary-layer flow was found to adapt gradually to the increased drag of the wind
turbines in the form of an IBL. The observed growth rates were close to Elliott’s
0.8 power law, and interaction with the capping inversion occurred downwind for the
two lowest CNBL cases. The wind farm also caused an upward displacement of the
inversion layer, which was related to the blockage effect and flow divergence, not to
enhanced turbulent mixing. This displacement in turn excited gravity waves in the
inversion and in the free atmosphere, which imposed pressure perturbations on the
boundary layer.
A detailed analysis of the kinetic energy equation showed that the energy extracted
by the turbines is provided by two different processes, i.e. the deceleration of mean
flow and the transport of energy from above the farm by turbulent fluxes. With respect
to the turbulent stresses, the flow in the wind farm reached a fully developed regime
after approximately eight turbine rows. However, streamwise variations in the mean-
flow behaviour were observed up till the last turbine row, which suggests that the
mean flow did not reach a fully developed regime. Further, it was found that the
vertical turbulent energy transport was balanced by mechanical energy divergence in
the layer above the wind farm, and that, contrary to the fully developed case, the
background pressure gradient was only of minor importance.
The wind farm efficiency was found to be sensitive to the undisturbed boundary-
layer height, showing increasing power deficits for decreasing inflow heights. For
the wind farm under consideration, lowering the inflow height from 1000 to 300 m
increased the power deficits in downwind turbine rows with 6–9 pp. The observed
differences were caused by a decrease in turbulent energy transport, while variations
in the mechanical energy divergence in the turbine region were less than 5 pp. Further
analysis showed that nearly all energy available at turbine level comes from upwind
mechanical energy in the boundary layer. This mechanical energy, however, was not
always present in the form of kinetic energy as some part was stored in the pressure
field induced by gravity waves. Gravity waves thereby tend to redistribute the kinetic
energy throughout the farm, and this effect was largest for low boundary-layer heights.
In the current work, we considered the case of a finite length wind farm but
with an infinite width. In real wind farms, the blockage effect due to turbine
drag will be lower as the wind can flow around the wind farm in the spanwise
direction. Therefore, the boundary-layer displacement and excitation of gravity waves
found in the current study may be overestimated compared to operational wind
farms of finite width. Furthermore, the free atmosphere was assumed to be in
steady-state, barotropic conditions with a fixed stratification of 1 K km−1. Allowing
for baroclinicity or varying the free-atmosphere stratification will affect gravity-wave
properties considerably. As the pressure gradients induced by gravity waves were
found to play an important role in the energy budget of the boundary layer, further
research is required to determine the effect of gravity waves in fully finite wind farms
and subject to various atmospheric conditions. Next to this, equilibrium CNBLs over
sea can be even lower than the cases considered in the current study, so that turbines
may penetrate the inversion layer. We believe this case is also an interesting topic
for further work.
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Appendix A. LES methodology
A.1. Governing equations
In LES of stratified, rotational atmospheric turbulence, the flow is described by
transport equations for the three-dimensional filtered velocity and potential-temperature
fields, u˜i and θ˜ , and the continuity equation for incompressible flow, i.e.
∂ u˜i
∂xi
= 0, (A 1)
∂ u˜i
∂t
+ u˜j ∂ u˜i
∂xj
= δi3g θ˜ − θ0
θ0
+ fcij3u˜j −
∂τ rij
∂xj
− 1
ρ0
∂ p˜?
∂xi
− 1
ρ0
∂p∞
∂xi
+ fi, (A 2)
∂θ˜
∂t
+ u˜j ∂θ˜
∂xj
=−∂q
R
j
∂xj
, (A 3)
where xi indicates the streamwise, spanwise and vertical coordinate directions for
indices i = 1, 2, 3. The Boussinesq approximation is made to account for buoyancy
effects in the momentum equation, with g the gravitational acceleration and θ0 and ρ0
the temperature and density of the adiabatic base state, respectively. The Coriolis force
accounts for rotation effects, with fc = 2Ω sin φ being the Coriolis parameter, Ω the
angular velocity of the Earth and φ the latitude. Further, qRj is the subgrid-scale heat
flux and τ Rij represents the subgrid-scale stress tensor, of which the anisotropic part
τ rij= τ Rij − δijτ Rkk/3 is modelled (see further below). The trace of the subgrid-scale stress
tensor is absorbed into the filtered modified pressure, defined as p˜?= p˜− p∞+ρ0τ Rkk/3
with p∞ a mean background pressure. Finally, fi represents the force exerted by the
wind turbines on the flow (see § A.2).
The governing equations are solved using the LES code SP-Wind. In SP-Wind,
time integration is performed using a classic four-stage fourth-order Runge-Kutta
scheme, with a time step based on a Courant–Friedrichs–Lewy number of 0.4. Further,
SP-Wind uses pseudo-spectral discretisation schemes in the lateral directions, and a
fourth-order energy-conservative finite difference scheme for the vertical direction
(Verstappen & Veldman 2003). Allaerts & Meyers (2015) recently extended the
SP-Wind code to include buoyancy effects, allowing simulations of wind farms in
various atmospheric boundary-layer types.
The effect of subgrid-scale motions on the resolved flow is modelled using a
Smagorinsky type model proposed by Stevens, Moeng & Sullivan (2000). In this
model, the anisotropic part of the subgrid-scale stress tensor and the subgrid-scale
heat flux are computed from the resolved flow variables using a mixing length model,
i.e.
τ rij =−2KmSij, and qRj =−Kh
∂θ˜
∂xj
, (A 4a,b)
with Sij = 0.5(∂ u˜i/∂xj + ∂ u˜j/∂xi) the filtered rate of strain and Km and Kh the eddy
coefficients for momentum and heat. Following the Sσ model of Stevens et al. (2000),
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the eddy coefficients are given by
Km = (csl)2 S
√
1− ch
cm
Ri and Kh = chcm Km. (A 5a,b)
Here, S = (2SijSij)1/2 is the characteristic filtered rate of strain, Ri = N2/S2 is the
Richardson number and N = [(g/θ0) ∂θ˜/∂z]1/2 is the local Brunt–Väisälä frequency.
Finally, the characteristic length scale l is defined as the geometric mean of the grid
size ∆, the stability related length scale ls= cl√eN−1 and the theoretical length scale
near a wall, i.e.
l−n =∆−n + l−ns + [κ(z+ z0)]−n , (A 6)
where we use n= 2.
At the bottom of the domain, wall stress boundary conditions are specified using
classic Monin–Obukhov similarity theory for neutral boundary layers (Moeng 1984):
τw1 =−
(
κ
ln z/z0
)2 (
uˆ2 + vˆ2)1/2 uˆ,
τw2 =−
(
κ
ln z/z0
)2 (
uˆ2 + vˆ2)1/2 vˆ,
 (A 7)
where locally averaged horizontal velocities uˆ and vˆ are used to match the average
wall stress with the classic log law (Bou-Zeid, Meneveau & Parlange 2005). Further,
κ is the von Kármán constant and z0 is the surface-roughness length. No stability
corrections are needed in (A 7) as the surface heat flux is set equal to zero.
The flow is driven by applying a mean pressure gradient ∇p∞, which relates to the
geostrophic wind speed G by the geostrophic balance for barotropic conditions,
1
ρ0
∂p∞
∂x
= fcG sin α, 1
ρ0
∂p∞
∂y
=−fcG cos α, (A 8a,b)
with α the angle between the geostrophic velocity vector and the x-direction. In the
current study, the LES filtering ‘tilde’ is often omitted to simplify notation.
A.2. Actuator disk model
Given the large domain sizes required to model entire wind farms, full resolution of
the wind-turbine blades is infeasible. Instead, the effect of the turbines on the flow
is modelled using a non-rotating actuator disk method (ADM), which has been used
by many previous LES studies on wind farms (see, e.g. Calaf et al. 2010; Meyers &
Meneveau 2010, 2013; Allaerts & Meyers 2015; Goit & Meyers 2015). This method
represents the wind turbines as porous disks exerting a thrust force perpendicular to
the rotor plane. The performance of ADM has been investigated by Wu & Porté-
Agel (2011) and later by Meyers & Meneveau (2013), and it is generally accepted
that ADM provides an accurate representation of the turbine far wake and the wake
mixing.
In the actuator disk model, the total thrust force of a turbine is given by
Ft =−ρ0 12C
′
T〈u¯T⊥〉2d
pi
4
D2, (A 9)
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with 〈u¯T⊥〉d the local disk-averaged and time-filtered velocity perpendicular to the
turbine disk. The time filter is a one-sided exponential time filter with a time
constant of 5 s following Goit & Meyers (2015) and Goit et al. (2016). Further, D
is the rotor diameter and C′T is the disk-based thrust coefficient. The thrust force is
distributed uniformly over the disk area and subsequently filtered onto the LES grid
by means of a Gaussian convolution filter. Details can be found in Calaf et al. (2010)
and Meyers & Meneveau (2010).
REFERENCES
ABKAR, M. & PORTÉ-AGEL, F. 2013 The effect of free-atmosphere stratification on boundary-layer
flow and power output from very large wind farms. Energies 6 (5), 2338–2361.
ABKAR, M. & PORTÉ-AGEL, F. 2014 Mean and turbulent kinetic energy budgets inside and above
very large wind farms under conventionally-neutral conditions. Renew. Energy 70 (0), 142–152.
ALLAERTS, D. & MEYERS, J. 2015 Large eddy simulation of a large wind-turbine array in a
conventionally neutral atmospheric boundary layer. Phys. Fluids 27, 065108.
ARCHER, C. L., MIRZAEISEFAT, S. & LEE, S. 2013 Quantifying the sensitivity of wind farm
performance to array layout options using large-eddy simulation. Geophys. Res. Lett. 40 (18),
4963–4970.
BARTHELMIE, R. J., HANSEN, K., FRANDSEN, S. T., RATHMANN, O., SCHEPERS, J. G., SCHLEZ,
W., PHILLIPS, J., RADOS, K., ZERVOS, A., POLITIS, E. S. et al. 2009 Modelling and
measuring flow and wind turbine wakes in large wind farms offshore. Wind Energy 12 (5),
431–444.
BERGSTRÖM, H. 2009 Meteorological conditions at Lillgrund. Tech. Rep. Vattenfall Vindkraft AB,
6_2 LG Pilot Report.
BOU-ZEID, E., MENEVEAU, C. & PARLANGE, M. 2005 A scale-dependent Lagrangian dynamic
model for large eddy simulation of complex turbulent flows. Phys. Fluids 17 (2), 025105.
BROST, R. A., LENSCHOW, D. H. & WYNGAARD, J. C. 1982 Marine stratocumulus layers. Part I:
mean conditions. J. Atmos. Sci. 39 (4), 800–817.
BUSINGER, J. A. & CHARNOCK, H. 1983 Boundary layer structure in relation to larger-scale flow:
some remarks on the JASIN observations. Phil. Trans. R. Soc. Lond. A 308 (1503), 445–449.
CALAF, M., MENEVEAU, C. & MEYERS, J. 2010 Large eddy simulation study of fully developed
wind-turbine array boundary layers. Phys. Fluids 22, 015110.
CALAF, M., PARLANGE, M. B. & MENEVEAU, C. 2011 Large eddy simulation study of scalar
transport in fully developed wind-turbine array boundary layers. Phys. Fluids 23 (12), 126603.
CHAMORRO, L. P., ARNDT, R. E. A. & SOTIROPOULOS, F. 2011 Turbulent flow properties around
a staggered wind farm. Boundary-Layer Meteorol. 141 (3), 349–367.
CHAMORRO, L. P. & PORTÉ-AGEL, F. 2011 Turbulent flow inside and above a wind farm: a
wind-tunnel study. Energies 4 (11), 1916–1936.
CHRISTIANSEN, M. B. & HASAGER, C. B. 2005 Wake effects of large offshore wind farms identified
from satellite SAR. Remote Sens. Environ. 98, 251–268.
CHURCHFIELD, M. J., LEE, S., MORIARTY, P. J., MARTINEZ, L. A., LEONARDI, S., VIJAYAKUMAR,
G. & BRASSEUR, J. G. 2012 A large-eddy simulation of wind-plant aerodynamics. In
Proceedings of 50th AIAA Aerospace Sciences Meeting including the New Horizons Forum and
Aerospace Exposition, AIAA 2012-0537, American Institute of Aeronautics and Astronautics.
CRESPO, A., FRANDSEN, S., GÓMEZ-ELVIRA, R. & LARSEN, S. 1999 Modelization of a large
wind farm, considering the modification of the atmospheric boundary layer. In 1999 European
Wind Energy Conference: Wind Energy for the Next Millennium (ed. E. L. Petersen, P. Hjuler
Jensen, K. Rave, P. Helm & H. Ehmann), pp. 1109–1112. James & James Science.
CSANADY, G. T. 1974 Equilibrium theory of the planetary boundary layer with an inversion lid.
Boundary-Layer Meteorol. 6 (1–2), 63–79.
DELPORT, S., BAELMANS, M. & MEYERS, J. 2009 Constrained optimization of turbulent mixing-layer
evolution. J. Turbul. 10 (18), 1–26.
https:/www.cambridge.org/core/terms. https://doi.org/10.1017/jfm.2017.11
Downloaded from https:/www.cambridge.org/core. KU Leuven University Library, on 08 Feb 2017 at 08:29:33, subject to the Cambridge Core terms of use, available at
BL development and gravity waves in conventionally neutral wind farms 127
DÖRENKÄMPER, M., WITHA, B., STEINFELD, G., HEINEMANN, D. & KÜHN, M. 2015 The impact of
stable atmospheric boundary layers on wind-turbine wakes within offshore wind farms. J. Wind
Engng Ind. Aerodyn. 144, 146–153; selected papers from the 6th International Symposium on
Computational Wind Engineering CWE 2014.
DURRAN, D. R. & KLEMP, J. B. 1983 A compressible model for the simulation of moist mountain
waves. Mon. Weath. Rev. 111 (12), 2341–2361.
ELLIOTT, W. P. 1958 The growth of the atmospheric internal boundary layer. Trans. Am. Geophys.
Union 39 (6), 1048–1054.
ESAU, I. N. 2004a Parameterization of a surface drag coefficient in conventionally neutral planetary
boundary layer. Ann. Geophys. 22 (10), 3353–3362.
ESAU, I. N. 2004b Simulation of Ekman boundary layers by large eddy model with dynamic mixed
subfilter closure. Environ. Fluid Mech. 4 (3), 273–303.
FITCH, A. C., OLSON, J. B., LUNDQUIST, J. K., DUDHIA, J., GUPTA, A. K., MICHALAKES,
J. & BARSTAD, I. 2012 Local and mesoscale impacts of wind farms as parameterized in a
mesoscale NWP model. Mon. Weath. Rev. 140 (9), 3017–3038.
FRANDSEN, S., BARTHELMIE, R., PRYOR, S., RATHMANN, O., LARSEN, S., HØJSTRUP, J. &
THØGERSEN, M. 2006 Analytical modelling of wind speed deficit in large offshore wind
farms. Wind Energy 9 (1–2), 39–53.
GARRATT, J. R. 1987 The stably stratified internal boundary layer for steady and diurnally varying
offshore flow. Boundary-Layer Meteorol. 38 (4), 369–394.
GARRATT, J. R. 1990 The internal boundary layer – a review. Boundary-Layer Meteorol. 50 (1–4),
171–203.
GARRATT, J. R. 1992 The Atmospheric Boundary Layer. Cambridge University Press.
GARRATT, J. R. & RYAN, B. F. 1989 The structure of the stably stratified internal boundary layer
in offshore flow over the sea. Boundary-Layer Meteorol. 47, 17–40.
GLENDENING, J. W. & LIN, C.-L. 2002 Large eddy simulation of internal boundary layers created
by a change in surface roughness. J. Atmos. Sci. 59 (10), 1697–1711.
GOIT, J. P. & MEYERS, J. 2013 Effect of Ekman layer on windfarm roughness and displacement
height. In Proceedings of Direct and Large-Eddy Simulation IX, Dresden, Germany, pp.
423–434. Springer.
GOIT, J. P. & MEYERS, J. 2015 Optimal control of energy extraction in wind-farm boundary layers.
J. Fluid Mech. 768, 5–50.
GOIT, J. P., MUNTERS, W. & MEYERS, J. 2016 Optimal coordinated control of power extraction in
LES of a wind farm with entrance effects. Energies 9 (1), 29.
GRANT, A. L. M. 1986 Observations of boundary layer structure made during the 1981 KONTUR
experiment. Q. J. R. Meteorol. Soc. 112 (473), 825–841.
GWEC 2015 Global wind report: annual market update. Global Wind Energy Council.
HUNT, J. C. R., ORR, A., ROTTMAN, J. W. & CAPON, R. 2004 Coriolis effects in mesoscale flows
with sharp changes in surface conditions. Q. J. R. Meteorol. Soc. 130 (603), 2703–2731.
INOUE, M., MATHEOU, G. & TEIXEIRA, J. 2014 LES of a spatially developing atmospheric boundary
layer: application of a fringe method for the stratocumulus to shallow cumulus cloud transition.
Mon. Weath. Rev. 142 (9), 3418–3424.
ISRAELI, M. & ORSZAG, S. A. 1981 Approximation of radiation boundary conditions. J. Comput.
Phys. 41 (1), 115–135.
JENSEN, N. O. 1978 Change of surface roughness and the planetary boundary layer. Q. J. R.
Meteorol. Soc. 104 (440), 351–356.
JIMENEZ, A., CRESPO, A., MIGOYA, E. & GARCIA, J. 2007 Advances in large-eddy simulation of
a wind turbine wake. J. Phys.: Conf. Ser. 75 (1), 012041.
JIMENEZ, A., CRESPO, A., MIGOYA, E. & GARCIA, J. 2008 Large-eddy simulation of spectral
coherence in a wind turbine wake. Environ. Res. Lett. 3 (1), 015004.
KLEMP, J. B. & LILLY, D. K. 1978 Numerical simulation of hydrostatic mountain waves. J. Atmos.
Sci. 35 (1), 78–107.
KOSOVIC´, B. & CURRY, J. A. 2000 A large eddy simulation study of a quasi-steady, stably stratified
atmospheric boundary layer. J. Atmos. Sci. 57 (8), 1052–1068.
https:/www.cambridge.org/core/terms. https://doi.org/10.1017/jfm.2017.11
Downloaded from https:/www.cambridge.org/core. KU Leuven University Library, on 08 Feb 2017 at 08:29:33, subject to the Cambridge Core terms of use, available at
128 D. Allaerts and J. Meyers
LANGE, B., LARSEN, S., HØJSTRUP, J. & BARTHELMIE, R. 2004 The influence of thermal effects
on the wind speed profile of the coastal marine boundary layer. Boundary-Layer Meteorol.
112 (3), 587–617.
LIN, C.-L., MCWILLIAMS, J. C., MOENG, C.-H. & SULLIVAN, P. P. 1996 Coherent structures
and dynamics in a neutrally stratified planetary boundary layer flow. Phys. Fluids 8 (10),
2626–2639.
LUNDBLADH, A., BERLIN, S., SKOTE, M., HILDINGS, C., CHOI, J., KIM, J. & HENNINGSON, D.
S. 1999 An efficient spectral method for a simulation of incompressible flow over a flat plate.
TRITA-MEK 1999:11. KTH Stockholm, Sweden.
MARKFORT, C. D., ZHANG, W. & PORTÉ-AGEL, F. 2012 Turbulent flow and scalar transport through
and over aligned and staggered wind farms. J. Turbul. 13 (33), 1–36.
MASON, P. J. 1989 Large-eddy simulation of the convective atmospheric boundary layer. J. Atmos.
Sci. 46 (11), 1492–1516.
MASON, P. J. & DERBYSHIRE, S. H. 1990 Large-eddy simulation of the stably-stratified atmospheric
boundary layer. Boundary-Layer Meteorol. 53 (1–2), 117–162.
MAYOR, S. D., SPALART, P. R. & TRIPOLI, G. J. 2002 Application of a perturbation recycling
method in the large-eddy simulation of a mesoscale convective internal boundary layer. J.
Atmos. Sci. 59 (15), 2385–2395.
MCWILLIAMS, J. C., GALLACHER, P. C., MOENG, C.-H. & WYNGAARD, J. C. 1993 Modeling
the oceanic planetary boundary layer. In Large-Eddy Simulations of Complex Engineering and
Geophysical Flows (ed. B. Galperin & S. A. Orszag), pp. 441–454. Cambridge University
Press.
MELAS, D. 1989 The temperature structure in a stably stratified internal boundary layer over a cold
sea. Boundary-Layer Meteorol. 48 (4), 361–375.
MENEVEAU, C. 2012 The top-down model of wind farm boundary layers and its applications. J.
Turbul. 13 (7), 1–12.
MEYERS, J. & MENEVEAU, C. 2010 Large eddy simulations of large wind-turbine arrays in the
atmospheric boundary layer. AIAA Paper No. 2010-827, pp. 1–10.
MEYERS, J. & MENEVEAU, C. 2013 Flow visualization using momentum and energy transport tubes
and applications to turbulent flow in wind farms. J. Fluid Mech. 715, 335–358.
MEYERS, J. & SAGAUT, P. 2007 Evaluation of Smagorinsky variants in large-eddy simulations of
wall-resolved plane channel flows. Phys. Fluids 19 (9), 095105.
MOENG, C.-H. 1984 A large-eddy-simulation model for the study of planetary boundary-layer
turbulence. J. Atmos. Sci. 41 (13), 2052–2062.
MOENG, C.-H. & SULLIVAN, P. P. 1994 A comparison of shear- and buoyancy-driven planetary
boundary layer flows. J. Atmos. Sci. 51 (7), 999–1022.
MUNTERS, W., MENEVEAU, C. & MEYERS, J. 2016 Turbulent inflow precursor method with time-
varying direction for large-eddy simulations and applications to wind farms. Boundary-Layer
Meteorol. 159 (2), 305–328.
NAPPO, C. J. 2002 An Introduction to Atmospheric Gravity Waves, International Geophysics Series,
vol. 85. Academic.
NEWMAN, J., LEBRON, J., MENEVEAU, C. & CASTILLO, L. 2013 Streamwise development of the
wind turbine boundary layer over a model wind turbine array. Phys. Fluids 25 (8), 085108.
NILSSON, K., IVANELL, S., HANSEN, K. S., MIKKELSEN, R., SØRENSEN, J. N., BRETON, S.-P. &
HENNINGSON, D. 2015 Large-eddy simulations of the Lillgrund wind farm. Wind Energy 18
(3), 449–467.
NORDSTRÖM, J., NORDIN, N. & HENNINGSON, D. S. 1999 The fringe region technique and the
Fourier method used in the direct numerical simulation of spatially evolving viscous flows.
SIAM J. Sci. Comput. 20 (4), 1365–1393.
PEDERSEN, J. G., GRYNING, S.-E. & KELLY, M. 2014 On the structure and adjustment of inversion-
capped neutral atmospheric boundary-layer flows: large-eddy simulation study. Boundary-Layer
Meteorol. 153 (1), 43–62.
PORTÉ-AGEL, F., WU, Y.-T. & CHEN, C.-H. 2013 A numerical study of the effects of wind direction
on turbine wakes and power losses in a large wind farm. Energies 6 (10), 5297–5313.
https:/www.cambridge.org/core/terms. https://doi.org/10.1017/jfm.2017.11
Downloaded from https:/www.cambridge.org/core. KU Leuven University Library, on 08 Feb 2017 at 08:29:33, subject to the Cambridge Core terms of use, available at
BL development and gravity waves in conventionally neutral wind farms 129
QUENEY, P. 1948 The problem of the airflow over mountains: a summary of theoretical studies. Bull.
Am. Meteorol. Soc. 29, 16–26.
RAMPANELLI, G. & ZARDI, D. 2004 A method to determine the capping inversion of the convective
boundary layer. J. Appl. Meteorol. 43 (6), 925–933.
SHIR, C. C. 1972 A numerical computation of air flow over a sudden change of surface roughness.
J. Atmos. Sci. 29 (2), 304–310.
SMEDMAN, A.-S., BERGSTRÖM, H. & GRISOGONO, B. 1997 Evolution of stable internal boundary
layers over a cold sea. J. Geophys. Res. 102 (C1), 1091–1099.
SMITH, R. B. 1980 Linear theory of stratified hydrostatic flow past an isolated mountain. Tellus 32
(4), 348–364.
SMITH, R. B. 2010 Gravity wave effects on wind farm efficiency. Wind Energy 13 (5), 449–458.
SPALART, P. R. & WATMUFF, J. H. 1993 Experimental and numerical study of a turbulent boundary
layer with pressure gradients. J. Fluid Mech. 249, 337–371.
STEVENS, B., MOENG, C.-H. & SULLIVAN, P. P. 2000 Entrainment and subgrid lengthscales
in large-eddy simulations of atmospheric boundary-layer flows. In IUTAM Symposium on
Developments in Geophysical Turbulence (ed. R. M. Kerr & Y. Kimura), Fluid Mechanics
and Its Applications, vol. 58, pp. 253–269. Springer.
STEVENS, R. J. A. M., GAYME, D. F. & MENEVEAU, C. 2014a Large eddy simulation studies of
the effects of alignment and wind farm length. J. Renew. Sustainable Energy 6 (2), 023105.
STEVENS, R. J. A. M., GAYME, D. F. & MENEVEAU, C. 2015 Effects of turbine spacing on the
power output of extended wind-farms. Wind Energy 19, 359–370.
STEVENS, R. J. A. M., GRAHAM, J. & MENEVEAU, C. 2014b A concurrent precursor inflow method
for large eddy simulations and applications to finite length wind farms. Renew. Energy 68,
46–50.
STULL, R. B. 1988 An Introduction to Boundary Layer Meteorology. Springer.
SULLIVAN, P. P., EDSON, J. B., HRISTOV, T. & MCWILLIAMS, J. C. 2008 Large-eddy simulations
and observations of atmospheric marine boundary layers above nonequilibrium surface waves.
J. Atmos. Sci. 65 (4), 1225–1245.
SULLIVAN, P. P., MCWILLIAMS, J. C. & MOENG, C.-H. 1994 A subgrid-scale model for large-eddy
simulation of planetary boundary-layer flows. Boundary-Layer Meteorol. 71 (3), 247–276.
TAYLOR, J. R. & SARKAR, S. 2007 Internal gravity waves generated by a turbulent bottom Ekman
layer. J. Fluid Mech. 590, 331–354.
TAYLOR, J. R. & SARKAR, S. 2008a Direct and large eddy simulations of a bottom Ekman layer
under an external stratification. Intl J. Heat Fluid Flow 29 (3), 721–732; the Fifth International
Symposium on Turbulence and Shear Flow Phenomena (TSFP5).
TAYLOR, J. R. & SARKAR, S. 2008b Stratification effects in a bottom Ekman layer. J. Phys. Oceanogr.
38 (11), 2535–2555.
TAYLOR, P. A. 1969 The planetary boundary layer above a change in surface roughness. J. Atmos.
Sci. 26 (3), 432–440.
TENNEKES, H. 1973 A model for the dynamics of the inversion above a convective boundary layer.
J. Atmos. Sci. 30 (4), 558–567.
TJERNSTRÖM, M. & SMEDMAN, A.-S. 1993 The vertical turbulence structure of the coastal marine
atmospheric boundary layer. J. Geophys. Res. 98 (C3), 4809–4826.
VAN DER LAAN, M. P., HANSEN, K. S., SØRENSEN, N. N. & RÉTHORÉ, P.-E. 2015 Predicting
wind farm wake interaction with RANS: an investigation of the Coriolis force. J. Phys.: Conf.
Ser. 625 (1), 012026.
VERSTAPPEN, R. W. C. P. & VELDMAN, A. E. P. 2003 Symmetry-preserving discretization of
turbulent flow. J. Comput. Phys. 187 (1), 343–368.
VOLKER, P. J. H., BADGER, J., HAHMANN, A. N. & OTT, S. 2015 The explicit wake parametrisation
v1.0: a wind farm parametrisation in the mesoscale model WRF. Geosci. Model Develop. 8
(11), 3715–3731.
WRIGHT, S. D., ELLIOTT, L., INGHAM, D. B. & HEWSON, M. J. C. 1998 The adaptation of the
atmospheric boundary layer to a change in surface roughness. Boundary-Layer Meteorol. 89
(2), 175–195.
https:/www.cambridge.org/core/terms. https://doi.org/10.1017/jfm.2017.11
Downloaded from https:/www.cambridge.org/core. KU Leuven University Library, on 08 Feb 2017 at 08:29:33, subject to the Cambridge Core terms of use, available at
130 D. Allaerts and J. Meyers
WU, Y.-T. & PORTÉ-AGEL, F. 2011 Large-eddy simulation of wind-turbine wakes: Evaluation of
turbine parametrisations. Boundary-Layer Meteorol. 138 (3), 345–366.
WU, Y.-T. & PORTÉ-AGEL, F. 2013 Simulation of turbulent flow inside and above wind farms:
Model validation and layout effects. Boundary-Layer Meteorol. 146 (2), 181–205.
WU, Y.-T. & PORTÉ-AGEL, F. 2015 Modeling turbine wakes and power losses within a wind farm
using LES: an application to the Horns Rev offshore wind farm. Renew. Energy 75 (0),
945–955.
WYNGAARD, J. C. 2010 Turbulence in the Atmosphere. Cambridge University Press.
YANG, D., MENEVEAU, C. & SHEN, L. 2013 Dynamic modelling of sea-surface roughness for
large-eddy simulation of wind over ocean wavefield. J. Fluid Mech. 726, 62–99.
YANG, X., KANG, S. & SOTIROPOULOS, F. 2012 Computational study and modeling of turbine
spacing effects in infinite aligned wind farms. Phys. Fluids 24, 115107.
ZILITINKEVICH, S. S. & ESAU, I. N. 2002 On integral measures of the neutral barotropic planetary
boundary layer. Boundary-Layer Meteorol. 104 (3), 371–379.
ZILITINKEVICH, S. S. & ESAU, I. N. 2003 The effect of baroclinicity on the equilibrium depth of
neutral and stable planetary boundary layers. Q. J. R. Meteorol. Soc. 129 (595), 3339–3356.
ZILITINKEVICH, S. S. & ESAU, I. N. 2005 Resistance and heat-transfer laws for stable and neutral
planetary boundary layers: old theory advanced and re-evaluated. Q. J. R. Meteorol. Soc. 131
(609), 1863–1892.
ZILITINKEVICH, S. S., ESAU, I. N. & BAKLANOV, A. 2007 Further comments on the equilibrium
height of neutral and stable planetary boundary layers. Q. J. R. Meteorol. Soc. 133 (622),
265–271.
https:/www.cambridge.org/core/terms. https://doi.org/10.1017/jfm.2017.11
Downloaded from https:/www.cambridge.org/core. KU Leuven University Library, on 08 Feb 2017 at 08:29:33, subject to the Cambridge Core terms of use, available at
