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On Poincaré and de Rham‘s theorems
Abstract
We prove Poincaré's theorem under general assumptions on the data. Then we derive the regularity of
the solution from a result of Borchers and Sohr [6]. Finally, we give an elementary proof of the de
Rham's theorem in the case of 1-dimensional flows on the Euclidean space by applying the techniques
introduced in the proof of Poincaré's theorem.
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ON POINCARÉ AND DE RHAM'S THEOREMS
SORIN MARDARE
We prove Poincaré's theorem under general assumptions on the data. Then we
derive the regularity of the solution from a result of Borchers and Sohr [6]. Finally,
we give an elementary proof of the de Rham's theorem in the case of 1-dimensional
ﬂows on the Euclidean space by applying the techniques introduced in the proof
of Poincaré's theorem.
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1. INTRODUCTION
In diﬀerential geometry, the theorems of Poincaré and de Rham give a
characterization of the de Rham cohomology groups. Poincaré's theorem states
that de Rham's cohomology groups of a contractible manifold coincide with
those of a single point. If one is only interested in 1-forms  i.e. in the de Rham
cohomology group H1dR  the simple-connectedness of the manifold is enough.
For arbitrary smooth manifolds, de Rham's theorem states that de Rham's
cohomology groups are isomorphic with the singular cohomology groups.
In a partial diﬀerential equations setting, these two theorems solve an
over-determined system of linear partial diﬀerential equations of order one.
The proof of these theorems are by no means simple, especially if they are
stated in their most general setting, i.e., when the data are only distributions.
To this day, there is no proof, to the best knowledge of the author, of the
Poincaré theorem in the general case where the data are distributions in simply-
connected domains. However, we wish to emphasize that the Poincaré theorem
was already proved by Schwartz [16] in the case where the domain is the whole
Euclidean space Rn and by several authors (see Section 3) in the case where the
data are suﬃciently smooth. By contrast, de Rham's theorem was proved in
its whole generality in [15]. However, an important prerequisite about chains
and ﬂows on diﬀerential manifolds is needed in order to understand the proof
in [15].
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The most relevant case for the partial diﬀerential equations theory is when
the data are 1-forms deﬁned on Euclidean spaces. For instance, de Rham's the-
orem is used in ﬂuid mechanics theory in order to ﬁnd the pressure component
of the unknown of the Stokes or Navier-Stokes equations, once the velocity
ﬁeld is found.
In this paper, we restrict the presentation to the case of 1-forms deﬁned
on Euclidean spaces. More speciﬁcally, the manifold will be an open subset
of the Euclidean space Rn. First, we give elementary proofs of Poincaré and
de Rham's theorems in this setting (Theorems 2.1 and 4.1). Then we study
the regularity of the solution to the Poincaré problem in the setting of Sobolev
spaces. The regularity of the de Rham problem was already studied by Am-
rouche and Girault in [2]. We will use the same regularity result as in [2] (ﬁrst
proved by Borchers and Sohr in [6]) in conjunction with the distributional
Poincaré theorem (Theorem 2.1) in order to derive the regularity of the solution
to the Poincaré problem. Since we want to make our proof as elementary as
possible, in all that follows we will use the terminology of the partial diﬀerential
equations theory. For convenience of the readers, we also restate our results in
the terminology of diﬀerential geometry in remarks following each theorem.
We end this section by recalling two well known theorems in the distri-
bution theory that will be used in the next sections. Throughout the paper,
Ω ⊂ Rn denotes an open set, D(Ω) the space of indeﬁnitely diﬀerentiable func-
tions with compact support contained in Ω and D′(Ω) the space of all distribu-
tions over Ω. The gradient of a distribution u is denoted ∇u. If u, v ∈ D′(Ω)
and ω ⊂ Ω, we say that u = v in ω if 〈u, ϕ〉 = 〈v, ϕ〉 for all ϕ ∈ D(ω) (the
inclusion D(ω) ⊂ D(Ω) is deﬁned by extending the functions in D(ω) by zero).
The ﬁrst result below states that, in a connected open set, a distribution
whose gradient vanishes is constant (see also Remark 2.2).
Theorem 1.1. Let Ω ⊂ Rn be a connected open set and let u ∈ D′(Ω)
such that ∇u = 0 in (D′(Ω))n, i.e.,〈
u,
∂ϕ
∂xi
〉
= 0 for all ϕ ∈ D(Ω) and i ∈ {1, 2, . . . , n}.
Then there exists a constant C ∈ R such that u = C.
The second result shows how to reconstruct a distribution over Ω from
its restriction to smaller domains covering Ω. It has been ﬁrst introduced by
Schwartz [16] under the name principe du recollement des morceaux.
Theorem 1.2. Let {Ωi}i∈I be a family of open sets in Rn and Ω :=⋃
i∈I Ωi. Let {Ti ∈ D′(Ωi)}i∈I be a family of distributions such that Ti = Tj in
Ωi ∩ Ωj for all i, j ∈ I satisfying Ωi ∩ Ωj 6= ∅.
Then there exists one and only one distribution T ∈ D′(Ω) such that
(1.1) T = Ti on Ωi for all i ∈ I.
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The idea of the proof is as follows. For any ϕ ∈ D(Ω) one deﬁnes
(1.2) 〈T, ϕ〉 :=
m∑
j=1
〈Tij , θjϕ〉,
where the functions (θj)mj=1 form a partition of unity subordinated to a covering
(Ωij )
m
j=1 of suppϕ (suppϕ ⊂
⋃m
j=1Ωij for somem ∈ N∗ and i1, . . . , im ∈ I since
suppϕ is compact and suppϕ ⊂ ⋃i∈I Ωi). Then one proves that the deﬁnition
(1.2) is independent of the choice of the couple ((Ωij ), (θj)) satisfying the above
properties. In turn, this independence allows to prove that T is a distribution
over Ω and that this distribution satisﬁes (1.1).
2. POINCARÉ'S THEOREM
Poincaré's theorem, also known in the literature as Poincaré's lemma,
states that on a contractible manifold of dimension n, any k-form, 1 ≤ k ≤ n,
is exact if and only if it is closed. We consider here the particular case of
1-forms on an open subset of the Euclidean space Rn. The main point here is
that the domain Ω can be any simply-connected open set of Rn, regardless of
the regularity of its boundary. The main result of this section is as follows.
Theorem 2.1. Let Ω be a simply-connected open subset of Rn and let
f1, f2, . . . , fn ∈ D′(Ω) such that
(2.1)
∂fi
∂xj
=
∂fj
∂xi
in D′(Ω)
for all i, j ∈ {1, 2, . . . , n}. Then there exists u ∈ D′(Ω) such that
(2.2)
∂u
∂xi
= fi in D′(Ω)
for all i ∈ {1, 2, . . . , n}.
Remark 2.1. (1) In the case where Ω = Rn, Theorem 2.1 was proved
in [16].
(2) If we consider the 1-form on Ω with distributional components
α = f1dx1 + f2dx2 + · · ·+ fndxn,
then the above theorem can be restated as follows. If α is a closed 1-form on
Ω, then α is exact, i.e., there exists a 0-form β ∈ Λ0(Ω) such that α = dβ.
Proof of Theorem 2.1. First, we prove the existence of local solutions
to system (2.2), then we prove the existence of a global solution by using the
simple-connectedness of the set Ω.
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To prove the existence of local solutions to system (2.2), we follow the
same ideas as in Schwartz [16]. For the sake of completeness, we give below
the whole argument.
Let ω := (a1, b1) × (a2, b2) × · · · × (an, bn) ⊂ Ω and ϕ ∈ D(ω). The
idea is to modify the test function ϕ in order to obtain a derivative of another
function in D(ω).
For every i ∈ {1, 2, . . . , n} let θi ∈ D((ai, bi)) be such that
∫
R θi(t) dt = 1.
Deﬁne the function ψϕ1 : ω → R by
(2.3) ψϕ1 (x1, x2, . . . , xn) = ϕ(x1, x2, . . . , xn)− θ1(x1)
∫
R
ϕ(s, x2, . . . , xn) ds
and note that ψϕ1 =
∂Ψϕ1
∂x1
, where the function Ψϕ1 is deﬁned by
(2.4) Ψϕ1 (x1, x2, . . . , xn) =
∫ x1
−∞
ψϕ1 (t, x2, . . . , xn) dt.
It is easy to check that Ψϕ1 ∈ D(ω). Hence a distribution u ∈ D′(ω) that
satisﬁes ∂u∂x1 = f1 in D′(ω) must satisfy the relation
〈u, ψϕ1 〉 = −〈f1,Ψϕ1 〉
or, equivalently, the relation (the variables x1, x2, . . . , xn appearing in the right-
hand side are mute)
〈u, ϕ〉 = −〈f1,Ψϕ1 〉+
〈
u, θ1(x1)
∫
R
ϕ(s, x2, . . . , xn) ds
〉
,
where ψϕ1 and Ψ
ϕ
1 are the functions deﬁned by (2.3) and (2.4), respectively.
We apply the same method to construct the functions ψϕ2 and Ψ
ϕ
2 , but
this time we start with the test function
(x1, x2, . . . , xn) 7→ θ1(x1)
∫
R
ϕ(s, x2, . . . , xn) ds
(instead of ϕ) and consider the derivative with respect to the variable x2.
After n iterations of this argument, we obtain for the distribution u
the formula
(2.5) 〈u, ϕ〉 = −〈f1,Ψϕ1 〉 − 〈f2,Ψϕ2 〉 − · · · − 〈fn,Ψϕn〉+ 〈C,ϕ〉,
where C is a constant and the functions Ψϕ1 , . . . ,Ψ
ϕ
n are deﬁned by
(2.6) Ψϕi (x1, . . . , xi, . . . , xn) :=
∫ xi
−∞
ψϕi (x1, . . . , t, . . . , xn) dt
with
(2.7) ψϕi = η
ϕ
i−1 − ηϕi
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and
ηϕ0 = ϕ,(2.8)
ηϕi (x1, . . . , xn) := θ1(x1) . . . θi(xi)
∫
R
· · ·
∫
R
ϕ(s1, . . . , si, xi+1, . . . , xn) ds1 . . .dsi.
We claim that the mapping u deﬁned by (2.5) belongs to the space D′(ω).
Indeed, it is clear that u in linear with respect to ϕ. It is also easy to check
that if a sequence (ϕm)m∈N of test functions satisﬁes ϕm → ϕ in D(ω), then
Ψϕmi → Ψϕi in D(ω) for all i ∈ {1, 2, . . . , n}. Then the continuity of u (with
respect to the usual topology of the space D(ω)) follows from the continuity
of the mappings fi : D(Ω)→ R (recall that fi are distributions).
Now, we prove that the distribution u given by (2.5) satisﬁes the equations
∂u
∂xk
= fk in D′(ω) for all k ∈ {1, 2, . . . , n}.
Let k ∈ {1, 2, . . . , n} and ϕ = ∂ϕ˜∂xk for some ϕ˜ ∈ D(ω). Then a straightforward
computation shows that the functions ψϕi introduced above satisfy
ψϕi =

∂ψϕ˜i
∂xk
if i < k,
∂ηϕ˜k−1
∂xk
if i = k,
0 if i > k,
whence we deduce that
Ψϕi =

∂Ψϕ˜i
∂xk
if i < k,
ηϕ˜k−1 if i = k,
0 if i > k.
It then follows from formula (2.5) and equations (2.1) that〈
u,
∂ϕ˜
∂xk
〉
= −
k−1∑
i=1
〈
fi,
∂Ψϕ˜i
∂xk
〉
− 〈fk, ηϕ˜k−1〉+ C
∫
ω
∂ϕ˜
∂xk
dx
= −
k−1∑
i=1
〈
fk,
∂Ψϕ˜i
∂xi
〉
− 〈fk, ηϕ˜k−1〉 = −
k−1∑
i=1
〈fk, ψϕ˜i 〉 − 〈fk, ηϕ˜k−1〉
= −
〈
fk,
k−1∑
i=1
(ηϕ˜i−1 − ηϕ˜i ) + ηϕ˜k−1
〉
= −〈fk, ηϕ˜0 〉 = −〈fk, ϕ˜〉.
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This ends the proof of the existence of local solutions to Poincaré's system
(2.2). Note that if u satisﬁes (2.2), then u + C also satisﬁes (2.2), hence we
can take C to be any real constant in formula (2.5).
Now, we will construct a global solution to system (2.2) by using the
simple-connectedness of the set Ω. To this end, we ﬁrst note that the local
existence result we just proved insures the existence of local solutions deﬁned
on open balls that can be included in cubes contained in Ω. More speciﬁcally,
if x is any point in Ω, then there exists a local solution of system (2.2) in any
open ball B(x, r) with radius r ≤ 1√
n
dist(x,Ωc), where Ωc := Rn \ Ω.
Let there be given a point x0 ∈ Ω and an open ball B(x0, r0) with r0 ≤
1√
n
dist(x0,Ωc). The above local existence result yields a distribution u0 ∈
D′(B(x0, r0)) that satisﬁes
∂u0
∂xk
= fk in D′(B(x0, r0)), k ∈ {1, 2, . . . , n}.
Let x ∈ Ω and consider a triple (γ,∆, (Bj)), where γ : [0, 1]→ Ω is a continuous
path joining x0 to x, i.e., γ(0) = x0 and γ(1) = x, ∆ = (0 = t0 < t1 < · · · <
tN < tN+1 = 1) is a division of the interval [0, 1], and (Bj)Nj=0 are open balls
contained in cubes that are themselves contained in Ω and satisfy
(2.9)
B0 = B(x0, r0),
γ([tj , tj+1]) ⊂ Bj for all j ∈ {1, 2, . . . , N}.
Note that such triples do exist for any x ∈ Ω. Indeed, for any continuous path γ
joining x0 to x, the triple (γ,∆, (Bj)) withB0 = B(x0, r0) andBj = B(γ(tj), r)
for j ∈ {1, 2, . . . , N}, where r < 1√
n
dist(γ([0, 1]),Ωc) and |tj+1 − tj | ≤ δr for
all j ∈ {1, 2, . . . , N}, satisﬁes the conditions above if δr is chosen in such a
way that |γ(t) − γ(s)| < min{r, r0} whenever |t − s| ≤ δr (the existence of δr
is given by the uniform continuity of γ).
We construct o global solution to system (2.2) as follows. For x ∈ Ω and
(γ,∆, (Bj)) satisfying the conditions above, we deﬁne recursively the distribu-
tions uj ∈ D′(Bj), j = 1, 2, . . . , N , such that
(2.10)
∂uj
∂xk
= fk in D′(Bj),
uj = uj−1 in Bj ∩Bj−1.
Note that this construction is possible since the intersection Bj ∩ Bj−1 is a
convex set, in particular connected; hence, if uj−1 and uj respectively satisfy
∂uj−1
∂xk
= fk in D′(Bj−1) and ∂uj∂xk = fk in D′(Bj), then the distribution (uj−1−
uj) is constant in Bj−1 ∩ Bj and so we can add if necessary a constant to uj
in order to meet the condition that uj = uj−1 in Bj ∩Bj−1.
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From this construction we keep only the last distribution uN and claim
that uN is independent of the triple (γ,∆, (Bj)) in the following sense. If
(γ, ∆ := (0 = t0 < t1 < · · · < tN < tN+1 = 1), (Bj)Nj=0),
(γ˜, ∆˜ := (0 = t˜0 < t˜1 < · · · < t˜N˜ < t˜N˜+1 = 1), (B˜j)N˜j=0)
are two triples associated with x, then u˜N˜ = uN in BN ∩ B˜N˜ .
Let us ﬁrst prove that uN is independent of (Bj). To this end, we ﬁx
γ and ∆ and consider two sequences of open balls (Bj)Nj=0 and (B˜j)
N˜
j=0, both
satisfying (2.9). We apply an induction argument. First, we have
u0 = u˜0 in D′(B0) (by deﬁnition).
Assume that uj = u˜j in Bj ∩ B˜j . Then from (2.10) we have
uj+1 = uj = u˜j = u˜j+1 in Bj ∩ B˜j ∩Bj+1 ∩ B˜j+1.
Note that Bj ∩ B˜j ∩ Bj+1 ∩ B˜j+1 is a nonempty open set, since it contains
γ(tj+1). It follows that uj+1 = u˜j+1 in Bj+1 ∩ B˜j+1, since the set Bj+1 ∩ B˜j+1
is a connected open set.
Now, we prove that uN is independent of ∆. To this end, we ﬁrst consider
the case of two divisions ∆ and ∆˜ of the form ∆ = (0 = t0 < t1 < · · · < tN+1 =
1) and ∆˜ = (0 = t0 < t1 < · · · < tk < t∗ < tk+1 < · · · < tN+1 = 1). Let
(Bj)Nj=0 be a family of open balls satisfying (2.9). For ∆˜, we consider the
family (B˜j)N+1j=0 deﬁned by
B˜j = Bj for all j ∈ {0, 1, . . . , k},
B˜j+1 = Bj for all j ∈ {k, k + 1, . . . , N}.
Obviously, the family (B˜j)N+1j=0 associated with the division ∆˜ satisﬁes (2.9).
We also have u˜j = uj in D′(Bj) for all j ≤ k. By (2.10), we then have
u˜k+1 = u˜k = uk in B˜k+1 ∩ B˜k = Bk. Using again system (2.10), we obtain by
induction that u˜j+1 = uj in Bj for all j ≥ k and in particular for j = N .
Let now ∆ = (0 = t0 < t1 < · · · < tN+1 = 1) and ∆˜ = (0 = t˜0 <
t˜1 < · · · < t˜N˜+1 = 1) be two arbitrary divisions with the respective associated
families of open balls (Bj)Nj=0 and (B˜j)
N˜
j=0 satisfying (2.9). Consider the joint
division ∆ := (0 = s0 < s1 < · · · < sM+1 = 1) deﬁned by
{s0, s1, . . . , sM+1} = {t0, t1, . . . , tN+1} ∪ {t˜0, t˜1, . . . , t˜N˜+1}, M ≤ N + N˜ .
Starting with ∆ and applying (M −N) times the above argument about divi-
sions diﬀering at one single point, we obtain (with self-explanatory notation)
uM = uN in BN .
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Similarly, but starting with ∆˜ and applying (M−N˜) times the same argument,
we obtain
uM = u˜N˜ in B˜N˜ .
Combining the last two equalities and using the fact that uM is independent
of (Bj), we get
uN = u˜N˜ in BN ∩ B˜N˜ .
Finally, we prove that uN is independent of the path γ. To this end,
we use, as expected, the simple-connectedness of Ω. Let (γ,∆, (Bj)Nj=0) and
(γ˜, ∆˜, (B˜j)N˜j=0) be two triples associated with the point x ∈ Ω. Since Ω is
simply connected, there exists a continuous function H : [0, 1] × [0, 1] → Ω
such that
H(0, ·) = γ, H(1, ·) = γ˜, H(· , 0) = x0, H(· , 1) = x.
For each s ∈ [0, 1], set γs := H(s, ·) and consider a triple (γs,∆s, (Bsj )Nsj=0)
associated with x. For s = 0 we choose the triple (γ,∆, (Bj)Nj=0), while for
s = 1 we choose the triple (γ˜, ∆˜, (B˜j)N˜j=0).
Let (with self-explanatory notation)
s∗ := sup{s ∈ [0, 1]; us,Ns = uN := u0,N0 in BsNs ∩BN}.
We wish to prove that
1 = s∗ = max{s ∈ [0, 1]; us,Ns = uN in BsNs ∩BN}.
First, we prove that s∗ > 0. To this end, we show that for s suﬃ-
ciently small,
us,Ns = uN in BsNs ∩BN .
In order to prove this relation, we begin by showing that the triple
(γs,∆, (Bj)Nj=0) associated with x is admissible provided that s is suﬃciently
small. It is enough to prove that, for any ﬁxed j ∈ {0, 1, . . . , N}, γs([tj , tj+1]) ⊂
Bj for any suﬃciently small s. We argue by contradiction. Suppose that there
exist sequences sm → 0 and tm ∈ [tj , tj+1] (m ∈ N is an index going to in-
ﬁnity) such that γsm(tm) = H(sm, tm) 6∈ Bj . Since [tj , tj+1] is compact, there
exists a subsequence of (tm), still denoted (tm), such that tm → t ∈ [tj , tj+1].
The function H being continuous, we have H(sm, tm) → H(0, t) = γ(t) ∈ Bj ,
which contradicts the relation H(sm, tm) 6∈ Bj for all m ∈ N (the contradiction
follows from the fact that Bj is an open set).
Next, we prove that s∗ is a maximum. The above contradiction argu-
ment shows that for α suﬃciently small and for all 0 ≤ ε < α, the triple
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(γs∗−ε,∆s∗ , (Bs
∗
j )
Ns∗
j=0) is admissible for x. By the independence of u
s∗,Ns∗ with
respect to ∆ and (Bj), this implies that
us
∗,Ns∗ = us
∗−ε,Ns∗−ε on Bs
∗
N∗ ∩Bs
∗−ε
Ns∗−ε
for all ε ∈ [0, α). Since s∗ is a supremum, we have
us
∗−δ,Ns∗−δ = uN on Bs
∗−δ
Ns∗−δ
∩BN
for some δ ∈ [0, α). By combining the last two equalities, we get
(2.11) us
∗,Ns∗ = uN on Bs
∗
Ns∗ ∩BN .
Finally, we prove that s∗ = 1 by a contradiction argument. If s∗ < 1
then using once again the previous argument shows that for ε > 0 suﬃciently
small, the triple (γs∗+ε,∆s∗ , (Bs
∗
j )
Ns∗
j=1) is admissible for x. This contradicts the
deﬁnition of s∗. Therefore s∗ = 1 and uN = u0,N0 = u1,N1 = u˜N˜ .
Now, we are in a position to deﬁne a global solution to the Poincaré
system (2.2). For any x ∈ Ω, let us choose Bx ⊂ Ω to be an admissible ﬁnal
ball, i.e., Bx = BN for some admissible triple (γ,∆, (Bj)Nj=1) associated with
x. Denote ux = uN , where the distribution uN ∈ D′(Bx) is constructed as
above. Let us prove that for any x, y ∈ Ω such that Bx ∩By 6= ∅ we have
(2.12) ux = uy on Bx ∩By.
Let (γ,∆, (Bj)Nj=1) and (γ˜, ∆˜, (B˜j)
N˜
j=1) be two admissible triples for x and
y, respectively. Let z ∈ Bz ∩ By. We consider the path obtained by joining γ
with the segment [x, z], parameterized for instance by (prime is not a symbol
for the derivative with respect to t)
γ′(t) :=
{
γ(2t) if t ∈ [0, 12 ],
(2− 2t)x+ (2t− 1)z if t ∈ (12 , 1].
Then the triple (γ′,∆′ := (0 = t02 <
t1
2 < · · · < tN+12 < tN+2 = 1), (B′j)N+1j=1 ),
where B′j = Bj for all j ≤ N and B′N+1 = BN = Bx, is admissible for
z (since Bx is a convex set, γ′([12 , 1]) = [x, z] ⊂ Bx). We make a similar
construction for γ˜ to ﬁnd another admissible triple for z. Then one can see
that the relation (2.12) is a consequence of the relation (2.11) with s∗ = 1,
since u′N+1 = uN = ux in Bx and u˜′N+1 = u˜N = uy in By.
The property (2.12) allows us to construct a distribution on the set⋃
x∈ΩBx = Ω by letting, for any given test function ϕ ∈ D(Ω),
(2.13) 〈u, ϕ〉 :=
m∑
i=1
〈uxi , θiϕ〉,
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where suppϕ ⊂ ⋃mi=1Bxi (such a ﬁnite covering exists because the support
of ϕ is a compact subset of Ω) and the family (θi)mi=1 is a partition of unity
subordinated to the covering (Bxi)
m
i=1 of suppϕ (this means that θi ∈ D(Bxi)
for all i and
∑m
i=1 θi = 1 on suppϕ). By Theorem 1.2, the relation (2.13)
deﬁnes a distribution u over Ω that satisﬁes u = ux in Bx for all x ∈ Ω.
We now prove that the distribution u deﬁned by (2.13) satisﬁes the system
(2.2). Let ϕ ∈ D(Ω). Then ∂ϕ∂xk ∈ D(Ω) and supp
(
∂ϕ
∂xk
)
⊂ suppϕ. Let K ⊂ Ω
be a compact neighborhood of suppϕ. Consider a family of open balls (Bxi)
m
i=1
such that K ⊂ ⋃mi=1Bxi and a partition of unity (θi)mi=1 subordinated to the
covering (Bxi)
m
i=1. In particular, (θi) satisﬁes
∑m
i=1 θi = 1 in K ⊃ suppΩ.
Then we have〈
u,
∂ϕ
∂xk
〉
=
m∑
i=1
〈
uxi , θi
∂ϕ
∂xk
〉
=
m∑
i=1
〈
uxi ,
∂
∂xk
(θiϕ)− ∂θi
∂xk
ϕ
〉
=
m∑
i=1
(〈
uxi ,
∂
∂xk
(θiϕ)
〉
−
〈
u,
∂θi
∂xk
ϕ
〉)
=
m∑
i=1
(− 〈fk, θiϕ〉)− 〈u, m∑
i=1
∂θi
∂xk
ϕ
〉
= −
〈
fk,
( m∑
i=1
θi
)
ϕ
〉
−
〈
u,
∂
(∑m
i=1 θi
)
∂xk
ϕ
〉
= −〈fk, ϕ〉.
Note that we used in the third equality the fact that u = uxi in Bxi . In
the forth equality, we used the relation ∂u
xi
∂xk
= fk in Bxi . In the last equality,
we used the fact that
∑m
i=1 θi = 1 in the neighborhood K of suppϕ, which
implies that
∂
(∑m
i=1 θi
)
∂xk
= 0 on suppϕ, hence
∂
(∑m
i=1 θi
)
∂xk
ϕ = 0 in Ω. This
completes the proof. 
Remark 2.2. By following the argument used to construct a local solution
to system (2.2) (see formula (2.5)), we can see that any u satisfying (2.2) in
ω is given by the formula (the variables x1, . . . , xn appearing in the formula
below are mute)
〈u, ϕ〉 = −〈f1,Ψϕ1 〉 − · · · − 〈fn,Ψϕn〉+ 〈u, θ1(x1) . . . θn(xn)〉
∫
ω
ϕ(x) dx,
where Ψϕ1 , . . . ,Ψ
ϕ
n are constructed as in the proof of Theorem 2.1. In particular,
if f1 = f2 = · · · = fn = 0, then u is a constant (equal to 〈u, θ1(x1) . . . θn(xn)〉).
This argument proves that on a connected open set, a distribution has null
partial derivatives if and only if it is a constant. We have used this well-known
uniqueness up to a constant result (Theorem 1.1) in the construction of a
global solution u. See (2.10).
11 On Poincaré and de Rham's theorems 533
3. REGULARITY OF THE SOLUTION
TO POINCARÉ'S SYSTEM
Now we address the question of regularity for the solution u to system
(2.2). More speciﬁcally, assuming that f1, f2, . . . , fn all belong to some Sobolev
space Wm,p(Ω), we investigate whether the solution u deﬁned in the space of
distributions by Theorem 2.1 possesses some regularity properties. Intuitively,
we expect u to be of class Wm+1,p(Ω), at least if the boundary of Ω is suﬃ-
ciently smooth.
If m ≥ 0 and p ∈ [1,∞], it is well known that any solution u ∈ D′(Ω)
to system (2.2) satisﬁes u ∈ Wm+1,ploc (Ω). This result is valid for any open
set Ω, irrespectively of the regularity of its boundary (see, e.g., Maz'ja [11,
Theorem at page 7]). The usual proof of this regularity theorem consists in
proving that u is of class Wm+1,p in any open ball or hypercube contained in
Ω. In order to prove this local regularity property of u, one could use either
a regularizing argument (as in [4]), or an integral formula of u on well chosen
sections of a hypercube contained in Ω (as in [12]). If in addition Ω is a
bounded domain with a Lipschitz-continuous boundary, then u ∈Wm+1,p(Ω).
This global regularity result is a consequence of the formula (obtained after a
change of variables, if necessary)
u(x′, xn) = u(x′, 0) +
∫ xn
0
∂u
∂xn
(x′, t) dt,
which is valid for almost all points (x′, xn), where x′ := (x1, . . . , xn−1), in a
good subset of Ω whose precise deﬁnition depends on the regularity of Ω.
In fact, one can see from this argument that a much weaker regularity of Ω is
really needed (we recall thatm ≥ 0). For instance, in the case wherem ≥ 0 and
p ∈ [1,∞), it is enough that Ω be a bounded domain with continuous boundary
such that Ω lies locally on the same side of its boundary. Note that the
regularity assumption on the boundary cannot be dropped altogether, because
counterexamples (see Maz'ja [11]) show that the global regularity result fails
if Ω is an arbitrary bounded domain.
The regularity of u in the case m < 0 is much more diﬃcult to study.
The one dimensional case (n = 1) is however easy to study thanks to formula
(2.5). To see this, let Ω = (a, b) be a bounded open interval in R and assume
that f1 ∈ Wm,p(Ω), m < 0, p ∈ (1,∞). Then for any ϕ ∈ D(Ω), we have
(without any loss in generality, we choose C = 0 in (2.5))
|〈u, ϕ〉| = |〈f1,Ψϕ1 〉| ≤ ‖f1‖Wm,p(Ω)‖Ψϕ1 ‖W−m,q0 (Ω),
534 Sorin Mardare 12
where q is deﬁned by 1p +
1
q = 1. Then Poincaré's inequality (or simply the
explicit deﬁnition (2.4) of Ψϕ1 ) implies that
|〈u, ϕ〉| ≤ C‖f1‖Wm,p(Ω)‖(Ψϕ1 )′‖W−m−1,q0 (Ω).
Or (Ψϕ1 )
′(x1) = ψ
ϕ
1 (x1) = ϕ(x1) − θ1(x1)
∫
R ϕ dx1 for some ﬁxed function
θ1 ∈ D(Ω) such that
∫
R θ1 dx1 = 1. Hence
|〈u, ϕ〉| ≤ C‖f1‖Wm,p(Ω)
(
‖ϕ‖
W−m−1,q0 (Ω)
+ ‖θ1‖W−m−1,q0 (Ω)
∣∣∣ ∫
R
ϕdx1
∣∣∣)(3.1)
≤ C‖f1‖Wm,p(Ω)
(
1 + ‖θ1‖W−m−1,q0 (Ω)
)‖ϕ‖
W−m−1,q0 (Ω)
,
the last inequality being a consequence of Hölder's inequality∣∣∣ ∫
R
ϕ dx1
∣∣∣ = ∣∣∣ ∫
Ω
ϕdx1
∣∣∣ ≤ (b− a) 1p ‖ϕ‖Lq(Ω).
Inequality (3.1) implies that u is a continuous linear functional over the
spaceW−m−1,q0 (Ω) and therefore u ∈Wm+1,p(Ω). Moreover, the chosen distri-
bution u, i.e., the one deﬁned by (2.5) with C = 0 (in other words, the solution
to Poincaré's system (2.2) satisfying 〈u, θ1〉 = 0), satisﬁes the inequality
‖u‖Wm+1,p(Ω) ≤ C‖f1‖Wm,p(Ω)
for some constant C depending only on Ω.
Note that the above argument does not apply in higher dimensions (n ≥
2), since the term ‖∇Ψϕi ‖W−m−1,q0 (Ω) cannot be controlled by ‖ϕ‖W−m−1,q0 (Ω).
To see this, consider for instance the case m = −1. Then
∂Ψϕ1
∂x2
(x1, x2, . . . , xn) =
∫ x1
−∞
∂ψϕ1
∂x2
(t, x2, . . . , xn) dt
=
∫ x1
−∞
( ∂ϕ
∂x2
(t, x2, . . . , xn)− θ1(t)
∫
R
∂ϕ
∂x2
(s, x2, . . . , xn) ds
)
dt,
which means that in order to control the norm ‖∇Ψϕ1 ‖Lq(Ω), one needs partial
derivatives of ϕ. On the other hand, this argument does not take into account
the compatibility conditions satisﬁed by the functions (fi), because it relies
only on formula (2.5), which is valid for any n-tuple (f1, . . . , fn). Thus a
diﬀerent argument is needed in dimension n ≥ 2.
Our aim is to obtain a generalization of Poincaré's lemma in Sobolev
spaces Wm,p(Ω) valid for any integer m (not necessarily nonnegative) and for
any simply-connected Lipschitz domains. In the case m = 0 and p = 2 (i.e.,
if f1, . . . , fn ∈ W 0,2(Ω) = L2(Ω)), this was done by Girault and Raviart [9]
in dimension three (n = 3) and by Bourgain, Brezis and Mironescu [4] in
arbitrary dimension under an additional regularity assumption on Ω. The case
m = −1, p = 2 was studied by Ciarlet and Ciarlet, Jr. [7] in dimension
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three (n = 3) and was generalized by Kesavan [10] in arbitrary dimension.
More recently, Amrouche, Ciarlet and Ciarlet, Jr. [1] solved the case p = 2
and m ∈ Z arbitrary, for three-dimensional domains. As noted in [10], in a
simply-connected bounded domain Ω with a Lipschitz-continuous boundary,
the Poincaré lemma in W−1,2(Ω) is equivalent to a well-known Lions lemma
stating that f ∈ D′(Ω) and ∇f ∈ (W−1,2(Ω))n implies f ∈ L2(Ω). This
lemma was proved in Duvaut and Lions [8] in the case of smooth domains and
in Borchers and Sohr [6] (see also Amrouche and Girault [2, Proposition 2.10])
in the case of Lipschitz domains. In fact, Amrouche and Girault [2] proved the
following generalization of Lions' lemma.
Lemma 3.1 (Proposition 2.10 in [2]). Let Ω ⊂ Rn be a bounded domain
with a Lipschitz-continuous boundary. If the distribution f ∈ D′(Ω) satisﬁes
∇f ∈ (Wm,p(Ω))n with m ∈ Z and p ∈ (1,∞), then f ∈Wm+1,p(Ω).
Now, we establish the Poincaré theorem in the setting of Sobolev spaces
by combining Lemma 3.1 with Theorem 2.1. Furthermore, we establish an
estimate of the solution to the Poincaré system (2.2) in the corresponding
Sobolev norm (see Theorem 3.1).
To begin with, we introduce some notation. If u ∈ Wm,p(Ω), we denote
by uˆ the equivalence class of u in the space Wm,p(Ω)/R and deﬁne its norm by
‖uˆ‖Wm,p(Ω)/R := inf
c∈R
‖u+ c‖Wm,p(Ω).
Note that if u is a solution to system (2.2), then any element of the class uˆ is
also solution to this system.
The announced result is as follows.
Theorem 3.1. Let Ω be a simply-connected open set in Rn and let f1, f2,
. . . , fn ∈Wm,p(Ω) for some m ∈ Z and p ∈ (1,∞). Assume that the functions
(fi) satisfy equations (2.1). Then there exists u ∈Wm+1,ploc (Ω) such that ∇u =
f := (f1, . . . , fn) in D′(Ω).
If in addition Ω is connected, bounded, with a Lipschitz-continuous bound-
ary, then u ∈ Wm+1,p(Ω) and there exists a constant C depending only on Ω
such that
‖uˆ‖Wm,p(Ω)/R ≤ C‖f‖Wm,p(Ω).
Remark 3.1. If m ≥ 0 then Theorem 3.1 also holds for p = 1 and p =∞
(see the comments at the beginning of this section).
4. DE RHAM'S THEOREM FOR 1-DIMENSIONAL FLOWS
We give an elementary proof of de Rham's theorem in the case of ho-
mogeneous ﬂows (or currents) of dimension one on a Euclidean space (for the
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deﬁnition of these notions, see, e.g., de Rham [15]). Since an Euclidean space is
oriented, we will only consider positively oriented local charts, so the problem
of the parity (for forms or ﬂows) is not posed here. In fact, by choosing as
manifold an open set Ω ⊂ Rn, we can always take the identity as local chart
around every point. In this setting, we are able to prove the pure analytic form
of the de Rham's theorem below.
Theorem 4.1. Let Ω ⊂ Rn be a connected open set and let f = (f1, . . . ,
fn) ∈ (D′(Ω)n be a vector ﬁeld that satisﬁes
(4.1) 〈f ,ϕ〉 :=
n∑
i=1
〈fi, ϕi〉 = 0
for all ϕ = (ϕ1, . . . , ϕn) ∈ (D(Ω))n satisfying divϕ = 0. Then there exists
u ∈ D′(Ω) such that f = ∇u, i.e.,
(4.2)
∂u
∂xk
= fk in D′(Ω) for all k ∈ {1, . . . , n}.
Remark 4.1. (1) In diﬀerential geometry terms, Theorem 4.1 can be re-
stated as follows:
Let T be a homogeneous ﬂow of dimension one and assume that
〈T, ϕ〉 = 0
for all compactly supported 1-forms ϕ of class C∞ satisfying δϕ = 0. Then
there exists a homogeneous ﬂow S of dimension zero (i.e., a distribution on Ω)
such that
dS = T,
where dS is deﬁned by 〈dS, ϕ〉 := 〈S, δS〉 for all 1-forms ϕ ∈ Λ1(Ω) of class
C∞ with compact support in Ω.
This statement holds verbatim in the case of oriented Riemannian mani-
folds. The operator δ : Λk(Ω)→ Λk−1(Ω) is the codiﬀerential operator and can
be deﬁned on any oriented Riemannian manifold; see, e.g., Bleecker [5]. In the
particular case of Euclidean spaces, this deﬁnition reduces to the expression
δ(ϕ1dx1 + ϕ2dx2 + · · ·+ ϕndxn) = −divϕ,
where ϕ := (ϕ1, ϕ2, . . . , ϕn).
The de Rham theorem in the most general setting  i.e., for ﬂows on
manifolds which are not necessarily Riemannian  can be found in [15].
(2) Unlike Poincaré's theorem, Theorem 4.1 holds in any connected open
set Ω, not necessarily simply-connected. This weaker hypothesis on Ω is pos-
sible because condition (4.1) is stronger than condition (2.1). Indeed, we will
see in the proof of Theorem 4.1 that (4.1) implies (2.1). The converse is false
because otherwise Poincaré's theorem would apply in domains that are not
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simply-connected, which is known to be false. Therefore, Theorem 4.1 is an
immediate consequence of Theorem 2.1 in the case of simply-connected sets.
Proof of Theorem 4.1. We begin by showing that the vector ﬁeld f
satisﬁes equations (2.1). For ϕ ∈ D(Ω) and i < j, let
ϕ :=
(
0, . . . , 0,
∂ϕ
∂xj
, 0, . . . , 0,− ∂ϕ
∂xi
, 0, . . . , 0
)
,
where the nonzero components are placed on the ith and jth positions. It is
clear that divϕ = 0 and therefore equation (4.1) implies that 〈f ,ϕ〉 = 0. Since
〈f ,ϕ〉 =
〈
fi,
∂ϕ
∂xj
〉
−
〈
fj ,
∂ϕ
∂xi
〉
,
equation (2.1) follows.
Thus, we can construct u locally as in the proof of Theorem 2.1. Note
that formula (2.5), which deﬁnes u in a hypercube contained in Ω, can be
rewritten as
〈u, ϕ〉 = −〈f ,Ψϕ〉+ 〈C, φ〉,
where C is a constant and Ψϕ = (Ψϕ1 , . . . ,Ψ
ϕ
n) is deﬁned as in the proof of
Theorem 2.1.
Then we deﬁne a global solution to (4.2) as follows. Since Ω is connected,
we use the construction of the global solution described in the proof of Theo-
rem 2.1 (see (2.10)) to associate with every triple (γ,∆, (Bj)Nj=0) a distribution
uN satisfying equations (4.2) in the open ball BN .
Recall that in the proof of Theorem 2.1 the simple-connectedness of the
domain Ω has only been used to prove that uN is independent of the path
γ. We now have to prove the independence of uN with respect to the triple
(γ,∆, (Bj)Nj=0) by other means. Speciﬁcally, this will be done by using equa-
tion (4.1) in its full generality. In fact, we will establish an explicit formula
for uN (see (4.6)(4.8)) in terms of the triple (γ,∆, (Bj)Nj=0) from which the
independence property can be easily deduced.
Let B0 and u0 be ﬁxed as in the proof of Theorem 2.1. In particular, the
distribution u0 is deﬁned by the formula (taking C = 0 in (2.5))
(4.3) 〈u0, ϕ〉 = −〈f1,Ψ0,ϕ1 〉 − 〈f2,Ψ0,ϕ2 〉 − · · · − 〈fn,Ψ0,ϕn 〉,
where (see (2.6)(2.8))
Ψ0,ϕk (x1, . . . , xk, . . . , xn) :=
∫ xk
−∞
ψ0,ϕk (x1, . . . , t, . . . , xn) dt,(4.4)
ψ0,ϕk := η
0,ϕ
k−1 − η0,ϕk , η0,ϕ0 := ϕ,
η0,ϕk (x1, . . . , xn) :=θ
0
1(x1) . . . θ
0
k(xk)
∫
R
. . .
∫
R
ϕ(s1, . . . , sk, xk+1, . . . , xn)ds1 . . .dsk.
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Here, (θ0i )
n
i=1 are given functions that satisfy θ
0
i ∈ D((ai, bi)) and
∫
R θ
0
i (t) dt =
1, where (a1, b1)× · · · × (an, bn) ⊂ Ω is any given cube containing B0.
Now, let x ∈ Ω and let (γ,∆, (Bj)Nj=0) be an admissible triple for x.
For each j ∈ {1, 2, . . . , n}, we choose an n-tuple (θji )ni=1 associated with a
hypercube contained in Ω and containing Bj , whose components θ
j
i satisfy
the same properties as the functions θ0i . Next, we deﬁne the distributions u
j ,
j = 1, 2, . . . , N , by
(4.5) 〈uj , ϕ〉 = 〈Cj , ϕ〉 − 〈f1,Ψj,ϕ1 〉 − 〈f2,Ψj,ϕ2 〉 − · · · − 〈fn,Ψj,ϕn 〉,
where Cj ∈ R are constants insuring that uj = uj−1 on Bj ∩ Bj−1 and the
functions Ψj,ϕk , ψ
j,ϕ
k and η
j,ϕ
k are deﬁned as in (4.4). In what follows, these
functions are renamed Ψk(θj , ϕ), ψk(θj , ϕ) and ηk(θj , ϕ) to emphasize the
fact that they are completely determined by θj = (θj1, . . . , θ
j
n) and ϕ ∈ D(Bj).
By relations (4.3) and (4.5), for all ϕ ∈ D(B0 ∩B1) we have
〈u1, ϕ〉 = −〈f ,Ψ(θ1, ϕ)〉+ C1
∫
Ω
ϕ(x) dx = 〈u0, ϕ〉 = −〈f ,Ψ(θ0, ϕ)〉,
By choosing a function ζ1 ∈ D(B0 ∩ B1) such that
∫
Ω ζ1(x) dx = 1, we get an
explicit value of C1, namely
C1 = 〈f ,Ψ(θ1, ζ1)−Ψ(θ0, ζ1)〉.
To sum up, we obtained for u1 the formula
〈u1, ϕ〉 =
〈
f ,−Ψ(θ1, ϕ) + (Ψ(θ1, ζ1)−Ψ(θ0, ζ1)) ∫
Ω
ϕ(x) dx
〉
for all ϕ ∈ D(B1).
Iterating N times the previous argument for the construction of u1, for
uN we obtain the formula
(4.6) 〈uN , ϕ〉 = 〈f ,Ψ((γ,∆, (Bj)), ϕ)〉 for all ϕ ∈ D(BN ),
where
(4.7) Ψ((γ,∆, (Bj)), ϕ) := −Ψ(θN , ϕ)+
N∑
i=1
(
Ψ(θi, ζi)−Ψ(θi−1, ζi)
)∫
Ω
ϕ(x) dx
and
(4.8) ζi ∈ D(Bi ∩Bi−1) and
∫
Ω
ζi(x) dx = 1 for all i ∈ {1, . . . , N}.
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On the other hand, note that for any function ζ ∈ D(Ω) and any n-tuple
θ = (θ1, . . . , θn) associated with a hypercube ω contained in Ω, we have
divΨ(θ, ζ) =
n∑
k=1
ψk(θ, ζ) =
n∑
k=1
(
ηk−1(θ, ζ)− ηk(θ, ζ)
)
(4.9)
= η0(θ, ζ)− ηn(θ, ζ) = ζ − θ1(x1) . . . θn(xn)
∫
Ω
ζ(x) dx.
Then it follows from relations (4.8) and (4.9) that
divΨ((γ,∆, (Bj)), ϕ) = −ϕ+ θN1 (x1) . . . θNn (xn)
∫
Ω
ϕ(x) dx
+
n∑
i=1
(− θi1(x1) . . . θin(xn) + θi−11 (x1) . . . θi−1n (xn)) ∫
Ω
ϕ(x) dx
= −ϕ+ θ01(x1) . . . θ0n(xn)
∫
Ω
ϕ(x) dx
for all ϕ ∈ D(BN ).
Note that the right-hand side of the last equality depends only on ϕ ∈
D(Bn) and on the n-tuple θ0 which has been ﬁxed once for all at the beginning
of the proof. Hence, if (γ˜, ∆˜, (B˜j)N˜j=0) is another admissible triple for x, then
divΨ((γ˜, ∆˜, (B˜j)), ϕ) = −ϕ+ θ01(x1) . . . θ0n(xn)
∫
Ω
ϕ(x) dx
= divΨ((γ,∆, (Bj)), ϕ).
for all ϕ ∈ D(BN ∩ B˜N˜ ).
Now, we use assumption (4.1). Combined with the previous relation, it
shows that 〈
f ,Ψ((γ,∆, (Bj)), ϕ)−Ψ((γ˜, ∆˜, (B˜j)), ϕ)
〉
= 0
for all ϕ ∈ D(BN ∩ B˜N˜ ). Hence, by (4.6) we have
〈uN − u˜N˜ , ϕ〉 = 0 for all ϕ ∈ D(BN ∩ B˜N˜ ).
This proves that uN is independent of the choice of the triple (γ,∆, (Bj)).
The remaining part of the proof is identical with the last part of the proof of
Theorem 2.1. 
Remark 4.2. If the distribution f appearing in the statement of Theo-
rem 4.1 belongs to some Sobolev space, then Theorem 4.1 is a consequence of a
well-known result in functional analysis. More speciﬁcally, one can prove that
if m ≤ −1, p ∈ (1,∞), and f ∈ (Wm,p(Ω))n satisﬁes (4.1), then there exists
u ∈ Wm+1,p(Ω) such that ∇u = f . It is enough to prove that the gradient
operator ∇ : Wm+1,p(Ω) → (Wm,p(Ω))n has closed range. Combined with
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the fact that −∇ is the dual operator of the operator div : (W−m,q0 (Ω))n →
W−m−1,q0 (Ω), where q is deﬁned by 1/p + 1/q = 1, this implies that (see e.g.
Brezis [3, Theorem II.18])
Im(∇) = (ker(div))⊥,
which is exactly the desired result. The diﬃcult part of the proof is to show
that Im(∇) is a closed subspace of (Wm,p(Ω))n. This result, whose proof
can be found in Amrouche and Girault [2, Corollary 2.5], relies on a theorem
of Peetre and Tartar (see [14] and [17]) and on an inequality due to Ne£as
[13]. The Ne£as inequality states that in a bounded Lipschitz domain, one can
control the Wm,p-norm of a function by the Wm−1,p-norms of itself and of its
gradient. This is obvious if m ≥ 1, but it is by no means trivial in the case
m ≤ 0.
As in Section 3, we can recover de Rham's theorem in Sobolev spaces by
combining Theorem 4.1 and Lemma 3.1 (as mentioned earlier, this lemma is
due to Borchers and Sohr [6] and can be found in Amrouche and Girault [2,
Proposition 2.10]):
Theorem 4.2. Let Ω be an open set in Rn and let f ∈ (Wm,p(Ω))n for
some m ∈ Z, p ∈ (1,∞) if m < 0, p ∈ [1,∞] if m ≥ 0. Assume that f satisfy
equations (4.1). Then there exists u ∈Wm+1,ploc (Ω) such that ∇u = f in D′(Ω).
If in addition Ω is connected, bounded, with a Lipschitz-continuous boun-
dary, then u ∈Wm+1,p(Ω) and there exists a constant C depending only on Ω
such that
‖uˆ‖Wm,p(Ω)/R ≤ C‖f‖Wm,p(Ω).
Remark 4.3. The proof of Theorem 4.2 based on the idea described in
Remark 4.2 can be found in Amrouche and Girault [2, Theorem 2.8].
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