In this Tutorial, we describe the use of the quasiharmonic approximation and first-principles density functional theory (DFT) to calculate and analyze the thermal expansion of insulating solids. We discuss the theory underlying the quasiharmonic approximation, and demonstrate its practical use within two common frameworks for calculating thermal expansion: the Helmholtz free energy framework and Grüneisen theory. Using the example of silicon, we provide a guide for predicting how the lattice parameter changes as a function of temperature using DFT, including the calculation of phonon modes and phonon density of states, elastic constants, and specific heat. We also describe the calculation and interpretation of Grüneisen parameters, as well as how they relate to coefficients of thermal expansion. The limitations of the quasiharmonic approximation are briefly touched on, as well as the comparison of theoretical results with experimental data. Finally, we use the example of ferroelectric PbTiO 3 to illustrate how the methods used can be adapted to study anisotropic systems.
I. INTRODUCTION
Materials experience thermal strain -changes in volume or shape -as temperature changes. These changes are usually quite small, as Figure 1 shows. For example, the lattice parameters of elemental cesium, the material with the largest coefficient of thermal expansion in the CRC Handbook, 1 change by less than 3% over a temperature range of 100 K. However, although small, the presence of thermal strains can have profound implications for technological design. For instance, the strain produced by temperature changes can lead to the failure of components in semiconductor devices. Managing the deleterious effects of thermal strains is also critical to the safe operation of aircraft and spacecraft. From a fundamental perspective, understanding the relationship between thermal expansion, crystal structure, and chemical bonding is an area of significant current research in the solid-state physics and chemistry communities. In particular, elucidating the microscopic causes of the relatively rare phenomenon of negative thermal expansion (where instead of expanding with increasing temperature, a solid shrinks) is a major open challenge.
In the same manner as mechanical strain, thermal strain ε T ij can be expressed as a 3 × 3 rank-two tensor, often as the product of the thermal expansion tensor, α T ij , and temperature change ∆T :
The magnitude of α T ij , commonly known as the coefficient of thermal expansion, describes the magnitude of a) Electronic mail: nbenedek@cornell.edu 7HPSHUDWXUH.
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FIG. 1. Thermal strains in various positive and negative thermal expansion materials. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] expansion with temperature in the neighborhood of temperature T , while its sign indicates whether expansion is positive or negative. As it represents a "strain per temperature", and since strain is dimensionless, it has units of T −1 . The coefficient of volumetric thermal expansion, α T v , which describes volumetric strain as a function of temperature through ∆V = α T v ∆T , is equivalent to the trace of the thermal expansion tensor and also has units of T −1 . In a noncubic material, each unique crystallographic axis will generally have a different value (and possibly sign) of α T ij , because crystals typically expand or contract at different rates with temperature along different directions. However, in a cubic material, since each crystal axis is constrained by symmetry to expand at the same rate, α T ij reduces to the diagonal matrix α T v 3 · 1, where 1 is the identity matrix. The calculation of α T ij is arXiv:1911.05826v1 [cond-mat.mtrl-sci] 13 Nov 2019 usually a central aspect of theoretical studies of thermal expansion. Throughout the remainder of the Tutorial, we will drop the superscript T denoting thermal strain and coefficients of thermal expansion, and all strain should be interpreted as thermal strain unless otherwise noted. The goal of this Tutorial is to both briefly review a theoretical framework to understand thermal expansion, and to provide a worked example to calculate it using first-principles density functional theory (DFT) and the quasiharmonic approximation. We focus on insulating (and nonmagnetic) materials in which the main carriers of heat are phonons, and in which the effects of electronphonon coupling on thermal transport processes can usually be ignored. We hope to provide the tools necessary for a reader familiar with both basic knowledge of solidstate physics and DFT to begin to simulate and analyze thermal expansion under the quasiharmonic approximation, as well as to assess the validity of their results. For a broader overview of historical background, theoretical framework, and state-of-the-art in (both positive and negative) thermal expansion studies, we refer the reader to the textbooks by Wallace (Ref. 12) and Grimvall (Ref. 13) , as well as excellent review articles in Refs. 14-20. II. THEORY
A. The Quasiharmonic Approximation
Anharmonicities of the crystal lattice are the origin of thermal expansion in solid materials. There are typically two sources of anharmonicity that are relevant to thermal expansion: the coupling between phonons and strain (changes in the unit cell volume with temperature), and phonon-phonon coupling. In the quasiharmonic approximation, we assume that each phonon acts as an independent harmonic oscillator -phonon-phonon coupling is ignored, and the energy of a single phonon mode does not depend on the occupation of any other phonon modes. In this approximation, the only contribution to the thermal expansion of a crystal comes from the coupling of phonons to changes in the unit cell dimensions. The quasiharmonic approximation breaks down for phases that are not dynamically stable at zero temperature (the temperature of a DFT simulation), since in these cases the phonon dispersion curve contains phonon modes with imaginary frequency. The quasiharmonic approximation also becomes increasingly poor as the temperature approaches the melting point of a given material because phonon-phonon coupling is strong at high temperatures. 12, 21, 22 Similar difficulties arise near structural phase transitions, the energy landscape of which can be dominated by higher-order phonon-phonon interactions or phonon mode instabilities that the quasiharmonic approximation does not account for. Many techniques have been developed for going beyond the quasiharmonic approximation and while this Tutorial will not discuss them in depth, we refer the reader to the relevant literature for further details. [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] 
B. Phonon Thermodynamics
The equilibrium structural parameters a n of a given crystal structure at a given temperature T are those that minimize the Helmholtz free energy F (T, a n ) at that temperature (the number of unique n depends on the crystal system in question). Note that in the most general case, a n can include lengths of the vectors defining the unit cell, their relative angles, and internal degrees of freedom, such as the positions of nuclei with free parameters in their Wyckoff site. Our immediate objective is therefore to determine how to calculate F (T, a n ) from first principles. For an isotropic system, such as a cubic crystal, there is a single lattice parameter a, which fully determines the shape of the unit cell. F (T, a) is defined 12 as,
where k B is the Boltzmann constant, and Z(T, a) is the canonical partition function given by,
Here, E i (T, a) denotes the i'th vibrational energy level for a material with lattice parameter a at temperature T . We have explicitly written out the functional dependence of both F and E i on T and a to emphasize the link between these properties -at a given T , each value of a corresponds to a different set of E i (a), one of which will minimize F (T, a). The problem of finding the lattice parameter as a function of temperature is thus equivalent to the problem of evaluating E i (a).
In an insulating system, phonons -the normal mode solutions of the lattice-dynamic harmonic Hamiltonianare an appropriate basis through which to express the energy levels E i (a). Phonons are obtained by first expanding the crystal Hamiltonian as a function of the displacements of ions from their equilibrium positions -
Here, M, N, and P refer to unit cell indices, µ, ν, and π are atomic indices, and i, j, and k are Cartesian directions. U i M µ represents the displacement of atom µ in unit cell M in direction i, and Φ ij M N µν is the second order force constant that couples displacements U i M µ and U j N ν to energy. The first term, Φ 0 , is the ground-state electronic energy of the system when all atomic displacements are zero, while the second is the kinetic energy due to nuclear motion. If we truncate the expansion at second order in the atomic displacements, then the eigenvalues of H correspond to phonon modes with energy ω s,q where {s, q} are indices corresponding to phonon mode branch s at wavevector q. In the quasiharmonic approximation, the energy of the i'th vibrational mode does not depend on the occupation of any other modes. Thus,
where n i s,q is the occupation number of mode {s, q} in energy level i. When substituted into Equation 3, and using the properties of exponentials and logarithms, this approximation of the system energy levels results in the following expression for F (a, T ):
(6) The sum over phonon modes can also be reformulated as an integral over the phonon density of states g(ω): 34
As the only unknown on the right-hand side of Equation 7
is g(ω) evaluated for the system with lattice parameter a, a routine calculation of ω s,q on a sufficiently dense mesh of crystal momenta (q) in reciprocal space is sufficient to evaluate F (a, T ) at all temperatures. The Helmholtz free energy provides all the information that is needed to obtain the lattice parameter as a function of temperature and hence, the thermal expansion coefficient. Using DFT, we can explicitly evaluate phonon frequencies for a range of a values, then use them to calculate F (T, a) for a given T . We can then find the value of a which minimizes F (T, a) -this value of a is the lattice parameter of the system at temperature T . Then, thermal expansion coefficients can be easily calculated from the slope of a(T ). However, the computational techniques and hardware powerful enough to do these calculations have only been available in the last couple of decades. A wealth of analytical strategies, such as the Grüneisen framework, had previously been developed for exploring and calculating thermal expansion using the quasiharmonic approximation. Although these strategies are typically numerically cumbersome, they provide valuable physical insights into the origins of thermal expansion, as well as a bridge to understanding older thermal expansion literature. Below we present a worked example on how to calculate thermal expansion coefficients using both the free energy framework outlined above and Grüneisen theory, described below. We additionally show how the results of thermal expansion calculations can be explored and analyzed using Grüneisen theory.
C. Grüneisen Theory of Thermal Expansion
The third, fourth and higher-order terms in Equation 4 can be used to describe both phonon-phonon coupling and phonon-strain coupling. Phonon-phonon coupling is essential to understanding and computing phonon scattering rates and thermal conductivity. As the form of Equation 6 arises from the assumption that phonons do not couple to other phonons, we will not discuss this coupling in detail. Instead, the quasiharmonic approximation of the Helmholtz free energy relies on an assumption that phonon coupling to strain is the only nonnegligible source of anharmonic behavior in the system. As the shape of the unit cell changes with temperature, the frequencies of the phonons can change as a result, due to coupling through third (and higher) order force constants to strain or volume changes. The third-order terms are closely related to the Grüneisen parameters of the system, and can be used to evaluate them in closedform 22, 35 .
Mode Grüneisen parameters are intrinsic material properties describing the derivative of the frequency of a single phonon mode ω s,q with respect to some degree of freedom (for example, volume, strain, electronic or spin degrees of freedom 13 ). There are both many choices of degrees of freedom and ways to compute the corresponding derivatives, so there are many ways in which the mode Grüneisen parameter can be defined. A common definition in the thermal expansion literature, the volumetric Grüneisen parameter, involves a simple derivative of phonon frequency with respect to volume: [36] [37] [38] [39] 
In cubic systems, there is a unique value of γ V s,q for each phonon mode, as the configuration change associated with a change in volume is exactly defined by symmetry. In this context, a configuration is the set of parameters needed to uniquely define the unit cell of a particular Bravais lattice, that is, the three edge lengths a, b and c and the angles α, β and γ. In a noncubic material, there are many different configurations associated with each volume -in fact, there are an infinite number. For example, in a tetragonal system, a single volume change could be achieved through an elongation or contraction of the c axis, or alternatively, through an elongation or contraction of the a axes. The computed values of γ V s,q for a noncubic system are therefore not unique and their calculation in these cases is of questionable value.
There also exist alternative definitions of the mode Grüneisen parameter through phonon derivatives with respect to thermodynamic quantities other than volume. For example, taking the derivative of ω s,q along a pressure-volume isotherm yields: 12, 13 
Here, B is the bulk modulus and we use the superscript G to denote the thermodynamic Grüneisen parameter as in Ref. 13 . Whereas γ V s,q is only uniquely defined for cubic systems, Equation 9 is uniquely defined for both cubic and anisotropic systems, and reduces to γ V s,q in the cubic case. Most experimental techniques for finding volumetric Grüneisen parameters actually report thermodynamic mode Grüneisen parameters, since volume changes are usually practically accomplished with application of pressure. For isotropic systems, calculated and experimentally measured Grüneisen parameters are directly comparable, since, again, in these cases Equations 8 and 9 are equivalent.
Finally, the generalized mode Grüneisen parameter 12, 22, 36, [40] [41] [42] is defined as the derivative of phonon frequency with respect to an infinitesimal strain ε ij :
Equation 10 can accommodate a general distortion of the crystal lattice and can be calculated by simply applying strain along the relevant strain degrees of freedom and computing a numerical derivative of each ω s,q . Note that Equation 10 is not equivalent to Equation 9 in the case of a noncubic material, and so care should be exercised in comparing the experimentally measured and theoretically calculated Grüneisen parameters for anisotropic systems (Equation 9 can, of course, be calculated for a noncubic material, but it is far more computationally intensive and much less straightforward than calculating Equation 10 ). If the Grüneisen parameters are known from experiments or have been calculated, they can be combined with Equation 6 to approximate the coefficient of thermal expansion to first order in the strain-phonon coupling. The proof is well-known, and a detailed treatment for the isotropic case can be found in Refs. 37 and 13. Since the thermal strains are constrained by symmetry to be isotropic as well, the thermal expansion tensor of Equation 1 reduces to a scalar volumetric coefficient of thermal expansion α v , which fully defines the change in unit cell volume as a function of temperature. Here,
If the bulk modulus at temperature T is defined as
then the product of α v and B T is given by,
where the last step involves a Maxwell relation. Using the entropic term of Equation 6 for S,
where n s,q is the equilibrium occupation number of phonon modes with energy ω s,q , and c s,q is the mode specific heat, defined as the contribution to bulk specific heat C V of phonon modes with energy ω s,q . Using the definition of the volumetric Grüneisen parameter in Equation 8 ,
Then, defining the bulk or mean Grüneisen parameter as
we can express the coefficient of volumetric thermal expansion as,
A close examination of the above proof provides many important insights. First, as all of B T , C V , and V must be positive quantities in a stable system, the expression in Equation 17 implies that the sign of α v in isotropic systems must be the same as the sign of γ V bulk . This well-known observation underpins the association of negative thermal expansion (negative α v ) with negative bulk Grüneisen parameters.
Next, the simple form of the coefficient of volumetric thermal expansion in Equation 17 is a direct result of the quasiharmonic approximation. This is a subtle but important point. The expression for the system vibrational energy levels in Equation 5 contains the occupation number for only a single phonon mode. If we had included the effects of phonon-phonon coupling, then the derivative of entropy with respect to volume in Equation 14 would involve products of different phonon modes and their average occupations. The Grüneisen parameter expressions in Equations 8-10 are measurable physical quantities regardless of which terms we include in the free energy, but it is the quasiharmonic approximation that allows for a relatively simple and straightforward relationship between the thermal expansion coefficient and Grüneisen parameters. The practical consequence of this is that Equation 17 should not be used to calculate thermal expansion in a system for which the quasiharmonic approximation is not justified.
Lastly, as all the quantities on the right hand side of Equation 17 are themselves dependent on volume and temperature, they will change as the crystal undergoes thermal strain. Hence, a given value of α v is only valid for a finite region around the {a 0 , T 0 } for which it was calculated. As the system undergoes significant thermal strain away from a 0 , the expression for α v derived using the Grüneisen framework will lose accuracy due to its failure to account for fourth and higher-order terms that couple phonon frequency to strain.
III. WORKED EXAMPLE: SILICON
We now present a worked example demonstrating how to calculate the thermal expansion coefficient of silicon from first-principles DFT. Figure 2 shows the various steps involved in calculating α v using both the Grüneisen framework (left branch) and the free energy framework (right branch). Some of the steps shown in Figure 2 Relax crystal structure of interest are also required for a calculation of thermal conductivity, e.g. phonon dispersion curves. A recent excellent Tutorial 43 describing the computational framework for predicting phonon properties and thermal conductivity from first principles provides a comprehensive overview of available DFT codes and their capabilities, the theory of lattice dynamics, different techniques for calculating phonon dispersion curves, and many other topics. Rather than repeat that information here, we focus on the specific calculations required for studying thermal expansion, and refer the interested reader to Ref. 43 for further details where indicated. We also note that thermal expansion can also be calculated using molecular dynamics platforms such as LAMMPS 44 with empirical potentials, rather than DFT. [45] [46] [47] These techniques generally trade quantitative accuracy for computational tractability, and though we will not discuss these techniques further, they may prove to be a better (more practical) choice than DFT for systems with large unit cells or disorder.
Regardless of how the thermal expansion coefficient is calculated, the first step is to fully relax the crystal structure (lattice parameters and internal atomic coordinates) of interest. All the relaxations described below are 0 K calculations. The calculations were performed with DFT, as implemented in Quantum Espresso. 48 We used the Perdew-Burke-Ernzehof revised for solids (PBEsol) 49 exchange-correlation functional, with Garrity-Bennett-Rabe-Vandberbilit ultrasoft pseudopotentials. 50 The results of DFT calculations, such as structural parameters, elastic constants, and phonon frequencies can be highly dependent on the choice of exchange-correlation functional and pseudopotential. A well known example is provided by cubic SrTiO 3 . In this material, calculating the volume using the local density approximation results in all phonon modes being stable at the zone center. However, calculating the volume using PBE will result in some modes having imaginary frequencies at the zone center. Hence, care must be taken to ensure that the choice of functional and pseudopotential is appropriate for the material under study -for further details, again see the discussion in Ref. 43 .
The lattice parameter was converged to within 0.001 A with a 10×10×10 Monkhorst-Pack k-point mesh and a plane wave energy cutoff of 50 Ry, compared to a 12×12×12 mesh and plane wave cutoffs up to 80 Ry. The forces on the atoms are zero by symmetry, however we relaxed the lattice parameters to nominally zero pressure. All lattice dynamical properties were calculated with density functional perturbation theory (DFPT) 51 on an 8×8×8 q-point grid.
The phonon properties of a material depend sensitively on the crystal structure, so the forces on the atoms (when they are not zero by symmetry, as in this case) must be made as small as possible to ensure accurate phonon properties. A phonon dispersion curve should then be calculated for the relaxed structure to make sure that it is mechanically stable, that is, the phonon dispersion curve should not contain any modes with imaginary frequencies (in which case, the quasiharmonic approximation is not valid). Table I shows the optimized lattice parameter of silicon from our DFT calculations; the agreement with experimental data is excellent. Figure 3 shows the phonon dispersion curve and phonon density of states (DOS) for our optimized silicon structure from DFPT calculations. As expected, there are no instabilities (phonon modes with imaginary frequencies). Note that phonon dispersion curves are usually calculated using either DFPT, or the method of supercells and finite displacements. The advantages and disadvantages of each technique will be discussed in Section III A 2.
A. Thermal Expansion from Helmholtz Free Energy
Select range of lattice parameters
The first step required to calculate thermal expansion from a minimization of the Helmholtz free energy within the quasiharmonic approximation is to create a series of unit cells with varying lattice parameters. The lattice parameters that minimize F at a given temperature 52 5.43053(7) X-ray powder 53 5.4315(2) X-ray powder 54 5.430941 ( are the equilibrium lattice parameters at that temperature. Care should be taken to ensure that the predicted equilibrium lattice parameters for each temperature fall within the range of lattice parameters used to compute F . Too small a range will result in predicted lattice parameters that erroneously "hug" the maximum or minimum range, whereas too large a range wastes computational resources. If available, experimental thermal expansion data for the material under study or for a similar system can be used as a guide to select an appropriate range of strains -if only α v is reported, it can be multiplied by the temperature range of interest to generate a first approximation of what volumetric strains to expect. If such data is not available, a coarse mesh of ±2-3% strain centered around the calculated ground state lattice parameter should be a safe initial choice for most systems, and this can be iterated upon to find appropriate boundaries. Since silicon is cubic and the only possible symmetry-conserving strain is an isotropic volume change, this strain can be applied by simply varying the length of the single lattice parameter, a. For materials with free parameters in their atomic positions, unless the investigation explicitly includes them as degrees of freedom in the Helmholtz free energy optimization, the atomic positions must be fully relaxed for each set of strained lattice parameters. This will be discussed further in Section V.
Calculate phonon dispersion curve for all lattice parameters
The calculation of phonon dispersion curves requires the harmonic terms Φ ij , or force constants, of the crystal Hamiltonian in Equation 4. These are associated with the second-order terms of a Taylor expansion of potential energy in a basis of atomic displacements. The interatomic force constants are used to build the dynamical matrix D,
where i and j again denote different Cartesian directions and m µ and m ν are respectively the masses of the µ'th and ν'th atoms, M and P label individual unit cells throughout the full sample containing N 0 unit cells, and R(P ν) is the equilibrium position of atom ν in unit cell P . The eigenvalues of D are the phonon frequencies and the eigenvectors represent the patterns of atomic displacements for each phonon mode. The calculation of interatomic force constants using DFT is now routine so we will not describe the technical details here except to note that there are generally two different approaches: DFPT 51 and the method of finite displacements using supercells. In DFPT, the change in ground state energy with respect to atomic displacements is found through a self-consistent linear response theory involving perturbations to wave functions, external potential, and electron density with respect to those atomic displacements. Phonon frequencies and eigenvectors can be obtained at arbitrary q using only the primitive unit cell of the material of interest. In contrast, the finite displacement method requires the construction of a supercell of the primitive unit cell. The forces induced by finite displacements of individual atoms are then computed using the Hellman-Feynman theorem. Each approach has advantages and disadvantages that may make them more or less appropriate in different contexts. The method of finite displacements can be used with any DFT code that can compute forces, whereas the DFPT algorithm must be specially implemented and is quite complex. However, in a finite displacement calculation the supercell needs to be made as large as practicable, since the number of allowed q we can explicitly solve for using a supercell is related to the number of primitive unit cells used to build it. That is, a 2×2×2 supercell will allow for the calculation of phonons with q = 0 and q = ( 1 2 , 1 2 , 1 2 ), but not q = ( 1 4 , 1 4 , 1 4 ), whereas a 4×4×4 supercell allows for the calculation of phonons at all three wave vectors. Though phonons at q points that are not explicitly calculated can be approximated through interpolation, the results become more accurate as more q points are explicitly included, and the supercell size effectively becomes a convergence parameter. Despite the relative simplicity of the finite displacements method, we have encountered problematic behavior related to the convergence of phonon frequencies with respect to the supercell size, namely, phonon frequencies did not converge before the supercell became impracticably large (also see the discussion by McGaughey and co-workers 43 ). In some cases, the phonon dispersion curve developed anomalous features (such as sudden dips in frequency at non-zero q) as the supercell size was increased. Since the predicted thermal expansion coefficient depends on the quality of the phonon dispersion curves used to calculate it, we typically use DFPT to compute harmonic-level phonon properties, and in agreement with Ref. 43 , we also recommend this practice.
Calculate phonon density of states for all lattice parameters
The phonon density of states (per unit volume) g(ω) is given by, 37
where the integral is over the first Brillouin zone, and N is the number of wave vectors q in the sum. Many software packages can now automatically calculate the phonon DOS. However, calculating the DOS manually from the phonon dispersion curve is a valuable pedagogical exercise and we describe a simple procedure here.
The calculation of the phonon DOS essentially involves building a q-averaged histogram of the phonon dispersion curve as a function of frequency. Note that a high-quality DOS calculation typically requires that the phonon dispersion curve be calculated on a very dense grid of qpoints (around 3-5 times denser than that required for good convergence of phonon frequencies, in our experience). We first select a DOS resolution, ∆ω, usually on the order of 1 cm −1 , and determine the upper bound on which the DOS is defined, ω max , which must be larger than the maximum phonon frequency in the phonon dispersion. These values are then used to define a discrete set of phonon frequencies Ω[n], or bins, where n is an integer such that 0 ≤ n ≤ ωmax ∆ω (with the quotient rounded up to the nearest integer): The DOS here has been normalized by dividing by the number of sampled q-points, and dividing by the bin width. A sum of the normalized DOS gives six (three times the number of atoms in the unit cell), which is the number of phonon branches in the Si primitive unit cell.
If the bins are too wide, important features will be averaged out, as shown in Figure 4 . However, if the bins are too narrow, the DOS becomes noisy. The binned frequencies are used to define a discrete DOS such that,
Initially, we set each index of g[n] to zero. For each phonon frequency in the dispersion ω s,q , we assign it a bin value n corresponding to the value that minimizes |Ω[n] − ω s,q |, then increment g[n] by 1/N. 
Choose T, minimize F as a function of lattice parameters
We now have the essential ingredients required for calculating the Helmholtz free energy for a series of unit cells with varying lattice parameters. The total energy from DFT calculations for each set of lattice parameters can be combined with the phonon DOS to calculate Equation 7 for a given temperature T 0 . Since silicon is cubic, it has only one lattice parameter, so the generated data will be one-dimensional (F (a, T 0 ) as a function of a). Figure 5 shows a least-squares polynomial fit to the data. The lattice parameter that minimizes F (a, T 0 ) at each temperature was found using standard gradient descent methods.
Although the fitting in Figure 5 may appear simple, finding a good polynomial fit for some systems can be challenging. A useful strategy is to start with the 1 K system (as the log term in Equation 7 is undefined at T = 0), perform a polynomial fit, and then use those parameters as initial guesses for the fit of F (a, T ) at another temperature ∆T , with ∆T on the order of 10-20 K. Then, after fitting the system at ∆T , use these new parameters as initial guesses for the system at 2∆T , 3∆T , and so on. In this way, the lattice parameters as a function of T at intervals of ∆T can be systematically constructed.
At this point, it is prudent to check whether the chosen range of lattice parameters sufficiently sample the energy surface. If the lattice parameters as a function of temperature are very close or equal to the lattice parameters of the most negatively or most positively strained unit cell, then additional strained unit cells must be added to the analysis until the predicted lattice parameters are well within these lower and upper bounds.
As an aside to avoid a common source of confusion, note that due to the vibrational zero-point energy introduced by Equation 7 (the ω 2 term), the lattice parameters predicted at temperatures close to 0 K using the quasiharmonic approximation are often different than the equilibrium lattice parameters from DFT total energy calculations. This is a correction to the total energy introduced by taking vibrational degrees of freedom into account, and is not an error.
Plot lattice parameters versus T and find α(T )
The final step is simply to plot the minimum-energy lattice parameters for each temperature and obtain α v (T ), Figure 6 . As discussed earlier, the coefficient of volumetric thermal expansion is usually reported in units of inverse temperature, representing volumetric strain per degrees Kelvin, and is proportional to the slope of V (T ). In infinitesimal strain theory, the volumetric strain is equivalent to the trace of the strain tensor, ∆V = Tr(ε). The derivative of the volumetric strain can be found using a simple finite difference at regular intervals of T , i.e. for a discrete series of volume as a function of temperature V [T ] calculated at regular temperature intervals ∆T ,
B. Thermal Expansion from Grüneisen Theory
We now turn to the Grüneisen framework of thermal expansion, which we can use to interpret results from our free energy calculations for the lattice parameter as a function of T to gain insight into the driving mechanism of thermal expansion.
Select strains and calculate Grüneisen parameters using finite differences
Both the generalized mode Grüneisen parameter in Equation 10 and volumetric mode Grüneisen parameter in Equation 8 require finding the derivative of phonon frequency with respect to a distortion of the unit cell. This can be accomplished using finite differences to find a numerical derivative, which requires three separate phonon dispersion calculations: the unstrained crystal system, and the two systems strained by ±ε. For each of the strained systems, any internal degrees of freedom must be allowed to relax before performing the phonon calculation (there are no internal degrees of freedom in the case of silicon Phonon frequencies typically vary linearly for small strains before anharmonicity contributes to a higherorder response, as shown in Figure 7 . However, although we ultimately need to work in the linear response regime, strains that are too small may result in phonon frequency changes that are of the same order as numerical noise. A suitable strain range can be identified by straining the material into a region where the phonon response becomes nonlinear, and then selecting strains that lie comfortably within the linear response range. Ideally, this series of calculations would be performed for all phonons in the system throughout the Brillouin zone but this may not be practical for complex materials or those with large unit cells. The phonon frequency response should at least be checked at a few high-symmetry wave vectors and at least one low-symmetry wave vector. For silicon, we observe a nonlinear response to strain (isotropic volume change) around ±1% for some modes. Hence, we used strains of = ±0.4% to calculate the mode Grüneisen parameters. The results can be effectively visualized for simple systems by plotting a phonon dispersion curve using color to indicate the sign of the Grüneisen parameter and line width to indicate its magnitude, as shown in Figure 8 for silicon. Further details concerning the calculation of Grüneisen parameters are discussed in the next section. 
Calculate heat capacities and bulk modulus
The expression for the volumetric coefficient of thermal expansion, Equation 17 , contains the bulk Grüneisen parameter, the specific heat capacity at constant volume, and the bulk modulus. The bulk Grüneisen parameter is essentially a specific heat-weighted sum of the mode Grüneisen parameters across the Brillouin zone. In the case of silicon, a face-centered cubic material, this involves sampling one of 48 equivalent irreducible wedges of the first Brillouin zone, enclosed by the polyhedron Γ-X-W-K-L-U, as outlined in Wallace. 12 The coordinates for the high-symmetry wave vectors are given in the caption of Figure 3 and the U point is (2π/a)(0.25, 1, 0.25). The wave vectors must be assigned their correct weights depending on their location on the corners, edges, surfaces, and interior of the irreducible wedge. Since the Grüneisen parameters are calculated using finite differences at three different volumes, the reciprocal space volume also obviously changes. It is important to ensure that the same number of wave vectors are sampled for the three different volumes. Rather than comparing the change in frequency at each wave vector, we compare phonon frequencies at the same fractional portion of reciprocal space.
The heat capacity at constant volume, C V , is also required to predict the coefficient of thermal expansion under the Grüneisen framework. The form of C V follows from our assumption of the quasiharmonic approximation for the Helmholtz free energy. Since, 13
and since S is determined by the free energy function, C V is defined through the entropic term of Equation 6 . The result can be found in many textbooks, 34 and is given by,
where x = ω/k b T , and g(ω) is the density of phonon states discussed in Section III A 3, each computed at volume V . This is the heat capacity at constant volume for the Einstein model of independent oscillators, each with frequency ω. For non-cubic systems, the heat capacity at constant configuration, C η , is required, which is equivalent to C V in cubic systems. The mode specific heat, or the heat capacity arising from a single phonon mode ω {q,s} is required to calculate the bulk Grüneisen parameter. This is simply the contribution of a single element {q, s} to the sum of Equation 24 .
Finally, we initially defined B T in Equation 12 as the derivative of pressure with respect to volume at temperature T ; this is not particularly convenient for firstprinciples calculations. However, since pressure is defined as, 13
we can write the bulk modulus as,
Recall that our use of the quasiharmonic approximation affects which terms appear in the Helmholtz free energy, and since the Helmholtz free energy appears in Equation 26 , the consequences of ignoring phononphonon coupling extend to the bulk modulus. However, since the bulk modulus must be positive for a stable system, the choice cannot qualitatively affect the thermal expansion, that is, it cannot change its sign. Additionally, the change in bulk modulus as a function of temperature is typically quite small at low temperatures 62,63 as long as the system is not approaching a structural phase transition. For example, the bulk modulus of silicon decreases by only about 1% over the range of 77 K to 298 K. 64 Hence, it is often a reasonable approximation to use the 0 K bulk modulus for finite but low temperatures, especially if the Grüneisen framework is being employed as an analysis rather than predictive tool. Assuming that the zero-point correction to the total free energy is small, the Helmholtz free energy F at 0 K can be approximated by the ground state electronic energy, Φ 0 of Equation 6 :
For a cubic system, this derivative is simple. First, we calculate the total energy for a set of isotropically strained unit cells, centered about the equilibrium structure. This can be done by varying the lattice parameter by a total range of, for example, ±1% over 20 increments of .1% strain, then calculating the total energy for series of unit cells corresponding to each of these lattice parameters. Then, the bulk modulus can be found by the quadratic term in a polynomial fit of the total energy of these unit cells calculated with DFT as a function of volume (or, alternatively, by a fit to the Birch-Murnaghan equation of state 65 , which explicitly includes the derivative of B T with respect to pressure). The exact range and number of increments can be adjusted until a highquality polynomial fit is achieved.
Calculate αv(T )
As explained in Section III B, the coefficient of volumetric thermal expansion, α v (T ), can be estimated at finite temperature using the Grüneisen parameters, heat capacity, and elastic constants. For a cubic system, the problem reduces to one dimension, and we simply find the appropriate quantities at temperature T at the lattice parameters predicted in Section III A and evaluate Equation 17 to find α v (T ). At a given temperature T , there should be good agreement between the α v (T ) calculated under the Grüneisen framework and the α v (T ) calculated using the explicit minimization of the Helmholtz free energy in Section III A.
C. Comparison between Free Energy and Grüneisen frameworks
At this point, the reader may ask: why bother doing a Grüneisen analysis at all? The Grüneisen framework requires as input the lattice parameters as a function of temperature, which are obtained by minimization of the Helmholtz free energy, as described above. This already provides enough information to calculate α v (T ) directly from the slope. If the Grüneisen framework isn't expected to add qualitative or even quantitative accuracy, then why bother?
We recommend the procedure outlined in Section III A to calculate thermal expansion coefficients. In addition to being simpler and more robust against numerical errors, the Helmholtz free energy captures the coupling between each phonon and strain to all orders, whereas the Grüneisen framework includes this coupling to first order only. Furthermore, at finite temperatures, the isothermal bulk modulus (or more generally, the elastic constants) must be calculated from derivatives of the Helmholtz free energy, rather than the total energy at 0 K. This means that a full phonon dispersion curve must be calculated at each strain value.
However, although minimization of the Helmholtz free energy can predict the temperature dependence of structural parameters with good accuracy (in materials for which the quasiharmonic approximation is justified), the results provide little information as to why the lattice parameters shrink or expand with temperature, or how each phonon mode contributes to thermal expansion. The Grüneisen framework can provide these mechanistic insights. Equation 17 shows that a positive γ V bulk corresponds to positive thermal expansion. Since γ V bulk is the sum of the mode Grüneisen parameters discussed in Section III B 1, the Grüneisen framework allows us to elucidate whether an individual phonon mode is pushing the system towards negative or positive thermal expansion: phonon modes with γ V s,q < 0 drive the thermal expansion coefficient more negative, whereas modes with γ V s,q > 0 drive the thermal expansion coefficient more positive. In Figure 8 , which shows the sign of the Grüneisen parameter for each phonon mode, we can conclude that the low-frequency transverse acoustic modes affect thermal expansion in a qualitatively different way that the longitudinal acoustic or optical modes. In this way, we can develop a deeper understanding of the behavior of lattice parameters as a function of temperature -at low temperatures, the low-frequency phonon modes with mostly γ V s,q < 0 are more likely to be occupied than the highfrequency modes with mostly γ V s,q > 0. This is consistent with the observed trend of NTE at low temperatures in silicon, which gives way to PTE at higher temperatures. By understanding how each mode influences thermal expansion through the Grüneisen framework, we can make informed statements about the underlying microscopic mechanism of thermal expansion in a given system.
IV. ASSESSING THE VALIDITY OF THE QUASIHARMONIC APPROXIMATION
At the beginning of this Tutorial we briefly mentioned two scenarios in which the quasiharmonic approximation is not valid -at high temperatures approaching the melting point of a given material, and materials that have a dynamical instability at 0 K. However, there may be many materials that are dynamically stable at low temperatures, but in which the phonon-phonon interactions are also strong. Indeed, phonon-phonon interactions are important in all materials -the thermal conductivity would be infinite without phonon-phonon coupling. But how can we tell when phonon-phonon coupling is too strong to justify the quasiharmonic approximation? The answer depends, to some extent, on what we hope to gain from the thermal expansion study.
Perhaps we wish to use the quasiharmonic approximation and the procedure outlined above to explore the microscopic mechanism underlying the thermal expansion in a given material. If experimental data concerning the structural, elastic and vibrational properties of the material exist, then it will provide an important check on the reliability of our model. If the structural parameters of the material of interest have been measured as a function of temperature, and the quasiharmonic approximation fails to qualitatively reproduce the observed thermal strain, then it obviously cannot be a good tool for understanding thermal expansion in this particular system. However, qualitatively reproducing the observed thermal strain is a necessary but insufficient check -the model could be getting the right answer for the wrong reason. Hence, the temperature dependence of individual phonon frequencies and elastic constants should also be checked, to make sure that the quasiharmonic approximation is capturing trends in temperature correctly.
IR and Raman experiments are a common source of data on phonon frequencies, however only phonons that obey certain symmetry selection rules can be measured, and most studies are restricted to the zone center. Nonetheless, these optical techniques provide a relatively simple means to obtain phonon frequency shifts as a function of temperature. However, thermal expansion arises from the contributions of phonons throughout the Brillouin zone, and it may be possible to correctly capture the frequency shifts at the zone center, while describing phonons with non-zero wave vectors poorly. Neutron scattering experiments, which are far more dif-ficult to perform than simple optical experiments, can probe wave vectors away from the zone center and can provide a comprehensive source of data for comparison with theory. If the calculated frequencies and their shifts qualitatively match those measured in a neutron scattering experiment, then the quasiharmonic approximation is likely justified for the system of interest. Inelastic Xray scattering and diffuse X-ray scattering are additional methods that can be used to probe phonon frequencies across the entire Brillouin zone and act as a good check against computational results, though they are relatively new techniques that require access to an appropriately equipped synchrotron or free-electron laser. [66] [67] [68] Instead of delving deeply into microscopics, perhaps we wish to use the procedure described above to quickly estimate the thermal expansion properties of a material for which there is little experimental data -it may be difficult to synthesize, have been recently discovered, or just overlooked. Or perhaps we would like to use the quasiharmonic approximation to rapidly explore a materials design space, and to highlight systems with potentially interesting thermal properties for synthesis or more rigorous modeling. In these cases, we have only general rules of thumb and experience to guide us. For example, additional caution should be exercised when working with materials that undergo structural phase transitions, since the quasiharmonic approximation may be poor in the vicinity of a phase change. Also, since low thermal conductivity is often associated with high phononphonon scattering rates through anharmonic terms not captured by the quasiharmonic approximation, materials with low thermal conductivity may be more challenging for the quasiharmonic approximation (though we emphasize that this is a rough generalization). If any scattering experiments that measure phonon frequencies exist, even if they are limited in scope, one might consider the spectral width of phonons in the material in question. The linewidth of a phonon mode is associated with its mean lifetime -larger linewidths indicate a shorter lifetime, and thus unusually large linewidths could suggest a material with high levels of phonon-phonon scattering.
Finally, we pause to offer some remarks on the use of the quasiharmonic approximation to study thermal expansion in silicon specifically, the material we have used as our example throughout this Tutorial. Figure 6 shows that the quasiharmonic approximation within firstprinciples DFT can qualitatively, even quantitatively, reproduce the observed change in the volume with temperature. But are the phonon frequency shifts correctly captured? In other words, do we get the right answer for the right reasons?
In a recent insightful and comprehensive study of thermal expansion in silicon, 24 the authors investigate the thermal behavior using two different theoretical techniques (DFT within the quasiharmonic approximation, and DFT within the Temperature Dependent Effective Potential, TDEP, framework 23, 25, 26 ) and neutron scattering. They find that even though the thermal expan-sion is qualitatively similar between all three methods, a close comparison between them shows that the quasiharmonic approximation predicts that phonon frequencies change with temperature in a manner that is quite different than that seen in the TDEP and neutron scattering data. In particular, the quasiharmonic approximation predicts that the frequencies of longitudinal acoustic modes with negative Grüneisen parameters should increase with increasing temperature. Since silicon has a positive coefficient of thermal expansion, this prediction makes sense under the assumptions of the quasiharmonic approximation, where the frequency of a phonon mode with negative γ V s,q should, by definition, increase when the volume increases. However, both TDEP and neutron scattering experiments show that the frequencies decrease, suggesting that phonon-phonon coupling, which is not accounted for in the quasiharmonic approximation, contributes significantly to the dynamics in silicon.
It is important to note that the Grüneisen parameters of the longitudinal acoustic modes really are negativetheir frequencies increase when the volume increasesand this can be confirmed by experiment. 69 The quasiharmonic approximation therefore captures the coupling to volume correctly. The issue is that as the temperature increases, these modes are not only coupled to volume in a way that pushes their frequencies up, but they are also coupled to other phonons in a way that pulls their frequencies down. In this case, the phonon-phonon coupling is stronger than the phonon-strain coupling, leading to phonon frequency behavior the opposite of that predicted by the quasiharmonic approximation. The fact that the quasiharmonic approximation still qualitatively predicts the thermal expansion of silicon quite well is attributed in Ref. 24 to fortuitous error cancellation. Though this may be true in the case of silicon, the agreement between results obtained with experiments and with the quasiharmonic approximation is striking and could merit further investigation.
V. THERMAL EXPANSION IN ANISOTROPIC MATERIALS
The material we have followed through this Tutorial so far, silicon, is cubic so the thermal expansion tensor of Equation 1 reduces to a scalar. Though many technologically important and physically interesting materials are isotropic, there are many more systems for which thermal expansion is much more complex. In this section, we briefly discuss aspects of studying thermal expansion in a non-cubic material, using the ferroelectric phase of PbTiO 3 (space group # 99, P 4mm) as an example. See Ref. 70 for details regarding choice of calculation parameters for the results described below.
Since the ferroelectric phase of PbTiO 3 is tetragonal, the thermal expansion tensor is not isotropic, and has the form,
where α 11 = α 22 = α a and α 33 = α c . Though it is still true that α v = Tr(α), the strain per degree along each unique axis can have different magnitudes and different signs. The form of the thermal expansion tensor is dictated by crystallographic symmetry. For example, in an orthorhombic system, since the lengths of all three lattice vectors defining the unit cell are unique, all three diagonal entries in Equation 28 would be unique. In a monoclinic system, α would be a 6 × 6 tensor, as the angles between lattice vectors described by the lower righthand block change with temperature. These added degrees of freedom require modifications to the framework described previously for computing thermal expansion.
A. Calculate thermal expansion from Helmholtz free energy for anisotropic system As mentioned earlier, regardless of the material under investigation, or its symmetry, all lattice parameters and atomic positions must be fully relaxed and converged with respect to calculation parameters. Table II compares the optimized lattice parameters and atomic coordinates of PbTiO 3 between first-principles calculations and experiment. In addition, before applying the quasiharmonic approximation, one must confirm that all phonons of the 0 K system are real, just as for the isotropic case.
Select range of lattice parameters for anisotropic system
Since there is only one lattice parameter degree of freedom in a cubic system, the Helmholtz free energy is minimized at a given temperature along a line corresponding to different values of the lattice constant. In tetragonal materials, such as PbTiO 3 , there are two free lattice parameters, and at each temperature the Helmholtz free energy must be minimized across a surface, as shown in Figure 9 . For non-cubic materials of primitive tetragonal or orthorhombic symmetry, the required changes in the lattice parameters can be generated by simply changing the lengths of orthogonal lattice vectors. The grid should contain points involving changes of two or more lattice parameters simultaneously, since the elastic coupling between the axes may be strong. 74 Selecting appropriate strains is not so straightforward for crystals of lower symmetry. The number of dimensions of F is equal to the number of independent structural degrees of freedom -this includes the angle between lattice vectors for rhombohedral, monoclinic, and triclinic systems. Additionally, rather than relaxed at each value of strain, some studies 75 include internal degrees of freedom explicitly as another dimension by which to minimize Helmholtz free energy. For example, we could perform a thermal expansion study with PbTiO 3 in which the z positions of titanium and oxygen are varied as well as the strain, resulting in a 5-dimensional surface to be minimized rather than the 2-dimensional surface shown in Figure 9 . This adds much computational effort, and will not be demonstrated in this example, but may prove necessary if quantitative accuracy is desired at higher temperatures, especially near phase changes. For now, we proceed by explicitly minimizing free energy as a function of a and c only.
The range of lattice parameters must be generated in a systematic and consistent way. We describe a general procedure below that can be applied to the study of materials of any symmetry, and that can also be used for calculating Grüneisen parameters and elastic constants (for further details, see the classic text by Nye 76 and the excellent discussion in Finnis 77 ).
Let a be a lattice vector of the system and u a displacement vector that carries a to a , such that a = a+u. The Lagrangian strain tensor used throughout this Tutorial is defined through its relationship with u through
Here, i and j correspond to the indices of a 3 × 3 tensor, written in the basis x i . In order to eliminate rotations, ε is constructed to be symmetric, resulting in six unique ε ij that together define a state of homogeneous strain in the system. When applied to a, ε provides u:
The lattice vectors that describe the unit cell of the strained system are then given by,
where 1 is the 3×3 identity matrix. In order to explore a range of strains of the same shape but with different magnitudes, we define a strain tensor for our system such that,
Here, µ is a small unitless scalar parameter that specifies the size of the strain (and can take positive or negative values), and τ , defined below for a homogeneous strain, specifies the shape:
By choosing a range of µ values, one can then generate a range of strains that each correspond to a different unit cell. For example, in the case of PbTiO 3 , we can define τ a and τ c , corresponding to strains along the a and c axes, respectively:
Then, to generate a series of unit cells on which to perform the quasiharmonic approximation, we can generate a series of strains such that,
using a grid of µ a and µ c values, and apply ε(µ a , µ c ) to the unit cell using Equation 31 . Finally, before using these strained unit cells to evaluate phonon frequencies, unless the internal degrees of freedom are being treated as independent parameters with which to optimize the Helmholtz free energy, the positions of the atoms must be allowed to relax to equilibrium (the forces must be minimized). strained unit cells can be calculated using the methods described in Sections III A 2, III A 3, and III A 4. Figure  9 illustrates both the grid of lattice parameters, as well as the free energy calculated at each configuration. As in Figure 5 , each point in Figure 9 requires a full phonon dispersion calculation at the different values of the a and c lattice parameters using the calculated phonon density of states and Equation 7. One practical difference between this procedure in the isotropic and anisotropic cases is that it is much more challenging to find a good polynomial fit for a multidimensional surface than for a line. Many different fitting and optimization algorithms are available, however regardless of the choice of algorithm, a good practice (as mentioned in Section III A 4) is to use the fitting parameters from the lower temperature surface as initial guesses to fit the higher temperature surface. The lattice parameters corresponding to the minimized Helmholtz free energy in PbTiO 3 from 0 to 750 K are plotted in Figure 10 . The calculated value of α v from the DFT data using the derivative of these lattice parameters as in Section III A 5 is -2.29 × 10 −5 K −1 between 500 and 700 K, which compares favorably with α v =-1.8 × 10 −5 and -1.99 × 10 −5 K −1 from Refs. 9 and 78, respectively. The increasing disagreement between theory and experiment as temperature increases could possibly be reduced by including the internal atomic degrees of freedom in the surface used to minimize the Helmholtz free energy, as in Ref. 75 .
B. Thermal Expansion from Grüneisen Theory for Anisotropic systems
The additional degrees of freedom introduced by the anisotropy of the unit cell significantly complicate the Grüneisen framework. Most importantly, the generalized tensor form of the mode Grüneisen parameter must be used (Equation 10), rather than the simple volume 7HPSHUDWXUH. 
derivative (Equation 8
). We reiterate that since there is no unique deformation corresponding to a given volume change in anisotropic systems, Equation 8 is poorly defined. Moreover, the tensor form allows for the exploration of the behavior of each structural and vibrational degree of freedom in far more detail than the simple scalar form, giving us an understanding of how the anharmonicity of each phonon mode contributes to the thermal expansion of each lattice parameter individually. In addition, it is no longer sufficient to consider the bulk modulus. The full elastic compliance tensor must be calculated to apply the Grüneisen framework to anisotropic systems.
Select strains and calculate Grüneisen parameters for anisotropic system
The procedure here is essentially the same as that described in Section III B 1, however additional calculations are required to account for the extra structural degrees of freedom. Since PbTiO 3 has two independent lattice constants, it has two unique bulk Grüneisen parameters -one describing the behavior of phonons with respect to strains along the a axis, and one with respect to the c axis. In general, a phonon will have one Grüneisen parameter corresponding to each unique degree of freedom in the thermal expansion tensor of Equation 28, though it is also possible to expand the Grüneisen framework to include additional internal degrees of freedom in systems where these would provide particularly important insight. 75 For PbTiO 3 , strains of = ±0.2% were used to calculate the generalized mode Grüneisen parameters γ a s,q and γ c s,q in the phonon dispersion curves of Figure 11 , and the respective bulk Grüneisen parameters along those crystallographic directions. As mentioned before, any internal degrees of freedom must be allowed to relax before performing the phonon calculations for the strained system (in the case of tetragonal PbTiO3, with the position of the Pb nucleus taken as the unit cell origin, the Wyckoff sites of each other nucleus have free parameters along z). The components of the bulk Grüneisen parameter for a tetragonal system are the sum of the mode Grüneisen parameters across the Brillouin zone, weighted by c s,q :
For the purposes of evaluating Equation 37, the first Brillouin zone of tetragonal PbTiO 3 can be divided into 16 equivalent irreducible wedges enclosed by the triangular prism Γ-X-M-A-R-Z, with symmetry points defined as Γ = 2π(0,0,0), X = 2π(0, 1/2a, 0), M = 2π(1/2a, 1/2a, 0), A = 2π(1/2a, 1/2a, 1/2c), R = 2π(0, 1/2a, 1/2c), Z = 2π(0, 0, 1/2c). The resulting bulk Grüneisen parameters are γ 1 = γ a bulk = 1.42 and γ 3 = γ c bulk = 0.40 for a structure with lattice parameters at 300 K, as predicted by the quasiharmonic approximation.
Calculate heat capacity and elastic constants for anisotropic system
In addition to the bulk Grüneisen parameters, calculation of the thermal expansion coefficient within the Grüneisen framework requires the relevant components of the full compliance tensor -the bulk modulus is no longer sufficient to characterize anisotropic thermal strain. It can be shown that, for any crystal system, 12
where S T ijkl are the elements of the rank four elastic compliance tensor (the heat capacity at constant configuration, C η , is calculated the same way as described earlier). For compactness, S is often expressed as a second order tensor using Voigt notation. This notation can also be used to rewrite the strain ε and Grüneisen tensor γ kl bulk . Using this notation,
Here α i and γ j are the elements of 6 × 1 vectors and S T ij are the elements of the 6 × 6 elastic compliance tensor. Note that since the compliance tensor is the inverse of the elastic stiffness tensor C, one need only calculate C for the system of interest and then invert it to obtain S. In order to calculate C, we first define the strain energy density of a single crystal with volume V by,
where we have again used Voigt notation to denote the indices of the strain vector, ε j . By expanding the sum in Equation 40 and taking into account the symmetry of C, we obtain a polynomial parameterized by the indices of C and strain. For example, as the form of C for a tetragonal system is given by,
the expansion of Equation 40 takes the form,
We then apply a series of specific strains to isolate each C ij . Under the framework of applying strain introduced in Section V A 2, a matrix τ of the form
will, by Equation 36 , generate a series of strains that look like,
Substituting this into Equation 42, we find
By approximating E strain as the free energy under the quasiharmonic approximation of the strained system for a range of µ values, the elastic constant C 33 can be found from the quadratic component of a polynomial fit to the energy as a function of µ. Suitable choices of τ can be used to construct a system of equations that solves for the other elastic constants, and a similar procedure will work to find the full elasticity tensor for systems of any symmetry (see Nye 76 for further details). Alternatively, density functional perturbation theory can be used to calculate elastic constants 51 , though computational expense scales rapidly with unit cell size.
In practice, a full quasiharmonic calculation for a single elastic constant requires the calculation of Helmholtz free energy at 10-20 magnitudes of strain, each of which requires a phonon calculation. For the six elastic constants of PbTiO 3 , this would result in over 100 phonon calculations -a sizeable computational expense. As discussed earlier, at 0 K the Helmholtz free energy can often be well approximated as the total electronic energy (Φ 0 in Equation 6), and those 0 K elastic constants taken to approximate the elastic constants of the material at low temperatures for the purposes of qualitative analysis. Of course, for quantitative accuracy, the vibrational contributions to free energy must be taken into account as well. Figure 12 shows a fit to the energy of PbTiO 3 with respect to strain for the C 33 elastic constant from total energy using first-principles calculations at 0 K. The other elastic constants can be obtained in the same way and then inverted to generate the required components of the elastic compliance tensor, S 11 = 7.44, S 12 = 0.49, S 13 = −11.94, S 33 = 55.69, in units of 10 −3 GPa −1 .
Calculate thermal expansion tensor for anisotropic systems
Though the relation in Equation 39 involves six degrees of freedom, some degrees of freedom may be discarded due to symmetry. For example, in tetragonal systems, α 4 = α 5 = α 6 = 0, and the only non-zero block of the system of equations described by Equation 39 is 
meaning that
α v = C η V 2(S 11 + S 12 + S 13 )γ 1 + (2S 13 + S 33 )γ 3 . (49) Comparing Equations 49 and 17, it is clear that even adding just one more free lattice parameter can add much more complexity to the thermal expansion behavior. In the isotropic case, the Grüneisen parameter determines the sign of α v , whereas in the tetragonal case, there are seven different quantities (S 11 , S 12 , S 13 , S 33 , γ 1 , γ 3 ) that can affect the sign of α v . Notably, as explained in Ref. This equation shows that negative Grüneisen parameters are not required for negative thermal expansion in a non-cubic material, and is useful for a qualitative understanding of what drives the sign of volumetric thermal expansion in a tetragonal system. For example, in PbTiO 3 , the (2S 13 + S 33 )γ 3 term in Equation 50 is negative because S 13 is large and negative, highlighting the importance of this elastic constant in the observed negative thermal expansion behavior, as discussed in Ref. 70 . For quantitatively accurate calculations of α v using Equation 50, S must be calculated at finite temperatures, that is, the vibrational contribution to the free energy must be taken into account. However, this would first require a calculation of the lattice parameters as a function of temperature, at which point one can already determine α v . Hence, Equation 50 is most useful as a qualitative model to help interpret the results of quasiharmonic approximation calculations, rather than as a quantitative method for calculation of α v .
VI. SUMMARY AND OUTLOOK
In this Tutorial, we have described computational procedures for predicting the thermal expansion of insulating materials using first-principles DFT calculations. Two different frameworks were presented, the quasiharmonic approximation and Grüneisen theory, and the advantages and disadvantages of each were discussed.
Perhaps the most challenging aspect of calculating the thermal expansion behavior of materials is understanding when the neglect of phonon-phonon coupling is a justified approximation. Many different techniques have been developed for going beyond the quasiharmonic approximation, however much less effort has been devoted to elucidating the factors that may indicate that use of the quasiharmonic approximation is ill-advised (aside from the obvious cases, mentioned at the beginning of the Tutorial). This is a problem because the quasiharmonic approximation can fail in subtle and complex ways, and because there is currently no real way to check whether a given material may be problematic, without performing a series of computationally expensive phonon calculations. Further work is needed in this area.
Another area requiring further investigation is the study of thermal expansion and the use of the quasiharmonic approximation in materials in which weak interactions contribute significantly to bonding, e.g. dispersionbound molecular crystals. 79 Highly anharmonic bonding can lead to significant thermal expansivities in these systems, much greater than those typically observed in inorganic solids. An additional challenge is that dispersion interactions are poorly described by the standard semilocal functionals that are usually used to calculate thermal properties from first principles. Although various correction schemes have been developed, the most appropriate technique for the system of interest is not always obvious.
Finally, a particularly interesting class of materials in which to explore fundamental mechanisms of thermal expansion is metal-organic frameworks. [80] [81] [82] [83] These systems are notable because their thermal (and mechanical) responses tend to be much larger than those of inorganic solids, and because of their potential to provide insights into new mechanisms of thermal expansion. Metal-organic frameworks are also a challenge for firstprinciples DFT, not only because their unit cells typically contain a large number of atoms, but also because dispersion interactions dominate bonding in many materials in this family. However, methodological advances and rapid increases in computing power are putting these systems within reach.
