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Preface 
The work in this thesis often builds on the work of previous authors. However, the 
main body of results presented in Chapters 4 to 7 were all obtained and analysed 
by the present author. Chapters 2 and 3 provide a basis for the later chapters of 
original work. 
Matlab was used to analyse almost all the data obtained from numerical codes. 
The exception being the multiple null work of Chapter 5, where we used IDL instead. 
All Matlab routines were written by me, while the IDL routines were pre-existing. 
Chapter 4 provides numerical confirmation of the analytic results reviewed in 
Chapter 3. The 2-D code used in Section 4.1, "MHD2D", was written and first used 
by Craig and Watson (1999). This code was used with only minor modifications. 
The numerical results of this section (along with those of Sections 5.1, 5.2, 5.4 and 
5.5) appeared in Heerikhuisen, Craig and Watson (2000). The basic 3-D code of 
Section 4.2 was written by I.J.D. Craig, but I modified this to include 4th-order 
differences and accurate control of the time-step. The numerical results of this 
Chapter are all original, though at times they reconfirm known results. 
Chapter 5 investigates some of the secondary effects associated with magnetic 
merging. The saturation work of Section 5.2 reconfirms the results of Craig and 
Watson (1999), and uses a version of their code which I modified to take advantage 
of the four-fold symmetry present in head-on merging simulations. The compressible 
results are completely new. I wrote the compressible code and experimented with 
pseudo-viscosity before settling on the complicated flux corrected transport algo-
rithm to eliminate numerical over-shoot. The osculation analysis of Section 5.4 has 
been done many times before, but only for a steady-state situation. I showed that 
time-dependent effects undo osculation and did some numerical simulations (using 
my symmetric version of the MHD2D code) which backed this up. Section 5.5 rep-
resents a numerical investigation into the tearing mode, again using the MHD2D 
code. I fruitlessly investigated head-on merging (using my symmetric version of 
MHD2D) for tearing, before redoing one of Biskamp's calculations. I finally did find 
magnetic islands forming in the context of sheared reconnection. 
Most of the background work for Chapter 6 appears in Craig and Fabling (1996) 
and the PhD thesis of Fabling (1997). The major extension with the multiple null 
work came when I decided to investigate more than one ring of outer nulls, and 
Section 6.3 details these new results. All the work of Chapter 6 appears ~n Craig, 
Fabling, Heerikhuisen and Watson (1999). The code used for the numerical results 
in this chapter was written entirely by P.G. Watson. 
Chapter 7 provides a new application of the reconnection solutions reviewed in 
Chapter 3 to investigate the energy of protons accelerated in reconnecting coronal 
magnetic fields. The code and routines used here were written entirely by myself. 
This work is to appear in a joined paper (Heerikhuisen, Litvinenko and Craig, 2001). 
Abstract 
In this thesis we investigate the rapid release of energy in the solar corona, with a 
particular view to understanding the solar flare in which magnetic reconnection is 
thought to play a key role. A review of existing reconnection solutions is given in 
Chapters 2 and 3, with new analytic and numeric results are presented in subsequent 
chapters. 
Although much of the work in this thesis is computational, numerical investi-
gations are always motivated theoretically. In Chapters 4 and 5 several aspects of 
two dimensional reconnection are investigated using a periodic time-dependent in-
compressible code. One of the main points is to check the veracity of the analytic 
solution of Craig and Henton (1995) by running the code from general initial con-
ditions. Other aspects of 2-D merging covered include the tearing mode instability, 
osculation and the effects of finite compressibility. 
We employ a 3-D time-dependent code, in Chapter 4, to check that the analyti-
cally predicted spine and fan forms develop from general initial conditions. Scalings 
with resistivity of the associated current structures are also investigated. Most of the 
analytic work so far has revolved around single null magnetic configurations. Chap-
ter 6 focuses on reconnection solutions in the presence of multiple nulls. Finally, we 
look at an application of the analytic theory in the context of particle acceleration. 
In Chapter 7 we trace proton orbits using a physically plausible analytic current 
sheet solution. 
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1.1 Solar flares 
Ever since the dawn of civilisation has man looked up at the Sun. As telescopes 
became prevalent over the last few centuries, following their invention by Galileo, 
it was realised that there is considerable structure to the glowing orb. Sunspots 
in particular attracted interest and their positions and durations were meticulously 
recorded (see Bray and Loughhead, 1979). Later still it was realised that these 
sunspots are intimately related to the Sun's complicated magnetic field. These days 
several satellites and many ground based observatories monitor the Sun, and in 
particular the activity associated with its ever changing magnetic field. Detailed 
accounts of the Sun's magnetic activity can be found, for example, in Priest (1984), 
Stix (1989) and Golub and Pasachoff (1997). In the rest of this chapter we give a 
brief overview of material relevant to the present body of work. 
The source of the Sun's energy is nuclear fusion. Within the core the temperature 
and gravitational pressure are high enough to sustain the fusion of hydrogen to 
helium. The heat generated within the core is sufficient to ionize all gases present, 
so that the Sun constitutes entirely of plasma. Thermal energy from the core initially 
moves out via radiation. About 3/4 of the way to the surface, temperature gradients 
and density are such that convective instabilities develop. Hence the region from 
here to the surface is known as the convection zone (see Figure 1.1). Observations 
of the surface of the Sun confirm the presence of convection cells, also known as 
granules. 
Above the surface lies the solar atmosphere which is divided into three distinct 
regions. Lowest is a very thin layer known as the photosphere. This region is still 
relatively dense and emits most of the solar radiation. Just above this lies the 
slightly less dense chromosphere. Then, over a very narrow transition region the 
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Figure 1.1: Schematic slice through the Sun depicting the various layers present 
(Priest, 1984) (note that in reality these layers are intermingled with often highly 
corrugated interfaces). Here R0 = 6.96 x 108m is the solar radius. Typical number 
densities of the various regions are shown on the left, while typical temperature 
values are shown on the right. For comparison, the number density and temperature 
at the surface of the Earth are 1019cm-3 and 300K. 
is the Sun's outermost layer. Its very low density makes it appear as a transparent 
envelope around the rest of the Sun, visible only during an eclipse when the much 
brighter photosphere is hidden. The corona extends out well beyond the Earth's 
orbit, and the extremely high temperature of the low corona is somewhat of a 
mystery. 
The Sun has a strong magnetic field associated with it (many thousands of times 
greater than that of the Earth). Since the plasma provides almost no resistance to 
the flow of electric current, magnetic field is effectively "frozen" into it. This means 
that magnetic field is stretched and tangled due to the convective motion of the 
plasma. This stretching and tumbling amplifies the field and represents the basic 
dynamo mechanism which is believed to be the source of the Sun's magnetic field. 
The dynamo effect responsible for the magnetic field tends to create tubes of 
magnetic flux. Due to the associated magnetic pressure, plasma inside such a tube 
is less dense than its surroundings. This causes tubes of magnetic field to "float" 
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sun spots-
Figure 1.2: Schematic diagram showing the merging of magnetic loops in the Sun's 
corona. 
to the surface where they sprout into the corona. Large flux tubes that erupt from 
the Sun's surface are anchored by a pair of sunspots (see Figure 1.2). This effect 
explains why countless loops of magnetic field appear to be threading the solar 
surface in a random way. As such the Sun's magnetic structure is in stark contrast 
to the distinct dipole magnetic structure of the Earth, which is in fact very similar 
to that of a simple bar magnet. 
The convection driving the field generation is a dynamic process, so that many 
flux loops are entering the corona at any time, while their foot-points are all mov-
ing relative to each other. This leads to highly stressed states within the coronal 
magnetic structure. Observations of the corona (see for example Sturrock (1980), or 
more recent satellite data from YOHKOH (Bentley and Mariska, 1996) and SOHO 
( available on their website)) confirm that the magnetic energy locked up in such 
stressed configurations, typically covering length scales of the order of the diameter 
of the Earth, can be released explosively over a time scale of only a few minutes. 
This phenomenon is known as the solar flare. 
A typical flare event is characterised by a "precursor" phase, "impulsive" or 
"flash" phase, and a decay phase (Stix, 1989). The precursor phase consists of ther-
mal radiation of up to 107K. This is followed by the impulsive phase which typically 
lasts around 1 minute and consists of bursts in ')'-rays, X-rays and microwave ra-
diation. These outbursts are concluded by a slow decay phase lasting around 30 
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minutes. Other than radiation and fluid motion, some of the flare energy is released 
via energetic particles. Electrons in the 10-100 keV range and protons in the 10-100 
MeV range are common, with some protons getting as high as several GeV. 
The total energy released by a flare event ranges from 1027 to 1032 ergs (1025 
Joules) - around 100 million times more powerful than the biggest man-made 
nuclear explosion. Consider the total magnetic energy within a 109·5 cm cube of 
100 Gauss field, these figures being typical of coronal magnetic merging conditions. 
Multiplying the magnetic energy density B 2 /81r by the volume gives a total energy 
of 1032 ergs. Clearly the magnetic field has the energy potential. However, the low 
resistance means that static diffusion will only release this amount of energy over 
the space of a million years! Since there appear to be no other viable sources to 
account for this quantity of energy, the question is: what mechanism allows the 
magnetic field to release energy so explosively? 
Though an interesting phenomenon in its own right, solar flare research has 
received some prominence in recent times since such outbursts have been linked to 
telecommunication disruptions on Earth. A large proportion of the flare energy is 
converted to kinetic energy of charged particles, and if the Earth is in the path of 
such a barrage these can cause major damage. Clearly the ability to predict a flare 
eruption would save power and telecommunication companies millions of dollars. 
Knowing when a large quantity of high energy charged particles is due to strike is 
also critical to space missions, since astronauts themselves are at risk once they leave 
the relative safety of the Earth's magnetic field. Finally, the military is interested 
in knowing when their sensitive detection equipment is likely to be overpowered by 
a radiation outburst from the Sun. Of course, at such times the enemy's detection 
equipment will also be inoperable. 
Predicting solar flares can be compared to predicting when and where an earth-
quake will strike. There are certain precursors and indicators, but it is far from an 
exact science. In fact only over the last decade or so have realistic models of the 
energy release mechanism been developed. Even now, a description which takes all 
factors into account eludes us. One aspect of the flare mechanism has become almost 
universally accepted however: the key role that magnetic reconnection plays in the 
rapid conversion of magnetic energy. Understanding the solar flare mechanism is the 
prime motivation of the reconnection studies within this thesis. In-depth accounts 
of magnetic reconnection and its various applications can be found, for example, in 
Priest and Forbes (2000) and Parker (1994). 
5 
1.2 Magnetic reconnection 
Magnetic reconnection is the breaking and rejoining of pairs of magnetic field lines. 
For example, Figure 1.3 shows how a pair of field lines CA and BD may recon-
nect to form BA and CD. This change in magnetic field line connectivity allows 
reconnection to release energy locked up in the magnetic field topology. 
A B B 
C D C D 
Figure 1.3: Magnetic lines of force are pushed together (left) before reconnecting to 
a different topology (right). Tension in the reconnected field lines pulls them apart. 
Figure 1.2 shows two coronal loops of magnetic field being driven together. This 
is the essence of early models such as that by Sweet (1958). Due to the plasma's 
extremely low resistance, it is only in regions of high electric current that magnetic 
field lines can move independently of the plasma (diffuse), and reconnection occurs. 
Of course large currents form at places of steep magnetic gradient, and steep mag-
netic gradients occur when anti-parallel fields are pushed together. As such, rapid 
reconnection is a result of both advection and diffusion. Figure 1.4 shows a close-up 
of the current sheet region of Figure 1.2. X-point configurations such as this form 
the basis of most reconnection models. 
As mentioned before, the coronal plasma is highly conducting and it is this 
extremely low electrical resistance that creates difficulties when we attempt to solve 
the physical equations governing the system. On one hand, since it is so small, a 
good approximation would seem to be to set resistivity to zero. Unfortunately such 
a simplification precludes reconnection, since in this limit field lines cannot diffuse 
at all. As we shall see, a solution's behaviour with respect to resistivity is a critical 
factor in determining its energy release properties. 
1.3 Thesis overview 
This thesis is set out as follows. In the next chapter we will introduce the governing 
MHD equations and review four classic planar merging models put forward by Sweet 
6 
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Figure 1.4: Close-up of the current region in Figure 1.2. This represents the proto-
typical X -point confi.guration where anti-parallel magnetic fi.elds meet at a current 
sheet ( diffusion region) and are reconnected. 
(1958), Parker (1963), Petschek (1964), Syrovatskii (1971), and Sonnerup and Priest 
(1975) respectively. These models provide the conceptual basis for much of the work 
in later chapters. 
Analytic solutions discovered more recently (Craig and Henton (1995); Craig, 
Fabling, Henton and Richard (1995); Craig and Fabling (1996)) will be reviewed 
in Chapter 3. The properties of these solutions, particularly their behaviour with 
respect to resistivity, will also be investigated. 
In Chapter 4 we present a range of numerical solutions which are intended to 
test the predicted forms of the analytic solutions of Chapter 3. The MHD equations 
are solved numerically in both two and three dimensions, and a detailed comparison 
with the properties of the analytic solutions is made. 
Chapter 5 investigates five topics of two dimensional magnetic merging. We 
firstly take a detailed look at the influence of a shear component in the velocity 
field. We then go on to investigate several aspects of magnetic merging which provide 
corrections to the generic solutions of the preceding two chapters. Saturation of the 
7 
current layer is covered, along with osculation, compressibility and the tearing mode 
instability. 
Reconnection geometries containing multiple nulls is the subject of Chapter 6. 
We review previous work by Fabling (1997), and present extensions which encompass 
aspects of spine, fan and separator reconnection models. 
Chapter 7 represents an application of the exact solutions reviewed in Chapter 
3. Here we investigate the energy and trajectory properties of protons accelerated 
in both the standard X-point field and the field obtained from the Craig & Henton 
solution. We include also the ideas of saturation and equalisation in obtaining the 
magnetic and electric field structures. 
Finally Chapter 8 contains the summary and conclusions of the work in this 
thesis. 
Chapter 2 
MHD equations and early 
reconnection models 
In this chapter we will introduce the system of equations used throughout this 
thesis. These will then be non-dimensionalised, before we look at a few of their 
generic properties. The second section of this chapter reviews some early models 
and solutions to the coronal reconnection problem. As such, the present discussion 
provides the background material for the later chapters, in particular Chapter 3 
which introduces more recent exact analytic solutions. 
2.1 Governing equations 
We assume the system is governed by the magnetohydrodynamic (MHD) equations. 
The MHD equations are a combination of Maxwell's equations and the equations 
of fluid dynamics. This approximation treats the plasma as collision dominated, in 
other words we assume that the mean free path of protons and electrons is much 
smaller than the typical length scales involved. The orbits of individual charged 
particles will be investigated in Chapter 7. In what follows we will work in the cgs 
system of units, before imposing our non-dimensionalisation. 
2.1.1 Primitive equations 
Maxwell's equations for an electric field E and magnetic field B, along with a charge 
density ij and current density J, can be written in cgs units (e.g. Parker, 1_979) as 
BE 
41rJ + at c'v' x B (2.1) 
8B 
-c'v' x E (2.2) at 
'v'. E 41rij (2.3) 
'v'. B 0, (2.4) 
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where c is the speed of light. To model the plasma as a fluid we firstly require 
conservation of mass. This is reflected in the continuity equation for a velocity field 
v and a density profile p 
Dp 
-+pv' ·V = 0 
Dt ' (2.5) 
where D /Dt = ( o / ot + v · v') is the advective derivative. Secondly, the motion of a 
fluid element will depend on the forces acting on it. Not only do we have a pressure 
gradient as per standard fluid dynamics, but now there is also the Lorentz force due 
to the magnetic field. This condition leads to the momentum equation 
Dv 1 
p Dt = ~ ( J x B) - v' p ' 
where p the plasma pressure. 
The electric field E' in the frame of the fluid is 
1 
E' = E+-v x B. 
C 
Ohm's law states that 




where the electric conductivity is given by CJ ~ l07T 312 ~ 1016 s-1 (cgs) for a fully 
ionized coronal plasma at temperature T = 106 K (Parker, 1994). Since MHD is not 
a relativistic theory, we can take J' = J. Combined with (2. 7) this gives 
1 
J = CJ(E + -v X B) . 
C 
We now substitute this into Ampere's law 
41rJ = cv' x B, (2.9) 
where we have ignored the displacement current (see equation (2.1)) since it is of 
order v / c. This gives us the result 
E = (-c-) v' x B - !v x B . 
47rCJ C 
(2.10) 
If we now define the resistivity 
(2.11) 
the above becomes 
fj 1 
E = -v' X B - -v X B . 
C C 
(2.12) 
Taking the curl of this, and using (2.2) we obtain the induction equation 
oB 
ot = y' X (v X B) + fjv'2B . (2.13) 
Equations (2.5), (2.6), (2.13) and (2.4) represent the MHD system of equations 
for a conducting fluid. We will now look at the process of non-dimensionalising 
these equations. 
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2 .1. 2 N on-dimensionalisation 
The above equations are more convenient to work with once we non-dimensionalise 
them for our coronal reconnection problem. We reparameterise with respect to the 
following typical coronal values (see for example Priest, 1984). 
Pc ""' 10-14g/cm3 
Be ""' 102G 




Note that Pc corresponds to a number density of nc '.:::'. 1010cm-3 , if we assume that 
the plasma consists almost exclusively of electrons and protons. From these we can 














We also define the plasma beta, the ratio of gas pressure to magnetic pressure, as 
/3 Pc '.:::'. 10-2 . 
P - B~/81r 
(2.19) 
Using Pc= nckTc, this corresponds to a coronal temperature of 106K. 
Combining all the previous results we can write the non-dimensional MHD equa-
tions as follows: 
ap 
0 (2.20) - + v7. (pv) 
at 
p ( ~: + (v · v')v) (v' X B) x B - /3p v'p (2.21) 
aB 
v7 x (v x B) + 17v72B (2.22) 
at 
v'·B 0. (2.23) 
Here 
1J = _L (2.24) 
LcVA 
is the inverse Lundquist number. In these units 1J '.:::'. 10-14. As we shall see, the 
smallness of 1J greatly affects the dynamics of the magnetised fluid. 
2.1.3 Ideal MHD 
Let us, for a moment, consider the case of ideal MHD where we set 1J = 0. This 
should be a good approximation given that the plasma provides almost no resistance 
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to the flow of current. In this limit, however, the magnetic field is "frozen" into 
the fluid. In other words, the magnetic flux associated with a fluid line element 
remains fixed. This means magnetic field can only be advected and not diffused, 
and reconnection is not possible. To see why this is so, let us consider the time 
evolutions of magnetic flux and a fluid line element. 
Using equations (2.20) and (2.22) (with T/ = 0) we have 
~ ( B) = ~ y7 x ( v x B) + B v7 · (pv) 
at P P P2 
1 B 
- [(B · v7)v - (v · v7)B - B(v7 · v)] + - [p(v7 · v) + Vp · v] 
p ~ 
i(B · v7)v - (v · v7) (!) . 
Hence, by definition of the advective derivative D / Dt = a/ at+ v · v7, magnetic flux 
evolves according to 
(2.25) 
Consider now the advection of a fluid line element 81. Suppose at a given point 
in time 81 is the line element between x and x + 81. An instant later the ends have 
been advected by the flow rates u(x) and u(x + 81) as depicted in Figure 2.1. 




Figure 2.1: Advection of fluid line element 81 by a velocity field u. 
By writing 
u(x + 81) = u(x) + Uij 81 , 
where Uij = audaxj, we can see that 
81' = 81 + (81 · v7)u Lit . 
Hence a fluid line element will be advected according to 
D 
n/1 = (81 · v7)u. (2.26) 
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The above analysis shows that B/ p behaves exactly as a fluid line element, 
and hence magnetic field lines do not move with respect to the fluid in the ideal 
T/ = 0 approximation. This restriction, however, does allow the material to travel 
along the field lines. In practice the "frozen in" condition applies to regions of low 
current, since under such conditions the resistive term in the induction equation is 
exceedingly small. 
2.1.4 Ohmic dissipation rate 
Rapid release of energy is the prime objective of most reconnection work. To help 
quantify this we employ the Ohmic dissipation rate defined as 
(2.27) 
where J is the current density and V the volume in question. We can now define 
two distinct classes of solutions, based upon whether the Ohmic dissipation rate 
scales as a positive or negative power of T/· We will say that a solution represents 
"fast" reconnection if W11 ,...., T/k, where k ~ 0. All other solutions will be classed as 
"slow". 
Remembering that our aim is to understand the rapid release of energy within 
the solar corona, "fast" solutions will be of primary interest. However, since such 
solutions predict infinite dissipation in the limit T/ --+ 0, we cannot expect solutions 
with this property to be valid for all values of resistivity on physical grounds. The 
merits and limitations of the various solutions will be discussed as they appear. 
2.2 Early magnetic reconnection models 
We now introduce four magnetic merging models. The first, Sweet-Parker, is an 
order of magnitude analysis which will be referred to often in the rest of this thesis. 
The second, by Petschek, is a reconnection model similar to Sweet-Parker, except 
that it makes more (some questionable) assumptions which improve its energy dis-
sipation properties. We also mention Syrovatskii's solution to the merging problem 
when resistivity is absent. Finally we introduce the resistive incompressible merging 
solution of Sonnerup and Priest. This last model is an exact annihilation solution 
and turns out to be a special case of the reconnection solutions reviewed in Chapter 
3. 
It should be stressed that neither the resistive models of Sweet-Parker or Petschek 
represent exact solutions to the MHD equations. In Chapter 3 we will introduce 
a family of exact solutions. These are much more recent. than the four models 
mentioned here, and encompass the Sonnerup and Priest solution of Section 2.2.4. 
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2.2.1 Sweet-Parker model 
The Sweet-Parker mechanism represents a heuristic model based on the X-point 
geometry of Figure 1.4. This model was first suggested by Sweet (1958) and analysed 
by Parker (1957, 1963) who also performed an order of magnitude calculation. 
Let us examine the configuration shown in Figure 2.2, where we have nearly 
anti-parallel fields being washed into a current sheet of length .X with a velocity u. 
The fields reconnect at the neutral point and are expelled through a narrow jet of 
width l with velocity v. 
V 
Figure 2.2: Sweet-Parker reconnection geometry. Nearly anti-parallel magnetic Held 
reconnects at a current sheet (shaded region) of fixed length A and width l which 
varies with resistivity. 
Conservation of mass implies 
PinUA = PoutVl . (2.28) 
For the rest of this analysis we will adopt the incompressible approximation (by 
setting p = l everywhere) for analytic simplicity, since the scaling results remain 
the same. 
Along the inflow axis the momentum equation (2.21) reduces to 
d ( 1 2 1 2) - -u +p+-B =0 
dy 2 2 X ' 
while along the outflow axis it implies 
d ( 1 2 1 2) - -v +p+-B = 0 
dx 2 2 Y ' 
Integrating these we have 
Po - Pin 
Po - Pout 
(x = 0) , 
(y = 0) . 
(along x = 0) 




Here Po is the pressure at the origin where both the magnetic and velocity fields 
vanish. In the above equations Pin, Pout, u and Bout will all be comparatively small 
quantities. This is because for the inflow the magnetic field is large, so that p0 := 
B'fn/2, while for the outflow the velocity is large, so that Po := v2 /2. Hence we deduce 
that 
(2.31) 
This means that the Alfven speed within the sheet is determined by the field strength 
just outside the sheet. Substituting this result into (2.28) yields 
l,...., UA . 
Bin 
(2.32) 
We can now equate the magnetic energy advected into the current sheet with the 
energy dissipated through Ohmic heating (2.27), so that we have 
2 Bin ( )
2 
uBin ,\ ,...., T/ -l- l,\ ' (2.33) 
where we have used J,...., Bin/l. This reduces to 
Keeping our global magnetic field Bin and length scale ,\ fixed with T/ we deduce 
from (2.32) and (2.33) that 
[ ,...., T/1/2 U ,...., T/1/2 . 
Hence the corresponding Ohmic dissipation rate will scale as 
W11 ,...., T/1/2 . 
(2.34) 
(2.35) 
The above analysis shows that the magnetic energy conversion W11 -+ 0 as TJ -+ 0. 
Since T/ is exceedingly small, the above analysis, which is dimensionally correct, does 
not bode well for magnetic energy release models based on anti-parallel merging. 
Improvements are possible, in "flux pile-up" models where Bin varies with rJ for 
example, but the scaling (2.35) does represent an important global limit which 
ultimately bounds all basic merging models, with the exception of the Petschek 
mechanism which we will now investigate. 
2. 2. 2 Petschek mechanism 
The basis of the Petschek reconnection mechanism (Petschek, 1964) is a small dif-
fusion region whose length ,\ and width l are both much smaller than the global 
length scale L. What happens in this case is that slow mode shocks are set up along 
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Figure 2.3: Schematic representation of the Petschek mechanism. Magnetic Held 
reconnects at a current sheet whose dimensions decrease with resistivity, while the 
aspect ratio remains constant. The dashed lines represent slow mode shocks which 
will also accumulate current. 
the "separatrices" of the corresponding global X-point (dashed lines in Figure 2.3). 
The advantage is that the X-point angle is large, so that flux is readily evacuated 
from the neutral point. This in turn helps to maintain the inflow. A schematic 
diagram of the Petschek process is shown in Figure 2.3. 
Remember, from (2.32), that in the case of incompressible flow 
l 
U "-' VA-,X' (2.36) 
since the Alfven speed is given by VA = B / ( 4rr p) 1/ 2 . So we can see that in the case 
A ~ l we have extremely rapid reconnection, compared with that of a long thin 
current sheet where 
The critical question seems to be: what is the sheet length A? Petschek's point 
was that there is no kinematic limit on the size of .X. However the inflow can only 
reach the Alfvenic outflow level in the limiting case of a symmetric global X-point 
structure, in which case there is tremendous tension where the strong incoming 
field lines are highly curved. Hence the upper limit on the actual merging rate is 
somewhat less than this. 
By considering the external field as potential, it is possible to deduce (see for 
example Parker, 1979) that the inflow speed scaling will be somewhere between 
(2.37) 
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Since ln(x) grows more slowly than any positive power of x, the maximum inflow 




where we have used J,...., Bin/l. Equation (2.36) then implies that the volume of the 
diffusion region scales as rJ2, which will stifle the Ohmic dissipation rate associated 
with the sheet. However, current will also accumulate along the shocks. Hence the 
total Ohmic dissipation will scale as 
Bin ( )
2 
W11 '.::::'. TJ -l- Ll ,...., TJo . (2.40) 
By our definition given in Section 2.1.4, this model, then, describes "fast" reconnec-
tion. 
Although formally correct, Petschek's assumptions about the dimensions of the 
diffusion region have, in recent years, cast doubt upon its validity. All numerical 
simulations (including all compressible and incompressible runs presented in this 
thesis), with the exception of a few which have very specific boundary conditions 
and invoke a localised enhancement of the plasma resistivity (Heyn and Semenov, 
1996), give rise to "long" current sheets whose length remains approximately fixed 
with reductions in T/· It would seem that in general current sheets generated during 
magnetic merging conform much more to the Sweet-Parker model than to that of 
Petschek. 
2.2.3 Syrovatskii solution 
The Syrovatskii solution (Syrovatskii, 1971) represents a magnetic merging solution 
which is very different from those discussed in the previous two sections. While 
most proposed merging mechanisms require external flows to drive anti-parallel 
fields together, Syrovatskii's solution in fact assumes uniform pressure and van-
ishing resistivity, so that all currents are either points or singular lines. As such no 
reconnection occurs, but insight can be gained into the formation of current sheets 
which will apply also in the fully resistive case. 
Under these conditions the magnetic flux function 'I/; satisfies Laplace's equation 
"v2'1/; = 0 ' (2.41) 
so that 'I/; is harmonic and complex analysis may be used. The relationship between 
the flux function and the magnetic field is given by (2.43). We will not enter into 
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the details of the analysis here, choosing instead to quote the result and point the 
interested reader to fuller treatments such as Biskamp (1994). The Syrovatskii 
solution may be written as 
F(z) = a zJz2 + b2 + I_ ln (z + Jz2 + b2) 
2 2rr b ' 
(2.42) 
where b is the length of the current sheet, I is a measure of the total current in 
the sheet, and a is an arbitrary amplitude factor. This represents a branch cut 
where 'I/; = 0 along the y axis (see Figure 2.4). Here the flux function is given by 
X 
y 
Figure 2.4: Field line structure of Syrovatskii solution. The bold line represents a 
branch cut current sheet, while the dashed lines are the separatrices. 
'I/;= Re(F(z)). The corresponding magnetic field is given by 
dF . 1 ( I b2 2) -d = By + iBx = -2 + a-2 + az , z yz2 + b2 rr (2.43) 
and the current will be 
J(y) = By(O+, y) - By(O_, y) = J 2 (2J + a b22 - ay2) 
b2 - y2 rr 
(2.44) 
The magnetic field, however, has bad behaviour at the ends of the current sheet 
unless we set 
I= rrab2 • (2.45) 
It should be noted that the restriction (2.45), which is required for a well behaved 
field, reduces the solution to that of Green (1965). 
The Syrovatskii solution represents an entirely different approach to the :magnetic 
merging problem. It uses the ideal approximation (TJ = 0), and does not assume 
an external flow profile a priori. As such care must be taken when interpreting 
this solution in the context of resistive merging. However, it does introduce a self-
consistent analytic model for the formation of current sheets in highly conducting 
plasmas. 
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2.2.4 Sonnerup and Priest annihilation solution 
In 1975 Sonnerup & Priest managed to formulate an exact solution to resistive 
merging which closely relates to the Sweet-Parker model. Their solution specifies a 
stagnation point flow coupled with a one dimensional anti-parallel magnetic field. It 
turns out that this solution is a special case of the more general family of solutions 
discussed in the next chapter and so we postpone a detailed analysis until then. For 
the present we will give a qualitative treatment only. 
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Figure 2.5: Schematic diagram of the steady-state Sonnerup and Priest solution for 
anti-parallel magnetic merging. Stagnation point flow (dashed lines) washes anti-
parallel field lines (solid) into a current sheet (shaded) where they annihilate along 
a neutral line aligned to the y-axis. 
Figure 2.5 shows the stagnation point flow and anti-parallel magnetic field. One 
important feature of this solution is that magnetic field piles up at the edge of the 
current sheet. The level of "flux pile-up" scales with resistivity, so that 
Bsheet ""' T/-l/2 · 
Since the sheet width scales as 
[ rv T/1/2 ' 
the Ohmic dissipation rate is given by 
W ( Bsheet) 2 1/2 -1/2 
11""'T/ -l- TJ ""'T/ . (2.46) 
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By the definition of Section 2.1.4 this solution is a "fast" dissipater of energy. 
The beauty of this solution is its simplicity. However it has two main drawbacks. 
Firstly, since the field is strictly 1-D, the solution describes magnetic annihilation 
rather than reconnection. The second drawback, in common with the solutions of 
the next chapter, is the unphysically high build-up of magnetic field (and hence 
pressure) at the edge of the current sheet. The second effect means that although 
the solution is formally "fast", it is physically incomplete. Care must therefore be 
taken when interpreting the dissipation rate of flux pile-up solutions, since the limit 
1J-+ 0 is undefined (see Section 5.2). 
2.3 Summary 
In this chapter we have introduced the MHD equations, looked at some of their 
properties, and reviewed a few of the early reconnection models and solutions. The 
models of particular interest for the remainder of this thesis are the Sweet-Parker 
model of Section 2.2.1 and the Sonnerup and Priest solution of Section 2.2.4. In 
the next chapter we will review more recent solutions for two and three dimensional 
reconnection. 
Chapter 3 
Exact reconnection solutions 
two and three dimensions 
• 
Ill 
Due to their non-linear and coupled nature, the MHD equations (2.20-2.23) provide 
a formidable opponent in the battle for non-trivial analytic solutions. Numeri-
cally things are not much better, since the smallness of the resistivity (10-12 or 
smaller) requires impossibly high resolution. Combine this with the compressible 
three dimensional time-dependent nature of the problem, and a full numerical solu-
tion becomes intractable even for very modest values of resistivity. At this point we 
could simply switch fields, however with some simplifying assumptions and physical 
insight, we can come a long way to understanding magnetic energy release in coronal 
reconnection. 
3.1 Incompressible steady-state planar MHD 
By its very nature, the cutting and rejoining of distinct field lines, magnetic re-
connection requires at least two dimensions. Early attempts at explaining rapid 
energy release from the coronal magnetic field were centered around planar X-point 
configurations (see Figure 1.4). Before we investigate this founding work, let us in-
troduce the equations governing the simplest conditions under which reconnection 
is possible. 
We begin by assuming a steady-state (a/at= 0), incompressible (pis uniform), 
two-dimensional geometry. In this case the magnetic field can be written in terms of 
a flux function 'ljJ and the velocity field in terms of the stream function </> as follows. 
B = v''ljJ(x, y) x z , V = v'<f>(x,y) X Z (3.1) 
It should be noted that, although a flux function always exists in 2-D, a stream 
function is only possible when the density is uniform, since only in this case v' ·V = 0. 
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We also choose to work with the curled form of the momentum equation (2.21), 
since under these conditions the plasma pressure does not appear explicitly in the 
equations. 
v7 x (v · V) v = v7 x [(V x B) x B] 
Writing this in terms of the flux and stream functions we have 
(3.2) 
(3.3) 
Here we use the Poisson bracket notation defined by [!, g] = fx9y - /y9x, where 
subscripts denote partial derivatives. 
Using the vector identity 
v7 X (V X a) = V(V · a) - v72a 
and (2.23), we can write the steady-state version of the induction equation (2.22) 
as 
v7 x (v x B) = TJV x (V x B) . (3.4) 
Uncurling this gives 
Vx + v x B = TJV x B, (3.5) 
where x is an unknown scalar function. We can now substitute for the flux and 
stream functions to obtain 
(3.6) 
The first two components of (3.5) vanish, therefore we must have x = x(z). This 
implies E = -8x/8z is a constant, since ¢> and 'lj; are functions of x and y only. 
3.2 Craig and Henton solution 
Craig and Henton (1995) (C&H hereafter) derive an MHD solution which allows 
energy to be dissipated at the fast (W11 "' T/-1/ 2) rate (see equation 2.27). This 
solution is very similar to the Sweet-Parker model described in Section 2.2.1 with 
magnetic field being swept into a long thin current sheet. The key to this model's 
"fast" energy dissipation is that in this case magnetic flux accumulates at the edge 
of the sheet, significantly increasing the magnetic field gradient across the sheet. 
This, of course, leads to higher current density and an increased dissipation rate. 
For this reason solutions with this property (which includes the Sonnerup and Priest 
solution of Section 2.2.4) are referred to as "flux pile-up" solutions. 
In order to construct a solution to (3.3) and (3.6), some initial assumptions of 
the forms of¢> and 'lj; need to be made. The assumptions of a stagnation point flow 
(¢> = axy) and anti-parallel field lines ('1/J = '1/J(x)) were first introduced by Sonnerup 
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and Priest (1975) (see Section 2.2.4 for a brief description). The resulting solution 
exhibits the "fast" ry- 1/ 2 Ohmic dissipation scaling due to the build up of flux at the 
edge of the sheet and turns out to be a special case of the C&H solution described 
below. In Section 3 of their paper, C&H generalise this annihilation solution slightly 
by showing that making only the second assumption leads to three possible forms for 
the flow (see also earlier work by Jardine et al., 1992). However, true reconnection 
solutions require forms for </J and 'ljJ that do not make each of the brackets in (3.3) 
vanish. Craig and Henton (1995, Section 4) addresses this issue, and we now describe 
their reconnection solution. 
3.2.1 Craig and Henton reconnection solution 
We work with the magnetic and velocity fields in terms of a flux and stream function 
defined by (3.1), and take these to have the forms 
<P = J(x) + F(x, y) , 'ljJ = g(x) + G(x, y) , (3.7) 
where F and G are harmonic functions. As noted above, a true reconnection solution 
requires that neither bracket in the momentum equation (3.3) vanishes, and the 
formulation (3.7) includes non-linear contributions which prevent this. Next we 
note that 
</J = aH(x, y) , 'ljJ = /3H(x, y) , (3.8) 
with a and /3 constant, gives a current-free equilibrium solution which represents 
flow along the field lines. With this in mind let us try 
F(x, y) = aH(x, y) , G(x, y) = {3H(x, y) . 
Assuming these forms, the momentum brackets reduce to 
(af 111 - {3g111 )Hy = 0, 
which implies 




where q(x) is an arbitrary quadratic function. For simplicity and elegance we will 
set q(x) = 0. C&H do consider the case where q(x) does not vanish, but this simply 
leads to the addition of a linear field to the flow, and is of little interest. 
Turning now to the induction equation (3.6) we have 
QI.- I II ( 2 132) E + a g Hy = 'r/9 . (3.11) 
Firstly we note that since the right hand side of this equation is a function of x 
only, we must have Hy also being a function of x only. The only harmonic function 
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satisfying these conditions is of the form H,...., xy. Let us take H = -xy, the reason 
for the negative sign becoming apparent later. Equation (3.11) then reduces to 
g" + (a,,2 - 132) xg' = E . 
TJCi T/ 




2 a,,2 - 132 
µ =---
2TJCt 
g'(x) = - exp(-µ2x2) exp(µ2t2)dt E 1x 
T/ 0 
g(x) - exp(-µ2s2) exp(µ2t2)dtds E1x 1s 
T/ 0 0 






where 2F2 is a hypergeometric function (Spanier and Oldham, 1987). Hence the 
solution is 
cf>(x, y) = -axy + f!..g(x) , 'l/J(x, y) = -f3xy + g(x) . (3.17) 
Ci 
In terms of the magnetic and velocity fields it is convenient to introduce the 
Dawson function (Spanier and Oldham, 1987), defined as follows 
daw(x) = fox exp(t2 - x 2 )dt. 
We can then write the solution as 
V 
B 
(-ax, ay + /3 ~daw(µx)) 
Ci TJµ 
E 





Clearly we must take O :::; f3 < a so that µ2 > 0 and the solution describes fluid 
washing flux into a current sheet aligned with the y-axis. 
Figure 3.1 shows a typical field and flow configuration. The sheared stagnation 
point flow is evident in the left plot, while the plot on the right clearly shows the 
X-point nature of the magnetic field. 
3.2.2 Interpretation of the Craig and Henton solution 
The basis of the above solution is a stagnation point flow superposed with a one 
dimensional magnetic field. However, the parameter /3 mixes these two fields to-
gether so that there is always some mutual alignment. Indeed as f3 -+ a the two 
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Velocity Stream Unes Magnetic Field Unes 
Figure 3.1: Velocity stream lines and magnetic field lines for the Craig and Henton 
solution (3.19) and (3.20). Dashed lines represent the separatrices (field lines which 
thread the null). Here we have used a= 1, (3 = 0.5, T/ = 0.01 and E = 0.07. 
fields become the same. It is the mutual alignment which allows magnetic flux to be 
advected across one of the magnetic separatrices, as required for reconnection. The 
special case (3 = 0 corresponds to the solution of Sonnerup and Priest (1975), but 
represents only anti-parallel annihilation since both magnetic separatrices coincide 
(see also Section 2.2.4). 
The width of the current layer is characterised by the distance to the peak 
magnetic field component aligned with the sheet. Looking at equation (3.12) di-
mensionally, we see that we must have a small length scale across the sheet 
l rv T/1/2 , (3.21) 
Now since <law ( x) increases linearly for small x, from ( 3. 20) the peak field being 
washed into the sheet must scale as 
B n-1/2 max rv 'I , (3.22) 
with the corresponding maximum current 
T -1 
"max rv T/ · (3.23) 
The Ohmic dissipation rate (2.27) can then be obtained 
(3.24) 
Figure 3.2 illustrates the pivotal role played by T/ in "piling-up" magnetic field at 
the edge of the sheet, with the current escalating in sympathy due to the increased 
field gradient. The scalings (3.21), (3.22) and (3.23) are also apparent. 
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Figure 3.2: Magnetic field and current density through a slice along the x-axis for 
TJ = O.l, 0.01 and 0.001, with other parameters the same as in Figure 3.1. 
3.3 Solutions in three dimensions 
Lau and Finn (1990) introduce the idea of kinematic reconnection and use this to 
predict various forms of reconnection at three dimensional magnetic neutral points 
(see also Greene, 1988). The eigenstructure of a three dimensional null is of key 
importance in any reconnection model and can be obtained by considering the Taylor 
expansion 
B(x) = Mx, (3.25) 
where M is the 3 x 3 matrix given by 8Bd8xi. Since v' · B = 0 the trace of this 
matrix vanishes, which in turn implies that the eigenvalues sum to zero. Hence 
the real components of three eigenvalues will not all be of the same sign. Many 
eigenstructures are possible (see Lau and Finn, 1990). Of central interest, however, 
is the case of a force-free equilibrium where the eigenvalues are all real. In this case 
the current must also vanish, and the eigenstructure can be summarised by Figure 
3.3, with a possible reversal of fields. We follow the nomenclature of Priest and 
Titov (1996) and refer to the plane generated by the vectors corresponding to the 
eigenvalues of like sign as the "fan" surface, with the remaining eigenvector defining 
the "spine" curve. 
3.3.1 General superposition 
The momentum and induction equations in the case of steady-state incompressible 
MHD can be written in the form: 
(v · v') w - (w · v') v 
(v · v') B 
(B · v')J- (J · v')B 




J--y spine curve 
X 
fan surface 
Figure 3.3: Eigenstructure of three dimensional magnetic null point. 
where 
w=Vxv , J=VxB 
and of course 
V·v=O , V · B=O. 
The symmetry between the velocity and magnetic field is clear. It is in fact only 
the resistive term which disallows the trivial v = AB solution in the general case of 
V 2B =/- 0. Remembering that TJ is very small, this suggests that the velocity and 
magnetic fields run almost parallel except in regions of high current. 
An important observation to make about the Craig and Henton solution (3.19, 
3.20) presented in the previous section is that the velocity and magnetic fields can 








Va= (-x, y) and Ba= -daw(µy) 
T7µ 
(3.28) 
is the annihilation solution of Sonnerup and Priest (1975) (see also Section 2.2.4). 
We will now construct the exact three dimensional reconnection solutions first 
derived by Craig et al. (1995) and Craig and Fabling (1996). 
3.3.2 Spine and fan disturbance fields 








Here we have superposed a background potential field P with a disturbance field Q. 
Let us use the simplest potential field of interest, by taking 
P = a [Kx, (1 - K)y, -z] , (3.31) 
This form is of course consistent with the planar analysis of Section 3.2.1, where we 
had to take H = axy. It is easy to spot that linearising about the null at the origin 
will simply give an eigenstructure similar to that in Figure 3.3. In other words z = 0 
is the fan plane, while the spine lies along the z-axis. Our next task is to find a 
form for Q which will complement this choice of background field. 
Rewriting (3.26) as 
v7x (w xv) = v7x (J x B) 
and substituting for P and Q, we find the following condition on Q. 
(,X.2 - l)v7x [(v7 X Q) X Q] = 0 (3.32) 
Clearly the). = ±1 solution is of little interest as the induction equation then implies 
a current free solution with flow only along field lines. For ).2 =I=- 1 this condition 
may be rewritten as 
and so 
v7x [(Q·v7)Q-v7(~Q2)] =0, 
(Q. v7) Q = v7 (~Q2 + x) . (3.33) 
Here x = x(x) is an arbitrary scalar function of position. Let us take x = -!Q2 , 
so that we have 
(Q. v7) Q = 0. (3.34) 
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This condition can be satisfied by taking either the one variable two component 
"fan" form 
QF(z) = X(z)x + Y(z)y ' 
or the two variable one component "spine" form 
Qs(x, y) = Z(x, y)z . 
(3.35) 
(3.36) 
The terms "spine" and "fan" relate to the locations of current accumulation of the 
associated solution as mentioned in Section 3.3 and depicted in Figure 3.3. 
3.3.3 Current structures generated by QF and Qs 
To find the locations of current accumulation in a resistive solution it is instructive 
to look at the limit TJ -+ 0. Since the sheet width decreases with T/ and current 
intensity increases as T/ is reduced, it follows that in the limit of zero resistivity 
current singularities will form. Hence a solution of the ideal (TJ = 0) induction 
equation will have singularities in regions where finite resistivity would generate 
large currents. In other words we solve 
v' x (v x B) = 0, 
which, on substituting for P and Q, becomes 
(1 - >?)v' x (P x Q) = 0 . (3.37) 
Substituting the fan form QF = X(z)x + Y(z)y into the induction equation 
(with T/ = 0) gives 
(x;X + zX', (1 - x;)Y + zY', 0) = 0. 
Solving for each component respectively gives 
X(z) Az-" 
Y(z) Az"-1 . 
This disturbance field clearly becomes singular in the z = 0 plane (since O ~ x; ~ 1 
from (3.31)), and hence in the fully resistive case drives currents in the fan surface. 
In the case of the spine form Qs = Z(x, y)z it is simplest to think in terms of a 
cylindrical disturbance mode. Specifying a symmetric background field by setting 
x; = 1/2 in (3.31), we transform to polar coordinates by taking 
Z(x, y) -+ Z(r, 0) 
P(x, y, z) -+ P(r, 0, z) 
J(r)eimO 
r 
a(2, 0, -z) , (3.38) 
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where r2 = x2 + y2, tan(O) = y/x and m represents the angular mode number of 
the disturbance. The ideal (rJ = 0) induction equation for a cylindrically symmetric 
spine disturbance then becomes 
(3.39) 
(see (3.63) for the fully time-dependent, resistive, cylindrical induction equation). 
Solving this gives 
J(r) = Ar-2 • 
Clearly Z is singular along the line r = 0, and so this type of perturbation drives 
currents in a narrow tube aligned to the spine. 
3.3.4 Spine and fan solutions 
Having established the general forms for spine and fan reconnection in terms of the 
disturbance fields Qs and QF, we will now state these as solutions of the induction 
equation, following the analysis of Craig et al. (1997). The induction equation, in 
terms of our background field P and disturbance field Q, can be written as 
-(1 - >.2)V X (P x Q) = ryv'2Q . (3.40) 
Taking the fan disturbance field QF = X(z)x + Y(z)y, the x and y components 
of the induction equation become 
f]X" + zX' + ,..,x 0 
f]Y" + zY' + (1 - "')Y O, 
where 
- rJ 
rJ = a(l - >.2 ) (3.41) 
The solution is then 
X(z)=C1fJ:l2 M("'; 1,~,-;;) +C2M(i,1,-;;), (3.42) 
where M(a, b, x) is a Kummer function (Spanier and Oldham, 1987). Clearly the 
solution for Y(z) is obtained by simply replacing,.., with (1 - ,..,) in the above closed 
form expression. We can now determine the choice of C1 and C2 by considering the 
asymptotic properties of the Kummer function. These are 
M(a, b, x) "' { 1 + ax/b, as x ~ 0, 
lxl-a as x ~ -oo . 
(3.43) 
Since we are interested in neutral point merging we discard the even solution by 
setting C2 = 0. Specifying Y(l) = 1 implies C1 = 2-(K-+l)/2f/-K,/2. 
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The spine solution is somewhat more difficult to interpret. Following Craig et al. 
(1997), we define a symmetric background field by taking K = 1/2 which allows a 
cylindrical mode decomposition of the disturbance field in planes of constant z, 
similar to the spine analysis of the previous section. Making the transformation 
to cylindrical coordinates using (3.38) the induction equation for a cylindrically 
symmetric spine disturbance becomes 
(3.44) 
where ij is defined by (3.41). The Kummer function solution to this is 
( 
2 ) m/2 ( 1 2 ) 
f(r) = C l:t;I M 1 + 2m, 1 + m, - 1:r;I , (3.45) 
where C is a constant. Note that we have had to change the sign of a to have 
inflow over the fan surface and outflow along the spine, to obtain a meaningful 
spine solution. Under these conditions ij < 0, and we have used the modulus of 
this to make the solution more transparent. Other than for the pathological m = 0 
mode, f ( r) ,..._, r-2 in the far field. Normalising the field to unity using the asymptotic 
properties (3.43) at the boundary implies C = 4\. 
3.3.5 Reconnection scalings of 3-D solutions 
As with the planar solutions, we can derive expressions for how various fundamental 
quantities scale with respect to the resistivity TJ. This is useful, as it gives an 
indication of what will happen to the reconnection process as T/ is reduced. We 
could simply use the asymptotics (3.43) of the closed form solutions (3.42, 3.45) as 
we did when we obtained the 2-D scalings of Section 3.2.2. However, it is perhaps 
more insightful to look at solutions to the induction equation within the diffusion 
region and match these to solutions in the far field. 
Let us substitute the fan formulation (3.35) into the induction equation. We 
then have 
-a(l - .X2 ) [KX + zX', (1 - K)Y + zY', OJ= TJ(X", Y", 0) . (3.46) 
Both x and y components are the same dimensionally and imply the small length 
scale ~z :::::: T/1/ 2 . Another way to see this is to make the substitution z = z / Jr!· 
The equation for z is then independent of TJ, indicating the presence of a small 
length scale ~z :::::: Jr!· If we identify the region z < ~z as a resistive current layer, 
consistent with the ideal analysis of the previous section, we can deduce resistive 
scaling laws based on a simple boundary layer treatment of the induction equation. 
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on taking the normalisation X(l) = Y(l) = 1. Appropriate inner solutions are 
simply Xi ~ C1z and }"i ~ C2z, consistent with taking the leading order term in 
a Taylor series expansion. Next we match the inner and outer solutions so that 
they coincide at the edge of the boundary layer where z = 17112 . This allows us to 
determine the constants C1 and C2 , so that the inner solutions will be given by 
Hence the peak fields (at z = 17112 ) scale with 17 in the following way 
X -it/2 max "'"' 17 Y. 'Tl(it-1)/2 max"'"'·, · (3.47) 
The current, given by J = (Jx,ly,Jz) = (-Y',X',O), will scale as 
(3.48) 
The corresponding Ohmic dissipation rate (2.27) will be given by 
(0::; K,:::; 1) . (3.49) 
Hence the dominant dissipation term will always give rise to "fast" reconnection (see 
Section 2.1.4), with the limiting case being the symmetric K, = 1/2 fan, for which 
dissipation is invariant with respect to resistivity (still fast). It is interesting that 
the fastest rate is when K, = 0 or 1. This corresponds to a strictly two dimensional 
background field (3.31), so that the Dawson function scalings of Section 3.2.2 are 
recovered. 
In the case of spine reconnection we specify the disturbance Z(x, y)z. To analyse 
the associated scaling properties it is simplest to work in polar coordinates as we 
did in the previous section (see equation (3.38)). Substituting Z(r, 0) = l(r)eimfJ 
into the cylindrical coordinate induction equation (3.44) gives us the following far 
field behaviour 
r I 
lo+ ?Jo= 0, 
on setting 17 = 0. This provides an outer solution 
on normalising Z(l) = 1 as we did for the fan analysis. The inner solution is again 
simply the first term of the local Taylor expansion Ii ~ Cr, where C is a constant. 
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Matching this, as we did for the fan disturbance above, to the outer solution at the 
familiar boundary layer edge r = 7]112 , leads to the following scalings of Craig and 
Fabling (1996) 
Z -1 ,...., 1J (3.50) 
It is clear that the current scales more favourably in the case of spine reconnection 
than for fan reconnection. However, the dissipation is now limited to the cylindrical 
volume dV = 1rr2 L ~ 7r1JL, so that the Ohmic dissipation rate for the symmetric 
spine scales as 
(3.51) 
Despite the more favourable 7J scaling, due to the dissipation volumes involved we 
expect fan reconnection to release far more energy at coronal resistivity values (see 
Craig et al. (1997) for power output calculations). 
3.3.6 Planar reconnection solutions 
The two dimensional solution of Section 3.2 and the three dimensional solutions of 
this section are not distinct. The 3-D solutions in fact encapsulate the 2-D solutions 
in a natural way. We already saw some evidence of this when we looked at the 
Ohmic dissipation rate for a fan disturbance. We will now show that both spine 
and fan solutions can be reduced to two dimensions to yield the earlier 2-D solutions. 
Substituting the spine formulation Q8 = Z(x, y)z into the induction equation 
(3.40), we find that the first two components vanish, while the third component 
gives 
(3.52) 
If we now take K = 1 and y as the ignorable coordinate we have on integrating once 
E + a(l - .X2 )xZ = 7JZ' , (3.53) 
where E is a constant of integration. In this case we must take a < 0 so that the 
flow drives anti-parallel field into a sheet aligned to the z axis. Equation (3.53) is 
then equivalent to equation (3.11) with g'(x) = Z(x) and will hence lead to the 
planar solution (3.19, 3.20). Clearly taking K = 0 will provide the same result, this 
time with x as the ignorable coordinate. 
Substituting the fan formulation Qp = X(z)x + Y(z)y into (3.40) and again 
taking K = 1 leads to 
a(l - .X2)[-X - zX', zY', OJ= 7J[X", Y", OJ , (3.54) 
where y is the ignorable coordinate. A single integration of the x component again 
provides us with the same condition as (3.11) with g'(x) --+ X(z) and the corre-
sponding Dawson function solution, though this time we require a > 0. However, 
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there is now some added freedom in terms of a function in the ignorable direction. 
Integrating the second component twice yields a solution for Y(z) in terms of the 
error function defined as 
2 1x erf(x) = v'ir 
O 
exp(-t2)dt. 
Hence our solution for Y becomes 
where 
Y(z) = Y(O) + Y'(O) -Jir erf(µz) , 
2µ 





is the same as in (3.13) since A = a//3. The most general form of planar solution 




V = p + .XQ ' B = Q + .XP ' 
a[-x, y, OJ 
E -Jir 




where we have transformed to coordinates in the xy plane with z as the ignorable 
direction for direct comparison with (3.19, 3.20). 
It is important to note that the error function component of the solution does not 
lead to fast reconnection. This is because the resulting field is perpendicular to the 
direction of the flow, and as such it is not stretched (intensified) during the merging 
process. The error function solution in fact represents slow magnetic annihilation 
similar to Sweet-Parker (see Section 2.2.1). 
3.3. 7 Separator reconnection 
We have discussed the two primary forms of reconnection, namely spine and fan, 
based on the eigenstructure of a three dimensional null point. Although we generally 
associate reconnection with neutral points of the magnetic field, reconnection is 
possible in regions where the magnetic field does not vanish anywhere. A clear 
example of this is the solution given by (3.57) and (3.58), in the case Z(x) 
constant =/:- 0. 
Kinematic considerations (see for example Lau and Finn (1990)) predict "sep-
arator" reconnection to occur at the intersection of two fan surfaces. Figure 3.4 
summarises this geometry. Separator reconnection, then, represents an extension of 
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spine B 
Figure 3.4: Schematic diagram showing a separator line at the intersection of two 
fan planes. 
the planar model which incorporates magnetic field in the ignorable direction, so 
that the planar separatrices become fan planes which intersect along the ignorable 
axis to generate a separator line. 
More complicated separator solutions than the above example are possible. We 
postpone a detailed analysis of separator solutions until Chapter 6, where the pres-
ence of multiple nulls allows us to produce lines which are the intersection of two 
fan planes. 
3.4 Time-dependent collapse 
All the analytic work we have covered so far deals with strictly steady-state sit-
uations. However, as Craig and McClymont (1999) show, scaling laws for time-
dependent magnetic merging can be deduced by considering the dynamics of a 
magnetic wave with a global profile during the merging process. Craig and Wat-
son (1999) derive time-dependent effects for exact planar reconnection solutions, 
incorporating also a finite viscosity. In this section we will attempt to illustrate 
these effects using a less sophisticated 1-D approach. As one might expect, the bulk 
scaling features turn out to be the same. 
The time-dependent induction equation in the case of a 1-D fan disturbance 
Qp = Y(z)y is 
Y - a(l - >?)(1 - ~)Y - a(l - >?)zY' = TJY", (3.59) 
where the dot refers to 8/ot and dash is 8/oz. Let us now assume that the magnetic 
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disturbance is initially a smooth global profile. Then in the outer field, where the 
resistive term is approximately zero, we have 
Y - azY' = a(l - K)Y, 
where a = a(l - >.2). Using the method of characteristics this gives 
dt dz dY 
1 -az a(l - K)Y · 
Integrating these leads to 
6 = y e-a(I-11:)t (3.60) 
with the initial condition Y(t = 0) = Yo(z), so that the solution becomes 
(3.61) 
This represents an inward traveling magnetic pulse that increases in amplitude over 
time. When the pulse approaches the neutral point, the resistive term in equation 
(3.59) becomes comparable to the terms on the left hand side, so that we have 
Y~ze0 tae0 (I-11:)t + Y0a(l - K)e0 (I-11:)t - a(l - K)Y0e0 (I-11:)t - azY~e0 tea(I-11:)t 
~ TJY~' e2atea(1-11:)t . 
Since Yo is a smooth global function, we expect it's derivatives to be comparable. 
In other words Y~ ~ Yo/ L ~ Yo, since L = l is the global length scale. Using this, 
and the fact that ze0 t is constant on a given characteristic ~1, we see that 
In other words, we expect the time for a global magnetic field structure to collapse 
to a small length-scale fan current sheet to depend on resistivity in the following 
way. 
(3.62) 
In the case of a spine disturbance Qs = Z(x, y)z the argument is similar. Let us 
again adopt the cylindrical formulation (3.38) for the symmetric flow profile K = 1/2. 
The corresponding induction equation is 
( f l 2 ) . r ' " m f + af + a-f = TJ f + - - -! , 
2 r r2 
(3.63) 
where we have again used a = a(l - >.2 ). Remembering that in the case of spine 
reconnection we need to reverse the flow by taking a < 0, we will take a = -lal. 
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Away from the neutral point, where the resistive term is approximately zero, we 









where Jo is the initial smooth global profile. Substituting (3.64) into (3.63) gives 
/~~eloit/2l&leloit + /ol&lelolt ~ 1J (!~'e2ioit + /~e3loit/2 _ m2/oeot) . 
2 r r2 
Using the same globality argument as before and recognising that relolt/2 is constant 
on a characteristic we have 
so that the scaling of the collapse time with 7J for symmetric spine reconnection is 
the following 
1 
ts "' - l&I ln (7J) . (3.65) 
It should be noted that Craig and Watson {1999) and Craig and McClymont 
{1999) show the existence of a time-scale associated with the shear parameter {3. 
However for any physically interesting case, where a 2 > /32 and a has the required 
sign to advect flux into a current sheet, the above time scalings represent the time-
scale of the dominant localisation effect. 
3.5 Summary 
In this chapter we have reviewed a family of solutions for magnetic reconnection 
in the solar corona. In particular we showed that kinematically predicted spine 
and fan current structures have natural analytic forms. We also found that the 
3-D solutions encapsulate the earlier 2-D reconnection solution of Craig and Henton 
(1995), which in turn encapsulates the Sonnerup and Priest (1975) solution. It is 
interesting to note that Galloway and Zheligovsky (1994) obtained the exact spine 
solution to the induction equation from kinematic considerations in a dynamo theory 
context. Unfortunately they did not realise that it also represents a solution of the 
momentum equation! 
All the solutions reviewed here exhibit Ohmic dissipation rates which scale inde-
pendently of any positive power of 7J, making them formally "fast". The way these 
solutions overcome the slow Sweet-Parker scaling is "flux pile-up". By this we mean 
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that the magnetic field at the edge of the current sheet scales as a negative power 
of r,. As such these solutions are physically incomplete - the pressure associated 
with the pile-up field must be bounded by external conditions. Saturation of the 
pile-up field and it's effects on current sheet properties will be covered in detail in 
Section 5.2. 
It might seem that the exact three dimensional solutions of this chapter put an 
end to reconnection research. However, though enlightening, these in no way rep-
resent all possible solutions. In the next chapter we will investigate reconnection in 
a numerical context to verify whether the analytic solutions reviewed here manifest 
time-dependently under general merging conditions. 
Chapter 4 
Reconnection simulations in two 
and three dimensions 
In the previous chapter we presented the main existing reconnection models and so-
lutions. Of particular interest are the exact three dimensional solutions discussed in 
Section 3.3, since these degenerate naturally to encompass the planar reconnection 
solutions of Craig and Henton (1995) and the earlier annihilation solution of Son-
nerup and Priest (1975). However, all the analytic solutions presented are merely 
steady-state approximations, and it is important to test whether the features such 
models predict manifest themselves in time-dependent calculations from reasonably 
general initial conditions. 
In the past analytic and numerical works have tended to follow two independent 
paths. Numerical work, in particular, can yield unexpected, and even contradictory 
results simply by choosing inappropriate boundary conditions. It is in fact the 
boundary conditions which represent the main source of confusion when comparing 
analytic and numerical results, since the analytic models often have no intrinsic 
boundaries while numerical solutions cannot exist without them. For this reason we 
choose to use periodic boundary conditions in most of our numerical simulations, 
since what happens on the boundary is a function of what the internal solution is 
doing rather than being an arbitrary external condition. Both inflow and outflow 
can occur across such boundaries, and a periodic region in a sense tessellates an 
infinite domain. 
The system of equations we solve numerically is the following: 
av 
J x B - w xv - Vp + vV2v, (4.1) 
at 
aB 
V x (v x B) + 11'12B, (4.2) 
at 
V-B = V·v = 0, (4.3) 
where J = VxB is the current density and w = Vxv represents the vorticity. These 
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describe the time-dependent evolution of an incompressible plasma, and are simply 
a specialised reiteration of (2.20-2.23). Unlike the analytic treatments of Chapter 
3, we also use kinematic viscosity v in our numerical calculations. Although any 
physical plasma will have some level of viscosity, its effect will be minor in terms of 
energy dissipation since it cannot liberate topological energy tied up in the magnetic 
field. The main reason for introducing viscosity is to stave off numerical artifacts. 
An important feature of the equations (4.1-4.3) is that the small parameters T/ 
and v can be scaled out of the equations if we specify v rv T/· To see this, let us 
look at the planar equations, in which case we may use the flux and stream function 
formulation (3.1). The planar equations then reduce to the system (4.9, 4.10) below. 
If we assume the forms 
axy + f(x, t) 
/3xy + g(x, t) 
equations (4.9) and (4.10) reduce to (Craig and Watson, 1999) 
ft+ axfx 
9t + axgx 
2af - 2/3g + f3xgx + v f xx 
f3xf x + T/9xx · 
We can see that if we now substitute 
X = C1x/r,1l 2 = C2x/v1l 2 , 






We will begin with two dimensional simulations and see whether solutions similar 
to the analytic model of Section 3.2 develop. Following this we will investigate 
three dimensional numerical solutions, where we hope to generate the spine and fan 
structures predicted by the analytic models of Section 3.3. 
4.1 Reconnection simulations in two dimensions 
In two dimensions we employ the flux and stream function formulation (3.1). Sub-
stituting these into (4.2), (4.3) and the curled form of (4.1) gives 
w + [w, </>] 
,Ji + ['1/J, <I>] 
where j denotes 8/ /8t, while w = -V2 ¢> and J = -V2 '1/J. 
(4.9) 
(4.10) 
The simulations take place on the doubly periodic domain [-1, 1] x [-1, 1], with 
boundary conditions given by 
<l>(-l, y) = </>(l, y), 
</>(x, -1) = </>(x, 1), 
'I/J(-1, y) = '1/J(l, y), 




using the two-dimensional doubly periodic code of Craig and Watson (1999). We 
concentrate on the properties of the transient resistive current layer in contrast to, 
for example, Longcope and Strauss (1993) who focus on the formation of current 
singularities in an ideal plasma. Primitive variables, the vorticity magnitude w and 
the flux function 'lj;, are solved explicitly at each time level using a finite difference 
approximation. The stream function is then determined retrospectively by employ-
ing a fast Fourier transform routine to invert w = -V2¢. The time-step size is 
calculated at each step based on the diffusion time ( determined by the magnitudes 
of both TJ and v) and maximum advection rate (which provides a Courant-Friedrichs-
Lewy condition, see for example Richtmyer and Morton (1967)). The smallness of 
the damping coefficients TJ and v means that the time-step is limited mainly by the 
CFL condition. In all our simulations we take a grid spacing so that at least 8 
mesh points lie across the current layer. Runs at the highest resolution require grid 
spacings ~x, ~y < 10-3• 
A typical set of initial conditions is given by 
</>(x,y) 
'l/J(x, y) 
a0 sin(1rx) sin(1ry)/1r, 
/30 sin(1rx) sin(1ry)/1r + g0 cos(1rx)/1r. 
(4.13) 
(4.14) 
Here /30 acts as a shear parameter and g0 represents the strength of the disturbance 
field. Initially there is only shear in the magnetic field, but this term rapidly drives 
a shear component in the flow. When /30 = 0 we generate a symmetric X-point at 
the origin, and head-on reconnection results. The great advantage of using periodic 
geometry is that the solution develops self-consistently, unhindered by numerical 
artifacts caused by the imposition of over-restrictive boundary conditions. 
A consistent way to analyse the dynamic current sheet is to determine diag-
nostics at the time of maximum current (DeLuca and Craig, 1992). In the typical 
merging simulations of this chapter the current density builds from the small amount 
associated with the initial disturbance field ( 4.14) to an intense sheet as magnetic 
field is washed in by the flow. The current in the sheet reaches a maximum after 
approximately one Alfven time for a0 '.::: 1, before dissipating away as the magnetic 
field reconnects through the X-point. 
First we compare the properties of the shear flow numerical reconnection solution 
(/30 -/:- 0) with the analytic model of Section 3.2. We then go on to verify the predicted 
scalings of Section 3.2.2. The scalings are of course independent of the degree of 
shear determined by /3. We postpone an investigation into the effects of the level of 
shear on the form of the solution until Section 5.1. 
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4.1.1 Numerical solutions in two dimensions 
Figure 4.1 shows the field and flow patterns of a typical sheared reconnection simu-
lation at the time of maximum current. It is clear that, despite the finite length of 
the sheared current sheet and the influence of viscosity on the flow profile, the field 
line plot and velocity profile are in good qualitative agreement with the analytic 
model, at least within the vicinity of the neutral point ( compare the boxed areas 












Figure 4.1: Contour plots of</>, w, 'I/; and J, taken at the time of maximum current 
(rv 1 Alfven time). Here we have used the initial conditions (4.13) and (4.14) with 
a0 = -1, /30 = 0.5, g0 = 0.1 and rJ = v = 0.005. Resolution is 400 grid points in 
both the x and y directions. 
To provide a more detailed comparison we plot the simulated field profile and 
the analytic prediction (3.20) across the current layer in Figure 4.2. Considering 
there are no fitting parameters in the analytic model-we use E = 'I/; as measured 
at the neutral point-we find that flux pile-up of the field in the sheet region is 
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remarkably well represented by the analytically predicted Dawson function profile 
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Figure 4.2: A slice of they-component of B along the inflow axis of the configuration 
of Figure 4.1. The dashed line is the numerical solution obtained using our periodic 
time-dependent code, while the solid line represents the analytic Dawson function 
solution given in (3.20). 
4.1.2 Reconnection scalings in two dimensions 
Having established that the qualitative features of the analytic model readily form 
dynamically from a general initial condition, let us now verify some of the quanti-
tative predictions. We can see in Figure 4.2 that both the analytic and numerical 
solutions are in close agreement within the current sheet region between the max-
imum pile-up fields. We will now look at the results of a sequence of runs to see 
whether the current sheet properties scale with T/ as predicted in Section 3.2.2. 
Figure 4.3 shows the results of a set of scaling runs where we have set /30 = 0 in 
(4.14), so that no shear flows are present. This case is similar to the /3 = 0 analytic 
solution (3.19, 3.20) which reduces to the solution of Sonnerup and Priest {1975). 
Despite the lack of shear flow, however, the numerical solution still reconnects, due 
to the presence of perpendicular flows at the ends of the current sheet ( see Figure 
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Figure 4.3: Current sheet scalings for the initial conditions (4.13) and (4.14) with 
/3o = 0 and go = 0.06. Dashed lines represent the scalings of Section 3.2.2. 
Figure 4.4 is very similar, except that this time we have specified a strong shear 
flow by setting {30 = 0.5. It is clear from these figures that the presence of shear 
flows does not undermine the scaling properties of the current sheet. It should 
be mentioned that these scaling results are just a representative sample of a large 
number of runs. 
As we saw in Section 3.3.6, the 2-D solution considered here is in fact a special 
case of more general 3-D solutions. We also know that time dependent effects can 
be incorporated (Craig and Fabling, 1998) to obtain an even more sophisticated 
model. What this two dimensional work demonstrates is that even the lea_st refined 
analytic reconnection solution provides a sound basis for describing the properties 
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Figure 4.4: Current sheet scalings for the initial condition (4.13) and (4.14) with 
/3o = 0.5 and go = 0.01. Dashed lines represent the scalings of Section 3.2.2. 
4.2 Reconnection simulations in three dimensions 
The code used for the three dimensional calculations is in the same vein as the 
2-D code used in the previous section. It solves the incompressible time-dependent 
MHD equations (4.1, 4.2 and 4.3) over the periodic (-1, 1) cube. However in this 
case we cannot employ a flux or stream function, and so we are forced to work 
with v and B directly. The advantage of using a flux and stream function is that 
v7 · v = v7 · B = 0 by definition, whereas care must be taken to prevent divergence 
via numerical inaccuracies when dealing with the complete vector fields. In fact we 
are forced to use a "spread out" second derivative in order to conserve v7 ; B = 0. 
Unlike the 2-D code of the previous section, the 3-D code does not use the 
curled form of the momentum equation. As such pressure appears explicitly in the 
equations. To solve for the pressure we must invert Vp = e, where e = J X B + 
vv72v - &v/&t, which we in fact do by solving v72p = v7 · e, 
The main limiting factor with any 3-D code is resolution. The storage re-
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quirements for several variables over three space dimensions becomes excessive very 
quickly. Even with memory saving tricks such as not storing derivatives and ghost 
points, a 100 x 100 x 100 cube uses around 400Mb, which is about the storage 
limit of presently available machines. If we wish to have 10 grid points over a ,/ii 
length scale we are restricted to values of T/ > 0.01, which is just on the limit of 
obtaining interesting results which do not diffuse rapidly in situ. To improve our 
effective resolving power without introducing more grid points, we employ fourth 
order differencing. The stability condition on the time step corresponding to fourth 
order differences in the russian scheme (A.1) is derived in Appendix 1. 
4.2.1 Numerical spine, fan and separator solutions 
Here we employ the 3-D periodic code mentioned above to model magnetic merg-
ing. Though numerical resolution will be limited, we can at least test whether the 
predicted spine, fan and separator currents form self consistently with fairly gen-
eral initial conditions. We use the following 3-D periodic stagnation point .flow for 
v = (u, v, w), analogous to the 2-D background field (3.31) which we used in the 
analytic work of Chapter 3. 
u asin(7rx) cos(7ry) cos(7rz) 
V asin(7ry) cos(7rz) cos(7rx) (4.15) 
w = -2 a sin( 71' z) cos( 71'X) cos( 71'Y) 
We overlay this with a magnetic field B = (X, Y, Z) which incorporates a component 
of the flow as well as a disturbance field. 





/3v + 9o sin(7rz) 
/3w. 
Figure 4.5 shows the results of a run using these initial conditions. 






Z f3w + 9o sin( 71'Y) . 
(4.16) 
( 4.17) 
This is not quite consistent with the analysis of the previous chapter where we used 
cylindrical mode disturbances. However, the gross feature of the above disturbance, 
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9o sin(1ry), is similar to an m = 1 mode in the sense that there is one axis along which 
the disturbance vanishes. The resulting current structure can be seen in Figure 4.6. 
For separator currents we expect to obtain a current ribbon (see discussion of 
Section 3.3.7). To generate this we use the following 2-D flow combined with a 
planar disturbance and a constant z field. 
u = sin(1rx) cos(1ry) 








Looking at any slice of constant z, the field line structure is identical to that of 
"head-on" merging described in the previous section. However in this case the z-
axis represents a field line and near anti-parallel field lines in the outfield (where Bz 
is small) become tilted as they enter the current sheet (where Bz is comparatively 

















Figure 4.5: Isosurface of current with some representative field lines taken at the 
time of maximum current showing fan current reconnection. We have used T/ = v = 
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Figure 4.6: Isosurface of current with some representative field lines taken at the 
time of maximum current showing spine current reconnection. We have used ij ~ 
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Figure 4. 7: Jsosurface of current with some representative field lines taken at the 
time of maximum current showing separator reconnection . We have used TJ = v = 
0.03 with the initial conditions (4.18) on a 60 x 60 x 60 grid. Note the tilting of 
field lines due to the uniform B z. 
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4.2.2 Numerical scalings in three dimensions 
By considering boundary layer effects associated with the resistive current sheet 
of the analytic model, we can make predictions of how certain critical properties 
of the sheet scale with respect to the resistivity (see Section 3.3.5). To test these 
numerically we run the previous initial conditions for a range of T/ values and measure 
the maximum current, the magnetic pile-up and the current sheet width. To obtain 
a consistent set of results we choose a resolution so that for each run we have a fixed 
number of grid points inside a y'rj length-scale. 
Obviously, when working in three dimensions, resolution is a severe limiting 
factor in obtaining accurate results. Machine capacity, at the time of writing, limits 
us to 115 mesh points from -1 to 1 in all three directions. The scaling runs skimp on 
resolution, with normally only a handful of grid points in the diffusion region, which 
makes it difficult to obtain an accurate estimate of the maximum magnetic field pile-
up. For this reason we fit a cosh(x) curve to the current profile - other authors have 
used a similar procedure where a cosh2 (x) fit is used (Biskamp (1986), DeLuca and 
Craig (1992)). However, the method used here has the advantage of allowing the 
current profile to be integrated and the peak magnetic field to be determined (see 
Figure 4.8 and discussion below). 
Firstly we establish the current sheet width by traversing across the sheet until 
the current changes sign. Next we linearly interpolate over the mesh interval to find 
the sheet width Xw, We then fit the current with the following profile 
J(x) = Jmax + 1 - cosh(µx) , (4.19) 
where 
1 -1 ) µ = - cosh ( Jmax + 1 . 
Xw 
This leads to the maximum pile-up field 
Bmax = (Jmax + l)xw - sinh(µxw)/ µ. ( 4.20) 
Figure 4.8 shows the result of this fitting process when we use the fan current 
initial conditions with 35 grid points (2.4 points in y'rj) in all three directions with 
f3 = O.l and T/ = v = 0.02. 
When conducting scaling runs with respect to resistivity, one immediate question 
that arises is what level of viscosity to use. Some authors (e.g. Biskamp) use v = TJ, 
which effectively scales both diffusion coefficients out of the equations. The reason 
for this is that, as we saw when we made the substitution ( 4.8) at the start of this 
chapter, when resistivity and viscosity scale in the same way there is a unique small 
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Figure 4.8: Results of the fitting process to both the current (left) and magnetic 
field (right). The smooth curves are given by (4.19) and (4.20) respectively, while 
the asterisks mark computed values. 
The scaling runs with v = TJ work well for both fan and separator configurations. 
However, for spine curent sheets something goes wrong. The localisation time, 
in particular, behaves inconsistently. It may be that the periodic nature of our 
numerical box is causing interference between various nulls. It may also be that 
the small length scales and steep gradients associated with the spine are not being 
sufficiently resolved. A third possibility is that the justification for setting TJ "" v, 
based on planar analysis ( 4.8), does not hold for fully 3-D flows such as those present 
in the spine calculations. This problem will be the subject of further investigation. 
For the present we find that holding the viscosity fixed gives rise to consistent results 
for the spine, as well as for the fan and separator. Hence the scaling results which 
follow are all done with viscosity fixed at v = 0.01. 
Of the scaling quantities analysed, the localisation times are the most difficult 
to interpret. The analysis of Section 3.4, in which we predict a scaling for the 
localisation time, assumes linear inflow conditions which we are not able to replicate 
in our periodic simulations. The average slope of the velocity profile looks to be 
important in the fan results, as this implies a= 4. However, associating a with the 
average slope doesn't work for the spine where we see twice the expected value. It 
is clear though that the time scales as A ln{l/TJ), where A is some number relating 
to the inflow profile. 
The quartet of graphs in Figure 4.9 depicts scalings for fan current reconnection. 
In these plots we have used /3 = 0.1, g0 = 0.003 and v = 0.01. Since the initial 
conditions specify a symmetric flow field (~ = 1/2) superposed with a weak 1-D 
disturbance, we expect, from the scaling arguments of Sections 3.3.5 and 3.4, the 
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Figure 4.9: Scalings for the time of maximum current, maximum current, maximum 
field build up and sheet width for a fan reconnection simulation (4.16). The set of 
runs depicted by '*' has 2.5 grid points within a T/112 length-scale, while the 'o' runs 
use only 1.8. The level of viscosity is fixed at v = 0.01, /3 = 0.1 and g0 = 0.003 in 
all cases. The reference lines reflect the analytic predictions of (4.21). 
scalings to obey 
1 t ln(n) T _. 'Tl-3/4 ' rv - 2a ., ' Jmax . - ., B -1/4 max "-' TJ , Llz rv T/1/ 2 . ( 4.21) 
The slopes of the reference lines in the figure are set in accordance with these 
predictions and the numerical scalings are in clear agreement. 
Figure 4.10 shows the scalings for spine current reconnection. For all runs we 
have set /3 = 0.1, go = 0.003 and v = 0.01. Since we are imposing a weak 1-D 
disturbance field onto a symmetric stagnation point, we expect, from the scaling 
arguments of Sections 3.3.5 and 3.4, that the scalings will be given by 
1 
t rv - - ln(TJ) 
a 
B -1 max "-' T/ L'.ly rv T/1/2 • ( 4.22) 
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Figure 4.10: Scalings for the time of maximum current, maximum current, maximum 
Held build up and sheet width for a spine reconnection simulation (4.17). The set 
of runs depicted by '*' has 2.5 grid points within a r/12 length-scale, while the 'o' 
runs use only 1.8. The level of viscosity is fixed at v = 0.01, f3 = 0.l and g0 = 0.003 
in all cases. 
It is clear, from Figure 4.10, that with viscosity fixed for all runs there is consistent 
agreement with the above scaling predictions. The localisation time appears to be 
consistent with an inflow amplitude a = 2. 
The final set of 3-D scalings is for the case of separator reconnection. As we 
discussed in Section 3.3.7, separator reconnection is a quasi 2-D process, and as 
such we expect the 2-D scalings to apply. For the present configuration,. given by 
the initial conditions (4.18), we anticipate the following scalings. 
1 
t ,...., -- ln(77) 
2 
J -1 max ,...., 1J D..y ,...., 771/2 . (4.23) 
The slopes of the reference lines in Figure 4.11 are set to the above predictions and 
again the numerical scalings are in excellent agreement. 
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Figure 4.11: Scalings for the time of maximum current, maximum current, maximum 
fi.eld build up and sheet width for a spine reconnection simulation (4.18). The set 
of runs depicted by '*' has 2.5 grid points within a r/12 length-scale, while the 'o' 
runs use only 1.8. The level of viscosity is fi.xed at v = 0.01 and g0 = 0.003 in all 
cases. 
4.3 Summary 
We have investigated numerical solutions to the incompressible time-dependent 
MHD equations in both two and three dimensions. Our aim was to verify whether 
the forms predicted by the analytic work discussed in Chapter 3 manifest from 
general initial conditions, with the least intrusive boundary conditions available 
(periodic). As such the Dawson profile of the transient magnetic field· obtained 
from a global initial magnetic field (see Figure 4.2) represents a triumph for the 
C&H solution (3.19, 3.20). Of course we need to check that this is not a one-off 
fluke. As such we examined the current sheet properties for two different values of 
the shear parameter /3 and varied T/ over several orders of magnitude. We found 
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that these scaling results compare favourably to the analytic scaling predictions of 
Section 3.2.2. 
The 3-D simulations are more limited, due mainly to their memory intensive 
nature. However, the predicted spine and fan current structures are easily repro-
duced. The scalings also correspond well to the predictions. The only puzzle is that, 
although both fan and separator scalings seem to be insensitive to whether viscosity 
is fixed or a scalar multiple of T/, the spine scalings only appear to work for 11 fixed. 
As we already stated, this may be a result of the periodic geometry, the diminutive 
dimensions of the spine current sheet, or simply that the planar analysis does not 
apply. This last observation is of course consistent with the fact that the fan and 
separator scalings do work both for fixed and varied 11, since their flow geometries 
are inherently planar. The effects of varying viscosity will be the subject of further 
work. The bulk of the 3-D numerical results appear to be in good agreement with 
the analytic solutions of Chapter 3. As such we expect the 3-D analytic solutions to 
capture the essence of neutral point magnetic merging in situations where the flow 
resembles a three dimensional stagnation point. 
Chapter 5 
Current sheet properties in two 
dimensions 
In this chapter we will investigate some of the properties of two dimensional current 
sheets that have not been covered in Chapters 3 and 4. We begin by taking a 
detailed look at reconnection solutions incorporating shear flows and compare these 
with head-on merging situations. In our treatment of reconnection so far we have 
ignored or avoided certain subtleties which will also be addressed in this chapter. 
The stalling of the magnetic merging process due to excess pressure building up 
within the current sheet, for example, quickly manifests itself when time-dependent 
effects allow the magnetic pressure in the sheet to feed back on the flow. We have 
also ignored compressible effects thus far, which may play an important role. These 
two issues will be covered in Sections 5.2 and 5.3. Sections 5.4 and 5.5 will deal with 
field line osculation within a current sheet and the resistive tearing mode instability 
respectively. 
5.1 Head-on versus sheared reconnection 
In Chapter 4 we looked at numerical solutions to time-dependent reconnection. We 
found, in Section 4.1, that the properties of the analytic steady-state solution, of 
Section 3.2, are reproduced in dynamic simulations. The analytic solution has an 
arbitrary parameter /3, which specifies the degree of shear in the magnetic and 
velocity fields. In fact the analytic reconnection solution degenerates to a pure 
annihilation solution when shearing is absent. Numerically we still expect this 
scenario to produce reconnection, due to our periodic flow profile. In what follows 
we will refer to simulations without shear as "head-on", and compare such solutions 
with those containing a high degree of shear. 
We now compare sheared reconnection solutions with /3 = 0 head-on reconnec-
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tion. To facilitate the analysis we use the diagnostic quantities of Watson et al. 
( 1998), namely 
(E -11J) Ex B 
v .1 = B 2 x B and v 1 = B 2 • (5.1) 
The quantity v .1 represents the component of the fluid velocity perpendicular to 
the magnetic field, while v / gives the velocity of the field lines themselves. The 
difference between these two quantities is the field line slippage velocity, given by 
11J x B 
Vs = V / - V .l = B2 
5 .1.1 Simulation results 
(5.2) 
The simulations of this section are an extension of the numerical work of Section 
4.1. As such we employ the same 2-D periodic code to solve equations (4.9) and 
(4.10). We also use the same initial condition given by 
</>(x,y) 
1/J(x, y) 
a0 sin(1rx) sin(1ry)/1r, 
/3o sin(1rx) sin(1ry)/1r + g0 cos(1rx)/1r. 
(5.3) 
(5.4) 
This initial configuration has only a small amount of current associated with it, but 
an intense sheet forms along the y-axis as magnetic field is washed into the neutral 
point. Figure 4.1, in the previous Chapter, shows a typical configuration at the time 
of maximum current. 
Figure 5.1 shows a comparison of the head-on and sheared simulations at the 
time of maximum current. The initial conditions are the same for both runs except 
for the shear parameters (/30 = 0 and /30 = 0.5). The small arrows represent the 
field line slippage velocity, and as expected the slippage is greatest in the central 
high current region (shades of yellow). Notice the slippage in the exhaust region 
as the field lines are flung away from the neutral point. The sheared solution has 
a much larger exhaust region, which allows this configuration to transfer magnetic 
energy into kinetic energy at a faster rate. 
The plots in Figure 5.2 compare some of the sheared and head-on current sheet 
properties. It is clear that the tendency for flux pile-up is relatively suppressed 
in the sheared solution. Correspondingly the current density is less intense when 
shearing is present. The bottom right plot of this figure shows that the magnetic 
field in the sheared outflow is considerably more intense. Extra field in the exhaust 
sector will give rise to a stronger magnetic sling-shot effect, which in turn will help 
to drive the reconnection. The fact that this curve is linear in both the sheared and 
head-on cases, demonstrates that the field lines reconnect at a finite angle and do 
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Figure 5.1: Dynamic head-on and sheared reconnection solutions at the time of 
maximum current. In both cases the initial conditions are the same as in Figure 4.1 
except that for the head-on reconnection (top) /30 = 0. The shades of yellow and 
blue represent positive and negative current, the magnetic field lines are drawn in 
red and the field separatrices are dashed purple lines. The small light blue arrows 
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Figure 5.2: Slices of current (top) and magnetic Held (bottom) taken across and 
along the sheets of Figure 5.1. The solid line (head-on) has (30 = 0 while the dashed 
line (sheared) uses (30 = 0.5. Note: all slices are taken along the coordinate axes, 
except for Bx with the sheared initial condition, where the slice is from (-0.05, -0.3) 
to (0.05, 0.3) so that it cuts through the middle of the separatrices. 
We have investigated how the level of shear present in a solution affects the 
properties of the current sheet. We found that a highly sheared solution has a 
considerably wider outflow region when compared with a head-on configuration. 
We also found that the tendency for flux to pile-up was reduced in the case of 
shear flows. Since flux cannot accumulate unbounded, this last finding means that 
sheared solutions will ultimately release more energy when the effects of current 
sheet saturation are included. Saturation of the current layer is discussed in the 
next section. 
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5.2 Saturation of the current layer 
In Section 3.2.2 we obtained analytic scaling predictions for a two dimensional cur-
rent sheet and in Section 4.1. 2 we verified these numerically. The way in which we 
expect various current sheet quantities to scale with resistivity can be summarised 
as follows: 
[ rv 'T/1/2 B -1/2 max rv 'T/ J -1 max rv 'T/ W n-1/2 1) rv 'I , (5.5) 
The first thing to notice about these scalings is that they predict singular structures 
with unbounded dissipation in the limit 'T/ ---+ 0. Singular current structures occur 
naturally in ideal MHD and correspond to well defined current sheets when finite 
resistivity is introduced. In fact, we used this property in Section 3.3.3 to predict the 
current structures of spine and fan reconnection. What does not seem reasonable 
about these scalings, however, is the unbounded magnetic field due to the "flux pile-
up" effect, for as the magnetic intensity increases, so does the associated magnetic 
pressure within the sheet. 
We can define a total pressure in an incompressible magnetic configuration to 
be 
1 1 
p = P + -v2 + -B2 
2 2 
(5.6) 
where p is the gas pressure. We find that P is approximately uniform over the entire 
domain, and will in practice reflect the "external" pressure driving the merging. 
What this means is that the hydromagnetic pressure, v2 /2 + B 2 /2, cannot exceed a 
critical level determined by P - p, since the gas pressure must always be positive. It 
seems sensible, therefore, to limit the pressure within the current sheet to the same 
level it has on the inflow boundary (Craig and Watson, 2000b). Hence we must have 
B 2 B2 2 sheet < inflow + Vinflow , (5.7) 
where we have used the fact that Vsheet is small. These considerations suggest that 
the scalings (5.5) will hold with reductions in resistivity until B;heet "saturates" 
when it becomes comparable to the hydromagnetic pressure of the inflow. If we 
continue to reduce TJ below this critical value, we expect to obtain scalings similar 
to the Sweet-Parker model (see Section 2.2.1) because within the current sheet the 
two models are now the same since Bsheet will be fixed with further reductions in 'T/· 
5.2.1 Hydromagnetic pressures of the inflow 
Let us now explore the details of the saturation mechanism. Saturation occurs 
when the magnetic pressure in the sheet becomes comparable to the hydromagnetic 
pressures at the edge of the reconnection region. Since the total pressure is expected 
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to be near uniform in the vicinity of the neutral point-and the dynamic pressure 
of the inflow must be small close to the stagnation point-the build up in magnetic 
intensity effectively "drives a hole" in the gas pressure. It follows that the flux pile-
up layer will be characterised by highly non-uniform conditions in which the plasma 
pressure varies out of phase with the magnetic field intensity. 
Our equations do not have any explicit gas pressure dependence, since we use the 
curled form of the momentum equation. However, referring back to the primitive 
form allows us to formulate a Poisson equation for the gas pressure p. This in turn 
allows us to calculate the gas pressure a posteriori-at least to within an additive 
constant. 
Figure 5.3 depicts two cross sections of the gas pressure taken along the inflow 
axis. The top plot is taken in the pre-saturation regime and shows only a modest 
pressure drop in the flux pile-up region. The lower plot is fully saturated and a deep 
well in the gas pressure has developed. 
The fact that the gas pressure is minimum close to the magnetic peak provides 
a key predictor for the onset of saturation. This follows from the fact that the 
gas pressure at the neutral point p0 must, by continuity, be of the same order of 
magnitude as the hydromagnetic pressure in regions external to the sheet. Thus 
if IIE represents a characteristic hydromagnetic pressure in the advection region 
external to the sheet, we must have IIE > !B;heet for all values of T/· It follows that 
stalling occurs when the magnetic pressure of the sheet approaches IIE (Craig and 
Watson, 2000b). 
Although we have considered only incompressible merging, the previous argu-
ments are valid in plasmas of arbitrary compressibility. In this case the gas pressure 
hole at the current sheet will lead to a hole in the density-a near vacuum region-
close to the neutral point. This may well signal a breakdown of the collisional 
MHD approximation near the neutral point. To what extent such non-collisional 
conditions modify the detailed dynamics of the merging process is largely unknown. 
However, since the plasma resistivity in the sheet is likely to be enhanced by factors 
of 104 or more (Parker, 1994), we expect purely collisional models to be conservative 
in estimating the ultimate energy conversion rate. 
5.2.2 Saturation scalings 
Suppose some saturated level B;heet is attained for a coronal resistivity T/ = T/c· If 
we use W77 ~ TJB;heetf l as an estimate for the Ohmic dissipation rate we find that 
W77c ~ T/~ 12 B;;eet 
determines the saturated rate in the case of a fixed inflow. However, this simple 
argument neglects the fact that the increasing field in the current layer can, under 
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Figure 5.3: Plots showing the magnetic (dashed), hydrodynamic (dash-dot), gas 
pressures (solid), and the total pressure (dotted) at the time of maximum current. 
The gas pressure has been normalised with respect to the peak magnetic pressure. 
The top plot, 7J = 10-3 shows a solution prior to the onset of saturation, while the 
solution shown in the lower plot is fully saturated with 7J = 10-4 . In both cases 
go= 0.19. 
63 
quasi-steady conditions, drive enhanced exhaust flows in the sheet. Recent work 
(Litvinenko and Craig, 1999; Craig and Watson, 2000b) has investigated the effects 
of saturation and pressure equalisation on the energy dissipation rate. We will now 
summarise these results in the present context. 
Consider the magnetic flux washed into a sheet by the flow v = a(-x, y). On 
the inflow boundary ( x = 1) we have 
:F = aB1 , (5.8) 
where B 1 is the magnetic field on the inflow boundary. Regarding :Fas fixed, we 
balance the speed of inflow into the sheet O!Xsheet with the rate of diffusion TJ/Xsheet 
at the edge of the current sheet. This gives 
( TJ) 1/2 Xsheet '.:::: ; (5.9) 
We also know that B(x) '.::::'. Bif x in the far field, from the asymptotics of the Dawson 
function solution (see Section 3.2.2). Hence at the edge of the sheet we have 
B1 
Bsheet '.:::: -- · 
Xsheet 
(5.10) 
The pressure equalisation condition now states that the inflow and outflow pressures 
have had time to equalise. In other words 
PV~ut _ B:heet 
2 2 
which is of course just the standard Sweet-Parker assumption (2.31). We satisfy the 
equalisation condition by setting 
O! = Bsheet · 




Substituting for Xsheet and a from (5.9) and (5.11), this becomes 
B ,..., 'rl-1/3 ,r:2/3 sheet - ·, J"" • 
Next we need to find Xsheet· Substituting (5.11) into (5.9) gives 
1;28 -1;2 
Xsheet '.:::: T/ sheet · 
Eliminating Bsheet from this using (5.12), we have 





We can now deduce the equalised Ohmic dissipation rate from 
W. ( Bsheet ) 2 2 
T/ ~ T/ -- L Xsheet , 
Xsheet 
(5.14) 
Thus for fixed flux we have the following scalings for equalised merging. 
2/3 
Xsheet "' T/ , B -1/3 sheet "' T/ , (5.15) 
We can now saturate the field at some level B;heet for T/ = T/c· From (5.12) it is 
clear that the saturated flux is given by 
:F* _ 1/2 B*3/2 
- T/c sheet · (5.16) 
Using (5.13) and (5.14) we can derive the equalised/saturated dissipation scaling 
TXT 1/2B*5/2 
"" T/ ~ T/c sheet · (5.17) 
Combining the above equalised result with the earlier non-equalised result, it 
follows that in general the maximum dissipation rate must satisfy 
1/2 B*2 W. 1/2 B*s/2 
T/c sheet ~ T/c ~ T/c sheet ' (5.18) 
For the "driven" simulations considered here and in Chapter 4, the lower bound 
seems appropriate, since the rapid formation of the current layer ( on an Alfvenic 
time-scale) allows little possibility for pressure equalisation between the field and 
the flow. In other circumstances, for instance reconnection driven by the gradual 
emergence of the nonlinear coalescence instability, the upper bound can be attained 
(see Craig and Watson (2000a)). 
5.2.3 Numerical scaling results 
Numerical simulations, using the same periodic 2-D code as in Section 4.1, confirm 
the inequality (5.7). Figure 5.4 shows two sets of pile-up fields initially growing with 
reductions in T/ as predicted by (5.5). However, we can see that the peak magnetic 
fields saturate when Bsheet ~ 1, consistent with (5.7) since Binflow ~ Vinflow ~ 1. 
Given the above results for the saturation of the magnetic field, we would expect 
the Ohmic dissipation to change to the slow W.,., ,....., r,112 rate for small enough values 
of T/· Figure (5.5) shows the results of two scaling runs where the Ohmic dissipation 
is "fast" for sufficiently large values of the resistivity, but the scaling tails over and 
becomes slow once T/ is reduced below a critical level. 
Figure (5.5) also shows how the size of the magnetic disturbance field affects the 
level of resistivity at which saturation sets in. Clearly a large disturbance saturates 
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Figure 5.4: Two scaling runs for different values of the disturbance amplitude. The 
asterisks use g0 = 0.6, while the pluses represent runs with g0 = 0.06. Both runs 
represent a purely 1-D initial disturbance (/30 = 0) and use a resolution which 
ensures at least 8 grid points reside inside the current layer for each value of T/, 
except for the three smallest values of T/ for which resolution is compromised. All 
runs use 11 = r,. Note that the g0 = 0.06 runs correspond to those of Figure 4.3. 
for a larger value of T/ than a comparatively small disturbance does, since the build-
up rate is the same in both cases (see Figure 5.4). So by taking a sufficiently small 
disturbance field we can always ensure that we are in the "fast" regime for a given 
r,. Conversely, given a disturbance we can always ensure "fast" reconnection by 
choosing a high level of resistivity. However, in terms of total energy liberation, 
maximizing the W11 ,...., r,112 scaling appears to be the best we can do. 
5.2.4 Saturation summary 
At first sight it may appear that, due to saturation, the more sophisticated and 
analytically exact solutions of Sections 3.2 and 3.3 have no advantage over heuristic 
models such as Sweet-Parker when comparing saturated Ohmic dissipation rates. 
However, some flux pile-up will always occur. It should also be remembered that 
the pressure driving the merging will in general far exceed typical coronal pressures, 
since the driving source of the merging is likely to come from deeper down into 






-1 ... ----· • • ,, • , . • • • 
~1.5 ' • 
~ •'' ' ,, • ,, < ' 0 
* ,,+-Cl +,, + • ,, + ' .Q -2 + ,, ,, + ' 




-3 + ' ' 
+ 
-3.5 
-5 -4.5 -4 -3.5 -3 
log1o(TJ) 
-2.5 -2 -1.5 -1 
Figure 5.5: Plots showing how the Ohmic dissipation rate W11 (measured at the time 
of maximum current) scales with resistivity r, for two disturbance field amplitudes. 
The dotted reference line of positive slope represents the Sweet-Parker scaling W11 rv 
r,1/ 2 , while the second dotted line shows the fast W11 ,...., .,.,- 1/ 2 scaling. Both runs 
represent a purely 1-D initial disturbance and use a resolution which ensures at 
least 8 grid points reside inside the current layer for each value of r,, except for the 
three smallest values of r, for which resolution is compromised. All runs use 11 = r,. 
since the pressure associated with sunspot fields (rv 3000G), which form the bases 
of coronal loops, is still an order of magnitude greater than the resulting sheet 
pressure. From the inequality (5.18) the Ohmic dissipation rate will then be 100 
times greater than the corresponding Sweet-Parker rate (up to 3 times more if 
equalisation occurs). The other important factor to consider is that in the case of 
equalised merging the sheet width scales as l ,...., r,213 , considerably narrower than the 
standard l ,...., r,112 scaling. This means that an anomalous resistivity, which arises 
when the sheet width approaches the particle mean free path, develops sooner. As 
we will discuss in Chapter 7, anomalous resistivity can enhance dissipation by many 
orders of magnitude. However, the sheet dynamics cannot really be understood in 
terms of the MHD analysis of this section once anomalous effects are present. 
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5.3 Compressibility 
In this section we examine the effects of finite compressibility on the magnetic 
merging process. The previous work in this thesis, along with the vast majority of 
reconnection studies, has focused exclusively on the incompressible fluid approxima-
tion. The opposite assumption, that of arbitrary compressibility, has been studied 
in the past (Craig and Watson, 1992; Craig and McClymont, 1991). What this work 
shows is that when the density is sufficiently low, magnetic field tends to reconnect 
on an Alfvenic time scale. However this limit provides little insight into the nature 
of compressible reconnection since the field cannot "feed back" on the flow. 
One aspect of finite compressibility, as opposed to incompressible and arbitrarily 
compressible approximations, is the presence of a multitude of wave phenomena. A 
magnetic field has waves associated with it due to magnetic tension in the field lines. 
These are known as Alfven waves. When a compressible fluid is added, magnetic 
pressure forces will also generate waves. Such waves in general combine to give 
rise to slow and fast magnetoacoustic waves (see for example Priest (1984)). A 
compressible fluid of course has it's own wave structure. Small amplitude waves 
will travel at the sound speed (5.21), while finite amplitude disturbances generate 
shocks. In a conducting fluid these effects may couple together to give rise to slow 
and fast magnetoacoustic shocks. 
The work in this section is mainly based around a 2-D time dependent numerical 
code which works with the velocity field, magnetic field, and density as its primitive 
variables. For the pressure we use the adiabatic approximation p = /3pp'Y, with 1 = 
5/3 and where the plasma beta /3p determines the level of compressibility. The major 
difficulty with numerical calculations involving finite compressibility is that shocks 
may now develop, as described above. The upshot of this is that numerical finite 
difference solutions with a spatial order of two or higher develop Gibb's overshoot 
phenomena. 
5.3.1 Suppressing numerical overshoot 
The Gibb's overshoot phenomenon is a problem common to all spatially second order 
and greater finite difference solutions of compressible fluid systems and appears as 
narrow spikes which will envelop the true solution if left unchecked. There are 
several ways to combat the inaccuracies generated by overshoot. The first is to use 
a scheme which is only first-order accurate. However, an ambiguity arises whether 
to take left or right derivatives. In advective problems it is important to take first 
order derivatives "upwind", since "downwind" schemes are unstable. Schemes exist 
(Thompson, 1986) which guarantee upwindedness in one dimension, however in the 
coupled systems we consider, they have limited success. 
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A second option is to use a standard 2-D second order scheme combined with a 
"pseudo-viscosity" which acts to dampen out the highly localised spikes associated 
with overshoot phenomena (see for example Richtmyer and Morton (1967) or Potter 
(1973)). Although the coefficient of pseudo-viscosity is of order unity, some experi-
mentation is required to achieve satisfactory results. Unfortunately narrow current 
structures present in all our numerical experiments will also tend to be dampened, 
making it difficult to do self consistent runs. 
A third method, which we utilise in our numerical simulations, is flux corrected 
transport (FCT) ( see Zalesak ( 1979)). This method is by far the most sophisticated 
and involves calculating a "low-order" ( or highly diffused) solution which is deemed 
to have the correct "shape". This solution is then "anti-diffused" towards a higher 
order solution in such a way that no new maxima or minima (spurious effects) are 
introduced. In practice we find that this method, as implemented, does not produce 
perfect results for the coupled system we consider. However, it produces the most 
reliable results out of the three methods considered here and all our numerical results 
were obtained using the FCT algorithm. 
5.3.2 Numerical results 
The numerical simulations considered here are very similar to the 2-D periodic 
calculations of Section 4.1. The initial configuration, 
</J(x,y) 
?j;(x,y) 
sin ( 7l'X) sin( 7l'Y) / 7l', 
go cos(7rx)/7r , 
(5.19) 
(5.20) 
comprises of four rotating velocity cells with anti-parallel magnetic field along the 
inflow axis and a uniform density. Allowing this configuration to evolve with time we 
see a current sheet forming along the y-axis, much the same as in the incompressible 
case (see for example Figure 4.1). The major difference is that we now have sound 
waves traveling through the box, with amplitude and frequency dependent on the 
plasma beta. 
Figure 5.6 shows the configuration at the time of maximum current when /3p = l. 
The results are very similar to the incompressible results of Section 4.1, except that 
there is now some density fluctuation. Figure 5. 7 shows a similar run where we have 
used /3p = 0.01. The magnetic field localises sooner (see time diagnostics below) 
since the gas pressure does not have time to feed back on the inflow. The high 
compressibility of this configuration is evident by the large density accumulating at 
the fluid cell boundaries. 
To allow a better interpretation of the dynamics of compressible merging, we 
track several diagnostic quantities over time from the starting configuration to well 
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Figure 5.6: Results for compressible run with /3p = 1 and g0 = 0.2. 
after the central current sheet has dissipated. These quantities are: the Ohmic 
dissipation W11 (integrated over the entire box), current density at the center of the 
current sheet J0 , peak magnetic field at the sheet Bsheet, minimum and maximum 
density Pmin and Pmax· In all runs we have used TJ = v = 0.01 and the disturbance 
amplitude g0 = 0.2. Using /3p = 100 to approximate incompressibility we have the 
plot shown in Figure 5.8. 
In Figure 5.9 we show the current trace for the equivalent run obtained from the 
2-D incompressible code used in Sections 4.1, 5.1, 5.2 and 5.5, superposed with the 
/3p = 100 compressible results. The curves are almost indistinguishable and confirm 
that the code behaves as expected, at least in the weakly compressible limit. 
Let us now systematically reduce /3p· Of interest is the "intermediate" phase 
between nearly incompressible and highly compressible solutions, where wave phe-
nomena distort the diagnostic values measured. The frequency of these waves de-
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Figure 5. 7: Results for compressible run with /3p = 0.01 and g0 = 0.2. Note the 
huge density forming between the rotating fluid cells. 
less than the time for a density wave to travel through the box. In other words, the 
sound speed exceeds the Alfven speed (see equation (5.22) and discussion below) . 
During the intermediate phase these waves cause distortions because their speed is 
comparable to the current sheet localisation speed and as such they compress and 
rarefy the sheet, generating higher or lower currents at these times than may oth-
erwise be expected, depending on whether the sound waves reinforce or cancel out 
the localisation velocity. This effect makes it impossible to do unambiguous scaling 
runs with respect to /3p for plasma betas of order 1, since these density fluctuations 
alter the diagnostic quantities in unpredictable ways. 
The wave phenomena present in all these runs are due to an equalisation of the 
pressure during the collapse. The speed at which "information" travels is equal to 
the sound speed given by 
_ (op) 112 
Cs - op (5.21) 
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Figure 5.8: Traces of various diagnostic quantities over time. Here we have used 
/3p = 100 to approximate an incompressible solution and accordingly the density is 
almost constant. 
In the present adiabatic approximation (using 'Y = 5/3), we expect the time for a 
density wave to traverse the distance from the boundary to the current sheet to be 
-(l--y)/2 
t "' _P __ _ 
- .r,tJ;, ' (5.22) 
where p represents the average density. The frequency of the waves in the plots 
seems to agree with this prediction for large /3p where p '.::: 1, while for smaller values 
of plasma beta the times are less than the prediction (5.22) due to the density 
inhomogeneities. 
The last few plots, with /3p < 0.3, represent runs where the current sheet forms 
and dissipates over a shorter time scale than the typical sound travel time. This has 
the effect of the current sheet forming without the rest of the plasma "knowing" 
about it. Over this time scale the plasma is effectively "arbitrarily compressible" 
and we may expect a thinner current sheet to result as gas inside the current sheet 
is compressed without "feed-back". Indeed the plots do show the current increasing 
as /3p is reduced. Since J '.::: Bsheetf l, and Bsheet remains roughly constant, we deduce 
that a thinning of the sheet, rather than a build up of the field, is responsible for 









0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
time 
Figure 5.9: Maximum current trace obtained from incompressible code (solid), su-
perposed with the current obtained from the compressible code (asterisks) using 
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Figure 5.10: Traces for (3p = 10 solved on a 160 x 160 grid. 
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Figure 5.11: Traces for /3p = 3 solved on a 160 x 160 grid. 
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Figure 5.12: Traces for /3p = l solved on a 160 x 160 grid. 
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Figure 5.13: Traces for /3p = 0.3 solved on a 240 x 240 grid. Maximum density 
achieved is 2.4 (0.12 on this scale). 
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Figure 5.14: Traces for /3p = 0.1 solved on a 480 x 480 grid. Maximum density 
achieved is 4.3 (0.22 on this scale). 
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Figure 5.15: Traces for /3p = 0.03 solved on a 480 x 480 grid. Maximum density 
achieved is 9.0 (0.45 on this scale). 
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Figure 5.16: Traces for /3p = 0.01 solved on a 480 x 480 grid. Maximum density 
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Figure 5.17: Traces of current density at the middle of the central sheet ( dashed) 
and maximum current density over the domain. Here /3p = 0.01 and we solve on 
a 480 x 480 grid as in Figure 5.16. Note inconsistent behaviour of the maximum 
current as the sheet dissipates away (see text). 
The work presented in this section gives only a flavour of what happens when 
the incompressible assumption is relaxed. The numerical difficulties are many and 
even the best version of the code seems unable to stop artifacts from contaminating 
the solution for sufficiently small /3p- Figure 5.17 shows a run for /3p = 0.01 where 
we trace the current at the origin and the global maximum current. Due to the 
symmetries present in the problem we would expect these to be identical until a new 
current sheet forms at y = ±1. The fact that they don't agree indicates that a non-
systematic "spikiness" has developed in the solution, presumably due to numerical 
inaccuracy. Overall, the results show complicated effects related to density waves 
not present in the incompressible work. The key finding of this section is that 
the Ohmic dissipation (integrated over the entire domain) and the maximum pile-
up field remain approximately constant as the plasma becomes more compressible. 
The results of this section show that the incompressible approximation captures 
the main features of moderately compressible merging in terms of field build-up and 
dissipation. In general, however, compressible current sheets will tend to be narrower 
and more intense than their incompressible counterparts. In practice this means 
that anomalous effects develop at lower values of resistivity than the incompressible 
results suggest, giving compressible solutions a greater capacity for energy liberation. 
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5 .4 Osculation 
Traditional reconnection studies have tended to concentrate only on head-on (strictly 
anti-parallel field) reconnection. In such cases it has been argued (Priest and Cowley, 
1975; Biskamp, 1994) that separatrix field lines meeting at the neutral point should 
osculate rather than form a narrow X-point (see Figure 5.18). Since this means that 
the linear component of the magnetic field perpendicular to the sheet vanishes, we 
expect osculation to be signaled by a cubic profile of this field component. 
Figure 5.18: Schematics of a standard X -point on the left and a configuration where 
the separatrices ( dashed) osculate on the right. 
The argument is based on two-dimensional Taylor expansions for the stream 
function cp and flux function 'ljJ about the stagnation/neutral point of the form 
x2m+ly2n+l 
L c/J2m+1,2n+l (t) (2m + 1)!(2n + 1)! ' 
m,n 
cp(x, y, t) (5.23) 
x2my2n 
L 'I/J2m,2n(t) (2m)!(2n)! . 
m,n 
'1/J(x, y, t) = (5.24) 
If we substitute these forms into the planar incompressible viscous MHD equations 
given by 
v72~ + [v72cp, c/J] 
,J; + ['1/J, c/J] 





we find that the induction equation (5.26) gives 
'lpoo + 
Equating the various coefficients of x and y yields 
TJ( 'lp20 + 'lpo2) 
TJ( 'lp40 + 'lp22) - 2'1j;20</J11 
TJ('lpo4 + 'lp22) + 2'1po2</J11. 
Repeating this for the momentum equation (5.25) we have that 
which, on substituting for (5.28) and (5.29), gives 
From this we can see that when time-dependence is eliminated we must have 






Clearly v = 0 implies that either 'lj;20 = 0 or 'lj;02 = 0, since we want ¢11 , our highest 
order flow term, to be non-zero. This then means that our X-point has collapsed 
and the field lines now osculate along the current sheet, so that the magnetic field 
perpendicular to the sheet should now increase cubicly (rather than linearly) with 
distance along the sheet. Alternatively we may take ¢11 = 0, however this does 
not fit in well with our driven merging models where strong flow drives weak fields 
together. 
Although Biskamp (1994), on the basis of a viscous steady-state treatment, 
claims numerical evidence for osculation, we have found no numerical support for os-
culating current layers in the present time-dependent simulations. Typical head-on 
simulations (see Figure 5.2) confirm that the distribution of perpendicular magnetic 
field along the current sheet is linear rather than cubic. Given the numerical re-
sults of Biskamp, the natural assumption is that time-dependent effects are more 
damaging to osculation than finite viscosity. We have checked this interpretation by 
performing a series of simulations, for a range of resolutions, in which the level of 
fluid viscosity is systematically reduced. Figure 5.19 shows that the term 4'1j;20 '1j;02¢11 
(T4) converges to a well defined limit of order unity as v ---+ 0, this term being bal-
anced by the time-dependent terms (Tl and T3) of equation (5.31). 
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Figure 5.19: Numerical test for time-dependent osculation. Here we plot the abso-
lute value of each of the terms in equation (5.31) for a range of numerical resolutions 
(nx is the number of grid points) . It should be noted that term 2 is zero in all cases, 
at least to within the accuracy of the resolution used. Clearly as v is reduced term 
4 converges to a non-zero limit, determined by the time-dependent terms. 
It is interesting to note the recent claim of Uzdensky and Kulsrud (1998) that the 
argument for osculation is theoretically flawed . They contend that for v = 0 the flow 
is no longer analytic at the neutral point and so the Taylor expansion (5.24) ceases to 
be valid. It seems likely, however, that their analytic and numerical analysis may be 
compromised by assuming a specific form, dictated by the Y-point Syrovatskii model 
(see Section 2.2.3), for the expansion close to neutral point. Certainly we know 
that well-behaved analytic inviscid solutions exist (Sonnerup and Priest (1975); see 
also Sections 2.2.4 and 3.2) for stagnation point flow (</>11 =I= O); however these do 
not include the higher order flow terms for which Uzdensky and Kulsrud find bad 
behaviour. 
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Finally we emphasise that osculation is generally a property of head-on merging. 
From the analytic Craig & Henton solution of Section 3.2 it is easily seen that we 
would not expect osculation to occur in a "sheared" geometry. The separatrices are 
given by the field lines which thread the neutral point, that is, from (3.17), the lines 
on which 'I/; = 0: 
- d - Ex ( 3 2 2) x - 0 an y - 2f3TJ 2F2 1, 1, 2, 2, -µ x . (5.33) 
Using the property that the hypergeometric function is approximately constant for 
small values of x, the separatrix angle Osep at the neutral point will be 
Osep = arctan ( 2!T/) . (5.34) 
The lower plot in Figure 5.1 shows a clear separatrix angle in the case of "sheared" 
reconnection. Of course the separatrix angle will be zero when (3 = 0, corresponding 
to the absence of the shear component. However this does not imply osculation 
since we now have an infinite neutral line where the field lines annihilate rather 
than reconnect, in other words all components 'I/Ji0 vanish, not just 'l/;20 as required 
for osculation. 
To summarise, we have revisited the osculation theory introduced by Priest and 
Cowley (1975). The analysis tells us that, for steady-state inviscid MHD, a flow 
which is of stagnation point form ( ¢11 # 0) to leading order is only compatible with a 
magnetic field which is 1-D. We have shown, however, that including time dependent 
effects undoes this restriction, so that in general we would expect magnetic merging 
processes to generate a current sheet aligned to a finite angle X-point. 
5.5 Tearing mode 
Another feature of planar reconnection predicted by analytic theory is the appear-
ance of the tearing mode instability in quasi-steady current sheets (Furth et al., 
1963; Finn and Sovinec, 1998; Priest and Forbes, 2000). The tearing mode pro-
duces small magnetic islands within the sheet that introduce further small length 
scales which lead to enhanced dissipation (see for example Spicer, 1977; van Hoven, 
1981; Parker, 1979). Although the original analytic treatment suggests that the 
sheet becomes unstable when its aspect ratio exceeds about six to one, numerical 
simulations suggest much higher aspect ratios (Biskamp, 1994). Of course, recon-
nection simulations manifest phenomena not included in the original analytic theory 
of the tearing mode, for example the stabilising effect of strong shearing motions. 
The numerical evidence suggests however, that the tearing mode can develop in all 
current sheets with a sufficiently large aspect ratio (Biskamp suggests ,....., 100:1). 
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Biskamp (1993, 1994) performed a series of high resolution numerical experi-
ments using a 2-D periodic spectral code to investigate MHD turbulence and the 
tearing mode instability. Our present aim is to provide an independent check using 
the finite difference code of Craig and Watson (1999), which we also used in Section 
4.1, to verify the fragmentation of long current sheets. 
5.5.1 Numerical results 




cos(1rx + 1.4) + cos(1ry + 0.5) 
cos(21rx + 2.3) + cos(1ry + 4.8) 
(5.35) 
(5.36) 
and the parameter values T/ = v = 5 x 10-5 on a 2400 x 2400 mesh. These values 
mimic Biskamp (1994) except that whereas Biskamp claims to use a displacement of 




Figure 5.20: A simulation of the development of an asymmetric Orszag-Tang vortex 
(5.35). This plot corresponds to Figure 7.6 in Biskamp (1993). Here T/ = v = 5x 10-5 
and the time is 0.477. 
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Figure 5.20 matches Biskamp's results for t = 1.5. Since he works in the domain 
(-1r, 1r] x [-1r, 1r] and we work on [-1, 1] x (-1, 1] our times are a factor of 1r smaller. 
At this time the two simulations are in excellent agreement however at later times 
' ' 
we observe different turbulent behaviour. Biskamp's simulations differ from ours in 
that he uses a "hyper resistivity" model, which replaces the term ri'v2'1/J with the 
term -TJ2 "v4'1/J on the right hand side of the induction equation (4.10). This allows 
him to resolve his simulation for a much smaller value of the "resistivity" ry2 = 10-8 
and probably accounts for the differences that we observe in the later time evolution. 
According to Biskamp, a tearing mode instability develops at t = 2.1 (t = 0.668 
for our simulation) in the sliver of flux that lies to the right of the central flux cell 
of Figure 5.20. While Biskamp's simulation shows magnetic islands developing from 
this sliver, what we see is a uniform diffusion of the field in this region. 
time ,.. 0.66801 "' global max currenl • 2190.8709 1 
_] : : : t : : : l
0 0.1 0.2 0.3 o., 0.5 0.8 0.7 .,:~; 
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Figure 5.21: This is the confi.guration of Figure 5.20 at a slightly later time. The 
slices on the right clearly depict the sliver of ''positive" Bux trapped between the two 
large "negative" islands. These slices are taken along the line (0, -0.2) to (0.6, 0.2) 
- the bold line shown in the contour plot. 
Figure 5.21 shows details of the magnetic field in our simulation at t = 0.668. 
Closer inspection of the field along a slice through the sliver shows that Biskamp's 
current sheet is in fact a region of reverse flux squashed between two cells of parallel 
magnetic field-in effect there are two oppositely directed current layers sandwiched 
together. Distortions of the field in this region evidently allow Biskamp to see 
the sliver being annihilated in such a way that magnetic bubbles form. However, 
the double current layer and lack of two clear regions of anti-parallel field are not 
characteristics of the classical tearing mode. 
We also tried to find evidence of current sheet tearing by running high resolution 
head-on (no shear) simulations. Here we can exploit the four-fold symmetry of the 
83 
problem to solve it on the domain [O, 1] x (0, 1], allowing us to effectively double 
the resolution we used in Biskamp's run. Despite the high resolution, using values 
of 'fJ as low as 2 x 10-5 and achieving aspect ratios well in excess of 100:1, this 
approach did not allow even a glimpse of magnetic turbulence. It would seem that 
any turbulent behaviour, be it field line folding, small scale loop formation, or the 
tearing of current sheets, requires less uniform conditions than the idealised head-on 
model can provide. 
With this in mind we tried several runs using a non-zero shear parameter {30 • 
These readily generate magnetic island structures for sufficiently small diffusion pa-
rameters. We used the familiar (see Sections 4.1, 5.1, 5.2, 5.4) 2-D initial conditions 
¢(x,y) 
'1/J(x, y) 
a0 sin(1rx) sin(1ry)/1r 
/Jo sin( 1rx) sin( 1ry) /1r + g0 cos( 1rx) /1r , 
(5.37) 
(5.38) 
with a0 = -1, /Jo = 0.25 and g0 = 0.1. If simulations are performed with "large" 
values of the diffusion parameters, e.g. rJ = 11 = 0.001, smooth magnetic field 
structures are obtained (see Figure 5.22). Decreasing the diffusion parameters by 
time = 1.9008 
0.4 r777777"77----::;:;,.,.-"7"""""TT',m 
-0.2 
11 = 0.001, V = 0.001 
0 
X 
global max current = 28.4958 
0.2 
local max current = 28.4958 
Figure 5.22: Magnetic configuration when the current sheet has almost dissipated 
for the sheared run a0 = -1, /30 = 0.25 and g0 = 0.1. The diffusion parameters 
in this case are comparatively large (TJ = 11 = 0.001) and turbulent effects are not 
present. 
an order of magnitude, rJ = 11 = 0.0001, generates much richer magnetic structures. 
In Figure 5.23 we see three consecutive close-ups of the central current region. 
In the first one the magnetic field is smooth and there is a strong current sheet 
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approximately aligned with the y-axis. At a slightly later time two symmetric 
magnetic islands form near the center of the sheet. These islands then grow and 
move outwards as the sheet begins to dissipate. Notice, in the second frame, the 
concurrent formation of small length scale closed loop structures both inside and 
outside of the current sheet. 
The top three plots in Figure 5.24 show clearly the anti-parallel nature of the 
field in the central current sheet. The set of plots on the right of this figure gives a 
horizontal slice at y = 0.17 that passes through the upper magnetic island. Although 
the current at the center of the sheet is still very high, the currents have died away 
significantly at the magnetic island. However, as the current is spread out across 
the width of the island, energy may still be rapidly dissipated in this region. 
5.5.2 Summary 
In searching for verification of the tearing mode instability we have repeated the 
numerical experiment of Biskamp (1994). We did not observe magnetic island for-
mation in any of our Orszag-Tang initial configuration experiments, and it is not 
clear to us what features of the flow inhibit the appearance of the tearing mode in 
these simulations. 
Our own search for the tearing mode instability began in the context of head-on 
reconnection, whose long, thin, straight current sheets would seem to provide the 
ideal location for magnetic island formation. Since our approach failed to find evi-
dence of any turbulent behaviour, it would appear that the over restrictive symmetry 
of head-on reconnection precludes, or at least delays, the onset of turbulence. 
Next we examined sheared reconnection, where we began to observe a variety 
of turbulent phenomena. Although magnetic island formation within current sheets 
was observed for certain initial configurations, we are not convinced that these are 
examples of the classical tearing mode, as only discrete pairs of islands are formed, 
rather than a whole chain. One possible explanation is that our dynamic sheets do 
not survive long enough for the instability to manifest itself properly. This certainly 
seems to be a factor in the simulation presented in Figure 5.23, where the current 



















Figure 5.23: Three consecutive magnetic profiles showing the development of mag-
netic islands within a current sheet. Here a 0 = -1, /30 = 0.25 and g0 = O. l. 
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time= 2.7500 global max current = 350.6565 
J~~ -~ i~r· : ~ 
-0.2 0 0.2 
BJ :==1r-= lBJ : ~
-0.2 0 0.2 -0.2 0 0.2 
BU:~Bf==-: ;:a 
-0.2 0 0.2 -0.2 0 0.2 
Figure 5.24: Slices along y = 0 (left) and y = 0.17 (right) of the middle and lower 
configurations of Figure 5.23 respectively showing the current density J and the 
magnetic components parallel (B11) and perpendicular (BJ_) to the cut. 
Chapter 6 
Solutions with multiple nulls 
Thus far we have only considered analytic reconnection geometries involving a single 
magnetic neutral point. In this chapter we will investigate solutions involving mul-
tiple nulls. One of the inherent problems we have encountered so far in our analytic 
work is the infinite extent of current sheets. Introducing additional null points may 
overcome this restriction by providing an additional length scale over whfoh currents 
can form. Also, configurations involving multiple nulls seem more realistic, given 
the complex jumbled field of the corona which we are trying to model. Finally, it 
is important to verify that our main results for single nulls are not undone when 
multiple nulls are present. 
We will now attempt to extend the three dimensional analytic theory of Chapter 
3 to incorporate multiple nulls. Recall our superposition argument of Section 3.3.1 
in which we decompose the magnetic and velocity fields into background (P) and 




p + ,\Q. 
Previously we used the simplest form of the background potential field 




which gave rise to two generic forms (given by (3.35) and (3.36)) of the disturbance 
field Q. These can then be combined with P x to yield exact 3-D solutions for 
fan and spine reconnection respectively. Fabling (1997) has shown that the fan 
formulation does not extend naturally to incorporate multiple nulls, therefore in the 
remainder of this chapter we shall consider only the spine formulation 
Qs(x, y) = Z(x, y)z , (6.4) 
and modify P to generate multiple neutral points. 
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For an isolated null, as given in (6.3), current accumulation about the neutral 
point requires outflow along the spine axis, that is a < 0, corresponding to a positive 
null. As far as multiple null solutions are concerned, it is easy to verify, following 
Fabling (1997), that the fan formulation allows only trivial variants of the isolated 
X-point null (6.3). The spine models incorporate not only fully two-dimensional 
disturbance fields, but also in a certain sense, the fan solutions. This follows by 
noting that a single fan component QF = X(z)x can be modeled by taking the 
restricted spine form Qs = Z(x)y and interchanging the x and z coordinates. Thus 
general fan models can always be constructed by the superposition of two one-
variable spine solutions. 
6.1 Cartesian spine equations 
To confirm that the spine formulation admits multiple null solutions we substitute 
the forms (6.1) and (6.2) into the induction equation assuming the spine form (6.4) 
for Q. The Cartesian components of P(x) = a(Pi, P2 , P3 ) must satisfy 
where 






'f/ = a(l - .X2)' 





and subscripted letters indicate partial differentiation. The y and z components of 
the induction equation imply Pi = P1(x, y) and P2 = P2 (x, y), which together with 
the x component of the induction equation and the chosen disturbance form Z(x, y) 
implies that P3 must be a linear function of z. These conditions, along with the 
constraints 
v'·P=O , v'xP=O 
of the current free equilibrium field, yield 
P3 = -az, Piy = P2x, 
' ' 
where a is a global constant. 
(6.7) 
(6.8) 
It is easy to see that the x and y components of P are not restricted to linear 
functions. By taking 
Pi =,ax+ H1 (x, y), P2 = (1 - ,)ay + H2(x, y), (6.9) 
89 
with 'Y constant, we note that (6.8) reduces to Cauchy-Riemann equations for the 
conjugate harmonic pair H1 and H2 . In other words H 1,x = -H2 ,y, H 1,y = H 2,x and 
V2H 1 = V2H2 = 0, so that 
(6.10) 
This result is exploited in Section 6.2.1 when we consider the cylindrical coordinate 
representation of the spine equation (see equation (6.11) below). 
Finally we mention that the limit a = 0 has little physical interest. In this case 
the disturbance field Z is advected only by transverse components of the flow. Since 
flow components normal to the field cannot stretch the field lines and magnify the 
field, there is no possibility of fast resistive dissipation for a = 0 (see Fabling and 
Craig, 1996). In fact, as we saw in Section 3.3.3, for an isolated null located at 
the origin (given by (6.3) say), the physically interesting case is a > K > 0 and a 
negative. For the multiple null solutions dealt with in the analysis to follow we can 
relax these assumptions somewhat and take a > 0, a < 0. 
6.2 Multiple null solutions 
To make further progress it is convenient to assume that the background field P 
comprises of a central null at the origin surrounded by satellite nulls in the plane 
z = 0. In this way we can exploit the rotational symmetry of the problem about 
the spine axis. We recall from (6.9) that departures from linearity in P involve the 
superposition of conjugate harmonic functions to the Cartesian components Pi and 
P2 . Let us now formulate the general problem. 
6.2.1 Cylindrical formulation of multi-null solutions 
We replace (x, y) by (r, 0) coordinates 
r = Jx2 + y2, tan(O) = ~' 
X 
and set 
P = a ( Pi (r, O)f + P2 (r, 0)0 - azz) , Q = Z(r,O)z. 
The divergence and curl conditions (6.7) on the background field now imply 
1 1 
- (rPi) + -P2 o - a r r r ' 0, 
1 1 




From (6.9) we know that the background field components Pi and P2 represent a 
conjugate harmonic pair with an added linear component and must satisfy the above 
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equations. Hence solutions to these are of the form 
00 
PI = ir + L µkrk-I cos(kO), 
k=2 
00 
P2 = - L µkrk-I sin(kO). 
k=2 
(6.14) 
The induction equation reduces to 
(6.15) 
where f/ is given by (6.6). The axisymmetric single null case is recovered by setting 
µk = 0 for all k. In this case we can remove the explicit dependence on f/ from the 
induction equation by letting r ---t r /lf/lI/2 • It follows that there exists a universal 
small length scale r,...., lf/lI/2 in the disturbance field Z. We conclude that multiple 
small scales in Z may only be possible by the admission of nonlinear components in 
the background field (see Watson and Craig (1997)). 
6.2.2 Simple nonlinear nulls 
Let us consider the contribution of a single nonlinear component in the summation 
(6.14). Taking a= 1, the explicit form of P is given by 
p = a [ (i + µrm-I cos(mO)) r - µrm-I sin(m0)8 - zz] (6.16) 
In Cartesian coordinates we have that 
P = a [ (; + µRe( wm-I)) x + ( ~ - µIm( wm-I)) y - zz] , W = X + iy, 
and so, form= 2, the background field reduces to P = a((l/2+µ)x, (1/2-µ)y, -z). 
This is just the X-point field (6.3) with r;, = 1/2 + µ and a = 1. Obviously we must 
take m ~ 3 to achieve nonlinear solutions. 
As already mentioned, the separatrix structure of the background field P pro-
vides an indication of the nature of the reconnection. For nonlinear nulls we can 
linearise the field in the vicinity of each null and determine the resultant eigenstruc-
ture as we did for the single null solutions of Section 3.3. 
In general the background field given by (6.16) possesses a central null at r = 
z = 0, as well as m satellite nulls lying in a ring determined by 
sin( mO) = 0, m-2 1 r = - ' 2µcos(m0) z = 0. (6.17) 
Since sin(mO) = 0 we must have cos(mO) = ±1. Therefore, for µ > 0 we require 
cos(mO) = -1 and (J = (2j + l)rr/m, j = 0, 1, 2, ... in order for r to be real. 
Alternatively ifµ < 0 we require cos(mO) = 1 and (J = 2jrr /m, j = 0, 1, 2, .... The 
eigenstructure of this field, for the case µ > 0, is summarised in Table 6.1. 
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Location of null (r, (}, z) Eigenvalues ,d a Eigenvectors 
(0,0,0) 1/2, 1/2, -1 r, iJ, z 
((2µ) 1/(2-m), (2j + l)1r/m,O) 1 - m/2, m/2, -1 r, iJ, z 
Table 6.1: The eigenstructure of the multiple null background field with cylindrical 
symmetry in the vicinity of the nulls. The background field possesses m satellite 
positive nulls evenly distributed about a central negative null located at the origin. 
Note that the eigenvalues have been normalised with respect to the field strength 
O!. 
Remember, from Section 3.3, that the eigenstructure of the field at the neutral 
point indicates the orientations of the fan surface and spine curve. This is because 
the eigenvalues are in general real and sum to zero. The fan surface is then generated 
by the eigenvectors of like sign, while the spine curve is aligned to the remaining 
eigenvector. It is clear form Table 6.1 that in the present case there is a special null 
at the origin whose spine extends along the z-axis with a corresponding fan in the 
plane z = 0. This central null has satellite nulls that lie in a ring determined by the 
equations 
m-2 1 
r = 21µ1' { 
2k1r/m µ < 0 
(} -
(2k + l)1r/m µ > 0 z = 0, 
(6.18) 
as shown in Figure 6.1. The satellite spines lie in the fan of the central null; their fans 
extend out of the z = 0 plane and intersect along the central spine axis x = y = 0. 
Adjacent nulls on the circle are separated by a radial field line ( dashed line in the 
figure) that pierces the central null. Note the absence of mutual null-null lines for 
the satellites. A detailed field line plot is shown at the bottom of Figure 6.1. 
6.2.3 Singular ideal solutions 
We will now determine the form of the current structure by solving the induction 
equation (6.15) with T/ = 0, in the same way we did for the simple spine and fan 
solutions in Section 3.3.3. Let us focus on the lines of constant (} corresponding to 
the possible fan surfaces determined above (6.18) (see also figure 6.1). Near such 
rays we have (} = k1r /m + <p, so that in this region 
sin(mO) ~ (-llm¢, cos( mO) ~ (-1 )\ 
and the corresponding characteristic quotients of the induction equation (6.15) with 
TJ = 0 are 
dr -d¢ -dZ 





Figure 6.1: The upper figure shows the separatrix structure of a background po-
tential field with cylindrical symmetry form = 3. Fan surfaces are shown as solid 
planes, while the corresponding spine curves are solid lines. The lower figure shows 
the actual field line structure for the satellite nulls. 
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Performing the integrations (using the substitution u = rm-2 /(m - 2) for the <p-r 
integration) yields the characteristics 
- 1/m [ 1 + ( -1 )k2µrm-2 l 1/(m-2) 
6 -<p (-l)k2µ(m-2) 
and 
6 = Zr2 µr [ 1 + (-l)k2 m-2] 2/(2-m) 
(-l)k2µ(m - 2) 









which assumes that Z is a well-defined function of r along a particular ray of constant 
B. Following some algebraic manipulation, we obtain the solution 
Z(r, 1) = Zo ( w-1)• ;tm-2] U,t-,~m (~;•rm~') 
X r-2 [rm-2 + ( ~;• ( I - ( ~) (m-2)/m)] 2/(m-2) 
valid for small values of <p. 
We can see from this solution that when <p = </Jc we have our initial condition 
Z = Z0 (r), as should be expected. We are interested in establishing where the 
solution is singular, since it is at these locations that we expect to see current sheets 
form once finite resistivity is introduced. Obviously we have a singularity at r = 0, 
the other singular regions take a little more interpretation. The bracket term on 
the right hand side is the (m - 2)'th root of something squared, so this causes no 
singularities even if the interior of the bracket becomes negative. However, the </Jc/ <p 
term does become infinite as <p ---+ 0 since m > 2 is a positive integer. Hence this 
term gives us 2m evenly spaced singular radial lines. Looking at the Z0 term, we 









At <p = 0 we have()= k1r /m, and so from (6.18) current forms only on the()= k1r /m 
rays along which the outer nulls lie. 
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6.2.4 Resistive solutions 
Having established potential sites for current accumulation from the ideal (ry = 
0) analysis of the previous section we will now solve the fully resistive equations, 
focusing our attention on the current sheets which form at such sites. Due to 
the complexity of the induction equation (6.15), we must use numerical methods to 
explore the current build-up in the presence of resistive effects. The analytic problem 
has an open geometry but we must assume a finite region (here we take the unit 
square) in constructing a numerical solution. Since the behaviour of the solution 
on the boundary is unknown, we employ a numerical code that adopts boundary 
conditions based on the gross symmetries of the disturbance field. In all cases we 
find that an interior solution develops that is insensitive to the exact boundary 
values, except in a narrow transition layer close to the walls. The diagrams given 
below display only the interior solution. 
Consider the m = 3 solution discussed above. As shown in Section 6.2.3, we 
expect strong currents to develop on the fan surfaces of the outer nulk In general 
we expect (see Section 6.2.1) intense current structures to be associated with a small 
ry 112 length scale (see also Section 6.3.3). If we specify anti-symmetry across the line 
y = 0, a special role is assigned to the satellite null on the shear line y = z = 0. 
As Figures 6.2(a) and 6.2(b) indicate, this null "attracts" more intense current 
structures than the two displaced nulls. Even so, the current density is strongest 
where the satellite fans meet-that is, along the spine axis of the central null. 
These results are not surprising when we consider the separatrix structure of 
Figure 6.1. The disturbance field perturbs the fan of the central null and so we expect 
spine currents to develop near the origin. The null at the point x = 1/(2µ), y = 0 
has its spine perpendicular to the shear axis and so we anticipate strong fan currents 
in the region x < 0, IYI :'.S ry 112 . By the same token, the remaining satellites develop 
somewhat weaker fan currents since their spines are not perpendicular to the axis 
of shear. 
The resistive scalings for this configuration are dominated by the central spine-
type neutral point at the origin. Current at the central null quickly builds up to levels 
where it far exceeds that of the satellite nulls, and thus "swamps" the solution. For 
this reason no significant improvement of energy dissipation occurs with this model 
over the simple isolated null spine solution. Next we will introduce a solution which 
incorporates more complexity and leads to more favourable dissipation rates than 
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Figure 6.2: Field and current solutions for the background field (6.16) with m = 3 
and T/ = 0.01. Note how despite the presence of three nulls a distance r = 1/2 along 
the arms, the majority of current still accumulates at the central spine. 
6.3 An example of a more complicated multi-null 
model 
6.3.1 Non-circular symmetric fields 
It appears that the addition of a single higher order term in the background field 
equation (6.16), does not lead to significant departures from the resistive scaling 
laws of the isolated null spine current model discussed in Section 3.3.5. We will now 
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show that when the circular symmetry of the background field is relaxed, multiple 
null models can provide a range of solutions incorporating forms of fan, spine and 
separator reconnection. An interesting feature of these models is the tendency of the 
current to be localised to separatrix structures of finite extent. Of course, current 
sheets in single null models are always unbounded. 
Suppose we eliminate the circular symmetry by combining them= 2 and m = 4 
background field components from (6.14). If we take 
(6.23) 
the Cartesian form of the field is 
X 2 2 
2 + x(µ2 + µ4x - 3µ4y ), 
~ + y(-µ2 - 3µ4x2 + µ4y2), (6.24) 
We focus exclusively on the case µ4 > 0, when this field may contain as many as 
seven nulls. The parameter µ4 then determines an overall scale for the problem, 
while the parameter µ 2 governs the number and structure of the nulls. The field 
morphology is illustrated in Figure 6.3. 
We note that for 1µ21 > 1 there are only three co-linear nulls, specifically, two 
outer nulls distributed symmetrically about the central null at the origin. When 
1µ21 = 1 each of the two outer nulls undergoes a pitchfork bifurcation generating an 
additional four satellite nulls to give a total of seven nulls. When 1µ21 = 1/2 the two 
innermost satellite nulls coalesce with the central null (again in a pitchfork bifurca-
tion) to yield a five null configuration - see the next section for the eigenstructure 
analysis. Note the appearance of separator field lines joining the three inner nulls 
in the seven null case 1/2 < 1µ21 < 1. Changing the value of the parameter µ4 > 0 
has no effect on the structure of the nulls, but it does control the overall scale of 
the field. In what follows we choose µ4 so that the innermost satellite nulls always 
lie at x = ±1/2. Figure 6.4 shows detailed field line plots for the three basic forms 
of background field in the plane z = 0. 
6.3.2 Eigenstructure of the combined multi-null background 
field 
Before we go on to solve for the disturbance field, let us analyse the eigenstructures of 

















Figure 6.3: Schematic diagrams of the five different null topologies attainable by 
varying µ2 . The small hexagons represent the locations of the nulls, while squares 
and thick lines represent fan surfaces parallel and perpendicular to the page respec-































Figure 6.4: Diagrams of the fi.eld line structure in the z = 0 plane for the fi.rst three 
different null confi.gurations shown in Figure 6.3. From top to bottom the values of 
µ 2 used are -3/2, -3/4 and -1/4 respectively. 
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and 6.2.2 that the eigenstructure of a three dimensional null tells us the orientation 
of its spine and fan. The eigenvectors of the matrix 8Bi/8xi corresponding to the 
eigenvalues of like sign generate the fan surface, while the remaining eigenvector lies 
tangent to the spine. 
For the background field given by (6.24) with µ4 > 0, there are nine possible 
locations for the nulls. These are given by z = 0 and the following ordinate pairs 
x=O 
x=O 
' y= 0 
- ±Jl + 2µ2 , Y-
2µ4 
Note that a maximum of only seven nulls can exist for any fixed value of µ2 (see 
Figure 6.3). The eigenstructure is summarised in Table 6.2. The fan planes of the 
Location of null (x,y,z) Eigenvalues 'Yd a Eigenvectors 
(0,0,0) 1 1 1 2 + µ2, 2 - µ2, - x,y,z 
(0 ±J-1+2µ2 0) ' 2µ4 ' 2 - 2µ2, -1 + 2µ2, -1 x,y,z 
(±J-1-2µ2 0 0) 
2µ4 ' ' -1 - 2µ2, 2 + 2µ2, -1 x,y,z 
(±Jl-µ2 ±J1+µ2 0) 
4µ4 ' 4µ4 ' 
>.1,>.2,-l W1,W2,z 
Table 6.2: The eigenstructure of a combined multi-null background field. The sign 
of the primary and secondary nulls depends only on the magnitude of µ2. 
nulls given in the last row of the table do not coincide with the coordinate axes. 
The eigenvalues and eigenvectors corresponding to these nulls are given by 
and 
>. _ 1 + J1 + 8(1 - µ~) 
1 - 2 ' 
W1 = (1, A, 0), 
>.2 = 1 - J1 + 8(1 - µ~)' 
2 
W2 = (-A, 1,0) 
A = µ2 + J1 + 8(1 - µ~). 
±3Jl - µ~ 
6.3.3 The disturbance field 
We consider only the simple case of a disturbance field Z(x, y) whose amplitude 
is independent of x on the outer boundary. This corresponds to a global shearing 
of the background field across the x-axis. Since exactly the same results can be 
,.o 
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Figure 6.5: Numerical solutions of the induction equation (6.5). Field Z(x, y) (left) 
along with corresponding current (right). Note the currents are only ever in planes 
of constant z since these are perpendicular to the disturbance Held. 
recovered by changing the parity of µ 2 and shearing across the y-axis it is clear that 
only the modulus of µ 2 is essential. 
Figure 6.5 shows the form of the disturbance field Z and the resulting current 
density for the three, seven and five null background fields discussed above. The 
resistive scaling of the current density at the central null is shown in Figure 6.6. 
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Note that in Figure 6.6(b) we see current spikes forming around the spines of the 
two outer nulls, which clearly scale at a faster rate than the current at the central 
null. Although the resistive scalings reflect the spine and fan structures of the 
background field, there is always a strong current localization along the x-axis close 
to the central null. It is not difficult, as shown below, to predict the detailed 
current scalings by assuming that the disturbance field has the form Z = Z(y) in 
the vicinity of the central null. These analytic predictions are shown by the dashed 
lines in Figure 6.6. 
Finally it should be remembered that we are only solving for the disturbance field 
Q = Z(x, y)z. This of course must be combined with the appropriate P to obtain 
the full magnetic and velocity fields (see equations (6.2) and (6.1)) via superposition. 
For example, to determine a separator reconnection model we should superpose the 
background field shown in Figure 6.4(b) with the disturbance field given in Figure 
6.5(b). 
6.3.4 Analytic scalings using boundary layer analy-sis 
Here we use a boundary layer argument similar to Section 3.3.5 to determine the 
scaling of the peak field at the origin with respect to resistivity. Suppose we assume 
that Z = Z(y) close to the central null. This assumption is based on the gross shear 
perturbation applied to the entire domain (see Section 6.2.4). The leading order 
terms in the Cartesian form of the induction equation (6.5) reduce to 
_ II (1 ) / TJZ - 2 - µ 2 yZ - Z = 0, Z = Z(y), 
and we recover the presence of a small length scale !l.y,....., 1111 112 . If we identify the 
region y < !l.y as a resistive current layer we can deduce resistive scaling laws based 
on a simple boundary layer treatment of the induction equation similar to that given 
in Section 3.3.5. In the analysis below µ2 is taken to be negative. Identical results 
apply for positive µ2 provided we take Z ~ Z(x) and apply the shearing across the 
y-axis. 
In the far field y » !l.y, where the resistive term is almost zero, we have that 
and so 
(6.25) 
on taking the normalization Z(l) = 1. An appropriate inner solution is simply 
Zi,....., y where the amplitude is chosen to match the outer solution at the edge of the 
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Figure 6.6: Montage of current magnitude along the x-axis (left), along with the 
scaling relation at the central null (right). The current plots are for TJ = 0.0005, 
0.002, 0.008, 0.032 and 0.128, with smaller values of T/ generating larger currents. 
The dashed lines on the scaling plots represent the slope predicted by (6.26). Note 
the problem is slightly under resolved in the current plots for T/ = 5 x 10-4. 
resistive current layer y '.:::'. !:::..y ,..., r/12 . The amplitude of the field and the current in 
this region then scale as 
z ,..., '111/(2µ2-l) 
max ·, , (6.26) 
where we have used lmax '.:::'. Zmax/ !:::..y. The dashed lines in Figure 6.6 confirm that 
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the predicted scalings of the current density accord very well with the numerical 
solutions. 
6.3.5 Summary of resistive scalings 
In Figure 6. 7 we summarise the scaling results as a function of the topology param-
eter µ2. Recall that the central null goes from having a fan-like current structure 
for lµ2I > 1, through a separator phase where a current ribbon is centered on the 
intersection of two fans, and finally a spine-like current phase when O < 1µ21 < 1/2. 
It is a remarkable fact that the scalings appear uncompromised by bifurcations in 
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Figure 6. 7: Summary of scalings for a range of µ 2 values. The solid line is the scaling 
law as predicted by (6.26), while the asterisks mark values obtained by solving (6.5) 
numerically. The fan, separator and spine regimes are separated by vertical dotted 
lines. Note that we have 'fast' reconnection for µ 2 > -3/2. 
We can determine which values of µ 2 correspond to fast reconnection by looking 
at the Ohmic dissipation rate (2.27) 
(6.27) 
Here we use the volume element~ V = lwL, where l is the length in the x direction, 
w is the sheet width, and L is the length in the z direction. We know that the sheet 
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width w rv r/12 , while the sheet always spans the entire z length of the box. In this 
scaling we entertain the possibility that the x-length l may depend on 'T/· Clearly 
W11 becomes independent of 'T/ when 1µ21 = 3/2 and so models with 1µ21 > 3/2 are 
associated only with slow ohmic dissipation. In fact the slow Sweet-Parker scaling 
W11 rv 'T/1/ 2 , is obtained only in the fan current limit 1µ21 -+ oo. More generally, as 
shown in Figure 6.7, the region of potentially fast energy dissipation includes some 
fan current models, in the range 1 < 1µ21 < 3/2, as well as the totality of separator 
and spine solutions. However, this interpretation of the scalings assumes that the 
length of the sheet, l, remains fixed with reductions in 'T/· From the forms of the 
spine solutions (see lower left plot of Figure 6.6) it appears that this assumption is 
not universally valid. Also, we would expect to recover the spine scaling W11 rv 'T/-1 
as µ 2 -+ 0, hence from (6.27) we must have l rv 'f/112 in this limit. This point was 
not made clear in the corresponding paper (Craig et al., 1999). 
Can we claim that multiple null reconnection is more favourable than single null 
reconnection? On the basis of the present results we cannot claim any significant 
improvement on the energetic scalings of the isolated fan reconnection model (see 
Craig et al. (1997)). However, we believe the multiple null models are more realistic. 
The magnetic field solutions now display a higher degree of complexity-possibly 
more typical of the fields in the active corona. The current structures that develop 
in the new models are also better behaved: they are confined to localised ribbons, 
and no longer extend uniformly out to infinity as they do for an isolated null. 
Finally, we mention that the fast resistive scalings of the present solutions are 
an artifact of flux pile-up in the disturbance field. As we saw in Section 5.2, flux 
pile-up can be avoided (as in the Sweet Parker limit lµ2I -+ oo) but only at the 
cost of slow dissipation. Either way, the solutions presented in this chapter should 
be combined with a saturation argument which limits the maximum field to a level 
determined by the inflow conditions (see Section 5.2). 
6.4 Conclusions 
We have demonstrated that a range of three-dimensional, multiple null, reconnec-
tion solutions can be constructed using the spine formulation of Section 6.2.1. The 
essential idea is that reconnection is associated with the superposition of finite am-
plitude disturbances on equilibria with multiple neutral points. An encouraging 
feature of the analysis is that it confirms-and provides a mathematical descrip-
tion for-many of the qualitative features of magnetic reconnection deduced using 
purely kinematic arguments (e.g. Lau and Finn (1990); Priest and Titov (1996)). 
There is also some evidence from X-ray observations that strong current ribbons 
localise on the intersections of fan surfaces and spine and separator lines (i.e. the 
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quasi-separatrix layers of Demoulin et al. (1996)). The implication is that current 
sheets, tubes and ribbons may provide universal signatures for all forms of magnetic 
reconnection. 
Perhaps more surprisingly, it is possible to display the basic ingredients of fan, 
spine and separator reconnection using a simple multiple null model whose mor-
phology is specified by a single structure parameter µ 2 • The form the reconnection 
takes depends both on the properties of the background field P-this comprises a 
maximum of seven nulls in the example given in Section 6.3-and the symmetries of 
the disturbance field Q = Z(x, y)z. We have shown, however, that by systematically 
varying the bifurcation parameter µ 2 , we can construct a continuum of reconnec-
tion solutions, characterised by distinct, analytically predictable, resistive scaling 
laws. Solutions in the range O ::; lµ2I ::; 3/2 correspond to fast dissipation, that is 
W11 ~ rJ°. Notably, the classical Sweet-Parker dissipation rate, namely W11 ,...., ,,,112 , 
is recovered only in the limit lµ2 I -+ oo. This rate is formally the slowest available 
for the present multiple null solutions. 
It should be stressed that we expect our findings to be largely independent of 
the idealisations and assumptions we introduce for analytic tractability. We know 
for example, that our formulation is robust to the inclusion of time-dependent and 
viscous effects (see Section 3.4 and Craig and Watson {1999)). Perhaps the most se-
vere requirement is the presence of an ignorable coordinate in the disturbance field 
Z(x, y)z. One way around this is to employ, from the outset, a numerical treat-
ment of the disturbance field. Although a numerical solution will undoubtedly lead 
to more complex reconnection models, the basic building blocks of such solutions 
will still include spines, fans and separators as regions of current accumulation in 
magnetic merging solutions. 
It is unfortunate that the rich separatrix structure of the solutions in this chapter 
cannot be tested using the 3-D code of Chapter 4. This is because the 3-D code 
requires periodic boundary conditions, and there seems to be no obvious way to 
extend the present formulation to include periodicity. 
Note: the solutions presented in this chapter have been extended by Ji and Song 
(2001) to include the effects of a partially ionized plasma. 
Chapter 7 
Particle acceleration 
So far in this thesis we have looked at reconnection models with the aim of under-
standing the solar flare energy mechanism. Although reconnection itself can convert 
large quantities of energy to heat and kinetic energy of the plasma, energy may also 
be released in the form of accelerated particles. We know, from Ohm's law, that 
current sheets and electric fields are intimately related. And of course charged par-
ticles are readily accelerated by a direct electric field. It stands to reason then, 
that electron and proton acceleration will be efficient within a current sheet, since 
here the electric field is large while the magnetic field, which tends to stifle the 
acceleration through gyro-capture, is relatively weak. 
Our approach will be to release a proton in a steady-state magnetic field con-
figuration and trace its motion. Two magnetic configurations will be considered: 
the classic X-point structure (like that of Figure 1.4) and the planar Craig-Henton 
solution of Section 3.2.1. We will compare the acceleration properties of these con-
figurations both with each other and with observational data. 
7 .1 Introduction 
We saw in Chapter 1 that a solar flare event is characterised by several signatures. 
So far in this thesis we have concentrated on the flare energy released through 
strong Ohmic heating (which should manifest in the form of X-rays and 'Y-rays) and 
bulk plasma motion. Of course we also noted that flare events are accompanied 
by a large number of energised particles. Protons, in particular, can be accelerated 
to several Ge V. The rate of energisation for protons above 1 Me V can reach 1034 
s-1, and their energy content can exceed 1030 ergs (see Miller et al. (1997) for a 
review). Observations of long-duration solar gamma-ray flares indicate the presence 
of continuously accelerated ions for several hours after the impulsive phase (e.g., 
Ryan (2000)). This result suggests that at least some portion of charged particles 
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are accelerated by the direct electric field associated with a current sheet rather 
' 
than by the shock wave of the initial implosion as was previously thought (Klein 
and Trottet, 2001). 
A large body of research has been devoted to the study of particle orbits in the 
context of both solar flares and the geotail (e.g., Speiser {1965); Martens (1988); 
Zhu and Parks {1993); Litvinenko and Somov (1993); Litvinenko (1996); Litvinenko 
(1997)). In particular, studies of orbits in X-point magnetic fields have been ap-
plied specifically to the flare problem (Bulanov and Sasorov, 1976; Bulanov, 1980; 
Bruhwiler and Zweibel, 1992). Recent numerical simulations have concentrated on 
the properties of proton orbits in X-point fields (Mori et al., 1998). The magnetic 
field in X-point current sheets plays a key role in particle acceleration: although 
the field cannot change the particle energy directly, it can limit the energy gain by 
changing the orbit and restricting the displacement along the electric field. 
The magnetic configurations considered so far, however, have a major draw-
back. Although capturing the basic reconnection topology, they do not represent a 
quasi-steady reconnection solution. Some authors have tried to remedy this defect 
by tracing charged particles in magnetic field structures obtained by solving the 
MHD equations numerically (Schopper et al., 1999). Such strategies are invariably 
compromised by numerical resolution, in fact particle gyro-radii can be significantly 
smaller than the computational mesh. Numerical MHD experiments are also lim-
ited by the unnaturally large resistivities required to resolve the steep field gradients 
that accompany rapid magnetic merging. 
Motivated by these difficulties, the aim of this chapter is to investigate particle 
acceleration using an exact, analytic magnetic reconnection geometry. As we saw in 
Chapter 3 solutions are now available which describe steady-state, incompressible 
magnetic merging at arbitrary plasma resistivities, both in two and three dimensions. 
The numerical simulations of Chapter 4 confirm that the steady-state solution agrees 
remarkably well with the properties of time-dependent reconnective current sheets. 
Our goal in this chapter is to investigate test particle orbits in the current sheet 
associated with the Craig-Henton reconnection solution and apply the results to 
proton acceleration in solar flares. 
Of related interest is the work of Kobak and Ostrowski (2000), who recently em-
ployed the Craig and Henton solution as a basis for a particle acceleration numerical 
experiment. Unfortunately, their work concentrates only on the slowly dissipating 
field components and neglects the physically more interesting "flux pile-up" field. 
Remember that the Craig-Henton solution of Section 3.2 has a slightly more general 
analogue given by (3.57) and (3.58) which includes a slowly dissipating non-planar 
error function component. More critically, the solution (3.57, 3.58) is valid only for 
two dimensional flows, while their choice of parameters implies a three-dimensional 
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velocity field. Although Kobak & Ostrowski's field configuration can no longer rep-
resent a solution of the MHD equations, it seems likely that their findings regarding 
turbulent particle acceleration are not seriously compromised. 
7.2 Particle acceleration model 
The model we consider is somewhat of a hybrid. On one hand we assume the MHD 
equations are a valid, so that the plasma is collision dominated. On the other 
hand we calculate individual particle orbits by assuming no collisions! In reality 
the MHD approximation breaks down for coronal values of collisional resistivity 
(ry '.:::'. 10-14 ), and an anomalous resistivity develops. However, in such situations we 
may employ an "effective" resistivity which is many orders of magnitude larger as 
will be discussed later. What this means is that the bulk current sheet properties are 
approximately valid, while within the current sheet, where the acceleration occurs, 
the collisionless assumption applies. 
Let us now look at the equations governing the particle motion, before we state 
the magnetic field solution used. 
7.2.1 Basic equations 
The equation of motion of a test particle in a magnetic field B and electric field E 
is given by 
p = q ( E + lv x B) , p = ,mv , (7.1) 
where v, q, m, p are the velocity, charge, rest mass and momentum of the particle 
respectively, and , is the relativistic Lorentz factor. Given the a fluid velocity field 
u and a magnetic field B, the electric field responsible for the particle acceleration 
is easily calculated using Ohm's Law: 
"' 1 E = -v' X B - -u X B. 
C C 
(7.2) 
To allow easy implementation of the reconnection solution, we choose to use the 
same non-dimensionalisation as before (see Section 2.1.2). Non-dimensionalisation 
is done with respect to the following characteristic values: 
where nc is the coronal number density and VA is the Alfven speed. In these units 
c = 30 and we have a non-dimensional charge to mass ratio for protons of 9.067 x 107 . 
It should be pointed out that we have used a slightly lower characteristic density, 
so that the Alfven speed is about three times larger here than in Section 2.1.2. 
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7.2.2 Exact magnetic field solution 
In Section 3.3.6 we derived a general reconnection solution associated with planar 
flows. Although the solution given by (3.57, 3.58) allows a non-planar magnetic 
field component, for the present work we will take the strictly 2-D solution. Hence 
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and daw(x) is the Dawson function defined by (3.18). 
(7.3) 
(7.4) 
Recall, from Section 3.2, that a determines the strength of the background flow 
while O < IJJI < a acts as a shear parameter that controls the angle of the X-
point merging. Only one of the separatrices has magnetic field advected across 
it: the other lies along a coordinate axis (the x-axis) which is also the location 
of the current sheet (see Figure 7.2). Note that, although the dynamic numerical 
simulations of Section 4.1 have confirmed the overall veracity of the steady state 
reconnection solution, certain refinements are required (namely, equalisation and 
saturation as discussed in Section 5.2 and reviewed below) to obtain a physically 
realistic reconnection model. 
Figures 7.1 and 7.2 provide a qualitative comparison of a classical X-point field 
with the sheared X-point solution discussed above. Given that the configurations 
have a superficially similar magnetic structure we might anticipate similar particle 
energy spectra to arise from both models. 
7.2.3 Application of the reconnection model 
Since the field and flow are strictly planar, the corresponding electric field will be 
aligned normal to the plane. From (7.2) we have 
E = - Qo z. (7.5) 
C 
One of the defects of the analytic reconnection model is that the magnitude of the 
reconnecting field component, Q0 , is decoupled from the amplitude of the plasma 
flow defined by a. A related difficulty is the apparently unbounded flux pile-up 
in the limit 'T/ ---t 0. As we saw in Section 5.2, these defects can be remedied by 
assuming physically reasonable equalisation and saturation conditions. 
The equalisation assumption determines the flow amplitude: a is chosen so that 
the exhaust speed of the material expelled from the current sheet is determined by 
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Figure 7.1: Schematic diagram of a typical X-point configuration (top) of the form 
B = Bo(Y, 1:2x). The separatrices (dashed) are given by the lines y = ±1:x, while 
dash-dot lines mark the region where By exceeds Bx and significant acceleration is 
possible. Current density is uniformly distributed over the entire domain. 
y 
Figure 7.2: Schematic diagram of the Craig and Henton solution described in Section 
3.2 showing the field lines (thin solid) and separatrices (dashed) within a narrow slice 
about the x-axis (see also lower plot of Figure 5.1). The dash-dot line represents the 
line along which Bx vanishes and maximum acceleration occurs. Current is confined 
to a sheet of width ,......, ry112 aligned to the x-axis. 
the local Alfven speed based on the strength of the flux pile-up field. To prevent 
unbounded reconnection rates in the limit T/ ---+ 0 we also saturate the field at some 
physically appropriate level. In practice, this is achieved by choosing Q0 so that the 
disturbance field in the sheet reaches a peak value corresponding to a dimensional 
value, say of Bmax = 300G. The equalisation condition is then imposed (Litvinenko 
and Craig (1999), Craig and Watson (2000b), Litvinenko and Craig (2000)) by 
setting a= Bmax/ Be= 3. We must also choose a suitable value for f3 (remembering 
the restriction O < 1/31 < a), and for all our work we take f3 = 2. The value for Qo 
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can then be determined from setting 
max [~idaw(µy)l =a, 
which implies 
Qo '.:::'. a77µ/0.541 '.:::'. 5./ij , (7.6) 
since max[daw(µy)] '.:::'. 0.541. 
The saturation and equalisation assumptions have the physically desirable effect 
of removing much of the arbitrary parameterisation from the reconnection model. 
Only the degree of shear, parameterised by /3, remains free. 
As we said earlier, the smallness of the collisional resistivity (77 '.:::'. 10-14 ) implies 
the sheet becomes so thin that the MHD approximation breaks down, leading to 
the development of an enhanced anomalous resistivity. In practice, resistive dis-
sipation in the sheet could be enhanced, by a variety of factors, for instance by 
the development of a current-driven instability. In such cases it is useful to invoke 
an "effective" resistivity several orders of magnitude larger than the classical value 
(see Litvinenko and Craig (2000) and references therein). Although, the effective 
resistivity is almost certainly influenced by local factors such as temperature and 
density, we assume plausible values lie in the range 10-s ::; 7Jeff ::; 10-5 • 
7.2.4 Calculation of the particle orbits 
Let us assume that we have constructed the magnetic field configuration according 
to the prescriptions given above. This field is to remain static and undisturbed as far 
as particle acceleration is concerned, consistent with the short acceleration times of 
the particles relative to the Alfvenic reconnection time-scale. Although the degree 
of shear determined by /3 is arbitrary, we must remember that /3 determines the 
angle of the X-point field and that an appreciable perpendicular field component 
must be present in the current sheet if particle capture is to be achieved (in practice 
we take /3 = ia). 
The numerical code used to calculate particle orbits utilises an embedded Runge-
Kutta algorithm to integrate the equation of motion (7.1) forward in time. Each 
component is integrated to find s = "fV, from which 'Y and v can be extracted 
according to 
2 
2 2 2 V 
s = "Y v = -1---v-2 /-c-2 ' (7.7) 
remembering that 
( 
1 ) 1/2 
'Y = 1 - v2 /c2 (7.8) 
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We can then rearrange (7.7) to give 
S2 
v2= ----
1 + s2/c2 · (7.9) 
From this we can find the updated 'Y, which in turn gives us the integrated velocity 
from v = s/"f. 
The time-step size is determined by the local truncation error of the numerical 
scheme, which in turn is related to the local forces experienced by the particle. This 
adaptive time-step approach proved to be critical in achieving consistent results 
that did not require an unreasonable time to complete. Each particle trajectory 
typically comprises around a billion time-steps. Although there are formally more 
accurate methods for solving orbit problems, it should be remembered that the 
chaotic nature of the trajectories (Chen and Palmadesso (1986); Litvinenko {1993)) 
negates the benefits of such schemes, particularly as we are primarily interested in 
determining the associated energy spectrum. 
7 .3 Acceleration spectra 
Although we have constructed a physically viable magnetic configuration that is an 
exact solution of the MHD equations, it is instructive to first look at some features 
of particle acceleration in a more basic X-point field. This will be a useful test of 
the code, and allow us to compare these with the results of the exact model. 
7.3.1 X-point field models 
Magnetic X-points are generally expected to produce well-defined particle acceler-
ation spectra as we will now demonstrate. Consider a field of the form 
B = Bo(Y, E2x, 0), (7.10) 
as illustrated in Figure 7.1. The spectrum is deduced by noting that an initial 
burst of acceleration due to the electric field is effectively cut short by the local 
magnetic field. As we discuss below, this occurs when the speed Vz has built up 
sufficiently for the Lorentz force (""' vzB 1-) to gyro-capture the particle and thus 
limit the displacement along the z-axis and the energy gain. 
Suppose a stationary particle is placed somewhere along the x-axis of the X-






where E = Ez and B1_ = B1_(x) = B0E2x is the y-component of the field (7.10). If 
particles are distributed on y = 0 initially, all trajectories are limited to the y = 0 
plane. 
It is easy to see that the particle displacement along the z-axis is limited. Assume 
for simplicity that the perpendicular magnetic field B 1- does not change significantly 
over the particle orbit. The kinetic energy of the particle can be obtained by inte-
grating the work done by the electric field. Hence the energy gain is given by 
£ = qEZmax. (7.13) 
This implies that the maximum energy occurs when Vz = 0. At this time Px = 
-qB1_z/e = p will be the total momentum, so that the displacement z = Zmax must 
coincide with the gyro-radius 
ep 
Tg = qB1_ 
of the particle. It follows that in the non-relativistic case (Speiser, 1965) 
"= epE = 2 2 (~)2 
" B1_ me B1_ ' 
(7.14) 
(7.15) 
where we have used £ = p2 /2m. This result may also be deduced by noting that 
the electric field is transformed away in the reference frame moving along the x-axis 
with the speed 
eE 
V = - B1_ , (7.16) 
a result which confirms that 2V is indeed the maximum speed achieved by the 
particle in the rest frame. In the moving frame the particle simply gyrates at the 
fixed energy given by !m V2 • 
The above observations are reinforced by the exact non-relativistic solution to 
(7.11) and (7.12) given by 
x(t) 
z(t) 
x0 + V sin(wt) - Vt 
w 
V 
zo + -(1 - cos(wt)) , 
w 




An energy spectrum may be derived from the relation 
dn dn dx 




(Martens, 1988) where n is the particle number density. Since B1_ = B0E2x, equation 
(7.15) gives the scaling 
" - Ax-2 c;. - ' (7.20) 
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where A = 2mc2 E 2 /(B5E4). If we assume a uniform initial distribution (dn/dx = 
constant), then the energy spectrum should approximate 
dn = KA i/2 &-3/2 
d£ ' 
(7.21) 
where K is a constant. This implies a characteristic power-law spectrum in the 
absence of any loss processes that might result in a steeper spectrum. 
7.3.2 X-point relativistic particle spectra 
It is interesting that the argument for a power law spectrum breaks down in the 
highly relativistic case. The kinetic energy, now manifested mainly as an increase in 
mass rather than speed, can again be derived by transforming away the electric field. 
Using the relativistic form for the kinetic energy, namely£= Jc2p2 + m2c4 - mc2, 
modifies (7.15) according to 
cpE 2 E 2 
£ = BJ_ = 2mc (Bi - E2) (7.22) 
for the case of a fixed perpendicular magnetic field (Alekseev and Kropotkin, 1970). 
Of course the magnetic field experienced by the particle is not fixed over the capture 
phase. The effect of the inhomogeneous magnetic field is particularly noticeable for 
protons released close to the neutral point, where even slight deflections in the x 
direction lead to the particle experiencing strong relative enhancements in BJ_ (Bu-
lanov and Sasorov, 1976). In spite of this limitation, equation (7.22) should remain 
qualitatively valid, indicating that the particles can gain very large energies in the 
vicinity of the X-point defined by the condition BJ_(x) < E. Of interest is the fact 
that relativistic effects, which give rise to longer acceleration times for particles near 
the neutral point, will tend to negate the inhomogeneous BJ_ which shortens the ac-
celeration time. Hence these arguments suggest that the non-relativistic constant 
field approximation (7.15) can provide a good predictor for relativistic inhomoge-
neous magnetic field acceleration (see Figure 7.3 and discussion below). 
It is a simple matter to verify these observations numerically for the reference 
X-point field (7.10). In order to provide a comparison, we set the X-point angle 
specified by E to be the same as the corresponding separatrix angle in the exact 
reconnection solution given by (5.34). With this specification BJ_ is not quite strong 
enough to capture the majority of particles and so, to obtain suitable test conditions, 
we adjust the level of magnetic field (by a factor of 10) independently of the electric 
field ( this is of course equivalent to taking a larger X-point angle). 
Figure 7.3 shows the computed relationship between initial position and max-
imum energy. The central straight line gives the scaling predicted by the non-
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Figure 7.3: This B.gure shows the relationship between initial position an_d maximum 
energy gain for particles released along the x axis of the X -point configuration 
(7.10). The upper solid line represents the simpler case where B.1.. remains fixed 
over a particle's entire orbit, while for the lower solid B.1.. this simplification is not 
made. The thin straight line represents the non-relativistic scaling predicted by 
(7.20) 
kick in at energies above 108·5eV, which corresponds to v/c ~ 2/3. The solid line 
above this represents a set of particle orbits for which, to maintain strict fidelity with 
the analytic scaling argument, B.1.. is fixed to its initial value on each trajectory. This 
curve precisely coincides with the relativistic prediction (7.22). The lower solid line 
in Figure 7.3 represents the real X-point solution, in which B.1.. increases according 
to the x-position of the particle. This effect clearly decreases the expected energy 
gain of relativistic particles started close to the neutral point where the initial B .1.. 
is weak: prior to capture these particles experience ever increasing B .1.. fields due to 
their motion in the x-direction. 
To obtain a spectrum, we first calculate the final energy of 1000 particles dis-
tributed uniformly (to satisfy dn/dx = constant) along half of the current sheet. 
Next we divide the obtained energy interval range into a given number of equally 
sized "bins". We then sort the particles into the bins and a spectrum is given by 
the number of particles in each energy range. 
Figure 7.4 shows the spectrum obtained from the lower plot of Figure 7.3. The 
reference line represents the prediction (7.21), and it is clear that the theoretical 
power-law scaling is quite well reproduced. A slight steepening is evident at higher 
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Figure 7.4: Spectrum obtained from the lower line of Figure 7.3, corresponding to 
the maximum energy attained by distributing 1000 particles uniformly along the 
x-axis and releasing them from rest in the X-point field (7.10). 
The high energy end point which lies well above the reference line corresponds to 
the maximum energy acquired by all uncaptured particles. 
7.3.3 Results for the reconnecting current sheet 
Since the exact reconnection solution due to Craig and Henton provides a model for 
X-point reconnection, we might expect to achieve a spectrum in accordance with 
prediction (7.21). There are however, two key assumptions in the analytic argument 
which could compromise the energy scaling. In the first place, the calculated dis-
tribution is based on particle capture: if the Lorentz force is too weak to halt the 
acceleration before the particle exits the region, then such a particle will acquire 
the maximum energy £max= qELc defined by the size Le of the computational box 
(see equation (7.13)). This situation will always apply for some interval close to 
the neutral point. In fact situations could arise where this interval covers the entire 
region and no spectrum would be achieved. 
The analytic argument also assumes that initial conditions are chosen so that 
there is immediate downward acceleration in the weak field region where B 1- > 
Bx. In fact this assumption, although unrealistic, may not be too critical since 
any particle placed near the current sheet will migrate into the weak field region 
due to the electric drift associated with the dominant reconnecting magnetic field 
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component Bx outside the current sheet (see Figure 7.2) and the constant electric 
field in the -z direction. In this case a slow inward drift phase should precede the 
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Figure 7.5: Final energy with initial position for 50 particles evenly distributed 
along the positive x axis of the Craig and Henton field of Section 3.2 and started 
from rest. The three lines represent, from top to bottom, T/ = 10-6, T/ = 10-1 and 
TJ = 10-s respectively. The solid line gives the scaling prediction (7.20). Note that 
we have only plotted the energy of the particles which are captured within our -Le 
to Le cube. 
Figure 7.5 shows the energy versus x-position diagram for the exact MHD solu-
tion. Three values of the resistivity are plotted. There is close agreement with 
the analytic non-relativistic scaling at low energies-here the individual curves 
are almost indistinguishable-but significant departures at relativistic energies are 
present. Note, however, that each curve represents a close approximation to the 
X-point model in the lower plot of Figure 7.3. The upper cut-off in each E(x) 
plot reflects the maximum energy gain (7.13) of a non-captured particle, and since 
E ,...., T/1/ 2 the maximum energy gain must also scale in this way. 
To interpret these results, first note that the low energy scaling is consistent with 
the capture condition, being invariant with rJ. That is, in the saturated solution, 
both E and BJ_ = By ( at fixed x) scale as T/1/ 2 . Thus for a given initial position, the 
energy should remain invariant with T/, at least provided that x is large enough for 
BJ_ to be effectively constant prior to capture. At high energies, the scalings must 
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Figure 7.6: Spectra corresponding to the final energy of 1000 particles distributed 
uniformly along the center of the current sheet of the Craig-Henton field. The plots 
represent three different runs with T/ = 10-6 , 10-7 and 10-a from top to bottom. In 
all cases we have used a = 3, f3 = 2 and each particle was given an initial speed 
0.lvA in a random direction. 
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In turn each energy curve has to be consistent with the form of Figure 7.3. 
Figure 7.6 shows the spectrum computed from the exact Craig-Henton solution. 
The spectrum, comprising 1000 particles released with a small random thermal 
energy of O.lvA, is strikingly similar to the X-point spectrum of Figure (7.4). Again 
there is slight steepening at around 109·5eV due to £(x) becoming less steep (see 
Figure 7.5) and a spike at the upper energy cut-off corresponding to non-captured 
particles. The low energy data point for 77 = 10-8 is much smaller than expected 
because some of the low energy particles near the x = 1 end of the sheet escape the 
region without completing the acceleration phase. 
The fact that the heuristic X-point spectrum manages to reproduce the main 
features of the steady-state reconnection solution confirms the assumption of pre-
vious studies, that X-point current sheet models can provide a useful platform for 
particle acceleration investigations. It should be remembered however, that the ad-
vantage of the exact solution used here is that the analysis is unambiguous, in the 
sense that it is uncompromised by extraneous parameterisations. 
7.3.4 Resistive scalings 
How does the maximum kinetic energy scale with resistivity? Note that the non-
dimensional electric field saturates according to E = 77112 B!t!. (Craig and Watson 
(2000b), and also Section 5.2). Thus using£ = qEzmax with Zmax = Le yields the 
limit 
£ '.:::'. 3 x 1012 77112 B!(! eV. (7.23) 
This suggests that inverse Lundquist numbers as small as 10-10 could be sufficient 
(taking Bmax = 10 corresponding to localised sheet fields of 103 gauss) to produce 
Ge V protons. Such fields are in fact capable of producing fl.are-like Ohmic decay 
rates of 1028 ergs per second (Litvinenko and Craig, 2000). 
Turning now to the acceleration time of a particle captured in the sheet, we recall 
that the acceleration length is simply the gyro-radius cp/qB1_. For non-relativistic 
motion the acceleration time is one half the gyro-period (the time to deepest electric 
field penetration from (7.17)) : 
- 7rmc -1/2 
T ace - q B 1. rv 77 . (7.24) 
Note that, although the gamma factor must be included in the case of relativistic 
motion, 
7rmcBi + E 2 
Tacc = qB1. Bi - E2 ' (7.25) 
the (formal) scaling with resistivity due to B1.(x) is not undone. However, the 
relativistic factor does alter the scaling coefficient. This result is confirmed by the 
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acceleration times plotted in Figure 7. 7 for the Craig-Henton model. The weaker 
E-field acceleration at low resistivities leads to longer acceleration times. 
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Figure 7. 7: Drift time (o) and acceleration time (*) for three sets of particle simu-
lations for 'f/ = 10-6 , 10-7 and 10-8 . The drift time is the same for all three runs 
(some slight error at small values of x is due to the error in estimating when the 
drift phase has finished), and is approximated by (7.26) which is plotted as the solid 
line. The dashed lines represent the analytic prediction (7.25). 
Of course particles initially along the center line of the sheet (x-axis) must first 
drift into the weak field region before being accelerated. An estimate of this drift 
time can be made by taking the drift distance f3ryx/Q0 (see Figure 7.2) and dividing 
by the initial drift speed vdrift ~ Q0 /(f3x) to give 
'f//32 2 
7drift ~ Q~ X (7.26) 
The predictions (7.25) and (7.26) are plotted along with the observed values for 
'f/ = 10-6 , 10-7 and 10-s in Figure 7.7. The acceleration time prediction (7.25) agrees 
reasonably well for particles started away from the neutral point, since for these the 
implicit assumption of constant B 1- is approximately valid over the acceleration 
phase of each particle. The drift time prediction (7.26) is much simpler, but clearly 
still a consistent measure over the entire sheet. 
The flux spectrum is of interest observationally. The flux of protons into the 
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acceleration region will be given by 
(7.27) 
and will be the same as the outward flux of accelerated particles. Using Vin = Vdrift ~ 
Qo/(f3x), £in = mvrn/2 and a uniform particle density nin, the flux may be written 
as 
However, we are interested in the outward flux in terms of the final energy of the 
particles. We know, from (7.15) and the expression for Vin used above, that the 
inward and outward energies are related in the following way. 
- 4Q~ 
Cout - /32rJ2 £in (7.28) 
Hence the particle flux in terms of the final energy will be 
(7.29) 
where £ is the final kinetic energy of each particle. 
It is easiest to interpret this equation non-dimensionally by taking Lz = l, 
nin = 1, Qo = 5,lij and /3 = 2. Concrete numbers are then obtained by taking 
£max= qEzmax ~ 2,./ij x 1013 eV and the reference flux ncVAL~ = 1037 s-1 to give 
( 1 6 r,,i X 10
13 ) F(£) ~ 2.5 x 1037 yri ln · v T/£ s-1 , (7.30) 
where £ is also measured in eV. From this we can see that the expected flux for 
protons above lMeV will be about 1.8 x 1034 s-1 for T/ = 10-8 , with about 7% of 
these being above lGeV. These numbers compare favourably with those mentioned 
in the introduction. 
7.3.5 Orbit properties 
The interpretations in the previous sections are reinforced by studying individual 
particle orbits. Figure 7.8 shows part of a typical particle orbit, comprising well 
defined inward drift, acceleration in the reconnection region, and capture phases. 
The particle starts from rest at (0.4, 0, 0) and initially drifts slowly in the -y direc-
tion, gyrating around the relatively strong reconnecting field Bx. When the particle 
reaches the weak field region where Bx ~ B.1., it is accelerated rapidly downwards 
by the strong E-field. This phase ends when the particle speed is sufficient for the 
Lorentz force to recapture the energised particle. In the final phase the particle 
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Figure 7.8: Orbit of particle started from rest at (0.4, 0, 0). Note the initial drift 
phase (motion in y), followed by the acceleration phase (motion in z), and concluded 
by the exit phase (motion in x). 
It should be noted that in all steady-state planar reconnection solutions, the 
electric field is constant everywhere (see equation 7.5). This begs the question, "is 
it possible to acquire significant acceleration outside the current sheet?". We have 
argued that significant acceleration is only possible if test particles can gain entry, 
if not by in situ placement then by slow drift, into the weak field exhaust of the 
reconnection mechanism. 
More specifically, test particles placed well outside the current sheet will either 
drift into the exhaust region, and get accelerated in much the same way as particles 
placed inside the sheet, or simply drift out of the domain without a significant 
energy gain. Figure 7.9 shows the projection of such orbits in the xy-plane (there 
is little motion in the z direction). As expected, the particles drift in the E x 
B direction and attain little energy outside the current sheet where the magnetic 
field is comparatively large. Only the particles which drift into the current sheet 





Figure 7.9: Trajectories of9 particles started well outside the current layer (central 
jagged region). The dashed lines depict magnetic Held lines. We find that only those 
particles which encounter the current sheet achieve significant acceleration. 
7.4 Application to solar flares 
Observations of events in the solar corona have led to the conclusion that the bulk 
of accelerated protons have energies within the range O.lMeV to lOMeV. Earth 
based detectors now and then record protons coming from the sun with energies 
in the lGeV to 5GeV range (Ryan, 2000). The particles with the highest energies 
typically come from the large gradual events which are most likely a consequence 
of magnetic field relaxation following a coronal mass ejection (CME). The CME is 
likely to generate a shock wave that contributes to particle acceleration. Significant 
observational evidence, however, suggests that at least some particles are energised 
in the current sheet formed in the wake of the CME (Klein and Trottet, 2001). 
It has previously been shown (Litvinenko and Craig, 2000) that the Craig-
Henton reconnection solution provides a physical model which seems capable of 
meeting the bulk flare energy requirements, assuming a realistic turbulent resistiv-
ity which corresponds to the inverse Lundquist number of order T/ "' 10-a. The 
analysis of the present paper demonstrates that the same current sheet may be the 
source of energetic protons in large solar flares. In particular, energies of order 
r,1121013 eV are possible using flux pile-up fields of order 300 Gauss (Figure 7.5). 
Another prediction of the model is that the direct electric field acceleration in the 
current sheet provides not only the required proton energy but also the rate of en-
ergy gain. Equation (7.25) indicates that a typical proton acceleration time-scale is 
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of order 10-2 s, assuming a transverse magnetic field in the sheet of a few Gauss or 
smaller (Litvinenko, 1996). This compares favourably with time-scales 0.01 - 0.1 s 
of rapid variation of flare gamma-radiation produced by energetic protons. 
Solar observations also indicate the existence of an energy spectrum with a 
power-law or Bessel-function shape (Miller et al., 1997). Traditional models, us-
ing relatively weak X-point fields account for such a spectrum via the magnetic 
field component perpendicular to the current sheet. Such models do not how-
ever, represent quasi-steady solutions to the MHD equations, nor do they possess 
the physical features-such as Alfvenic shear flows, magnetic sling shots and rapid 
Ohmic dissipation-expected of a plausible reconnection mechanism. It is encour-
aging therefore that the present model generates a power law spectrum which can 
be understood in terms of X-point acceleration, for which dn/d£,...., e-3/ 2 • 
In analyzing particle spectra, we have noted that predictions obtained by using a 
non-relativistic approximation and assuming constant perpendicular magnetic field 
accord reasonably well with simulations in which we make neither assumption. From 
this it is clear that the relativistic effects and inhomogeneity in B 1.. cancel each other 
out to some degree. We should also emphasise that although simple X-point models 
provide qualitatively similar results to the steady-state reconnection solution, these 
contain a number of arbitrary factors which cannot be interpreted in terms of the 
physical properties of reconnecting current sheets. For example, it is not clear how 
the field strength should be normalised, or what X-point angle should be used. We 
have shown here that detailed quantitative predictions can be made, unhindered by 
extraneous parameterisations, using an exact reconnection model. 
Since the field model considered is essentially two dimensional, we can expect 
more refined three dimensional solutions to provide richer acceleration spectra. It is 
expected, in particular, that electrons can be easily magnetised by the non-planar 
magnetic field component Bz ~ O.lBx (Litvinenko, 1996), resulting in efficient elec-
tron acceleration to energies corresponding to X-ray and gamma-emission. Hence 
the reconnecting magnetic field geometry may be responsible for the electron-to-
proton ratio as a function of energy. Another possible extension of this approach is 
through relaxing the steady-state assumption, using the available time-dependent 
generalisations of the Craig-Henton (Craig and Watson, 1999) model to investi-
gate whether the accelerated particle spectra and composition can be a signature of 
time-dependent reconnection. 
To conclude, we have studied test particle orbits in realistic reconnecting current 
sheets, described by an exact MHD solution for the magnetic fields and plasma 
flows. As an application, we considered proton orbits in two-dimensional geometries 
and demonstrated that non-thermal protons observed in solar flares can indeed be 
generated in a large-scale current sheet. 
Chapter 8 
Final summary 
8.1 Discussion and conclusions 
In this thesis we have looked at a range of magnetic reconnection models with the aim 
of understanding the current sheet mechanism thought to power a solar flare event. 
Although the corona was our focus, it should be remembered that reconnection 
also plays an important role in the Earth's geotail and man-made tokamak fusion 
devices. 
We began by reviewing some of the early magnetic energy release models. Al-
though these have various problems, their primitive nature means that they often 
utilise fundamental ideas. The Sweet-Parker model in particular, uses an order of 
magnitude analysis which captures the bulk features of any general merging model. 
For example, we saw in Section 5.2 that when saturation of the current layer is taken 
into account, the crude Sweet-Parker energy release rate scaling emerges from a far 
more sophisticated model. 
Chapter 3 reviewed a family of exact two and three dimensional reconnection 
solutions. We started off deriving the 2-D reconnection solution of Craig and Henton 
(1995), which incorporates the earlier annihilation solution of Sonnerup and Priest 
(1975) in the limit of purely anti-parallel magnetic field. We then introduced the 
3-D reconnection solutions of (Craig and Henton (1995); Craig, Fabling, Henton and 
Richard (1995); Craig and Fabling (1996)). These are formed from a superposition, 
in which a background potential field and a disturbance field are combined linearly 
to obtain the magnetic and velocity field solutions. This principle of superposition 
proved to be useful in the analytic work of Chapter 6, as well as in the numerical 
simulations of Chapters 4 and 5. Kinematic considerations (Lau and Finn, 1990), 
suggest that 3-D reconnection in general occurs with "spine" and "fan" structure, 
and these do indeed exist in the analytic solutions as expected. 
Having introduced two and three dimensional steady-state analytic reconnection 
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solutions in Chapter 3, we went on in Chapter 4 to test these numerically using 
detailed merging simulations. We found that the Dawson function profile of the 2-D 
steady-state solution forms dynamically from general initial conditions. The analytic 
solution also predicts certain scalings with respect to the small resistive parameter 
TJ. By performing a sequence of runs at varying levels of resistivity we were able 
to verify that the scaling properties of 2-D analytic current sheets are reproduced 
from general initial conditions by the time-dependent code. Since we know from 
Section 3.3.6 that the 2-D solution extends naturally to include three dimensions 
and time-dependence, the 2-D simulations show that even the least refined model 
predicts current sheets whose forms manifest naturally in dynamic simulations. Note 
also that the analytic current sheets are infinitely long. What the 2-D simulations 
confirm is that the infinite extent of the analytic current sheet is not a fundamental 
requirement, since the finite length numerical sheets behave physically as predicted 
by the analytic model. 
Three dimensional simulations were performed in Section 4.2. The main set-back 
with any 3-D numerical calculation is the excessive storage requirement. One way 
we tried to overcome this difficulty was to use finite differences with a high order 
of accuracy, so that less data points are required to resolve a given solution. The 
3-D simulations show that spine and fan current structures, predicted analytically 
from the eigenstructure of the field at the neutral point, manifest time dependently 
from general initial conditions. Also ribbon current structures can be generated 
which correspond to separator currents predicted kinematically. As with the 2-D 
simulations, we also checked the scaling properties of the current layer. The scalings 
agree well with the analytic predictions of Chapter 3. The only puzzle is the need 
to keep viscosity fixed while resistivity is varied in the case of spine scalings. 
Chapter 5 dealt with five different aspects of two dimensional merging not cov-
ered by the 2-D work of Sections 3.2 and 4.1. Section 5.1 represents a comparison of 
numerical reconnection solutions both with and without sheared flow profiles. The 
results of Section 3.2 and 4.1 tell us that the scalings of the current sheet do not 
depend on the degree of shear determined by (3. However, the individual solution 
properties will depend on (3. We found that the tendency for flux pile-up is reduced 
in the sheared case and correspondingly the current density is less intense. As Figure 
5.1 shows, however, the exhaust region of the sheared configuration is much larger, 
which allows material to be more readily evacuated from the reconnection zone. 
Also, since the flux pile-up effect is reduced, we would expect sheared solutions to 
saturate for smaller values of T/· 
The idea of pressure saturation within the current layer was discussed in Section 
5.2. We showed that the total pressure within the current sheet cannot exceed 
some maximum value determined by external conditions. Numerically this limit is 
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reflected in the magnitude of the hydromagnetic pressure on the inflow boundary. 
This implies that the peak magnetic field will tend to increase with reduction in 
resistivity until it reaches a saturated level, after which it remains constant if T/ 
is further reduced. We then showed that the Ohmic dissipation rate goes from 
a "fast" scaling in the pre-saturation regime, to a "slow" scaling post saturation. 
The dissipation rate results also showed that although the size of the disturbance 
amplitude determines at what value of T/ a given solution will saturate, consecutive 
W11 maxima conform to the slow r,112 Sweet-Parker rate. One of the important 
analytic findings, however, was that in general we will have an amplification factor 
B!ax as part of the dissipation rate, giving rise to 100 times more dissipation than 
the corresponding Sweet-Parker solution if the pile-up field saturates at 1000G. More 
importantly, if we assume some pressure equalisation of the inflow and outflow (as 
Sweet-Parker does) the scalings are modified from the values given in Section 3.2.2 
to yield a thinner current whose width scales as r,213 • Not only does equalisation give 
rise to an even greater amplification factor, but the fact that the sheet is thinner 
means that anomalous effects (which are expected to greatly enhance. dissipation) 
set in at a higher values of r,. 
In Section 5.3 we investigated the effects of finite compressibility on the form of 
the 2-D solutions considered so far. Due to the presence of various wave phenomena, 
we were forced to employ a flux corrected transport algorithm as part of the numeri-
cal code. We found that the basic form of the solutions was unchanged and that the 
incompressible results were recovered as the plasma beta became large. In order to 
investigate the dynamic ramifications of finite compressibility, we did a sequence of 
runs with varying levels of compressibility. In each run we traced several diagnostic 
quantities from the initial condition to well after the central current sheet had dis-
sipated. We found that there are essentially three regimes for values of /3p· When 
/3p » l the solution behaves almost incompressibly, localising in around 1 Alfven 
time similar to the solutions in Section 4.1. When /3p ::: 1 the sound speed and 
Alfven speed are comparable. In this case diagnostic quantities may be increased 
or decreased, depending on whether a sound wave is reinforcing or canceling the 
magnetic localisation. As /3p is reduced below 1 the plasma behaves very much as 
though it is arbitrarily compressible, since the average sound speed is now slower 
than the localisation speed. The key result of all these runs, however, is that the 
Ohmic dissipation rate (as integrated over the entire region) is approximately the 
same for all values of /3p· This suggests that the incompressible dissipation rate 
results are equally valid in the case of compressible reconnection. 
In Section 5.4 we discussed field line osculation within a 2-D current layer, mod-
ifying the analysis of Priest and Cowley (1975) to include time dependence. This 
showed that even when the level of viscosity is set to zero, osculation will be avoided 
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due to the time dependent terms in the expansion. As numerical evidence we per-
formed several runs at varying levels of viscosity and at a range of resolutions. These 
confirmed that the term required to vanish for osculation in fact converges to a well 
defined value even when viscosity is absent, this term being balanced by the time 
dependent terms. We conclude that in general osculation is a strictly steady-state 
effect. 
The final section of Chapter 5 focuses on the tearing mode instability. This 
section concentrates mainly on finding numerical evidence of tearing. As such we 
performed an independent check of one of Biskamp's (1994) runs in which he ap-
pears to see the fragmentation of a current sheet. Our results compared very well to 
Biskamp's at early times. However at later times we did not see the same fragmen-
tation. This discrepancy could be due to the fact that Biskamp uses a more diffusive 
"hyper resistivity" instead of the ordinary resistivity we employ. Closer inspection 
of the current sheet in question, however, revealed that it is generated by a sliver 
of reverse flux being squashed between two cells of like flux. We concluded that 
this configuration does not represent the classical idea of a tearing instability which 
develops between layers of anti-parallel magnetic field. We then went on to search 
for sheet fragmentation in the context of head-on reconnection. These results were 
negative and so we turned our attention to sheared geometries. Here we found a pair 
of magnetic islands forming within current sheets that have nearly dissipated. The 
islands only formed for sufficiently low values of T/, consistent with the tearing mode 
requirement of a thin current sheet. We conclude, however, that since the islands 
form when the sheet has almost dissipated, we are unclear if the tearing instability 
is the cause. 
In Chapter 6 we extended the analytic forms of the background and disturbance 
fields to incorporate multiple nulls. The prime motivation was to obtain solutions 
which include multiple length scales, so that more current structures may form on 
null-null lines. Working with a spine-type disturbance, we found that in general the 
cylindrical background field may contain an arbitrary number of rings of nulls. We 
then investigated the properties of a configuration with a single null at the origin, 
surrounded by a ring of three satellite nulls. We found that, despite the presence of 
current sheets along null-null lines, the spine scaling of the central null dominates 
the solution and as such has little dissipatory advantage over the single null models 
of Chapter 3. We then went on to examine solutions which involve multiple rings 
of satellite nulls. These do show current structures confined between two neutral 
points. Looking at a specific example, we showed that, by altering one of the free 
parameters, a variety of field structures can be generated, while keeping the overall 
length scale fixed using the second free parameter. We found that the central null 
exhibits aspects of spine, fan and separator reconnection as this free parameter is 
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varied. We conclude that the multiple null analysis provides an analytic prescription 
for the three basic types of reconnection and that the presence of multiple nulls does 
allow current sheets of finite length to form (though they are still infinite in the 
ignorable direction). 
In Chapter 7 we investigated particle orbits in X-type magnetic fields, repre-
senting a departure from the MHD focus of the other chapters. The aim was to 
calculate the energy spectrum of protons, assuming a magnetic configuration cor-
responding to the Craig-Henton solution of Chapter 3. We began by investigating 
the properties of orbits arising from the classic X-point field. These types of fields 
have been studied in the past, but obtaining consistent energy figures is difficult 
since such fields are not physically realisable so that there is no clear way to set 
the field strength or X-point angle. The aim of our X-point calculations was to 
enable qualitative comparisons with Craig-Henton results while at the same time 
providing a suitable test for the code. We ran our code keeping the magnetic field 
fixed over the entire orbit. These results agreed exactly with the relativistic analytic 
prediction and showed that the energy gain of particles becomes unbounded when 
the level of magnetic field drops below that of the electric field. When the magnetic 
field was allowed to vary with position in the natural way, the results far away from 
the neutral point remained unchanged, while particles started close to the neutral 
point were captured much sooner due to them experiencing increasing fields over 
the orbit. The X-point spectrum showed good agreement with the non-relativistic 
prediction which assumes fixed magnetic field over each orbit. We conclude that 
this agreement is due to the relativistic effects being canceled out to some extent 
by the field inhomogeneities. 
We then turned our attention to proton acceleration in the exact Craig-Henton 
field solution. To make this solution physically consistent we incorporated the ideas 
of saturation and equalisation introduced in Section 5.2. The energy gain results 
showed good qualitative agreement with the X-point results, despite each parti-
cle having to initially drift into the weak field region where efficient acceleration 
can occur. The spectrum too showed the same qualitative behaviour. We obtained 
results for the Craig-Henton configuration for three values of the "effective" resistiv-
ity (TJeff = 10-6 , 10-7 and 10-8 ) which we assume will give current sheet properties 
which mimic those obtained from non-collisional considerations. These showed that 
the upper energy cut-off decreases as 1Jeff is reduced while 1Jeff has no .effect on the 
lower energy spread. Using these results we went on to predict the proton energy 
flux. We calculated that for 1Jeff = 10-8 a flux of 1.8 x 1034 s-1 for protons above 
lMeV could be expected, with 7% of these being above lGeV. These values agree 
favourably with observational data as mentioned in Chapter 1. We conclude that 
the electric field associated with reconnecting current sheets can provide proton en-
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ergies consistent with observations. The fact that recent studies (Klein and Trottet, 
2001) have confirmed that at least some particles are accelerated in coronal current 
sheets, as opposed to the shock wave associated with magnetic collapse, adds weight 
to our approach. 
8.2 Suggestions for further work 
The work in this thesis lends itself to extension in several places. Firstly, the ef-
fects of viscosity on the numerical 3-D spine solution of Chapter 4 requires further 
investigation. At this point it is not clear why the scaling results should be very dif-
ferent when we scale viscosity with resistivity, compared to holding viscosity fixed. 
Certainly all other two and three dimensional scalings work equally well in both 
regimes. 
A second possibility for further work is to try to introduce the idea of anomalous 
resistivity into the reconnection models. This could take the form of a definition 
for the resistivity in terms of local current intensity. The analysis will of course 
become more difficult, but it should be relatively straight forward to include varying 
resistivity in a numerical code. This would provide a first step to understanding the 
transition from collisional to anomalous dissipation rates. 
The compressible results of Section 5.3 are encouraging. They show that merging 
is qualitatively similar irrespective of the plasma beta. What Figure 5.17 shows, 
however, is that there are still some numerical difficulties to overcome. As such 
further work could include extensions to the code to improve it's accuracy. Since the 
configurations considered are "head-on", the code may be set up to take advantage 
of the symmetry so that higher resolutions can be more easily achieved. It would 
also be useful to have a self-consistent initial density profile that incorporates the 
level of compressibility in some way. 
The final area for further work is the particle study of Chapter 7. The idea of 
using exact reconnection solution as the basis for acceleration experiments is still in 
its infancy. Future studies should include a constant magnetic field component per-
pendicular to the flow. It is predicted that electrons in particular can be efficiently 
accelerated by the inclusion of such a perpendicular field component. Of course our 
prescription can easily incorporate the fully three dimensional analytic solutions of 
Chapter 3 and these are expected to provide much richer particle dynamics. 
Appendix A 
Stability analysis for the 3-D code 
Here we investigate the time-step condition for the Russian scheme using fourth-
order differencing. The Russian scheme, which we employ in the 2-D, 3-D and 
2-D compressible finite difference codes, is very similar to Lax-Wendroff, except 
that it uses "spread-out" differences as opposed to LW's compact differences. This 
adds some extra diffusion to the solution, making it more robust in situations where 
numerical artifacts may arise, while still retaining the same order of spatial accuracy. 
However, LW is second order accurate in time, while the Russian scheme is only first 
order in time. The scheme can be written to solve the advection equation 
Ut = CUx 





u1J + cµ<5j(un) 
u1J + cµ<5j(un+h) (A.l) 
Here <5i(u) is the difference operator of the desired accuracy (for example <Si = 
(ui+ 1 - ui_ 1)/2 for a standard second order central difference), andµ= !:l.t/1:l.x. 
Advection equation stability 
We now derive the time-step requirement for the advection component of our solu-
tion assuming fourth-order differences are used. Firstly we analyse the 1-D case in 
detail, before extending this to three dimensions. 
1-D Advection 
Rewriting (A.1) with fourth-order derivatives we have 
Un+h = Un + cµ (u~ 2 - 8un 1 + 8U~+l - U~+2) 
1 1 12 J- J- 1 1 
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u1?-+1 u1!- + cµ (u7!-+i. - Bu7!-+i. + 8u7!-+i. - u7!-+h) 
J J 12 J-2 J-1 J+l J+2 
n + cµ ( n 8 n 8 n n ) uj 12 uj-2 - uj-1 + uHl - uH2 
+ ( ~~ r ( u1J_4 - l6u7J_3 + 64u1J-2 + 16uj-1 
- 13ou; + l6u1J+1 + 64u1J+2 - 16u.i+3 + u;+4) 
Following a von Neumann stability analysis for a periodic domain we now set 
from which we find 
~ = 1 + cµ ( e-2ktlx _ Be-ktlx + Bektlx _ e2kfl.x) 12 
+ (~~) 2 (e-2ktlx _ Be-ktlx + Bektlx _ e2ktlx)2 
Taking()= k.D.x, we have 
(A.2) 
~ 1 + ~~ ( - 2i sin(20) + 16i sin(O)) - ( ~~ r ( -2 sin(20) + 16 sin(O) r 
1 + c; i sin(O) ( 4 - cos(O)) - (c; r sin2 (0) ( 4 - cos(O) r (A.3) 
We can now find the magnitude of~ as follows. 
e ~~ 
[1- (c;r sin2(0)(4- cos(0))2r + [ (c;) sin(0)(4- cos(O))r 
1 + (c;r sin2 (0)(4 - cos(0))2 ( (c;r sin2 (0)(4 - cos(0))2 - 1) 
Since (A.2) represents the time evolution of a single Fourier mode, we require e ::; 1 
for stability. Hence we must have 
(c;r sin2 (0)(4 - cos(0)) 2 ::; 1' 
which implies 
9 cµ2 < --------,,-------
- max(sin2 (0)(4 - cos(0))2) 
Hence for stability we require 
D.x 
D.t < 0.72-. 
C 
12 
3 + 8v'6. 
(A.4) 
D.x 
This is a slightly stricter requirement than the standard result D.t < (CFL 
C 
condition) when second order differences are used. 
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3-D Advection 
Here we extend the stability analysis of the previous section for the Russian {A.1) 
scheme using fourth-order differences in three dimensions to solve 
Ut = aux + buy + CUz . 
The basic expansion will be similar, except that we now have terms with mixed 
derivatives. Setting µ = D.t/ D.x and assuming D.x = D.y = D.z, we have 
u0f = u0k + aµ8xu0k + bµ8yu0k + bµ8zu0k 
2 2.r n + b2 2.r n + 2 2.r n + a µ UxxUijk µ UyyUijk C µ UzzUijk 
+ 2abµ 28xyUijk + 2acµ 28xzUijk + 2bcµ28yzUijk . 
If we now take 01 = iD.x, 02 = j D.x and 03 = kD.x, and 
A a; sin{01){4 - cos(01)) 
B b: sin{02){4 - cos(02)) 
C c: sin{03){4 - cos(03)) , 
equation (A.3) from the 1-D analysis becomes 
( 1 +(A+ B + C)i -A2 - B 2 - C2 - 2AB - 2AC - 2BC 
1 +(A+ B + C)i - (A+ B + C) 2 • 
Hence we have 
e ,! 
[1- (A+ B + C)2] 2 +[A+ B + C] 2 
1 + 2(A + B + C) 2 [(A+ B + C) 2 - 1] 
Hence for (2 < 1 we require 
(A+ B + C)2 < 1 . 
Since I sin(0)(4 - cos(O))I ~ (6v'6 + 9/4)112 , this gives 
( 412 )
2 
~µ (a+b+c) 2 < 1. 
So for stability we must have 
D.x 
D.t < o. 12
1 
b I . 
a+ +c 
Since 
l(a, b, c) · (1, 1, 1)1 ~ l(a, b, c)ll(l, 1, 1)1 = v'a2 + b2 + c2v'3, 
from the Cauchy-Schwartz inequality, we can write the stability condition as 
D.x 
D.t < 0.72 (A.5) 
y'3(a2 + b2 + c2) 
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Stability of diffusion equation using fourth-order 
differencing 
When solving the MHD equations numerically, both advection and diffusion time 
scales need to be considered. Having established the time-step criterion for stability 
of the advective component in the previous section, we now turn our attention to 
the diffusion time-scale. 
1-D Diffusion 
As for the advective case, we will calculate the time-step criterion for the 1-D prob-
lem first, before attempting the fully 3-D case. Substituting fourth-order differences 
into 
Ut = 'f/Uxx 
we have 
n+l n rJf:l.t ( n n 64 n 6 n uj ui + 144!:l.x2 ui_4 - 16uj_3 + uj_2 + 1 uj-l · 
- l30uJ + l6uJ+i + 64uJ+2 - l6uJ+3 + uJ+4) . 
Note that we use the "non-compact" second derivative. As we stated in Section 4.2, 
we find this is required to conserve V · B = V · v = 0. 
Substituting 
into the numerical scheme gives us the following formula for ~. 
~ = 1 + TJ!:l.t (e-2k~x _ Be-k~x + Bek~x _ e2k~x)2 
144!:l.x2 
Taking O = ktl.x, we have 
~ 1 + 14:~tx2 [ - 2isin(20) + 16isin(O)r 
rJ!:l.t [ ] 2 1 - gf:l.x2 sin(0)(4 - cos(O)) 
Hence for l~I < 1 we require 
9~:2 sin
2(0)(4 - cos(0))2 < 2, 
so that the time-step criterion becomes 
A 18f:l.x2 
ut < ----------




The above requirement is more favourable than the standard result f:l.t < 0.5--
'f/ 
in the case of second order differencing. This is a consequence of the spread-out 
differences used here. 
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3-D Diffusion 
Let us now extend the above analysis to solve the three dimensional diffusion equa-
tion 
Ut = TJUxx + T/Uyy + TJUzz · 
Unlike the CFL analysis of the previous section, the absence of mixed derivatives 
greatly simplifies the situation. Clearly in this case expression (A.6) becomes 
Tj.6.t ( . 2 
~ = 1 - g,6.x2 [sm(81)(4 - cos({h))] 
+ [sin(82)(4 - cos(82))]2 + [sin(83 )(4 - cos(83))]2) , 
[sin(8)(4 - cos(8))]2 ~ 6v'6 + 9/4, 
the requirement for l~I < 1 is 
TJ.6.t (1sv'6 27) 2 
9.6.x2 + 4 < · 
Hence the 3-D diffusion time-step limit is given by 
.6.x2 
.6.t < l.063ry . (A.8) 
Appendix B 
Compressible MHD equations in 
conservative form 
In order to find numerical solutions to the MHD equations we need to be able to write 
them in conservative form. We derive the conservative forms here for completeness, 
as these have been used in numerical simulations throughout this thesis. 
The equations we solve are: 
Bp - + v7. (pv) at 
p [ ~: + (v · V)v l + Vp - J x B 
BB 
- -V x (v x B) at 
0 





Note that here the viscous term has an extra component !vV(V · v) due to com-
pressibility, which comes from the stress tensor of the fluid (see for example Shercliff 
{1965, §2.8)). 
We will take 
v=(u,v,w) , B = (X,Y,Z). 
The first equation (B.l) can clearly be written as 
(B.4) 
The first component of equation (B.2) implies 
Here r0 represents the first component of the right hand side vector of the conser-
vative system, while r 1 to r6 will be the remaining components. Adding to this u 
times equation (B.4) as well as subtracting XV· B (= 0) gives 
PtU + PUt + PxU2 + 2puux + Py UV+ puvy + puyv + PzUW + pUWz + PUzW 
+Px + YYx - YXy - XXx - XYy + ZZx - ZXz - XXz r1, 
137 
which can be written as 
Bt(pu) + Bx(pu2 + Y2/2 + Z2 /2 - X 2 /2 + p) 
+8y(puv - XY) + Bz(puw - X Z) = r 1 . (B.5) 
By symmetry ( under the transformation x ~ y ~ z ~ x etc.) the second and third 
components must be 
Bt(pv) + 8y(pv2 + X2 /2 + Z2 /2 - Y2 /2 + p) 
+Bx (puv - XY) + Bz (pvw - Y Z) 
Bt(pw) + Bz(pw2 + X2 /2 + Y2 /2 - Z2 /2 + p) 
+Bx(puw - X Z) + 8y(pvw - Y Z) 
The components of equation (B.3) are 
Bt(X) + By(vX - uY) + 8z(wX - uZ) 
Bt(Y) + Bx(uY - vX) + Bz(wY - vZ) 
Bt(Y) + Bx(uY - vX) + By(vZ - wY) 
We can write these in the following conservative form: 
av BF 8G 8H_R 





U= pw F= 





























and the right hand side vector R = (r0 , r 1 , r 2 , r3 , r4 , r5 , r 6 ) is given by 
0 
v(v'2u + !Bx(Ux +Vy+ Wz)) 
v(v'2v + iay(Ux +Vy+ Wz)) 
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