In this paper, the performances of a space-alternating generalized expectationmaximization (SAGE) algorithm and a MUltiple Signal Identification Classification (MUSIC) technique are compared when they are used to estimate the parameters of multipath components in a propagation channel from measurement data acquired by stepping a horn antenna in directions. The impacts of the horn antenna's half-power beamwidth (HPBW) and the stepping strategy on root mean squared estimation error and the intrinsic resolution of the estimators are investigated through simulations. The results demonstrate that the performances of both methods rely on the settings of the direction-scan strategy and the antenna HPBW. In general, the MUSIC algorithm, which owns a superior resolution, is less sensitive to the scan configuration and more suitable for scenarios of high signal-to-noise power ratio compared with the SAGE algorithm. Measurement data collected at 13-17 GHz is processed by using both algorithms. The results show that the MUSIC technique can be used to provide similar results with those of the SAGE algorithm at a time consumption significantly reduced.
I. INTRODUCTION
Recently, wideband channel measurements in higher frequency bands (HFBs) beyond 6 GHz have been widely conducted by rotating pyramidal horn antennas in angular domains [1] - [11] . To extract channel characteristics in directions (i.e. directions of departure and of arrival) and delay jointly, measured channel impulse responses (CIRs) are processed using three approaches: 1) constructing channel angle-delay spread function by concatenating the CIRs obtained from multiple directions [9] , [12] - [14] ; 2) estimating channel angle-delay power spectrum by using correlogram-based methods, such as Bartlett beamformer [15] , and 3) extracting multipath components (MPCs) using parametric-model-based high-resolution parameter estimation (HRPE) algorithms, e.g. the Space-Alternating Generalized Expectation-maximization (SAGE) algorithm [6] , [11] , [16] - [18] . The first two methods have the drawback that the system responses including the radiation pattern of the underlying antenna are embedded in the observed channel characteristics. Thus, the models established are specific with respect to the antenna and the direction-scan strategy adopted during measurements. The third method has the merit that the MPCs' parameters can be estimated with the system responses de-embedded, and thus, the model established is independent of the measurement system configurations, i.e. the antenna's beamwidth and the directionscan actions adopted. However, as far as we are concerned, the performance of the SAGE algorithm, represented in terms of e.g. root mean squared estimation errors (RMSEEs), resolution capability achievable for separating MPCs in parameter spaces, has not been investigated thoroughly when the algorithm is applied to processing measurement data via direction-scan sounding.
Besides the SAGE algorithm, the MUSIC technique [19] can also be used to estimate MPCs' parameters with high resolutions at low complexity. In the MUSIC, multiple components are estimated simultaneously by finding local maxima of a so-called pseudo-spectrum calculated as the inverse of the Euclidean distance (squared) from a signal array manifold, also called steering vector to a measured noise space. In the case where an MPC is characterized by multi-dimensional parameters, the MUSIC algorithm can be used to estimate the parameters dimension-wise. The rankefficiency of a covariance matrix of array signals in one dimension is guaranteed by considering channel observations in other dimensions as random realizations. In the case of estimating angular parameters from direction-scan channel observations, the vectors spanning a signal subspace are different from those obtained with physical antenna arrays. It is unclear how the antenna-stepping strategy and the Half-Power Beam-Width (HPBW) of the antenna influence the orthogonality between signal and noise subspaces. So far, no literature has addressed this issue, neither the performance of the MUSIC algorithm applied to processing directionscan sounding data is investigated. For its low complexity compared to the SAGE, the MUSIC algorithm is a promising candidate applicable in parameter estimation for HFB channel characterization through extensive measurements. Thus, it is of necessity to understand the influence of antennastepping strategy and the properties of the underlying antenna on the performance of the MUSIC technique.
In this paper, we consider the HPBW of a horn antenna and the total number of steps used to rotate a horn antenna from 0 • to 360 • in a plane as two parameters specifying a direction-scan strategy. Simulation studies are carried out to evaluate the performances of both the SAGE and MUSIC algorithms, particularly the resolution capability in separating MPCs closely-spaced and the RMSEE behavior with respect to the antenna HPBW and the number of steps. We choose simulations instead of theoretical analysis as the analytical representation of a directional antenna radiation pattern with respect to its HPBW is unavailable so far. In the simulations, the radiation pattern of a pyramidal horn antenna with different physical sizes is numerically generated based on a well-established theory described in [20] . These simulation results provide empirical references for selecting direction-scan strategies in order for both SAGE and MUSIC algorithms to perform properly. In this paper, experimental results are also reported when both algorithms are applied to processing channel measurement data collected at 13-17 GHz in a classroom using a direction-scan sounding approach.
The remainder of this paper is organized as follows. In Section II, the model is introduced for the received signals when direction-scan is considered. In Section III, the MUSIC and the specular-path-SAGE algorithm are described. Section IV introduces the simulation results for the performance comparison between the MUSIC and the SAGE algorithms. In Section V, a measurement campaign is introduced, and the performances of both algorithms applied to processing the measurement data are described. Finally, conclusive remarks are addressed in Section VI. Fig. 1 illustrates a diagram of a direction-scan measurement where both the transmitter (Tx) and the receiver (Rx) are equipped with a single horn antenna respectively. We use B Tx and B Rx to denote the HPBW of the Tx horn and of the Rx horn antennas respectively. Each horn antenna is mechanically rotated with its axis pointing to specific directions. A total of N Tx and of N Rx steps are required to rotate the Tx and Rx horn antennas respectively in order to cover the directions of interest for the measurements. Due to significant time consumption in rotating antennas mechanically, the measurements can only be conducted in time-invariant propagation scenarios. For simplicity, we assume that the channel is time-invariant, i.e. all MPCs have zero Doppler frequencies in our study. The operation that channels between all possible pairs of a Tx and an Rx antenna orientations are measured once is called a cycle. A specific direction-scan strategy can be denoted with a setting vector
II. SIGNAL MODEL
The baseband representation h n Tx ,n Rx (τ ) of the CIR calculated from the output of the Rx horn antenna at the (n Rx ) th step when the Tx horn antenna rotated at the (n Tx ) th step transmits, can be written as
where y n Tx ,n Rx (t) is the baseband representation of the received signal, u(t) denotes the transmitted signal, (·) * refers to the complex conjugate operation, T c is the measurement duration of an individual channel with the attitudes of both Tx and Rx antennas fixed, R u (τ ) = E[u(t)u * (t − τ )] denotes the auto-correlation function of the transmitted signal with baseband representation denoted with u(t), τ , Tx, , Rx, and α represent respectively the delay, direction of departure (DoD), direction of arrival (DoA) and the complex attenuation coefficient of the th propagation path, L is the total number of paths, where a can be replaced with ''Tx'' and ''Rx'', and (·) T represents the transpose operation. We use to denote all the parameters characterizing the components in the propagation channel:
where ψ contains the parameters that are applicable to reconstructing the geometrical constellation of the th path.
For notational convenience, we use a matrix H(τ ) to represent all the CIRs obtained in one measurement, i.e.
and moreover, all the entries of H(τ ) can be concatenated in a column vector h(τ ) ∈ C N Tx N Rx ×1 . Note that the direction-scan setting parameters can be simplified according to the exact direction-scan strategy in measurements. For example, in the case where the Tx antenna is fixed and only the Rx horn antenna is rotated, is reduced to [B Rx , N Rx ]. In such cases, the signal models in (1) to (3) need to be modified accordingly.
III. PARAMETER ESTIMATION A. A SPECULAR-PATH-MODEL-BASED SAGE ALGORITHM
Based on the signal model (1), the maximum likelihood (ML) estimation can be applied to obtain the estimate of the unknown parameters of the signal model (1) given the observations of h(τ ) [22] . However, the huge computational complexity involved in the multi-dimensional (7L-dimensional in the case considered here) optimization prohibits the implementation of the ML estimation in reality. As an alternative, the SAGE principle can be implemented which generates an approximate of the ML estimate by updating the subsets of parameters iteratively [23] , [24] . In each iteration of the SAGE algorithm, only a subset of the components are updated while keeping the estimates of the other components fixed. Admissible hidden data are associated with each of the parameter subsets. Here, data are called ''admissible'' for a given subset of parameters if they are complete for this subset under the hypothesis that the components of belonging to the complement of this subset are known. The SAGE algorithm can be viewed as a grouped coordinate ascent method. Faster convergence for a low complexity is the advantage of the SAGE algorithm compared to e.g. the Expectation-Maximization algorithm.
For the case considered here, H(τ ) is the incomplete data and the admissible hidden data, represented with X(τ ), is defined to be the contribution of individual propagation paths to the CIR, i.e. X(τ ) = H (τ ) ∈ C N Rx ×N Tx with the (n Rx , n Tx )th entry of H (τ ) written as
In the ith iteration of the SAGE algorithm, the estimateψ [i] can be calculated aŝ
whereˆ [i−1] represents the estimate of obtained in the (i − 1)th iteration, and (ψ ) is an objective function:
where a normalization factor G( Rx, , Tx, ) is calculated as
are referred to as respectively the Tx and the Rx steering vectors, and · denotes the norm of the given vector. In (6), the function R(ψ ; x (τ )) is defined to be
The complex attenuation coefficient α can be estimated aŝ
The SAGE algorithm has been elaborated in many literature. The reader is referred to [24] for the theoretical framework underlying the derivation of the SAGE algorithm and the description of the iterative procedure in real applications.
B. THE MUSIC ALGORITHM
The MUSIC algorithm calculates the inverse of the Euclidean distance (squared) for a signal steering vector, also called a ''mode'' vector in [19] , to a subspace spanned by noise components. This algorithm was originally used to estimate the directions of arrival of multiple signals [25] , [26] . Theoretically, the MUSIC algorithm is applicable to the estimation of the MPCs' parameters in multiple dimensions, such as delay and direction. In such cases, the continuum formed by a steering vector can be visualized as a sheet, instead of a curve, winding through the signal space. However, the complexity involved in calculating a multi-dimensional spectrum VOLUME 4, 2016 prohibits the real applications, and as an alternative, methods of using the MUSIC algorithm to estimate parameters dimension-wise have been proposed [27] , [28] . In the case considered here, we may use the MUSIC algorithm to estimate the DoAs and DoDs of MPCs based on the narrowband signals obtained via direction-scan measurements. Then the delays of the MPCs can be further calculated by applying e.g. the spatial-filtering technique [27] , [28] to the signals obtained at the specific DoA and DoD estimates. When the MUSIC algorithm is used to estimate the DoDs and DoAs of MPCs jointly, the steering vector involving multiple parameters can be formulated as
where ⊗ denotes the Kronecker product. In this case, the pseudo spectrum
is calculated, and the estimates of the DoDs and DoAs of MPCs are obtained by finding multiple local maxima of p M ( Tx , Rx ). In (11), (·) H denotes the Hermitian operation, and e n is a noise eigenvector obtained via the eigenvalue decomposition of the covariance matrix
. Empirically, an estimate h of h calculated using multiple snapshots of h as
is considered, where h j is the jth realization of h. It is worth mentioning that in the case of direction-scan measurements, due to the significant time consumed when rotating the horn antenna, it is impractical to repeat measurements many times. In such a case, we may utilize the wideband property of the sounding signals and consider h observed at different frequencies to be individual snapshot h j . It can be shown that provided the MPCs have different delays, the contributions of any two MPCs in multiple frequencies would be orthogonal, i.e. the inner product of the responses of two MPCs equals zero. In cases where a high delay resolution is achieved using wideband sounding signals, the probability for any two MPCs having identical delays is significantly reduced, which allows implementing the MUSIC algorithm with only a single snapshot of wideband channel measurement practically.
C. AN ISSUE TO BE INVESTIGATED
Conventionally, a physical multi-antenna array or a virtual array with a real antenna positioned along predefined grids [29] , [30] are used in multiple-input multipleoutput (MIMO) channel measurements [24] . In such cases, the array response involves both the phase variation due to the array aperture and the radiation patterns of individual array elements. However, in the direction-scan scenarios where an antenna is rotated with the feeding port fixed, the array response does not include the phase variation due to the differences of antenna locations. Furthermore, the antenna used in direction-scan measurements usually has a directional radiation pattern with dozens of degrees for HPBW [31] . This leads to an effect that a path can only be visible in the measurements within a certain direction range. Thus, the steering vectors c Tx ( Tx ) in the transmitter side and c Rx ( Rx ) in the receiver side may exhibit a significant imbalance of magnitude among the vector's entries. Similarly, the entries in the joint steering vector s( Tx , Rx ) defined in (11) also exhibit magnitudes varying dramatically. As far as we are concerned, the impact of these new properties of the steering vectors observed in direction-scan scenarios on the performance of parameter estimation algorithms is unknown. It is important to investigate the performance of both the SAGE and the MUSIC algorithms in those scenarios, especially when a specific direction-scan setting is applied.
Unfortunately, in direction-scan scenarios where a horn antenna is utilized, the radiation pattern of a horn antenna cannot be written in analytical expressions of the HPBW, neither can the steering vectors c Tx ( ) and c Rx ( ). Due to this reason, a theoretical analysis of the performances of the algorithms cannot be carried out. Alternatively, simulation studies are conducted in the following to investigate numerically the performance of parameter estimation using the SAGE and the MUSIC algorithms.
IV. SIMULATION EVALUATION
We consider a simple scenario to analyze the impact of applying different rotating strategy for direction-scan on the performances of the SAGE and the MUSIC algorithms. In this scenario, the Tx is equipped with an omni-directional antenna, and the Rx with a horn antenna which is rotated in azimuth in a total of N steps from 0 • to 360 • . The environment is stationary, and a narrowband case is assumed where multipath components are incident with different DoAs. Furthermore, we set the co-elevations of the true paths equal to 0 • , i.e. waves arriving in the horizontal plane. The SAGE and the MUSIC algorithms are applied to estimating merely the AoAs and complex amplitudes of the paths.
In the simulation, the Rx horn antenna's radiation pattern is generated by considering a pyramidal horn antenna with a square waveguide aperture characterized by parameters (a, b, ρ). Fig. 2(a) illustrates the definitions of these parameters. The radiation pattern of such an antenna can be calculated numerically from [20, eq. (13-46)-(13-48c)]. Fig. 2 (b) and 2 depict respectively the examples of the magnitude and phase of the radiation pattern in the H-plane for ρ = 6λ, b = 8.6λ, a = 0.5λ with λ being the wavelength. The directivity of this horn antenna is calculated to be 9.53 dB, and the HPBW B Rx in the H-Plane equals 20 • . It can be observed that the phase variation of the antenna is symmetric with respect to the antenna axis. Fig. 2 gain with respect to azimuth becomes less severe. Such a smooth array gain in azimuth can also be observed by enlarging B Rx . Intuitively, a closer-to-isotropic array gain should be expected as higher the number of rotating steps is and as wider the HPBW of the horn antenna is. As a consequence, the likelihood function calculated in the SAGE algorithm and the pseudo spectrum obtained in the MUSIC algorithm should be less influenced by the radiation pattern of the horn antenna. For the SAGE algorithm, the likelihood function, which is in fact an estimate of the received power spectrum, may have narrower lobes directed towards the directions of arrival paths, i.e. resulting in a higher resolution and a higher Main-to Side-lobe height Ratio (MSR) which leads to a firm rejection to the incorrect directions. To investigate the performance of algorithms with respect to B Rx and N Rx more quantitatively, we generate multiple pyramidal horn antennas with different B Rx ranging from 5 • to 45 • by adapting (a, b, ρ), and N Rx is selected from the set [10, 24, . . . , 72, 90] which contains numbers that divide 360 • exactly.
In the case considered here, the objective function (ψ) in (6) reduces to
with φ being an AoA and h j denoting the jth realization of the
Note that the original notation h n Tx ,n Rx reduces to h n Rx as n Tx = 1 in the case considered. The MUSIC pseudospectrum is rewritten as
where e n is a noise eigenvector of h calculated based on a total of J independent random realizations. To guarantee the rank-efficiency of h , J = N Rx is specified for all simulations.
A without changing the number of rotating steps, an antenna with wider beamwidth results in higher resolution. However, the probability of making larger errors when the height of side-lobes exceeds the main-lobe also increases. For the MUSIC technique, it can be observed from Fig. 3(b) that the width of main lobes does not change with respect to B Rx , and sidelobes appear with higher density when B Rx increases. Furthermore, when the signal to noise power ratio (SNR) reduces, as illustrated in Fig. 3(c) , the heights of side-lobes increase significantly, indicating that the MUSIC technique is sensitive to the SNR when being applied to processing the direction-scan measurement data. We postulate that this is due to the imbalance of the SNRs observed when the Rx antenna rotates. For direction-scan measurements, the SNR of the signals received at the output of the Rx antenna depends on whether the antenna bore-sight coincides with the path's DoA. A slightly increased noise variance in all received signals can result in significant degradation of SNR, leading to ambiguity in identifying the signal space. It can be observed that larger B Rx results in more peaky main lobes for (φ) and more severe fluctuations for sidelobes in p(φ). These observations are consistent with the behaviors of the functions shown in Fig. 3 .
2) MULTIPATH SCENARIOS

B. STATISTICAL BEHAVIORS OF TWO PARAMETERS CHARACTERIZING (φ) AND p(φ)
According to [23] and [24] , the SAGE algorithm needs to maximize the objective function through exhaustive searching over all possible values of parameters. Similarly, such peak-searching operations are also adopted in the MUSIC technique to localize the maxima of pseudo spectrum. Therefore, the width of the mainlobe, which determines the resolvable difference of path parameters, and the fluctuation of sidelobes in the functions to be maximized are important for investigation. In this section, two parameters, i.e. resolution and MSR characterizing (φ) and p(φ) are introduced, and their statistical behaviors with respect to the settings of are investigated through Monte-Carlo simulations. These parameters are defined as follows:
1) RESOLUTION
The 3-dB width of the mainlobe of (φ) and p(φ) is defined to be the resolution of the algorithm, which determines the threshold of the separation of MPCs in φ beyond which the algorithm can correctly resolve the MPCs. It is worth mentioning that the 3-dB width of mainlobe is the intrinsic resolution. For the SAGE algorithm, resolutions achievable can be further improved through space-alternating [24] .
2) MSR
A sidelobe with high magnitude can be considered mistakenly as a main lobe. When this occurs, significant estimation error is resulted, which is usually observed for non-linear estimation such as frequency estimation [32] , [33] . To facilitate such analysis, we use γ N Rx ,B Rx (φ) to denote the ratio between the magnitudes of the mainlobe and the highest sidelobe calculated with specific N Rx and B Rx when the true AoA equals φ. Since γ N Rx ,B Rx (φ) varies with respect to φ due to non-uniform array response, it is necessary to calculate the average of γ N Rx ,B Rx (φ):
with being the AoA range within which the channel components may appear, and the standard deviation of γ N Rx ,B Rx (φ):
We are interested at investigating the variation ofγ N Rx ,B Rx and σ γ N Rx ,B Rx with respect to the values of N Rx and B Rx for both the SAGE and the MUSIC algorithms.
3) RESOLUTION VERSUS AoA may consider the resolution of the MUSIC to be independent of N Rx B Rx . From Fig. 6 provided N Rx > 40. This reveals that the sidelobes in the SAGE objective function can be suppressed dramatically by using small HPBW antenna and rotating the antenna densely. For the MUSIC algorithm,γ N Rx ,B Rx is kept within [14, 24] , and it is gradually improved when N Rx and B Rx increase. It is interesting to see the opposite behavior of the mean MSRs for the two algorithms with respect to the direction-scan strategy represented by (N Rx , B Rx ). Recalling the observations in Fig. 8(a) In summary, we observed from the aforementioned results that for the SAGE algorithm, N Rx < 40 results in a poor and significantly variant resolution, and the setting B Rx > 30 • leads to high MSR. Thus, in order to maintain high and stable resolution and meanwhile keep MSR sufficiently high, it is recommended to maintain a dense scan, i.e. N Rx > 40, using a large-HPBW antenna, e.g. B Rx > 30 • when the SAGE is applied to processing the direction-scan data. However, for the MUSIC technique, the resolution and MSR are observed not changing dramatically with respect to N Rx and B Rx . Nevertheless, higher the product N Rx B Rx , the better performance can be achieved. Thus, in general the MUSIC technique is less sensitive to the settings of N Rx and B Rx than the SAGE algorithm.
C. RMSEEs OF THE SAGE AND THE MUSIC ALGORITHMS
The accuracy in estimating MPCs' parameters for an estimator can be investigated via the RMSEE by running Monte Carlo simulations. In the following, we present the RMSEEs of both the SAGE and the MUSIC algorithms calculated from simulations in single-path scenarios. The motivation of investigating the RMSEEs for single-path cases is that it is equivalent to the RMSEEs of the parameters for multiple MPCs when the MPCs are well-separated with the spacing beyond the intrinsic resolution of the algorithm. Note that in the cases where the MPCs' parameters are closely spaced with distance less than the resolution, algorithms usually return significant errors in such a way that the estimated MPCs deviate largely from the true paths in the parameter space. Thus, the algorithms fail to estimate the MPCs' parameters completely. when N Rx increases. However, RMSEE(φ) decreases more quickly with respect to N Rx for the SAGE than for the MUSIC algorithm. Furthermore, with the same settings of N Rx and SNR, the RMSEE(φ) of the MUSIC algorithm is larger than that of the SAGE algorithm. Specifically we observed that the MUSIC algorithm can achieve the same level of RMSEE(φ) as the SAGE algorithm with an SNR increased by 10 dB. Fig. 11 that the RMSEE(φ) reduces when the SNR increases. For the SAGE, the decreasing of RMSEE(φ) when the antenna HPBW increases is more significant than the MUSIC algorithm. This is consistent with the observation reported in the former analysis that the MUSIC is insensitive to the antenna's HPBW. Furthermore, it is also observed from Fig. 11 that the RMSEEs of both algorithms converge in high-SNR scenarios. along with the increasing N Rx B Rx . In general, for SNR at 5 dB considered here, the SAGE exhibits better performance than the MUSIC algorithms.
V. EXPERIMENTAL EVALUATION OF ALGORITHMS' PERFORMANCE
To evaluate the performance of both the SAGE and the MUSIC algorithm in reality, we conducted a measurement campaign on wave propagation channels with frequencies from 13 to 17 GHz in a classroom in the college of Physics, Tongji University. The direction-scan sounding technique was implemented during the campaign. The Tx and Rx were equipped with respectively a bi-conical omni-directional antenna and a pyramidal horn antenna with 10 • -HPBW. The bore-sight of the Rx horn antenna was rotated in the step of 5 • in azimuth from 0 • to 360 • and in co-elevation from −30 • to 30 • . This scanning strategy results in a total of 72 steps in the azimuthal plane and 13 steps in the elevation plane. Thus, for each measurement cycle, 13 × 72 = 936 CIRs are obtained in total. An S-parameter VNA ''Agilent 8722ES'' was utilized in the measurement campaign. Table 1 reports the specifications of the measurement configuration. Fig. 13 depicts the ichnography of the classroom with width of 6.5 m, height 2.5 m, and length 13 m. The Tx's antenna was located at the position marked with a green point on the lecturing table as illustrated in Fig. 13 . The Rx was positioned at ten locations marked in red, which were distributed regularly within the room. Fig. 14(a) shows a photograph of the Tx omni-directional antenna on a tripod located above the lecturing table, and Fig. 14(b) depicts the Rx pyramidal horn antenna mounted on a rotating platform. The environment was kept stationary during a measurement. From the measured channel impulse responses, we observe more than 30 dB dynamic range that is defined to be the difference between the highest power of received signal and the noise floor measured at the tails of power delay profiles of CIRs when the channel responses fade off completely. Fig. 15 (a) illustrates the example of a MUSIC pseudo spectrum, and Fig. 15 (b) shows the example of the SAGE objective function that is calculated by assuming that the received signal contains a single MPC. The 72 CIRs measured with the Rx antenna located at ''Rx5'' and with co-elevation equal to −10 • are used. For executing the MUSIC algorithm, the channel transfer functions with respect to individual frequencies are taken as the realizations of narrowband channel coefficients h. It can be observed from Fig. 15 that the local maxima of both the MUSIC pseudo spectrum and the SAGE objective function are located at Careful scrutinizing the graphs we can see that the highest peak in the MUSIC pseudo spectrum is located at azimuth of −150 • , while for the SAGE at −164 • . Our conjecture is that the inconsistency is caused by the different resolution and the RMSEE vs. SNR behaviors of two algorithms as illustrated in Section IV.
Both the SAGE and the MUSIC algorithms are used to extract 30 MPCs in delay and azimuth of arrival (AoA) from the CIRs obtained with co-elevation equal to −10 • and Rx antenna fixed at ''Rx5''. 1 For the MUSIC, 30 local maxima of its pseudo spectrum calculated based on the narrowband channel coefficients are first localized, which results in the AoA estimates for MPCs. Then the delay and amplitude of a MPC are estimated by using a simple ML method with the AoA specified. For the SAGE algorithm, 30 MPCs are extracted by running 150 SAGE iterations, corresponding to 5 iterations in the Expectation-Maximization method. The non-coherent ML estimation method was adopted to initialize the MPCs' parameter estimates [34] . Fig. 16 demonstrates the powers of the extracted MPCs versus AoAs estimated by using the MUSIC and the SAGE algorithms. It can be observed from Fig. 16 that the parameter estimates of MPCs extracted by using the two methods are not exactly identical. However, the overall envelopes of the power-azimuth distribution represented by those discrete MPCs appear to be similar. This indicates that the MUSIC technique is applicable to extract MPCs from the channel measurement data collected via direction-scan sounding, and the results are consistent with that obtained by using the SAGE algorithm. It is worth mentioning that in our case, the time consumed by the MUSIC algorithm is found to be three orders of magnitude less than that for the SAGE algorithm.
VI. CONCLUSIONS
In this paper, the performances of the SAGE and the MUSIC algorithms when being applied to processing measurement 1 Note that the Akaike information criterion (AIC) [35] and the Minimum Description Length (MDL) principle [36] can be used to estimate the model order, i.e. the number of MPCs that are necessary for adequately parameterizing the received data. In our case, 30 MPCs estimated are only the dominant components in the channel. The exact number of MPCs in the channel can be different from 30. data collected in direction-scan channel measurements were investigated. These algorithms were derived based on a parametric model where the received signals are considered to be the output of a virtual array consisting of a horn antenna being rotated with its axis pointing towards specific directions. Simulation studies have been conducted for investigating the impact of different configurations of the direction-scan strategy on the objective function to be maximized in the SAGE algorithm and the pseudo spectrum calculated using the MUSIC algorithm. The influences of the scan strategy on the resolution ability and root mean squared estimation error (RMSEE) behaviors of the algorithms are also studied. The results showed that for the same settings of the directionscanning, the resolution of the MUSIC technique is superior to the SAGE algorithm. The performance of the MUSIC technique is less sensitive with respect to the beamwidth of the underlying antenna and the adopted direction-scan strategy than the SAGE algorithm. For the SAGE, it is necessary to keep a large value of the product between the number of rotation steps and the half-power beamwidth of the antenna. Furthermore, the SAGE algorithm outperforms the MUSIC in terms of less RMSEEs in low SNR scenarios. Only when the SNR is sufficiently high, the MUSIC algorithm exhibits similar RMSEEs to the SAGE algorithm. These findings can be used as references for setting the direction-scan strategy when choosing different high resolution parameter estimation methods for channel characterization. Measurement data collected by rotating horn antennas in a classroom environment are analysed using the MUSIC and SAGE algorithms. The results demonstrated the superiority of the MUSIC to the SAGE in terms of low computational complexity for obtaining similar performances. He has many years of experience in software simulation and hardware emulations of wireless communications systems, testing and validation of advanced telecommunication techniques, such as the development of an integrated system for channel measurement, and a test bed for key technologies of mobile telecommunications.
