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ON THE PROBABILISTIC CAUCHY THEORY FOR NONLINEAR
DISPERSIVE PDES
A´RPA´D BE´NYI, TADAHIRO OH, AND OANA POCOVNICU
Abstract. In this note, we review some of the recent developments in the well-posedness
theory of nonlinear dispersive partial differential equations with random initial data.
1. Introduction
Nonlinear dispersive partial differential equations (PDEs) naturally appear as models
describing wave phenomena in various branches of physics and engineering such as quantum
mechanics, nonlinear optics, plasma physics, water waves, and atmospheric sciences. They
have received wide attention from the applied science community due to their importance
in applications and have also been studied extensively from the theoretical point of view,
providing a framework for development of analytical ideas and tools.
The simplest, yet most important examples of nonlinear dispersive PDEs are the following
nonlinear Schro¨dinger equations (NLS):1{
i∂tu = ∆u− |u|p−1u
u|t=0 = u0,
(t, x) ∈ R×M (1.1)
and nonlinear wave equations (NLW):{
∂2t u = ∆u− |u|p−1u
(u, ∂tu)|t=0 = (u0, u1),
(t, x) ∈ R×M, (1.2)
where M = Rd or Td and p > 1. Over the last several decades, multilinear harmonic anal-
ysis has played a crucial role in building basic insights on the study of nonlinear dispersive
PDEs, settling questions on existence of solutions to these equations, their long-time be-
havior, and singularity formation. Furthermore, in recent years, a remarkable combination
of PDE techniques and probability theory has had a significant impact on the field. In this
note, we go over some of the recent developments in this direction.
In the classical deterministic well-posedness theory, the main goal is to construct unique
solutions for all initial data belonging to a certain fixed function space such as the L2-based
Sobolev spaces:
Hs(M) for (1.1) and Hs(M) := Hs(M)×Hs−1(M) for (1.2).
In practice, however, we are often interested in the typical behavior of solutions. Namely,
even if certain pathological behavior occurs, we may be content if we can show that almost
all solutions behave well and do not exhibit such pathological behavior. This concept may
be formalized in terms of probability. For example, in terms of well-posedness theory, one
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1For conciseness, we restrict our attention to the defocusing case in the following.
1
2 A´. BE´NYI, T. OH, AND O. POCOVNICU
may consider an evolution equation with random initial data and try to construct unique
solutions in an almost sure manner. This idea first appeared in Bourgain’s seminal paper
[9], where he constructed global-in-time solutions to NLS on T almost surely with respect
to the random initial data distributed according to the Gibbs measure. See Subsection 3.2.
Such probabilistic construction of solutions with random initial data also allows us to go
beyond deterministic thresholds in certain situations. First recall that NLS (1.1) and NLW
(1.2) enjoy the following dilation symmetry:
u(t, x) 7−→ uλ(t, x) = λ− 2p−1u(λ−αt, λ−1x), (1.3)
with α = 2 for (1.1) and α = 1 for (1.2). Namely, if u is a solution to (1.1) or (1.2) on Rd,
then uλ is also a solution to the same equation on Rd with the rescaled initial data. This
dilation symmetry induces the following scaling-critical Sobolev regularity:
scrit =
d
2
− 2
p− 1 (1.4)
such that the homogeneous H˙scrit(Rd)-norm is invariant under the dilation symmetry. This
critical regularity scrit provides a threshold regularity for well-posedness and ill-posedness of
(1.1) and (1.2).2 While there is no dilation symmetry in the periodic setting, the heuristics
provided by the scaling argument also plays an important role. On the one hand, there
is a good local-in-time theory for (1.1) and (1.2) (at least when the dimension d and the
degree p are not too small). See [6, 79, 62] for the references therein. On the other hand,
it is known that (1.1) and (1.2) are ill-posed in the supercritical regime: s < scrit. See
[26, 21, 48, 76, 90, 62, 24, 64]. Regardless of these ill-posedness results, by considering
random initial data (see Section 2), one may still prove almost sure local well-posedness3
in the supercritical regime. This probabilistic construction of local-in-time solutions was
first implemented by Bourgain [10] in the context of NLS and by Burq-Tzvetkov [21] in
the context of NLW. In more recent years, there have also been results on almost sure
global well-posedness for these equations; see for example [27, 22, 52, 79, 65, 84, 47, 63].
See also the lecture note by Tzvetkov [88]. We will discuss some aspects of probabilistic
well-posedness in Section 3.
2. On random initial data
In this section, we go over random initial data based on random Fourier series on Td and
its analogue on Rd.
2.1. Random initial data on Td. In the context of nonlinear dispersive PDEs, probabilis-
tic construction of solutions was initiated in an effort to construct well-defined dynamics
almost surely with respect to the Gibbs measure for NLS on Td, d = 1, 2 [9, 54, 10]. Be-
fore discussing this problem for NLS on Td, let us consider the following finite dimensional
2In fact, there are other critical regularities induced by the Galilean invariance for (1.1) and the Lorentzian
symmetry for (1.2) below which the equations are ill-posed; see [51, 25, 56, 42]. We point out, however,
that these additional critical regularities are relevant only when the dimension is low and/or the degree p
is small. For example, for NLS (1.1) with an algebraic nonlinearity (p ∈ 2N + 1), the critical regularity
induced by the Galilean invariance is relevant (i.e. higher than the scaling-critical regularity scrit in (1.4))
only for d = 1 and p = 3. For simplicity, we only consider the scaling-critical regularities in the following.
3Namely, local-in-time existence of unique solutions almost surely with respect to given random initial
data.
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Hamiltonian flow on R2N :
p˙n =
∂H
∂qn
and q˙n = − ∂H
∂pn
, (2.1)
n = 1, . . . , N , with Hamiltonian H(p, q) = H(p1, · · · , pN , q1, · · · , qN ). Liouville’s theorem
states that the Lebesgue measure dpdq =
∏N
n=1 dpndqn on R
2N is invariant under the flow.
Then, it follows from the conservation of the Hamiltonian H(p, q) that the Gibbs measure:4
dρ = Z−1e−H(p,q)dpdq
is invariant under the flow of (2.1). Recall that NLS (1.1) is a Hamiltonian PDE with the
following Hamiltonian:
H(u) =
1
2
ˆ
M
|∇u|2dx+ 1
p+ 1
ˆ
M
|u|p+1dx. (2.2)
Moreover, the mass M(u) defined by
M(u) =
1
2
ˆ
M
|u|2dx (2.3)
is conserved under the dynamics of (1.1). Then, by drawing an analogy to the finite
dimensional case, one may expect that the Gibbs measure:5
“dρ = Z−1e−H(u)−M(u)du” (2.4)
is invariant under the flow of (1.1). Here, the expression in (2.4) is merely formal, where
“du” denotes the non-existent Lebesgue measure on an infinite dimensional phase space.
We first introduce a family of mean-zero Gaussian measures µs, s ∈ R, on periodic
distributions on Td, formally given by
dµs = Z
−1e−
1
2
‖u‖2
Hsdu = Z−1
∏
n∈Zd
e−
1
2
〈n〉2s |û(n)|2dû(n), (2.5)
where 〈 · 〉 = (1 + | · |2) 12 . As we see in (2.7) below, the Gibbs measure ρ is constructed as
the Gaussian measure µ1 with a weight. While the expression dµs = Z
−1 exp(−12‖u‖2Hs)du
may suggest that µs is a Gaussian measure on H
s(Td), we need to enlarge a space in order
to make sense of µs as a countably additive probability measure. In fact, the Gaussian
measure µs defined above is the induced probability measure under the following map:
6
ω ∈ Ω 7−→ uω(x) = u(x;ω) =
∑
n∈Zd
gn(ω)
〈n〉s e
in·x, (2.6)
where {gn}n∈Zd is a sequence of independent standard complex-valued Gaussian random
variables on a probability space (Ω,F , P ). It is easy to check that the random function uω
in (2.6) lies in
Hσ(Td) for σ < s− d
2
but not in Hs−
d
2 (Td),
almost surely. Moreover, for the same range of σ, µs is a Gaussian probability measure on
Hσ(Td) and the triplet (Hs(Td),Hσ(Td), µs) forms an abstract Wiener space. See [39, 49].
4Hereafter, we use Z to denote various normalizing constants so that the resulting measure is a probability
measure provided that it makes sense.
5Here, we added the mass in the exponent to avoid a problem at the zeroth frequency in (2.8) below.
6In the following, we drop the harmless factor of 2pi.
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Note that, when s = 1, the random Fourier series (2.6) basically corresponds to the Fourier-
Wiener series for the Brownian motion. See [4] for more on this.
By restricting our attention to Td, we substitute the expressions (2.2) and (2.3) in (2.4).
Then, we formally obtain
dρ = Z−1e
− 1
p+1
´
|u|p+1
e
− 1
2
‖u‖2
H1du
= Z−1e−
1
p+1
´
|u|p+1
dµ1, (2.7)
where µ1 is as in (2.5) with s = 1. When d = 1, it is easy to see that the Gibbs measure ρ
is a well-defined probability measure, absolutely continuous with respect to the Gaussian
measure µ1. In particular, it is supported on H
σ(T) for any σ < 12 . When d = 2, a
typical element under µ1 lies in H
−ε(T2) \ L2(T2) for any ε > 0. As such, the weight
e
− 1
p+1
´
|u|p+1
in (2.7) equals 0 almost surely and hence the expression (2.7) for ρ does not
make sense as a probability measure. Nonetheless, when p ∈ 2N+1, one can apply a suitable
renormalization (the Wick ordering) and construct the Gibbs measure ρ associated with the
Wick ordered Hamiltonian such that ρ is absolutely continuous to µ1.
7 See [10, 70, 71] for
more on the renormalization in the two-dimensional case. This shows that when d = 1, 2,
it is of importance to study the dynamical property of NLS (1.1) with the random initial
data uω0 distributed according to the Gaussian measure µ1, namely given by the random
Fourier series (2.6) with s = 1:
uω0 (x) =
∑
n∈Zd
gn(ω)
〈n〉 e
in·x ∈ H1− d2−ε(Td) \H1− d2 (Td) (2.8)
almost surely for any ε > 0. In [10], Bourgain studied the (renormalized) cubic NLS on
T
2 with the random initial data (2.8). Recalling that the two-dimensional cubic NLS is
L2-critical, we see that this random initial data uω0 lies slightly below the critical regularity.
8
Nonetheless, by combining the deterministic analysis (the Fourier restriction norm method
introduced in [8]) with the probabilistic tools, in particular, the probabilistic Strichartz
estimates (Lemma 2.3), he managed to prove almost sure local well-posedness with respect
to the random initial data uω0 in (2.8).
In the context of the cubic NLW on a three-dimensional compact Riemannian manifold
M, Burq-Tzvetkov [21] considered the Cauchy problem with a more general class of random
initial data. In particular, given a rough initial data (u0, u1) ∈ Hs(M) with s < scrit = 12 ,
they introduced a randomization (uω0 , u
ω
1 ) of the given initial data (u0, u1) and proved almost
sure local well-posedness with respect to this randomization. For simplicity, we discuss this
randomization for a single function u0 on T
d in the following. Fix u0 ∈ Hs(Td). Then, we
define a randomization uω0 of u0 by setting
uω0 (x) :=
∑
n∈Zd
gn(ω)û0(n)e
in·x, (2.9)
7When d ≥ 3, it is known that the Gibbs measure ρ can be constructed only for d = 3 and p = 3. In this
case, the resulting Gibbs measure ρ is not absolutely continuous with respect to the Gaussian measure µ1.
See [2] for the references therein, regarding the construction of the Gibbs measure (the Φ43 measure) in the
real-valued setting.
8In terms of the Besov spaces Bσp,∞, p < ∞, we see that u
ω
0 in (2.8) lies almost surely in the critical
spaces B02,∞. See [4].
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where û0(n) denotes the Fourier coefficient of u0 and {gn}n∈Zd is a sequence of independent
mean-zero complex-valued random variables with bounded moments up to a certain order.9
Note that the random Fourier series in (2.6) and (2.8) can be viewed as a randomization
of the particular function u0 with the Fourier coefficient 〈n〉−s by independent standard
Gaussian random variables {gn}n∈Zd . The main point of the randomization (2.9) is that
while the randomized function uω0 does not enjoy any smoothing in terms of differentiability,
it enjoys a gain of integrability (Lemma 2.2).
2.2. Probabilistic Strichartz estimates. In this subsection, we discuss the effect of
the randomization (2.9) introduced in the previous subsection. For simplicity, we further
assume that the probability distributions µ
(1)
n and µ
(2)
n of the real and imaginary parts of
gn in (2.9) are independent and satisfy∣∣∣∣ ˆ
R
eγxdµ(j)n (x)
∣∣∣∣ ≤ ecγ2 (2.10)
for all γ ∈ R, n ∈ Zd, j = 1, 2. Note that (2.10) is satisfied by standard complex-
valued Gaussian random variables, Bernoulli random variables, and any random variables
with compactly supported distributions. Under this extra assumption (2.10), we have the
following estimate. See [21] for the proof.
Lemma 2.1. Assume (2.10). Then, there exists C > 0 such that∥∥∥∥ ∑
n∈Zd
gn(ω)cn
∥∥∥∥
Lp(Ω)
≤ C√p‖cn‖ℓ2n(Zd)
for all p ≥ 2 and {cn} ∈ ℓ2(Zd).
When {gn}n∈Zd is a sequence of independent standard Gaussian random variables,
Lemma 2.1 follows from the Wiener chaos estimate (see Lemma 2.4 below) with k = 1.
Given u0 ∈ Hs(Td), it is easy to see that its randomization uω0 in (2.9) lies in Hs(Td)
almost surely. One can also show that, under some non-degeneracy condition, there is no
smoothing upon randomization in terms of differentiability; see, for example, Lemma B.1
in [21]. The main point of the randomization (2.9) is its improved integrability.
Lemma 2.2. Given u0 ∈ L2(Td), let uω0 be its randomization defined in (2.9), satisfying
(2.10). Then, given finite p ≥ 2, there exist C, c > 0 such that
P
(
‖uω0 ‖Lp > λ
)
≤ Ce−cλ2‖u0‖−2L2
for all λ > 0. In particular, uω0 lies in L
p(Td) almost surely.
Such gain of integrability is well known for random Fourier series; see for example [78, 46,
3]. The proof of Lemma 2.2 is standard and follows from Minkowski’s integral inequality,
Lemma 2.1, and Chebyshev’s inequality. See [21, 27, 5]. By a similar argument, one can
also establish the following probabilistic improvement of the Strichartz estimates.
9In the real-valued setting, we also need to impose that g−n = gn so that, given a real-valued function
u0, the resulting randomization u
ω
0 remains real-valued. A similar comment applies to the randomization
(2.13) introduced for functions on Rd.
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Lemma 2.3. Given u0 on T
d, let uω0 be its randomization defined in (2.9), satisfying (2.10).
Then, given finite q ≥ 2 and 2 ≤ r ≤ ∞, there exist C, c > 0 such that
P
(
‖e−it∆uω0 ‖LqtLrx([0,T ]×Td) > λ
)
≤ C exp
(
− c λ
2
T
2
q ‖u0‖2Hs
)
for all T > 0 and λ > 0 with (i) s = 0 if r <∞ and (ii) s > 0 if r =∞.
By setting λ = T θ‖u0‖L2 , we have
‖e−it∆uω0 ‖LqtLrx([0,T ]×Td) . T
θ‖u0‖L2(Td) (2.11)
outside a set of probability at most C exp
( − cT 2θ− 2q ). Note that, as long as θ < 1
q
, this
probability can be made arbitrarily small by letting T → 0. We can interpret (2.11) as
the probabilistic improvement of the usual Strichartz estimates, where the indices q and r
satisfy certain relations10 and the resulting estimates come with possible loss of derivatives.
See [43, 16]. In Lemma 2.3, we only stated the probabilistic Strichartz estimates for the
Schro¨dinger equation. Similar probabilistic Strichartz estimates also hold for the wave
equation. See [21, 22, 79].
On the one hand, the probabilistic Strichartz estimates in Lemma 2.3 allow us to exploit
the randomization at the linear level. On the other hand, the following Wiener chaos
estimate ([83, Theorem I.22]) allows us to exploit the randomization at a multilinear level.
See also [86, Proposition 2.4].
Lemma 2.4. Let {gn}n∈Zd be a sequence of independent standard Gaussian random vari-
ables. Given k ∈ N, let {Pj}j∈N be a sequence of polynomials in g¯ = {gn}n∈Zd of degree at
most k. Then, for p ≥ 2, we have∥∥∥∥∑
j∈N
Pj(g¯)
∥∥∥∥
Lp(Ω)
≤ (p− 1)k2
∥∥∥∥∑
j∈N
Pj(g¯)
∥∥∥∥
L2(Ω)
.
This lemma is a direct corollary to the hypercontractivity of the Ornstein-Uhlenbeck
semigroup due to Nelson [59]. It allows us to prove the following probabilistic improvement
of Young’s inequality. Such a probabilistic improvement was essential in the probabilistic
construction of solutions to the (renormalized) cubic NLS on Td, d = 1, 2, in a low regularity
setting [10, 27]. For simplicity, we consider a trilinear case.
Lemma 2.5. Let an, bn, cn ∈ ℓ2(Zd;C). Given a sequence {gn}n∈Zd of independent standard
complex-valued Gaussian random variables, define aωn = gnan, b
ω
n = gnbn, and c
ω
n = gncn,
n ∈ Zd. Then, given ε > 0, there exists a set Ωε ⊂ Ω with P (Ωcε) < ε and Cε > 0 such
that11 ∥∥aωn ∗ bωn ∗ cωn∥∥ℓ2 ≤ Cε‖an‖ℓ2‖bn‖ℓ2‖cn‖ℓ2 (2.12)
for all ω ∈ Ωε.
The proof of Lemma 2.5 is immediate from the following tail estimate:
P
(∣∣∣∑
j∈N
Pj(g¯)
∣∣∣ > λ) ≤ C exp(− c∥∥∥∑
j∈N
Pj(g¯)
∥∥∥− 2k
L2(Ω)
λ
2
k
)
,
10See (2.16) below for the scaling condition on Rd.
11One can choose Cε =
(
1
c
log C
ε
) 3
2 .
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which is a consequence of Lemma 2.4 and Chebyshev’s inequality. Note that Young’s
inequality (without randomization) only yields∥∥an ∗ bn ∗ cn∥∥ℓ2 ≤ ‖an‖ℓ2‖bn‖ℓ1‖cn‖ℓ1 .
Recalling that ℓ1 ⊂ ℓ2, we see that there is a significant improvement in (2.12) under
randomization of the sequences, which was a key in establishing crucial nonlinear estimates
in a probabilistic manner in [10, 27].
2.3. Random initial data on Rd. We conclude this section by briefly going over the
randomization of a function on Rd analogous to (2.9) on Td. See [92, 52, 5]. On compact
domains, there is a countable basis of eigenfunctions of the Laplacian and thus there is
a natural way to introduce a randomization via (2.9). On the other hand, on Rd, there
is no countable basis of L2(Rd) consisting of eigenfunctions of the Laplacian and hence
there is no “natural” way to introduce a randomization. In the following, we discuss a
randomization adapted to the so-called Wiener decomposition [89] of the frequency space:
R
d =
⋃
n∈Zd Qn, where Qn is the unit cube centered at n ∈ Zd.
Let ψ ∈ S(Rd) such that
suppψ ⊂ [−1, 1]d and
∑
n∈Zd
ψ(ξ − n) ≡ 1 for any ξ ∈ Rd.
Then, given a function u0 on R
d, we have
u0 =
∑
n∈Zd
ψ(D − n)u0,
where ψ(D−n) is defined by ψ(D−n)u0(x) =
´
Rd
ψ(ξ−n)û0(ξ)eix·ξdξ, namely, the Fourier
multiplier operator with symbol 1Qn conveniently smoothed. This decomposition leads to
the following randomization of u0 adapted to the Wiener decomposition. Let {gn}n∈Zd be
a sequence of independent mean-zero complex-valued random variables as in (2.9). Then,
we can define the Wiener randomization12 of u0 by
uω0 :=
∑
n∈Zd
gn(ω)ψ(D − n)u0. (2.13)
Compare this with the randomization (2.9) on Td. Under the assumption (2.10), Lemmas
2.2 and 2.3 also hold for the Wiener randomization (2.13) of a given function on Rd. The
proofs remain essentially the same with an extra ingredient of the following version of
Bernstein’s inequality:
‖ψ(D − n)u0‖Lq(Rd) . ‖ψ(D − n)u0‖Lp(Rd), 1 ≤ p ≤ q ≤ ∞, (2.14)
for all n ∈ Zd. The point of (2.14) is that once a function is (roughly) restricted to a unit
cube, we do not need to lose any derivative to go from the Lq-norm to the Lp-norm, q ≥ p.
See [5] for the proofs of the analogues of Lemmas 2.2 and 2.3.
Note that the probabilistic Strichartz estimates in Lemma 2.3 hold only locally in time.
On Td, this does not cause any loss since the usual deterministic Strichartz estimates also
hold only locally in time. On the other hand, the Strichartz estimates on Rd hold globally
in time:
‖e−it∆u0‖LqtLrx(R×Rd) . ‖u0‖L2x(Rd) (2.15)
12It is also called the unit-scale randomization in [33].
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for any Schro¨dinger admissible pair (q, r), satisfying
2
q
+
d
r
=
d
2
(2.16)
with 2 ≤ q, r ≤ ∞ and (q, r, d) 6= (2,∞, 2). By incorporating the global-in-time estimate
(2.15), one can also obtain the following global-in-time probabilistic Strichartz estimates.
Lemma 2.6. Given u0 ∈ L2(Rd), let uω0 be its Wiener randomization defined in (2.13),
satisfying (2.10). Given a Schro¨dinger admissible pair (q, r) with q, r <∞, let r˜ ≥ r. Then,
there exist C, c > 0 such that
P
(
‖e−it∆uω0 ‖LqtLr˜x(R×Rd) > λ
)
≤ Ce−cλ2‖u0‖−2L2
for all λ > 0.
As in the periodic setting, similar global-in-time probabilistic Strichartz estimates also
hold for the wave equation. See [52, 79, 65].
Remark 2.7. (i) As we point out below, the Wiener randomization is special among other
possible randomizations stemming from functions spaces in time-frequency analysis. Recall
the following definition of the modulation spaces in time-frequency analysis [35, 36, 37].
Let 0 < p, q ≤ ∞ and s ∈ R; Mp,qs consists of all tempered distributions u ∈ S ′(Rd) for
which the (quasi) norm
‖u‖Mp,qs (Rd) :=
∥∥〈n〉s‖ψ(D − n)u‖Lpx(Rd)∥∥ℓqn(Zd)
is finite, where ψ(D − n) is as above. In particular, we see that the Wiener randomization
(2.13) based on the unit cube decomposition of the frequency space is very natural from
the perspective of time-frequency analysis associated with the modulation spaces.
(ii) Let ϕ0, ϕ ∈ S(Rd) such that suppϕ0 ⊂ {|ξ| ≤ 2}, suppϕ ⊂ {12 ≤ |ξ| ≤ 2}, and ϕ0(ξ) +∑∞
j=1 ϕ(2
−jξ) ≡ 1. With ϕj(ξ) = ϕ(2−jξ), one may consider the following decomposition
of a function:
u0 =
∞∑
j=0
ϕj(D)u0 (2.17)
and introduce the following randomization:
uω0 :=
∞∑
j=0
gn(ω)ϕj(D)u0.
Note that (2.17) can be viewed as a decomposition associated with the Besov spaces. In
view of the Littlewood-Paley theory, such a randomization does not yield any improvement
on differentiability or integrability and thus it is of no interest.
(iii) Consider the following wavelet series of a function:
u0 =
∑
λ∈Λ
〈u0, ψλ〉ψλ, (2.18)
where {ψλ}λ∈Λ is a wavelet basis of L2(Rd). One may also fancy the following randomization
based on the wavelet expansion (2.18):
uω0 :=
∑
λ∈Λ
gλ(ω)〈u0, ψλ〉ψλ. (2.19)
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Under some regularity assumption on ψλ, we have the following characterization of the
Lp-norm [55, Chapter 6]:
‖uω0 ‖Lp(Rd) ∼
∥∥∥∥(∑
λ∈Λ
|gλ(ω)|2|〈u0, ψλ〉|2|ψλ(x)|2
) 1
2
∥∥∥∥
Lp(Rd)
(2.20)
for 1 < p <∞. For example, if {gλ}λ∈Λ is a sequence of independent Bernoulli random vari-
ables, then it follows from (2.20) that ‖uω0 ‖Lp ∼ ‖u0‖Lp and hence we see no improvement
on integrability under the randomization (2.19).
3. Probabilistic well-posedness of NLW and NLS
In this section, we go over some aspects of probabilistic well-posedness of nonlinear
dispersive PDEs. In recent years, there has been an increasing number of probabilistic
well-posedness results for these equations. See [6, 79, 72, 63] and the references therein.
3.1. Basic almost sure local well-posedness argument. In the following, we consider
the defocusing13 cubic NLW on T3:{
∂2t u = ∆u− u3
(u, ∂tu)|t=0 = (u0, u1) ∈ Hs(T3),
(t, x) ∈ R× T3. (3.1)
We say that u is a solution to (3.1) if u satisfies the following Duhamel formulation:
u(t) = S(t)(u0, u1)−
ˆ t
0
sin((t− t′)|∇|)
|∇| u
3(t′)dt′, (3.2)
where S(t) denotes the linear wave operator:
S(t) (u0, u1) := cos(t|∇|)u0 + sin(t|∇|)|∇| u1.
In view of (1.4), we see that the scaling-critical regularity for (3.1) is scrit =
1
2 . When
s ≥ 12 , local well-posedness of (3.1) in Hs(T3) follows from a standard fixed point argument
with the (deterministic) Strichartz estimates. Moreover, the equation (3.1) is known to be
ill-posed in Hs(T3) for s < 12 [26, 21, 90]. In the following, we take initial data (u0, u1) to
be in Hs(T3) \ H 12 (T3) for some appropriate s < 12 .
Fix (u0, u1) ∈ Hs(T3)\H 12 (T3). We apply the randomization defined in (2.9) to (u0, u1).
More precisely, we set
(uω0 , u
ω
1 )(x) :=
( ∑
n∈Z3
g0,n(ω)û0(n)e
in·x,
∑
n∈Z3
g1,n(ω)û1(n)e
in·x
)
, (3.3)
where {gj,n}j=0,1,n∈Z3 is a sequence of independent mean-zero complex-valued random vari-
ables conditioned that gj,−n = gj,n, j = 0, 1, n ∈ Z3. Moreover, we assume the exponential
moment bound of type (2.10).
Theorem 3.1. Let s ≥ 0. Then, the cubic NLW (3.1) on T3 is almost surely locally
well-posed with respect to the randomization (3.3). Moreover, the solution u lies in the
class:
S(t)(uω0 , u
ω
1 ) + C([0, Tω];H
1(T3)) ⊂ C([0, Tω];L2(T3))
for Tω = Tω(u0, u1) > 0 almost surely.
13For the local-in-time argument, the defocusing/focusing nature of the equation does not play any role.
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This theorem is implicitly included in [22]. See also [79]. We point out, however, that
the main goal of the paper [22] is to establish almost sure global well-posedness (see the
next subsection) and to introduce the notion of probabilistic continuous dependence. See
[22] for details.
In view of the Duhamel formulation (3.2), we write the solution u as
u = z + v, (3.4)
where z = zω = S(t)(uω0 , u
ω
1 ) denotes the random linear solution. Then, instead of studying
the original equation (3.1), we study the equation satisfied by the nonlinear part v:{
∂2t v = ∆v − (v + zω)3
(v, ∂tv)|t=0 = (0, 0)
(3.5)
by viewing the random linear solution zω as an explicit external source term. Given ω ∈ Ω,
define Γω by
Γω(v)(t) = −
ˆ t
0
sin((t− t′)|∇|)
|∇| (v + z
ω)3(t′)dt′. (3.6)
Our main goal is to show that
v = Γω(v) (3.7)
on some random time interval [0, Tω ] with Tω > 0 almost surely.
14 Then, the solution u to
(3.1) with the randomized initial data (uω0 , u
ω
1 ) in (3.3) is given by (3.4).
Given T > 0, we use the following shorthand notations: CTB = C([0, T ];B) and L
q
TB =
Lq([0, T ];B). We also denote by B1 ⊂ CT H˙1 the unit ball in CT H˙1 centered at the origin.
Suppose that (u0, u1) ∈ H0(T3). Then, by Sobolev’s inequality, we have
‖Γω(v)‖CT H˙1 ≤ ‖v + z
ω‖3
L3
T
L6x
≤ C1T‖v‖3CT H˙1 + C2‖z
ω‖3
L3
T
L6x
≤ C1T‖v‖3CT H˙1 +
1
2 ,
where the last inequality holds on a set ΩT thanks to the probabilistic Strichartz estimate
(i.e. an analogue to Lemma 2.3 for the linear wave equation). Moreover, we have
P (ΩcT )→ 0 as T → 0. (3.8)
By taking T > 0 sufficiently small, we conclude that
‖Γω(v)‖CT H˙1 ≤ 1 (3.9)
for any v ∈ B1 and ω ∈ ΩT .
Similarly, by taking T > 0 sufficiently small, the following difference estimate holds:
‖Γω(v1)− Γω(v2)‖CT H˙1 ≤ CT
1
3
( 2∑
j=1
T
2
3 ‖vj‖2CT H˙1 + ‖z
ω‖2
L3
T
L6x
)
‖v1 − v2‖CT H˙1
≤ 12‖v1 − v2‖CT H˙1 (3.10)
for any v1, v2 ∈ B1 and ω ∈ ΩT . Therefore, from (3.9) and (3.10), we conclude that, given
T > 0 sufficiently small, Γω is a contraction on B1 for any ω ∈ ΩT . By the fundamental
theorem of calculus: v(t) =
´ t
0 ∂tv(t
′)dt′ and Minkowski’s inequality, we also conclude that
v ∈ C([0, T ];H1(T3)).
14Needless to say, the solution v is random since it depends on the random linear solution zω. For
simplicity, however, we suppress the superscript ω.
ON THE PROBABILISTIC CAUCHY THEORY FOR NONLINEAR DISPERSIVE PDES 11
Now, set Σ =
⋃
0<T≪1ΩT . Then, for each ω ∈ Σ, there exists a unique solution v to
(3.7) on [0, Tω ] with Tω > 0. Moreover, it follows from (3.8) that P (Σ) = 1. This proves
Theorem 3.1.
The main point of the argument above is (i) the decomposition (3.4) and (ii) the gain
of integrability for the random linear solution z thanks to the probabilistic Strichartz es-
timates. Then, the gain of one derivative in the Duhamel integral operator in (3.6) allows
us to conclude the desired result in a straightforward manner. Lastly, note that the same
almost sure local well-posedness result holds for the cubic NLW posed on R3 with the
verbatim proof.
Remark 3.2. The decomposition (3.4) allows us to separate the unknown part v from
the explicitly known random part z and exploit the gain of integrability on z. This idea
goes back to the work of McKean [54] and Bourgain [10]. See also Burq-Tzvetkov [21]. In
the field of stochastic parabolic PDEs, this decomposition is usually referred to as the Da
Prato-Debussche trick [28].
Next, let us briefly discuss the situation for the cubic NLS on R3:{
i∂tu = ∆u− |u|2u
u|t=0 = u0 ∈ Hs(R3),
(t, x) ∈ R× R3. (3.11)
As before, the scaling-critical regularity for (3.11) is scrit =
1
2 and local well-posedness of
(3.11) in Hs(R3), s ≥ 12 , follows from a standard fixed point argument with the Strichartz
estimates. Moreover, the equation (3.11) is known to be ill-posed in Hs(R3) for s < 12 .
Nonetheless, we have the following almost sure local well-posedness.
Theorem 3.3. Let 14 < s <
1
2 . Given u0 ∈ Hs(R3), let uω0 be its Wiener randomization
defined in (2.13), satisfying (2.10). Then, the cubic NLS (3.11) on R3 is almost surely
locally well-posed with respect to the random initial data uω0 . Moreover, the solution u lies
in the class:
e−it∆uω0 + C([0, T ];H
1
2 (R3)) ⊂ C([0, T ];Hs(R3))
for Tω = Tω(u0) > 0 almost surely.
As in the case of the cubic NLW, write the solution u as
u = z + v, (3.12)
where z denotes the random linear solution:
z = zω = e−it∆uω0 . (3.13)
Then, the residual part v satisfies the following perturbed NLS:{
i∂tv = ∆v − |v + z|2(v + z)
v|t=0 = 0.
(3.14)
In terms of the Duhamel formulation, we have
v(t) = i
ˆ t
0
e−i(t−t
′)∆|v + z|2(v + z)(t′)dt′. (3.15)
A key difference from (3.6) is that there is no explicit smoothing on the Duhamel integral
operator in (3.15). Hence, we need another mechanism to gain derivatives. For this purpose,
we employ the Fourier restriction norm method introduced by Bourgain [8]. The basic
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strategy for proving Theorem 3.3 is to expand the product |v + z|2(v + z) in (3.15) and
carry out case-by-case analysis on terms of the form:
vvv, vvz, vzz, . . . , zzz. (3.16)
In the following, we describe the main idea of the argument. See [6] for the full details.
By the duality, it suffices to estimate∣∣∣∣ ˆ T
0
ˆ
R3
〈∇〉 12 (v1v2v3)v4dxdt
∣∣∣∣, (3.17)
where vj = v or z, j = 1, 2, 3, and v4 denotes the duality variable at the spatial regularity 0.
By applying the dyadic decompositions to each function in (3.17), we separate the argument
into several cases. For the sake of the argument, let us denote by Nj the dyadic size of the
spatial frequencies of vj after the dyadic decomposition and assume N1 ∼ N4 ≥ N2 ≥ N3.15
(i) When N2, N3 & N
θ
1 for some suitable θ = θ(s) ∈ (0, 1), we can move the derivatives from
v1 to v2 and v3. (ii) When N2, N3 ≪ N θ1 , we group v1v2 and v3v4 and apply the bilinear
refinement of the Strichartz estimate [12, 77], which allows us to gain some derivative.
(iii) When N2 & N
θ
1 ≥ N3, we combine (i) and (ii). This allows us to prove Theorem 3.3.
Remark 3.4. (i) Note that we did not need to perform any refined case-by-case analysis
in proving Theorem 3.1 for the cubic NLW (3.1). This is thanks to the explicit gain of one
derivative in the Duhamel integral operator (3.6).
(ii) One may also study almost sure local well-posedness of the cubic NLS posed on T3
below the scaling-critical regularity. In this case, the argument becomes more involved due
to the lack of the bilinear refinement of the Strichartz estimate, which was the main tool
for gaining derivatives in the problem on R3. See for example [10, 27, 58]. We point out
that, in these works, the random initial data was taken to be of the specific form (2.6).
Then, the main ingredient is the probabilistic improvement of Young’s inequality (Lemma
2.5), which allows us to save some summations. Note that with the random initial data of
the form (2.6), this probabilistic improvement on summability allows us to gain derivatives
thanks to the reciprocal powers of the spatial frequencies in (2.6). At this point, however,
for the general randomized initial data (2.9) on Td, it is not clear to us how to prove almost
sure local well-posedness below the critical regularity.
Remark 3.5. (i) The solution map: (u0, u1) 7→ u for (3.1) is classically ill-posed when
s < scrit =
1
2 . The decomposition (3.4) tells us that we can decompose the ill-posed
solution map as
(uω0 , u
ω
1 )
17−→ zω 27−→ v 7−→ u = zω + v, (3.18)
where the first step 1 involves stochastic analysis (i.e. the probabilistic Strichartz estimates)
and the second step 2 is entirely deterministic. Moreover, there is continuous dependence
of the nonlinear part v on the random linear part z in the second step. See Remark 3.7 for
more on this issue.
(ii) By a similar argument, one can prove almost sure local well-posedness with initial data of
the form: “a smooth deterministic function + a rough random perturbation”. For example,
given deterministic (v0, v1) ∈ H1(T3), consider the random initial data (v0, v1)+(uω0 , uω1 ) for
(3.1), where (uω0 , u
ω
1 ) is as in (3.3). Then, the only modification in the proof of Theorem 3.1
15Note that, due to the spatial integration in (3.17), the largest two frequencies of the dyadic pieces must
be comparable.
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appears in that the initial data for the perturbed equation (3.5) is now given by (v0, v1).
In this case, we have the following decomposition of the ill-posed solution map:
(v0 + u
ω
0 , v1 + u
ω
1 ) 7−→ (v0, v1, zω) 7−→ v 7−→ u = zω + v.
See [69] for a further discussion on the random initial data of this type.
(iii) In Theorems 3.1 and 3.3, we used the term “almost sure local well-posedness” in a
loose manner, following Bourgain. In fact, what is claimed in Theorems 3.1 and 3.3 is
simply almost sure local existence of unique solutions. We point out, however, that the
decompositions (3.4) and (3.12) provide continuous dependence of the nonlinear part v (in
a higher regularity) on the random linear solution z as mentioned above.
(iv) In [22], Burq-Tzvetkov introduced the notion of probabilistic continuous dependence
of u on the random initial data, thus providing a more complete notion of probabilistic
well-posedness.
(v) Unlike the usual deterministic theory, the approximation property of the random solu-
tion uω constructed in Theorem 3.1 by smooth solutions crucially depends on a method of
approximation. On the one hand, Xia [90] showed that the solution map: (u0, u1) 7→ u for
(3.1) is discontinuous everywhere in Hs(T3) when s < 12 . This in particular shows that the
solution map for (3.1), a priori defined on smooth functions, does not extend continuously
to rough functions, including the case of the random initial data (uω0 , u
ω
1 ) considered in The-
orem 3.1.16 On the other hand, by considering mollified initial data (ηε ∗ uω0 , ηε ∗ uω1 ), one
can show that the corresponding smooth solution uε converges almost surely to the solu-
tion uω constructed in Theorem 3.1. Moreover, the limit is independent of the mollification
kernel η. See [88, 90, 64].
(vi) In [63], Oh-Okamoto-Pocovnicu proved almost sure local well-posedness of the following
NLS without gauge invariance:
i∂tu = ∆u− |u|p
in the regime where non-existence of solutions is known. This shows an example of a
probabilistic argument overcoming a stronger form of ill-posedness than discontinuity of a
solution map (which is the case for NLW (3.1) and NLS (3.11) discussed above). In the
same paper, the authors also discussed a probabilistic construction of finite time blowup
solutions below the scaling-critical regularity.
(vii) In this section, we discussed almost sure local well-posedness based on a simple Banach
fixed point argument. There are also probabilistic constructions of local-in-time solutions
which are not based on a contraction argument. See [61, 82, 75]. See also Subsection 3.3.
3.2. On almost sure global well-posedness. Before going over some of the almost sure
global well-posedness results in the literature, we point out that, in the stochastic setting,
it suffices to prove the following statement to conclude almost sure global well-posedness.
Lemma 3.6 (“Almost” almost sure global well-posedness). Given T > 0 and ε > 0, there
exists ΩT,ε ⊂ Ω with P (ΩcT,ε) < ε such that a solution uω exists on [−T, T ] for any ω ∈ ΩT,ε.
Then, almost sure global well-posedness follows from Lemma 3.6 and Borel-Cantelli lemma.
In [9], Bourgain studied the invariance property of the Gibbs measure ρ in (2.7) for
NLS (1.1) on T. The main difficulty of this problem is the construction of global-in-time
dynamics in the support of the Gibbs measure, i.e. in Hσ(T), σ < 12 . By introducing the
Fourier restriction norm method, Bourgain [8] proved local well-posedness of NLS below
16In fact, almost sure norm inflation at (uω0 , u
ω
1 ) holds.
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H
1
2 (T). Global well-posedness, however, was obtained only for the cubic case (p = 3). In [9],
Bourgain combined PDE analysis with ideas from probability and dynamical systems and
proved global well-posedness of NLS almost surely with respect to the Gibbs measure ρ.
The main idea is to use the (formal) invariance of the Gibbs measure ρ as a replacement of
a conservation law, providing a control on the growth of the relevant norm of solutions in
a probabilistic manner. More precisely, he exploited the invariance of the truncated Gibbs
measure ρN associated with the truncated NLS:
i∂tuN = ∆uN −PN (|PNuN |p−1PNuN ), (3.19)
where PN denotes the Dirichlet projection onto the frequencies {|n| ≤ N}, and proved the
following growth bound; given N ∈ N, T > 0, and ε > 0, there exists ΩN,T,ε ⊂ Ω with
P (ΩcN,T,ε) < ε such that for ω ∈ ΩN,T,ε, the solution uωN to (3.19) satisfies
‖uN (t)‖Hσ ≤ C
(
log
T
ε
) 1
2
(3.20)
for any t ∈ [−T, T ], where C is independent of N . Combining (3.20) with a standard
PDE analysis, the same estimate also holds for the solution u to (1.1) on a set ΩT,ε with
P (ΩcT,ε) < ε, yielding Lemma 3.6. We point out that invariance of the Gibbs measure
ρ follows easily once we have well defined global-in-time dynamics. This argument is now
known as Bourgain’s invariant measure argument and is widely applied17 in situations where
there is a formally invariant measure.
Note that while Bourgain’s invariant measure argument is very useful, its use is restricted
to the situation where there is a formally invariant measure. Namely, it can not be used to
study the global-in-time behavior of solutions to an evolution equation with general random
initial data. In the following, we list various methods in establishing almost sure global
well-posedness of nonlinear dispersive PDEs with general random initial data.
• Bourgain’s high-low method in the probabilistic context: In [12], Bourgain introduced an
argument to prove global well-posedness of NLS below the energy space. The main idea is to
divide the dynamics into the low and high frequency parts, where the low frequency part lies
in H1 and hence the energy conservation is available. The main ingredient in this argument
is the nonlinear smoothing property of the high frequency part. By exhibiting nonlinear
smoothing in a probabilistic manner,18 Colliander-Oh [27] implemented this argument in
the probabilistic setting to prove almost sure global well-posedness of the (renormalized)
cubic NLS on T in negative Sobolev spaces. See also [81, 52].
• Probabilistic a priori energy bound: The most basic way to prove global well-posedness is
to iterate a local well-posedness argument. This can be implemented in a situation, where
one has (deterministic) local well-posedness in the subcritical sense19 and the relevant norm
of a solution is controlled by a conservation law. In the probabilistic setting, one can
implement a similar idea. Burq-Tzvetkov [22] proved almost sure global well-posedness of
the defocusing cubic NLW on T3 by estimating the growth of the (non-conserved) energy:
H(v) =
1
2
ˆ
T3
|∇v|2dx+ 1
2
ˆ
T3
(∂tv)
2dx+
1
4
ˆ
T3
v4dx
17This argument is not limited to nonlinear dispersive PDEs. For instance, see [45] for an application of
this argument in studying a stochastic parabolic PDE.
18See Theorems 3.1 and 3.3 for such nonlinear smoothing in the probabilistic setting.
19Namely, the local existence time depends only on the norm of initial data.
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of the nonlinear part v = u − z, solving the perturbed NLW (3.5). The argument is
based on Gronwall’s inequality along with Cauchy-Schwarz’ inequality and the probabilistic
Strichartz estimates. There is a slight loss of derivative in controlling the L∞x -norm of the
random linear solution and thus this argument works only for s > 0. In the endpoint case
(s = 0), Burq-Tzvetkov adapted Yudovich’s argument [91] to control the energy growth of
the nonlinear part v.
We point out that this argument based on Cauchy-Schwarz’ and Gronwall’s inequali-
ties works only for the cubic case. In [65], Oh-Pocovnicu proved almost sure global well-
posedness of the energy-critical defocusing quintic NLW on R3 (see the next item). The
main new ingredient is a new probabilistic a priori energy bound on the nonlinear part
v = u− z. See [53, 84] for almost sure global well-posedness of the three-dimensional NLW
3 < p < 5, following the idea in [65].
• Almost sure global existence by a compactness argument: In [19], Burq-Thomann-Tzvetkov
studied the defocusing cubic NLW (3.1) on Td, d ≥ 4. By establishing a probabilistic energy
bound on the nonlinear part vN of the solution to the truncated NLW, which is uniform
in the truncation parameter N ∈ N, they established a compactness property of {vN}N∈N,
which allowed them to prove almost sure global existence. See Nahmod-Pavlovic´-Staffilani
[57] for a precursor of this argument in the context of the Navier-Stokes equations.
In [20], Burq-Thomann-Tzvetkov adapted a different kind of compactness argument in
fluids by Albeverio-Cruzeiro [1] to the dispersive setting and constructed almost sure global-
in-time dynamics with respect to Gibbs measures ρ for various equations. By exploiting
the invariance of the truncated Gibbs measure ρN for the truncated dynamics, they showed
a compactness property of the measures {νN}N∈N on space-time functions, where νN =
ρN ◦ Φ−1N denotes the pushforward of the truncated Gibbs measure ρN under the global-
in-time solution map ΦN of the truncated dynamics. Skorokhod’s theorem then allowed
them to construct a function u as an almost sure limit of the solutions uN to the truncated
dynamics (distributed according to νN ), yielding almost sure global existence. See [70, 32]
for more on this method. This construction of global-in-time solutions is closely related to
the notion of martingale solutions in the field of stochastic PDEs. See [29].
Due to the use of compactness, the global-in-time solutions constructed above are not
unique (except for the two-dimensional case in [57]). In the four-dimensional case, the
solutions to the defocusing cubic NLW constructed in [19] were shown to be unique in [66],
relying on the result [79], which we discuss in the next item.
• Almost sure global well-posedness in the energy-critical case via perturbation/stability
results: In the deterministic setting, the energy conservation allows us to prove global
well-posedness in H1 of energy-subcritical defocusing NLW and NLS. In the energy-critical
setting, however, the situation is more complicated and the energy conservation is not
enough. Over the last several decades, substantial effort was made in understanding global-
in-time behavior of solutions to the energy-critical NLW and NLS. See [6, 79, 63] for the
references therein.
In an analogous manner, a probabilistic a priori energy bound discussed above does not
suffice to prove almost sure global well-posedness of the energy-critical defocusing NLW and
NLS. In [6], we introduced a new argument, using perturbation/stability results for NLS
to approximate the dynamics of the perturbed NLS (3.14) by unperturbed NLS dynamics
on short time intervals, and proved conditional almost sure global well-posedness of the
energy-critical defocusing cubic NLS on R4, provided that the energy of the nonlinear part
v = u−z remains bounded almost surely for each finite time. Subsequently, by establishing
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probabilistic a priori energy bounds, Pocovnicu [79] and Oh-Pocovnicu [65, 66] applied this
argument and proved almost sure global well-posedness of the energy-critical defocusing
NLW on Rd and Td, d = 3, 4, 5. More recently, Oh-Okamoto-Pocovnicu [63] established
probabilistic a priori energy bounds for the energy-critical defocusing NLS on Rd, d = 5, 6
and proved almost sure global well-posedness for these equations.
• Almost sure scattering results via a double bootstrap argument: The almost sure global
well-posedness results mentioned above do not give us any information on the qualitative
behavior of global-in-time solutions such as scattering. This is due to the lack of global-
in-time space-time bounds in the argument mentioned above. In a recent paper, Dodson-
Lu¨hrmann-Mendelson [33] studied the energy-critical defocusing NLW on R4 in the radial
setting and proved almost sure scattering in this setting. The argument is once again
based on applying perturbation/stability results as in [6, 79, 65]. The main new ingredient
is the Morawetz estimate for the perturbed NLW (3.5) satisfied by the nonlinear part
v = u − z. More precisely, they implemented a double bootstrap argument, controlling
the energy and the Morawetz quantity for the nonlinear part v in an intertwining manner.
Here, the radial assumption plays a crucial role in applying the radial improvement of the
Strichartz estimates. We also point out that even if the original initial data is radial, its
randomization is no longer radial and some care must be taken in order to make use of the
radial assumption. In [47], Killip-Murphy-Vis¸an proved an analogous almost sure scattering
result for the energy-critical defocusing NLS on R4 in the radial setting.20 It would be of
interest to remove the radial assumption imposed in the aforementioned work [33, 47].
We also mention the work [18, 31] on the almost sure scattering results based on (a
variant of) Bourgain’s invariant measure argument combined with the equation-specific
transforms.
In this subsection, we went over various globalization arguments. We point out, however,
that, except for Bourgain’s invariant measure argument (which is restricted to a very partic-
ular setting), all the almost sure globalization arguments are based on known deterministic
globalization arguments. Namely, there is no probabilistic argument at this point that is
not based on a known deterministic argument for generating global-in-time solutions.
3.3. Further discussions. We conclude this section with a further discussion on proba-
bilistic construction of solutions to nonlinear dispersive PDEs.
• Higher order expansions: In Subsection 3.1, we described the basic strategy for proving
almost sure local well-posedness of NLW and NLS. In the following, we describe the main
idea on how to improve the regularity thresholds stated in Theorems 3.1 and 3.3.
We first consider the cubic NLS on R3. The almost sure local well-posedness stated in
Theorem 3.3 follows from the case-by-case analysis in (3.16) within the framework of the
Fourier restriction norm method. See [6] for the details. By examining the case-by-case
analysis in [6], we see that the regularity restriction s > 14 in Theorem 3.3 comes from the
cubic interaction of the random linear solution:
z3(t) := i
ˆ t
0
S(t− t′)|z1|2z1(t′)dt′, (3.21)
where z1 := z
ω = e−it∆uω0 defined in (3.13). On the one hand, given u0 ∈ Hs(R3),
0 ≤ s < 1, we can prove that z3 in (3.21) has spatial regularity 2s − ε for any ε > 0. On
20We also mention a recent work by Dodson-Lu¨hrmann-Mendelson [34] that appeared after the comple-
tion of this note. The main new idea in [34] is to adapt the functional framework for the derivative NLS
and Schro¨dinger maps to study the perturbed NLS (3.14).
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the other hand, we need 2s − ε > scrit = 12 in order to close the argument. This yields the
regularity restriction s > 14 stated in Theorem 3.3.
By noting that all the other interactions in (3.16) behave better than z1z1z1, we introduce
the following second order expansion:
u = z1 + z3 + v
to remove the worst interaction z1z1z1. In this case, the residual term v := u − z1 − z3
satisfies the following equation:{
i∂tv = ∆v −N (v + z1 + z3) +N (z1)
v|t=0 = 0,
where N (u) = |u|2u. In terms of the Duhamel formulation, we have
v(t) = i
ˆ t
0
e−i(t−t
′)∆
{N (v + z1 + z3)−N (z1)}(t′)dt′ (3.22)
Note that we have removed the worst interaction z1z1z1 appearing in the case-by-case
analysis (3.16). There is, however, a price to pay; we need to carry out the following
case-by-case analysis
v1v2v3, for vi = v, z1, or z3, i = 1, 2, 3, but not all vi equal to z1, (3.23)
containing more terms than the previous case-by-case analysis (3.16). Nonetheless, by
studying the fixed point problem (3.22) for v, we can lower the regularity threshold for
almost sure local well-posedness. Note that the solution u thus constructed lies in the
class:
z1 + z3 + C([0, T ];H
1
2 (R3)) ⊂ C([0, T ];Hs(R3))
for some appropriate s < 12 .
By examining the case-by-case analysis (3.23), we see that the worst interaction appears
in
zj1zj2zj3 with (j1, j2, j3) = (1, 1, 3) up to permutations, (3.24)
giving rise to the following third order term:
z5(t) := i
∑
j1+j2+j3=5
j1,j2,j3∈{1,3}
ˆ t
0
S(t− t′)zj1zj2zj3(t′)dt′. (3.25)
A natural next step is to remove this non-desirable interaction in (3.24) in the case-by-case
analysis in (3.23) by considering the following third order expansion:
u = z1 + z3 + z5 + v.
In this case, the residual term v := u− z1 − z3 − z5 satisfies the following equation:
i∂tv = ∆v −N (v + z1 + z3 + z5) +
∑
j1+j2+j3∈{3,5}
j1,j2,j3∈{1,3}
zj1zj2zj3
v|t=0 = 0
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and thus we need to carry out the following case-by-case analysis:
v1v2v3 for vi = v, z1, z3, or z5, i = 1, 2, 3, such that
it is not of the form zj1zj2zj3 with j1 + j2 + j3 ∈ {3, 5}.
Note the increasing number of combinations. While it is theoretically possible to repeat this
procedure based on partial power series expansions, it seems virtually impossible to keep
track of all the terms as the order of the expansion grows. In [7], we introduced modified
higher order expansions to avoid this combinatorial nightmare and established improved
almost sure local well-posedness based on the modified higher order expansions of arbitrary
length.
Next, we briefly discuss the cubic NLW (3.1) on T3. Theorem 3.1 already provides
almost sure local well-posedness for s ≥ 0 and hence we now need to take s < 0. In this
case, the cubic product z3 appearing in the perturbed NLW (3.5) does not make sense
and we need to renormalize the nonlinearity. We assume that the randomized initial data
(uω0 , u
ω
1 ) is of the form (3.3) with ûj(n) = 〈n〉−α+j , j = 0, 1, and that {gj,n}j=0,1,n∈Z3 in
(3.3) is a sequence of independent standard complex-valued Gaussian random variables
conditioned that gj,−n = gj,n, j = 0, 1, n ∈ Z3. Comparing this with (2.6), we see that
(uω0 , u
ω
1 ) is distributed according to the Gaussian measure µα ⊗ µα−1 supported on Hs(T3)
for s < α− 32 . In this case, we can apply the Wick renormalization (see [41, 71]) and obtain
the following renormalized equation for v = u− z:
∂2t v = ∆v− : (v + z)3 :
= ∆v − v3 − 3v2z − 3v :z2 : − :z3 :, (3.26)
where : zℓ : is the standard Wick power of z, having the spatial regularity ℓ(α − 32) − ε,
ℓ = 2, 3. By studying the equation (3.26), it is easy to prove almost sure local well-posedness
for α > 43 , corresponding to s > −16 . Note that the worst term in (3.26) is given by : z3 :
with the spatial regularity 3α− 92 − ε.
As in the case of the cubic NLS, we shall consider the second order expansion:
u = z1 + z3 + v, (3.27)
where z1 = z and
z3(t) := −
ˆ t
0
sin((t− t′)|∇|)
|∇| :z
3
1(t
′) : dt′.
Then, the residual term v = u− z1 − z3 satisfies
∂2t v = ∆v− : (v + z1 + z3)3 : + :z31 :
= ∆v − (v + z3)3 − 3(v + z3)2z1 − 3(v + z3) :z21 : . (3.28)
Note that the worst term :z31 : in (3.26) is now eliminated. In (3.28), the worst contribution
is given by 3(v + z3) :z
2
1 : with regularity 2α − 3− ε.21 By solving the fixed point problem
(3.28) for v, we can lower the regularity threshold. In this formulation, the regularity
restriction arises in making sense of the product z3 · : z21 : as distributions of regularities
3α − 72 − ε and 2α− 3− ε.
21 Here, we assume that z3 has positive regularity. For example, we know that z3 has spatial regularity
at least 3α− 9
2
+ 1− ε and hence α > 7
6
suffices.
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Remark 3.7. The second order formulation (3.27) yields the following decomposition of
the ill-posed solution map:
(uω0 , u
ω
1 ) 7−→ (z1, :z21 :, z3) 7−→ v 7−→ u = z1 + z3 + v.
Compare this with (3.18). As before, the first step involves stochastic analysis, while the
second step is entirely deterministic. One can establish a further improvement to the
argument sketched above, providing a meaning to z3 · :z21 : in a probabilistic manner:22
(uω0 , u
ω
1 ) 7−→ (z1, :z21 :, z3, z3 = :z21 :) 7−→ v 7−→ u = z1 + z3 + v.
See [67] for details.
Remark 3.8. In a recent paper [80], Pocovnicu-Wang provided a simple argument for
constructing unique solutions to NLS with random initial data by exploiting the dispersive
estimate. In the context of the cubic NLS (3.11) on R3, the random initial data can be
taken to be only in L2(R3). Compare this with Theorem 3.3. Their construction, however,
places a solution u only in the class:
e−it∆uω0 + C([0, T ];L
4(R3)),
which does not embed in C([0, T ];Hs(R3)). See also [68] for a related result in the context
of the stochastic NLS on Rd.
• Bourgain-Bulut’s argument: In Subsection 3.2, we described a globalization argument
when there is a formally invariant measure (Bourgain’s invariant measure argument). We
point out that this globalization argument requires a separate local well-posedness argument
(whether deterministic or probabilistic). In [13, 14, 15], Bourgain-Bulut presented a new
argument, where they exploited formal invariance already in the construction of local-in-
time solutions. In the following, we briefly sketch the essential idea in [13, 14, 15] by taking
NLS (1.1) on T as an example.
The main goal is to show that the solution uN to the truncated NLS (3.19) converges to
some space-time distribution u, which turns out to satisfy the original NLS (1.1). This is
done by exploiting the invariance of the truncated Gibbs measure ρN :
dρN = Z
−1e
− 1
p+1
´
|PNu|
p+1
dµ1,
for the truncated equation (3.19). Let T ≤ 1. Then, by the probabilistic Strichartz esti-
mates (Lemma 2.3), we have
µ1
(
u0 : ‖e−it∆u0‖LqtWσ,rx ([0,T ]×T) > λ
)
≤ C exp(−cλ2)
for any σ < 12 , finite q ≥ 2, and 2 ≤ r ≤ ∞. Then, by using the mutual absolute continuity
between µ1 and ρN and exploiting the invariance of ρN , we can upgrade this estimate to
ρN
(
u0 : ‖uN‖LqtWσ,rx ([0,T ]×T) > λ
)
≤ C exp(−cλc′), (3.29)
22Recall the following paraproduct decomposition of the product fg of two functions f and g:
fg = f < g + f = g + f > g
:=
∑
j<k−1
ϕj(D)f ϕk(D)g +
∑
|j−k|≤1
ϕj(D)f ϕk(D)g +
∑
k<j−1
ϕj(D)f ϕk(D)g.
Since the paraproducts z3 < : z
2
1 : and z3 > : z
2
1 : always make sense as distributions, it suffices to give a
meaning to the resonant product z3 = :z
2
1 : in a probabilistic manner.
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where uN is the solution to the truncated NLS (3.19) with uN |t=0 = u0. We stress that the
constants in (3.29) are independent of N ∈ N.
Given M ≥ N ≥ 1, let uM and uN be the solutions to (3.19) with the truncation size M
and N , respectively. Then, on a time interval Ij = [tj , tj+1] ⊂ [0, T ], we have
uM (t)− uN (t) = e−i(t−tj )∂2x(uM (tj)− uN (tj))
+ i
ˆ t
tj
e−i(t−t
′)∂2x(PM −PN )|uM |p−1uM (t′)dt′
+ i
ˆ t
tj
e−i(t−t
′)∂2xPN (|uM |p−1uM − |uN |p−1uN )(t′)dt′.
= I + II + III. (3.30)
Fix s < 12 sufficiently close to
1
2 . We estimate each term on the right-hand side of (3.30)
in the Xs,b-norm with b = 12+. See [85] for the basic properties of the X
s,b-spaces. The
first term I is trivially bounded by ‖uM (tj)−uN (tj)‖Hs . Noting that the second term II is
supported on high frequencies {|n| > N}, we can show that it tends to 0 as N →∞. Here,
we used (3.29) with s < σ < 12 , giving a decay of N
s−σ for ‖II‖Xs,b([tj ,tj+1]). As for the last
term III, by the fractional Leibniz rule, (3.29), and the periodic Strichartz estimate, we can
estimate it by ‖uM −uN‖Xs,b([tj ,tj+1]).23 This allows us to iterate the argument on intervals
Ij to cover the entire interval [0, T ] and show that {uN}N∈N is Cauchy in Xs,b([0, T ]).
The almost sure local well-posedness argument presented in Subsection 3.1 exploited the
gain of integrability only at the level of the random linear solution. The main novelty of the
argument presented above is the use of invariance in constructing local-in-time solutions,
which yields the gain of integrability for the truncated solutions uN , uniformly in N ∈ N.
4. Remarks and comments
(i) In (1.4), we introduced the scaling-critical Sobolev regularity scrit. Note that this regular-
ity is based on the (homogeneous) L2-based Sobolev spaces H˙s = W˙ s,2. Given 1 ≤ r ≤ ∞,
we can also consider the scaling-critical Sobolev regularity adapted to the Lr-based Sobolev
spaces W˙ s,r:
scrit(r) =
d
r
− 2
p− 1
such that the homogeneous W˙ scrit(r),r-norm is invariant under the dilation symmetry (1.3).
Heuristically speaking, the gain of integrability depicted in Lemmas 2.2 and 2.3 allows us to
lower the critical regularity from scrit = scrit(2) =
d
2− 2p−1 to scrit(r) = − 2p−1+ε for r ≫ 1.24
23Here, the implicit constant depends on the choice of λ in (3.29), which needs to be chosen in terms of
N . See [14] for more on this issue.
24Things are not as simple as stated here due to the unboundedness of the linear solution operator on
Lr, r 6= 2, for dispersive equations. In the case of the nonlinear heat equation, however, this heuristics can
be seen more clearly. Consider the following nonlinear heat equation on Rd:
∂tu = ∆u− |u|
p−1
u (4.1)
with initial data u0 ∈ L
2(Rd). In general, (when 4 < d(p − 1) for example), we do not know how to
construct a solution with initial data in L2(Rd). By randomizing the initial data u0 as in (2.13), we see
that the randomized initial data uω0 lies almost surely in L
r(Rd) for any finite r ≥ 2. Then, by taking
r >
d(p−1)
2
, we can apply the deterministic subcritical local well-posedness result in [17] to conclude (rather
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For example, in the cubic case (p = 3), we have scrit(r) =
d
r
− 1 → −1 as r → ∞, which
makes the problem considered in Subsection 3.1 subcritical in some appropriate sense.
(ii) In recent years, there has been a significant development in the well-posedness theory
of singular stochastic parabolic PDEs. For example, the theory of regularity structures by
Hairer [44] and the paracontrolled distributions introduced by Gubinelli-Imkeller-Perkowski
[40, 23] allow us to make sense of the following stochastic quantization equation (SQE,
dynamical Φ43 model) on T
3:
∂tu = ∆u− u3 +∞ · u+ ξ, (4.2)
where ξ denotes the space-time white noise. See also [50]. Moreover, it has been shown
that the Gibbs measure ρ in (2.7) (in a renormalized form) is invariant under the dynamics
of (4.2) [45, 2]. It would be of great interest to study a similar problem for the defocusing
cubic NLS and NLW on T3 with the Gibbs measure ρ as initial data. While the NLS
problem seems to be out of reach (see (iii) below), one may approach the NLW problem by
adapting the paracontrolled calculus25 to the wave case.
(iii) There has also been some development in the solution theory for singular stochastic
nonlinear dispersive PDEs [60, 41]. The problem of particular importance is the following
(renormalized) stochastic cubic nonlinear Schro¨dinger equation (SNLS) on T with additive
space-time white noise forcing:
i∂tu = ∆u− |u|2u+ 2∞ · u+ ξ. (4.3)
Since SNLS (4.3) on Td scales like (4.2) on Td, one may be tempted to think that they
are of equal difficulty. This, however, is completely false; while SQE on Td, d = 1, 2, 3 is
subcritical, SNLS on the one-dimensional torus T is critical in the following sense.
The linear heat semigroup et∆ is bounded on L∞ and thus the scaling-critical regularity
for the cubic heat equation is given by scrit(∞) = −1 for any dimension. The space-time
white noise under the Duhamel integral operator:26
´ t
0 e
(t−t′)∆ξ(dt′) has (spatial) regularity
−d2 + 1 − ε. Comparing these two regularities, we see that SQE (4.2) is critical when
d = 4 and is subcritical when d = 1, 2, 3. We point out that both the theory of regularity
structures and the theory of paracontrolled distributions are subcritical theories and can
not handle (4.2) when d = 4.
Similarly, by recalling that the linear Schro¨dinger group e−it∆ is bounded on L2 and is
unbounded on any Lr, r 6= 2, it seems reasonable to use r = 2 to compute the scaling-
critical regularity for the cubic NLS, thus giving scrit(2) =
d
2 − 1. On the other hand, the
stochastic convolution
´ t
0 e
−i(t−t′)∆ξ(dt′) in this case does not experience any smoothing
and thus has (spatial) regularity −d2 − ε. Comparing these two regularities, we see that
SNLS (4.3) is critical already when d = 1. We point out that the (deterministic) cubic NLS
on T with the spatial white noise as initial data, i.e. (2.6) with s = 0, basically has the
same difficulty. This criticality is also manifested in the fact that the higher order iterates
such as z3 in (3.21) and z5 in (3.25) do not experience any smoothing.
27 Lastly, we mention
trivial) almost sure local well-posedness of (4.1) with respect to the Wiener randomization uω0 . This is an
instance of “making the problem subcritical” by randomization.
25At this point, we do not know how to apply the theory of regularity structures to study dispersive
PDEs, partly because we do not know how to lift the Duhamel integral operator for dispersive PDEs to
regularity structures.
26This is the so-called stochastic convolution.
27For example, for the subcritical SQE on T3, the second order iterate (an analogue of z3 in (3.21)) gains
one derivative as compared to the stochastic convolution.
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a recent work [38], where the second author (with Forlano and Y.Wang) established local
well-posedness of (4.3) with a slightly smooth noise 〈∂x〉−εξ, ε > 0.
(iv) Various methods and ideas in the random data Cauchy theory for nonlinear dispersive
PDEs are applicable to study stochastic nonlinear dispersive PDEs thanks to the gain
of integrability on a stochastic forcing term.28 For example, the almost sure local well-
posedness result for the (renormalized) cubic NLS in Hs(T), s > −13 , by Colliander-Oh
[27] essentially implies local well-posedness of SNLS (4.3) with a smoothed noise 〈∂x〉−εξ,
ε > 16 .
(v) Thanks to Bourgain’s invariant measure argument, we now have a good understanding
of how to build an invariant measure of Gibbs type based on a conservation law. Note,
however, that these measures are supported on rough functions (except for completely
integrable equations) and we do not know how to construct invariant measures supported
on smooth functions. Bourgain [11] wrote “the most important challenge is perhaps the
question if we may produce an invariant measure which is supported by smooth functions.”
(vi) So far, we discussed how to construct solutions in a probabilistic manner. It would be of
interest to develop a probabilistic argument to get more qualitative information of solutions.
For example, the random initial data (2.6) lies almost surely in W σ,∞(Td), σ < s− d2 . On
the one hand, the deterministic well-posedness theory propagates only the Hσ-regularity
of solutions. On the other hand, quasi-invariance of µs [87, 72, 73, 74] implies that the
W σ,∞-regularity is also propagated in an almost sure manner. An interesting problem may
be to use probabilistic tools to study the growth of high Sobolev norms of solutions. For
example, the argument in [87, 72] provides a probabilistic proof of a polynomial upper
bound.
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