Abstract: The paper reports a new algorithm for global constrained optimization and its application to the design of PI and PID controllers. The algorithm is described in detail and the features which make it suited for controller design are emphasized. Various design criteria and constraints are considered. The numerical results show good performance in all tests: its flexibility and ease of use make it an alternative to more classical design procedures.
INTRODUCTION
Several recent papers dealing with design methods for PI and PID controllers witness the lasting interest on this subject. Two main lines of research are present. The first, in the spirit of Ziegler and Nichols work, leads to formulas relating the parameters of the step response of the process to the parameters of the controller. See, for instance, Åström and Hagglund (1995a) , Ho et al. (1999) . In the second approach the controller parameters are found solving a constrained optimization problem: given the transfer function of the plant, find a controller that minimizes a functional of the error due to a load disturbance, under constraints that ensure robustness of the overall system. Along this lineÅström et al. (1998) propose a new design strategy for PI controllers: the Integral Error (IE) due to a step load disturbance is minimized under a constraint on the peak value of the sensitivity function. The method is elegant and effective, but it relies on the special choice of the performance index and the structure of the sensitivity constraint, so that the results and the solution algorithm cannot be extended to other integral indices, to different constraints, to the PID controller.
In this paper PI and PID controllers are tuned using a new Global Optimization method, thus retaining the idea ofÅström et al. (1998) , but taking advantage of its generality and flexibility. Global Optimization (GO) algorithms such as Branch and Bound, Genetic, Simulated Annealing, Randomized, have been used extensively in the past decade to solve problems arising in systems analysis and design. The algorithm here proposed belongs to the family of information algorithms (Strogin, 1989) . It is an extension to the multivariable case of the algorithm presented in Sergeyev and Markin (1995) for constrained single variable problems. A convergence proof is given in Sergeyev et al. (2001) . After describing in details the algorithm and the design problems, several numerical experiments are reported and discussed. The experiments involve: a) the reproduction of several examples on PI design from Aström et al. (1998) , to compare the respective results; b) the solution of new PI design problems: minimization of the IE with a constraint on the phase margin, minimization of the Integral Squared Error (ISE) of the output to a step load disturbance with a constraint either on the sensitivity or on the phase margin; c) the solution of similar problems for PID controllers.
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is a real value, denoted as the reliability parameter of the method.
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Remark 1
The tolerance ª must be larger than D -th root of the machine precision: this reflects the change of metric induced by the Peano transformation. Parameter is not critical, unless 'flat' functions occur. As for the reliability parameter , it has been shown (Sergeyev et al., 2001 ) that the sequence generated by the algorithm converges to the solution of the problem for sufficiently large for any given Lipschitz problem: however, large may cause a slow convergence.
Remark 2
The ordering of the constraints is important: an appropriate hierarchy may save computation time, and may allow to relax the hypothesis that all the constraints are Lipschitz continuous in the box 8 .
THE DESIGN PROBLEM
A two degrees of freedom PID (Åström and Hägglund, 1995b) with derivative action on the filtered output and weight on the set-point is considered (Fig. 1) .
PI design
The first test reproduces some experiments from Aström et al. (1998) ; the optimization problem is:
Then the flexibility of the algorithm is tested in two directions: measuring the performance by the ISE index, and constraining the phase margin 3) either IE is minimum or ISE is minimum.
The above problems do not depend on . Four rational and delay test processes are considered:
The stability constraint is checked first. Then, if the system is stable the robustness constraint is computed. If this last is satisfied, the criterion is evaluated. 
is the process transfer function;
the PI scheme is obtained. . On the basis of plots such as that in Fig. 2 , a second trial is performed with a reduced box and a larger , e.g., 7 (
. The algorithm shows in almost all experiments a satisfactory performance: only in few cases the limit of 0 s " " "
iterations is reached, whereas less than 100 iterations are often sufficient to localize the minimum. The first estimate is almost always confirmed by the second run. 
is the transfer function between the set-point and the output. If no such value exists, then ( " is set. Figures 3-6 show the responses to a step set-point, followed by a step load disturbance: for a given constraint, no striking difference arises by the use of the IE or ISE criterion, whereas the constraints have a relevant effect. An increasing tendency to oscillations from the controllers designed with the constraint Table 2 shows the trials to obtain the optimal controller with the ISE index and
The first two runs of the algorithm do not find the minimum, so it is necessary to further modify the search region and increase the reliability parameter. The same procedure is followed for the IE index: final results are shown in Table 3 and time responses in Figure 7 .
Acting on at the same way as in the PI design does not remove the large oscillations in the set point response. However, the flexibility of the algorithm allows to introduce a further constraint on the complementary sensitivity © to reduce the resonance peak of the set-point to output response. . The final estimates are reported in Table 4 , and the time responses are shown in Fig. 8 .
The tables and figures show interesting features. It is apparent that the constraint on the complementary sensitivity causes a decrease of the overshoot from 37% (Fig. 7, ISE plot) or 45% (Fig. 7 , IE plot) to 13% (Fig. 8 ,
On the other hand the difference between the peaks of the response to the load disturbance is negligible. When two constraints are imposed, there is no difference between the PID parameters obtained by minimizing the IE or the ISE criterion. The results of Table 4 show that the optimal values of the PID parameters are strongly influenced by , that is by the bandwidth of the filter acting on the output signal. Moreover the IE and ISE indices increase when is decreased: this effect is also seen in the time responses to the load disturbance, whereas the influence on the set-point response is negligible.
DISCUSSION AND CONCLUSIONS
A new algorithm for constrained global optimization has been described and applied to the classical problem of tuning PI/PID parameters. Its main features are:
' it only requires that a box search region is given: the search is performed along a space filling curve that maps the interval G" % $ 3 0 4 I into the region;
' the constraints are ordered: when a constraint is not satisfied, the next constraints and the objective function are not computed;
' it is able to deal with black-box objective function, i.e., the analytic expression of the function to be minimized is not required;
' the behaviour of the algorithm depends almost exclusively on the reliability parameter .
The problems here considered can be all stated as: given any transfer function as a model of the plant, find the parameters of a PI/PID controller that ' make the closed loop system stable;
' guarantee, to a certain degree, robustness against model mismatch and good set-point response;
' minimize a functional of the error due to a unit step disturbance acting on the plant input.
Such design objectives are not new: several cited papers discuss them and propose solution algorithms, but they seem to be more or less specialized. The novelty of our proposal is a general algorithm, which poses no restriction on the plant model, on the number and type of constraints, on the function to be minimized.
The characteristic features mentioned above make it particularly suited to the present application:
' the small number of decision variables avoids the degradation of performance which affects optimization methods using space filling curve when the number of variables increases;
' the rectangular region is defined by bounds imposed on the parameters of the controller: in the paper the bounds have been found on the basis of a rough stability analysis, but in practical instances they can be given on the basis of technical specifications on the components;
' constraints ordering plays a more important role: since the prerequisite is closed loop stability, if the stability constraint is not satisfied, the computation of other quantities, which may be unbounded or meaningless, is not even attempted;
' to refine a first estimate, it is important that the behaviour of the algorithm only depends on ; ' the MATLAB version of the algorithm uses, in the computation of constraints and criteria, all the MATLAB tools for LTI systems analysis. 
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