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В алгебре обобщенных случайных процессов рассматривается процесс, задаваемый стохастическим интегралом по не-
прерывному мартингалу. Найдены условия, при которых рассматриваемый обобщенный процесс ассоциирует обыч-
ный случайный процесс. Описан общий вид указанного случайного процесса. 
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Stochastic integral with respect to continuous martingale is considered in the algebra of generalized stochastic processes. The 
sufficient conditions when the above generalized stochastic process associates an ordinary stochastic process are formulated. 
The explicit form of the ordinary stochastic process is described. 
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Введение 
Стохастические дифференциальные урав-
нения широко применяются в различных облас-
тях экономики, биологии, физики и техники. В 
зависимости от предметной области, использу-
ются различные определения стохастического 
интеграла [1]–[4], что существенно влияет на 
методику исследования. Перспективным направ-
лением в изучении стохастических дифференци-
альных уравнений, на наш взгляд, является под-
ход с точки зрения алгебры обобщенных случай-
ных процессов [5], который позволяет охватить 
различные определения стохастического инте-
грала и, таким образом, проводить исследование 
стохастических дифференциальных уравнений с 
единых позиций.  
С практической точки зрения важно знать 
при каких условиях элемент алгебры обобщен-
ных случайных процессов соответствует обыч-
ному случайному процессу. Такие условия по-
зволяют переходить от единой теории обобщен-
ных случайных процессов к частным случаям, 
предлагая более детальное описание динамики 
моделируемой системы.  
Мы работаем в алгебре обобщенных слу-
чайных процессов, построенной в [5]. Элемента-
ми данной алгебры являются классы эквивалент-
ности на множестве последовательностей слу-
чайных процессов. В работе [5] также вводится 
обобщенный дифференциал dh  для обобщенного 
процесса. Указанные конструкции позволяют 
ввести в алгебре обобщенных случайных про-
цессов   обобщенный   стохастический   интеграл  
( )d
t
s st hf V VI = ∫0                        (0.1) 
и стохастические уравнения в дифференциалах  
  d ( )dt t th hx f x V= .                      (0.2) 
И стохастический интеграл, и стохастические 
уравнения в дифференциалах в алгебре обоб-
щенных случайных процессов рассматривались 
ранее для довольно широкого класса обобщен-
ных случайных процессов. В работах [6], [7] ин-
теграл и уравнения исследовались для обобщен-
ного случайного процесса i,V  который соответ-
ствует или ассоциирует, броуновское движение 
.tB  В работе [8] вместо броуновского движения 
tB  был рассмотрен процесс Леви .tL  В обоих 
случаях связь обобщенного дифференциала dh  с 
обобщенным процессом iV  задает вид обычного 
случайного процесса, который соответствует 
обобщенному стохастическому интегралу tI  из 
(0.1) или решению tx  обобщенного стохастиче-
ского уравнения в дифференциалах (0.2).  
Задача данной работы исследовать стохас-
тический интеграл (0.1), в случае, когда iV  ассо-
циирует непрерывный квадратично-интегриру-
емый мартингал .tM  Ключевым отличием дан-
ного исследования от указанных выше является 
то, что квадратичная вариация 
t
M  процесса 
tM  также является случайным процессом, тогда 
как для броуновского движения tB  и процесса 
Леви  tL   она  детерминирована. Используя 
МАТЕМАТИКА
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обобщенный стохастический интеграл (0.1), мы 
описываем различные типы интегралов по не-
прерывным квадратично-интегрируемым мар-
тингалам и соответствующие им случайные про-
цессы, вид которых задается связью между 
обобщенным дифференциалом dh  и обобщен-
ным процессом i.V  
 
1 Обобщенный стохастический интеграл 
Приведем построение алгебры обобщенных 
случайных процессов и обобщенных стохастиче-
ских дифференциалов из [5].  
Пусть дано вероятностное пространство 
( ).P, ,Ω F  Фильтрация F  задается потоком сиг-
ма-алгебр 0( ) .t t≥F  Рассмотрим множество после-
довательностей случайных процессов на 
( )P, ,FΩ  с гладкими траекториями, то есть 
( )nt nV
∞
=1 , где ( )
n
tV
∞∈C R  для почти всех .ω∈Ω  
Отношение эквивалентности на множестве таких 
последовательностей зададим следующим обра-
зом: ( ) ( )n nt n t nV W
∞ ∞
= =1 1∼  если существует ,N  такое 
что для любого n N>  и для любого t  верно 
( ) 0.n nt tP V W≠ =  Множество описанных классов 
эквивалентности образует алгебру обобщенных 
случайных процессов. Элементы данной алгебры 
будем обозначать i 1( ) .nt nV V ∞⎡ ⎤⎢ ⎥=⎣ ⎦=   
Обобщенный дифференциал dh  для обоб-
щенного процесса iV  вводится следующим обра-
зом  
 1d ( )n
n n
t t h t nhV V V
⎡ ⎤∞⎢ ⎥+ =⎣ ⎦= − ,  
где h  положительное бесконечно малое обоб-
щенное число, а именно  
 { }1( ) lim 0n n n nnh H h h h∞ +⎡ ⎤⎢ ⎥=⎣ ⎦ →∞∈ = : ∈ , = .R  
Введем теперь обобщенный стохастический 
интеграл вида (0.1). Так как нас интересует зна-
чение tI  для ,t∈R  мы вводим обобщенный ин-
теграл следующим образом  
  10 ( )d ( )
t n
s s t t nhf V V I I
∞⎡ ⎤⎢ ⎥=⎣ ⎦= = .∫             (1.1) 
Для  1[( ) ]n nh h ∞==  введем  
0 { } ,
n
n ns t h h= /  0n nk ns s kh= +  и [ ],nt nm t h= /  
где { } [ ]y y,  обозначают дробную и целую часть 
числа ,y  соответственно, тогда  
1
1
0
( )( )
n
t
n n n
k k k
m
n n n n
t s s s
k
I f V V V
+
−
=
= − .∑  
Определение 1.1. Будем говорить что обоб-
щенный случайный процесс tI  ассоциирует слу-
чайный процесс tI  в некотором топологическом 
пространстве, если lim nn t tI I→∞ =  в этом про-
странстве.  
Исследуем вид процесса ,tI  ассоциируемо-
го обобщенным случайным процессом (1.1). Тем 
самым мы опишем различные типы стохастиче-
ских интегралов, которые соответствуют обоб-
щенному стохастическому интегралу (1.1).  
 
2 Основные результаты 
Обобщенный процесс jM  ассоциирует не-
прерывный квадратично-интегрируемый мартин-
гал ,M  причем  
j
1[( ) ] где ( )
n n
t t n t n tM M M M ρ∞== , = ∗ .  
Дельта-последовательность nρ  обладает сле-
дующими свойствами: ( ),nρ ∞∈C R  0,nρ ≥  
supp [0 1 ],n nρ ⊂ ; /  10 ( ) 1.
n
n s dsρ/ =∫  Введем функ-
цию  
1
( ) ( )d
n
n nx
F x u u xρ/= , ∈ ,∫ R  
тогда  
1 1
0 0
( )d ( )d
n t nn
t t s n n sM M s s F s t Mρ/ + /+= = − .∫ ∫   (2.1) 
Рассмотрим обобщенный стохастический 
интеграл  
 j  j 10 ( )d ( )
t n
s st t nhI f M M I
∞⎡ ⎤⎢ ⎥=⎣ ⎦+= = .∫          (2.2) 
Для упрощения обозначений мы будем рассмат-
ривать ntI  из (2.2), опуская связь между h  и ,n  
то есть 0 { } ,t t h h= /  0 ,kt t kh= +  [ ]tm t h= /  и  
1
1
0
( )( )
t
k k k
m
n n n n
t t t t
k
I f M M M+
−
=
= − .∑           (2.3) 
Для описания случайного процесса ,tI  ассоции-
рованного обобщенным процессом ,tI  необхо-
димо рассмотреть предельное поведение суммы 
(2.3) при ,n →∞  0.h →  
Везде далее будем рассматривать 
[0 ].t T∈ = ,T  Введем случайную меру nhμ   
[
]
1
1
2
( ) ( ) ( )
( ) d
k
k
t h n
nh B k n kt
k
n k s
t B t F s t h
F s t M
μ ∞ + + /
=
, = − − −
− − ,
∑ ∫1    (2.4) 
где B  борелевское множество, а M  – квадра-
тичная вариация мартингала M  [9, гл. II, §2].  
Теорема 2.1. Пусть функция ( ),f ∈ 1BC R  
мартингал M  непрерывен и квадратично-ин-
тегрируем. Если последовательность мер nhμ  из 
(2.4) сходится слабо, почти везде по Ω  и в 
( )1L T  при ,n →∞  0,h →  то предельная мера 
μ  не зависит от ,t  и обобщенный стохастиче-
ский интеграл tI  из (2.2) ассоциирует случайный 
процесс tI  в ( )
1L T  и по вероятности, причeм tI  
имеет следующий вид  
0 0
1( )d ( )(d (d ))
2
t t
t s s s s
I f M M f M M sμ′= + − .∫ ∫  
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Замечание 2.1. В случае если M  броунов-
ское движение, d d
s
M s=  и сходимость мер 
nhμ  равносильна сходимости числовой последо-
вательности  
0 1
( ) 1 ( ) ( )d dn n
s t n
s t h
s tK n h s t s t
h
ρ ρ
≤ , ≤ /
| − |≤
| − |⎛ ⎞, = − .⎜ ⎟⎝ ⎠∫  
Если ( )K n h θ, →  при ,n →∞  0,h →  то 
[0 1]θ ∈ ,  и предельная мера имеет вид 
(d ) d .u uμ θ=  Тогда ассоциированный процесс tI  
задается следующим образом  
0 0
1( )d ( )d
2
t t
t s s s s
I f M M f M Mθ− ′= + .∫ ∫  
Полученные результаты согласуются с ра-
ботой [7].  
Замечание 2.2. Eсли ,nh →∞  то для произ-
вольного квадратично-интегрируемого непре-
рывного мартингала M   
0
( )d
t
t s sI f M M= ,∫  
то есть мера (d )sμ  совпадает с мерой d
s
M  и 
обобщенный стохастический интеграл ассоции-
рует интеграл Ито.  
 
3 Вспомогательные утверждения 
В силу определения (2.1), несложно видеть, 
что ntM  является процессом с непрерывными 
траекториями и для любого ,ω∈Ω  t∈T  верно 
lim .nt tn M M→∞ =  Сформулируем необходимые 
вспомогательные утверждения.  
Лемма 3.1.  Для произвольного u t, ∈T  верно 
1 1 21 2
0 1 2
0
[ ( ) ( )]d max
s s h n
s s u
u
n n s s sF s t h F s t M M M| − |≤ +
≤ , ≤
− − − − ≤ | − | .∫
 Доказательство. Используя интегрирова-
ние по частям и вид nF  получаем  
1 2[ 1 ]1 2
0 1 2
0
0
0
( )0
1
[ ( ) ( )]d
( ( ) ( ))d
( ( ) ( ))d
( ( ) ( ))d
( )d
max (
s s t t h n
s s u
u
n n s
u n nu
u
s n n
s u n n
s h u s u n
t n
s s nt
F s t h F s t M
M s t h s t s
M s t h s t s
M s t h s t s
M M s t s
M M s t
ρ ρ
ρ ρ
ρ ρ
ρ
ρ
, ∈ , + + /
≤ , ≤
+∞
+∞
∧
+∞ ⎛ ⎞⎜ ⎟+ ∧ ∧⎝ ⎠
+ /
− − − − =
= − − − − +
+ − − − − =
= − − − − =
= − − ≤
≤ | − | −
∫
∫
∫
∫
∫
∫
1 211 2
0 1 2
)d
max
s s h n
s s u
s s
s
M M
| − |≤ + /
≤ , ≤
≤
≤ | − | .
 
 Лемма 3.2. Если мера nhμ  слабо сходится к 
мере μ  для почти всех ω∈Ω  и в ( )1L T  при 
,n →∞  0,h →  то предельная мера μ  не 
зависит от .t   
Доказательство. Мера nhμ  слабо сходится 
к мере μ  для почти всех ω∈Ω  и в ( ),1L T  зна-
чит для любой непрерывной g  верно  
0 0 0
( ) ( d ) ( ) ( d ) d 0
при 0
T T T
nht u t u t u t u t
n h
μ μ, , − , , →
→∞, → .
∫ ∫ ∫g g  
Из определения (2.4) меры nhμ  следует что nhμ  
является h-периодической функцией по t, а тогда  
0
0
0
0 0
0 0
0
0 0
0
lim ( ) ( d )d
lim ( ) ( d )d
1lim ( ) ( d )d
n
h
n
h
n
h
T T
nh
L h T
nh
k
Lh T
nh
k
t u t u t
t kh u t u t
t kh u h t u t
h
μ
μ
μ
→∞
→
→∞
→
→∞
→
=
=
, , =
= + , , =
⎛ ⎞= + , , .⎜ ⎟⎝ ⎠
∫ ∫
∑ ∫ ∫
∑∫ ∫
g
g
g
 
По определению интеграла  
0
0
( ) ( )d ,
L T
k
t kh u h s u s
=
⎛ ⎞+ , → ,⎜ ⎟⎝ ⎠∑ ∫g g  
значит  
0
0
0
0 0
0
0 0 0
0 0 0
1lim ( ) ( d )
1lim ( ) ( d )d
1lim ( ) ( d )d d
n
h
n
h
n
h
Lh T
nh
k
h T T
nh
T T h
nh
t kh u h t u dt
h
s u ds t u t
h
s u t u t s
h
μ
μ
μ
→∞
→
→∞
→
→∞
→
=
⎛ ⎞+ , , =⎜ ⎟⎝ ⎠
= , , =
= , , .
∑∫ ∫
∫ ∫ ∫
∫ ∫ ∫
g
g
g
 
Обозначим 1
0
( ) ( )
h
nh nhhdu t du dtν μ= , .∫  Очевидно  
0
0
0 0 0
0 0
1lim ( ) ( d )d d
lim ( ) (d )d
n
h
n
h
T T h
nh
T T
nh
s u t u t s
h
s u u s
μ
ν
→∞
→
→∞
→
, , =
= , .
∫ ∫ ∫
∫ ∫
g
g
 
По условию данный предел сходится для любых 
непрерывных функций g.  Рассматривая функ-
ции ,g  зависящие только от ,u  получаем, что  
0
0
lim ( ) ( )
n
h
T
nhg u duν→∞
→
∫  
существует для любых непрерывных .g  Значит, 
последовательность мер (d )nh uν  слабо сходится 
к некоторой мере (d ).uν  То есть мы имеем, что  
0
0 0 0 0
lim ( ) (d )d ( ) (d )d
n
h
T T T T
nhs u u s s u u sν ν→∞
→
, = , .∫ ∫ ∫ ∫g g  
В силу единственности предела получаем, что 
предельная мера μ  совпадает с .ν  Значит, μ  не 
зависит от t. 
Замечание 3.1. Явный вид предельной меры 
(d )uμ  можно получить, исследуя предельное 
поведение последовательности мер (d ).nh uν  
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Для 1 2 tl … m= , , ,  введем обозначение 
1
1
2
0
[ ]
k k
l
n n n
l t t
k
V M M+
−
=
= − .∑  Докажем несколько вспо-
могательных утверждений для ограниченного 
мартингала.  
Лемма 3.3.  Если мартингал M  и его квад-
ратичная вариация 
t
M  ограничены констан-
той ,B  то для любого фиксированного t∈T  
справедлива оценка  
2 2( ) 9 (1 2 )
t
n
mE V B B≤ + .  
Доказательство. По определению  
1
1 1
21
2 2
0
1 1
2 2
0 0
( ) [ ]
[ ] [ ]
t
t k k
t t
k k j j
m
n n n
m t t
k
m m
n n n n
t t t t
k j
V M M
M M M M
+
+ +
−⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟=⎝ ⎠
− − ⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠= =
= − =
= − − .
∑
∑∑
 
Введем функцию  
10
( ) [ ( ) ( )]d
k
u
t n k n k sJ u F s t F s t M+= − − − .∫  (3.1) 
В силу представления (2.1) и вида nF  для 
1v t n≥ + /  верно  
1
1 1
1
[ ]
[ ( ) ( )]d ( )
k k
k
k
k
n n
t t
t n
n k n k s tt
M M
F s t F s t M J v
+
+ + /
+
− =
= − − − = .∫  
Тогда  
( )
1 1
2 2 2
0 0
1 1
2 2 2
0 0
( ) ( ) ( ) и
( ) ( ) ( )
t t
t k j
t t
t k j
m m
n
m t t
k j
m m
n
m t t
k j
V J v J v
E V E J v J v
− −
= =
− −
= =
=
= .
∑ ∑
∑∑
 
Из вида (3.1) следует, что ( )
kt
J u  является 
мартингалом, более того, по формуле Ито 
2 2 2 2
0
( ) ( ) d( ( ) ( ))
k j k j
v
t t t tJ v J v J u J u= ,∫  где  
2 2 2
2 2
2
( ( ) ( )) 2 ( ) ( ) ( )
2 ( ) ( ) ( ) ( )
( ) 4 ( ) ( )
k j k j k
k j j j k
k j k j k j
t t t t t
t t t t t u
t t t t t tu u
d J u J u J u J u dJ u
J u J u dJ u J u d J
J u d J J u J u d J J
= +
+ + +
+ + , .
 
Применяя математическое ожидание, получаем  
 
2 2 2
0
2
0
0
( ( ) ( )) ( )d
( )d
4 ( ) ( )d
k j j k
k j
k j k j
v
t t t t u
v
t t u
v
t t t t u
E J v J v E J u J
E J u J
E J u J u J J
= +
+ +
+ , .
∫
∫
∫
    (3.2) 
По определению ( )
kt
J u  верно  
2
10
10
1
[ ( ) ( )] d
[ ( ) ( )]
[ ( ) ( )]d
k
k j
u
t n k n k su
u
t t n k n ku
n j n j s
J F s t F s t M
J J F s t F s t
F s t F s t M
+
+
+
= − − − ,
, = − − − ×
× − − − .
∫
∫  
Суммируя выражения (3.2) по ,j k,  получа-
ем, что  
2
1 2( ) 2 4t
n
mE V G G= + ,  
где  
1 1 2
1 10 0
0 0
2
1
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2 10 0
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1 1
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[ ( ) ( )] d
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G E F s t F s t M
F u t F u t M
G E F s t F s t M
F s t F s t M
F u t F u t F u t
− − ⎛ ⎞⎜ ⎟⎜ ⎟+⎝ ⎠= =
+
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+
= =
+
+ +
= − − − ×
× − − − ,
= − − − ×
× − − − ×
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∑∑∫ ∫
∑∑∫ ∫
∫
( )]dn j uF u t M− − .
 
Так как для любого w  и x∈R  верно 
0 [ ( ) ( )] 1,n nF x w F x≤ − − ≤  то  
2[ ( ) ( )] [ ( ) ( )]n n n nF x w F x F x w F x− − ≤ − − .  
Используя данный факт и ограниченность ,M  
получаем, что  
1 2
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1
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−
=
≤ − − − ×
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≤ − − − ≤
≤
∑∫ ∫
∑
∑ ∫
∑ 210 [ ( ) ( )]du n j n j su v F s t F s t M
⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟+⎜ ⎟≤ ≤ ⎝ ⎠⎜ ⎟⎝ ⎠
− − − .∫
 
В силу неравенства Дуба [9, с. 36] выполняется 
0
2 2max( ( )) 4 ( ( )) ,
j j
u v
t tE J u E J v
≤ ≤
≤  тогда  
1 2
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0
1
2
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0
1
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j
m
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⎛ ⎞− ⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟+⎜ ⎟⎝ ⎠⎜ ⎟=⎝ ⎠
− ⎛ ⎞⎜ ⎟⎜ ⎟+⎜ ⎟⎝ ⎠=
−
+
=
≤ − − − =
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⎛ ⎞≤ − − − ≤ .⎜ ⎟⎜ ⎟⎝ ⎠
∑ ∫
∑ ∫
∑∫
 
Действуя аналогично для 2G  и используя лемму 
3.1, получаем  
1 1 21 2
0 1 2
2
2
2 3
00
max
[ ( ) ( )] d 4
s s h n
s s u
s s
v
n n u
G E M M
F s t F s t M B
| − |≤ +
≤ , ≤
≤ | − | ×
× − − − ≤ .∫
 
Объединяя неравенства для 1G  и 2 ,G  получаем 
требуемое утверждение.  
Лемма 3.4. Если мартингал M и его квадра-
тичная вариация 
t
M  ограничены константой 
B, то для любого фиксированного t∈T  верно  
 
( )1
21
2
1
1
[ ] ([ )) 0
t
k k
m
n n
t t nh k k
k
E M M t tμ+
−
+
=
⎛ ⎞− − , →⎜ ⎟⎝ ⎠∑
при 0n h→∞, → .  
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Доказательство. Введем функцию  
[ ]2
0
( ) ( ) ( ) d
k
u
t n k n k sI u F s t h F s t M= − − − − .∫  (3.3) 
В силу определения (2.4) меры nhμ  неслож-
но видеть, что для любого k   
1([ )) ( ) где 1knh k k tt t I v v t nμ +, = , ≥ + / .  
Более того, в лемме 3.3 показано, что для ,
kt
J  
заданной (3.1), верно ( ).
k kt tu
J I u=  Тогда  
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− −
= =
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− − .
∑ ∑
   (3.4) 
Используя формулу Ито, можно показать, что 
выражение (3.4) имеет вид  
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1
1
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∑
∑∑ ∫
 
Учитывая вид nF  и ограниченность ,M  при-
меним неравенство Коши-Буняковского и лемму 
3.1, тогда  
1 1 21 2
0 1 2
1 1
0
1 1
2
( ) ( )d
max
t t
k j k j
s s h n
s s v
m m v
t t t t uk j
s s
E J u J u J J
BE M M
| − |≤ +
≤ , ≤
− −
= =
, ≤
≤ | − | .
∑ ∑ ∫
 
В силу ограниченности и равномерной непре-
рывности M  на [0 ]v,  по теореме Лебега  
1 1 21 2
0 1 2
2max 0 при 0
s s h n
s s v
s sE M M n h| − |≤ +
≤ , ≤
| − | → →∞, → .  
Таким образом, требуемая сходимость доказана.  
 
4 Доказательство основных результатов 
Лемма 4.1. Пусть функция ( ),f ∈ 1BC R  не-
прерывный квадратично-интегрируемый мар-
тингал M  и его квадратичная вариация 
t
M  
ограничены константой .B  Если последова-
тельность мер nhμ  из (2.4) сходится слабо, 
почти везде по Ω  и в ( )1L T  при ,n →∞  0,h →  
то предельная мера μ  не зависит от ,t  и обоб-
щенный стохастический интеграл tI  из (2.2) 
ассоциирует случайный процесс tI  в ( )
1L T  и в 
( ),1L Ω  причeм tI  имеет следующий вид  
0 0
1( ) ( )(d (d ))
2
t t
t s s s s
I f M dM f M M sμ′= + − .∫ ∫  
Доказательство. По условию ( ),f ∈ 1BC R  
значит, 
0
( ) ( )d
y
F y f x x= ∫  дважды непрерывно-
дифференцируема и по формуле Тейлора верно  
2
0 0 0 0
1( ) ( ) ( )( ) ( )( )
2
F x F x f x x x f x xξ′= + − + − ,  
где точка 0[ ].x xξ ∈ ;  Рассмотрим { }kt  разбиение 
отрезка [0 ]t,  с шагом ,h  зафиксируем ω∈Ω  и в 
качестве точек x  и 0x  рассмотрим 1ktM +  и .ktM  
Тогда  
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Обозначим ξ  через ,
ktM  тогда 
1 1
.
k k k kkt t t tt
M M M MM+ +∧ ≤ ≤ ∨  
Рассматривая сумму выражений вида (4.1), по-
лучаем  
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Поступая аналогично (4.2) для 
1k
n
tM +  и ,k
n
tM  по-
лучаем  
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            (4.3) 
Учитывая равенства (4.3) и (4.2), получаем  
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 1 2 3 4 5
1 1
2 2
J J J J J= + + + − .            (4.4) 
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Используя доказательство формулы Ито [9, 
C. 76–77], можно показать, что при 0h →  верно 
1 0,J →  4 0 ( )d
t
s sJ f M M′→ ∫  в ( ).Ω1L  В силу 
сходимости ,nM M→  ограниченности f  и ,M  
теорема Лебега влечет 2 0,J →  3 0J →  в ( ).1L Ω  
Покажем, что 5 0 ( ) (d )
t
sJ f M sμ′→ ∫  в ( )1L Ω  при 
,n →∞  0.h →  Мера μ  – предел мер ,nhμ  за-
данных (2.4), и в силу леммы 3.2 не зависит от t. 
Обозначим   
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Используя неравенство Коши-Буняковского и 
лемму 3.3, получаем  
1
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Так как f ′  непрерывна и ,nM M→  то 
2sup ( ) ( ) 0 при 0
kk
n
k ttf f M n hM′ ′| − | → →∞, → .  
По условию и f ′  и M  ограничены, тогда по 
теореме Лебега 
550
d 0 при 0
T
E J t n hJ| − | → →∞, → .′∫  
В силу ограниченности f ′   
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По лемме 3.4 верно 25 5( ) 0,E J J− →′ ′′  а значит, и 
5 5 0.E J J| − |→′ ′′  Так как по условию nhμ  слабо 
сходится к μ  почти везде по Ω  и в ( ),1L T  то по 
лемме 3.2 предельная мера μ  не зависит от t  и  
[ ]
50 0
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( ) ( d ) (d ) d 0
T t
s
T t
s nh
E f M s tJ
E f M t s s t
μ
μ μ
′− =′′
′= , − →
∫ ∫
∫ ∫
 
при ,n →∞  0.h →  Объединяя полученные 
оценки, приходим к выводу, что  
50 0
( ) ( d ) d 0
при 0
T t
sE J f M t s t
n h
μ′− , →
→∞, → .
∫ ∫  
Объединяя полученные предельные выражения 
для 1,J  2 ,J  3 ,J  4 ,J  5J  из (4.4), получаем, что 
лемма доказана.  
Доказательство теоремы 2.1. Для произ-
вольного непрерывного квадратично-интегри-
руемого мартингала M введем последователь-
ность моментов остановки 
inf{ или }.m t tt M m M mσ = :| |> | |>  
Обозначим процесс, остановленный в момент 
,mσ  через .m mt tM Mσ σ∧=  По построению 
,mσ ∞/  поэтому mt tM Mσ →  и m ttM Mσ →  
для любого t∈T  и почти всех .ω∈Ω  Мера nhμ  
совпадает с мерой ,mnh
σμ  заданной по останов-
ленному процессу ,mtM
σ  для любого фиксиро-
ванного t  и интервала ( ),a b,  если 1 .m nb hσ< − −  
По условию последовательность мер nhμ  схо-
дится к мере ,μ  значит в силу леммы 3.2 пре-
дельная мера μ  не зависит от .t∈T  Тогда по-
следовательность мер mnh
σμ  по остановленному 
процессу также сходится к мере ,mσμ  не завися-
щей от ,t∈T  причем  
( ) ( )m m ma b a b
σμ μ σ σ; = ∧ ; ∧ .  
Очевидно, mσμ μ→  при m →∞  поточечно по t  
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Необходимо показать, что для любого 0ε >   ( )0 ( ) d 0
при 0
T
nhP H t t
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→∞, → .
∫  
Введем аналогичное обозначение для останов-
ленного процесса mtM
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Тогда справедливо  
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( )0 01 ( ) (d ) ( ) (d )2 m mt ts sf M s f M sσ σμ μ′ ′+ − .∫ ∫  (4.5) 
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Для ограниченного процесса tM  с ограниченной 
квадратичной вариацией M  в силу леммы 4.1 
имеет место сходимость в ( )1L Ω  и ( ),1L T  зна-
чит, справедлива и сходимость по вероятности. 
Таким образом, для любого 0,ε >  для любых 
1 2m …= , ,  верно  ( )0 ( ) d 0 при 0mT nhP H t t n hσ ε| | > → →∞, → .∫  
Учитывая, что mtM
σ  совпадает с tM  и m tM
σ  
совпадает с 
t
M  для ,mt σ<  то для других сла-
гаемых в выражении (4.5) верны следующие 
оценки  
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t
s m
s
f M s t P Tσ σ
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μ ε σ
−
⎞′− > ≤ < .⎟⎠∫
По условию ( ) 0mP Tσ < →  при .m →∞  Значит, 
переходя к пределу сначала при n →∞  и 0,h →  
а потом при ,m →∞  выражение (4.5) влечет 
требуемое предельное соотношение  ( )0 ( ) d 0
при 0
T
nhP H t t
n h
ε> →
→∞, → .
∫  
Таким образом, теорема доказана.  
 
Заключение 
В данной работе мы рассмотрели обобщен-
ный стохастический интеграл вида (0.1) по обоб-
щенному случайному процессу, ассоциирующе-
му квадратично-интегрируемый непрерывный 
мартингал. В зависимости от связи между обоб-
щенным   дифференциалом  dh   и   обобщенным  
случайным процессом, обобщенный стохастиче-
ский интеграл ассоциирует различные стохасти-
ческие интегралы, вид которых определяет тео-
рема 2.1. Полученные результаты востребованы 
при изучении стохастических уравнений в диф-
ференциалах вида (0.2) для непрерывных мар-
тингалов. Обобщенный случайный процесс, яв-
ляющийся решением уравнения (0.2), ассоцииру-
ет обычный случайный процесс. Вид этого слу-
чайного процесса напрямую зависит от общего 
вида стохастического интеграла, который и по-
строен в данной работе.  
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