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~ntroduc tion 
t . 
We report here on activities in the following five areas carried out 
. , 
during the last six months of this grant period: 
1. Adaptive maximum-likelihood receiver for digital data transmission. 
2. Dynamic programming applied to adaptive equalizer design. . 
3.  Automatic equalization in the frequency domain. 
4. Recursive adaptive equalizers. 
5. Finite memory communication systems. 
The work reported on is in all cases, except that of area 3, an 
extension of previously reported.work. The work of area 3, fast 
Fourier transform techniques applied to the equalization problem, was 
intensively carried out during the past six months because of its drama- 
tic possibilities: the results obtained indicate that both computational 
complexity and convergence time are reduced considerably using the fre- 
quency approach, particularly for the large-parameter size equalizers 
required for those channels introducing large amounts of intersymbol 
interference. 
The work on finite memory systems reported on here is, it is felt, 
also quite significant since it demonstrates the possibility of using 
small memory devices to attain requisite low probabilities of error in 
the detection of binary signals. 
Both of these areas, as well as the others reported on, illustrate 
the basic philosophy underlying the activities carried out under this 
grant--the advent of high-speed computational techniques has made it im- 
perative to incorporate digital processing as a fundamental element in 
communication system design. We have stressed throughout the need to 
develop algorithmic approaches to communication signal processing, geared 
specifically to software or hard-wired computer implementation. On this 
basis signal processing techniques must now be compared not only on their 
probability of error or mean-squared error performance characteristics, 
but on computational speed and complexity as well. 
The activities on adaptive array processing and rapidly-converging 
adaptive equalizers reported on in the last semi-annual report, as well 
as in prior reports under this grant, also exemplify this philosophy: 
the development of computer-communication processing systems. 
It will. be noted that a large portion of the work on this grant, 
\ in the past year particularly, has focused specifically on the adaptive 
equalizer problem. There are two main reasons for this. First is the 
technological significance of the equalizer: its use on telephone as 
well as radio transmission facilities allows higher-speed data trans- 
missdon systems to be utilized. (It is particularly appropriate for 
transmission channels over which the data signals may undergo unknown 
amounts of distortion, or those whose characteristics may change ran- 
domly during transmission). Second, as borne out by the investigations 
under this grant, is the fact that the equalizer serves as a good 
vehicle for trying out new computational approaches to signal processing 
problems. Some of the search techniques and nonlinear programming con- 
cepts used in this eqlalizer wolk are currently being applied as well to 
the design of digital filters. 
' Papers,based on this grant, written or delivered during the reporting 
period 
Mischa Schwartz 
"Computer Processing in Communications", invited tutorial lecture, 
International Telemetering Conference, Los hgeles, Oct. 1970. 
"Telephony and Telecommunications", invited major article, Encyclo- 
pedia Britannica, December 1970. 
Electrical Communicatl~na~~, article, McGraw-Hill Year- 
book on Science and Technology, 1971, pp. 150-153. 
I1Rapidly- Converging ~irst- order Training Algorithm for an Adaptive 
Equalizer", to be published IEEE Trans. on Information Theory, 
July 1971 (with T. Schoenfeld). 
"Rapidly- Converging Second- Order Algorithms for Adaptive Equaliza- 
tion", to be published, IEEE Trans. on Information Theory, Sept. 
1971 (with T. Schoenfeld). 
"Application of a Stochastic Constrained Optimization Technique to 
Detector Array Processing", submitted to J. of the Acoustical 
Society (with L. Winkler) . 
Also invited seminar talks at the following universities : 
McMaster University, Hamilton, Ont., Sept. 1970 
UCLA, Oct. 1970 
U. of Rochester, Nov. 1970 
College of the City of N. Y., Feb. 1971 
New York University, April 197.1 
Louisiana State University, May 1971 
Professor Schwartz has also been invited to present a series. of in- 
tensive seminars June 28 - July 16, 1971, at the Technische Universitat, 
Braunschweig, Germany, and the Technische Hochschule, Munich, Germany. 
Robert R. Boorstyn 
"A Technique for Adaptive Quantization", Proceedings of UMR-Mervin 
J. Kelly Communications Conference, Oct. 1970, Univ. of 
Missouri- Rolla (with Raymond W. Stroh) . 
"Recursive Equalizers", presented at Seoul International Conference 
on Electrical & Electronics Engineering, Seoul, Korea, Sept. 
1970 (with M. Yang). 
"Digital Filtering for Radar Signal Processing Applications", sub- 
mitted to IEEE Transactions on Audio and Electroacoustics 
(with J. Echard). 
"Bounds in Finite-Memory Detectors", CCNY Symposium, March 1971. 
An Adaptive ~aximurn-likelihood Receiver for Digital Data Transmission over 
Channels with Intersymbol Interference 
-- 
. > 
The past few years have seen a flurry of work on adaptive equalizers 
for minimizing intersymbol interference,as well as noise, introduced in 
the transmission of digital data over channels with unknown characteris- 
tics. In past reports we have discussed our own work on rapidly- 
converging adaptive equalizers. In the sections following we discus's work 
just concluded on a dynamic programming approach to the design of non- 
- - -- - . - - - 
- 
recursive type adaptive equalizers, and work on automatic equalization using 
fast Fourier transform techniques. In this section we report on another 
a. 
..-- 
- -  , . . , L . - I 
approach to minimizing the effects of intersymbol interference and 
noise--an adapti've maximum-likelihood receiver. Initial work in this 
area was reported in the previous semi. annual report. 1n the paragraphs 
following we first summarize this past work, then discuss work carried 
. . 
. . 
out in this last reporting period on the maximum likelihood receiver. 
- % . - -  - . . . . .  
- -  
- - A .  
Summary of Past Work 
The maximum-likelihood (M.L.) receiver is known to be optimum in the 
sense of minimum probability of error. The receiver processes the 
received digital data in a sequential manner and makes decisions in a 
block of data of length L, 'where L is the number of time periods over 
which the intersymbol interference extends. The receiver uses a decision 
directed scheme to estimate the channel parameters and is therefore 
' capable of being adaptive. Binary bipolar data sequences {ak) are 
assumed transmitted over the channel and white gaussian noise added just 
prior to reception. The M.L. receiver computes the ratio 
Here gK = aKxO + aKW1x1 + . . . x + % is the received signal, the 
+ a ~ - ~  L 
- .  
x's represent the sampled signal response at the receiver, 
- YK - (aK, aK-ls*.*,a K- L 1 
is an L-tuple block of the transmitted sequence, and the f( )Is represent 
gaussian conditional density functions. The receiver decides that a 
sequence y = iwas transmitted if K $> 0 for all j # i. A recursive 
vector equation may be obtained to compute A We define K' 
and A(K) =[aij(K)]. with aij p(gKIYK = i, yK-l = j) P(yK = ilyK = j) 
The, first term in a (K) involves the received information, while the ij 
second term is the transitional probability for the y Is which form a Markov K 
chain. 
We then have the recursive relation 
I P (K) = A(K) P 
-g/y (K- 1) i 
I The elements of matrix A(K) are known in terins of the noise distribution and 
the transitional probabilities in the Markov chain. 
Work During Reporting Period 
1) The recursive equation above was simulated on a digital computer 
for a known channel, i.e.fixed x 09 X1l X22 X3, for the case L = 3. It was 
found that the system does decode correctly for various values of SNR = 
2 
X~ and various ratios of intersyinbol interference terms to signal term, 
- 9  
2 
%.thin the bounds of error probability discussed below. 
2)  Under the decision directed scheme that the decoded symbol % = aK, 
w the transmitted symbol, the decoded symbols were used to provide a linear 
estimate of the channel parameters x 0, XI¶ - • One such estimate is 
given by 
N f i  1 A 2 C Xr< ' (N-K)S gj aj-K where S = ~ [ a ~  1 = 1 , j =K+1 
for a = + 1. j 
(We have assumed here that ~1a.a 1 = S6. ), This type of scheme 
. - * - %  - - 
I. K 
- . - . . . . - . - . -  
1K 
--. .. i -. . - - - - 
gives an unbiased estimate of x's. Its variance is quite large even 
2 for large N, however, due to the term x in the variance of xl, x2, . . . . 0 
A smaller variance estimate may be obtained by estimating x as above, 0 
A 
subtracting this from gK.to get g - a x and then estimating x by using K K O  1 
the linear estimator 
n A 
Similarly, we may then use these estimates xo and x to provide an 1 
estimate of x and so on. 2 
The recursive equation for the M.L. receiver was then simulated on 
the digital computer for an unknown channel. An initial training period 
was set up and a continuous estimate of the channel parameters obtained 
as the system decoded the received data. The scheme was found qualita- 
tively to work over a wide range of variations in the estimates of 
channel parameters. 
An attempt was also made to study the effect of variations in the 
xK1s on the elements Aij of the matrix A(K) with a view to calculating 
the effect of channel parameter estimation on the probability of error. 
3) a. A lower bound on the error probability was obtained by cal- 
culating the probability of error Pe for the case of no intersymbol inter- 
s ,  * 
ference. In this case 
and 
lower 
b. For t h e  upper bound t h e  intersymbol  i n t e r f e r e n c e  was completely 
ignored, t h e  dec i s ion  r u l e  i n  t h i s  c a s e  being binary:  gK> O*aK = 1 
where d = aKelxl + a K - 2 ~ 2  + a K - 3 ~ 3  i s  a random v a r i a b l e  which t akes  on t h e  
va lue  d i = 1'2, .  ..,8, depending on t h e  va lues  of  aK-l, a K-2' and a i K-3' 
. . 
A t  p r e s e n t  work i s  be ing  done t o  o b t a i n  t i g h t e r  bounds. The approach 
i s  a s  folIows: 
f ( * * * % - l a %  1 aK = 1) 
Consider % = f(...%-l,glc 1 aK = -1 )  
For t h e  case  when t h e  intersymbol  i n t e r f e r e n c e  e x i s t s  on ly  i n  t h e  next  ad- 
j acen t  t ime per iod  t h e  fo l lowing  r e c u r s i v e  r e l a t i o n  f o r  t h e  l i k e l i h o o d  
r a t i o  may be obtained.  
where a = f ( %  1 
bl = fkK aK = 1 1 a ~ - i  = -I) 
a = f(gK . a K  = -1 2 1 aK-l = 
The boundary between t h e  two hypotheses i s  given by s e t t i n g  = 1. 
This  g ives  a r e l a t i o n s h i p  between %-1 and gK d e f i n i n g  t h e  r eg ipn  where 1 -- 
- - .  .- 
an e r r o r  can occur. This r e l a t i o n s h i p  i s  given by 
-- 
.- - . - - . . ,  - 
*.. . . where ' - 
I n  graphica l  form the  boundary i s  a s  shown below. 
Here the  a ' s  and b l s  r ep resen t  t h e  various condi t ional  dens i ty  func- 
t i o n s  of t h e  received s i g n a l  gKa under the  four poss ib le  combinations of 
the  two successive da ta  symbols aK and a K- 1' 
Since %>C 1 represen t s  the  two poss ib le  decis ions  on symbol a K' 
the  decis ion  regions may be represented by the  accompanying f i g u r e  
p l o t t i n g  $ = Xo 
- In " K-1' vs.  pK.E 7j 2* The p r o b a b i l i t y  of e r r o r  
0 
i s  obtained by i n t e g r a t i n g  over the  $9 0 region f o r  a =-I, and the  K $ C O  
region f o r  a = 1. This i s  i n  general  a d i f f i c u l t  task.  By s u i t a b l y  ap- K 
. . 
proxiniating these  regions we hope t o  ob ta in  reasonably t i g h t  upper and 
lower bounds. 
Dynamic Programming Applied to Adaptive Equalizer Design: 
In the previous report (Semi-Annual Status Report, July 31, 1970), 
we discussed work done on the application of dynamic programming tech- 
niques to the adaptive equalization problem. Specifically, we discussed 
variable step size gradient search training algorithms for non-recursive 
'~ . 
digital filters with the step sizes chosen via a'dynamic programming ap- 
proach.. Two possibilities were considered: 1. a straight dynamic pro- 
graming technique in which the step sizes were found to be given by an 
, . 
. . 
explicit expression involving the measured statistics of input signal, 
noise, and output.error; 2. a sub-optimum quantized step size equalizer 
in which one of a number of predetermined step sizes is chosen. 
The work on these two approaches to equalization has now been con- 
cluded. Approximate bounds on the convergence rate and variance of 'the 
. . 
C : 
error as a kriction of iteration have been derived, for both types of 
schemes, and simulation results carried out to check these. The dynamic 
programming equalizer has been found to converge somewhat more quickly 
than the fixed step size scheme with no significant deterioration in the 
variance. 
The convergence bounds of the quantized step size equalizers were 
calculated for 2, 3, and 5 step size equalizers. As expected, the 2 step 
system gave some improvement in convergence over the fixed step size 
scheme, while the 5 step system came fairly close in performance to the 
continuous step size dynamic programming scheme. 
The theoretical analysis of these schemes is rather difficult be- 
cause of the variable nature of the step sizes: in the continuous step 
size case they iandom variables which depend upon the channel noise, 
intersymbol interference, and the state of the equalizer. In the itera- 
t h tive equation governing convergence the (random) step size a on the i- 1 
iteration appears multiplying the instantaneous and hence random sample 
covariance matrix Q of incoming signal samples and noise. It is neces- i 
sary to evaluate E [ ~ . Q .  1; an almost hopeless task. To carry out the 
1 1  
analysis it was necessary to replace a by the estimated average step i 
size for that iteration. The resultant convergence,analysis was thus 
only approximate providing a Loosebond on the convergence rate. Reli- 
ance had to be placed on the simulation results to verify the assumptions 
made. 
As noted above the step size to be used in the dynamic programming 
equalizer turns out to depend on the measured output error. For the 
quantized step size equalizer a fixed number of step sizes, determined 
beforehand, are stored in the equalizer. The expected range of output 
error is broken up into a set of regions, each one corresponding to one 
of the step sizes. In operation, then, the measured error on any itera- 
tion falling in any region causes the step,size corresponding to that 
I 
'region to be read out. The quantized step sizes to be used were deter- 
mined by minimizing the average.mean squared difference between the true 
step sizes and the quantized equivalents. The true step sizes were found, 
by computer simulation, to be very nearly Rayleigh distributed and this 
information was used in the derivation of the quantized values. The out- 
put error thresholds, denotingethe boundaries between the various error 
regions, were found by noting that the step size was proportional to the 
output error squared. The step size regions corresponding to the required 
quantized s t e p  s i z e s  could '  t hus  be converted d , i r e c t l y  t o  output  e r r o r  
th resholds .  
The p r a c t i c a l  u se fu lnes s  of  t h e  dynamic programming e q u a l i z e r s  re- 
mains of  course  t o  be seen: t h e r e  i d  d e f i n i t e  improvement i n  t h e  speed 
o f  convergence bu t  a t  t h e  c o s t  o f  increased  system complexity. Speci- 
f i c a l l y ,  f o r  a  t y p i c a l  poorly-condit ioned telephone l i n e ,  ( t r u e  condi t ion  
* 
number of 17.8, wi th  es t imated  va lue  o f  164),  and SNR of  30db, t h e  
dynamic programming e q u a l i z e r  reduced the  mean-squared output  e r r o r ,  on 
t h e  average, t o  20% of i t s  i n i t i a l  va lue  i n  2-3 i t e r a t i o n s ,  wh i l e  t h e  
f i x e d  s t e p  s i z e  scheme r equ i r ed  5 i t e r a t i o n s  t o  g e t  t o  t h e  same po in t .  
(The i r r e d u c i b l e  mean squared e r r o r  i n  t h i s  ca se  was 4% of  t h e  i n t i a l  
va lue) .  The 5 s t e p  scheme performed almost as w e l l  as t h e  dynamic pro- 
gramming equa l i ze r .  The dynamic programming e q u a l i z e r  took 4-5 i t e r a -  
t i o n s  t o  reduce t h e  e r r o r  t o  10% of  i t s  i n i t i a l  value,  wh i l e  t h e  f ixed  
s t e p  s i z e  scheme was down t o  12% a f t e r  11 i t e r a t i o n s .  
A d o c t o r a l  t h e s i s  cover ing  t h i s  p r o j e c t  i n  d e t a i l  has  been completed 
and t h e  p repa ra t ion  of  a  paper  f o r  p u b l i c a t i o n  i s  underway. 
*Condition number i s  def ined a s  t h e  r a t i o  of maximum t o  minimum eigen- 
va lues  of t h e  sample covariance ma t r ix  of  t h e  s i g n a l  samples a t  t h e  i n p u t  
t o  t h e  equa l i ze r .  See previous  r e p o r t s  f o r  f u r t h e r  d i scuss ion .  
- Automatic Equalization in the Frequency Domain 
Prior work on adaptive equalizers reported on under this grant has 
concentrated on equalization in the time domain. (See the sections in 
this report as well on Dynamic Programming applied to Adaptive Equalizer 
Design and Recursive Equalizers). We summarize in this section work 
carried out during the last reporting period on the study and analysis of 
techniques which use discrete Fourier transforms (DFT) in conjunction 
with fast Fourier tr.ansform (FFT) algorithms, for automatic equalization 
of synchronous data transmission. Details of the work will appear in a 
doctoral dissertation currently being completed and several papers are 
planned covering aspects of the work. 
We have shown in this work the problem of minimizing mean-square 
intersymbol interference can be analyzed in the discrete frequency domain 
, . 
as an optimization problem with constraints. Various solutions to this 
problem were studied including Rosen's gradient projection method, 
Lagrange multipliers, and direct substitution. We have proven that the 
rate of convergence toward the optimum parameter setting is faster for the 
gradient projection scheme, for channels usually discussed in the litera- 
ture, than for the corresponding time domain technique. We then developed 
an alternate gradient projection method which provides savings proportional 
to N/log2N in the number of required computations, where N is the number of 
discrete frequency parameters. Finally, we have devised a scheme for 
finding an approximate solution in one iteration using gradient projection. 
(This solution was found to be-almost exact for the particular cases we 
simulated, even in the presence of noise!). 
The speed of convergence for all the schemes is dependent on the overall 
channel characteristics and each method has advantages in certain special 
by reducing the gradient step size and hence the speed of convergence. 
Another objective in addition to frequency domain equalization was to use the 
D F T  and FFT algorithms to make time domain equalization computationally more ef- 
I 
I ficient. We have shown that the number of computations needed to set a time domain 
I 
I 
14 
- .  1 -  
, 8 - : *$ >L . %2 
situatiotis. We have shown 'that all the aforementioned methods converge in 
the mean in the presence of noise. A variance bound indicates that the I 
variance about this setting is finite and can be made as small as desired 
2 
equalizer can be made proportional to M log2M instead of M , where M is 
the number of adjustable parameters, by use of FFT algorithms. Savings 
always ensue for sufficiently large M and grow rapidly thereafter. The 
breakeven point is approximately M = 16. We have also derived tight and 
easily obtainable bounds on the eigenvalues of the time domain iteration 
matrix in terms of DFT coefficients. This allows us to increase the 
speed of convergence. 
Finally we have shown that for both time domain and frequency domain 
equalization we can process the data more efficiently in the "transmission 
mode" (i.e., after the equalizer is set and we transmit information) using 
FFT's. For large values of M the savings are proportional to logpM/M. It 
can therefore be assumed that the automatic equalizer would include an FFT 
processor and therefore no extra hardware and/or software will be necessary 
to perform FFT' s in the "training mode". 
I Recursive adaptive equalizer s 
' L . .  . 
I Most adaptive equalizer s utilize nan-re cur sive (transver sa1)digital 
1 f i l ters  a s  processors. That is, the output a t  time t = T, yn = y(nT), i s  
related to the input xn = x(nT) by 
I 
I 
where the filter coefficients { c k} can be found using various iterative search 
techniques based on standard performance cri teria such a s  the mean - squared 
. , .  
er ror .  This transver sal  filter i s  an effective device for combatting inter - 
symbol interference in a communication channel. H.owever, if, the channel 
exhibits an extremely long time dispersion, the transversal  filter equalizer 
i 
will in general, require a large number of taps (coefficients). Equivalently, 
it has also been shown that devices whose frequency responses have sharp 
. . 
. , . ,  
. 1. 
transitions between pas sband and stopband can be more economically repre  - 
sented by recursive f i l ters  than by non-recursive filters.  Hence it is appro- 
priate to t r y  to use a recursive filter for equalization of a highly dispersive 
channel. 
The input -output relationship of a recursive filter is given by 
I where the prime denotes the output of the recursive filter. In general, fewer I coefficients (i. e . ,  a simple structure) areneededfor such a filter a s  contrasted with the non-recursive type. The possible use of such structures a s  adaptive equalizers i s  tempting because of the possibility of improved computational 
1 simplicity. The analysis i s  complicated by the complex non - linear 1 .  I (non-quadratic actually) relationship between the e r r o r  and the two sets  of 
(non-optimum) recursive f i l ters  and then extend this method to the design 
of recur sive equalizers. 
Assume that the desired non-recursive structure has been found. That 
is, the {c 1 a r e  determined so a s  to  perform, say optimally, a certain task. 
k 
This is usually easy. We now t ry  to find a recursive filter to approximate 
the performance of the above non-recursive filter. We want to find coefficients 
.{a 3 and {bk} SO that yn and y' a r e  a s  close a s  possible. (If x = 6 6 = 0, k n n n' n 
n f 0, = la then yn = h , and yr = h' where h and hhare  the impulse r e -  n n n n 
sponses of the two filters). As indicated above solution of this problem a s  
+-stated leads to complex non-linear relationships between the e r r o r  and coef- 
ficients. M7e circumvent this by introducing a new psuedo-error which i s  a 
measure of the degree to which equation (2) is not satisfied when yh i s  r e -  
placed by yn. (Note that yn is known since we assume the desired { Ck I 
have already been found). This "psuedo-error" is  given by 
' 
2 = E  a x 
n k= 0 k n-k k= 1 
A Using theminimum squared e r r o r  E = Cn2 a s  a performance 
n= 0 
A 
criterion it i s  easily found that E i s  a convex (quadratic) function of the co- 
efficients {a } and {bk} . Thus there i s  a unique minimum and the appropriate k 
coefficients can be easily found by any of many algorithms. The coefficients 
that minimize the psuedo-error a r e  given by 
where - c and g a re  N + M + 1 - vectors given'by 
problem of stability). We have been able to show that i f  we res t r ic t  our- 
selves to auto -regressive recur sive filter s then Q i s  non-singular and the 
resultant filter i s  stable. - 
F o r  an autoregressive filter 
y k = a x  o n - 
k= 1 
I 
rn 
. . 
' ,, 
. ' w  . : *  n s ,  
where T indicates transpose and 
g i = f X n - i Y n  a i =  0 ,  ..., Nand 
n= 0 
= 'y 
g~ ti a i =  l a . . . ,  M. n= 0 Yn-i Yn 
Q is an N f M + 1 x N + M + 1 with elements 
f Xn-i Xn-j ? i , j  = O s l  ? . . . ?  
Q.. = 
1J 
N 
n= 0 
Xn-i Yn-(j-N) , i . N , j =  N + 1  ,..., N t M  
n= 0 
Y n - ( i - ~ )  '.-j . , i =  N,+ l  , . . . ,  N t M  , j = U , l , . . . ,  
n= 0 
I ' yn-(i-N) yn-(j -N) , i , j  = N + I  ,..., N t M .  
I n=O 
I Thus if  the inverse of Q exists we have found a set  of ceofficients for 
- 8 
the recursive filter that minimizes the psuedo-error. However Q is in general 
C 
not non-singular. Furthermore, even if Q is  non-singular , thus providing a set  c 
, w -  -
coefficients, it i s  possible that the resultant filter will be unstable, that i s  
-1 
somezeros  of B ! z - ~ )  = 1 +blZ + ... + b M ~ - M i n t h e  Z domainwil l l ie  
I '. outside the unit circle. Finally minimizing the psuedo- e r r o r  does not guaranr;ee that the actual e r ro r  will also be small. (This is,  as we shall see, tied in with the 
M + 1 x M + 1 m a t r i x  with e lements  
Q.. = y Yn-i Yn-j , j = 0 1  M 
'J n = o  
which is a Gramian  matr ix .  When equations (3) and (5) a r e  r e a r r a n g e d  
slightly and 'xn = 611, s o  tha t  'yn = hn and 'y6 = h1 n a r e  impulse responses  
it is possible t o  show tha t  Q is non-singular and the resul tant  auto - r e g r e s  s ive 
, :' r ecu r s ive  f i l t e r  i s  stable. Two examples  i l lus t ra te  the  resu l t s .  
k Example 1. Le t  ck = (-0.5) ,. k = 0 , l  , . . . , L. That  i s, 
-1 ' 2 -2 L -L 1 H(Z-l)'? f h n = c(z-')= l t 0 . 5 ~ ~ '  - (0.5) Z t. . . +(-0.5) Z = Y(Z 
n= O X ( z  1 
if xp = 6 Using the above procedure we obtain a. = 1, bl = 0.5, and 
11' . 
1 z-1 
... = bM = 0. Thus H (Z -1 ) = y (  ) =  y ~ ( Z - l ) =  1 
X(Z -I) 1 t O .  52 -1 
I t k 
Therefore  hk = 4,  k = 0 , l . .  . . , L, % = (-0.5) , k > L. The e r r o r  is 
negligible. 
Example 2. L e t  
0 01 77 
sin (- 2 01 .rr 2 ~ k )  s i n (  2 -jk) 
Ck = 
- . k =  0 , 1 , . . . ,  200. 2. 01 5 
-
0.01 n k  
- 2 7 
2 5 
This  could be thought of as t runca ted  impulse response  of a low-pass f i l t e r  
which h a s  the following amplitude charac te r i s t ic .  
since A ~ / Q  = 0. 01 the transition between passband and stopband i s  very 
- sharp. A comparison between the transversal filter with the above coef- 
ficients and an auto-regressive recursive filter with M = 9 found. using 
the above technique i s  shown in the figure below 

11 
A The relationship between the psuedo-error e and the actual e r r o r  
n 
- y' i s  easily found by considering the two equivalent block diagrams 
n 
shown below. 
-1 in the above^(^-l) = a. t a l Z  t...taN~-Nand~(~-l)=ltbl~ol+...tbMZ -  
. T ~ W  i?(z-l) = B ( Z - ~ ~ E ( Z - ~ ) .  
he extension of this method to the design of equalizers i s  straight- 
Consider the block diagram below 
Known Transversal Fi l+er 
-i 
X n  , z' C(E-I) Yn 
+ 
en 
+ I 
4 
pseudo- 
> 4 12-') error r 
B (z-I) Y,' 
- 4 
Desired Recurs ive Fi ( t e r  
{tin) i s  the sequence being transmitted in the tracking or training mode. In 
the training mode {d,! is assumed ?mown a t  the receiver. In the tracking 
4 
dh 
Channel 
mode it is usually derived from y; by simple quantization. This approximation 
is good if the equalizer i s  working well. The purpose of the recursive equalizer 
X ,  
. 
" 
r 
A(z-') en > 
a i s  to produce y' which i s  close to a.. It i s  only necessary to replace 
B (Z -l) n 
4 
B( t - ' )  . e, 
Y by d in the above development. All comments still  apply. 
n n 
This investigation is continuing with respect to  the singularity of Q, 
instability of resultant recursive filters,  relationship between psuedo -error  
. and actual e r ror ,  choice of {d ) in training mode to get good performance, 
n 
I performance in tracking mode, design of better algorithms, comparison of 
I 
I 
I 
I 
I 
recursive and non-recursive filters,  etc. 
l W  
I t  
I 
l l  I 
w I Bounds on Finite Memory Detectors 
This report  contains the major resul ts  obtained in an investigation 
of time invariant finite memory detectors for the simple binary hypothesis 
testing problem where the number of observations is constrained to be 
finite. 
Let { x }  = ( x ,  x . . . , x ) be a sequence of n independent, identically 2 n 
distributed random observations. Let f (x) and f (x) be the probability density 0 1 
functions for each x., i = 1 , . . . , n under hypothesis H and H respectively. 
1 0 1 
The problem i s  that a t  t ime n one must  decide whether {xn} is distributed 
according to hypothesis Ho or  H1. 
Let  d E { H ~ ,  H 1 be the decision made a t  time n. It is well known 
n 1 
that i f  d i s  allowed to depend on (xl, x2 , . . . , x ) then the standard likli- 
n n 
hood ratio tes t  yields a probability of e r r o r  tending exponentially to zero  a s  
the number of observations, n, tends to infinity. However, to store and process 
the observations requires infinite memory. 
In order to res t r ic t  the memory to a finite size consider time invariant 
detectors that operate according to the following algorithm 
where x. is the jth observation; T. i s  the state of the memory a t  t ime j, d. 
J J J 
is the decision a t  time j, and f i s  a filnction independent of j and the data. 
The algorithm i s  said to have finite memory of size m i f  T i s  m valued 
( i  e. , . 1 ,  2 . . , m} for j = 1 2, . . . , n). Note the state of the memory 
J 
a t  t ime j depends only on the state of the memory at  t ime j - 1 and the current  
observation, x.. 
J 
Hellman and cover  have investigated detectors whose operation , 
(1) Hellman, M. E. , and Cover, T. M. , Learliing with Finite Memory, PhD 
'w  Thesis, Standford Univer sity. 
24 
is described by equation (1) for the case where the observation sequence 
* {x } is infinite in extent. They were able to find a lower bound P on the 
n 
l im  
asymptotic probability of e r ro r ,  P = e n-oo pr{dn = H ~ ~ H ~ } ,  i # j. In 
J, 
general no detector was able to achieve PI, but i t  is possible to design a 
I J, detector whose probability of e r r o r ,  P , approaches P-, a s  close a s  desired, e * i .e. ,  P < P* + E for E > 0. The c lass  of detectors for which Pe < P + E  e I is called E -optimal. This c lass  of detectors in general requires artificial 
randomization in the function f and transitions between states of memory 
occur only when an observation maximizes or  minimizes the likelihood ratio, 
fo(x)/fl(x). The decision function d assigns each state of the memory to a n 
particular hypothesis. 
A s a particular example of an€  -optimal machine consider the following 
1 hypothesis testing problem where the sequence of observation is infinite in extent. I A s sume under hypothe s i s  Ho the observations xi a r e  normally distributed with 2 mean -pand variance a , and under hypothesis H the observations x. a r e  1 1 I 2 normally distributed with mean t p a n d  variance a , and that P ~ { H ~ }  =pr{H1}. I ' The E -optimal detector consists of two states of memory whose transitions 
.I between states a r e  a s  follows. If the detector is in state 1 (2) and the current  
I i s  a threshold detector with a null  zone between -D and D. The lower bound 
I 
I 
I * P on the asymptotic probability of-error i s  zero. This bound can be appro- 
- 
observation x. 1 D (s -D) move to state 2 (1). Remain in the present state 
J 
otherwise. The decision function assigns state 1 to hypothesis Ho and state 2 
to hypothesis H The machine s ta r t s  in state 1 or 2 with a probability of 
I 1' - . -  - - -  
1/2 since both hypotheses a r e  equally probable. The detector thus described 
- ,  
ached a s  closely a s  desired by allowing the magnitude of the threshold settings 
D to tend towards infinity. 
However, if the sequence of observations i s  constrained to be finite, 
. . 
the probability of e r r o r  a t  t ime n, Pe(n)= Pr dn=H .IHi , i j j ,  of the above j- 
25 
detector approaches 112. This follows from the fact if n i s  finite, the pro- 
bability of at  least one observation exceeding a threshold, + D, approaches 
zero, if D -m . Therefore, the probability that the machine changes state 
approaches zero, and the probability of error ,  Pe(n), i s  just equal to the 
probability of starting in the wrong state initially. Thus the detector which 
i s  E -optimal for infinite observation sequences performs poorly for finite 
observation sequences. 
At the opposite extreme, if the thresholds 2 D a re  set a t  zero, then the 
final state of the above two state detector w i l l  depend only on the last obser - 
vation. Thus nothing i s  gained by making multiple measurements. 
This particular problem stimulated the research into the following 
two classes of time- invariant finite memory detectors where the observation 
sequence i s  constrained to be finite. For both classes of detectors to be 
discussed it will be assumed that P r { ~ o }  = P ~ { H ~ )  and f (x)=fl(-x) where 0 
f (x) and f (x) a re  the probability density functions of the independent obser- 0 1 
vations under hypotheses H and H respectively. 0 1 
Class I. Finite Memory Linear Detectors. 
A finite .memory linear detector can best be described by the following 
figure. 
Where 
Fig. 1. Finite Memory Linear Detector 
where i = 0, 1 and D > 0. 
- 
From Fig. 1 it i s  seen that memory linear detector has the following properties: 
1. The number of states a re  finite, m < m. 
2. A transition to a lower state from the next higher state occurs 
at  time j , with probabgity a i, where a = Pr {x. < -D I Hi) , unless 1 1 J - 
the machine is  in the lowest state. 
3. A transition to a state from the next lower state occurs at  time j , 
b 
with probability a = P {x. 2 D I Hi} unless the machine i s  in the highest 3 , = - J  
state. 
4. No other transitions between states a r e  allowed. 
Due to the assumed symmetry of the probability density functions fo(x) and 
f (x) under each hypothesis, 1 
and 0 a 3  = a 1 
. . 
. . 
1 
A ssume without 10s s of generality that a O > a which implies a ' > a O 1 1' 3  3' 
Therefore under hypothesis H the detector tends to move to a lower 0 
state and under hypothesis H the opposite is true. If m, the number 1 
of states i s  even, the decision function d a s  signs a t  time n states 1 thru 
n 
m 4 2  to hypothesis Ho and states - + I thru m to hypothesis H The detector 2 1' 
m m 
star ts  initially in states or - + 1 with a probability of 1/2. If m, the number 2 
m 
of states of memor)is odd, then the initial starting state i s  - + 1, the center 
- 2 -- 
state, and the decision i s  arbitrary if this state i s  the final state. A l l  other i. 
states a r e  assigned to the same hypothesis a s  in the case of m even.. 
The operation of the finite memory linear detector thus described is 
given by equation (1). The independence of the observations, xj, j = I s . .  . ,n, 
set up a Markov process on the state space S = {I, . . . , m) . Thus the finite 
memory linear detector can be analyzed using the techniques developed for 
Markov processes. 
' I: 
For the case of a two state memory, the resultant probability of e r ro r  
is found to be 
where the super script 1 signifies all probabilities a re  to be calculated assuming 
hypothesis H i s  true. If under hypothesis H1 the observations a re  assumed 1 
2 
normally distributed with mean p and variance a , then 
i 
I 2 
where Q(x) =- Ix e -t '/dt. Equation (2) was programmed on a computer 27r 
and a search made for the optimum threshold settings 2 D for the cases of 
y = p2 (2 = 1 and 4. A plot of probability of e r ror  vs. threshold settings 
is shown in I?ig.' s 2a and 2b. 

-- Threshold Settings, $ D' 
- 
Figure 2b. Probability of Error  vs. Thresh ld for a Two State Linear De- 2 tector for Gaussian Observations with y = p / d Z  = 4. 
. . 
I ., .. 
I . ' :' .. , m  
Fig. 2b shows that for the case of y = 4, probabilities of e r ro r  on the order 
~ .. -6 
I 
of 1 0 ' ~  to 10 a r e  obtainable with only two states of memory if  there a r e  
! b between 32 and 64 observations. 
i The three and four state linear detectors were analyzed also for the 
. 
case of gaussian distributed data. Using a four state linear detector a pro- 
I I 
- 5 bability of e r ro r  of 10 is achievable a t  optimum threshold setting for 16 
observations and y = 2.25. 
I Although their simplicity and reasonable e r ro r  performance makes 
the finite memory linear detector practical, unfortunately the extreme 
difficulty in analyzing higher order machines appears to prevent one from 
I 
. evaluating their performance. The next class of finite memory detectors 
. 
is structurely more complicated than the finite memory linear detectors, but 
will yield performance bounds for the linear detector and most importantly I 
they can be analyzed for any memory size. 
I 
I 
I 
I 
I 
. 
j ld  
I I. 
' - c l a s s  'I. Finite Memory Majority -rule Detector s. 
In order to understand the description of a finite memory majority 
. rule detector the following definitions a r e  necessary. 
. 
Definition: An observation x. will be called a zero if x. < -D where u > u. 
-7. J J - - 
. 
Definition: An observation x. will be called a one if  x. 2 D where D > 0. J J -
Collectively a l l  observations x. such that x. i s  zero or one will be called 
J J 
non-null observations. All other observations a r e  referred to a s  null 
observations. 
Using the above definitions, under hypothesis Hi, i = 0, 1, the pro- 
bability of a zero observation is 
and the probability of a one observation i s  
Also the probability of a null observation i s  
As in the case of the l inear detector assume 
, which implies 
since 
Sincea > a: and a: > a  O a zero observation has a higher probability 3 .  
of occurrence under hypothesis H and a one observation has a higher pro- 0 - 
bability of occurrence under hipothe s is  H 1' 
Definition. A 2 2k-1 State Majority Rule Detector, k > 1, i s  a detector whose 
- 
.. decision function dn assumes hypothesis H is  t rue  if a t  least  k of the l as t  0 
I1 
I .  2k - 1 non-null observation a r e  zeros, ans assumes 'hypothesis H i s  t rue  1 
ll 
if.'& least k of the last 2k - 1 non-null observations a re  ones. For  obser - 
vation sequences that contain less  than 2k - 1 non-null observations, the 
detector decides in favor of hypothesis Ho if a majority of the non-null 
observations a re  zeros and in favor of hypothesis H if a majority of the 1 
non-null observations a re  ones. If the observation sequence contains less 
than 2k - 1 non-null observations and there a re  an equal number of zeros 
and ones, the detector decides in favor of the hypothesis favored by the initial 
starting state. 
 he 'follawing two examples of a 2 2k-1 state majority rule detector 
w i l l  aid in under standing the above definitions. 
I 
dlC 
I 
k. 
Fig. 3. 2 2k-1 St?te Mkjority ~ ; l e  Detectors 
From the above two equations the following i s  seen: 
1. The 2 2k-1 states of the detector a re  labeled in binary fashion, with each 
'1 
. 
- state named after the 2k - 1 sequence of non-null observations that causes the 
I ' 
I 
machine to be in that state. 
2. Transition occurs from a state (a) to a state whose first  2k - 2 bits a re  
the same a s  the last 2k - 2 bits of state (a). 
3. The initial starting states .axe the two states that contain a 2k - 1 pattern 
of alternating zeros and ones, and the probability of starting in either state 
4. For the above two examples, i f  a vertical line i s  drawn thru the center 
of the detector, the decision function 4 assigns states to the left of 
, this line to hypothesis Ho and states to the right to hypothesis H1. 
5. Finally, notice for k = 1, the 2 2k-1 = 2 state majority rule detector i s  
identical to the 2 state linear detector. 
The probability that a 2 2k-1 state majority rule detector w i l l  decide 
in favor of the wrong hypothesis after an n bit sequence of observations can 
be calculated using combinator ial techniques. The resultant expression for 
the probability of e r ror  is, 
z $+I 
-I  Z!T G? ~ , e ( 2 ~ ~ - ' ,  n)- 3 Z + I +  (:)a;-r(l-a 2)r (7 ! )  r= O 2 
where 
for i even, 
and al, a 2, and a a re  to be calculated assuining hypothesis H i s  true. 3 1 
The importance of eqxiation (3) follows from the following two theorems: 
Theorem I. Let {xi} = (3, x2, . . . , x ) be a finite sequence of inde- 
n 
pendent, , identically distributed random observations. Consider the simple 
hypothesis testing problem. Under hypothesis H,, i = 0, 1 let 
1 
a i  = P, {xj ( 1 -D l 
a n d  a:= P { X . ~ D I H ~ }  , j =  1 ,..., n a n d D > O .  
= J  - 
1 1  
If P ~ { H ~ J  = P , ( H ~ ~ ,  a 10 = a a1 = a and al  < a for all  D, then the identical 3, 1 3 
threshold setting, 4 Dl 
where PLe(2k, n) i s  the probability of e r ro r  of a 2k state linear detector and 
n) i s  the probability of e r ro r  of a 2 2k-1 state majority rule detector. 
Theorem 11. Let {xn} = (P, x2, . . . , x ) be a finite sequence of in- 
n 
dependent, identically distributed random observations. Consider the simple 
hypothesis testing problem. Under hypothesis Hi, i = 0, 1, let 
a i =  P {x. < - D I H ~ }  1 r J -  
'and a i - ~ r { x . > ~ I ~ i }  3  , j = l ,  ..., n and D>O.  J - - 
If P ~ { H ~ }  = pr m l } ,  = a anda: < a  1 for all D then for identical 1 3' 1 3' 3 
threshold settings, - + Dl a suffieient condition for 
PMe(2 k 2(k+1)-11 n) - < PLe(2 , n) , k - > 1 is that 
where M(k) = for 2 < k <  3 - - 
: where PLe(2k, n) is  the probability of e r ro r  of a 2k state linear detector and 
I PMe ( 2 2(k+1)-1, n) i s  the probability of err0 of a 2 2(k'1)-1 state majority rule 
detector. 
Theorem I establishes an upper bound on the probability of e r ro r  for 
". a 2k state linear detector. Hence using equation (3 )  one can find a sufficient 
number of states and the threshold settings for a linear detector such that the 
probability of e r ror  is below some desired value. 
Theorem I1 establishes a sufficient condition for a majority rule detector 8 
to be a lower bound on the performance of a linear detector. Unfortunately, the 
"'condition that a O > M(k) a O can be severe at times. 1 - 3 
Equation (3) was programmed on a computer and the probability of 
e r ro r  for a 2 2k-1 state majority rule detector versus threshold settings is 
plotted in Fig. 4 ,  for k = 2, . . . , 6, n = 32, and Gaussian statistics with y = 1. 
Fig. 5 , ,  shows the variation of probability of e r ror  at  optimum thres- 
. . 
hold settings versus signal separation for a z9 state majority rule detector, 
with Gaussian statistics. 
Finally, fig. 6 shows the probability of e r ror  at  optimum threshold 
settings versus the number of observations for  several small memory linear 
detectors. Again all statistics a re  Gaussian with y = 1. Also plotted in this 
figure i s  the optimum probability of e r ro r  obtained by using a standard likli- 
hood ratio test. 
Threshold, D 
6. Probability of Error vs. Threshold for a Majority Rule Detector and Gaussian;: 
Observations, with Y =  1 and n = 32. 
. .-. - . . . 
9 Fig. 5. Probability of Error for a 2 State Majority Rule Detector vs. 
'F for Gaussian Observations. 
?;u~ber of OSscrvzticns: n 
. I .  
a? @t%um Threshold Setting vs. Number of 
~bservations for a k State Linear Detector and ~aussian Observa- 
tions, with I= 1.
