challenge in the implementation of this catalog has been supporting spatially-driven searches, where the user has a possibly complex region of interest and wishes to recover those images that overlap all or simply a part of that region.
A novel spatial data management system is described, which is capable of storing and retrieving records of image data regardless of their source. This system has been designed and implemented as part of the IIFS catalog.
A new data structure, called a hypercylinder, is central to the design. The hypercylinder is specifically tailored for data distributed over the surface of a sphere, such as satellite observations of the Earth or space. Operations on the hypercylinder are regulated by two expert systems.
The first governs the ingest of new metadata records, and maintains the efficiency of the data structure as it grows. The second translates, plans, and executes users' spatial queries, performing incremental optimization as partial query results are returned. ciplines to quickly recover datasets of interest from the vast, constantly-expanding archive.
The ability to query or browse large catalogs of image data by the spatial characteristics of desired datasets is involved in solving what is referred to as the spatial data handling problem. Whether such a catalog conrains downward-looking images of the Earth or outwardlooking images of space, the spatial data structures resident in the catalog must support two basic spatial search operations required by the general scientific community (see Figure 1 ):
• Window query:
given a region of interest, find all images that overlap the region. * Containment query: given a region of interest, find all images that completely contain the region.
There is also a simple case of these queries, whose use is sometimes convenient:
,, Point query: given a point of interest, find all images that overlap the point.
In addition, users require the ability to combine the 1 Introduction OODB technology has thus been utilized in implementing the spatial data management system described in this paper.
Some catalogs circumvent most spatial data handling problems by virtue of only having to deal with queries involving a single instrument.
By using information about the orbit of the instrument's platform, spatial queries are mathematically converted into sets of path-row coordinates that specify images satisfying the query, and these coordinates are used as the search keys for the images. The problem with this approach is the lack of both ex- 
A solution
A design for a spatial data structure suitable for a large, These difficulties are dealt with in Section 4, where the implementation of the data structure is described. 
A transformation scheme for image data
In order to transform images into points, we discard the actual boundaries of the image and concern ourselves only with its minimal bounding circle, which we shall call the representative circle for the image ( Figure  3 ). This is closely related to the approach taken by [Oost90], which takes the minimal bounding circles of objects on a planar surface instead of on a spherical surface. Note that the "representative circle" approach eliminates the problems of multiple image shapes and orientations.
By treating images as circles, we are able to describe every image by only two parameters: the location of the circle's center, which we shall denote as or, and the radius of the circle, which we shall denote as p. Thus, every image can be treated as a simple point (tr, p). Under the terminology of [Ilinr83], a is the point's location parameter, and p is the point's extension parameter.
Visualizing the transformation
Consider a part of the globe over which several images have been taken, shown in Figure 4 . For illustration purposes we will show only a small part of the globe so that it may be rendered as a simple plane, although it must be stressed that what is actually being shown is a portion of a curved surface. This would represent a scenario in D.
To map this scenario to D', we compute for each image I_ the center ai and radius Pi of its minimal bounding circle, and plot the resulting point (al, p_) in D' as shown in Figure 5 .
To more compactly illustrate what the space of D' looks like, we must make some diagrammatic simplifications. This rule is demonstrated in Figure 10 , which depicts in • _r2 is inside grow(R, p2), and #4 is inside grow(R, p4).
Therefore [Sameg0, pp. 187-192] observes that, when employing transformation schemes which represent stored objects by points that have distinct location and extension parameters, window queries and containment queries generally produce cone-like search regions. This is also true of the model described above (Figure 12) , and for this reason we refer to the search regions in D' as search cones.
Processing containment queries
Up to this point we have dealt with window queries, which Whereas grow(R, r) isrelatively easy to compute even on a sphere,cover(R,r) ismore complex. But, as itturns out, we need never compute cover(R,r) directly to process queries.
To begin, notice that since an image with radius z,/2 isa fullhemisphere, we need not concern ourselveswith images where r > x/2. It can be shown that forallr < _r/2, ifallthe vertices of R axe within a radius of r from a given point p, then the edges between those vertices are completely within a radius of r from point p, and thus all of R is within a radius of R from point p. So cover(R,r)
is actuallythe locus of allpoints within a radius of r from every vertex of R. Therefore, ifR has n vertices, cover(R, r) is the intersection of n circles of radius r whose centers are at the vertices of R ( Figure  13 ). where the cross-section of Si at p = r is grow(v_,r).
The search cone for the containment query can thus be defined as the intersection of n search cones: the search cones for the point queries on the n vertices of R (Figure 12 ).
4
The hypercylinder data struc- can be manipulated.
Although the cross-section of a search cone at a given value of p is easy to generate, computations involving the cone itself require a great deal more processing.
Therefore we shall handle queries by dividing the search cones into cross-sections that may be dealt with individually ( Figure  11 provides an illustration of "slices" of a search cone).
The ramification for the data structure is that D' must be represented internally as a collection of slices that can be queried independently.
Since we must still compute cross-sections for each slice of the data structure, we need to divide D' into a manageable number of slices. If slices are infinitely thin (i.e., the data points in a given slice all have the same p value), then even small variations in the extents of images will result in a need for a large number of slices. We thus let each slice cover a range of p values. • Data points from between the interior and exterior boundaries are possibly inside the search cone, and must be tested on an individual basis.
• Data points outside the exterior boundary are definitely outside the search cone.
Notice that the thicker the slice, the greater the difference between the interior and exterior boundaries, and hence the more data points we can expect to have to test in this region -which we shall call the "possibly-satisfy" region -during a query. To maximize query efficiency, we must slice up the hypercylinder so that areas of D' with many data points are sliced thin, while areas of D' with very few data points may be covered by thick slices since fewer points will need to be tested in those areas. As revealed in Figure 8 , we expect the representative points for images to be largely concentrated in different "strata" of D'.
Unfortunately we cannot predict where all such strata will eventually lie, due to the continuous launching of new sources of image data.
As the number of points within a slice grows, eventually the density of points within that slice is such that excessive time is spent deciding whether to accept a point within the "possibly-satisfy" region. At this time, the slice must be split so that the collection of points within the subslices is more homogeneous. A heuristic approach to recognizing when this division should occur and where the division should be made is given in Section 5.1.
4.2
The data structure design
For an overview of the hypercylinder's design, refer to The higher the level number of a trixel, the deeper in the tree it is, and the smaller the area it covers. or discontinuities, as other approaches such at latitudelongitude based schemes do (see Section 1.2). Conceptually, it divides the sphere into twenty identical equilateral triangles called trixels, where each trixel is a "bucket" for data points.
When a trixel reaches its threshold number of data points, it is split into four nearly equal-area subtrixels. This subdivision is called refinement since it produces smaller trixels which, like the pixels in an image, can represent regions to a higher degree of resolution. As with most spatial data structures, refinement in a SQT can continue indefinitely: the result is that areas of the globe that are densely populated are more refined, so query regions in those areas are more accurately represented by the higher resolution trixels in the SQT.
Since satellite orbits generally provide global coverage, we expect the SQT for each slice to be fairly equally refined over most of the surface of the globe, i.e., the SQT is well balanced, and so spatial queries are handled with similar efficiency regardless of their location. But since satellite orbital paths are often designed to produce fullyoverlapping images at each pass over a location, a clustering of the representative points occurs and results in a tree that is globally well-balanced, but locally unbal-
anced.
A means for overcoming this problem exists, and is discussed in Section 7.1.
To ensure that the slices are split in an optimal manner when they achieve their threshold number of data points, a profile of how the data points are distributed in each slice is maintained. These profiles are used as heuristic devices to determine where the slices should be subdivided. Their actual implementation is described in Section 5.1.
5
A spatial data management system The primary motivation for designing an entire spatial data management system for the remote sensing domain, as opposed to just the custom-tailored spatial data struc- The profiles are supplemented in the knowledge base by the bias list: a list of strata into which D' is expected to be organized. The bias list is updated whenever a new instrument is added to the knowledge base, and contains the expected minimum and maximum radii of images that the instrument will generate plus an estimate of how many images will be generated over the lifetime of the instrument.
Although the bias list can supply information on where a slice is best split (or even whether to defer splitting a slice), its contents do not reflect the actual state of the data structure, and thus neither it nor the profiles are expected to provide maximal performance in isolation.
The hypercylinder
initially consists of a single slice covering all of p. When the number of points stored in any slice reaches the threshold value for splitting, a strategy for dividing the slice is formulated from one of several alternatives, such as:
• Place the largest cluster into its own slice, and the spaces to either side of this cluster into two additional slices ( Figure 17 ).
• Place the largest expanse of sparsely-populated space into its own slice, and the spaces to either side of it into two additional slices.
• Given an entry in the bias list whose minimum and maximum radii fall within the slice and whose esti- mated number of images is high, place that range of values into its own slice and the spaces to either side of it into two additional slices.
* Split the slice so that equal numbers of points are in each subslice.
The strategy chosen depends on factors such as how definite the clusters are, how widely they are distributed, and whether one cluster is significantly larger than the others. Each fact lends weight to one or more of the strategies during selection: these weights are then adjusted as more is learned about the performance of the SIES under the real-world environment.
5.2
The Spatial Query Expert System
The SQES is actually a conceptual subset of the larger Query Processing Expert System, a mostly-proceduralknowledge base whose content is the model and data structure information described in Section 5, and whose purpose is the translation, optimization, and execution of user queries. The SQES handles those parts of the task that relate to spatial searches. Figure  19 ). When the SQES is confronted with a set of query regions that must be ordered by expected content, the area of each region is computed and multiplied by its average density from the profile to produce an estimate of the number of data points in the entire region, and it is by this estimate that processing order is determined. We intend to install similar profile-based approaches for aiding the construction of query plans on top of all the catalog's principle data structures.
Results
The spatial data handling system has been tested using 
7.2
The Spatial Ingest
Expert System
In future implementations, we plan to expand the role of the SIES in the spatial data ingest process. The SIES will be empowered to:
Periodically survey the data structure for conditions that would compromise efficiency, such as tree imbalance. If such conditions are detected, the SIES must determine how best to reorganize the data structure, and notify the database administrator (DBA) of the problem.
Estimate the amount of system resources that a reoptimizing step will take, and, based on profiles of system loads, suggest to the DBA the best times for self-correction.
Maintain
a history of major decisions affecting the data structure:
when a slice was split and why, when the data structure had to be reoptimized and why, etc.
Alert the DBA if it is determined that some subset of the rules has contributed to poor decisions.
7.3
The Spatial Query Expert System Much of the spatial query optimization is intended to be handled by the catalog's proposed Query Planning and Execution Module (QPEM), in which the SQES knowledge will reside.
However, there are still spatial search strategies unique to the SQES that have yet to be explored:
• Transfer more spatial query processing control from bell for his continual support of IDM, and for the foresight he has shared with us, which has helped make the IIFS into what we believe to be the finest prototype in existence for NASA's future data management systems. In addition, the research presented in this paper would not have been possible without the inspiration provided by three other researchers:
Dr. George Fekete, who developed the spherical quadtree data structure, Nick Short, Jr., whose introduction of planning-and-scheduling technology to the IIFS led to the concept of the SQES, and finally Dr. Samir Chettri, whose expertise in statistics has contributed to the algorithms underlying the SIES.
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