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The quantile process of the product-limit estimator (PL-quantile process) in the 
random censorship model from the right is studied via strong approximation 
methods. Some almost sure fluctuation properties of the said process are studied. 
Sections 3 and 4 contain strong approximations of the PL-quantile process by a 
generalized Kiefer process. The PL and PL-quantile processes by the same 
appropriate Kiefer process are approximated and it is demonstrated that this 
simultaneous approximation cannot be improved in general. Section 5 contains 
functional LIL for the PL-quantile process and also three methods of constructing 
confidence bands for theoretical quantiles in the random censorship model from the 
right. 0 1985 Academic Press, Inc. 
1. INTRODUC~~N 
Let xy,..., Xz be i.i.d. rv with continuous distribution function E;‘. Let 
Y, , Y2 ,..., Y, be i.i.d. rv with continuous distribution function H. Suppose 
that the two sequences {Xp} and ( Yi] are independent. For any distribution 
function L, let 
TL = inf(t: L(t) = 11. 
In the random censorhip model from the right, the x may be censored on 
the right by the Yi, so that one observes only the pairs (Xi, ai), i = 1, 2,..., n, 
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where Xi is the minimum of g, Yi, and ai is the indicator function of the 
event Xp & Y1, i.e., 
Xi=X;A Yi and di== 1 if Xi”< Yi, 
=o if Xp>Yi, 
(1-l) 
i = 1, 2,..., n. Thus the Xi (i = 1, 2 ,..., n) are i.i.d. rv with distribution function 
F given by 
1 - F(t) = (1 - F’(t))(l - H(t)), --a,<t<al, (l-2) 
and the subdistribution function of the uncensored observations is given by 
F(:)=P{Xi < t and ai= 1) =I’ (1 -H(s))dF’(s). 
-co 
Hence TF = TFo A T,. 
In most applications the above Xy , z,..., x”, are assumed to be 
nonnegative rv, censored on the right by nonnegative rv Y, , Y, ,..., Y,. We 
are not going to make these assumptions in this exposition. Hence, in 
particular, the distribution function F” of the Xp is not necessarily a life 
distribution. 
To estimate F” in the above model, the product-limit (or Kaplan-Meier 
141)) estimator, ai, has been widely used. It is defined by 
l -PE(t)= Il<iGGx.ir, [(n-Ri)/(n-Ri+ l>lsi if ‘Gx?Z:n~ 
I 
=o if t >X,:,, 
where X,,:, = max(X, ,..., X,) and Ri is the rank of (Xi, 1 - SJ in the 
lexicographic ordering of {(Xi, 1 - Si)} I= i. 
In the random censorship model from the right, $‘:: has been generally 
accepted as a substitute for the empirical distribution function. An analog of 
the empirical process is the PL-process 
/J,,(t) = n”*(@;(t) -F’(t)). 
Developing a corresponding statement of Efron [20], weak convergence of p, 
to a Gaussian process over a finite interval was obtained by Breslow and 
Crowley [5] and Aalen ] 11. Burke et al. [7] establish strong approximations 
of /3, in terms of appropriate Gaussian processes in a general setting over 
right closed infinite intervals, expanding to infinite on the right too. For 
further developments concerning a general scheme of random censorhip we 
refer to Csiirgii and Horvath [ 14-191 and Horvith [23-251, where many 
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interesting aspects of possible applications of the PL-process p,, are also 
tackled in the light of some further recent research of mention, such as Hall 
and Wellner [22] and Nair [29]. 
A parallel problem to estimating F” under the model of random 
censorship from the right is that of estimating the quantile function Q of F” 
under the same model, where Q is defined by 
Q(y) = inf(t: F’(t) >y), o<y< 1. (l-3) 
A natural estimator of the quantile function Q is the PL-quantile function Q, 
defined by 
Q,(y) = inf{t: Pi(t) >y}. (1.4) 
Let Ur),..., Urn) denote those observations in nondecreasing order, where the 
corresponding indicator variables 6 equal 1. These observations are referred 
to as uncensored observations and the others are called censored. The 
following form is a more direct way of looking at &: 
Q,(y) = up if Pi(Uzj) < y < Fz(U$’ + ), i = l,..., vnr 
=XlWl if EE(Upn’ + ) <y < 1. 
The values of $, are the uncensored observations and X,:, (X,,, = U)tv,’ if 
X,:, is uncensored). 
An analog of the normed quantile process (cf. Csorgii and Rev&z [ 111) is 
the PL-quantile process pn, which is defined as 
P,(Y) = ~“*~“(Q(YMQ(Y) - C?,(Y)>, (1.5) 
where Q and $, are as in (1.3) and (1.4), respectively, and f” is the 
derivative of PO. 
To the best of our knowledge, Sander [33] was the first to study the 
problem of weak convergence of the PL-quantile process pn. Assuming that 
the distribution function F” is a life distribution (F’(0) = 0), F” has a 
continuous density functionf’ over (0, co) andf’(Q(y)) # 0 for y E [0, T], 
applying Theorem 5 of Breslow and Crowley [5 ] she proved that p, 
converges weakly to a Gaussian process of [O, T], Q(r> < T,. Horvath 124 1 
obtained a simple and short proof of Sander’s theorem. Reid [30] examined 
the asymptotic normality of the sample median Q,(f) by using a different 
(than that of Sander) approach, and Reid [31] proposed two methods for 
setting confidence intervals for Q(f). Cheng ] 101 established an almost sure 
Bahadur 13 ] type representation for Q,(y), y fixed. For a uniform (in y) 
68311612.2 
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(Kiefer 1271) type version of the latter we refer to Corollaries 4.1 and 4.2. 
Strong approximation of p, in terms of Gaussian processes was carried out 
by Aly and Csiirgii [2] and Horvath [24] just about the same time, and 
independently of each other. This paper connects our proofs and establishes 
stronger forms of the original theorems. In Sections 3 and 4 we prove a 
strong approximation of p,, by a generalized Kiefer process. We approximate 
the PL and PL-quantile processes by the same Kiefer process and 
demonstrate in Section 5 that this simultaneous approximation cannot be 
improved in general. Section 5 contains functional LIL for the PL-quantile 
process and three methods of constructing confidence bands for Q. Our 
general way of attack is along the lines of Cslirgo and Rev&z Ill], where 
similar problems were studied in the noncensored case. As far as our 
approach to studying the almost sure asymptotic behavior of the PL-quantile 
process is concerned, we first need to study some almost sure fluctuation 
properties of the PL-process. The latter is the main task of the next section. 
2. SOME SMALL INCREMENTS OF THE PL-PROCESS AND A LIL 
FOR THE NORMALIZED PL-PROCESS 
In this section we do not assume the continuity of the censoring 
distribution function H. We start by quoting the following strong approx- 
imation theorem for the PL-process, which is a special case of a more 
general result of Burke et al. [7] and Horvath [23]. 
THEOREM A. (Burke, C&go, and Horvath [7] and Horvath [23]). If the 
underlying probability space is rich enough, then one can define a Kiefer 
process K(t, s) such that if T < T,, then 
-,“:i& I/?,(t) - n-“*K(t, n)l “2’ O(n-“2(log n)“‘), (2-l) 
where 
and 
with 
EK(t, s) = 0, 
EK(t, s) K(t’, s’) = (s A s’)(l - F’(t))(l - F’(t’)) d(t A t’). 
d(t) = 1’ (1 - F(s))-*dg(s). 
-m 
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Remark 2.1. Throughout this paper [,, =a.S. O(r(n)) is to mean that 
there is a constant C such that 
almost surely. 
lim (r(n))-‘c, < C 
n-em 
Remark 2.2. Burke et al. [7] and Horvath [23] proved (2.1) with T 
replaced by a numerical sequence T,,, satisfying, for each n, the condition 
< TF with E > 0 
and with the O(.) rate of (2.1) adjusted “accordingly” (cf. Corollary 6.1 and 
Theorem 5.5 of Burke et al. (71 and Remark 3.3 in [23]. 
It is easily checked that the process K(t, s) has the following represen- 
tation 
(K(t, s), t E R, s > 0) E {(l -F’(t)) W@(t), s), t E R, s > O}, (2.2) 
where W(t, S) is a 2-parameter Wiener process, 
mf(t, s) = 0 
EW(t, s) w(t’, s’) = (t A t’)(s A s’), 
and =D denotes equality in distribution. The representation (2.2) is an 
important observation of Csorgii and Horvith [ 191 (cf. their Theorem l), 
and (2.2) plays a crucial role in our PL-quantile theory. 
THEOREM 2.1. Zf u(n) + 0, n + co, and 
IF”(t)-Fys)J<Mlt-s~/“, --co <t,s<T<T,,O<a<l, 
then 
sup SUP I/w + s> -P,(t)1 
-m<l<r-a(n) Isl<a(n) 
“2 O(n - “*(log n) 5’2 v ((u(n))” log ( &)) I’*) . (2.3) 
Proof. Using Theorem A it is enough to prove that 
sup sup I qt + s, n) - qt, n) I 
-m<t<T-o(n) Isl<a(n) 
(( n(u(n))” log -!I-- 
l/2 “2 0 1 1 4n) * (2.4) 
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It follows from (2.2) that 
sup sup ]K(t + s, n) - K(4 n) / 
-co<f<T--a(n) Isl<a(n) 
B.S. 
= sup sup ] (1 - F”(t + s)) W(d(t + s), n) -m<r<T-o(n) IslGa(n) 
- (1 - FOW) ww n)) I 
< sup sup (FOQ + s) - FO(t))] W(d(t + s), n) I 
--oo<f<T--o(n) ISl<Uol) 
+ sup sup I W(d(t + s), n> - W(d(t), n)l. 
--m<f<T--a(n) Isl<a(n) 
The first term of the above sum is O(n”*(log n)“‘(a(n))“) almost surely. 
Condition T < T, implies that 
d(r+s)-d(+j~+S(l 4@(u))-*(l -H(u))-‘dFO(u) 
f 
< (1 -F(z))-*(FO(t+s)-FO(t)) < MiF, 44, = 
(1 -z(T))’ ’ 
Let E > 0. Then by Lemma 1.2.1 of C&go and Revesz [ 121 we have that 
sup sup I wqt + 81, n) - ww9 n>)l 
-m<f<T-a(n) Isl<a(n) 
< sup sup lw(t+v-w,~)l 
O<f<d(T)t ~-bf,(a(n)P Isl<M~@(n))‘= 
K n@(n))= log n 
112 
“2 0 ) 1 a(n) . 
COROLLARY 2.1. If a(n) + 0 and F” has a continuous, bounded density 
functionf’ on (-00, T], T < TF, then (2.3) is true with a = 1. 
If we put a(n) - con-1’2(log n)“*, respectively, a(n) - con-“‘(log n)312, 
co > 0, in Corollary 2.1, we obtain a uniform (in t) version of Theorem 1, 
respectively that of Remark, of Cheng [lo]. 
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3. A STRONG APPROXIMATION OF THE UNIFORM PL-QUANTILE PROCESS 
It will be a convenient device to define a new set of rv by setting 
cp = FO(XP), and C = FO(Xi) = rsp A ?i) 
i = 1, 2,..., n. Then the rv {[:}I= i are independent and identically distributed 
according to the uniform law on [0, 11; the {qi}l=, are independently and 
identically distributed according to the distribution function H(t) = H(Q(t)) 
on [0, 11, and are independent of the {t;p}y= i . The common distribution 
function of {&}y= i will be denoted by 8. Let fii be the PL-estimator based on 
{ (&, S,)}y= i. Clearly then P:(t) = Pi(Q(r)). The rv {vi}:= i are censored from 
the right by (cy};= i and we can define the PL-estimator of Z? by 
1 -fin(t) = n {(n -Rj*)/(n - Rj* + l)}‘-‘J t 5 c,:,, 
I l Si%n,lj< tl 
=o t > c,:,, 
where 6,:” = max([, ,..., [,), R,? is the rank of (C, “3 in the lexicographic 
ordering of {(C, S,)}:, i . The distribution function H may have points of 
discontinuity, so the LIL for SU~~.,~<~ ]H,(y)-k(y)] does not follow 
immediately from Theorem 1 of CsGrg6 and Horvath [ 191. On the other 
hand, H is continuous and if A, is the PL-estimator of H based on (l.l), 
then 
nE (210gnlogn)1’2 os& INuu)-~(Y)l 
= nE ( 2 lo;log n )I” oz:p<p Ifin - H(Q(JJ))I 
= nki (210gnlogni”2 s;2Q(p) Ifi” -H(JJ)l. 
So we can use Theorem 1 of Csorgo and Horvith [ 191, if Q(p) < TF, and 
obtain that 
sup ] Ei,(y) - Ei( y) / “2. O((n - ’ log log q2). (3.1) 
O<Y<P 
Let e,(t) denote the uniform PL-process 
e,(t) = n “‘(#f(t) - t), o<t< 1. 
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On the probability space of Theorem A one can define a Kiefer process 
K*(t, s) = K(Q(t), s) such that if p < T,+ (F(Q(p)) < I), then 
sup 
o<t<p 
] e,(t) - n - ‘/*I? (f, n) 1 “2 O(n - ‘I3 (log n)5’2), 
where Ek(t, S) = 0, and 
El?@, S)i(l’, s’) = (s A s’)(l - t)(l -1’) d”(f’ A t) 
with 
Define qn, the inverse of fiz, and the uniform PL-quantile process u, by 
q,(y) = inf{t: fill(t) >y), 
h(Y) = n”*(Y - 4”(Y)), o<y< 1, 
respectively. 
The main result of this section is the following 
THEOREM 3.1. On the probability space of Theorem A we have that if 
p. < T,+, then , 
sup Inn(y) - n-“*IZ(y, n)l “2’ O(n-1’4(log n)“*(log log n)1’4). 
O<Y<Po 
ProoJ We break up this proof into several steps. First we prove that 
qn(y) is bounded on [O,p,]. 
Step 1. q,(p,) <p* a.s., if p. <p* < Tf. 
Using the definition of qn we have that 
10: 4n(Po) >P*) = W?(P”) GPO} 
c {w: &(p*> -p* / >p* -PO}. 
(3.3) 
Now the statement (3.3) follows from Theorem 1 of C&go and Horvith 
[ 191 by the help of the above relation. 
The idea of the following step is due to Sander ]33 ]. Our Fig. 1 equals her 
Fig. 1, which enables her to bound the PL-quantile process by the PL- 
process itself. 
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FIG. 1. The processes F:(t): - and q,(p): -- - -. 
Step 2. By symmetry (see Fig. 1) we have 
,<“yw& 14,(Y) -Yl G sup [P;(t) - tl. o<l<q”(Po) 
The following step is an easy consequence of Steps 1, 2, and LIL for e,. 
Step 3. suPo(y(p, l!?n(Y) -Yl =a.s. wp 1% b n>“*). 
Step 4. Let A$‘“, denote the jump of 8’: at the nearest observation to t 
which is uncensored and is equal or larger than 1. It is clear that 
d,l$z <A,& if t, < t,. If A$: = PI](F”(Ui”‘) + ) - &F’(U{“‘)), then we 
have that 
A&=(1 -P;(t)) !+ 1 +l -I;r,(t))-’ 
with probability one for every n. Using these observations we obtain that 
sup nAti; < 
2 
a.s., 
o<t<p* 1 - k(p*) 
(3.4) 
because 
2 
co: sup nA,$ > 
o<tsp* 1 - &i(p*> I 
2 1 2 
= i o: nA,,fi; > = co; > 1 -&J*) I I 1 - H,(p*) 1 - A(p”) I 
E {w: II?,(p*) &(p*)I > i(l -&p*))}. 
So (3.4) follows from (3.1). 
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Now we can prove Theorem 3.1. Sander 1331 gave the following represen- 
tation of u,(y): 
U,(Y) = e,tq,W) - nWlltqnW) - 14. 
Applying (3.2) and (3.3) we obtain that 
(3.5) 
sup le,(q,(y)) - n-1’2k(yY n)l 
06Y GPO 
< o~;~p le,(q,(y)) - n-1’2~t4ntY)T n)l 
0 
+ n - 112 sup I&7”(Y), n) - @.Y, n)l 
Q<Y<P, 
where 
= e,(n) + E,(n), 
E&z) “2 O(n -“2(lOg ,)5’2). 
Using Step 3 and (2.4) with a = 1 we have that 
&2(n) < sup sup n 06l(PO Isl6c,(n-~loglogn)~~~ 
-“2 Ik(t+s,n)-It(t,n)l 
= O(n-“4(lOg n)“2(lOg log n)1’4) 
almost surely, where co > 0 is a constant. 
Step 4 tells us that 
Remark 3.1. Horvath [24] proved a probability inequality instead of the 
a.s. representation of u, in Theorem 3.1. Namely, it was shown that on the 
probability space of Theorem A 
P osF~po /u,(y) - c”~I?(Y, n)l > c,n”4(log n)3’4 < c,n-: 
I ! 
(3.6) 
where p. < Tp and c1 = c~(E,P~), c2 = c2(s,po) are constants. We can then 
obtain a rate of convergence for certain functionals of u, from (3.6). For 
example, let w  be a functional defined on D[O, 1 ] (D[O, 1 ] is the space of 
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functions X(m) on [0, 11, having points of discontinuity of the first kind only, 
endowed with the Skorohod topology), satisfying the Lipschitz condition 
with some positive constant ,c3. Assume further that the distribution function 
of the random variable t,@(y, 1)) h as a bounded density with respect to 
Lebesgue measure. Or, let IJI be a functional defined by v/(X(.)) = Ii X’(t) dt. 
Then the density function of &(y, 1)) when multiplied by t “’ is bounded 
on the whole line and we get 
.,s<uF<, In{@,) <XI -W(@h 1)) <x)1 = O(n-“4(log n)3’4). 
COROLLARY 3.1. Suppose that f” is the continuous density of a lve 
distribution function F” (F’(0) = 0), and let pn be the PL-quantile process. 
Let p,, < T; and assume that for any p* > p0 inf,,,,,, f '(Q( y)) > 0. Then, 
sup 
O<Y<Po 
(p,(y) - n-“*Zl(y, n)lz 0. 
ProoJ A one term Taylor expansion gives (cf. (1.5)) 
P,(Y) = @f “(Q(y))(Q(y) - &(Y>> 
=n “*f “(Q(y))(Q(y) - Q@,(y))) 
where q”(y) A y < 6Jy,, < qn( y) V y, provided of course that the quantile 
density function Q’ of F” is finite. Using (3.3) and the conditions of this 
corollary we have that info<y<po f “(Q(B,,,)) > 0 a.s. By assumption 
info,ys,* f *(Q( y)) > 0 and continuity off’ implies uniform continuity over 
[O,p*]. Also 
and hence 
sup f “(Q(y)) -f o<QP,,n)) a.s. o, 
O<Y<Po f “<Q<~y,n)) 
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as n + co. Combining the latter with 
+ o,“,“f;p,, I U,(Y) I sup 
f"(Q(Y)) -.f"(Q(QJ) 
OGYGPO f"(Q(&,J) ’ 
the result follows from Theorem 3.1. 
Corollary 3.1 coincides with Corollary 1 and Theorem 2 of Sander [33] 
and it was tailored exactly for the latter purpose. Indeed, under similar 
strong conditions we will do much better in the following section, where we 
are also going to introduce some lighter ones. 
4. ON THE DISTANCE OF THE UNIFORM PL-QUANTILE PROCESS FROM THE 
PL-QUANTILE PROCESS AND CONSEQUENCES 
In order to be able to study the PL-quantile process, we follow the same 
route as that of C&g6 and RCvCsz [ 1 l] when there is no censoring. One of 
the basic steps of the latter approach is a translation of a fundamental result 
of Csiki [9] for the normalized empirical process into a similar one for the 
normalized uniform quantile process (cf. Theorem 2 in [ 111). In our present 
setup, we first have to prove an analogue of Csaki’s mentioned result for the 
normalized PL-empirical process, and then translate it into a similar one for 
the normalized uniform PL-quantile process. The hinted at analog is 
THEOREM 4.1. There exists a positive constant C, such that ifp < T;, 
then 
lim sup (t log log n)-“* le,(t>lS C, 
n-m e(?l)YS 
where e(n) = n- ’ log log n. 
Proof. Let >, be the empirical distribution function of the rv & 
(1 5 i 5 n) and let pz be defined by 
i.e., F,* is the so-called empirical subdistribution function of the uncensored 
uniform rv CF. 
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With ~(12) 5 t ip we first consider 
0 < -t-‘/2(log(l -Pi(t)) +J’(l -P,(u))-‘d&((u)) 
5 t-‘/2,-1 
I t (1 -P,(U) -n-‘)-%.@;(u) (4.1) 0 
“2 O((n log log n) - *‘*), 
where the last inequality is by replacing t by s(n) and by using Lemma 1 of 
Breslow and Crowly [5] as modified by Horvath [23]. Now using a one 
term Taylor expansion and the inequality (4.1), we get 
di% l- “* 1(1-$JJI))+exp (-~~(l-~~(,))-l~~~(u))/ 
“2 O( (n log log n) - “2). 
As before, let @ be the distribution function of the rv &, and let FI’ be the 
subdistribution function of the rv {&, 6, = 1 }. Next consider 
dns:L [-‘I2 o 
/i’(l -fi,(u))-‘dP~(u)-jt(l -i(u))-‘dF*(u)~ 
0 
< (E(n)) - 1’2 [i”“‘(I -0,(u))-‘~~~(U)+5B(nl(1 -F(u)))‘&*(U)j 
0 0 
By the classical LIL, we estimate AA as follows, 
A:, < (I)-“’ 
I 
E3W) fawn 
1 - P,(s(n)) + 1 -6(&(n)) 1 
“2 O((&(n))-“*(F;(E(n)) + P--*(&(n)))) 
“2 O((&(n))-“*(F*(&(n)) + n-‘(log log n)“2)) 
“2 O(n - ‘/*(log log ?2)“2), 
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where the latter as. O(.) bound is due to f*(r) < P{L;p < t} = t. As to df , we 
have 
+ sup 
tin)29 t-1/2 Ii :., 
(1 -P,(u))-‘d(Q(u)-F*(u)) 
f  
< SUP 
e(n)sra t-1'2 Ii 
P(u) - Q4) 
dF*(u) 
E(n) (1 - &(U))( 1 -P(U)) 
+ sup 
E(n) St 9 I 
21FZ(t) -P*(t)/ 
F2( 1 -P,(t)) +i 
f F~(u)-&4)d 1 
e(n) u l/2 (1 -k(u)) 
B.S. 
= 0 
( 
sup /P(t) -P,(t)] sup t-‘V*(t) 
&(n)gQ EM) St 9 
“2. O(n -1’2(log log n)“2), 
where the latter a.s. O(a) bound is due to applying Csiki [9], the LIL for 
n “2(F,(t> - W)), and to the fact that for 0 5 t Sp we also have 
(1 - l+(p)) * t 5 F*(t) 5 t. 
This also concludes the proof of Theorem 4.1. 
Considering now the uniform PL-quantile process u,, the foregoing 
theorem translates as 
THEOREM 4.2. There exist two positive constants Cl and C, such that 
with c*(n) = C,n-’ log log n, we have 
- 
lim sup (t log log n)- 1’2 ]u,(t)] 5 C, a.s., 
n+cQ Efn)gQ 
where p ( Tp, 
ProoJ: Exactly the same way as Theorem D implied Theorem 2 in 
CsiirgG and RCvCsz [ 111, here Theorem 4.1 implies Theorem 4.2. 
Now we are in the position of estimating the distance of the uniform PL- 
quantile process from the PL-quantile process. We have 
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THEOREM 4.3. Assume that the following conditions hold: 
(i) F” is twice dlfirentiable on (t,o, TFo), where fFO = 
sup{x: F’(x) = 0) and TFO = inf{x: F’(x) = 1 }, 
(ii) f’(t) = (d/dt) F’(t) > 0 on (t,o, TFo), 
(iii) for some y > 0 and p* E [0, l] we have 
sup t If"'(Q<O>I < 
OjfQP (f"(QW))* = " 
Then there exists a positive constant C such that, with 6(n) = Cn-’ log log n, 
we have 
,,,;;y5,, b,(t) - d0 “2 W-“’ log log n>, -- (4.2) 
wherep, < (p* A T,). 
Zf, in addition to (i), (ii), and (iii), we also assume one of 
(iv, a) 0 < lim,i,pfO(t) < 00, 
(iv, P) if lim, ltfl f O(t) = 0 then f” is nondecreasing on an interval to 
the right of tFO, 
then, if (iv, a) obtains 
sup Ip,(t) - un(t)l “2’ O(n-“* log log n) 
OjfQp, 
(4.3) 
and if (iv, /3) obtains 
sup 
OsfspO 
Ip,(t) - u,(t)/ “2. O(n-‘I* log log n) if Y<L 
“2’ O(n-‘/*(log log n)‘) if y= 1, (4.4) 
“2 O(n-1/2(log log n)Y(log n)(‘+ E)(Y--I)) 
if Y>L 
where E > 0 is arbitrary, y is as in (iii), and again p. < (p* A Tf). 
Proof: Mutatis mutandis, the proof (4.2) is the same as that of (3.3) in 
[ 111. Only here we use Theorem 4.2 instead of Theorem 2 of [ 111 in a 
similar two term Taylor expansion of P,, in terms of u,. 
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In order to verify now (4.3) and (4.4), it suffices to appropriately estimate 
~~~~~~~~~~~ I WI and ~~~~~~~~~~~ M)l. As to the former, we have 
o $l(,) I %(O I “2 w - “* log log n), (4.5) 
and the proof of this statement is exactly along the lines of that of (3.10) in 
[ill. 
Now if (iv, a) obtains, a one term Taylor expansion gives 
Pm = %I(0 f '(Q(t)> 
f"(Q(r,@))) ' 
where 0 5 t 5 6(n) and 1 t - r”(t)1 5 n-l’* I~,(t)l. Consequently by (4.5) we 
have 
oz;$(n) IPnWl”~~ -- (-- o pwn, I %W I) “2 w - 1’2 1% 1% n), 
and the proof of (4.3) is now complete. 
For the sake of proving (4.4) we assume thatf”(Q(t)) is nondecreasing on 
[O, 6(n)], i.e., (iv, p) obtains. Let I’z(UL’)) 5 t 5 r’z(Vk*’ ‘)). If 17:” 2 Q(t) 
then (cf. (1.5)) 
Mt>l = ,1’2 If”(Q(t))(Q(F”(U~~‘)) - Q(t) I 
==n 112 
j 
@(+‘) f”(Q(t)) 
I 
fo(Q@)) d” 5 I%#> I *  
If UC) < Q(t), then along the lines of (3.14) in [ 1 l] we get 
f Ip,(t)l = n1’2I 
f"(QW) du 
mup) f"(QW 
5 2Yn1/2 
L(“W, (t) ydu n 
27 < ---n’f2t 
= l-y 
if y< 1, 
2 < - =y-1 ,1/2tY(FO(U~~)))-(Y--l) if y> 1, 
5 2n If2 t log 
t 
F”( Uj/‘) 
if y= 1, 
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where the second inequality above is by Lemma 1 in [ 111. By (4.5) and the 
latter two inequalities for ]~,(t)] the proof of (4.4) is now completed along 
the lines of that of (3.5) in [ 111 upon also noting that F*(U’,“) 2 
min ,lisn FO(XF). This also completes the proof of Theorem 4.3. 
Theorem 4.3 implies the following Bahadur-Kiefer type representations 
for the PL-quantile. The first one of them is the immediate 
COROLLARY 4.1. Under the conditions (i), (ii), (iii), and (iv, a) of 
Theorem 4.3 we have 
sup FO,(QW - t 
f '(Q(t)> 
- (Q(t) - &(f)) “2’ O(n-3’4(log n)“*(log log n)“4)) 
ostspg 
ifP0 < (P* A T,). 
This corollary is also a uniform in t generalization of Cheng’s [lo] 
Theorem 2 with a better rate. Kiefer [27] proved in the noncensored case 
that the rate of distance between the uniform empirical and quantile 
processes is exactly n-3’4(log n)“*(log log n)1’4. Our Corollary 4.1 contains 
Kiefer’s result, so the rate in Corollary 4.1 cannot be improved. 
In Corollary 4.1 we say nothing about the constant of the Bahadur-Kiefer 
type representation of the PL-quantile. The following corollary gives a bound 
for this constant. 
Corollary 4.2. Assume all the conditions of Theorem 4.3. Then 
- 
n3/4 
.l:t (log #‘*(log log $1’4 sup I~‘~~(Q(Y))-Y-~“(Q(Y))(Q(Y)-~~(Y))~ O<Y 90 
5 2”4(1 -~(po))-“2(d*(po))“4 
almost surely, fpo < (p* A TE). 
ProoJ Using Theorem 4.3 we have that 
7 
n3/4 
kc (log n)“*(log log n)1’4 o<y<po sup I~~(Q(~))-v-f”(Q(~))(c(u)-~~(y))l 
n 114 
“2. & 
n-m (log n)‘12(log log n)“4 sup I&) - u,(~)l, OIY<Po 
where e, denotes the uniform PL-process defined in Section 3. Step 4 of 
Theorem 3.1 and (3.5) show that 
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E3n 
“2. qn - l/2)* 
It follows from (3.2) that 
7 
nl/4 
,l’tm (log n)“2(lOg log n)l’4 sup I e,(v) - e,(q,(y)) I O<Y<Po 
-l/4 
7 
“2’ llm 
n-m (log n):/2(log n)1’4 o<y<po sup lb + (4”(Y) -Y), n) - ft(Y, n)l* 
Theorem 3.1 and representation (2.2) imply that 
“5 (210gnlogni”20~~goIq.i~,yI 
l/2 
- 
“2’ llm 
1 
sup I We*, 4 “+a ( 2n log log n 1 O<Y<Po 
So, from (4.6) a one-term Taylor expansion gives 
+ f!! (2 lo;log n )li2 0i2Zpp, 1 (1 - s..)(ll--F*(r,,.)) 
1 - 
(1 -y)(l -F*(y)) ‘qn(Y)-y’ 
< cd* (PoV2 
’ 1 - F*(Po) 
(4.6) 
almost surely, where Ity,n - y I< 1 qn( y) - y I. Using again representation 
(2.2), it is enough to prove that 
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-7-- n-“4(d*(po))“2 
nl:% (log #‘*(log log n)“4 
x I WY + S? n) - WY, n>l 
< (1 + &)I’* 2i’4(1 -P(p0))-“z(d*(Po))1’4 - (4.7) 
for every E > 0. But (4.7) is an easy consequence of Chan’s theorem which is 
cited as Theorem 1.14.2 by CsorgG and RCvCsz [12]. 
Our main result in this exposition is an analog of Theorem 6 of Csorgii 
and Rev&z [ 111. The proof is very simple. Combining Theorem 4.3 with 
Theorem 3.1 we get 
THEOREM 4.4. On the probability space of Theorem A and under the 
conditions (i), (ii), and (iii) of Theorem 4.3 we have 
s(:~!& ‘Pn(t) - n-‘/*i(f, n)l “2’ O(n- 1’4(log n)“*(log log n)‘j4), 
where 6(n) andp, are as in Theorem 4.3. If, in addition to (i), (ii), (iii) of the 
latter theorem we have also either (iv, a) or (iv, p), then 
o~$J, IpJt) - n-1’21?(t, n)l “2’ O(n-1’4(log n)1’2(10g log n)1’4). 
We note that the respective constants of the latter two statements are 
bounded above by that of Corollary 4.2. Also, we approximated the uniform 
PL and PL-quantile processes with the same Kiefer process. Hence, on 
account of Corollary 4.1 being sharp, the latter Kiefer process cannot be 
nearer to both of the said PL-quantile processes at the same time. 
5. THE FUNCTIONAL LIL FOR THE PL-QUANTILE PROCESS 
AND CONFIDENCE BANDS FOR Q. 
Consider now the sequence 
<n(y) = ( n 
2 log log n 
)I” (&Q(Y)> -Y), 0 5 Y 5 ~0, F(Q(Po)) < 1. 
Let C(0, 1) be the space of continuous real valued functions endowed with 
the supremum norm. Let 4 c C(0, 1) be the set of absolutely continuous 
(with respect to Lebesgue measure) functions f for which f (0) = 0 and 
683/16/2-3 
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l; (f’(y))* dy 5 1. CsGrgii and Horvith [ 191 proved the following Strassen- 
type theorem for the above defined sequence r,(y). 
THEOREM B (Cdrgii and Horvith [ 191). The sequence (r,(y), 
0 5~ 5~0, F(Q(po)) < 11 is relatively compact in supremum metric with 
probability one, and the set of its limit points is 
$*= ~(d*(p,))“2(l-~)f~~~,0~~~P,~ftm~. 
0 
Therefore we have 
“G ( 2 lo;log ,)“’ o;;g, I~:(Q(Y>) -YI 
= SUP (1 - F”(t~~(d(t~~~‘~ 
-m<tjQ@,) 
with probability one. 
Moreover, 
~8-“*(1 -po>MQ(po)>)“’ 5 nFm o:yg, P%Q(Y)) -Y I 
- 
with probability one, 
We can combine Theorem B with Corollary 4.2 and immediately get 
THEOREM 5.1. Under all the conditions of Theorem 4.3 we have that the 
set of limit points (with respect to the sup norm) of the sequence 
p’,(y)= (2,0gn,ogn)1’2 f “(Q(yMQ(y) - &,(Y)), 0 5 Y 5 PO < (P* A T,) 
is #* with probability one. Therefore we have 
= SUP (1 - F”(t)(d(t))“’ 
-m St SQ(Po) 
with probability one. 
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Moreover, 
x8- “‘(1 -PoW(Q(P~W" 5 ,!!m oggofotQC~,, I t?,(y) - Q(Y)\ 
5 ~8 - "'(d(Q(po)))"2 
with probability one. 
Without any one of the conditions (iv, a), (iv, /?), i.e., under the conditions 
(i), (ii), (iii) of Theorem 4.3 we get a weaker form of Theorem 5.1; if 
p0 < (p* A 7’~) then 
nEi i2 lognlog n I"* Gcn;;~90 lf”(Q(v)>(Q(~) - &n(y))1 
< = sup (1 - F”(t))(d(t))“’ 
-m<fZQ@d 
(5.1) 
with probability one, where 6(n) is as in Theorem 4.3. 
Finally, we note that Theorem 4.4 and its weak convergence consequences 
can be used to construct confidence intervals for Q(y) and to test the null 
hypothesis that X0 has a given completely specified density functionf’. 
One way of constructing confidence intervals for Q(y) in terms of Q,(y) 
is to estimate the factor f”(Q(y)) of p,(y). 
We begin with estimating Q(y) by the PL-quantile function Q,(y). First 
we note that the LIL holds for the process p,(y) (cf. Theorem 5.1), and 
hence we have 
oz;g, I%(Y) - Q(y)1 “2’ W-’ log log n)“‘>, (5.2) 
if info~,dPofo(Q(y)) > 0 (cf. (iv, a>>. 
Assume that So has a bounded derivative on (tFo, TFO). Let a(n) be an 
appropriate sequence of positive constants tending to zero as n + co. 
Following Rosenblatt [32], we consider the “naive” density function 
estimator pn, given by 
fO(t) = EXt + 44) - Pll(t - a(n)> 
n 
244 
(5.3) 
Theorem 2.1 implies that if T < TF, then 
-:;I& 1 m - F”(t + a(n)) - F”(t - a(n)) 
244 
“2’ O(n-5’6(log n)5’2(a(n))-1 V II- ‘/’ (log--&) I’* (a(n)-“*). 
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Using a two-term Taylor expansion we get 
s:ysT If;(t) -fO(t)I “2 O(a(n) v n-5’6(log n)5’2(a(n))-1 v n-l’* 
- 
x (log-$J2 (a(n)>-‘/*>. 
If a(n) = O(n-1’3(log n)lj3) we obtain a uniform in t version of Corollary 2 
of Cheng [lo]. 
THEOREM 5.2. We assume that F” is twice difSerentiable on (tFO, TFO) 
and info, ,, 9p* ~"(Q(Y)) > 0, su~,.,~* lf"'(Q(~>>l < 00, then 
~"'t.?ll(Q,bW@,O - Q(Y)) 
converges weakly to l?(y, 1) on D[O,p,], if p. < (p* A T;), and 
a(n) n5’6(log n)5’2 -00,a(n)+Oasn+a1. 
The proof of this theorem immediately follows from Theorem 4.4 and 
(5.2), (5.3). 
The density estimator (5.3) is one of the simplest estimators off’. Kernel- 
type estimators off’ were considered by Blum and Susarla [4], Burke [6], 
Foldes, Rejto, and Winter [21], McNichols and Padgett [28], Burke and 
Horvath [S]. Hystogram type estimators were investigated by Foldes et af. 
[2 1 ] and Burke and Horvith [8], while an estimator of Burke and Horvath 
in the latter paper is based on an estimation of the Fourier coefficients. 
Glivenko-Cantelli-type theorems like 
a.s., if n -+ co were also proved in these papers. We note that, in the above 
quoted papers, Blum and Susarla [4], Burke [6], Burke and Horvath [8], 
proved not only the strong consistency of the estimators concerned, but they 
obtained some asymptotic distributions as well. 
CsdrgG and Rev&z [ 131 had also handled the problem of constructing 
confidence bands for Q in terms of uncensored samples without estimating 
the unknown density quantile functionf’(Q(v)) of the process p,,(v). Their 
approach can be also extended to the present situation and we give a brief 
description of it here. First a few notations. 
Recall d(t) = j\, (1 - F(s))-2dF(s) of Theorem A, where the 
subdistribution function P of the uncensored observations is given by 
p(l) = P{Xi < t and di = 1 } =(’ (1 - H(S)) dFO(s), 
-cc 
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and F, F”, and H are as in (1.2). Introduce the empirical estimators F, and 
fl,, of F and F, 
F,(s)=f#{l SiSn,Xi<s} 
and 
F^,(s)=i#{l ziSn,Xi<s and di= l}, 
where Xi and di are as in (1.1). Next, in terms of the latter estimators, we 
estimate d(t) by d,(t) as follows: 
d,(t) = !” (1 -F,(s))-’ d&(s). 
-co 
By Lemma 6.2 of Burke et al. [7] we have 
Z”<YST (d,(t) -d(t)\ “2 0(n-“2(lOg ,)“2), (5.4) 
- 
where T < TF = TFO A TH. 
Combining the first statement of Theorem 4.4 and the above result, we 
prove 
THEOREM 5.3. Under the conditions (i), (ii), (iii) of Theorem 4.3 we 
have 
n’\% P@,(Y - (1 -~W,(&,(po)N”* cn - “*I 5 Q(v) 
2 &(Y + (1 -y)(d,(&,(po)>)“* cn-“*I; e(n) 5;~ 5~01 
sup lW(f)I<c , 
Ojfjl I 
where c > 0, n”*&(n) + a as n --t 00, and W is a standard Wiener process. 
Proof: We are going to outline the proof of Theorem 5.3 only for the 
one-sided case of Q(y) 5 &(y + (1 -y)(d,(&,(p,)))“* cn-“*). The 
complete proof of our statement goes along the same lines. Let 
p21w; (hlay,L.)(d,(&.(po)))‘/l cn-‘I*. Elementary calculations will show 
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P{$,(Y + Ye) - Q(Y) 2 0; c(n) SY 5~01 
= p -P,(Y + Y,(Y)) + n”2 Y,(Y) G 
f"(Q(y + Y,(Y))) _ 1 
"(Q(Y + 'J,(Y))) ) 
+ n”*Y,(Y) 2 0; e(n) 5 Y 5 PO 
! 
> 
where pn is the PL-quantile process of (1.5) and 0 < 8,(y) < y,(y). 
Next we apply Lemma 1 of Csorgo and Rev&z [ 111 and get 
sup f"(Q(y + Y,(Y)>> _ 1 
E(n) SY SPpo c. "(Q(Y + @,(Y))) i 
5 1+ [ G v.tbn~Po)))‘l’c] y 
[ 
1 
I 
Y  
X- 
1 - 4n -“‘/W)(&(Q,(P~))‘/* 
-120, 
where the latter limit is by observing that &(po) -+a.‘, Q(po) (cf. Theorem 
5.1 and (5.1)) by (5.4), and having assumed n”*&(n)+ co as n -+ co. By 
Theorem 4.4, 
Hence, the one-sided version of Theorem 5.3 under consideration will be 
proved, provided we have 
sup n -l’* Ii(y, n) - k’(Y + Y,(Y), n>l J-+ 0 
O<YsPpo 
and 
sup n-1’2 Ik(y,n)l~O as n-+co. 
0 ly j&(n) 
The latter two statements are true by (2.4). Hence Theorem 5.3 is now 
proved. 
We call attention to C&g6 and Horvath ll819 where 
P{sup,,,,, 1 w(t)] 2 c} is tabulated for 0.301 2 c 2 3.9. Hence the 
confidence bands of Theorem 5.3 for Q can be numerically constructed for 
desired probability coverages. 
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