The practice of spatial econometrics revolves around a weighting matrix, which is often 1 supplied by the user on previous knowledge. This is the so called W issue. Probably, the aprioristic 2 approach is not the best solution although, nowadays, there few alternatives for the user. Our 3 contribution focuses on the problem of selecting a W matrix from among a finite set of matrices, all 4 of them considerer appropriate for the case. We develop a new and simple method based on the 5 Entropy corresponding to the distribution of probability estimated for the data. Other alternatives,
where l( γ) means the estimated log-likelihood at the ML estimates, γ, k is the number of non-zero 136 parameters in the model and n the number of observations. For the case that we are considering 137 the models only differ in the weighting matrix, so k and n are the same in every case. This means 138 that the decision depends on the estimated log-likelihood, or on the balance between the estimated 139 variance and the Jacobian term. Note that, for a standard spatial model of, i.e., SLM type we can write: 1. Estimate by ML of the m models corresponding to each weighting matrix in W.
144
2. For each model, we obtain the corresponding AIC statistic (BIC produces the same results).
145
3. The matrix in the model with minimum AIC statistic should be chosen.
146
An important part of the recent literature on spatial econometrics has Bayesian basis; this extends 147 also to the topic of choosing a weighting matrix. The Bayesians are well equipped to cope with these 148 type of problems using the concept of posterior probability as the basis for taking a decision. There are 149 excellent reviews in Hepple [363738] , Besag and Higdon [39] and especially, LeSage and Pace [40] . For 150 the sake of completeness, let us highlight the main points in this approach.
151
The analysis is made conditional to a model, which is not under discussion. Moreover, we have a 152 collection of m weighting matrices in W, a set of k parameter in γ, some of which are of dispersion,
153
σ, others of position, β, and others of spatial dependence, ρ and θ, and a panel data set with nT 154 observations in y. The point of departure is the joint probability of data, parameters and matrices:
where π (·) are the prior distributions and L (y | γ; W i ) the likelihood for y conditional on the 156 parameters and the matrix. Bayes' rule leads to the posterior joint probability for matrices and 157 parameters:
whose integration over the space of parameters, γ ∈ Υ, produces the posterior probability for 159 matrix W i :
The presence of spatial structures in the model complicates the resolution of (4) which usually 1. Fix the priors for all the terms appearing in the equation. In this point, we have followed the 169 suggestions of LeSage and Pace.
170
2. For each matrix, obtain the corresponding posterior probability of (4) for which we need (i) solve 171 the ML estimation of the corresponding model and (ii) solve the numerical integration of (4).
172
3. The matrix chosen will be that associated with the highest posterior probability.
173
This paper advocates for a selection procedure based on the notion of Entropy, which is used as 174 a measure of the information contained in a distribution of probability. Let us assume an univariate 175 continuous variable, y, whose probability density function is p(y); then, Entropy is defined as:
being I the domain of the random variable y. As known, higher Entropy means less information 177 or, what is the same, more uncertainty about y. Our case fits with Shannon's framework (42): we 178 observe a random variable, y, and there is a finite set of rival distribution functions capable of having 179 generated the data. Our decision problem is well defined because each distribution function differs 180 from the others only in the weighting matrix; the other elements are the same. However, we are not 181 interested in the Laplacian principle of indifference (select the density with maximum Entropy, less 182 informative, to avoid uncertain information). Quite the opposite: in our case there is no uncertain 183 information and we are looking for the more informative probability distribution so our objective is to 184 minimize Entropy.
185
As with the other three cases, the application of this principle requires the complete specification 186 of the distribution function, which means that the user knows the form of the model (equations 7 187 to 9 below, except the W matrix); additionally we add a Gaussian distribution. Next, we should 188 remind that for the case of a (n × 1) multivariate normal random variable, y ∼ N(µ; Σ), the entropy 189 is: h(y) = 1 2 n + log (2π) n |Σ| . This measure does not depend, directly, on first order moments
190
(parameters of position of the model) but on second order moments (dependence and dispersion 191 parameters). For example, in the case of the SLM of (9) below, the entropy is:
where B = (I − ρW). Note that the covariance matrix for y in the SDM is V(y) = B −1 V(u)B −1 .
193
If u is indeed a white noise random term with variance σ 2 , the covariance matrix of y is simply 194 V(y) = σ 2 (B B) −1 . Let us note that the covariance matrix of y in the SDM of (7) 
Only one exogenous regressor, same reason, the number of cross-sections in the panel, T, are limited to only three, T ∈ {1, 5, 10}.
232
The values for the coefficient of spatial dependence, ρ, ranges from negatives to positives, ρ = 233 {−0.8, −0.5, −0.2, 0.2, 0.5, 0.8}. Other global parameters are those associated with the constant term, 234 β 0 = 1, the x variable, β 1 ∈ {1, 5}, and its spatial lag, θ ∈ {1, 5}.
235
In sum, each case consists in:
236
• Generate the data using a given weighting matrix, 
239
• The spatial equation is assumed to be known so the model can be estimated by maximum 240 likelihood, ML, once the user supplies a W matrix.
241
• Compute the four selection criteria, MJ, Posterior probability, Entropy and AIC for the three 242 alternative weighting matrices for each draw.
243
• Select the corresponding matrix according to each criterion and compare the result with the true 244 matrix in the DGP.
245
• The process has been replicated 1, 000 times.
Main conclusions can be extended to other processes like the spatial error model, which are not replicated here (details on request from the authors).
of 30
Note that the selection of the matrix is made conditional on a correct specification of the equation.
247
We are perfectly aware that this dichotomy is artificial; in fact, both decisions are intimately related 248 because the same matrix, but in different equations, plays different roles and bears different information. the case n = 25 we aggregate the three cross-sections corresponding to T = 1, T = 5 and T = 10).
268
These courves ratifies the ordering set out above. Note the asymmetry in all the curves and the 269 strange behaviour of the MJ criterion that produces worst results at the extremes of the interval for 270 ρ. The other three criteria react positively to increases in the sample size (both in n or in T). Overall,
271
the improvement is more relevant according to T than to n, specially for high values of the spatial 272 coefficient.
273 Tables 2 to Table 5 present the details by type of DGP. A quick look at the Tables reveals that bold   274 percentages are concentrated, mainly, in the Entropy and AIC columns.
275
The prevalence of the Entropy criterion is quite regular (the exception is the SDEM process where
276
AIC has better results). The preference extends to the case of correctly specified models, as in Tables 2, 3 and 4, and also for misspecified equations, as in In a similar vein, the increase in the cross-sectional size, n, maintaining constant the number of The value of parameter β 1 , as expected, has a weak impact in the four criteria; on the contrary, 
299
To complete the picture, we estimate a response-surface for each DGP/Estimated-equation 300 combination, with the aim of modelling the empirical probability of choosing the correct weighting matrix for each criterion, p i . As usual, a logit transformation of the empirical probabilities is carried 302 out, so the estimated equation is: In general, the estimates confirm previous facts. The main factor influencing the empirical 312 probability of choosing the correct weights matrix is the spatial parameter, absolute value of ρ in Table   313 6. Its contribution is crucial in the case of the Bayesian criteria and, to a lesser extend, also in the cases 314 of Entroy and AIC. This parameter is not significant, for the case of the MJ approach and SDEM
315
processes whereas its contribution is negative in the SLM and in misspecified equations. The second 316 more influential factor is the parameter θ, associated to spatial spillovers. Its impact is beneficial for 317 all the cases though it appears to be more important for the MJ; the other three criteria are a bit less 318 sensitive. Sample size is also relevant in all the cases and T has a relatively higher impact than n.
319
Finally, as said before, parameter β 1 is not significant in any circumstance, with the exception of the 320 SLM case; this means that the signal-to-noise ratio should not be a major factor to consider when the 321 problem is select the best weighting matrix. 
322

Empirical application
328
The case studied in this section is based on a well-known economic model. It is a model of 
338
The benchmark model assumes an aggregated Cobb-Douglas production function with constant 339 returns to scale in labour and physical capital:
where
and A i (t) is the aggregate level of technology specified as: can be expressed as:
Equation (14) is estimated using information on real income, investment and population growth and Koch consider two geographical distance functions: the inverse of squared distance (which is 362 the main hypothesis) and the negative exponential of squared distance (to check robustness in the 363 specification). We also consider a third matrix based on the inverse of the distance.
364
Let us call the three weighting matrices as W 1 , W 2 and W 3 which are row-standardized:
ω * hij ; h = 1, 2, 3 where:
with d ij as the great-distance between the capitals of countries i and j.
367
The authors analyze several specifications checking for different theoretical restrictions and 368 alternative spatial equations. We concentrate our revision in the so-called non-restricted equation, in 369 the sense that it includes more coefficients than advised by theory. 
Conclusion
385
Much of the applied spatial econometrics literature seems to prefer an exogenous approximation 386 to the W matrix. Implicitly, it is assumed that the user has relevant knowledge with respect to the way 387 individuals in the sample interact. In recent years, new literature advocates for a more data driven 388 approach to the W issue. We strongly support this tendency, which should be dominant in the future; 389 however, our focus in this paper is on the exogenous approach.
390
The problem posed in the paper is very frequent in applied work: the user has a finite collection 391 of weighting matrices, they all are coherent with the case of study, and one needs to select one of them.
392
Which is the best W? We can address this question using different proposals: the Bayesian posterior 393 probability, the J approach with all its variants, by means of simple model selection criteria, such as
394
AIC or BIC and several other alternatives not used in this study. We add a fourth one, based on the 
