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Abstract
The growing popularity of wireless communications networks has
resulted in greater bandwidth contention and therefore spectrally
efficient transmission schemes are highly sought after by designers.
Space-time block codes (STBCs) in multiple-input, multiple-output
(MIMO) systems are able to increase channel capacity as well as
reduce error rate. A general linear space-time structure known
as linear dispersion codes (LDCs) can be designed to achieve high-
data rates and has been researched extensively for flat fading chan-
nels. However, very little research has been done on frequency-
selective fading channels. The combination of ISI, signal interfer-
ence from other transmitters and noise at the receiver mean that
maximum likelihood sequence estimation (MLSE) requires high
computational complexity. Detection schemes that can mitigate
the signal interference can significantly reduce the complexity and
allow intersymbol interference (ISI) equalization to be performed
by a Viterbi decoder.
In this thesis, detection of LDCs on frequency-selective channels is
investigated. Two predominant detection schemes are investigated,
namely linear processing and zero forcing (ZF). Linear processing
depends on code orthogonality and is only suited for short channels
and small modulation schemes. ZF cancels interfering signals when
a sufficient number of receive antennas is deployed. However, this
number increases with the channel length. Channel decay profiles
are investigated for high-rate LDCs to ameliorate this limitation.
Performance improves when the equalizer assumes a shorter chan-
nel than the actual length provided the truncated taps carry only
a small portion of the total channel power.
The LDC is also extended to a multiuser scenario where two inde-
pendent users cooperate over half-duplex frequency-selective chan-
nels to achieve cooperative gain. The cooperative scheme transmits
over three successive block intervals. Linear and zero-forcing de-
tection are considered.
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Chapter 1
Introduction
“You must do the thing you think you cannot do.”
Eleanor Roosevelt
1.1 General Introduction
Wireless communications pre-dates modern mankind when horns and drums
were used to signal warnings and messages to the tribe. A more sophisti-
cated exchange involved smoke signals to communicate over longer distances
provided a line-of-sight (LOS) existed between the link. The modern wireless
communications industry did not begin until 1901 when Guglielmo Marconi
succeeded in sending the first long distance wireless telegraph across the At-
lantic Ocean from Cornwall to Signal Hill [? ]. Driven by military applications
in the Second World War, the field saw further research and development. This
included Shannon’s [? ] ground breaking work on channel capacity and the
birth of mobile telephony in 1946 [? ]. Further improvements and miniaturisa-
1
1. INTRODUCTION
tion of solid-state radio frequency hardware in the 1970s fuelled the explosive
growth of the wireless industry. Today, wireless is ubiquitous, replacing ca-
bles for short and mid-range control devices, long distance communications for
fixed, mobile and portable cellular telephones as well as wireless networks in
homes and enterprises.
The convergence of mobile and internet in smart phones has extended
data traffic beyond the limits of voice calls. The continuous growth of sub-
scribers in addition to the popularity of cloud based applications have re-
sulted in greater bandwidth contention. Networks must be able to cope with
the growing traffic in face of the equally growing competition for spectrum.
Therefore, the desire for spectral efficiency is prevalent in network designs.
Multiple-input, multiple-output (MIMO) communication systems deploy mul-
tiple antennas at both ends of the communication links and have been proven
to achieve higher spectral efficiency [? ] and better reliability [? ] in fading
environments without consuming more bandwidth or power.
In this chapter, the physical modelling to characterise the wireless
channel is discussed, primarily focusing on two different types of channels:
frequency-flat and frequency-selective fading channels. MIMO systems are
introduced outlining the performance attained by spatial multiplexing and di-
versity through the design of space-time codes (STCs) in frequency-flat chan-
nels. The challenge of STCs in frequency-selective channels is discussed and
leads to the motivation for the thesis. The chapter concludes with the thesis
contributions and an outline of the thesis structure.
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1.2 The Wireless Channel
Signals are transmitted in the form of electromagnetic waves which propagate
from the source in multiple directions. As a consequence, signal strengths de-
cay exponentially with distance. Furthermore, there is typically no direct LOS
between the source and destination for long distance channels. When the sig-
nal strikes an object in its path, it undergoes reflection, refraction or scattering
[? ? ]. As a result, multiple copies of the signal attenuated by different paths
reach the receiver separately. The signals combine constructively, boosting the
signal power or destructively, creating further signal degradation. Figure ??
depicts multipath propagation in a wireless environment.
Figure 1.1: Multipath in a wireless environment.
Various propagation models can be used to characterise the wireless
fading channel [? ]. This thesis, in particular, is interested in small-scale mod-
els which simulate the statistical property of the received signals over short
distances or short time intervals. Large-scale path loss is ignored. Thus, the
channel is modelled by rapid fluctuations of power over time, maintained by
3
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Figure 1.2: Random wireless fading channel.
a constant average. Variation in the wireless channel induced from multipath
is known as random fading [? ]. A sample of channel attenuation for small-
scale random fading is shown in Figure ??. Random fading is classified into
frequency-flat and frequency-selective fading channels and is described in the
next section. The fading channels are modelled by Rayleigh distributed Gaus-
sian random variables [? ? ] which assume no LOS component and zero mean.
1.2.1 Flat Fading Channels
The wireless channel has a coherence bandwidth in which the signal will expe-
rience a response of constant gain and linear phase [? ]. When the bandwidth
4
1.2 The Wireless Channel
of the transmitted signal falls within the channel coherence bandwidth, all fre-
quency components of the signal experience the same fading and the channel is
said to be frequency-flat or frequency-nonselective. The mathematical model
for a flat fading channel can be represented by a filter with a single tap, h,
which is an independent and identically distributed (iid) complex-valued Gaus-
sian random variable with a Rayleigh distributed amplitude. A single-input,
single-output (SISO) flat fading system is shown in Figure ??.
Figure 1.3: Model for a flat fading SISO system.
At the receive antenna, a single symbol r is received, which is the prod-
uct of the channel tap, h, and the transmitted symbol, x, chosen from an
arbitrary modulation plus additive white Gaussian noise (AWGN), v, with
zero mean and variance σ2 at the receiver. The received signal can be written
as
r(t) = h(t)x(t) + v(t). (1.1)
1.2.2 Frequency-selective Fading Channels
When the signal bandwidth exceeds the channel coherence bandwidth, the
broadband signal experiences different attenuations and phase delays at differ-
ent frequencies [? ]. The channel is said to be frequency-selective and is usually
modelled by a finite impulse response filter with Lh + 1 taps. A frequency-
5
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selective channel model is shown in Figure ??, where Lh is the delay in symbols
caused by the channel in the time-domain. The dispersion of symbols by the
frequency-selective channel is shown in Figure ??.
Figure 1.4: A frequency-selective channel.
Figure 1.5: Signal dispersion through a frequency-selective channel.
The consequence of channel dispersion, unfortunately, is the presence
of intersymbol interference (ISI) which is depicted in Figure ?? when three
successive symbols are passed through a three tap frequency-selective fading
channel. The effects of dispersive channels on STCs can only be observed
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over a stream of successive symbols. Thus, block modelling is used to emulate
systems in dispersive environments.
Figure 1.6: ISI in a frequency-selective channel.
In MIMO systems, the antennas at the transmitter and receiver are lo-
cated in similar environments separated by small distances. Therefore, through-
out the thesis, frequency-selective channels in the same system are assumed to
be uncorrelated but have the same delay spread. In addition, perfect sampling
and synchronisation are assumed which also applies to flat fading systems.
1.3 The MIMO System
The purpose of using multiple transmit and receive antennas is to exploit
multipath propagation in wireless fading channels and therefore, deliver better
performances. This technology has the ability to increase channel capacity [?
? ] and lower the probability of error, enhancing the quality of service in the
system. A single user MIMO system is shown in Figure ?? with Nt transmit
antennas and Nr receive antennas. The channel tap, hnm, denotes the complex
gain between the m-th transmit antenna and n-th receive antenna.
7
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Figure 1.7: A MIMO system with Nt transmit antennas and Nr receive
antennas.
MIMO systems can also be extended to multiple users when there are
multiple concurrent MIMO systems sharing the same channel [? ]. A different
design strategy is required to handle multiuser interference and exploit the
advantages offered by multiuser systems.
There are two classes of STCs [? ]: space-time block codes (STBCs)
and space-time trellis codes (STTCs). STTCs distribute convolutional codes
over space and time and attain both coding and diversity performance gains
[? ? ]. On the other hand, STBCs are simple with no temporal interference in
flat fading channels [? ]. In this thesis, the goal is to design high-rate STBCs
in frequency-selective channels which suffer from ISI. The design of STBCs
dictates the performance and rate of the system.
8
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1.4 Literature Reviews
The growing traffic volume in wireless broadband networks demands high-rate
transmission schemes in frequency-selective channels. Frequency-selectivity
introduces time dispersion of symbols across the channel generating unwanted
ISI. Literature reviews of high-rate coding schemes in flat fading channels and
existing coding schemes in frequency-selective channels are summarised in this
section.
In flat fading channels quasi-orthogonal STBCs (QOSTBCs) [? ] are
able to achieve full transmission rate and exploit the embedded partial orthog-
onal structure. The spatial multiplexing Vertical Bell Laboratories Layered
Space-Time (VBLAST) [? ] architecture pushes the boundary even further
and achieves rate Nt where Nt is the number of transmit antennas. However,
it does not take advantage of diversity and does not support any coding gain.
Linear dispersion codes (LDCs) [? ], on the other hand, have been demon-
strated to achieve rates greater than one as well as coding gain. Extensions
and variants of these schemes have been developed to achieve high-rate codes
in flat fading systems.
Multiple design techniques have been used to combat wideband systems
undergoing frequency-selectivity. Orthogonal frequency division multiplexing
(OFDM) [? ? ] is one such scheme that aims to eliminate interference by
converting the frequency-selective channel into multiple flat fading channels.
OFDM is a multi-carrier modulation technique that is not suitable for narrow-
band channels and requires costly amplifiers. Another scheme is the single-
carrier frequency-domain-equalized (SC-FDE) STBC [? ] which maintains a
9
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low level of peak to average power ratio. Both of these schemes achieve good
performance in long dispersive channels, but equalisation is in the frequency
domain and thus, require Fourier transforms. In this thesis, frequency-selective
channels with a small number of taps are examined.
1.5 Thesis Contributions and Outline
The LDC has the ability to achieve high throughputs in flat flading systems.
A general framework of LDCs in frequency-selective channels is proposed in
this thesis with time-domain detection and equalisation at the receiver. Block
processing models the frequency-selective system through the use of partitioned
matrices. Linear and zero-forcing (ZF) receivers are investigated and reveals
ZF is the better scheme for high-rate STBCs in frequency-selective channels.
The structure of the partitioned LDC system is extended to a multiuser
co-operative dispersive environment. Through the assistance of another user
in close proximity, two source nodes use the exchanged information to improve
the reception of the signals at a distant destination. Linear and ZF detection
are investigated for the multiuser system. The thesis is organised as outlined
below.
Chapter 2 of the thesis describes two special cases of STBCs that have
been developed in both frequency-flat and frequency-selective channels. The
chapter begins with the classic Alamouti STBC offering diversity gain and
simple linear maximum likelihood (ML) detection. Time reversal STBC shows
the extension of the orthogonal code to dispersive environments. Maximum
likelihood sequence estimation (MLSE) is introduced using the Viterbi algo-
10
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rithm. On the other end of the STBC performance spectrum is the maximum
rate achieving V-BLAST scheme described in both flat and frequency-selective
environments. The chapter concludes with the general LDC structure that en-
compasses Alamouti STBC and V-BLAST as special cases.
Chapter 3 develops a general LDC structure for frequency-selective
channels. Two detection schemes with moderate complexity are investigated,
namely linear processing and ZF. ZF is shown to be a good detection scheme,
but performance is limited by the system load. Exponential delay channel
profiles are investigated where low power taps are excised to reduce load.
Chapter 4 describes a new multiuser cooperation system in frequency-
selective environments. The transmission scheme employs the structure of the
partitioned LDC system proposed in Chapter 2 in a half-duplex channel. The
cooperative system requires the transmission of LDCs over three successive
block intervals. Detection at the end of the cooperative frame is investigated
for linear processing and ZF.
Chapter 5 concludes the thesis and presents suggestions for future work.
11
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Chapter 2
Space-Time Block Codes
“It is not the mountain we conquer but ourselves.”
Edmund Hillary
2.1 Introduction
The effects of multipath propagation in wireless channels give rise to random
fluctuations of signal power at the receiver [? ]. This is known as random
fading and has the potential to severely degrade transmission reliability. How-
ever, multiple antennas can be used to create uncorrelated sub-channels in
a multiple-input, multiple-output (MIMO) link assuming sufficient antenna
spacing. The uncorrelated channels can be exploited to achieve diversity gain
by sending replicas of the same signal across spatially separated antennas and
thus increase the probability of correct signal detection. Additionally, uncorre-
lated channels can be exploited to send more data through the link, by sending
different information from each antenna. The availability of both spatial and
13
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temporal dimensions in multiple antenna systems can be explored to improve
reliability and increase channel throughput [? ]. The design of space-time block
codes (STBCs) govern how the available dimensions are used and determine
the system performance.
In this chapter, three design schemes are investigated, namely the Alam-
outi STBC, the Vertical Bell Laboratories Layered Space-Time (V-BLAST)
code and a general class of STBCs called linear dispersion codes (LDCs) that
subsumes the first two schemes as special cases.
The Alamouti STBC [? ] achieves diversity gains by transmitting two
data symbols using two transmit antennas and two time slots. A distinguish-
able property of the Alamouti STBC is its inherent orthogonality. It belongs to
the group of codes called orthogonal STBCs (OSTBCs) [? ]. There is consider-
able interest in OSTBCs due to their linear detection complexity. The OSTBC
scheme has be studied in both frequency-flat and frequency-selective channels
[? ? ]. The presence of ISI in frequency-selective channels increases receiver
complexity, therefore, reinforcing the importance of simple linear detection as
offered by OSTBCs.
The second space-time structure considered in this chapter is the multi-
plexing V-BLAST architecture [? ]. This scheme realises the maximum achiev-
able rate for a MIMO system by sacrificing system reliability. V-BLAST is also
investigated in both flat and frequency-selective fading environments. The
two contrasting systems depict the motivational advantages for using MIMO
technology and lay out the challenges that will be encountered by broadband
transmissions.
Lastly, LDC is the general class of STBCs that encompasses all linear
14
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designs including the Alamouti STBC and the V-BLAST transmission scheme
[? ]. The general framework of LDCs offers designers the flexibility to attain a
variety of code rates up to the maximum multiplexed rate, where each transmit
antenna is used to send a different symbol during each time slot. In this
chapter, the structure of LDCs at the encoder and decoder is described followed
by an examination of a high-rate LDC by Hassibi and Hochwald [? ].
2.2 Orthogonal STBCs
The desire for high-rate STBCs is often limited by the receiver processing
power. Many factors including the modulation level, system size and code rate
influence the processing complexity. STBCs with both full [? ] and partial
orthogonal designs [? ? ? ] can significantly reduce detection complexity.
In this section, the simplest OSTBC, named after its inventor, Alamouti [? ]
will be examined in flat fading channels. Larsson [? ] extended the Alamouti
STBC to frequency-selective channels and called it a time-reversal space-time
block code (TR-STBC).
2.2.1 OSTBCs in Flat Fading Channels
The transmit diversity system designed by Alamouti [? ] is shown in Figure
?? with Nt = 2 transmit antennas sending symbols across two independent
wireless channels to a receive antenna denoted n. The diagram shows only
one receive antenna, however, the same processing can be extended to any
number of receive antennas, n = 1, ..., Nr for Nr > 1. The scheme transmits
Q = 2 data symbols over T = 2 symbol intervals and achieves a full rate of
15
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Figure 2.1: Two transmit antennas sending an Alamouti code to receive an-
tenna n, n = 1, ..., Nr.
16
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one. The rate of the STBC is defined as
R =
number of data symbols, Q
number of time slots used, T
. (2.1)
Data is firstly mapped onto symbols xq, for q = 1, ..., Q, chosen from an arbi-
trary M-ary symbol constellation. The symbols are encoded across space and
time according to the STBC
S =
s11 s12
s21 s22
 =
x1 −x∗2
x2 x
∗
1
 , (2.2)
where (·)∗ denotes complex symbol conjugation, S ∈ CNt×T is the notation for
the Alamouti STBC with matrix dimensions of Nt rows and T columns and
corresponding index smt denoting the data symbol sent from the m-th transmit
antenna over the t-th symbol interval. Equation (??) shows symbols x1 and
x2 are transmitted by antenna one and two, respectively, in the first symbol
slot which is followed by the transmission of −x∗2 and x∗1 from antenna one and
two, respectively, in the second time slot. Assuming perfect synchronisation of
symbols, the receiver observes signals from both transmit antennas at the same
time. The resulting signal is a combination of transmitted signals multiplied
by their respective channel taps and degraded by noise at the receiver. The
noise is assumed to be additive white Gaussian noise (AWGN) with constant
power over the entire bandwidth. This is the assumed noise for all the systems
discussed in this thesis and is modelled by random Gaussian variables with
zero mean and variance σ2. The system is linear and represented in matrix
17
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form as
[
yn1 yn2
]
=
[
hn1 hn2
]x1 −x∗2
x2 x
∗
1
+ [vn1 vn2] , (2.3a)
Y = HS + V, (2.3b)
where Y ∈ CNr×T is the received matrix with ynt denoting the symbol received
at time t by receive antenna n, H ∈ CNr×Nt is the channel matrix with hnm
denoting the flat fading channel from the m-th transmit antenna to the n-
th receive antenna and V ∈ CNr×T is the AWGN at the receiver, with vnt
denoting a random noise variable seen by the n-th receive antenna at time t.
The received signal can also be represented by the equivalent matrix system
yn1
y∗n2
 =
hn1 hn2
h∗n2 −h∗n1

x1
x2
+
vn1
v∗n2
 , (2.4a)
y′n = Hnx + v
′
n, (2.4b)
for n = 1, ...Nr where yn and vn ∈ C1×T are the n-th row of Y and V,
respectively, with symbol conjugation at t = 2, Hn ∈ CT×Nt is an orthogonal
channel matrix formed from the channel taps hn1 and hn2 and x ∈ CNt×1 is
a vector of the modulated symbols. The orthogonal channel matrix has the
property
HHnHn =
h∗n1 hn2
h∗n2 −hn1

hn1 hn2
h∗n2 −h∗n1
 = (‖hn1|2 + |hn2‖2) I2, (2.5)
18
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where (·)H denotes the Hermitian transpose, ‖ ·‖2 denotes the Euclidean norm
and IL denotes an identity matrix of size L × L. This property makes it
possible for the received symbols to be linearly combined in such a way that
the transmit symbols are decoupled,
yˆ1 =
Nr∑
n=1
(h∗n1yn1 + hn2y
∗
n2) = H x1 +
Nr∑
n=1
(h∗11v11 + h12v
∗
12)︸ ︷︷ ︸
noise
, (2.6a)
yˆ2 =
Nr∑
n=1
(h∗n2yn1 − hn1y∗n2) = H x2 +
Nr∑
n=1
(h∗n2vn1 − hn1v∗n2)︸ ︷︷ ︸
noise
, (2.6b)
where H is the sum of the channel taps
H =
Nr∑
n=1
(‖hn1‖2 + ‖hn2‖2) . (2.7)
Assuming full channel state information is available at the receiver, maximum
likelihood (ML) decoding can be performed on the processed symbols yˆ1 and yˆ2
to estimate the most likely transmitted symbols xˆ1 and xˆ2. The ML algorithm
searches over all constellation symbols and selects the symbol with the highest
probability density function which equates to the symbol with the minimum
Euclidean distance from the received signal as defined by
xˆ1 = arg min
m∈M
‖yˆ1 − H am‖2, (2.8a)
xˆ2 = arg min
m∈M
‖yˆ2 − H am‖2, (2.8b)
19
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where am for m = 1, ...,M is the set of symbols in the M-ary constellation. The
structure of OSTBCs enables symbol decoupling which reduces the number of
ML searches from MQ to MQ as demonstrated by the Alamouti STBC.
The Alamouti OSTBC was generalised to Nt > 2 transmit antennas
by Tarokh et al [? ]. Tarokh showed that for complex-constellations, full
rate OSTBCs exist only for Nt = 2 transmit antennas, Nt = 3 and 4 transmit
antenna systems are able to achieve a rate of 3/4 and for other Nt > 4 systems,
the rate achieved is only 1/2.
The bit-error rate (BER) performance of the Alamouti STBC in flat
fading channels is shown in Figure ?? for different numbers of receive antennas.
The BER is plotted against the signal-to-noise ratio (SNR), which is defined
as the ratio of bit energy, Eb to noise spectral density with noise variance
normalised to
σ2 =
NtNrEs
2R · log2(M)SNRdB , (2.9)
where Es is the energy per symbol. The order of diversity in the Alamouti
system is increased by using more receive antennas.
2.2.2 OSTBC in Frequency-Selective Fading Channels
When a signal falls outside the channel coherence bandwidth, the wideband
signal experiences frequency-selectivity [? ] and channel dispersion in the time
domain. The effects of dispersive channels on STBCs is observed over a stream
of successive symbols and therefore, block modelling is used for frequency-
selective systems.
The OSTBC in frequency-selective channels [? ] for two transmit an-
20
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Figure 2.2: BER performance of Alamouti STBC versus number of receive
antennas in flat fading channels using QPSK modulation.
21
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tennas is depicted by the Alamouti scheme in Figure ??, however, each symbol
interval is replaced by a signalling interval capable of transmitting Ls symbols.
Matrices in frequency-selective systems operate at a block level which will be
defined explicitly using partitioned matrices [? ]. For the Alamouti STBC in
frequency-selective channels, Q = 2 symbol streams, consisting of Lx modu-
lated symbols and a preamble and postamble composed of Lp known symbols
appended to each end of the data sequences are sent using two transmit an-
tennas over two signalling intervals. A stream of Ls = Lx + 2Lp symbols is
given as
xq = xq[k] =
[
xq[1] . . . xq[Ls]
]
, q = 1, ..., Q, (2.10)
where xq[l] for l = 1, ..., Ls denotes the l-th symbol in the q-th symbol stream.
The preamble and postamble act as guard intervals to prevent interference from
successive symbol streams which can also be used to estimate the channel.
The Alamouti STBC in frequency-selective channels is denoted by the
partitioned matrix
S˜ =
s˜11 s˜12
s˜21 s˜22
 , (2.11)
which represents the symbol streams sent by Nt = 2 transmit antennas over
22
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T = 2 signalling intervals. The partitioned matrix is denoted by
S˜ =
[
s˜mt
]
m=1,...Nt,t=1,...T
, (2.12a)
s˜mt : pm × qt = 1× Ls, (2.12b)
indicating S˜ is a partitioned matrix composed of Nt = 2 rows and T = 2
columns of the block entry, s˜mt which has pm = 1 rows and qt = Ls columns.
These block elements are vectors of length 1×Ls denoting the symbol streams
transmitted by antenna m during time slot t.
The total number of rows and columns in the matrix are computed by
summing the rows and columns, respectively, of the submatrices and subvec-
tors in the partitioned matrix. Therefore, the dimensions of the equivalent
unpartitioned transmit matrix are
total number of rows =
Nt∑
m=1
pm = Nt, (2.13a)
total number of columns =
T∑
t=1
qt = TLs, (2.13b)
and is denoted by the standard notation, S ∈ CNt×TLs . The m’-th row of the
unpartitioned matrix S is the same as the d-th row in the c-th block entry,
s˜c: = [s˜c1, ..., s˜cT ], where : denotes all entries from t = 1, ...T , as shown in
Figure ?? and is equivalent to
m′ = d+
c−1∑
m=1
pm. (2.14)
The t’-th column of S is depicted by the f-th column in the e-th block entry,
23
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(a) Indexing a row (b) Indexing a column
Figure 2.3: Indexing a row and a column of a partitioned matrix.
s˜:e[s˜1e, ..., s˜Nte]T , where [·]T denotes block transpose and : denotes all entries
from m = 1, ..., Nt. This as shown in Figure ?? and is equivalent to
t′ = f +
e−1∑
t=1
qt. (2.15)
Therefore, an element in the partitioned block is denoted as
s˜(c,d)(e,f) = sm′t′ (2.16)
where sm′t′ denotes the single element in the m’-th row and t’-th column of
the unpartitioned matrix S.
Similar to the flat fading Alamouti STBC, x1 and x2 are transmitted
from the corresponding transmit antennas in the first signalling interval. In the
second signalling slot, transmit antenna one transmits a time reversed, symbol
conjugated and negated stream of x2 while transmit antenna two sends a time
24
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reversed and symbol conjugated stream of x1. This is written as
s˜11 = x1, (2.17a)
s˜21 = x2, (2.17b)
s˜12 = −x∗2P(0)Ls , (2.17c)
s˜22 = x∗1P(0)Ls , (2.17d)
where P
(z)
L is a L × L permutation matrix drawn from a set of permutation
matrices
{
P
(z)
L
}L−1
z=0
that performs a reverse cyclic shift depending on z [? ].
The special case of z = 0 performs a time reversal of a vector of length L. The
OSTBC in frequency-selective channel is shown pictorially in Figure ??.
Figure 2.4: OSTBC in frequency-selective channels showing time-reversal of
symbol streams in the second time slot.
The propagation channel between transmit antenna m and receiver an-
tenna n is denoted by
hnm = hnm[k] =
[
hnm[0] hnm[1] . . . hnm[Lh],
]
(2.18)
where hnm[l] for l = 0, ..., Lh denotes the l-th symbol tap in the frequency-
selective channel and Lh is the length of the channel delay. The taps are
assumed to be quasi-static for the period of T = 2 signalling intervals. The
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channel matrix for the MIMO system is denoted by
H˜ =
[
h˜nm
]
n=1,...Nr,m=1,...Nt
, (2.19a)
h˜nm : 1× (Lh + 1). (2.19b)
with
h˜(n,1)(m,l+1) = hnm[l], (2.20)
for l = 0, ..., Lh. The matrix representation for the frequency-selective Alam-
outi system is
Y˜ = H˜ ⊗ S˜ + V˜ , (2.21)
where
Y˜ =
[
y˜nt
]
n=1,...Nr,t=1,...T
, (2.22a)
y˜nt : 1× (Ls + Lh), (2.22b)
is the received partitioned matrix with y˜nt denoting the 1× (Ls +Lh) symbol
stream received at time slot t by receive antenna n and
V˜ =
[
v˜nt
]
n=1,...Nr,m=1,...T
, (2.23a)
v˜nt : 1× (Ls + Lh), (2.23b)
is the noise partitioned matrix with v˜nt denoting the 1× (Ls + Lh) stream of
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AWGN variables at receive antenna n during time slot t.
Partitioned matrix convolution operates very similarly to matrix mul-
tiplication where the subvector entries within a row are convolved with the
associated subvector entries within a column of the second partitioned ma-
trix. Addition sums the corresponding submatrices and subvectors together
and therefore the vector entries in Equation (??) are equivalent to
y˜nt =
Nt∑
m=1
h˜nm ⊗ s˜mt + v˜nt, (2.24)
for n = 1, ..., Nr and t = 1, ...T . Convolution of two sequences is given as
hnm[k]⊗ smt[k] =
Ls∑
l=1
hnm[k − l + 1]smt[l]. (2.25)
A pictorial representation showing the convolution of a signal with a multi-
tapped channel is depicted in Figure ?? displaying the presence of ISI in the
received symbol stream over Ls + Lh symbols.
Figure 2.5: Diagram depicting a block of Ls data symbols transmitted through
a frequency-selective channel with Lh + 1 taps.
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Linear combining can be applied to the system at a block level to de-
couple the data symbol streams
yˆ1 =
Nr∑
n=1
(h∗n1 ⊗ yn1 + hn2 ⊗ y∗n2)
= H ⊗ x1 + noise, (2.26a)
yˆ2 =
Nr∑
n=1
(h∗n2 ⊗ yn1 − hn1 ⊗ y∗n2
= H ⊗ x2 + noise, (2.26b)
where H ∈ C1×(2Lh+1) is the sum of the channels convolved with itself, given
by
H =
Nr∑
n=1
(hn1 ⊗ hn1 + hn2 ⊗ hn2). (2.27)
A ML decoder is used to detect the sequences x1 and x2, which is described in
the following section and shown to increase in complexity with the length of
the channel. The rate of the Alamouti STBC in frequency-selective channels
is
R =
QLx
TLs
, (2.28)
which converges to full rate R =
Q
T
= 1 as the ratio of data symbols to the
preambles and postambles converges to one. The performance of the TR-STBC
in frequency-selective channels is displayed in Figure ?? with the channels
normalised to E[
∑Lh
l=0 ‖hnm[l]‖2] = 1, where E[·] denotes the average mean.
The results are plotted against SNR with noise variance normalised according
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to Equation (??) and show frequency diversity is achieved by longer dispersive
channels. The memory of the ML Viterbi decoder depends on the length of
equation Equation (??). Therefore, the number of states in the Viterbi trellis
is M2Lh for the TR-STBC making it unsuitable for highly dispersive channels.
Figure 2.6: OSTBC versus channel length for Nt = 2, Nr = 2 and Lx = 30
using QPSK modulation.
2.2.2.1 Maximum Likelihood Sequence Detection
The dispersed symbols caused by frequency-selectivity contain valuable infor-
mation. As a consequence, disregarding ISI in the process of detection can be
detrimental to performance. Consideration of ISI is achieved through a process
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known as maximum likelihood sequence estimation (MLSE)[? ]. Therefore,
it is performed on the decoupled sequences, yˆq from Equation (??) which es-
timates the most likely transmitted sequences xˆq with the largest probability
density function [? ] using
xˆq = arg max
m∈MLx
f(yˆq|aˆm,H), q = 1, ..., Q, (2.29)
where aˆm ∀ m = 1, ...MLx belongs to the set of all possible symbol combina-
tions of the transmitted signal stream. The receiver is assumed to have full
knowledge of H. The probability density function of Equation (??) can be
expressed as the Gaussian function
f(yˆ|aˆm,H) = Ke
−
‖y −Haˆm‖2
σ2 , (2.30)
where K is a constant independent of yˆ. This is equivalent to finding the
sequence with the minimum Euclidean distance given by
xˆq = arg min
m∈MLx
‖y −Haˆm‖2. (2.31)
The decoder must exhaustively search through MLx possible sequences, which
increases exponentially with the length of the data sequence. This computa-
tional complexity is prohibitive for long data sequences.
The Viterbi algorithm is a form of dynamic programming that was
first designed as a convolutional ML decoder [? ]. As a result of its success
in complexity reduction, it has been adapted for other applications including
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MLSE of data streams in the presence of ISI [? ? ]. The algorithm of [? ] is an
efficient MLSE detection scheme that computes one symbol in the stream at a
time with the ability to equalise ISI. The Viterbi algorithm finds the sequence
with the minimum cost path in a structured trellis where cost metrics can
include Hamming distance for hard decoding and Euclidean distance for soft
decoding. The Viterbi algorithm will now be outlined using an example of
a transmit sequence s passing through a frequency-selective channel h in the
presence of noise, v, giving received sequence
y = h⊗ s + v. (2.32)
Consider a data stream with Lx = 5 data symbols chosen from a M = 2-ary
modulation and a frequency-selective channel with a delay spread of Lh = 2
symbols. The data stream is appended with a preamble and postamble of
Lp = Lh = 2 zero symbols. Convolution of the transmit stream s with Ls =
Lx + 2Lp = 9 symbols and the Lh + 1 = 3 multi-tap channel h is shown in
Figure ??. The output signal is a stream of Lr = Ls+Lh = 11 symbols, where
symbols y[3], ..., y[9] contain signal information.
A trellis is formed comprising of states, nodes and branches where the
number of nodes at each stage determines the receiver complexity. The channel
spread, Lh, signifies the channel memory and therefore dictates the number of
symbols in each state. The number of states at each stage or time t in the trellis
is fixed except at the beginning and end when the symbols are known. Figure
?? shows the state transitions for the example of Equation (??) from time t to
t′ = t+ 1. The states are permutations of the M modulated symbols a1, ..., aM
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Figure 2.7: Example of convolution for Lx = 5, Lh = Lp = 2 and M = 2.
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of the memory length in the channel, Lh. Each node in the trellis denotes a
state, z at a point in time, t which is also denoted by a path metric value, U
(t)
z .
At each node, M state transition metrics or branch metrics are computed for
the next possible symbol in the sequence, V
(z)
m (t′), where m = 1, ...,M denotes
the m-th branch from state z at time t to t’. Thus, M branches enter the nodes
at time t’. Each branch entering a node at t’ is summed with the path metric
from the originating state. A decision is made at each node at t’ to select the
path with the best metric while the remaining M−1 paths are eliminated from
the trellis. The process is repeated until the whole sequence is detected and
the winning path at the end of the trellis is chosen as the estimated sequence.
Figure 2.8: States and state transitions for Lh = Lp = 2 and M = 2.
The steps in the algorithm are described for the example of Equation
(??) with Lp = Lh = 2 and Lx = 5. The trellis diagram is shown in Figure ??.1. t = 0: There is o ly one state at t = 0 since the preamble is known.
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Compute the path metric at t=0 using
U (t)z =
Lp∑
l=1
‖y[l]−
l−1∑
i=0
(h[i]sˆ[l − i])z‖2, (2.33)
for z = 1. Example: Lp = 2 gives
U
(0)
1 = ‖y[1]− h[0]s[1]‖2︸ ︷︷ ︸
l=1
+ ‖y[2]− (h[0]s[2] + h[1]s[1])‖2︸ ︷︷ ︸
l=2
. (2.34)
2. t = 1,...Lh: Calculate the state transition branch metric using
V (z)m (t
′) = ‖y[Lp + t]− (h[0]am +
Lh∑
i=1
h[i]sˆ[t− i]z)‖2, (2.35)
for z = 1, . . . ,M (t−1) and m = 1, . . . ,M . The path metric at time t′ is
given by
U (t
′)
z = V
(z)
m (t
′) + U (t)z , (2.36)
where t′ denotes the time at t+ 1. The path with the minimum value of
U
(t′)
z for each state, z at time t’ is kept as the surviving path while the
other M − 1 paths are eliminated from the trellis.
Example: Lh = Lp = 2 gives
t = 1 : V (z)m (2) = ‖y[3]− (h[0]am +
2∑
i=1
h[i]sˆ[t− i]z)‖2
∀ z = 1,m = 1, ...2, and (2.37a)
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t = 2 : V (z)m (3) = ‖y[4]− (h[0]am +
2∑
i=1
h[i]sˆ[t− i]z)‖2
∀ z = 1, ..., 2,m = 1, ...2. (2.37b)
3. t = Lh + 1, . . . , Lx: Repeat Step ??. for z = 1, . . . ,M
Lh and m =
1, . . . ,M . Example:
t = 3, ..., 5 : V (z)m (t
′) = ‖y[Lp + t]− (h[0]am +
2∑
i=1
h[i]sˆ[t− i]z)‖2
∀ z = 1, ..., 4,m = 1, ...2. (2.38)
4. t = Lx + 1, ..., Lx + Lh: The sequence tails off to the postamble state so
the number of states decreases, giving
V (z)m (t
′) = ‖y[Lp + t′]−
Lh∑
i=0
h[i]sˆ[t− i]z‖2 (2.39)
for z = 1, . . . ,MLx+Lh−t and m = 0.
Example: t’ = 6, 7
t′ = 6 : V (z)0 (7) = ‖y[8] +
2∑
i=0
h[i]sˆ[t− i]z‖2 ∀ z = 1, 2, (2.40a)
and
t′ = 7 : V (z)0 (8) = ‖y[9] +
2∑
i=0
h[i]sˆ[t− i]z‖2 ∀ z = 1. (2.40b)
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Figure 2.9: Viterbi trellis diagram for Lh = Lp = 3 and M = 2.
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2.3 Vertical BLAST
The rate oriented STBCs sacrifice diversity by exploiting multipath to send
different information across space and time. V-BLAST [? ] is one such de-
sign which was developed by Foschini at Lucent Technologies Bell Laboratories
which can handle large volumes of traffic and offers a simple sub-optimal de-
tection method at the receiver. The V-BLAST architecture is described in the
next section in both frequency-flat and frequency-selective environments using
a layered detection scheme.
2.3.1 V-BLAST in Flat Fading Channels
The V-BLAST architecture is shown in Figure ?? where the modulated data is
demultiplexed into Nt sub-streams and transmitted via the respective channels.
During each symbol interval, a symbol is received at each of the Nr receive
antennas. The symbol received at the n-th receive antenna at time t is given
by
ynt =
Nt∑
m=1
hnmsmt + vnt, (2.41)
where hnm is the channel tap from the m-th transmit antenna to the n-th
receive antenna, snt is the symbol from the m-th transmit antenna at time t
and vnt is the AWGN at the n-th receiver at time t. The subscript t can be
dropped from the notation since there is no coding across time and therefore,
systems in each time slot can be processed independently from those in other
symbol time slots. The matrix representation for the system during a symbol
37
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Figure 2.10: V-BLAST multiplexing system where each transmit antenna
sends a data symbol sm in one symbol period.
period is

y1
y2
...
yNr

=

h11 h12 · · · h1Nt
h21 h22 · · · h2Nt
...
...
. . .
...
hNr1 hNr2 · · · hNrNt


s1
s2
...
sNr

+

v1
v2
...
vNr

, (2.42a)
y = Hs + v. (2.42b)
Joint ML detection of Q = Nt symbols would require exhaustive search over
MQ codewords. Complexity can be reduced by using a zero forcing (ZF)
approach [? ], where each symbol in the received vector y is considered in turn
as the desired signal, while the remaining symbols are regarded as unwanted
interference. Suppose symbol sa is being detected first, Figure ?? shows that
interference can be removed if a zero forcing matrix, G, exists that can force
all the channels hnm, for m 6= a to zero. There are different methods for
computing G, the most popular being minimum mean square error (MMSE)
and ZF. ZF is a simpler scheme [? ] and therefore will be used to detect
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Figure 2.11: Nulling Interference in V-BLAST sa as the desired signal
the V-BLAST system. The ZF matrix is computed from the Moore-Penrose
pseudoinverse
G = (HHH)−1HH , (2.43)
which has the property
GH = INt , (2.44)
where IN is an identity matrix of size N×N . The nulling matrix exists when H
is not rank deficient or overloaded. Assuming there is full channel knowledge
at the receiver, the interference can be zeroed out by multiplying the nulling
matrix with the received signal
sˆ = Gy = s + Gv, (2.45)
and therefore, sˆq for q = 1, ..., Nt can be successively detected. The decoder
reduces to QM computations. Improvements can be achieved by subtracting
each detected symbol from the system before the next symbol is estimated.
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Interference is reduced in the new received vector
y′ = y − smhm, (2.46)
where hm is the m-th column of matrix H. The whole process is repeated until
Q = Nt symbols are detected. This detection scheme is called zero-forcing with
successive interference cancellation (ZF-SIC).
Better performance can be gained if the symbols are detected in the or-
der of highest post-detection signal to noise ratio (SNR) power. In other words,
the symbols with fewer errors are detected first [? ]. The post detection SNR is
proportional to
1
‖gm‖2 , where gm is the m-th row of G. Therefore, zero-forcing,
ordered successive interference cancellation (ZF-OSIC) recursively detects and
cancels the symbols with min
{
1
‖gm‖2
}
.
The BER performance for the V-BLAST detection schemes in flat fad-
ing channels against SNR with noise variance of Equation (??) is shown in
Figure ??. ML detection achieves the best performance and is suitable for any
system configuration, however, it is computationally complex. Diversity is lost
for reduced complexity. These schemes require a nulling matrix which only
exists for determinant systems, which means the number of receive antennas
has to be equal to or greater than the number of transmitters in the flat fading
V-BLAST system.
Figure ?? depicts the ML performance of the OSTBC and the high-
rate uncoded V-BLAST system. These schemes demonstrate the advantages
of STBCs and the trade-off between diversity gain and high throughput.
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Figure 2.12: BER performance of V-BLAST for various detection schemes in
flat fading channels for Nt = 2, Nr = 2 and QPSK modulation.
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Figure 2.13: BER performance of high-rate V-BLAST versus Alamouti STBC
in flat fading channels for Nt = 2, Nr = 2, QPSK modulation and ML detection.
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2.3.2 V-BLAST in Frequency-Selective Channels
The V-BLAST system in frequency-selective environments can also be repre-
sented by the system in Figure ?? and can be denoted by the matrix system
Y˜ = H˜ ⊗ S˜ + V˜ , (2.47)
where the received partitioned matrix is given by
Y˜ =
[
y˜nt
]
n=1,...Nr,t=1,...T
, (2.48a)
y˜n : 1× (Ls + Lh), (2.48b)
with index y˜n ∈ C1×(Ls+Lh), denoting the signal stream received by the n-th
receiver antenna. Since T = 1, the time subscript is dropped from the notation.
The partitioned channel matrix is given by
H˜ =
[
h˜nm
]
n=1,...Nr,m=1,...Nt
, (2.49a)
y˜nm : 1× (Lh + 1), (2.49b)
with index h˜nm ∈ C1×(Lh+1) denoting the frequency-selective channel from the
m-th transmit antenna to the n-th receive antenna and Lh is the channel delay
in symbols. The partitioned transmit signal is given by
S˜ =
[
s˜mt
]
m=1,...Nt,t=1,...T
, (2.50a)
s˜m : 1× Ls, (2.50b)
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with s˜m ∈ C1×Ls denoting the stream of Ls = Lx + 2Lp symbols transmitted
by the m-th transmit antenna and t is also dropped from the subscript as
the transmitted data is independent across time. Lastly, the noise partitioned
matrix is given by
V˜ =
[
v˜nt
]
n=1,...Nr,t=1,...T
, (2.51a)
v˜n : 1× (Ls + Lh), (2.51b)
with index v˜n ∈ C1×(Ls+Lh) denoting the noise at the n-th receive antenna at
signalling interval t, which is also dropped from the notation. The convolu-
tion and addition operations on the partitioned system of Equation (??) is
equivalent to
y˜n =
Nt∑
m=1
h˜nm ⊗ s˜m + v˜n. (2.52)
The system is converted to an equivalent flat fading system to enable
interference nulling. A single-input, single-output (SISO) frequency-selective
channel h˜nm can be represented by an equivalent flat fading system with Lh +
1 virtual transmit antennas sending a delayed version of the corresponding
symbol stream s˜m to a single receive antenna [? ]. The variable, hnm[l] denotes
the l-th channel tap from transmit antenna m to receive antenna n which is
equivalent to
hnm[l] = h˜(n,a)(m,l+1) (2.53)
of the partitioned channel matrix from Equation (??) for l = 0, ..., Lh. The
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tap models a single flat fading channel sending the symbol stream
s(l)m =
[
0l sm 0Lh−l
]
,∈ R1×(Ls+Lh), (2.54)
where 0L denotes an all zero vector of length 1×L. The equivalent system is a
multiple-input, single-output (MISO) flat fading system with Lh + 1 transmit
antennas sending data over Ls + Lh symbol slots. The transmitting block for
the flat fading MISO system is given as
Sm =

s
(0)
m
s
(1)
m
...
s
(Lh)
m

,∈ R(Lh+1)×(Ls+Lh), (2.55)
for the m-th frequency-selective channel, h˜nm, for all n = 1, ..., Nr. The equiv-
alent flat fading system of Equation (??) can be written as
Y = HST + V, (2.56)
where Y ∈ RNr×(Ls+Lh) and V ∈ RNr×(Ls+Lh) are the unpartitioned received
and noise matrices of Equation (??) and Equation (??), respectively, with
elements in the n-th row and l-th column equivalent to the partitioned matrices
ynl = y˜(n,1)(1,l), (2.57)
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and
vnl = v˜(n,1)(1,l), (2.58)
for l = 1, ..., (Ls+Lh) and n = 1, ..., Nr. H ∈ RNr×Nt(Lh+1) is the unpartitioned
channel matrix with the equivalent elements
hn′m′ = hnm[l] = h˜(n,1)(m,l+1), (2.59)
for l = 0, ..., Lh, n = 1, ..., Nr and
m′ = l + 1 + (m− 1)(Lh + 1), (2.60a)
n′ = n, (2.60b)
denote the m’-th row and n’-th column of H. The total transmit matrix for
the equivalent flat fading system is given as
ST =

S1
S2
...
SNt

, ∈ RQ(Lh+1)×(Ls+Lh), (2.61)
where Sm is the matrix from Equation (??) with delayed versions of the signal
stream, sm, transmitted from the virtual transmit antennas.
A layered detection scheme similar to the V-BLAST scheme of Section
?? can be applied to this system, where each layer Sm is detected at one time.
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Suppose Sa is being detected, the nulling vector needs to zero out all indices
hn′m′ for m 6= a. This nulling matrix exists when
Nr > Nt(Lh + 1)− (Lh + 1). (2.62)
The performance of V-BLAST in frequency-selective channels is shown in Fig-
ure ?? for different channel delays. Contrary to the results from the TR-STBC
scheme, higher performance is achieved by shorter channels. This is explained
by the criterion in Equation (??) where increasing the channel length, Lh, re-
duces the number of linear equations in the system. Therefore, the frequency
diversity gain is mitigated by the increased loading in the system.
Figure 2.14: V-BLAST versus channel length for Nt = 2, Nr = 4, Lx = 30
using QPSK modulation.
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2.4 Linear Dispersion Codes
The general structure of LDCs in flat fading channels has been presented in
many papers [? ], [? ], [? ] and textbooks [? ], [? ] and is also described
in this section. LDCs are block codes whose entries are linear combinations of
the transmit symbols, x1, x2, ..., xQ chosen from an arbitrary constellation. An
LDC, S ∈ CT×Nt is given by
S =
Q∑
q=1
(αqAq + jβqBq), (2.63)
with index stm denoting the symbol transmitted by the m-th transmit antenna
at time t. Variables αq and βq denote the real and imaginary components from
the transmit symbol xq for q = 1, ..., Q, where Q is the number of transmit
symbols dispersed in the LDC. The dispersion matrices governing the distri-
bution of αq and βq in space and time are given by
Aq =

a
(q)
11 . . . a
(q)
1Nt
...
. . .
...
a
(q)
T1 . . . a
(q)
TNt
 ,∈ CT×Nt , (2.64a)
Bq =

b
(q)
11 . . . b
(q)
1Nt
...
. . .
...
b
(q)
T1 . . . b
(q)
TNt
 ,∈ CT×Nt , (2.64b)
These matrices are designed to maximise the mutual information between the
data symbols x = x1, x2, ..., xQ and the received signal. The design criterion is
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subjected to one of the following constraints [? ],
Q∑
q=1
(trA∗qA + trB
∗
qB) = 2TNt (2.65)
trA∗qA = trB
∗
qB =
TNt
Q
, q = 1, . . . Q (2.66)
A∗qA = B
∗
qB =
T
Q
INt , q = 1, . . . Q. (2.67)
The received signal is the sum of Nt transmit symbols across the independent
flat fading channels and can be represented by the matrix notation
R = SH′ + V, (2.68)
where R ∈ CT×Nr is the received matrix with rtn denoting the n-th received
symbol at time t, H ∈ CNr×Nt is the channel matrix which is assumed to be
constant for T symbol intervals and known by the receiver with hnm denoting
the channel tap between transmit antenna m and receive antenna n and V ∈
CT×Nr is the noise matrix with vtn denoting AWGN at the n-th receiver seen
at time t.
2.4.1 Decoding
Optimal detection of any STBCs demands exhaustive search over all possi-
ble codewords. For a LDC, the number of searches in the codebook is MQ,
which is impractical for large modulations or systems with high throughput.
Fortunately, the variables α, β are linear in the STBC and can be extracted
out from the block code to form an equivalent real system of equations, where
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perfect phase coherence is assumed. The new system is structurally similar
to V-BLAST and thus, the detection complexity can be reduced by ZF. The
equivalent real system is first described. The STBC from Equation (??) is
substituted into the LDC system of Equation (??) to give
R =
Q∑
q=1
(αqAq + jβqBq)H
′ + V. (2.69)
Expanding and decomposing into real and imaginary terms gives
RR =
Q∑
q=1
[
(ARq H
′R −AIqH′I)αq + (−BIqH′R −BqRH′I)βq
]
+ VR (2.70a)
RI =
Q∑
q=1
[
(AIqH
′R + ARq H
′I)αq + (BRq H
′R −BIqH′I)βq
]
+ VI. (2.70b)
Let RR, RI, VR and VI ∈ RT×Nr be the real and imaginary components of
matrix R and V, then rRn , r
I
n, v
R
n and v
I
n are the n-th column of R
R,RI, VR
and VI, respectively. The columns can be arranged to form the new LDC
system

rR1
rI1
...
rRNr
rINr

= H

α1
β1
...
αQ
βQ

+

vR1
vI1
...
vRNr
vINr

, (2.71a)
r = Hx + v, (2.71b)
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where H ∈ R2NrT×2Q is also a modified channel matrix
H =

A1h1 B1h1 · · · AQh1 BQh1
...
...
. . .
...
...
A1hNr B1hNr · · · AQhNr BQhNr
 . (2.72)
The channel matrix contains the dispersion matrices given by
Aq =
ARq −AIq
AIq A
R
q
 ,∈ R2T×2Nt , (2.73)
Bq =
−BIq −BRq
BRq −BIq
 ,∈ R2T×2Nt , (2.74)
and channel vector given by
hn =
hRn
hIn
 ,∈ R2Nt×1, n = 1, . . . , Nr (2.75)
where hRn ∈ RNt×1 and hIn ∈ RNt×1 are the n-th real and imaginary columns of
the matrix H. Equation (??) can be decoded using ZF provided NrT > Q is
satisfied.
2.4.2 A High-Rate LDC
The mutual information between the transmit and receive symbols affects the
performance. Therefore, the design of dispersion codes is crucial. As men-
tioned previously, LDCs subsume as special cases both the Alamouti STBC
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and V-BLAST. The Alamouti STBC can be written as a LDC with dispersion
matrices
A1 =
1 0
0 1
 ,A2 =
 0 −1
−1 0
 , (2.76a)
B1 =
1 0
0 −1
 ,B2 =
0 1
1 0
 (2.76b)
for T = Nt = Q = 2. V-BLAST corresponds to a LDC with Q = NtT with
the dispersion matrices
ANt(τ−1)+m = BNt(τ−1)+m = ζτηm
τ = 1, ..., T,m = 1, ...Nt,
(2.77)
where ζτ and ηm are T- and Nt− dimensional column and row vectors, re-
spectively, with one in the τth and mth entries and zeros elsewhere. The
design from Hassibi in [? ] is able to attain the same rate as V-BLAST for a
Q = NtT = 4 system, but uses the dispersion code given by
ANt(k−1)+l = BNt(l−1)+1 =
1
Nt
Dk−1Πl−1
k = 1, ...Nt, l = 1, ..., Nt,
(2.78)
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where
D =

1 0 · · · 0
0 e
j 2pi
Nt 0 · · ·
...
. . .
0 e
j
2pi(Nt−1)
Nt

, (2.79)
and
Π =

0 · · · 0 1
1 0 · · · 0
0 1 0 · · · 0
...
. . .
...
0 · · · 0 1 0

. (2.80)
The performance of the Alamouti STBC and the LDC of Equation (??)
are compared in Figure ?? for a system with Nt = 2 transmit antennas and
Nr = 2 receive antennas in flat fading environments. ML detection and ZF-SIC
of the LDC both achieve the same optimum Alamouti performance.
The performance of the LDCs with V-BLAST dispersion matrices in
Equation (??) and Hassibi’s dispersion matrices in Equation (??) are compared
in Figure ?? with a standard Nt = 2 by Nr = 2 V-BLAST system in flat
fading systems. All systems achieve the same high-rate of R = Nt. ML
detection is shown to achieve better performance over ZF detection but with
higher decoding complexity. ML decoding shows the system of Equation (??)
achieves a small diversity gain over the the uncoded ML detected V-BLAST
system. ZF detection gives the same performance in all three systems. The
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Figure 2.15: BER performance of Alamouti STBC versus orthogonal LDC for
Nt = 2 and Nr = 2 using QPSK modulation in flat fading channels.
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2.5 Summary
LDC framework is presented as a general scheme for designers to select the
desired trade-off between low error rate and high throughput. This thesis is
interested in high-rate STBCs. Therefore, the next chapter develops the LDC
framework in frequency-selective channels and analyses the system using the
example of Equation (??).
Figure 2.16: BER performance of V-BLAST versus LDCs with the same rate
for Nt = 2, Nr = 2 and QPSK modulation in flat fading channels.
2.5 Summary
The OSTBC has been proven to achieve better performance than uncoded V-
BLAST and offers simple linear decoding at the receiver. The Alamouti STBC
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sends two symbols over four available spatial-time slots so it has throughput of
one symbol per time slot. OSTBCs can be applied to bigger systems, however,
only two transmit antenna schemes achieve full rate of one symbol per time slot.
On the other hand, multiplexing schemes trade diversity for higher through-
puts. V-BLAST utilises every available slot in space and time to transmit data
and achieves rate R = Nt in the MIMO system. These schemes illustrate the
extremes of the diversity-multiplexing trade-off. A general framework that en-
compasses both OSTBC and V-BLAST, namely LDCs, is described and shown
to provide flexibility in performance selection.
The extension OSTBC and VBLAST systems to frequency-selective
channels is also considered in this thesis. The dispersive environment requires
sequence processing which is demanding for joint detection. Therefore, linear
decoupling or zero-forcing of interfering symbols is necessary at the decoder.
Linear decoupling is limited to orthogonal STBCs, but provides optimal per-
formance. ZF degrades performance, but is suitable for any LDCs provided
the system is not overloaded. In the next chapter, the LDC is extended to
operate in channels with non-zero delay spreads.
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Chapter 3
High-Rate STBC in
Frequency-Selective Channels
“If we knew what it was we were doing, it would not be called
research, would it?”
Albert Einstein
3.1 Introduction
The convenience of wireless technology has played a massive role in the increas-
ing popularity of wireless communication. However, time delay dispersion from
multipath propagation is detrimental to the quality of service in the wireless
channel [? ]. The delay spread gives rise to multiple received replicas of the sig-
nal and leads to destructive behaviours in out of phase signal components. The
time delay dispersion results in time-domain intersymbol interference (ISI). In
the frequency-domain, it results in frequency-selectivity [? ], where different
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frequency components of the signal experience different attenuations.
The rapid technological advance and development of high-speed appli-
cations have pushed the need for higher data rates. Limited wireless spectrum
seeks better spectral efficiency. High data-rates also translate to wider signal
bandwidths that tend to be greater than the channel coherence bandwidth.
This results in channel delay spreads greater than the transmit symbol period.
Thus, the design of high-rate space-time block codes (STBCs) in frequency-
selective channels is important for modern day wireless communication. Or-
thogonal frequency division multiplexing (OFDM) [? ] is a popular method for
combating ISI by dividing the frequency-selective channel into multiple single-
tapped sub-channels. However, OFDM is not suitable for channels with small
bandwidths where dividing the frequency-selective channels into narrowband
sub-channels may not be possible. In this chapter, a high-rate coding scheme
is proposed for operating over comparatively narrow frequency-selective chan-
nels.
Linear dispersion codes (LDCs) provide the option to design high-rate
STBCs and subsume as special cases the orthogonal STBC and the Vertical
Bell Laboratories Layered Space-Time (V-BLAST) schemes in frequency non-
selective channels. A linear design from Hassibi [? ] achieved rates comparable
with the high-rate V-BLAST multiplexing architecture. Since LDCs can be
designed to achieve the same rate as spatial multiplexing systems, this chapter
endeavours to extend LDCs to operate in frequency-selective channels. High-
rate STBCs at greater than one data symbol per time slot, lack orthogonality
and therefore detection complexity is an issue. As a result, a general detection
framework with practical complexity that has the ability to equalize ISI and
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mitigate inter-block interference is required.
This chapter develops a general framework for LDCs in frequency-
selective environments and studies various detection approaches. In addition,
the limitations of LDCs in frequency-selective channels are investigated.
3.2 LDCs in Frequency-Selective Channels
As mentioned in Section ??, LDCs have been developed in many papers for flat
Rayleigh fading channels. However, extension of LDCs to frequency-selective
environments is limited in the literature. The presence of ISI makes detection
difficult. Variants of the multicarrier OFDM [? ] scheme have been used to
combat ISI. OFDM performs inverse Fourier transform to split the frequency-
selective channel into multiple parallel flat sub-channels and protects the signal
from frequency-selectivity. In addition to its unsuitability for narrowband
channels, OFDM also has a high peak-to-average power ratio requiring costly
power amplifiers and is sensitive to carrier frequency offset and phase noise [?
]. OFDM is also disadvantaged by the maximum data packet size being limited
by the Fourier transform block length. This affects the spectral efficiency for
short packet transmissions [? ].
Single carrier modulations with time or frequency-domain equalisation
(FDE) have reduced peak to average ratio requirements and therefore do not
require costly power amplifiers. FDE [? ] operates on a Fourier transformed
block of data and has the same performance and low complexity as OFDM
[? ]. Figure ?? shows the complexity comparison between different forms of
equalisation [? ]. The complexity of time-domain equalisation exceeds that of
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FDE and OFDM with increasing channel lengths, however, it does not require
Fourier transformation and therefore it is attractive for equalising frequency-
selective channels with a small number of taps.
Figure 3.1: Complexity comparison of equalisers in time and frequency-domain
taken from [? ].
LDCs have been extended using OFDM in [? ] and frequency-domain
equalisation in [? ]. These approaches are suitable for wideband channels.
On the other hand, Ghaderipoor’s high-rate LDC in [? ] is more appropriate
for narrowband dispersive channels with time-domain detection. However, it
avoids the problem of ISI by transmitting only one symbol every four symbol
periods across a four tap frequency-selective channel. This avoids ISI at the
cost of significantly reducing the transmission rate.
In this chapter, the general LDC framework for short dispersive chan-
nels is developed in a phase coherent system. The structure supports block pro-
cessing of signal streams through frequency-selective channels. Single-carrier
time-domain equalisation is investigated for quasi-static channels where chan-
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nel gains are constant over the period it takes to transmit the LDC.
3.2.1 General Structure
Single-carrier STBC transmissions across frequency-selective channels are typ-
ically based on sequences or blocks of symbols instead of individual symbols,
which presents challenges and additional complexity to the LDC structure.
It involves the manipulation of partitioned matrices which are matrices with
entries consisting of blocks of smaller matrices or smaller vectors [? ].
The LDC data structure is displayed in Figure ??. It shows that Nt
transmit antennas are used to send dispersed information over T time slots.
The LDC is represented using a partitioned matrix, where each entry is a
subvector denoting a stream of symbols sent over a fixed time interval from
a particular transmit antenna in the MIMO link. Each time slot per antenna
is able to transmit a stream of Ls = 2Lp + Lx symbols, where Lx symbols
contain data information which will be defined later and Lp known symbols
are appended to each end of the data symbols to prevent interference between
consecutive data symbol blocks sent in time.
The partitioned LDC in matrix form is given by
S˜ =

s˜11 · · · s˜1Nt
...
. . .
...
s˜T1 · · · s˜TNt
 , (3.1)
where ·˜ signifies a partitioned matrix with subvector s˜tm ∈ C1×Ls denoting the
symbol stream transmitted from transmit antenna m during time slot t. The
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Figure 3.2: Diagram showing the LDC symbol streams.
partitioned matrix of Equation (??) is also denoted by
S˜ =
[
s˜tm
]
t=1,...T,m=1,...Nt
(3.2a)
s˜tm : pt × qm = 1× Ls. (3.2b)
This indicates that the partitioned matrix S˜ is made up of T rows and Nt
columns of sub-blocks s˜tm, which have pt rows and qm columns. In this in-
stance, pt = 1 and qm = Ls for t = 1, ...T and m = 1, .., Nt and entries s˜tm are
row vectors in the partitioned matrix. Refer to Section ?? for the notations to
index a partitioned matrix.
In flat fading LDCs, there are Q dispersion matrices governing the
distribution of data symbols across space and time, where Q is the number of
data symbols dispersed in a LDC. The distribution of Q symbol streams across
Nt transmit antennas and T time slots is governed by partitioned dispersion
codes which are extended from the dispersion matrices in flat fading channels.
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The partitioned dispersion matrices are denoted by
A˜ (Ls)q =
[
A˜ (q)tm
]
t=1,...T,m=1,...Nt
(3.3a)
B˜ (Ls)q =
[
B˜ (q)tm
]
t=1,...T,m=1,...Nt
(3.3b)
{A˜ (q)tm,B˜ (q)tm} : Ls × Ls, (3.3c)
for q = 1, ..., Q, where the submatrices {A˜ (q)tm,B˜ (q)tm}, for t = 1, ..., T and
m = 1, ..., Nt, are identity matrices scaled by the respective dispersion ma-
trix elements in Equation (??) giving
A˜ (q)tm = a(q)tmILs, (3.4a)
B˜ (q)tm = b(q)tmILs, (3.4b)
where ILs denotes an identity matrix of size Ls × Ls. The data streams xq,
for q = 1, ...Q, consist of Lx modulated symbols which are appended with
preamble and postamble vectors of length Lp symbols as shown in Figure ??.
At the encoder, the symbol streams of length Ls = 2Lp + Lx are sep-
arated into real and imaginary stream components before they are linearly
dispersed across space and time. The signal components are denoted by
αq = R{[preamble xq postamble]}, ∈ R1×Ls , (3.5a)
βq = I{[preamble xq postamble]}, ∈ R1×Ls , (3.5b)
for q = 1, ...Q, and R{·} and I{·} denote the real and imaginary components,
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Figure 3.3: Diagram showing Q data symbol streams appended with preambles
and postambles before they are encoded across space and time
respectively. The LDC from Equation (??) can now be defined as a linear
combination of the data streams in Equation (??) as governed by the dispersion
matrices in Equation (??), giving
S˜ =
Q∑
q=1
(αqA˜ (Ls)q + jβqB˜ (Ls)q ). (3.6)
Addition of the partitioned matrices sums the corresponding submatrices and
subvectors together and therefore
s˜tm =
Q∑
q=1
(αqA˜ (q)tm + jβqB˜ (q)tm), (3.7)
for t = 1, ..., T and m = 1, ..., Nt. The identity matrices in {A˜ (q)tm,B˜ (q)tm} do not
alter the order of the data symbols in each stream.
The frequency-selective MIMO channel is represented by the parti-
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tioned matrix
H˜ =
[
h˜mn
]
m=1,...Nt,n=1,...Nr
(3.8a)
h˜mn : 1× (Lh + 1), (3.8b)
where the subvector
h˜mn =
[
hmn[0], ..., hmn[Lh]
]
, (3.9)
denotes the frequency-selective channel with Lh+1 taps from transmit antenna
m to receive antenna n. Each individual channel tap is equivalent to
hmn[l] = h˜(m,1)(n,l+1), l = 0, ..., Lh, (3.10)
in the partitioned matrix of Equation (??).
A quasi-static frequency-selective channel model is considered, where
the channel taps remain constant for T time slots and are normalised to∑Lh
l=0 ‖h(l)mn‖2 = 1. The received matrix can be written as
Y˜ = S˜ ⊗H˜ + V˜ . (3.11)
Partitioned matrix convolution operates very similarly to matrix multiplica-
tion where the subvector entries within a row are convolved with the associated
subvector entries within a column of the second partitioned matrix and sum-
ming the results. Therefore, the vector entries in Equation (??) are equivalent
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to
y˜tn =
Nt∑
m=1
s˜tm ⊗ h˜mn + v˜tn, (3.12)
for t = 1, ..., T and n = 1, ..., Nr. The received partitioned matrix
Y˜ =
[
y˜tn
]
t=1,...T,n=1,...Nr
(3.13a)
y˜tn : 1× (Ls + Lh), (3.13b)
and the AWGN noise partitioned matrix
V˜ =
[
v˜tn
]
t=1,...T,n=1,...Nr
(3.14a)
v˜tn : 1× (Ls + Lh), (3.14b)
have subvectors with Lr = Ls + Lh symbols as a result of the convolution of
the symbol streams with the frequency-selective fading channels.
3.2.2 Decoding
In this section, joint MLSE for high-rate LDCs in frequency-selective channels
is shown to be impractical for modern day receivers. Consequently, detec-
tion complexity is reduced by sacrificing system reliability. Linear restructur-
ing of the partitioned LDC system of Equation (??) is described, modifying
the linearly dispersed system into a V-BLAST-like system. Hence, a layered,
zero-forcing technique can be used to decode the LDC in frequency-selective
channels. Limitations of the zero forcing scheme are discussed later.
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The Viterbi algorithm is a promising scheme because it is efficient and
has the ability to combat ISI. However, with no preprocessing of the system in
Equation (??), the algorithm would be required to jointly process all Q data
streams. This equates to MQLh states in the trellis and for a QPSK signal
with a channel length of Lh = 2, the number of states is 65536, significantly
too large to be processed by the receiver.
Each transmit stream, s˜tm, in the LDC may contain compositions of
any of the Q symbol sequences as governed by the dispersion codes. Linear
extraction of the symbol components of Equation (??) into a multiplexing-like
code structure allows the matrix system to be processed so that single stream
detection is possible. This section presents the manipulation of partitioned
matrices to do this.
Let the n-th block column vector of the partitioned channel matrix H˜
be denoted by h˜:n = [h˜1n, ...,h˜Ntn]T . The following partitioned matrices are
formed by stacking the real and imaginary components of the n-th channel
block column
h˜n =
R{h˜:n}
I{h˜:n}
 = [h˜(n)v
]
v=1,...,2Nt
(3.15a)
h˜(n)v : 1× (Lh + 1), (3.15b)
for n = 1, ...Nr and the subscript denoting the column block is omitted indi-
cating it is a single block column of 2Nt blocks. The real partitioned dispersion
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matrices are
A˜ q =
R{A˜ (Lh+1)q } −I{A˜ (Lh+1)q }
I{A˜ (Lh+1)q } R{A˜ (Lh+1)q }
 = [a˜(q)uv
]
u=1,...,2T,v=1,...,2Nt
(3.16a)
a˜(q)uv : 1× (Lh + 1), (3.16b)
and
B˜ q =
 I{B˜ (Lh+1)q } −R{B˜ (Lh+1)q }
R{B˜ (Lh+1)q } −I{B˜ (Lh+1)q }
 = [b˜(q)uv
]
u=1,...,2T,v=1,...,2Nt
(3.17a)
b˜(q)uv : 1× (Lh + 1), (3.17b)
for q = 1, ...Q. Note that A˜ (Lh+1)q and B˜ (Lh+1)q differ from Equation (??) in that
the submatrices are scaled identity matrices of dimensions (Lh + 1)× (Lh + 1).
Multiplication of the 2T × 2Nt partitioned matrices of Equation (??) and
Equation (??) with 2Nt×1 partitioned column blocks of Equation (??) results
in the 2T × 1 partitioned column matrices,
A˜ q h˜n =
[
C˜(qn)u
]
u=1,..2T
(3.18a)
B˜ qh˜n =
[
D˜ (qn)u
]
u=1,...,2T
(3.18b)
C˜(qn)u : 1× (Lh + 1) (3.18c)
D˜ (qn)u : 1× (Lh + 1) (3.18d)
for q = 1, ...Q, n = 1, ..., Nr, where partitioned matrix multiplication is given
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as
C˜(qn)u =
2Nt∑
v=1
h˜(n)v a˜(q)uv , (3.19a)
D˜ (qn)u =
2Nt∑
v=1
h˜(n)v b˜(q)uv , (3.19b)
and together they form a new partitioned channel matrix
H˜ =

A˜ 1 h˜1 B˜ 1 h˜1 · · · A˜Q h˜1 B˜Q h˜1... ... . . . ... ...
A˜ 1 h˜Nr B˜ 1 h˜Nr · · · A˜Q h˜Nr B˜Q h˜Nr
 =
[
h˜wz
]
w=1,...,2TNr,z=1,...,2Q
,
(3.20a)
h˜wz : 1× (Lh + 1). (3.20b)
The dispersion codes in the transmit block are extracted from the transmit
block into the new channel to form the equivalent system
Y˜ = H˜ ⊗X˜ +V˜ , (3.21)
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where X˜ is the the signal components denoted by
X˜ =

α1
β1
...
αQ
βQ

=
[
x˜z
]
z=1,...,2Q
, (3.22a)
x˜z : 1× Ls, (3.22b)
Y˜ is the equivalent received block matrix
Y˜ =

R{y˜:1}
I{y˜:1}...
R{y˜:Nr}
I{y˜:Nr}

=
[
y˜w
]
w=1,...,2TNr
(3.23a)
y˜w : 1× Lr, (3.23b)
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and V˜ is the equivalent noise block matrix
V˜ =

R{v˜:1}
I{v˜:1}
...
R{v˜:Nr}
I{v˜:Nr}

=
[
v˜w
]
w=1,...,2TNr
(3.24a)
v˜w : 1× (Lr). (3.24b)
with y˜:n and v˜:n denoting the n-th column block of Y˜ and V˜ , respectively.
The new equivalent LDC system is shown in Fig ??.
Figure 3.4: Equivalent LDC system after restructuring of the system.
3.2.3 Detection of Non-orthogonal LDCs
Performing joint ML sequence estimation of Q data streams exceeds the current
capability of modern receivers. Therefore, sub-optimum detection is required
to reduce the processing complexity. The zero-forcing detection scheme used
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for V-BLAST systems is adopted for the modified LDC system in Equation
(??).
A single-input, single-output (SISO) frequency-selective channel h˜wz
from Equation (??) can be represented by an equivalent flat fading system
with Lh + 1 transmit antennas sending a delayed version of the corresponding
symbol stream x˜z to a single receive antenna [? ]. The variable hwz[l] denotes
the l-th channel tap from transmit antenna z to receive antenna w which
represents a single flat fading channel and sends the delayed symbol stream
s(l)z =
[
0l x˜z 0Lh−l
]
, ∈ R1×(Ls+Lh), (3.25)
where 0L denotes an all zero vector of length L. The equivalent system is a
multiple-input, single-output (MISO) flat fading system. The matrix
Sz =

s
(0)
z
s
(1)
z
...
s
(Lh)
z

, ∈ R(Lh+1)×(Ls+Lh) (3.26)
forms the transmit block code for the z-th equivalent flat fading MISO system
with Lh + 1 transmit antennas and one receive antenna, where z = 1, ..., 2Q.
The equivalent flat fading system of Equation (??) can be written as
Y = HS+V, (3.27)
where Y ∈ R2TNr×(Ls+Lh) is the unpartitioned received matrix of Equation (??)
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with the corresponding equivalent element entries
ywl = y˜(w,1)(1,l), (3.28)
V ∈ R2TNr×(Ls+Lh) is the unpartitioned noise matrix of Equation (??) with the
equivalent element entries
vwl = v˜(w,1)(1,l), (3.29)
for l = 1, ..., (Ls + Lh), H ∈ R2NrT×2Q(Lh+1) is the channel matrix with the
equivalent entries
hw′z′ = hwz[l] = h˜(w,1)(z,l+1), (3.30)
for l = 0, ..., Lh, w = 1, ..., 2TNr and z = 1, ..., 2Q, with the element in the
w’-th row and z’-th column of H equivalent to
w′ = w, (3.31a)
z′ = (z − 1)(Lh + 1) + l + 1, (3.31b)
and the transmit matrix is an unpartitioned matrix of Equation (??) stacked
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into
S =

S1
S2
...
S2Q

, ∈ R2Q(Lh+1)×(Ls+Lh). (3.32)
The equivalent flat fading system is shown in Figure ??.
The zero-forcing detection scheme estimates a symbol block one layer
at a time by nulling out the interfering signals. Suppose block Sa is being
detected, then let Ha be all the channels that are transmitting the symbol
stream xa as shown in Figure ??. This includes all channel taps hwz[l] for
z = a. The remaining channels that are not transmitting Sa are considered
as interfering signals and are denoted H′a. The interference signals can be
cancelled out by the nulling matrix
Ga = null(H
′
a), (3.33)
where
GaH
′
a = 0. (3.34)
The nulling matrix is able to mitigate interference from other symbol streams
by using
GaY = GaHaSa + GaV, (3.35)
so that single stream detection is possible. The Viterbi algorithm reduces
to MLh states which is a significant improvement from MQLh . The nulling
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Figure 3.5: Equivalent flat fading system for a LDC.
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process, unfortunately, is limited by system dimensionality and has to satisfy
NrT > Q(Lh + 1)− (Lh + 1)
2
. (3.36)
3.2.4 Detection of Orthogonal LDCs
Mitigation of signal interference on the LDC system can also be performed by
linear decoupling if the matrix of Equation (??) is orthogonal. The orthogonal
dispersion matrices of Equation (??) give rise to the following property for the
channel matrix
F˜ = H˜ ′ ⊗H˜ =
[
f˜ab
]
a=1,...,2Q,b=1,...,2Q
, (3.37a)
f˜ab : 1× (2Lh + 1), (3.37b)
f˜ab = 0 for a 6= b, (3.37c)
where (·˜)′ denotes partitioned matrix transpose given as
H˜ ′ =
[
h˜wz
]′
=
[
h˜zw
]
z=1,...,2Q,w=1,...,2TNr
, (3.38a)
h˜zw : 1× (Lh + 1). (3.38b)
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Figure 3.6: Equivalent flat fading system for a LDC.
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Therefore, orthogonality can be exploited in LDCs to take advantage of linear
decoupling. This is achieved by using
H˜ ′ ⊗ Y˜ = f˜zz ⊗X˜ + f˜zz ⊗V˜ =
[
r˜z
]
z=1,...,2Q
, (3.39)
r˜z : 1× (Ls + 2Lh + 1). (3.40)
to give the decoupled sequences
r˜z = f˜zz ⊗ x˜z + f˜z: ⊗ v˜z, (3.41)
for z = 1, ..., 2Q, which are equalized individually by the Viterbi decoder. The
channel of Equation (??) is doubled in length and increases the memory of the
Viterbi algorithm.
3.3 Results and Discussion
This section illustrates the bit-error-rate (BER) performance for different STBCs
in frequency-selective channels against signal to noise ratio (SNR). SNR is de-
fined as
SNRdB = 10 log10
(
Es
N0
)
, (3.42)
where Es is the average symbol energy and N0 is the power spectral density of
the AWGN noise. The noise variance is defined as
σ2 =
N0
2
=
Es
2 · 10SNRdB/10 . (3.43)
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Unless stated otherwise, all the schemes discussed in this section have a sig-
nalling interval that transmits a symbol stream of Lx = 30 QPSK symbols
appended with zero vectors of length Lp = Lh = 1 symbol. This results in
a stream of Ls = 32 symbols transmitted within one signalling interval. The
dispersive channel is quasi-static for T signalling slots and Lh + 1 = 2 channel
taps. Each frequency-selective channel from transmit antenna m to receive
antenna n is normalised to E[
∑Lh
l=0 ‖hnm[l]‖2] = 1.
Figure ?? illustrates the BER performance of an OSTBC with Nt = 2
transmit antennas over T = 2 signalling intervals for different numbers of
receive antennas in a frequency-selective environment. Figure ?? shows the
performance of the TR-STBC from Section ??, an OSTBC with time-reversal
of symbol streams in the second signalling interval. Detection in both schemes
takes advantage of orthogonality to linearly decouple Q = 2 symbol streams
which are then independently equalized by the Viterbi decoder. These schemes
are extensions of the Alamouti STBC in Equation (??) to frequency-selective
channels and the results show receive diversity is achieved by both schemes
with and without time-reversal.
Performance comparisons between the OSTBC and TR-STBC are shown
in Figure ?? for different numbers of receive antennas. Time-reversal inverts
the order of the data symbols transmitted in the second signalling interval,
effectively achieving channel diversity by taking advantage of the uncorrelated
channel taps. The results show performance is gained from time-reversal.
Figure ?? illustrates the BER performance of the LDC with orthog-
onal dispersion matrices from Equation (??) for different number of receive
antennas over frequency-selective channels. Detection is ZF with successive
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(a) Without time-reversal.
(b) With time-reversal.
Figure 3.7: BER performance of an orthogonal STBC versus different number
of receive antennas over a frequency-selective channel with and without time
reversal of symbol streams transmitted in the second signalling interval.
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(a) Nr = 1 receive antennas. (b) Nr = 2 receive antennas.
(c) Nr = 3 receive antennas. (d) Nr = 4 receive antennas.
Figure 3.8: Comparing BER performance of OSTBC with and without time-
reversal for different number of receive antennas.
81
3. HIGH-RATE STBC IN FREQUENCY-SELECTIVE
CHANNELS
interference cancellation (SIC) over 2Q stages. An attempt to time-reverse
the symbol streams transmitted in the second signalling interval of the LDC
appears to have no effect on performance. Zero forcing detection must satisfy
dimensionality criterion of Equation (??) and therefore the LDC requires a
minimum of two receive antennas.
Linear processing, on the other hand, supports any number of receive
antennas in the system. Figure ?? illustrates the BER performance of the
orthogonal LDC as considered above with linear processing detection. Or-
thogonality is exploited to linearly decouple the LDC system as discussed in
Section ??. The results show both ZF and linear detection achieve receive
diversity. Thus far, the schemes presented achieve the same throughput rate
of
R =
QLx
TLs
= 0.9375. (3.44)
Performance comparisons of these high-rate codes will be explored next.
In Figure ??, the BER performance of the OSTBC, TR-STBC and LDC
with linear processing and LDC with ZF are compared for different number
of receive antennas. Figure ?? is an overloaded system that does not support
ZF detection. TR-STBC exhibits the best performance of all the systems re-
gardless of the number of antennas at the receiver. LDC with linear detection
is shown to achieve the same performance as the OSTBC with no reversal of
symbol streams. This resembles the results from Figure ?? of the equivalent
STBCs in flat fading channels. The results show LDC with linear detection
will always have higher error rates than TR-STBC. The sub-optimal ZF de-
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(a) ZF-SIC detection.
(b) Linear detection.
Figure 3.9: BER performance of an orthogonal LDC versus different number
of receive antennas over a frequency-selective channel with Nt = 2 transmit
antennas.
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tection, on the other hand, achieves a lower diversity however, decreasing the
loading of the system allows it to improve in performance significantly, sur-
passing linear detection at low SNRs. In summary, the system configuration
and SNR determine the best detection scheme with regards to reliability. Lin-
ear detection is suited for more heavily loaded systems and high SNRs whereas
ZF can outweigh performance of linear detection for underloaded systems at
low SNRs. Next, complexity of the two detection schemes is discussed.
STBCs in frequency-selective channels give rise to ISI which is equal-
ized by Viterbi decoders. Preprocessing of the received signals is necessary
to remove interference from other symbol streams yielding a single stream for
the equalizer. Viterbi algorithm complexity increases significantly when joint
equalisation is required. The Viterbi algorithm dominates the computational
power requirements in the receiver. The number of trellis states in the Viterbi
algorithm is therefore an indication of receiver complexity. The decoders for
linear and zero-forcing detection schemes equalize a single stream at a time.
However, linear decoupling involves a more complex decoder since the chan-
nel that is fed into the decoder given in Equation (??) is double the symbol
length of the frequency-selective channel. Therefore, the number of states in
the decoder for linear decoupling is M2Lh , compared with MLh for zero-forcing
detection. This shows complexity increases exponentially with channel length.
Table ?? gives an indication of the number of states in the Viterbi algorithm
for the two detection schemes.
ZF detection has been stated to not work for rank-deficient or over-
loaded systems, which arise when the number of unknowns is greater than the
number of independent equations in the system. It must satisfy certain sys-
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Detection M Lh = 1 Lh = 2 Lh = 3 Lh = 4
Zero-forcing 2 2 4 8 6
4 4 16 64 256
Linear processing 2 4 16 64 256
4 16 256 4096 65536
Table 3.1: Number of states in the Viterbi equaliser for ZF and linear detection.
(a) Nr = 1. (b) Nr = 2.
(c) Nr = 3. (d) Nr = 4.
Figure 3.10: Performance comparisons of an OSTBC and a LDC using linear
detection and SIC for different number of receive antennas.
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tem dimensions to avoid overloading, but can handle non-orthogonal codes. In
addition, decoder complexity does not increase as significantly as with linear
decoupling with the length of the frequency-selective channel.
High-rate STBCs in frequency-selective channels are now investigated.
Zero-forcing of interfering signals is the only possible detection scheme for these
non-orthogonal block codes. Figure ?? illustrates the performance of the V-
BLAST system from Section ?? for different numbers of receive antennas. The
system has Nt = 2 transmit antennas and transmits Q = Nt symbol streams
in T = 1 signalling interval. Therefore the rate achieved is R = 1.875, double
the rate of the OSTBC. ZF at the decoder nulls the interfering symbol streams
in the uncoded multiplexing system over Q = 2 successive layers. Thus, single
sequence detection using the Viterbi equalizer is possible. ZF, however does
not work when the system of Equation (??) is overloaded. This is avoided as
long as the dimensions satisfy
Nr > Nt(Lh + 1)− (Lh + 1). (3.45)
Therefore, the two transmit antenna V-BLAST system requires a minimum of
three receive antennas to achieve single stream equalisation across a two tap
frequency-selective channel. The V-BLAST scheme is shown to achieve receive
diversity gain.
Figure ?? shows the performance of the high-rate LDC from Hassibi [?
] using Nt = 2 transmit antennas over T = 2 signalling intervals in frequency-
selective channels. The LDC partitioned block code is a linear combination of
Q = 4 symbol streams and achieves the same multiplexing rate of R = 1.875
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Figure 3.11: BER performance of V-BLAST in frequency-selective channels
versus different number of receive antennas with Nt = 2 transmit antennas and
successive interference cancelling.
as the V-BLAST system. ZF is also used to detect the system of Equation
(??), where the sequences have been split into real signal components. The
restructured LDC channel contains the channel taps and the dispersion ma-
trices. The new system has the structure of a multiplexing scheme where 2Q
successive layers are required to detect each of the signal component streams
which are selected from log2(M) real points in the constellation map. The
number of states in the Viterbi decoder is equivalent to the V-BLAST scheme
where (log2M)
2QLh = MQLh . The system of Equation (??) must also meet the
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Figure 3.12: BER performance of Hassibi’s LDC in frequency-selective chan-
nels versus different number of receive antennas using Nt = 2 transmit antennas
and successive interference cancellation.
criterion of Equation (??), making the minimum number of receive antennas
Nr > Nt(Lh + 1)− (Lh + 1)
2T
, (3.46)
when rate is maintained at the V-BLAST rate of Q = NtT . The results for
the high-rate LDC also shows receive diversity is achieved.
Comparing the criteria of Equation (??) and Equation (??), it is evident
that for the same number of transmit antennas, the LDC is more overloaded
than the V-BLAST system for a given small number of receive antennas as
a result of coding across time. However, as more receive antennas are added
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into the system, the dimensionality evens out in both schemes. This is shown
by the figures in ??, which show worse performance for the LDC when four re-
ceive antennas, but performance approaches that of V-BLAST as more receive
antennas are added to the system.
High-rate LDCs require a large number of receive antennas to achieve
equivalent performance to the uncoded V-BLAST system. The number of
receive antennas required to achieve a coding gain increases with the rate
and the length of the channel delay. Up to this point, frequency-selective
channels have been modelled by a uniform power profile as shown in Figure
??. Suppose an exponential decay power delay profile [? ] is used to model the
dispersive channel where the channel taps decrease in power and are normalised
to
∑Lh
l=0 ‖h[l]‖2 = 1. The number of receive antennas required to achieve good
performance can be reduced if the frequency-selective channel can be assumed
to have a shorter length by ignoring the taps with low power. The performance
of the LDC is examined for the power delay profiles plotted in Figure ??.
Figure ?? compares the BER performance of different power delay profiles for
Hassibi’s LDC over a frequency-selective channel with Lh + 1 = 3 taps which
are all known and used by the equalizer. The results show that the channel
profiles do not significantly affect the performance of the system when all taps
are used by the decoder.
However, Figure ?? compares the performance of Hassibi’s LDC when
L′h + 1 = 2 taps are passed through the equalizer in a frequency-selective
channel with Lh + 1 = 3 taps, and L
′
h is the assumed channel length by the
equalizer. The last tap in the channel is ignored by the decoder. Therefore,
performance is significantly degraded when the channel is modelled by the
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(a) Nr = 4
(b) Nr = 8
(c) Nr = 12
Figure 3.13: BER performance of two high-rate STBCs in frequency-selective
channels versus different number of receive antennas.
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(a) Uniform Channel
Taps.
(b) Exponential power
decay channel taps
with variance = 0.5.
(c) Exponential power
decay channel taps
with variance = 1.
(d) Exponential power
decay channel taps
with variance = 1.5.
(e) Exponential power
decay channel taps
with variance = 2.
(f) Exponential power
decay channel taps
with variance = 2.5.
Figure 3.14: Different power profiles for a frequency-selective channel with
Lh = 2 symbols.
uniform delay profile where a third of the power is lost. The greater the
variance of the exponential decay, the less power is carried by the unused tap
and thus the performance improves with increasing decay variance. As the
variance gets bigger, the frequency-selective channel begins to model a shorter
channel until it eventually forms a flat fading channel as shown in Figure
??. Therefore, the performance of a system with exponential decay channels
tends towards the performance of a L′h system. The resulting investigation
shows that assuming a smaller channel length is beneficial for the ZF receiver
if truncated taps have small energy, as it reduces the loading on the system
This allows better performance to be achieved with a smaller number of receive
antennas.
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Figure 3.15: Performance of a high-rate LDC versus varying decaying channels
with Nr = 6 receive antennas and L
′
h = Lh = 2 channel assumed by the decoder.
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Figure 3.16: Performance of a high-rate LDC versus varying decaying channels
with Nr = 6 receive antennas and L
′
h = 1 channel assumed by the decoder in a
frequency-selective channel with Lh = 2.
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3.4 Summary
This chapter summarises several contributions to the thesis. The structure
of the LDC in frequency-selective channels and the manipulation of the par-
titioned LDC system into an equivalent real V-BLAST-like system are intro-
duced followed by discussions on suitable detection schemes.
The frequency-selective channel produces ISI in the detected signal
which is mitigated by MLSE processing in the Viterbi decoder. Joint detection
of symbol streams cannot be practically accomplished by the receiver when de-
tection also demands ISI equalisation. Therefore, two detection schemes with
the ability to mitigate interfering signals are investigated. The two schemes
are linear and ZF detection.
For high-rate LDCs in frequency-selective channels, high complexity
is unavoidable. ZF sacrifices reliability by cancelling the unwanted signals
to achieve a significant complexity reduction. Nulling of interfering signals
allows the receiver to process a single stream at a time and does not require
orthogonality in the block code. However, ZF only works for underloaded
linear systems where there are more independent linear equations than the
number of unknowns in the system. For high-rate codes in long dispersive
frequency-selective channels, this criterion is satisfied by a large number of
receive antennas which is not practical for many devices.
Linear decoding of the LDC system cannot be combined with time-
reversal. Therefore, an orthogonal LDC with linear detection does not benefit
from the extra LDC preprocessing when TR-STBC is able to exploit chan-
nel diversity. Linear detection, however, doubles the memory of the Viterbi
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decoder and therefore is only suitable for low level modulations or very short
response dispersive channels. ZF is therefore proven to be a more suitable gen-
eral detection scheme for high-rate LDCs in narrowband frequency-selective
channels.
The last section of the chapter further investigates the ZF detection
scheme, which has the disadvantage of requiring a large number of receive
antennas to compensate for the dispersive channel. Modelling of frequency-
selective channels with exponential power delay profiles allows the equalizer to
assume a shorter channel length, thus giving better performance and decreasing
the required number of receive antennas in the system.
In this chapter, a high-rate STBC scheme in frequency-selective chan-
nels is proposed in the form of LDCs. ZF detection is used as it is more
applicable to a wide range of channel delays and non-orthogonal high-rate
codes. Although the scheme is hindered by dimensionality, it can be amelio-
rated by using fewer taps in the equaliser when the channel is modelled by an
exponential delay profile.
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Chapter 4
Multiuser Cooperation in
Frequency-Selective Fading
Channels
“If you can’t explain it simply, you don’t understand it well enough.”
Albert Einstein
4.1 Introduction
Multi-antenna systems have been demonstrated to achieve lower error rate
and higher throughput in wireless fading channels. In spite of this, constraints
on size, weight and hardware design restrict the number of antennas in many
devices. Fortunately, communication networks generally consist of clusters of
user nodes where users are able to hear transmissions from other broadcasting
nodes in the vicinity. An alternate means of achieving diversity is to exploit
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cooperation of multiple users [? ? ] in the network to reduce error rate.
In Chapter ??, linear dispersion codes (LDCs) were investigated in
frequency-selective environments. The presence of intersymbol interference
(ISI) from dispersive channels requires block processing and sequence estima-
tion at the receiver. Unfortunately, joint maximum likelihood processing of
multiple symbol streams in combination with ISI equalization is computation-
ally intensive and impractical for most modern day receivers. Zero forcing
(ZF) mitigates interfering symbol streams to enable single stream equalization
of each layer. However, it does not work for overloaded systems where the
number of unknown symbols exceed the number of linear equations in the sys-
tem. In frequency-selective channels, the channel length adds to the loading of
the system and increases the minimum requirement of the number of receive
antennas which can easily become impractical. On the other hand, orthogo-
nal LDCs [? ] support linear processing and resolves the problem of system
overloading. In this chapter, a multi-user cooperation scheme is developed for
frequency-selectivity channels. The users transmit LDCs and form an overall
system that supports linear and ZF detection.
4.2 Multi-user Cooperation System
The idea of cooperation was first presented in [? ] where diversity was achieved
by a simple three terminal relay channel consisting of a source, a destination
and a relay. The relay was a nearby terminal that forwarded information from
the source to the destination. Direct transmission from source to destination
and an additional relay path provided two independent channels for the signal
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and thus increased the probability of correct signal detection at the destination
receiver. The classical relay channel and other extended relay networks [? ?
? ] form virtual antenna arrays [? ] to achieve spatial diversity.
The relay is an inactive user node assisting another user, known as
the source node to transmit data to the destination. Cooperation between
multiple active nodes where all users have information to transmit can also
work together to achieve diversity. Most existing multiuser cooperative sys-
tems have predominantly focused on flat fading wireless channels [? ], [? ].
Current multiuser cooperative schemes in frequency-selective channels com-
bine with OFDM [? ], [? ] or use frequency-domain equalization [? ? ?
] to detect signals in the presence of ISI. These schemes are more suited
for wideband channels with large channel delays. A time-reversal multiuser
cooperative scheme has been developed in [? ] for sensor networks. The trans-
mission scheme involves two source nodes where they maximise the channel
peak power by modulating a time-reversed version of the estimated channel
with the transmit data. The users cooperate by using a training phase to
exchange channel information.
In this section, a novel two-user cooperative scheme is developed for
narrowband dispersive channels. A cooperative multiple-access half-duplex
channel is assumed where two users exchange data and then cooperatively
forward all the information to a common destination. Both linear decoupling
and ZF detection are combined with Viterbi equalization and investigated for
the multiuser system. The scheme is described in this section.
The proposed multiuser scheme is designed for the cooperation of two
user nodes. A narrow bandwidth is allocated to each pair of cooperating
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users to transmit to a common destination. Every node is equipped with two
transmit antennas and has data to transmit to the destination, which could
be another user or a base station. The multiuser system is shown in Figure
?? showing the transmission states over one cooperative frame consisting of
Tb = 3 consecutive block codes. Half-duplex transmission means the antennas
are capable of unidirectional communication where an active node is either
transmitting or receiving at any point in time. The arrows indicate the di-
rection of transmission from the transmit to the receive antenna during each
block interval, for tb = 1, ..., Tb. Each user transmits Q = 2 symbol streams
giving a total throughput of 2Q data streams over one transmission frame.
Figure 4.1: Proposed multiuser system showing the transmission states over
three block intervals which form one cooperative frame. The two source nodes
are equipped with two transmit antennas and cooperate together to transmit to
one common destination.
Figure ?? depicts the symbols transmitted by the users over one cooper-
ative frame. Let x
(u)
q , for q = 1, ...Q, be the signal streams from User u, where
u = 1 and 2 denote a source node in the system. The signal streams contain Lx
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modulated symbols which are appended with preamble and postamble vectors
of Lp known symbols to prevent interblock interference. Each block code is
a LDC with dispersed signals over Ts = 2 successive signalling intervals and
across Nt = 2 transmit antennas. Therefore, all signal streams transmitted
in the ts = 1, ....Ts signalling intervals have a fixed length of Ls = Lx + 2Lp
symbols.
Figure 4.2: Multiuser system showing symbols transmitted during each time
block interval.
In the first block interval, User 1 transmits an orthogonal LDC con-
taining its own information, x
(1)
q , q = 1, ..., Q which is heard by User 2 and the
destination node. User 2 detects the signals, xˆ
(1)
q , q = 1, ..., Q using ML linear
processing while the destination node stores the received signal. In the sec-
ond time block, User 2 sends the same LDC structure embedded with its own
data streams, x
(2)
q , q = 1, ..., Q while User 1 receives and detects the signal,
xˆ
(2)
q , q=1,...,Q, and the destination stores the received signal. In the last time
block, both users transmit a LDC containing its information plus the detected
data from the other user and thus doubles the number of signal streams in
the LDC to 2Q. The destination node receives the signal and processes all the
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data from the three time blocks to detect the signals from User 1 and User 2.
The mathematical representation for the multiuser cooperative system
is described here and assumes phase coherence within each block. For more
information on the notations and operations of partitioned matrices, refer to
Section ??. The real and imaginary signal components are denoted by
α(u)q = R{x(u)q }, (4.1a)
β(u)q = I{x(u)q }, (4.1b)
for u = 1 and 2 and q = 1, ..., Q. The dispersion matrices for the multiuser
system are
Aq =
a(q)11 a(q)12
a
(q)
21 a
(q)
22
 =

1 0
0 1
 for q = 1,
0 −1
1 0
 for q = 2,
(4.2)
Bq =
b(q)11 b(q)12
b
(q)
21 b
(q)
22
 =

1 0
0 1
 for q = 1,
0 −1
1 0
 for q = 2,
(4.3)
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which are used to compute the partitioned dispersion matrices
A˜ (Ls)q =
[
A˜ (q)tsm
]
ts=1,...Ts,m=1,...Nt
(4.4a)
B˜ (Ls)q =
[
B˜ (q)tsm
]
ts=1,...Ts,m=1,...Nt
(4.4b)
{A˜ (q)tsm,B˜ (q)tsm} : Ls × Ls, (4.4c)
for q = 1, ...Q. The parameter ts denotes the signalling interval to transmit a
symbol stream with Ts = 2 and Nt = 2 is the number of transmit antennas at
a user node. The subvectors are
A˜ (q)tsm = a(q)tsmILs, (4.5a)
B˜ (q)tsm = b(q)tsmILs. (4.5b)
The LDCs transmitted by user u = tb in the first and second block intervals,
tb = 1 and 2, are given as
S˜(u)tb =
Q∑
q=1
(α(u)q A˜ (Ls)q + jβ(u)q B˜ (Ls)q ), (4.6)
The frequency-selective channels are assumed to be slow fading and quasi-
static over a transmission frame. Therefore, the channels from User u to the
destination node,
H˜ u =
[
h˜(u)mn
]
m=1,...Nt,n=1,...Nr
(4.7a)
h˜(u)mn : 1× (Lh + 1), (4.7b)
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remains the same for Tb = 3 block intervals, whereNr is the number of antennas
at the destination receiver and Lh is the length of channel dispersion. The
signal received at the destination is
Y˜ tb = S˜(u)tb ⊗H˜ u + V˜ tb , (4.8)
where
Y˜ tb =
[
y˜(tb)tsn
]
ts=1,...Ts,n=1,...Nr
(4.9a)
y˜(tb)tsn : 1× (Ls + Lh), (4.9b)
is the received signal during the tb-th block interval and
V˜ tb =
[
v˜(tb)tsn
]
ts=1,..Ts,n=1,...Nr
(4.10a)
v˜(tb)tsn : 1× (Ls + Lh), (4.10b)
is the AWGN at the destination receive antenna at time block tb. According
to Section ??, Equation (??) can be rewritten as
Y˜tb = H˜ u ⊗X˜ (u)tb +V˜ tb , (4.11)
where
H˜ u =
[
h˜(u)wz
]
w=1,...,2TsNr,z=1,...,2Q
, (4.12)
h˜(u)wz : 1× (Lh + 1). (4.13)
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is the modified real channel partitioned matrix from User u to the destination
during the block interval tb = u signalling slot. The real partitioned received
matrix is given by
Y˜tb =

R{y˜(tb):1 }
I{y˜(tb):1 }...
R{y˜(tb):Nr}
I{y˜(tb):Nr}

=
[
y˜(tb)w
]
w=1,...,2TsNr
(4.14)
y˜(tb)w : 1× Lr. (4.15)
The real noise partitioned matrix is given by
V˜ tb =

R{v˜(tb):1 }
I{v˜(tb):1 }
...
R{v˜(tb):Nr}
I{v˜(tb):Nr}

=
[
v˜(tb)w
]
w=1,...,2TsNr
(4.16)
v˜(tb)w : 1× (Lr). (4.17)
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and the stacked real signal components from User u are given by
X˜ (u)tb =

α
(u)
1
β
(u)
1
...
α
(u)
Q
β
(u)
Q

=
[
x˜(u)z
]
z=1,...,2Q
, (4.18)
x˜(u)z : 1× Ls. (4.19)
In the third time block, tb = 3, both users transmit a combination of their own
symbol streams and the detected symbol streams from the other user according
to
S˜(u)3 =
Q∑
q=1
(α(u)q A˜ (Ls)q + jβ(u)q B˜ (Ls)q )
+
Q∑
q=1
(αˆ(u
′)
q A˜ (Ls)q + jβˆ(u
′)
q B˜ (Ls)q ),
(4.20)
where αˆ(u
′)
q and βˆ
(u′)
q are the estimated real and imaginary component from
User u, for u = 1, 2 and u′ = 2, 1. With the assumption of quasi-static channels
during Tb = 3 block intervals, the received signal at tb = 3 is given by
Y˜ 3 = S˜(1)3 ⊗H˜ 1 + S˜(2)3 ⊗H˜ 2 + V˜ 3 (4.21)
which is equivalent to
Y˜3 = H˜ 1 ⊗X˜ (1)3 +H˜ 2 ⊗X˜ (2)3 +V˜3, (4.22)
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where
X˜ (1)3 =

α
(1)
1
β
(1)
1
...
α
(1)
Q
β
(1)
Q
αˆ
(2)
1
βˆ
(2)
1
...
αˆ
(2)
Q
βˆ
(2)
Q

and X˜ (2)3 =

αˆ
(1)
1
βˆ
(1)
1
...
αˆ
(1)
Q
βˆ
(1)
Q
α
(2)
1
β
(2)
1
...
α
(2)
Q
β
(2)
Q

(4.23)
are the partitioned matrices of the data symbols and the estimated symbols of
the users, respectively. Suppose
α(u)q ≈ αˆ(u)q (4.24a)
β(u)q ≈ βˆ
(u)
q , (4.24b)
for q = 1, ..., Q and u = 1, 2, then
X˜ (1)3 ≈ X˜ (2)3 ≈
X˜ (1)1
X˜ (2)2 ,
 (4.25)
and Equation (??) and Equation (??) form the combined cooperative system
given by
Y˜T = H˜ T ⊗X˜ T +V˜T (4.26)
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where
Y˜T =

Y˜1
Y˜2
Y˜3
 =
[
y˜(T )w
]
w=1,...,2TfNr
(4.27a)
y˜(T )w : 1× (Ls + Lh), (4.27b)
is the total received signal over Tf = TbTs = 6 signalling intervals,
H˜ T =

H˜ 1 0
0 H˜ 2
H˜ 1 +H˜ 2 H˜ 1 +H˜ 2
 =
[
h˜(T )wz
]
w=1,...,2TfNr,z=1,...,4Q
, (4.28a)
h˜(T )wz : 1× (Lh + 1) (4.28b)
is the equivalent channel matrix over the entire transmission frame,
X˜ T =
X˜ (1)1
X˜ (2)2 ,
 = [x˜(T )z
]
z=1,...,4Q
, (4.29)
x˜(T )z : 1× Ls, (4.30)
is the stacked symbol blocks of the data streams from both users and
V˜T =

V˜1
V˜2
V˜3
 =
[
v˜(T )w
]
w=1,...,2TfNr
(4.31a)
v˜(T )w : 1× (Ls + Lh), (4.31b)
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is the AWGN noise matrix over the three block time slots.
4.2.1 Detection and Equalization
The received signal is a linear combination of Q signal streams from User 1
and User 2 which have been degraded by the fading channels and ISI. Joint
detection of 2Q signal streams is computationally intensive even when using
the Viterbi algorithm. Fortunately, the overall channel has an orthogonal
structure with the following property
F˜ = H˜ ′T ⊗H˜ T =

a˜1 0˜ 0˜ 0˜ a˜2 0˜ 0˜ 0˜
0˜ a˜1 0˜ 0˜ 0˜ a˜2 0˜ 0˜
0˜ 0˜ a˜1 0˜ 0˜ 0˜ a˜2 0˜
0˜ 0˜ 0˜ a˜1 0˜ 0˜ 0˜ a˜2
a˜2 0˜ 0˜ 0˜ a˜3 0˜ 0˜ 0˜
0˜ a˜2 0˜ 0˜ 0˜ a˜3 0˜ 0˜
0˜ 0˜ a˜2 0˜ 0˜ 0˜ a˜3 0˜
0˜ 0˜ 0˜ a˜2 0˜ 0˜ 0˜ a˜3

(4.32a)
=
[
f˜bc
]
b=1,...,4Q,c=1,...,4Q
(4.32b)
f˜bc : 1× (2Lh + 1) (4.32c)
where (·˜)′ denotes partitioned matrix transpose as defined by Equation (??)
and each zero entry is an all-zero vector of length 1×(2Lh+1). Therefore, con-
volving the partitioned matrix transpose with the received signal, the system
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of Equation (??) becomes
Yˆ˜T = H˜ ′T ⊗ Y˜T =

a˜1 a˜2
a˜1 a˜2
a˜1 a˜2
a˜1 a˜2
a˜2 a˜3
a˜2 a˜3
a˜2 a˜3
a˜2 a˜3

⊗
α(1)1 β(1)1 α(1)2 β(1)2 α(1)1 β(1)1 α(1)2 β(1)2
α
(2)
1 β
(2)
1 α
(2)
2 β
(2)
2 α
(2)
1 β
(2)
1 α
(2)
2 β
(2)
2

+H˜ ′T ⊗V˜T (4.33)
=
[
yˆ˜z
]
w=1,...,4Q
(4.34)
yˆ˜z : 1× (Ls + 2Lh), (4.35)
which decouples the cooperative system into the four independent systems
yˆ˜1
yˆ˜5
 =
a˜1 a˜2
a˜2 a˜3
⊗
α(1)1
α
(2)
1
+ noise (4.36a)
yˆ˜2
yˆ˜6
 =
a˜1 a˜2
a˜2 a˜3
⊗
β(1)1
β
(2)
1
+ noise (4.36b)
yˆ˜3
yˆ˜7
 =
a˜1 a˜2
a˜2 a˜3
⊗
α(1)2
α
(2)
2
+ noise (4.36c)
yˆ˜4
yˆ˜8
 =
a˜1 a˜2
a˜2 a˜3
⊗
β(1)2
β
(2)
2
+ noise (4.36d)
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where yˆ˜z is the z-th row block of Yˆ˜T . The four decoupled systems are passed
successively into a Viterbi decoder which jointly equalizes two signal streams.
The joint Viterbi algorithm becomes more complex and is described below.
The trellis states in Section ?? are permutations of Lh data symbols.
Joint detection increases the number of permutations to M ′LhQ
′
where M ′ is
the size of modulation of the signal stream and Q′ is the number of joint signal
detections. A state in the joint Viterbi trellis is given as

sˆ˜1
sˆ˜2
...
sˆ˜Q′

z
=
[
sˆ˜q
](z)
q=1,...,Q′
(4.37a)
sˆ˜(z)q : 1× Lh, (4.37b)
for z = 1, ...,M ′LhQ
′
. During the state transition from time t to t′ = t + 1,
there are also m = 1, ...,M ′Q
′
branch metrics to be computed for every state
z. Each branch, m, is a permutation for the next possible symbols in Q′ joint
sequences given as

b1
b2
...
bQ′

m
,= b(m)q (4.38)
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for q = 1, ..., Q′. Equations (??), (??) and (??) become
U (t)z =
Q′∑
q1=1
(
Lp∑
l=1
‖yq1 [l]−
Q′∑
q2=1
l−1∑
i=0
(hq1q2 [i]sˆ
(z)
q2
[l − i])‖2
)
, (4.39)
V (z)m (t) =
Q′∑
q1=1
(
‖yq1 [Lp + t]−
Q′∑
q2=1
(hq1q2 [0]b
(m)
q2 +
Lh∑
i=1
hq1q2 [i]sˆ
(z)
q2
[t− i])‖2
)
,
(4.40)
and
V (z)m (t) =
Q′∑
q1=1
(
‖yq1 [Lp + t′]−
Q′∑
q2=1
Lh∑
i=0
hq1q2 [i]sˆ
(z)
q2
[t− i]‖2
)
, (4.41)
respectively.
In addition to linear decoupling, the multiuser system in Equation (??)
can also be detected by ZF which was used to recover the V-BLAST system
as well as the LDC in frequency-selective environments. Refer to Section ??
for details of forcing the interfering signals in the multiuser cooperative system
to zero. However, a simple description involves converting the system into a
bigger transmit array flat fading system and nulling out interfering channels
through 4Q stages. The multiuser system must meet the following criterion
2TfNr > 4Q(Lh + 1)− (Lh + 1), (4.42)
to satisfy the dimensionality requirement for ZF detection.
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4.3 Results and Discussion
This section presents simulation results for the proposed multiuser coopera-
tive transmission scheme in frequency-selective channels. Simulations of the
multiuser scheme using both linear processing and ZF detection are exam-
ined. Performance comparison with other multiuser schemes is difficult as
multiuser schemes vary in their cooperative strategy. However, the first two
block intervals in the cooperative frame transmit two non-cooperative orthog-
onal LDCs. Therefore, it is reasonable to compare the proposed scheme with
the non-cooperative scheme where the first two slots of the block transmis-
sion are used. Incorporating time-reversal into the orthogonal LDC results in
the TR-STBC which is shown in Figure ?? to give better performance. This
scheme will be considered as the benchmark for comparing the performance of
the proposed cooperative scheme. Both perfect and imperfect detection at the
user nodes are investigated. Perfect user detection assumes an ideal inter-user
channel with no errors in the received signal.
The definition of signal to noise ratio (SNR) is given in Equation (??)
with the noise variance defined in Equation (??). Unless stated otherwise, the
schemes simulated and discussed in this section transmit a symbol stream of
Lx = 30 QPSK symbols appended with zero vectors of length Lp = Lh = 1
symbol, resulting in a stream of Ls = 32 symbols transmitted in each signalling
interval. The dispersive channel is quasi-static for one transmission frame and
has a delay spread of Lh = 1 symbol and two channel taps. Each frequency-
selective channel from transmit antenna m to receive antenna n is normalized
such that E
[∑Lh
l=0 ‖hnm[l]‖2
]
= 1 and is assumed to be known perfectly by
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the receiver.
Figure ?? illustrates the simulation results for the proposed multiuser
cooperation with linear detection at the receiver and perfect detection at the
user nodes. Linear detection is suitable for any number of receive antennas at
the destination node and is shown to achieve receive diversity gain. However,
it is observed from the figure that the multiuser scheme does not achieve an
improvement in BER when compared with the performance of the non coop-
erative TR-STBC. A non cooperative OSTBC scheme with no time-reversal is
displayed to show that the cooperative scheme is able to reduce BER. Never-
theless, the proposed cooperative scheme with linear detection cannot contend
with the performance gained from time-reversal. Furthermore, incorporating
time-reversal into the cooperative scheme by multiplying the permutation ma-
trix with Equation (??) to give
A˜ (q)tsm = a(q)tsmP(0)Ls ILs, (4.43a)
B˜ (q)tsm = b(q)tsmP(0)Ls ILs. (4.43b)
does not decouple the system completely into Equation (??). Thus, time-
reversal of the multiuser cooperative scheme demands a more complex receiver.
As discussed in Chapter ??, ZF detection can be adapted to any mul-
tiplexing system provided the system is not overloaded with more unknown
variables than the number of equations available. This can be avoided for the
multiuser system if it satisfies the dimensionality criterion in Equation (??).
The additional time slot required in the cooperation scheme to transmit the
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Figure 4.3: BER performance of the multiuser cooperation system versus no
cooperation in frequency-selective channels with linear detection.
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combined users’ information is shown to decrease system loading. Therefore,
the multiuser system in channels with lengths, Lh < 3 requires a minimum of
two receive antennas. Minimizing the loading of the system also minimizes the
antenna requirements of the multiuser cooperative system.
Figure ?? compares the performance of the multiuser cooperative sys-
tem using ZF detection and Ts = 3 with the non cooperative TR-STBC using
Ts = 2. Simulation results show cooperation with ZF detection attains a BER
improvement over the TR-STBC uncooperative transmission scheme, which is
greater at low SNRs. The performance improvement appears to be a coding
gain rather than a diversity gain which is sacrificed for transmitting more data
in the last time slot. The multiuser cooperative scheme loses throughput by
utilising a third time slot, however, the coding gain improvement justifies its
employment. The gain margin between user cooperation and no user coop-
eration increases with a larger number of receive antennas. The availability
of more independent equations, as a result of adding more antennas to the
receiver is seen to reduce the system load, thus giving higher coding gain.
Increasing the length of the transmission frame or the number of re-
ceive antennas at the destination reduces the load on the multiuser system.
This is verified by Equation (??) where a larger value on the right side of the
equation gives a more heavily loaded system. An underloaded system allows
ZF detection to be used and to achieve performance gain with the coopera-
tive system. However, the dispersive length of the channel also contributes
to system loading which is illustrated in Figure ?? where the system suffers
from a loss in performance when it becomes more loaded with a higher num-
ber of channel taps. The system with Lh = 4 symbol delays is shown to have
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Figure 4.4: BER performance of the multiuser cooperation system versus no
cooperation in frequency-selective channels with ZF detection.
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a severe degradation in performance as a result of the system being close to
overloading. Performance can only be compensated by utilising more receive
antenns. Despite this, multiuser cooperation with ZF detection is still more
desirable over the non cooperative TR-STBC because it has a lower equaliza-
tion complexity as discussed in Chapter ??. The number of Viterbi states for
equalizing the TR-STBC in Lh = 4 channels is M
2Lh = 65536, prohibitive for
modern day receivers.
Figure 4.5: BER performance of the multiuser cooperation system with ZF
detection versus channel length and Nr = 3.
The previous simulations have been investigated in perfect multiuser
environments where ideal inter-user channels are assumed. This means the
user nodes decode and forward the information perfectly to the destination.
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However, this is not realistic in communications systems and therefore, the lim-
itations of the multiuser system are investigated for imperfect user detection.
Figure ?? illustrates the BER performance at the destination with Nr = 2
receive antennas and an assumption that SNR is constant at the user nodes.
The BER curve for the ideal multiuser scheme with Nr = 2 receive antennas
is also displayed. The figure shows the multiuser performance is dependent on
the detection of signals at the user nodes, making it suitable for systems where
the users are close to each other.
Figure 4.6: BER performance of the multiuser cooperation system with fixed
SNR at the users with Nr = 2 receive antennas at destination.
Another imperfect user detection scenario is examined for the ZF coop-
erative scheme. In this case, the SNR at the user nodes is a constant amount
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higher than the SNR at the destination meaning
SNRUser(dB) = SNRDestination(dB) +Difference(dB). (4.44)
Figure ?? shows a small coding gain is achieved by the Nr = 2 receive antenna
cooperative system when perfect detection is assumed at the user nodes. Thus,
this suggests a real system will not benefit greatly from cooperation. However,
the system with Nr = 4 receive antennas is able to obtain significant coding
gain. The simulation results for Nr = 4 is presented in Figure ?? for the imper-
fect scenario when the users have a constant SNR greater than the destination
node. The results show the multiuser cooperative scheme is appropriate only
when the users have sufficient SNR gain. Therefore, the performance of the
multiuser scheme could be improved by using selective decode-and-forward,
where user nodes only forward information if it is received without error. Fur-
thermore, error detection codes can be used to bolster the performance of the
multiuser system.
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Figure 4.7: BER performance of the multiuser cooperation system with
SNR(user) = SNR(destination) + difference (dB) with Nr = 4 receive antennas
at destination.
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4.4 Summary
In this chapter, a multiuser cooperative transmission scheme for two users in
a frequency-selective environment is described. A transmission frame involves
three transmit block intervals where a LDC is transmitted from a user in the
first two blocks. During the first two block periods, the users exchange infor-
mation which is also heard by the destination node and stores it in memory.
In the last block interval, both users transmit a LDC to the destination. At
the end of the transmission frame, the receiver at the destination combines all
the stored data to detect the signals from both users. The LDC cooperative
system is orthogonal and therefore both linear and zero forcing detection is
possible at the receiver.
Linear detection is found to be an unsuitable detection scheme for the
proposed multiuser cooperative system. In addition to increased detection
complexity, linear detection and LDCs cannot incorporate time-reversal and
therefore is not able to meet the performance of the uncooperative TR-STBC.
On the other hand, ZF is shown to be a good detection scheme, allowing
the multiuser scheme to achieve greater performance improvement compared
to the TR-STBCs. Like ZF detection for the V-BLAST and LDC, ZF detec-
tion for the multiuser system also needs to meet the dimensionality criterion
required to prevent system overloading. Fortunately, transmitting over three
intervals diminishes the loading problem and therefore a smaller number of
receive antennas is required. The performance of ZF detection degrades with
longer channels, however, it is more desirable than TR-STBCs because the
complexity of the linear decoupling is prohibitive for longer dispersive chan-
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nels.
The ZF multiuser cooperative system is investigated in imperfect sce-
narios where the user nodes may forward incorrect data to the destination.
Simulation results show performance is degraded by incorrect detections at
the users nodes. Therefore, selective decode and forward is suggested with the
multiuser cooperative transmission scheme to achieve the best performance
between cooperative coding gain and non-cooperative channel gain from time-
reversal.
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Chapter 5
Conclusions
“Storms make oaks take roots.”
-Proverb
LDCs in frequency-selective channels have been proposed in this the-
sis that are capable of achieving high throughputs as dictated by the design
of the dispersion codes. Mitigation of signal interference and ISI equaliza-
tion are performed at the receiver to decode the LDC in frequency-selective
channels. Mitigation of interfering signals can be achieved by both linear and
zero-forcing detection schemes before the signals are equalized by a Viterbi
maximum likelihood sequence estimator.
The combination of linear detection and time-reversal in the orthogonal
STBC in frequency-selective channels has been developed in the literature and
shown to achieve good performance. Linear detection mitigates signal interfer-
ence by exploiting orthogonality in the STBC to decouple the transmit symbol
streams. Therefore, orthogonality in the LDC is also exploited to decouple the
transmit streams. The structure of the LDC, however, cannot incorporate
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time-reversal without a significant increase in detection complexity. Thus, it
cannot match the performance of the TR-STBC. Regrettably, the TR-STBC
does not work for high-rate STBCs which lack orthogonality. In addition,
detection complexity increases exponentially with the channel length for the
TR-STBC.
ZF detection is also investigated which can be performed on orthogonal
and non-orthogonal STBCs. Interference of unwanted signals is mitigated by
nulling the interfering channels to zero which can only be accomplished when
the system is not overloaded. The frequency-selective channel contributes to
the system loading which is compensated by increasing the number of receive
antennas in order to maintain high-rate in the STBC. Non-uniform channel
profiles are examined for varying exponential delay taps. When low power taps
are ignored by the Viterbi decoder, the system reduces in loading resulting in
fewer receive antennas being required and better performance.
The LDC is adapted into a multiuser cooperative scheme in frequency-
selective channels where user nodes in close proximity to each other have infor-
mation to send to a common destination. The cooperative LDC is orthogonal
and therefore both linear detection and ZF can be used to detect the signals
from the users. The cooperative scheme is compared with the uncooperative
scheme where each user transmits a TR-STBC in two separate block intervals.
Linear detection is shown to be inadequate in meeting the performance of the
TR-STBC. However, zero forcing, in the best case scenario is able to achieve
better performance than the TR-STBC when sufficient receiver antennas are
used. The multiuser cooperative scheme requires good detection of signals at
the user nodes. Therefore, selective decode-and-forward is suggested for the
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proposed multiuser cooperative scheme.
5.1 Future Work
STBCs in frequency-selective channels are shown to be limited by receiver
computationalpower, with the Viterbi decoder as the predominant determi-
nant. Future work to investigate a reduced state Viterbi decoder would bene-
fit both detection schemes especially the higher complexity linear decoder for
large channels. A reduced complexity Viterbi decoder would also assist in fur-
ther investigations of other LDC structures, such as quasi-orthogonal STBCs
requiring joint detection of two or more symbol streams.
Time-reversal is shown to have the best performance. Linear processing
and time-reversal on the LDC structure does not support full channel decou-
pling. However, time-reversal on the LDC gives partial decoupling which could
be exploited in an attempt to push the performance of orthogonal LDCs to
match the performance of TR-STBCs. Additionally, LDCs have only been in-
vestigated where symbol streams have remained in the same sequential order
before and after the streams have been dispersed into the LDC. Investigation
of inter-dispersion of symbols within a symbol stream in addition to dispersion
of signal streams in time and space could possibly give a performance gain for
the LDC. Some form of error detection could also be adapted into the LDC.
These suggestions can be applied to both the single user and multiuser LDC
system in frequency-selective environments.
The multiuser cooperative system is shown to be suitable for commu-
nication systems where the user nodes are in the same vicinity and probability
127
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of correct detection of the other signal is high. Selective-decode-and forward
ensures the best performance is achieved between cooperative gain and channel
diversity. However, further work could be investigated involving the use of re-
lay nodes that are closer in distance to the destination. The relay nodes could
be used interchangeably between the other cooperative user node, supporting
the transmission when there are no nearby nodes to help with cooperation. Ad-
ditionally, the multiuser cooperative transmission scheme could be extended
to a bigger multiuser system involving more users.
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