[5] B. Widrow "Statistical analysis of amplitude-Quantized sampled-data systems," Abstract-The problem of divergence that often arises when the filter mechanization is based on lower order process dynamics is examined. This situation may be caused, for example, by the impossibility of completely identifying EOme of the process parameters. It is suggested that instead of totally neglecting the affected state variables a minimal sensitivity estimate of these be obtained on the basis of the nominal values of the imperfectly known parameters. The result of applying this scheme to a system, part of whose state vector is thus affected, is also examined.
I. INTRODUCTION
The problem of divergence in linear filters sometimes arises from the use of lower order models for computing the Mter gain, an approximat.ion dictated by two practical considerations. First, some of the parameters associated with the state and output models may not be known perfectly. Since computation of the optimal filter gain requires a perfect knowledge of the model parameters, this situation calls for some modified scheme. While it. may be possible to formulate an adaptive scheme for identscation of the unknown parameters 111, [2] , such an arrangement necessarily involves a great.er computational task. Comparatively simpler, though only suboptimal, results are obtained by completely neglecting the state variables associated with t.he unknown parameters [3]- [5] . Second, even if the model parameters are known exact,ly, it may be desirable to reduce the computational task associated with determination of t.he filter gains by reducing the dimension of the system (by neglecting the less important state variables) if it. is large.
Several invest.igators have analyzed various aspects of the divergence problem 161 -[8] . This paper considers the possibility of developing a minimum divergence filtering algorithm for a class of hear discrete time estimation problems. The state model considered is that of Huddle and Wismer [9] who used it for analyzing the effects of modeling error on t,he filter performance. The work here essentially complements t,heir work in that, the best possible filtering solution is developed.
PROBLEM ST.4TEMENT
The state equation is taken to be of the form where the n-vector state x(k) is partitioned into the A, and nz subvectors xl(k) and xz(k). The nl X nl matrix & (k) as well as the tii x nz matrix Ale@) are assumed to be completely known while the rw X NZ matrix &(k) is taken to be unknown except for the fact that its elements vary boundedly about known nominal values. The nominal value of the matrix A&) will be denoted by A2 z 0(k). The n vect.or w(k), also partitioned ident,ically as the state, represents a zero-mean Gaussian white noise sequence with a nonnegative covariance mat.rix Q(k) defined by
The operator E stands for the mathematical expectation, the prime indicat,es mat,rix transposition, and 8kj stands for t,he Kronecker delta. The matrix &(k) is assumed to have the form &(k) = diag (a@), &z(k)). It is assumed that two separate measurements on the states xl(k) and x~(k) are possible, resulting in the observations y~(k) and y z (k) (both of dimension m) where vl(k) and ~~(12) are zero-mean independent white Gaussian measurement noises having posit,ive definite covariances &(k) and Rz(k), and H&) has rank m for all k. Combining the two observat.ions, an observation equation for system (1) can be written (2) where the m-vector output y(k) has two components corresponding to xl(k) and x z (k), respectively. The m X n matrix H(k) is assumed to be completely known and is partitioned into m X nl and mXnz submat.rices Hl(k) and
is a zero-mean white Gaussian noise sequence, assumed independent of za(k), having a positive definite covariance matrix R(k) defined by
E[ ~(k)~'(j)) = R(k)& j .
Finally, t,he initial value x(0) of the state is assumed to be a zeromean Gaussian random variable, independent of ~(k), with a covariance Po.
This system has been considered by Huddle and Wismer [9] Tho have proposed that x 2 be neglect,ed altogether in forming the sta.te estimate since AT* is not known completely. However, it. is shown in the sequel that a simple solution exists for the filter gain t,hat, minimizes the effects of variations in AZZ about. its nominal value and t.hat, this permit.s minimization of the divergence problem.
H!!INIMAL SENSITIVITY FILTERIWG SOLUTION
Consider first the subsyst,em conhining the unknown parameters
An estimate of x z (k) is sought in the form
where t,he superscript, 0 is used to indicate that the matrix AB has its nominal value. Assuming t,he actual va,lue for the matrix AZP, the estimate will have the value
Note that t,he first term on the right-hand side of (6) represents the a priori estimat.e and is based on the nominal value of A B.
Dehe the estimation errors %(k) = x&) -4 (k) and h°@) = xz°(k) -tZo(k). The perturbation in the estimation error due to change in AB is then given by 
(10)
Since it is desired to select K z (k) so as to minimize t.he effects of variat.ions in Azz(k), the index of minimlzat,ion is chosen to be
These give
It is apparent. from the expression for Ai z (k) in (10) that the minimum possible value of Jz(k), viz., 0, is obtained if the gain Kz(k) is select,ed as the inverse of Hz@). Since m # n in general, t.he best, possible solut,ion of & (X-) is the pseudoinverse of H I @). That. is, for optimal results, the gain matrix Kz(k) should have the value
This ensures that t.he estimation error variance remains invariant at the value
Remark
It is apparent from (12) that t.he value of the filter gain required for minimizing the paramet,er sensitivit.y is independent of the st.ate model and is known if the observer model is known completely. There is thus no requirement for solving any variance equation. (16) where
and
The terms P i2 and Pn stand for the cross covariances between Xi and Xz. It is easy to show that the optimal value for Ki{k) is given by
Also, the minimum variance is given by
The total error variance for the combined filter is then given by J(k) = Jl(k) + J z (~) with J1 and J Z given, respectively, by (20) and (13).
V. EXAMPLE
To illustrate the results, consider t.he simple case m-hen z z is a scalar and so is y z . In terms of (3) and (4) The minium sensitivity filtering algorithm discussed in the preceding section can be employed with advantage in sit.uations discussed in [8] and [9] . Since there is no need to solve any variance equat.ion for obt.aining K z (k), there is no added comput.ationa1 labor if, for system (l), the subvector x z is estimated according t.o t,he minimum parameter sensitivit<y algorithm. Thus the overall state estimate is mitten as (lj)
After some manipulations, t,he covariance matrh P,,(k) = E(zl(k) Xl'(k)} can be expressed as
VI. COBCLUDING REBK4RKS
A minimum divergence filtering algorithm has been developed for linear discrete time syst.ems. It has been shown that a simple solution exist.s for the problem of selecting the filter gain SO as t.0 minimize t.he effects of variat.ions in the parameters of the st,ate model. Relat.ions have also been derived for the minimum divergence filter gain for a system, part of whose state vector is affect,ed by undefined parameters.
