Abstract-Face detection task can be considered as a classifier training problem. It is a process to find the parameters of the classifier model by using the training data. To solve such a complex problem, evolutionary algorithm is employed in cascade structure of classifiers. In this paper, evolutionary pruning is proposed to reduce the number of weak classifiers in AdaBoost-based cascade detector while maintaining the detection accuracy. The computation time is proportional to the number of weak classifiers and therefore the reduction causes fast detection speed. The proposed cascade structure experimentally proves its efficient computation time. It is also compared with the state-of-the-art face detectors in terms of the detection accuracy, and the results show that the proposed method outperforms the previous studies.
I. INTRODUCTION
Face detection is one of the most important parts in object detection problems. It has many application areas such as face recognition, crowd surveillance, and human-computer interaction. It is the most fundamental and the first step of these applications. Many research demonstrations and commercial applications have been developed [1] and recent results have demonstrated excellent outputs, but there exist a lot of differences in performance between human vision system and state-of-the-art face detectors [2] , [3] , [4] .
To make a robust real-time face detector, Viola and Jones proposed a method based on AdaBoost learning [4] . Introducing the rectangle features, integral image, and cascade structure, it obtained both fast computation and high detection rate. Many improved methods are studied after Viola and Jones. Li and Zhang proposed FloatBoost method for training the classifier [5] . Backtracking scheme was employed for removing unfavorable classifiers from the existing classifiers. Wu et al. carried out multi-view face detection using nested structure and real AdaBoost [6] .
In view-based face detection approach, face detection task is regarded as a classifier training problem. The classifier training is a process to find the parameters of the classifier model by using the training data. The standard approach is to specify a model having many parameters and then estimate their values from training data. When the models are simple, it is possible to find the optimal parameters by solving equation explicitly. However, it is very difficult to find the optimal parameters if the models become more complex. Therefore stochastic approaches can be a good method to find the parameters. One of the most powerful stochastic search methods is evolutionary algorithm (EA). It has robust performance without recourse to domain-specific heuristics [7] . There are many successful studies about applying EA to face detection [8] , [9] , [10] and recognition tasks [11] . In this paper, A fast and robust face detection system is presented. AdaBoost and cascade structure are employed as a basic framework. Evolutionary pruning method is proposed to find the set of classifiers, which has less number of classifiers provided by AdaBoost learning. By using evolutionary pruning, the cascade structure of the classifiers can be optimized without degrading the detection accuracy. The reduced number of classifiers provides faster computation time.
This paper is organized as follows. Section II presents the rectangle features and AdaBoost learning method. In section III, evolutionary pruning method is proposed to construct the cascade structure. Section IV shows the experimental results of frontal face detection, and conclusions follow in section V.
II. RECTANGLE FEATURES AND ADABOOST LEARNING

A. Rectangle features
Recently, Viola and Jones developed an efficient face detection scheme with Haar-like features and AdaBoost learning [4] . Figure 1 shows 6 types of rectangle features used in this study. Types (a)-(e) are similar to basic Haar-like features proposed by Viola and Jones. These features are computed by subtracting the sum of pixel values in dark rectangle from the sum of pixel values in bright rectangle. Type (f) indicates variance feature. It is calculated by taking the variance of pixel values in the rectangle region. The feature value can be calculated very quickly using integral image.
After calculating the feature values, they are normalized to minimize the effect of illumination conditions except type (f). Normalization is simply performed by dividing the variance of the region (dark and bright together). The computation time for each feature is slightly different. Features with two rectangle regions need 6 additions with reference to the integral image table, features with three rectangle regions need 8 additions, and feature with four rectangle regions needs 9 additions. The variance feature needs to be calculated for variance normalization in each type of features, (a)-(e). Therefore the variance feature requires the fastest calculation time among all types of the features.
Given a base window size of 24¢24 pixels, the possible positions and scales of 6 types of features are very large. Total 172,336 features are prepared.
B. AdaBoost learning
From the large number of features, effective feature selection is essential. AdaBoost is a good mechanism to select useful features and to train the classifier [12] . It is an iterative method to obtain an ensemble of "weak classifiers" whose accuracy may be poor, but slightly better than random guess. A "strong classifier" is formed by boosting the weak classifiers. Each rectangle feature explained in previous subsection can be considered as a weak classifier. It is quite difficult for one simple feature to discriminate between face and non-face with high accuracy. A strong classification is expected when many rectangle features are boosted.
A weak classifier Ð´x µ consists of a feature , a threshold and a polarity ¦ indicating the direction of the inequality.
For a 24¢24 pixels input subwindow x, feature value ´xµ is calculated. For each feature, the weak classifier is determined by searching threshold and polarity. A histogram can be obtained by applying the feature to training data. The threshold determines detection rate and false positive rate. Shifting the threshold with proper step, the optimal threshold which brings the minimum number of misclassified examples or the minimum error¯(see Figure 2) can be found. A proper length of step decides computation time and performance of a weak classifier. Figure 2 shows the process of AdaBoost algorithm for classifier learning. First, hand labeled face (positive) and nonface (negative) training data are prepared. The same weight is assigned to each image. For each round of boosting, one feature is selected, which has the lowest error¯Ø. The weight for corresponding example, which is correctly classified by selected feature of current round, is adjusted by decreasing its value. For the next round, a feature that has good discrimination property for examples with high weight will be selected. Features selected in later rounds may have high error rate. It means that difficult examples are leaved with high weight and a decision of one single feature is poor in later rounds. After the maximum round of Ì , a final strong classifier is obtained in terms of weighted linear combination of weak classifiers selected in each round. Comparing the threshold and the average of weights, it decides whether input x is face or not.
III. EVOLUTIONARY PRUNING FOR CASCADE STRUCTURE
A. Cascade structure of classifiers
Face detection is a two-category classification problem. A typical input image may have unknown number of faces.
Input
A set of training examples ´x ½ Ý ½ µ ´x Ã Ý Ã µ ,where Ã · ; of which examples have Ý ½ (positive) and examples have Ý ¼ (negative). One important thing is that there is exceedingly more number of non-face subwindows than face subwindows. Among the millions of possible subwindows, only very few subwindows are classified to face. The potential frequency of faces and non-faces should be considered for real-time performance. The cascade structure of classifier is a good framework to implement fast detector. This approach was also used in the other face detection systems. Rowley [2] constructed two stages cascade of neural network for fast version of his detector. Similarly, SVM face detector with cascade structure was proposed by Heisele et al [13] .
Initialization
At each stage, a strong classifier is trained to pass almost all face training data while discarding a certain portion (typically between 0.2 and 0.5) of non-face training data.
Assuming that th stage can be constructed to produce independent detection rate (Ô ) and false positive rate (Õ ), then the overall detection rate and false positive rate are given by The AdaBoost algorithm for stage classifier learning is very similar to the AdaBoost algorithm for classifier learning in Figure 2 , but the total number of weak classifiers to be trained is not defined at starting point. Let a set of weak classifiers À is an empty set in the initialization step. Performing the AdaBoost process, features are added to the set À . Feature selection is performed until the strong classifier satisfies probability conditions, Ô and Õ . The threshold for the strong classifier can be found by the same methods in single weak classifier. Generally, the threshold value is lower than the initial AdaBoost threshold,
threshold produces higher detection rate and higher false positive rate. By adjusting the threshold value between zero to ½ ¾ È Ì Ø ½ « Ø , current strong classifier is verified whether there exists a threshold value satisfying the probability conditions or not. If there is no threshold value satisfying the probability conditions, another feature is added to À at the next round of boosting.
In Viola and Jones approach, after a stage classifier is trained, a new negative training data set is collected for next stage and the AdaBoost algorithm is performed by the same way. It is somewhat wasteful from the point of view in reuse. The previous stage classifier still has good decision performance for training data of current stage. The face training data of current stage is almost same as previous stage, except very few number of discarded face examples. A certain portion of non-face examples is changed by adding new examples, which are misclassified by the previous stage classifier. By introducing the notion of reuse of the previous stage classifier, cascade classifiers can be constructed by nested structure [6] , [14] . By applying the previous stage classifier to the first weak classifier in current stage, effective nested structure is constructed. The notion of this framework is that the previous stage classifier can be a good starting point for the current stage training. By adjusting the threshold value, the previous stage classifier is employed with no additional computation cost. Since every feature value is already computed at the previous stage, only new threshold is needed to be compared.
B. Evolutionary pruning
In this subsection, evolutionary pruning method is proposed for pruning the cascade structure. Each cascade stage consists of many weak classifiers for satisfying the probability conditions, detection rate and false positive rate. The evolutionary pruning is applied to reduce the number of weak classifiers while the probability conditions are also satisfied.
The procedure of evolutionary pruning is presented in Figure 4 . After constructing a set of weak classifiers À , which satisfies the probability conditions by using AdaBoost learning, evolutionary pruning is applied to the set À . The idea is that some dependency may exist among the weak classifiers. AdaBoost algorithm produces a strong decision by merging the decisions of weak classifiers. If there are some dependencies among many weak classifiers, a set of reduced number of weak classifiers can make a decision as good as the original set do. Evolutionary pruning is a stochastic search method for discarding the redundant weak classifiers while maintaining the quality of the final strong decision. The first step of evolutionary pruning is called "evolutionary rearrangement". It is a step to vary the weight « Ø of each decision of weak classifier. Generally, the weight « Ø decreases as round Ø increases in AdaBoost process. classifier is relatively larger than other weak classifiers. It is obvious that the previous stage classifier can make a better decision than any single weak classifier, because it consists of a few weak classifiers selected at the previous stage. Except first two or three weights, the other weights have similar value. It implies that every single feature has similar influence to final strong decision. If one feature is discarded while the others keep their weights, then the probability conditions are not satisfied.
EA is applied to rearrange the weights, which still satisfy the probability conditions. Let an estimation of the weight be « Ø . Then the target parameter, « Ø , forms a chromosome. 
L L
The number of weak classifiers in a stage
The number of weak classifiers in a stage The boundary of each parameter is given by using maximum value of « Ø as follows.
where « Ñ Ü is the maximum value among the weights produced by AdaBoost algorithm.
The fitness function is employed by scores and penalty function as shown in equation (3) . Two kinds of scores are evaluated to define appropriate fitness value. Ë and Ë Ò indicate scores for face training data and non-face training data respectively. Basically, it is added by +1 for every correct classification. The stage probability conditions construct a linear penalty functions by equation (4) and (5) . Penalty functions are applied if an individual does not satisfy the constraints, i.e. lower detection rate or higher false positive rate than preassigned rates. Otherwise the penalty values are set to zero for feasible solutions.
where Ô and Õ indicate detection rate and false positive rate for th stage, which should be satisfied by stage classifier. Ô and Õ mean the detection rate and the false positive rate computed by applying a set of « Ø to training data. and are proper positive constants. By applying the linear penalty function, EA is employed to search the solutions that maximize the fitness function.
Population size is set to 100. The self-adaptation is selected as the mutation method [15] . In the initialization process, individuals are generated by random number satisfying the boundary condition in equation (2) . A solution from AdaBoost is already known, but it does not join in population. It is experimentally verified that the solution from AdaBoost is not helpful to find diverse « Ø with large variance. It is explained that a well fitted solution in the early generation restricts the exploration of evolution.
The q-tournament selection method is employed for the next generation. After 5 random tournaments for each individual, 50 parents are selected for reproducing. 50 parents and 50 new offsprings make up the next generation.
As shown in Figure 5 , EA finds a set of weight which satisfies the probability conditions, but a solution set is different from the result of AdaBoost learning. The set of weights has more diverse value than that from AdaBoost. Thus it is easier to select one weak classifier, which is likely to be pruned. By discarding one weak classifier which has the minimum weight, the number of weak classifiers reduces by one. Evolutionary search is followed to verify that there exists a feasible solution under a new set of weak classifiers À ¼ . If the feasible solution is found, then the set À Ø is stored as a possible solution set. And one weak classifier, which has the minimum weight, is discarded again. This procedure is continued until evolutionary search fails to find the feasible solution. Finally, the strong classifier is constructed by weighted linear combination of surviving weak classifiers. As evolutionary search processes by reducing the number of weak classifiers, the length of string, shown in Figure 6 , also decreases.
It should be noted that there is a possibility to improve detection accuracy although evolutionary pruning fails to find a reduced set of weak classifiers. Because the evolutionary search is basically employed to maximize the fitness function which drives the detection rate higher and false positive rate lower. The feasible solution from AdaBoost is already obtained and therefore, the evolutionary rearrangement is applied with the certainty of existing of feasible solution. The fitness function is not designed to reduce the number of weak classifiers directly, but it works for satisfying the probability conditions whenever a weak classifier is discarded.
IV. EXPERIMENTS
The face training set consists of 6000 hand labeled faces aligned to a base window size of 24¢24 pixels with 256 gray levels per pixel. For detecting the frontal faces, face training data are collected in the range of ¦½ AE in-plane rotation and ¦ AE out-of-plane rotation from the exact upright face. The face training set consists of various face images including the training data used by Viola and Jones.
The non-face training set consists of 6000 images for the training of the first stage. After training the stage classifier, non-face training set is updated. A portion of non-face examples, which is classified to non-face by current stage classifier, is removed from the training set. -Cascade structure is constructed with nest.
-Evolutionary pruning is employed to select weak classifiers for each stage. The nested cascade structures are constructed by reusing the previous stage classifier as shown in Figure 3 . The training results for the three cascade structures are summarized in Table I .
At the first stage in Table I , total six weak classifiers are boosted for both SC AB and NC AB. They are exactly the same for both cascade structures, since the training data is identical and nested structure is not available at the first stage. Starting from the set of six weak classifiers, evolutionary pruning method finds a set of five weak classifiers which is also satisfied the probability conditions. Even false positive rate is less than others. From the second stage to the final To demonstrate the performance of NC EP on the same training data, the experimental results of NC AB is derived from the same training data in NC EP. It means that the training data for NC AB and NC EP are exactly same through the whole stage. It should be noted that NC AB is not a complete detector, since the training data are changed to that of NC EP experiment, which is not derived from the stage classifier of NC AB.
In total, 1706 weak classifiers are employed for SC AB, and 1002 for NC EP. The number of weak classifiers of NC EP is reduced to 58.7% of SC AB. The number of weak classifiers concern with computation time. Especially, the early stages are closely related since the scan windows are applied to former stage classifier more than latter. For example, the first stage classifier is performed for every scan window while the second stage classifier may treat about 40% of scan window. The ratio of 40% is referred from the false positive rate Õ in training step. It varies on input images because the nature of input images may be somewhat different from the training data. The computation time of NC EP is approximately 15ms for a 320¢240 pixels input image on Pentium-IV 2.4 GHz with MS Windows XP. Visual C++ is used for implementation. In the same environment, the computation time of SC AB is about 26ms. The ratio of the computation time is similar to the ratio of the number of weak classifiers.
The proposed detector NC EP is tested on the CMU+MIT database. It consists of 130 images with 507 frontal faces with various conditions such as facial expression, occlusion, pose and scale variations, etc. Most images contain more Input image is scaled down by a factor of 1.25 and integral image is prepared for each scale of image. The detector is applied to each scale of image using a starting scale of 1 and a shift step size of 1 pixel. Table II shows the evaluation results of proposed detector and also gives comparison with previous approaches. By adjusting the threshold value of the final stage classifier, various number of false positives and corresponding detection rate can be obtained. The Rowley-Baluja-Kanade detector [2] is based on neural network and the evaluation result is given by Viola and Jones. The Schneiderman-Kanade detector [3] is based on naive Bayes classifier which estimated the joint probability of local appearance. Their detection rate is superior, but the computation time takes about 600 times more than ViolaJones detector. Wu et al [6] carried out an experiments of higher detection rate than ours. It should be noted that the main contribution of this paper is the evolutionary pruning scheme to reduce the computation time. The detection rate mainly depends on training data.
As shown in the evaluation results, the proposed detector is similar or slightly better than Viola-Jones detector. Their detector is constructed by total of 38 stages with 6061 weak classifiers. It has about 6 times larger weak classifiers than NC EP. This is explained by three reasons. The first is the extended feature pool. Variance features are added to basic Haar-like features and they reduce the total number of weak classifiers. The second is the nested structure. It reuses the previous stage classifier so that a good weak classifier is employed without additional computation cost. Generally, the previous stage classifier has relatively high weight « Ø , therefore a smaller number of weak classifiers is needed to construct the stage classifier. It is verified in Table I by comparing NC AB with SC AB. The third aspect is the evolutionary pruning. Evolutionary pruning can reduce the number of classifiers by considering the dependency among the weak classifiers. It helps that a set of « Ø has large variance, so that the minimum « Ø has little affect on the stage classifier performance. In this paper, EA-based real-time face detection system was proposed. It detected between 90.1% and 94.7% of faces on CMU+MIT database. The proposed face detector was compared with state-of-the-art face detectors. The experimental results showed that the detection accuracy of proposed detector was similar or better than Viola-Jones detector (one of the best face detectors) while the proposed detector had less computational cost. The computation time of proposed detector was about 15ms for a 320¢240 pixels input image on Pentium-IV 2.4 GHz with MS Windows XP.
The main contribution of this paper was to propose a method to construct effective cascade structure of classifiers. Evolutionary pruning was proposed to reduce the number of weak classifiers in each stage of cascade. The computation time is proportional to the number of weak classifiers, therefore the reduction process directly affects to detection speed. It was proved that evolutionary search could find a set of smaller number of weak classifiers than AdaBoost. By separating the dependency among the weak classifiers, pruning process was successfully performed. The total number of weak classifiers in proposed structure was reduced to 58.7% of that constructed from AdaBoost method. 
