The ability to identify the same person from multiple camera views without the explicit use of facial recognition is receiving commercial and academic interest. The current status-quo solutions are based on attention neural models. In this paper, we propose Attention and CL loss, which is a hybrid of center and Online Soft Mining (OSM) loss added to the attention loss on top of a temporal attention-based neural network. The proposed loss function applied with bag-of-tricks for training surpasses the state of the art on the common person Re-ID datasets, MARS and PRID 2011. Our source code is publicly available on github 1 .
Introduction
Person Re-IDentification (Re-ID) aims to recognize the same individual in different pictures or image sequences caught by distinct cameras that may or may not be temporally aligned (Fig 1) . The goal of video-based person Re-ID is to find the same person in a set of gallery videos from a query video. One industrial use case is surveillance for security purposes. In contrast with image-based person Re-id, which can be consequently affected by several factors such as blurriness, lighting, pose, viewpoint and occlusion, videobased person Re-ID is more robust to these pitfalls as multiple frames distributed across the video are used.
Methodology
Baseline (Base Temporal Attention): We use Gao and Nevatia's (2018) (Zheng et al. 2016) . Same individual captured in 3 input video clips the last layer (richer feature space), using warm-up learning rate, random erasing of patches within frames (simulating occlusion), label smoothing, center loss in addition to triplet loss, cosine-metric based triplet loss (angular distance proven better than L-2 distance) and lastly, batch normalization before the classification layer. Our experiments reveal that batch normalized feature provides a more robust model compared to non-normalized features. Attention and CL loss: Wang et al. (2018) proposed Online Soft Mining and Class-Aware Attention (OSM loss) as an alternative to triplet loss for training Re-ID tasks, a modified contrastive loss with attention to remove noisy frames. We propose CL Centers OSM loss, which uses the center vectors from center loss as the class label vector representations, for cropping out noisy frames as they have greater variance compared to the originally proposed classifier weights. In addition, we penalize the model for giving high attention scores to frames where we have randomly deleted a patch. Such randomly erased frames are labeled as 1 otherwise 0.
Attention loss
where N is the number of total frames. Model mAP (re-rank) CMC-1 (re-rank) CMC-5 (re-rank) CMC-20 (re-rank) SOTA w/o re-ranking (Fu et al., (2018)) 81.2 (-) 86.2(-) 95.7(-) -(-) SOTA with re-ranking (Fu et al., (2018) 
Evaluation and Results
In our experiments, we use four frames of the video selected randomly, N = 4. Figure 2 shows the proposed model architecture. Table 1 and Table 2 show a comparison of our model to the state-of-the-art results on MARS and PRID 2011 datasets.
Conclusion and Future Work
In this paper, we mixed and improved existing techniques to surpass the state-of-the-art accuracy on MARS and PRID 2011 datasets. We plan to evaluate our work on other datasets and other similar tasks like facial re-identification in the future.
