Introduction
Let Ω be a bounded domain in R n , n ≥ 1. For 1 < p < ∞, the Fučík spectrum of the p-Laplacian on W 1, p 0 (Ω) is defined as the set Σ p of those points (a, b) ∈ R 2 such that
has a nontrivial solution. Here ∆ p u = div |∇u| p−2 ∇u and u ± = max {± u, 0}. It is known that the first eigenvalue λ 1 of −∆ p on W positive, simple, and admits a positive eigenfunction ϕ 1 ∈ W 1, p 0 (Ω) ∩ C 1 (Ω) (see Lindqvist [8] ), so Σ p contains the two lines λ 1 × R and R × λ 1 . A first nontrivial curve C 2 in Σ p through (λ 2 , λ 2 ), where λ 2 is the second eigenvalue of −∆ p , was recently constructed and variationally characterized by a mountain-pass procedure in Cuesta, de Figueiredo, and Gossez [3] . It was shown there that C 2 is continuous, strictly decreasing, and asymptotic to λ 1 × R and R × λ 1 at infinity.
As is well-known, solutions of (1.1) are the critical points of the C 1 functional
When (a, b) ∈ Σ p , the origin is an isolated critical point of I (a,b) and hence the critical groups C * (I (a,b) , 0) are defined. Some of these groups were computed in Dancer [4] and Perera and Schechter [9, 10] in the linear case p = 2. The purpose of the present paper is to extend some of these computations to the quasilinear case p = 2. Let C 11 = (−∞, λ 1 ] × λ 1 ∪ λ 1 × (−∞, λ 1 ) and
We shall show that (ii). If (a, b) lies between C 11 and C 12 , then C q (I (a,b) , 0) = 0 ∀q.
Denote by J s the restriction of the functional
As noted in [3] , the points in Σ p on the line parallel to the diagonal a = b and passing through (s, 0) are exactly of the form (s + c, c) with c a critical value of J s . As we will see in Section 2, the critical groups of I (a,b) are related to the homology groups of the sublevel sets of J a−b . Note that the standard second deformation lemma cannot be used in determining the structure of these sublevel sets as the manifold S is not of class C 1,1 when p < 2. We will overcome this difficulty by using a deformation lemma on a C 1 manifold from Ghoussoub [7] and the Ekeland's variational principle to show that
We will also use this to prove the following homotopy invariance result for C * (I (a,b) , 0), which does not follow from the standard homotopy invariance theorem for critical groups again because of our very limited smoothness.
In the process of proving Theorem 1.1, we will also show that the curve C 2 has the following topological property. For b > max {λ 1 − s, λ 1 }, the set
is path-connected if and only if the point (s + b, b) lies above C 2 . This was proved in Dancer and Du [5] for p = 2.
As an application, we consider the quasilinear elliptic boundary value problem
where f is a Carathéodory function on Ω × R such that
uniformly in x. We shall prove (ii In particular, (1.7) has a nontrivial solution if a 0 = b 0 , a = b are not in σ(−∆ p ) and λ 1 or λ 2 lies between a 0 and a, which is a special case of the well-known Amann-Zehnder theorem when p = 2 (see [1] ).
Solutions of (1.7) are the critical points of
where
one would expect that
This, however, seems difficult to prove since Φ is not C 1,1 in general. To get around this difficulty we will construct a perturbed functional Φ that has the same critical points as Φ, with Φ(u) = I (a 0 ,b 0 ) (u) for u small and Φ(u) = I (a,b) (u) for u large. Then (1.10) would hold with Φ replaced by Φ. Proof of Theorem 1.3 is given in Section 3.
Critical Group Computations
We work with the constrained functional J s . Since Σ p is clearly symmetric with respect to the diagonal, we may assume that s ≥ 0. It was shown in Cuesta, de Figueiredo, and Gossez [3] that J s satisfies (PS), (i). ϕ 1 is a global minimum of J s with J s (ϕ 1 ) = λ 1 − s, and the corresponding point (λ 1 , λ 1 − s) in Σ p lies on the vertical line through (λ 1 , λ 1 ),
(ii). −ϕ 1 is a strict local minimum of J s with J s (−ϕ 1 ) = λ 1 , and the corresponding point (s + λ 1 , λ 1 ) in Σ p lies on the horizontal line through (λ 1 , λ 1 ), (iii). denoting by Γ the family of all continuous paths in S joining ϕ 1 and
is the first critical value of J s that is > λ 1 , so
Lemma 2.1. Denoting by K c the set of critical points of J s with critical value c, for s > 0,
Since any eigenfunction of −∆ p associated with an eigenvalue > λ 1 changes sign, u < 0 somewhere. Let Ω − = {x ∈ Ω : u(x) < 0}. Then
by Lemma 5.6 of [3] . Since u − > 0 in Ω − , λ 1 must also be the first Dirichlet eigenvalue of −∆ p on Ω − , so it follows from Lemma 5.7 of [3] that Ω − = Ω. Thus u = −ϕ 1 . We complete the proof by showing that if u ∈ K c with c < λ 1 , then c = λ 1 − s and u = ϕ 1 . We have
so λ 1 (Ω − ) = c < λ 1 , contradicting Lemma 5.7 of [3] . Thus u ≥ 0 and satisfies
Note that
so the sublevel sets
are related by
where H * denote reduced homology groups. (2.10) also holds with
Proof. Since 0 is the only critical point of I (a,b) , 
Before the proof, two corollaries. The first should be compared with Lemma 3.6 of [3] .
(2.14) 
induced by inclusions, where i * is an isomorphism by Lemma 2.3 as J s has no critical points in J −1
where |z ′ | denotes the support of the singular q-chain z ′ . Clearly, c ∈ [α, β]. We will show that J s has a critical point in J −1
We follow the proof of Theorem 3.2 in Ghoussoub [7] . Consider the subspace L of C([0, 1] × S; S) consisting of all continuous deformations η such that
(ii). sup {ρ(η(t, u), u) : (t, u) ∈ [0, 1] × S} < +∞ where ρ is the Finsler metric on S,
L equipped with the metric
is a complete metric space. For any η ∈ L, the assumption that there is no path in J 
Let η be the identity in L (i.e., η(t, u) = u for all (t, u) ∈ [0, 1] × S), and note that
Applying the Ekeland's principle, we get an η 0 ∈ L such that
24)
Since J s satisfies (PS) and c ≤ J s (u) < c + ε 2 for all u ∈ C, it is enough to show that there is a u ε ∈ C such that J ′ s (u ε ) ≤ 4ε. Indeed, in view of (2.24), any such point necessarily satisfies dist(u ε , O) ≤ dist(u ε , |z ′ |) ≤ ε. Suppose now that J ′ s (u) > 4ε for all u ∈ C. Applying Lemma 3.7 of Ghoussoub [7] , we get t 0 > 0, α ∈ C([0, t 0 ) × S; S), and g ∈ C(S; [0, 1]) such that
In particular, if u 0 is any cluster point of (u λ ) as λ → 0, then η 0 (1, u 0 ) ∈ C, and hence
by (iii). On the other hand,
by (ii), and combining this with (2.26) gives 
gives We are now ready to give the 
Proof of Theorem 1.1. (i). Since
by the continuity of J a−b , and an argument similar to that in the proof of Lemma 2.9 of [3] shows that
(iii). By Proposition 2.3 and Lemma 2.9 of [3] , there are ε > 0 and
by Lemma 2.3. As (2.42) implies that
and
by Corollary 2.5.
(iv). By Lemma 2.2,
and the conclusion follows since O b is path-connected by Lemma 2.6.
Proof of Proposition 1.2.
If both (a 0 , b 0 ) and (a 1 , b 1 ) are below C 11 , then the conclusion follows from part (i) of Proposition 1.1. So, by Lemma 2.2, it suffices to show that for any (a 0 , b 0 ) / ∈ Σ p that lies above C 11 ,
for all (a, b) sufficiently close to (a 0 , b 0 ). Choose ε > 0 so small that B 4ε (a 0 , b 0 ) ∩ Σ p = ∅, which is possible since Σ p is closed, and suppose that |a − a 0 | + |b − b 0 | ≤ ε. Then
so we have the inclusions
which induce homomorphisms 3 Proof of Theorem 1.3
If u is a critical point of Φ + , taking
shows that u − = 0, so u = u + is also a critical point of Φ with critical value Φ(u) = Φ + (u). Furthermore, u ∈ L ∞ (Ω) ∩ C 1 (Ω) by Anane [2] and di Benedetto [6] , so it follows from the Harnack inequality (Theorem 1.1 of Trudinger [11] ) that either u > 0 or u ≡ 0. Similarly, nontrivial critical points of Φ − are negative solutions of (1.7).
The following lemma is known, but for completeness we give a simple proof.
Lemma 3.1. The mapping u → |u| is continuous on X. Hence the mappings
Proof. Since ∇|u| = sgn u ∇u a.e., |u| = u , so by uniform convexity it suffices to prove norm to weak continuity, i.e., u j → u implies |u j | ⇀ |u|.
We have |u j | → |u| in L p (Ω), so by weak compactness |u j | ⇀ z in X for a subsequence. Hence z = |u| and |u j | ⇀ |u| for the whole sequence. Proof. We only consider a local minimizer u 0 > 0 of Φ + as the argument for Φ − is similar. We have to show that for every sequence u j → u 0 in X, Φ(u j ) ≥ Φ(u 0 ) for sufficiently large j. By (1.8),
for some constant C > 0, so
g(x, s) ds, and
so that
Since (a 0 , b 0 ), (a, b) / ∈ Σ p , I (a 0 ,b 0 ) and I (a,b) satisfy (PS) and have no critical points on S 1 = ∂B 1 , so
By homogeneity,
while it follows from (1.8) that
as ρ → 0 and R → ∞, so We are now ready to prove Theorem 1.3. Denote by Φ ± the modified functionals obtained by applying Lemma 3.3.
(i). If a 0 < λ 1 < a, then (a 0 , 0) is below C 11 and (a, 0) is between C 11 and C 12 , so C q ( Φ + , 0) = C q (I (a 0 ,0) , 0) = δ q0 Z, 
