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Abstract. In this paper we deal with linear inverse problems and convergence rates
for Tikhonov regularization. We consider regularization in a scale of Banach spaces,
namely the scale of Besov spaces. We show that regularization in Banach scales differs
from regularization in Hilbert scales in the sense that it is possible that stronger source
conditions may lead to weaker convergence rates and vive versa. Moreover, we present
optimal source conditions for regularization in Besov scales.
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1. Introduction
Regularization of inverse problems formulated in Banach spaces have been of recent
interest. On the one hand there are a several theoretical regularization results such
as convergence rates in a general Banach spaces setting, see e.g. [5, 6, 14, 15, 22, 23], or
convergence rates for special sequence spaces such as ℓp, 1 ≤ p < 2, see e.g. [18,20]. On
the other hand there are results which deal with solving inverse problems formulated in
Banach spaces, such as Landweber-like iterations or minimization methods for Tikhonov
functionals, see e.g. [26] and [1–4, 11, 13, 21, 27], respectively.
The interest in Banach spaces is due to the fact that in many situations a Banach
space is better suited to model the data under consideration than a Hilbert space. In
the context of image processing, for example, the Banach space BV of functions of
bounded variation is used to model images with discontinuities along lines [5, 24, 28].
Moreover, [15] presents two examples in which the use of Banach spaces is necessary
for a thorough formulation of the problem. Another class of Banach spaces are the
Besov spaces Bsp,q which play an important role in inverse problems related to image
processing, see e.g. [7, 8, 17].
In this paper we make a first attempt to analyze inverse problems in scales of Banach
spaces generalizing classical Hilbert scales [19]. The easiest scale of Banach spaces is
the scale of Sobolev spaces W sp . However, we are going to use Besov spaces B
s
p,p since
they coincide with the Sobolev scale in most cases if the integrability indices coincide.
Moreover, they come with a characterization in terms of wavelet coefficients which make
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them easy to use for our purposes. We apply previous convergence rates regularization
results from [5, 15] in the scale of Besov spaces and develop optimal convergence rates.
To this end, we derive the source conditions that lead to a convergence rate of O(√δ)
in a certain Sobolev space.
Consider the equation
F u† = v, (1)
where F is a linear continuous operator
F : BD → L2
between the Besov space BD := BsDpD,pD , sD ∈ R, pD > 1, and Lebesgue space L2. In
general these function spaces contain functions or distributions defined on the subset
Ω ⊂ Rd. Due to clarity we omit Ω in the following. The Besov spaces Bsp,p are subspaces
of the space of tempered distributions S ′ and, in contrast to S ′, they are Banach spaces
for p ≥ 1 [25]. Different from classical approaches we use the domain BD—often a
superset of L2—and not L2 itself. That may be of interest in some applications, e.g.
mass-spectrometry where the data consists of delta peaks (see [10, 16]) which are not
elements of L2.
If we assume that only noisy data vδ with noise level ‖v − vδ‖ ≤ δ are available,
the solution of (1) could be unstable and has to be stabilized by regularization methods.
We use regularization with a Besov constraint, i.e. we regularize by minimizing a not
necessarily quadratic functional Tα : BD → [0,∞] defined by
Tα(u) := ‖Fu− vδ‖2L2 + α‖u‖pRBR, (2)
where BR := BsRpR,pR is a Besov space, not necessarily equal to BD. Since Tα shall be
defined on BD we define
‖u‖BR =∞
for u /∈ BR.
In this paper we will investigate regularization properties and convergence rates of
the regularization method consisting of the minimization of (2), i.e. uα,δ ∈ argminTα(u).
The proceeding is as follows.
i) In section 2 we introduce the notation and collect preliminary results.
ii) In section 3 we apply convergence rates results for Banach spaces [5,15]. With the
constraints on pR and sR in mind and the parameter rule α = δ we will get a stable
approximation, i.e.
‖uα,δ − u†‖BR → 0, δ → 0,
and a convergence rate in the Sobolev space Hσ
‖uα,δ − u†‖Hσ = O(
√
δ),
with σ depending on sR and pR (theorems 3.1 and 3.2). These results restrict
the choice of possible regularization spaces BR. Using Besov space embeddings in
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section 4 we will get a generalization of the first result. We find a convergence
rate—also formulated in a Sobolev space—which holds for a larger set of Besov
space penalties ‖ · ‖pRBR (theorem 4.1).
iii) The convergence result gets stronger as σ increases since for θ > 0 it holds
Hσ+θ ⊂ Hσ. Since σ depends on sR and pR, we address the question how to
choose BR in a way such that σ is maximal. We will find the regularization penalty
‖ · ‖pRBR , which gives the best estimate with respect to σ.
iv) In section 5 we apply these results to some operators defined in Sobolev and Besov
spaces to demonstrate the differences.
2. Notation and Basic Besov Space Properties
As already mentioned, Besov spaces Bsp,q are subspaces of the space of tempered
distributions S ′. They coincide with special cases of traditional smoothness function
spaces such as Ho¨lder and Sobolev spaces. Note e.g., that Bsp,p = W
s
p for s /∈ Z and
p ≥ 1 and even Bs2,2 = Hs := W s2 for all s ∈ R. As from now we use the term Sobolev
space only for the Hilbert spaces Hs. This clarifies the characterization that the Besov
space Bsp,q contains functions having s derivatives in Lp norm. The second integrability
index q declares a finer nuance of smoothness. In the following we omit the second
integrability index q of the Besov spaces which is always equal to the corresponding first
one p.
There are a several ways of defining Besov spaces. Most commonly they are
defined via the modulus of smoothness, a way to model differential properties. For
a detailed introduction of Besov spaces via moduli of smoothness in conjunction with
other smoothness spaces see e.g. [12, section 4.5].
Another way defining Besov spaces is based on wavelet coefficients. According to [9]
for all s ∈ R, p > 0, there exists a wavelet basis {ψλ}λ∈Λ such that
‖u‖pBsp ≍
∑
λ∈Λ
2p(s+d(
1
2
− 1
p
)) |λ||uλ|p, (3)
where uλ = 〈u, ψλ〉 =
∫
uψλdx are the wavelet coefficients of u. The notation A ≍ B
means that there exist constants c, C > 0 such that cA ≤ B ≤ CA. We will use this
equivalent norm throughout the paper.
An important ingredient in the analysis of the regularization method (2) is the
embedding result (cf. [25]):
Proposition 2.1. Let Bs1p1 , B
s2
p2
be Besov spaces. If
s1 − d
p1
> s2 − d
p2
and p1 ≤ p2, (4)
then Bs1p1 ⊂ Bs2p2 continuously. The term s− dp is called differential dimension of Bsp.
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The embedding of Besov spaces is often visualized with the help of the DeVore
diagram [12] where one plots the smoothness s against 1/p, see figure 1. ByBs1p1 ⊂ Bs2p2 , in
the following, we denote not only the set-theoretical embedding but also the continuous
embedding.
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Figure 1. DeVore diagram for the embedding of Besov spaces.
We are going to use the following Besov spaces:
• BD := BsDpD for the domain of F .
• BR := BsRpR for the space in which we regularize.
• BS := BsSpS for the source condition.
• BG := BsGpG for the range of F ∗ which models the smoothing properties of F .
As stated above, the smoothing properties of the operator
F : BD → L2
are modeled by assuming that the range of its adjoint is small, namely
rgF ∗ = BG ⊂ B∗D = B−sDp∗
D
,
where p∗ is defined via 1
p
+ 1
p∗
= 1, hence p∗ = p
p−1
. Consequently, we have
sG − d
pG
> −sD − d
p∗D
,
1
pG
≥ 1
p∗D
.
3. Convergence and Convergence Rates
The first result we need is a regularization result in the regularization space BR.
Theorem 3.1. Let BR ⊂ BD and let u† be a minimum-‖ · ‖BR-solution of Fu = v.
Then, for each minimizer uα,δ of
Tα(u) = ‖Fu− vδ‖2 + α‖u‖pRBR,
and the parameter rule α ≍ δ we get convergence
‖uα,δ − u†‖BR → 0, δ → 0. (5)
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Proof of theorem 3.1. We equip BD and L2 with the weak topologies and want to use
theorem 3.5 from [15]. To do so, we need the following to be fulfilled:
(i) The norm ‖ · ‖L2 is weakly lower-semicontinuous in L2.
(ii) F : BD → L2 is weakly continuous.
(iii) ‖ · ‖BR is proper, convex and weakly lower-semicontinuous on BD.
(iv) The sets Aα = {u | ‖Fu − vδ‖2 + α‖u‖pRBR < M} are weakly sequentially compact
in BD.
The first point is obvious and the second point is fulfilled by the assumption that F is
linear and continuous. For the forth point note that due to the continuous embedding
we have ‖ · ‖BD ≤ C‖ · ‖BR and hence, the sets Aα are bounded in BD which implies
weak sequential compactness due to reflexivity of BD.
For the third point note that there exists a wavelet basis {ψλ} which is an
unconditional basis for both BR and BD. Now, let uk → u weakly in BD and uk ∈ BR.
Since the ψk are also elements of the dual spaces B∗R and B∗D it holds for all λ
〈uk, ψλ〉 k→∞−→ 〈u, ψλ〉
and hence, a sequence uk bounded in BR converges weakly to u in BR if it does in the
larger space BD, because the duality pairing is the same in both spaces and {ψλ} is
an unconditional basis in BR. This shows the weak lower-semicontinuity of ‖ · ‖BR on
BR-bounded sets in BD (which is sufficient for theorem 3.5 from [15] to hold).
Now, by theorem 3.5 from [15] it follows, that uα,δ → u† weakly in BD (and by
the above considerations also in BR) and moreover ‖uα,δ‖BR → ‖u†‖BR. Since BR is
uniformly convex, this implies uα,δ → u† strongly in BR.
Now we formulate a theorem on the rate of convergence which follows from the
general results on regularization in Banach spaces [5]. We assume that certain knowledge
on the true solution u† is available, i.e. a certain source condition is fulfilled. The source
condition is formulated in terms of Besov smoothness. This assumption, together with
the assumptions on the range of F ∗, leads to a regularization term for which a certain
convergence rate in Sobolev norm can be proven.
Theorem 3.2. Let u† ∈ BS ⊂ BD with pS ≤ pG. Then, for each minimizer uα,δ of the
Tikhonov functional
Tα(u) = ‖Fu− vδ‖2 + α‖u‖pRBR,
with
pR =
pS + pG
pG
, sR ≤ pSsS − pGsG
pS + pG
(6)
and the parameter rule α ≍ δ we get the convergence rate
‖uα,δ − u†‖Hσ = O(
√
δ), (7)
where σ := sR + d
(
1
2
− 1
pR
)
.
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Remark 3.3. Notice, that in general the convergence statements in theorem 3.1 and
theorem 3.2 correspond to different Besov spaces BR and Hσ. The spaces coincide if
and only if pS = pG, otherwise we cannot give any information of inclusions, because
the differential dimensions are equal:
σ − d
2
= sR − d
pR
.
Remark 3.4. The definitions of pR and sR in theorem 3.2 imply that BS ⊂ BR.
Otherwise the statement would not be meaningful, since if BS % BR,
∃ u† ∈ BS : ‖u†‖pRBR =∞.
To see this note that due to BG ⊂ B∗D the inequality 1pG ≥
pD−1
pD
holds and because
BS ⊂ BD we get 1pS ≥ 1pD and hence,
pR =
pS + pG
pG
= pS
( 1
pG
+
1
pS
)
≥ pS
(pD − 1
pD
+
1
pD
)
= pS.
To see the inequality for the differential dimension of BR and BS note that BS ⊂ BD ⊂
B∗G, and hence
−(sS + sG) < d
(pG − 1
pG
− 1
pS
)
,
which leads to
−(sS + sG)pGpS+d(pG + pS)− d(pGpS)
<d
(pG − 1
pG
− 1
pS
)
pGpS + d(pG + pS)− d(pGpS) = 0.
Applying this to the constraints (6) for pR and sR yields
sR − d
pR
≤ pSsS − pGsG
pS + pG
− d pG
pS + pG
= sS − d
pS
+
−(sS + sG)pGpS + d(pG + pS)− d(pGpS)
(pS + pG)pS
< sS − d
pS
.
For the proof of theorem 3.2 we need a property of the mapping
‖ · ‖pRBR : BS → [0,∞).
Proposition 3.5. Let u ∈ BS and let sR and pR fulfill (6). Then
∂
(
‖u‖pRBR
)
=
{
∇‖u‖pRBR
}
⊂ BG.
Proof. Let u ∈ BS . Since pS, pG > 0, pR = 1 + pSpG > 1, we get
∂(‖u‖pRBR) = {∇‖u‖pRBR} =
{
pR
∑
λ∈Λ
2
pR(sR+d(
1
2
− 1
pR
)) |λ|
sign(uλ) |uλ|pR−1
}
, (8)
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and hence,∥∥∥∇‖u‖pRBR∥∥∥pGBG =∑
λ∈Λ
2
pG(sG+d(
1
2
− 1
pG
)) |λ|
∣∣∣pR 2pR(sR+d( 12− 1pR )) |λ| sign(uλ) |uλ|pR−1∣∣∣pG
= ppGR
∑
λ∈Λ
2
[pG(sG+d(
1
2
− 1
pG
))+pGpR(sR+d(
1
2
− 1
pR
))] |λ||uλ|pG(pR−1).
Because (6) if fulfilled we get for the exponent
pG
(
sG + d
(1
2
− 1
pG
))
+ pGpR
(
sR + d
(1
2
− 1
pR
))
=pGsG + pGpRsR + d
(pGpR
2
− pG
2
− 1
)
=pS
(pG
pS
sG +
pG
pS
sR + sR
)
+ dpS
(1
2
− 1
pS
)
≤ pSsS + pSd
(1
2
− 1
pS
)
,
hence ∥∥∥∇‖u‖pRBR∥∥∥pGBG ≤ ppGR ∑ 2pS(sS+d( 12− 1pS )) |λ||uλ|pS ≍ ppGR ‖u‖pSBS <∞,
since u ∈ BS .
Now we are able to do the
Proof of theorem 3.2. In [5] it is proved that the source condition
∃w ∈ L2 : F ∗w ∈ ∂(‖u†‖pRBR) (9)
leads to the estimate for the so-called Bregman distance
D∂‖u†‖pR
BR
(uα,δ, u†) = O(δ)
for minimizers uα,δ of the Tikhonov functional (2) and α ≍ δ. Here by assumption the
range of the adjoint operator F ∗ is BG, and hence, with proposition 3.5, we get
∂
(
‖u‖pRBR
)
=
{
∇‖u‖pRBR
}
⊂ BG = rg(F ∗),
thus the source condition (9) is fulfilled. Further we get with (8)
D∇‖u†‖pR
BR
(uα,δ, u†) = ‖uα,δ‖pRBR − ‖u†‖pRBR − 〈∇‖u†‖pRBR, uα,δ − u†〉
=
∑
λ∈Λ
2
pR(sR+d(
1
2
− 1
pR
)) |λ|
(
|uα,δλ |pR − |u†λ|pR
− pR sign(u†λ) |u†λ|pR−1(uα,δλ − u†λ)
)
=O(δ).
For a, b ∈ R, C > |a|, |b− a| < L, 1 < p ≤ 2 by [3, lemma 4.7],
|b|p − |a|p − p sign(a)|a|p−1(b− a) ≥ k(p, C, L)|b− a|2,
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where k(p, C, L) is a positive constant which depends on p, C and L. Since by remark 3.4
it holds u† ∈ BS ⊂ BR and hence,
∃C > 0 :
∣∣∣2(sR+d( 12− 1pR )) |λ||u†λ|∣∣∣ < C, λ ∈ Λ.
Furthermore, since ‖uα,δ − u†‖BR → 0 for δ → 0 we get according to theorem 3.1
∃L > 0 :
∣∣∣2(sR+d( 12− 1pR )) |λ|[uα,δλ − u†λ]∣∣∣ < L, λ ∈ Λ.
Applying this with a = 2
(sR+d(
1
2
− 1
pR
)) |λ|
uα,δλ , b = 2
(sR+d(
1
2
− 1
pR
)) |λ|
u†λ, and p = pR ∈ (1, 2],
since pG ≥ pS, we get
D∇‖u†‖pR
BR
(uα,δ, u†) ≥ K
∑
λ∈Λ
2
(2(sR+d(
1
2
− 1
pR
))) |λ||uα,δλ − u†λ|2
≍ K‖uα,δλ − u†λ‖2
H
sR+d
(
1
2−
1
pR
) ,
because of the norm equivalence (3) and the fact that Hs = Bs2,2 for all s.
Finally, this gives
‖uα,δ − u†‖Hσ = O(
√
δ)
where σ := sR + d
(
1
2
− 1
pR
)
.
4. Source Condition Weakening
In the setup of theorem 3.2 we assumed that a source condition in terms of Besov
smoothness is known, i.e. u† ∈ BS. From that a regularization penalty ‖ · ‖pRBR was
derived which leads to a convergence rate in a certain Sobolev space.
Besov spaces are embedded into each other via the non-linear intricate properties
(4) of proposition 2.1. Considering this, the question arises which penalties ‖ · ‖pRBR
and convergence rates (i.e. which σ) follows from a weakened source condition u† ∈ Bsp
with BS ⊂ Bsp ⊂ BD. In addition to the embedding properties (4) for application of
theorem 3.2 one has to ensure p ≤ pG. This yields to the following set of possible weaker
source conditions
u† ∈ Bsp such that BS ⊂ Bsp, i.e. sS −
d
pS
> s− d
p
, (10)
1
pS
≥ 1
p
, (11)
Bsp ⊂ BD, i.e. s−
d
p
> sD − d
pD
, (12)
1
p
≥ 1
pD
, (13)
pR ∈ (1, 2], i.e. 1
p
≥ 1
pG
. (14)
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Figure 2. Weaker source conditions u† ∈ Bsp with BS ⊂ Bsp ⊂ BD, 1pD > 1pG
Figure 2 illustrates the set of weaker source conditions, i.e. the equalities (10)-(14),
graphically for pD < pG, which ensures p ≤ pG.
The direct application of theorem 3.2 to the idea of weakening the source condition
with (10)-(14) gives the following theorem.
Theorem 4.1. Let u† ∈ BS ⊂ BD with pS ≤ pG. Further let p > 0 with pS ≤ p ≤
min{pD, pG} and ε > 0. Then, for each minimizer uα,δ of the Tikhonov functional
Tα(u) = ‖Fu− vδ‖2 + α‖u‖pRBR,
with
pR =
p + pG
pG
, sR ≤ p sS − pGsG
p + pG
− d
( 1
p+ pG
( p
pS
− 1
))
− ε
( p
pS
− 1
)
, (15)
and the parameter rule α ≍ δ we get the convergence rate
‖uα,δ − u†‖Hσ = O(
√
δ),
where σ := sR + d
(
1
2
− 1
pR
)
.
Proof. From (11),(13) and (14) it follows that theorem 3.2 is applicable for p > 0
with pS ≤ p ≤ min{pD, pG}. To ensure the embedding properties for the differential
dimension, i.e. equation (10) and (12), one has to choose s ∈ R with
sS − d
pS
> s− d
p
> sD − d
pD
.
With that the application of theorem 3.2 yields (15) and hence the convergence in
Hσ.
The convergence result in theorem 4.1 gets stronger as σ increases. Since σ depends
on sR and pR we address the question how to choose BR in a way such that σ is maximal.
We try to find the regularization penalty ‖ · ‖pRBR, which gives the best estimate with
Regularization in Besov scales 10
respect to σ (while F and the spaces BS, BG and BD are fixed). Since σ depends strictly
monotone on sR, we have to choose sR as large as possible so that we have to solve the
following optimization problem, which depends only on p:
max
p
psS−pGsG
p+pG
+ d
[
1
2
− 1
p+pG
(
pG
p∗
G
+ p
pS
)]
− ε
(
p
pS
− 1
)
such that pS ≤ p ≤ min{pD, pG}.
}
(16)
Since ε > 0 can be arbitrarily small we neglect the term ε
(
p
pS
− 1) and hence, we
have to find the maximum of
σ̂(p) :=
psS − pGsG
p+ pG
+ d
[1
2
− 1
p + pG
(pG
p∗G
+
p
pS
)]
=
p
p+ pG
(
sS − d
pS
)
+
pG
p+ pG
(
− sG − d
p∗G
)
.
The function σ̂ is monotonically increasing in p, since for p1 > p2 we get
σ̂(p1)− σ̂(p2)
=
( p1
p1 + pG
− p1
p1 + pG
)(
sS − d
pS
)
+
( pG
p2 + pG
− pG
p2 + pG
)(
− sG − d
p∗G
)
=
(
pG
p1 − p2
(p1 + pG)(p2 + pG)
)(
sS − d
pS
−
(
− sG − d
p∗G
))
> 0,
since BS ⊂ BD ⊂ B∗G. This proves
Corollary 4.2. Let u† ∈ BS ⊂ BD, pS ≤ pG and ε > 0 sufficiently small. Then the
Tikhonov regularization Tα with the parameter rule α ≍ δ, penalty according to (15)
with
p := min{pD, pG}
gives the strongest convergence.
i) If pG ≥ pD, we get with ε˜ := ε
(
p
pS
− 1
)
pR =
pD + pG
pG
,
sR =
pDsS − pGsG
pD + pG
− d( 1
pD + pG
(
pD
pS
− 1))− ε˜,
a convergence rate result (7) in Hσ with
σ =
pDsS − pGsG
pD + pG
+ d
[1
2
− 1
pD + pG
(pG
p∗G
+
pD
pS
)]
− ε˜.
ii) If pG < pD, we obtain with
pR = 2,
sR =
1
2
(
sS − d
pS
− (sG − d
pG
))− ε˜,
convergence rate (7) in BR = HsR.
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Remark 4.3. If pS < min{pD, pG} the convergence rate in corollary 4.2 is better than
in theorem 3.2. Note that the Tikhonov functionals do not coincide.
A curiosity of theorem 3.2, i.e. of the straight forward application of the Banach
space regularization results [5, 15], is that a more restrictive source condition BT ⊂ BS
does not necessarily enforce a better convergence rate. As the following counterexample
shows, sometimes the converse may happen.
Counterexample 4.4. Let ε > 0 be sufficiently small and η > 0. Further let F be an
operator with
F : H−η → L2, rgF ∗ = Hη.
(i) With the loose source condition u† ∈ BS = Hη theorem 3.2 yields a convergence
rate in Lebesgue space L2. (The choice BS = Hη leads to BR = L2.)
(ii) If we tighten the condition to u† ∈ Bη+
d
2
+3ε
1 ⊂ Hη we get the regularization space
BR = Bη+ε+d/63/2 and a convergence rate in Sobolev space H
− η
3
+ε
2 , which is larger
than in L2 for small ε.
In contrast to that the usage of Besov space embeddings, i.e. corollary 4.2, rewards
a tighter source condition with a stronger convergence rate: Let BT ⊂ BS, i.e.
sT − d
pT
> sS − d
pS
, pT ≤ pS.
Then we get consequently for case i) (pG ≥ pD)
σ(BT )− σ(BS) = pD
pD + pG
(
sT − d
pT
− (sS − d
pS
))
> 0,
and for case ii) (pG < pD)
σ(BT )− σ(BS) = 1
2
(
sT − d
pT
− (sS − d
pS
))
> 0.
5. Examples
In the following we will illustrate the convergence rate results with a few examples.
With the first one we want to show that the choice of the parameter p resp. the choice
of the source condition BS ⊂ Bsp ⊂ BD (cf. (10)-(14)) influences the convergence rate
significantly.
Example 5.1 (Smoothing in the Sobolev scale). Let d = 1, η > 1
2
and consider the
operator
F : H−η → L2, with rgF ∗ = Hη,
i.e. we consider smoothing of order η in the Sobolev scale. Moreover, we assume that
the source condition u† ∈ B2η1 ⊂ H−η holds. Theorem 4.1 yields convergence rates
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for Tikhonov penalties ‖ · ‖pR(p)
B
sR(p)
pR(p)
with pS ≤ p ≤ pG = pD. Since σ s monotone in p,
cf. solution of the optimization problem, we just investigate in the two boundary values
here. For p = pS we get the Tikhonov functional
Tα(u) = ‖Fu− vδ‖2 + α‖u‖
3
2
B03
2
.
With that worst parameter choice resp. worst source condition theorem 4.1 yields
σ =
2η − 2η
3
+
1
2
− 2
3
= −1
6
and hence, the convergence rate occurs in a Sobolev space Hσ with negative smoothness.
Next let us check the rate with optimal parameter p = pG. Here we get for the
Tikhonov functional
Tα(u) = ‖Fu− vδ‖2 + α‖u‖2
H
η
2−
1
4−ε
the convergence rate in the Sobolev space Hσ with smoothness
σ =
4η − 2η
4
+
1
2
− 1
4
(1 + 2)− ε = η
2
− 1
4
− ε,
which is greater than zero for small ε, since η > 1
2
. Hence, we get a convergence rate in
a Sobolev space with positive smoothness.
The first example may lead to the conclusion that a penalty formulated in a Sobolev
space gives the best convergence rate. This impression may be intensified, because the
optimal source also lives in a Sobolev spaces, i.e. p = pD = 2. As we will see now
with the next two examples with operators formulated in Banach scales, this guess
is not true. Moreover, the following examples illustrate the difference between the
cases pS = min{pD, pG} and pS < min{pD, pG}. In the first case theorem 4.1 yields a
convergence rate for only one Tikhonov functional resp. no optimization is possible, cf.
example 5.2. In the second case we get a set of allowed Tikhonov penalties depending
on p, pS ≤ p ≤ min{pD, pG}.
Example 5.2 (Smoothing in the Besov scale, pS = min{pD, pG}). Let d = 1, η > 0
arbitrary, 0 < θ ≤ 1 small and consider the operator
F : B−η1+θ → L2, with rgF ∗ = Bη1+θ
θ
=
(
B−η1+θ
)∗
,
which models smoothing in the scale of Besov spaces. Further let u† ∈ B−η+θ1+θ be the
source condition. Notice that B−η+θ1+θ ⊂ B−η1+θ and
1 + θ ≤ 1 + θ
θ
, for θ ≤ 1,
and hence, we can guarantee pS ≤ pG. Due to pS = min{pD, pG} = pD it follows from
theorem 4.1 that only the Tikhonov functionals with p = pS = pD, i.e.
Tα(u) = ‖Fu− vδ‖2 + α‖u‖pRBR,
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with pR =
p+p∗
p∗
= p = θ + 1 and
sR ≤ p(−η + θ) + p
∗(−η)
p+ p∗
= −η + θ
2
θ + 1
yields a convergence rate in Sobolev space Hσ. The maximal smoothness σ is obtained
with the penalty with sR = −η + θp∗ and it reads as
σ =
p(−η + θ) + p∗(−η)
p+ p∗
+
1
2
− 1
p
= −η + 1
2
− θ − 1
θ + 1
.
To put it roughly : For the operator
F : B−η1 → L2 with rgF ∗ = Bη∞,
the source condition u† ∈ B−η1 and the Tikhonov functional
Tα(u) = ‖Fu− vδ‖2 + α‖u‖1B−η1 ,
we a get convergence rate
‖uα,δ − u†‖
H−η−
1
2
= O(
√
δ).
In the above Besov scale example no optimization of the convergence rate was
possible. In the next example there is a set of allowed Tikhonov regularizations and
hence an optimal one.
Example 5.3 (Smoothing in the Besov scale, pS < min{pD, pG}). Let d = 1, η > 0
arbitrary, 0 < θ ≤ 1
2
small and consider the operator
F : B−η3
2
→ L2, with rgF ∗ = Bη3 =
(
B−η3
2
)∗
.
Further let u† ∈ B−η+11+θ ⊂ B−η3
2
be the source condition. Notice that since BS ⊂ BD
and pD < pG we can guarantee the second assumption of theorem 4.1, pS ≤ pG. Here
theorem 4.1 yields convergence rates for a set of Tikhonov penalties with pS ≤ p ≤ pD.
We will just investigate in the two boundary values here again.
With the worst parameter choice, i.e. p = pS, theorem 4.1 yields with the Tikhonov
functional
Tα(u) = ‖Fu− vδ‖2 + α‖u‖pRBR,
with pR =
4+θ
3
and sR =
pSsS−pGsG
pS+pG
= −η + θ+1
θ+4
a convergence rate in Hσ with
σ = −η + 1
2
+
θ − 2
θ + 4
.
For the optimal parameter p = pD we get a penalty pR = pD =
3
2
and
sR =
1
pG
sS − 1
pD
sG −
( 1
pD + pG
(pD
pS
− 1
))
− ε˜ = −η + 1
3
+
1
9
(2θ − 1
θ + 1
)
− ε˜.
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Theorem 4.1 yields a convergence rate with
σ = −η + 1
6
+
1
9
(2θ − 1
θ + 1
)
− ε˜
with small ε˜ := ε
(
pD
pS
− 1
)
> 0.
To put it roughly : Consider the operator
F : B−η3
2
→ L2, F ∗ : L2 → Bη3 ,
and the source condition u† ∈ B−η+11 .
For the worst choice p = pS we get for the Tikhonov functional
Tα(u) = ‖Fu− vδ‖2 + α‖u‖
4
3
B
−η+14
4
3
,
a convergence rate
‖uα,δ − u†‖H−η = O(
√
δ).
The optimal choice p = pD yields with the Tikhonov functional
Tα(u) = ‖Fu− vδ‖2 + α‖u‖
3
2
B
−η+29
3
2
,
a convergence rate
‖uα,δ − u†‖
H−η+
1
18
= O(
√
δ).
6. Conclusion
The aim of this paper was to make a first attempt to analyze scales of Banach spaces
for Tikhonov regularization. We used Besov spaces to model the smoothing properties
of the operator, the regularization term and the source condition. The convergence
rates results were obtained in the Hilbert scale of Sobolev spaces. In comparison to
regularization in Hilbert scales initiated in [19] the relation between these spaces is
more complicated. Of particular interest is the fact that on the one hand tighter source
conditions may not lead to stronger convergence rates and on the other hand a less tight
source condition may result in a stronger result.
Our examples in section 5 show only slight improvements in the Sobolev exponents
when the Besov-penalty is optimized. It is questionable if the effect can be observed
numerically. However, the effect that looser source conditions lead to tighter convergence
results is interesting on its own
We did not use Besov spaces neither for the discrepancy term in the Tikhonov
functional nor to measure the convergence rate. Both points are of interest and may
lead to more general results. Since this paper is a first attempt in this direction we
postpone this analysis for future work.
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