This paper treats the identi cation and adaptive control of time-varying linear systems. For linear systems with a Gauss-Markov parameter process a global lower bound on the mean square error is obtained which is valid for any causal parameter estimator. A similar lower bound is obtained for any causal, one step ahead predictor. These bounds are applied to the adaptive control of time-varying systems to obtain a lower bound on closed loop mean square performance for any causal control law. For a speci c control law, mean square stability is established, and through simulations it is seen that the performance nearly meets the theoretical lower bound.
Introduction
We consider in this paper time{varying ARMAX models of the form y k+1 = T k+1 ' k + v k+1 ; (1) where y k+1 and v k+1 are the observed output, and measurement noise, respectively; k+1 2 IR n is a time-varying parameter (to be identi ed); and ' k is a known regression vector. This paper concerns the following three basic problems for this system model:
(i) The identi cation problem: Estimating k .
(ii) The prediction problem: Estimating y k+1 .
(iii) Adaptive control: Regulating the output fy k : k 0g.
All three ltering and control problems are based upon the observations fy i ; ' i : i kg. In each case, our interest lies in bounding achievable performance.
The literature on performance of recursive identi cation and related adaptive control typically poses the problem in the form (1) where the noise v is assumed to be a martingale di erence sequence (see e.g. 11, 9, 25] ). Under this assumption precise results may be obtained in the case where is constant. When is a time-varying process we derive in this paper precise bounds on the performance criteria of interest, but the assumptions on the noise sequence must be strengthened. We assume in this paper that v is a Gaussian white noise sequence, and that the parameter process is a Gauss-Markov process. Hence can be viewed as a state process of the form k+1 = F k + W k+1 ; k 2 ZZ + : ( 2) The rst part of this paper treats bounds on achievable performance of identication algorithms. It is argued that the desired bounds can be obtained if a lower bound on a certain identi cation covariance matrix can be found, since this in turn represents a lower bound on the covariance matrix for the optimal estimator. The desired bound on the covariance matrix is obtained in full generality { Only stationarity of the input/output signals is required. We nd that the performance bound is of order p q for a given level of excitation, where q = max (Q) is a measure of the rate of parameter variation. This implies that there is a rapid degradation in performance as q increases. Simulations studies are presented, and it is found that the optimal estimator realized by the Kalman lter nearly meets the lower bound for low intensity parameter variation.
The identi cation result obtained is interesting in light of existing results on adaptive ltering. It has been shown that with the standard LMS algorithm, the optimal performance is obtained when the adaptation gain is set equal to thè root mean square parameter variation', and similar results hold for discounted least squares (see 6, 13] and the references therein). Hence it appears that the Kalman lter algorithm automatically chooses a gain of the correct magnitude, even when the Gaussian hypothesis is relaxed.
These results are applied to the analysis of adaptive control algorithms. While stability has been addressed in numerous papers, performance results for adaptive controllers applied to time varying systems are rare, and typically very conservative.
To obtain useful performance bounds we pose the problem in a Bayesian framework as in 18, 20, 14] . A lower bound which is valid for any causal control law is obtained.
The bound obtained is of order p q, which is consistent with the recent work 22] in which an upper bound on performance of the same order is obtained in a deterministic framework for a speci c control law.
For a certainty equivalent minimum variance control law we demonstrate mean square stability of the adaptive system when the zeros of the plant are known. This implies the existence of a steady state solution to the system equations, which when combined with the identi cation results gives the desired lower bounds on closed loop performance.
We again present simulation results to verify the theoretical lower bounds. To give an indication of the accuracy of the bounds obtained, we have included in Figure 1 a comparison between two lower bounds on the normalized output variance in steady state obtained through direct analysis, and results from a simulation performed using the simulation package ISIM 7] . This example indicates that the bounds derived here provide accurate estimates of the actual performance for small values of q. This paper and the conference versions 24, 23] are the rst to develop global lower bounds on achievable performance for time varying models. These bounds provide an inviolable barrier to performance. Because they have in nite slope at the origin we conclude that performance degrades dramatically if parameters vary even slightly.
Similar results were obtained concurrently in 12]. These results are valid only under a mixing condition, with q small, so they do not obtain a general lower bound. However, the approach of 12] yields asymptotic performance estimates for a wider class of algorithms. With F = I, the lower bound presented here and the estimate of 12] are identical. The paper 26] also provides an error analysis of the Kalman lter.
However the style of results is di erent since the author's interest lies in the classical state estimation problem in which it is not appropriate to assume that the state variation is small. The results presented here and those of 12, 26] depend upon a model for parameter (or state) variation. If this assumption is relaxed then bounds can still be obtained, (see e.g. 10, 19] ), but it does not appear to be possible to derive tight bounds unless some structure is imposed upon the parameter process.
The results presented here depend upon idealized assumptions. However the rapid performance degradation seen under these idealized assumptions strongly suggests that small parameter uctuation may drastically degrade performance even when these ideal assumptions are relaxed.
The paper is organized as follows: In Section 2 we describe the system model, and develop lower bounds on achievable mean square estimation error for both identi cation and prediction. In Section 3 we give a simple stability proof for the system model under adaptive control, and the lower bounds are applied to bound closed-loop system performance. In the conclusions we give directions for future research. We now begin with the identi cation bounds.
Identi cation
In this section we derive a lower bound on achievable mean square performance for any causal identi cation algorithm. By causal we mean that the estimate^ k of the parameter k is Y k -measurable, where Y k := f' i ; y i : ?1 < i kg. Since For the time-varying system model given by (1) and (2), the Kalman lter is given by the system of equationŝ
where F and Q are n n matrices; R > 0 is a scalar; e denotes the prediction error sequence, de ned as e k+1 := y k+1 ?^ T k+1jk ' k ; 
In this section we obtain a lower bound for the mean of the covariance matrix P k . Sincê k is the mean-square optimal estimate of k , a lower bound on P k will give a lower bound on the achievable mean square performance for any identi cation scheme.
A related issue is one-step ahead prediction. The mean-square optimal predictor is given byŷ k+1jk := E y k+1 j Y k ] =^ T k+1jk ' k : (8) In this section we also compute a lower bound on the mean-square prediction error E e 2 k ] for the optimal predictor. By optimality, this again gives a global lower bound on achievable performance for any causal predictor.
Parameter Estimation Bounds
Here we state and prove the central result on identi cation. We rst require a few assumptions and de nitions. 
respectively. Here we derive an upper bound on M which is used to compute a lower bound on P. 
Using the matrix inversion lemma on the quantity in the parentheses on the right hand side, we obtain
We now make use of the following matrix relationship:
(P k+1 ? Q) ? u t
The simplest and most interesting case is where f = 1 so that the parameter evolves as a multi-dimensional random walk. In this case, the lower bound given in the theorem may be expressed
The lower bound is of order p q for a given level of excitation, which suggests that there is a rapid degradation in performance as q increases. As mentioned in the introduction, this result is consistent with recent results obtained for LMS and discounted least squares, since a gain of approximately p q is now known to be approximately optimal for these algorithms when q is small.
We now proceed to test the tightness of these bounds through simulation.
Example 2.1
We rst consider the estimation scheme described by (1), (3) and (4) The graphs have been plotted on a log-log scale so that the p q dependence is more easily recognizable. We note that in this example the upper bound for M appears to be more accurate than the lower bound for P. This can be attributed to the fact that the lower bound is obtained using the estimate E P ?1 k ] (E P k ]) ?1 and this does introduce an additional approximation.
Since the approximations made here are based upon Jensen's inequality applied to functions of P k , it follows that the associated errors introduced will decrease as P k becomes \more deterministic". Since P k is a generalized moving average of f' k g, one expects that the variance of P k will be small for weakly dependent sequences f' k g.
This observation is borne out by the experimental results shown in Figure 3 . In these simulations, we have kept the sequence is more rapidly mixing. As can be seen from the plots, the lower bound for E P k ] is more accurate as the regression sequence more closely approximates an i.i.d. sequence.
Adaptive Prediction Bounds
In this section we will obtain a lower bound on the achievable one step ahead mean square prediction error for any causal predictor. This is described in terms of the matrix M de ned in the previous section.
Prediction and excitation From the simulation experiments reported above,
one might then expect that the mean square prediction error will be minimized if the Figure3. Theoretical lower bound for min (E ~ k~ T k ]), and simulated values of min (E ~ k~ T k ]) for various values of h. The lower bound is most accurate when h is small, which corresponds to a rapidly mixing regression sequence. The violation of the lower bound for very small q is apparently due to error in the simulation. regression sequence is highly mixing, with the best results holding when ' is an i.i.d.
sequence. In fact, the opposite is frequently true, as can be seen from examining the following two special cases. The rst case we consider is the situation where ' k = ' is constant, with E ' ' T ] = . This is the \least exciting" case for a given regression power intensity. We will then consider the situation where excitation is substantially greater, with ' i.i.d.
For simplicity, here we take F = I and Q = qI and consider the prediction error for the optimal predictor. We also take = 2 ' I and normalize power so that the matrix is identical in the two cases. For the predictorŷ k+1jk given in (8) the mean square prediction error can be expressed E e 2 k+1 j Y k ] = ' T k P k ' k + R: (14) From the bound (13) We return to Example 2.1, but we now consider the behaviour of the prediction error rather than the parameter estimation error. Figure 4 shows the plots of the mean square prediction error E e 2 k ] ? R as a function of q. For these simulations, R was taken to be 0.1. Once again, we have carried out simulations for various values of h. As described above, the mean square prediction error may actually decrease as the regressor becomes more dependent. This behaviour is immediately apparent from Here the lower bound is most accurate when h is large, which corresponds to a weakly mixing regression sequence.
Adaptive Control
In the remainder of this paper we obtain lower bounds on the performance of a class of adaptive control systems. This section will be divided into three main parts. First we pose the adaptive control problem in a Gaussian framework. We then provide a discussion of stability issues in adaptive control. Finally, we show how one may compute performance bounds for the controlled system.
Bayesian Adaptive Control
Here we precisely de ne the problem of Bayesian adaptive control. We consider the following system: y k+1 + a k+1 sequence. In this section we assume that the polynomial B is known. The coe cients k := ?(a k 1 ; : : :; a k n ) T form the parameter process, which evolves as described by (2).
We can represent the above system in the following compact form.
where = (b 0 ; ; b m ) T and ' k = (u k ; ; u k?m ) T . In order to bring this to the form of equation (1), de ne z k+1 = y k+1 ? k+1 T ' k , so that z k+1 = T k+1 ' k + v k+1 ;
to which we can apply the Kalman lter estimator described by (3). The model for parameter variation remains the same as in (2) . Under this set of assumptions, and with the initial conditions appropriately de ned, we know that (7) holds with Y k := (y i : i k) = (z i ; ' i : i k); the -eld generated by the observations. This approach to identi cation and adaptive control, which was rst suggested in 18], is sometimes known as Bayesian embedding. In the special case where F = I and Q = 0, the parameter process is constant, so that the system is time-invariant, and the algorithm (3), (4) 
Stability
Since our control objective is regulation of the output, we choose the following control law, which is of the certainty equivalence form, de ned so that the control u k is the solution toŷ k+1jk = ' T k^ k+1jk + T ' k = 0; k 2 Z Z + : (25) This is a minimum variance control law in the unrealizable situation where the estimates are exact, so that k =^ k for all k. The form of the true minimum variance control law is not known, but we will see in Section 3.3 that (25) is approximately optimal when the matrix Q is small.
In the non-ideal framework, where the parameter process and the disturbance process v are not necessarily Gaussian, the stability of this adaptive control law and similarly
Hence smallness in the mean, even in the ensemble sense of the mean, is impossible in the ideal case. In the Bayesian framework we may relax this assumption, and moreover we can obtain performance estimates for the closed loop system.
To obtain stability under (A2)-(A3) we require the following additional condition:
A5 The roots of the polynomial B(z) lie outside the closed unit disk in C.
In the following result we establish stability of the closed loop system. A related result is given in 20] in the scalar case, where it is found that the condition Q < 1 is both necessary and su cient for stability. Theorem 3.1 requires Q < (2e) ?1 in the scalar case, which is far too conservative, but this result does also cover a general class of multidimensional models. To begin, observe that we have from the system description (24) , and the control
Squaring both sides, taking conditional expectations, and using the fact that v k+1 is independent of Y k we have from (7),
Rearranging terms, this identity forms the bound
where k = trace(P k ? P k+1 + Q) (34) Note that this bound depends crucially on the fact that P k ? P k+1 + Q is a positive matrix. Note also that k is Y k -measurable since P k+1 is. De ne S k := P k i=0
where the scalar 0 < < 1 will be chosen below. We have the simple identity we obtain the weakest condition on the matrix Q. Substituting this value of into the expression for c, and applying the bound n n + 1
?n e;
we nd that c is bounded by n n + 1 + e 1 trace(Q):
The conditions of Lemma 3.2 are thus satis ed, and hence the system is stable in mean square as required. u t
Performance
In this section we combine the stability result described in the previous section and the performance bound obtained in Theorem 2.1 to characterize the performance of the adaptive control system in steady state. For clarity of exposition, we will consider the case of a scalar unknown parameter and the vector case separately. Since we are currently considering the scalar case, we will adopt the lower case symbols q and f instead of Q and F. In our analysis below, we will consider a family of systems de ned by the following assumption: A6 For each q, the parameter 0 < f < 1 satis es the relation
where K > 1 is a xed constant.
We adopt the following notation throughout the remainder of the paper. For a xed value of q, we de ne the steady state expectation of y 2 k ; P k , and P k y Proof To begin, we note that for any causal control law, the following relationship
since ' k = y k in the scalar model. We now note that using (41) and the fact that P k+1 is Y k measurable, equation (4) gives the identity
Taking steady state expectations of (41) and (42) Proof In order to obtain the bound given by (47), we work with the recursion given by (4) . In the present scalar case, we have We now proceed to establish L 2 (S) 0 using (47), (43) To conclude we note that L 2 (1) < 0 for all values of q and f. This implies that there is exactly one root of L 2 (S) that is greater than one, which completes the proof of the proposition. u t Having obtained two di erent lower bounds for the performance of the adaptive system, we now compare these bounds, and test their accuracy.
Example 3.1
We consider the scalar example (37) with R = 0:01. To study the performance as q and f are varied we xed the ratio q 1?f 2 at a constant value of 10 and let q vary between 0 and 0.1.
In Figure 5 , we have plotted the two lower bounds given in Theorem ?? together with results from a simulation experiment. The two lower bounds are almost identical and, for small q, they are both close to the simulated value. This is more evident in Figure 1 where the performance is plotted over a smaller range of q. is not bounded, it is not possible to apply weak convergence directly.
Let be any weak limit as q ! 0, and let E 0 denote the limiting expectation operator. We will rst show that under (A6),
From the scalar covariance equation we have that E q P] = E q f 2 RP R+Py 2 ] + q, and on taking the limit as q ! 0 this gives E 
Figure6. Log The following result is a generalization of Jensen's inequality to matrix valued functions of matrices. Let S denote the set of all symmetric n n matrices, and let P S denote the set of all positive de nite matrices.
Lemma A.1 Let F : P ! S, and let X be a random matrix on some probability space, taking values in P. 
where y, and hence z is arbitrary. Combining (59) and (60), and using convexity of the scalar inverse function then proves (58).
To prove the inequality E XQX] E X]QE X], rst observe that since Q 2 P, without loss of generality, we can assume that Q = I and hence we need only to prove we see that it is enough to prove convexity of the function f. This proof is based upon a reduction to the scalar case in a manner analogous to the proof of (ii). and combining these bounds easily gives (30). To see that E S k+1 j Y 0 ] is bounded under the additional conditions we simply observe that the right hand side of (30) is dominated by a geometric series under these conditions. u t
