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Abstract
We consider the stochastic control problem of a financial trader that needs to unwind a
large asset portfolio within a short period of time. The trader can simultaneously submit
active orders to a primary market and passive orders to a dark pool. Our framework is
flexible enough to allow for price-dependent impact functions describing the trading costs
in the primary market and price-dependent adverse selection costs associated with dark
pool trading. We prove that the value function can be characterized in terms of the unique
smooth solution to a PDE with singular terminal value, establish its explicit asymptotic
behavior at the terminal time, and give the optimal trading strategy in feedback form.
AMS Subject Classification: Primary 93E20; secondary 35Q93, 91G80
Keywords: stochastic optimal control, portfolio liquidation, singular terminal value
1 Introduction
Traditional financial market models assume that asset prices follow an exogenous stochastic
process and that all transactions can be settled without any impact on market prices. This
assumption is appropriate for small investors who trade only a negligible proportion of the
average daily trading volume. It is not always appropriate, though, for institutional investors
trading large blocks of shares over a short time span.
The analysis of optimal liquidation problems has received considerable attention in the math-
ematical finance and stochastic control literature in recent years. Starting with the paper of
Almgren & Chriss [2] existence and uniqueness results of optimal liquidation strategies under
various market regimes and price impact functions have been established by many authors,
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including [4, 5, 8, 12–15, 19–21, 31, 32]. One of the main characteristics of stochastic optimiza-
tion problems arising in portfolio liquidation models is the singular terminal condition of the
value function induced by the liquidation constraint. The singularity is already present, yet
not immediately visible, in the original price impact model of Almgren & Chriss [2]. Within
their mean variance framework and with arithmetic Brownian motion as the benchmark price
process, the objective function is deterministic, and the optimization problem is essentially a
classical variational problem where the terminal state constraint causes no further difficulties.
However, when considering a geometric Brownian motion as the underlying price process as in
Forsyth et al. [12], the optimal execution strategies become price-sensitive. One is then faced
with a genuine stochastic control problem where the singularity becomes a challenge when
determining the value function and applying verification arguments.
Several approaches to overcome this challenge have recently been suggested in the stochas-
tic control literature. Forsyth et al. [12] solve the control problem numerically by penalizing
open positions at the final time. Ankirchner & Kruse [5] characterize the value function of a
Markovian liquidation problem as the unique viscosity solution to the Hamilton-Jacobi-Bellman
(HJB) equation. Their verification argument uses a discrete approximation of the continuous
time model. Ankirchner et al. [4], Graewe et al. [14], and Horst et al. [16] consider non-
Markovian liquidation problems where the cost functional is driven by general adapted factor
processes and the HJB equation solves a BSDE or BSPDE, depending on the dynamics of the
factor processes. In all three cases, existence of solutions to the HJB equation is established by
analyzing limits of sequences of BS(P)DEs with increasing finite terminal values while the veri-
fication argument uses generalized Itoˆ-Kunita formulas [14], resp., the link between degenerate
BSPDEs and forward-backward stochastic differential equations [16].
A general class of Markovian liquidation problems has been solved in Schied [31] by means of
Dawson–Watanabe superprocess. This approach avoids the use of HJB equations. Instead, it
uses a probabilistic verification argument based on log-Laplace functionals of superprocesses
that requires sharp upper and lower bounds for the candidate value function.
This paper establishes existence of a smooth solution to a class of Markovian portfolio liquidation
problems. While existence of a weakly differentiable solution to our HJB equation can be
inferred from [14] and existence of optimal liquidation strategies can be inferred from, e.g., [4,14],
smooth solutions to stochastic portfolio liquidation problems have not yet been established in
the literature before. As in [31] the key is to know the precise asymptotic behavior of the value
function at the terminal time. The asymptotics allows us to characterize the HJB equation
in terms of a PDE with finite terminal value yet singular nonlinearity, for which existence of
a unique smooth solution can be proved using standard fixed point arguments in a suitable
function space.
As in [14,15,21] we allow for simultaneous submission of active orders, i.e., orders for immediate
execution at the best available price, to a primary venue, and of passive orders, i.e., orders for
future execution, into a dark pool. Dark pools are alternative trading venues that allow investors
to reduce market impact and hence trading costs by submitting liquidity that is shielded from
public view. Trade execution is uncertain, though, as trades will be settled only if matching
liquidity becomes available.
Active orders incur market impact costs while passive orders incur adverse selection (or “slip-
page”) costs. In our model impact, adverse selection and risk costs are driven by a multi-
dimensional time-homogeneous diffusion process. We think of the multi-dimensional diffusion
process as describing the joint dynamics of a fundamental or benchmark stock price process and
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of a stochastic factor process driving the fluctuations in the available liquidity over time. As-
suming that all cost terms are of the same order p > 1 allows us to make the standard separation
ansatz of expressing the value function as v(t, y)|x|p where y is the state of the factor process
and x is the portfolio position. We establish sharp a priori estimates on v at the terminal time.
This is similar to [31] and avoids the stochastic penalization method applied in [4, 14,16].
For deterministic cost coefficients the asymptotics of v can be inferred from, e.g., Seidman &
Yong [33] who give the asymptotics of minimal Lp-norm controls of multi-dimensional linear
systems with terminal state constraint. To the best of our knowledge a corresponding result for
stochastic systems is not available in the literature.1
Our a priori estimates allow us to prove the uniqueness of a continuous viscosity solution of
polynomial growth to the HJB equation under continuity and polynomial growth conditions
on the cost coefficients. The proof uses a comparison result for parabolic PDEs with possibly
infinite terminal values. As a byproduct we obtain that the minimal nonnegative solution to
the stochastic HJB equation in [4] is indeed the unique nonnegative solution to their singular
BSDE if the coefficients are essentially bounded.
Our main contribution is the proof of the existence of a classical solution to the HJB equation
under additional smoothness and boundedness conditions on the cost coefficients. The proof
is based on the a priori estimates. They provide us with the precise asymptotic behavior of
the solution at the terminal time and thus allow us to reduce the problem of solving the PDE
with singular terminal value for v to solving a PDE with finite terminal value, yet degenerate
non-linearity. Using Krylov’s generalized Itoˆ formula we prove that the classical solution is
indeed the value function and that the optimal trading strategies can be given in closed form.
The remainder of this paper is organized as follows. The stochastic control problem is formulated
in Section 2. The a priori estimates and the comparison principle that yields uniqueness of a
continuous viscosity solution is established in Section 3. Existence and uniqueness of a classical
solution to the HJB equation is proven in Section 4. The verification argument is carried out in
Section 5. Finally, we show in Section 6 how our uniqueness result extends to the non-Markovian
case analyzed in [4].
Notational conventions. We denote by C(Rd) the space of bounded continuous functions. The
functions in u ∈ Cpoly([0, T ] × Rd) are continuous and for some C > 0 and n ≥ 1,
|u(t, y)| ≤ C(1 + |y|n), (t, y) ∈ [0, T ] × Rd. (1.1)
The space C1,2loc ([0, T ]×Rd) denotes the class of the functions u(t, y) that are continuous (possibly
unbounded) along with their first derivative in t and their first and second derivative in y. For
generic α ∈ (0, 1) and normed vector space E, the functions in Ck+α([0, T ];E) have α-Ho¨lder
continuous derivatives up to the order k. By W 2q,loc(R
d) we denote the usual Sobolev spaces
of all functions that are locally Lq-integrable along with their weak first and second order
derivative [1, Definition 1.62]. The parabolic version W 1,2q,loc((0, T ) × Rd) is the space of all
functions u(t, y) that are locally Lq-integrable along with their weak first derivative in t and
their weak first and second derivative in y. Whenever the notation T− appears in the definition
of a function space we mean the set of all functions whose restrictions satisfy the respective
property when T− is replaced by any s < T , e.g.,
Cpoly([0, T
−]× Rd) = {u : [0, T )× Rd → R : u|[0,s]×Rd ∈ Cpoly([0, s] × Rd) for all s ∈ [0, T )}
1The literature on minimal energy problems in stochastic settings (see [18] and the references therein) seems
to focus on controllability which is trivial in the present one-dimensional setting.
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and
W 1,2q,loc((0, T
−)× Rd) = {u : (0, T ) ×Rd → R : u|(0,s)×Rd ∈W 1,2q,loc((0, s) ×Rd) for all s ∈ (0, T )}.
The set of adapted Rd-valued processes (Zt)t∈[0,T ] satisfying E[
∫ T
0 |Zt|q dt] < ∞ is denoted by
LqF (0, T ;R
d); the subset of processes with continuous paths satisfying E[supt∈[0,T ] |Zt|q] < ∞
is denoted by LqF (Ω;C([0, T ];R
d)). If not otherwise indicated then ‖ · ‖ denotes the supremum
norm. For arbitrary β > 0 we occasionally write β
√ · instead of ( · )1/β . All equations are to be
understood in the a.s. sense.
2 Problem formulation, assumptions and main results
We consider the stochastic optimization problem of an investor that needs to close a (large)
position of shares within a given time interval [0, T ]. Following Horst & Naujokat [15] and Kratz
& Scho¨neborn [21] the investor may trade in an absolutely continuous manner in a primary
exchange and simultaneously place passive block orders into a dark pool. Execution of passive
orders is modeled by the jump times of a Poisson process (Nt)t∈[0,T ] with constant intensity
θ ≥ 0.
The Poisson process N and an n-dimensional standard Brownian motion (Wt)t∈[0,T ] are defined
on a stochastic basis (Ω,F , (Ft)t∈[0,T ],P) satisfying the usual conditions. In what follows we
repeatedly use the independence of N and W .
As the factor process driving trading costs we consider the d-dimensional Itoˆ diffusion
Y t,ys = y +
∫ s
t
b(Y t,yr ) dr +
∫ s
t
σ(Y t,yr ) dWr, t ≤ s ≤ T. (2.1)
Assumption 2.1. We assume throughout that the coefficients b : Rd → Rd and σ : Rd → Rd×n
are Lipschitz continuous.
The preceding assumption guarantees that (2.1) admits a unique strong solution (Y t,ys )s∈[t,T ], for
every initial state (t, y) ∈ [0, T ] × Rd. Furthermore, see [27, Theorem 3.35], the map (s, t, y) 7→
Y t,ys is a.s. continuous and for every n ≥ 2 there exists Cn > 0 such that the following moment
estimate holds with the convention Y t,ys = y for 0 ≤ s ≤ t:
E[sups∈[0,T ] |Y t,ys |n] ≤ Cn(1 + |y|n), (t, y) ∈ [0, T ]× Rd. (2.2)
This moment estimate in particular guarantees by Vitali’s convergence theorem that functions
of the form
(t, y) 7→ E
[∫ T
t
f(s, Y t,ys ) ds
]
, (2.3)
with f ∈ Cpoly([0, T ] × Rd), belong again to Cpoly([0, T ]× Rd).
2.1 The stochastic control problem
For any initial time t ∈ [0, T ) and initial position x ∈ R, we denote by A(t, x) the set of all
admissible liquidation strategies (ξ, pi). Here, ξ = (ξs)s∈[t,T ] describes the rates at which the
agent trades in the primary market, while pi = (pis)s∈[t,T ] describes the passive orders submitted
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to the dark pool. A pair of strategies (ξ, pi) is admissible if ξ is progressively measurable and pi
is predictable such that the resulting portfolio process
Xξ,pis = x−
∫ s
t
ξr dr −
∫ s
t
pir dNr, t ≤ s ≤ T,
satisfies the liquidation constraint
Xξ,piT = 0. (2.4)
The costs associated with an admissible liquidation strategy (ξ, pi) are modeled by the cost
functional
J(t, y, x; ξ, pi) := E
[∫ T
t
η(Y t,ys )|ξs|p + θγ(Y t,ys )|pis|p + λ(Y t,ys )|Xξ,pis |p ds
]
.
The first term of the nonnegative running costs
c(y, x, ξ, pi) := η(y)|ξ|p + θγ(y)|pi|p + λ(y)|x|p
describes the temporary price impact at the primary exchange; the second term describes ad-
verse selection costs associated with dark pool trading (see [15, 19] for details) while the third
term penalizes slow liquidation. The latter may be interpreted as the p-th power of the Value-
at-Risk of the open position (see [5, 13] for details).
The value function of the stochastic control problem is defined for each initial state (t, y, x) ∈
[0, T )× Rd × R as
V (t, y, x) := inf
(ξ,pi)∈A(t,x)
J(t, y, x; ξ, pi). (2.5)
Assumption 2.2. We assume throughout that p > 12 and put β := 1/(p− 1) > 0. We further
assume that the cost coefficients satisfy the following conditions:
(i) The coefficients η, γ, λ, 1/η : Rd → [0,∞) are continuous.
(ii) The coefficients η, λ, 1/η are of polynomial growth, i.e., for some n ≥ 1 and C > 0,
η(y) + λ(y) + 1/η(y) ≤ C(1 + |y|n), y ∈ Rd. (2.6)
Example 2.3. Our assumptions on the factor process allow us to capture simultaneously several
key determinants of trading costs. The assumptions are satisfied for the arithmetic Brownian
motion model
dY 1t = µdt+ σ dW
1
t
as well as for a mean-reverting process of the form
dY 2t = f(ν − Y 2t ) dt+ dW 2t
for a bounded Lipschitz continuous function f . The (logarithmic) price process Y 1 may drive the
market risk factor λ while Y 2 may describe stochastic order book heights (stochastic liquidity)
and hence drive η.
Assumption 2.4. In order to state our main result (Theorem 2.9), we will need the following
additional assumptions:
2Unlike [31] we do not exclude exponents 1 < p < 2, which correspond to root shaped temporary price impact.
Almgren et al. [3] give empirical evidence for p = 8/5.
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(A1) σσ∗ is uniformly positive definite.
(A2) b and σ are bounded.
(A3) η, 1/η, and λ are bounded. In particular, η ≥ κ0 for some constant κ0 > 0.
(A4) η is twice continuously differentiable, and Lη is bounded.
Remark 2.5. Condition (A1) and (A2) provide, in particular, the fact thatD(L) = {u ∈
⋂
q≥1
W 2q,loc(R
d) : u,Lu ∈ C(Rd)}
L : D(L) ⊂ C(Rd)→ C(Rd)
is a sectorial realization of the operator L in C(Rd) and hence that L generates an analytic
semigroup in C(Rd), see [25, Corollary 3.1.9]. If d = 1, then D(L) = C2(R). We use this fact in
order to prove the existence of classical solutions. At the expense of additional work, it might
be possible to relax (A1) and (A2), e.g., by the assumption that b and σ have a continuous and
bounded second derivative (cf. Remark 4.7), to incorporate the Ornstein-Uhlenbeck process as
well as the geometric Brownian motion. We leave this as an open problem.
2.2 Heuristics and the main result
The dynamic programing principle suggests that the value function satisfies the following HJB
equation, cf. [34, Theorem 2.2]:
− ∂tV (t, y, x)− LV (t, y, x)− inf
ξ,pi∈R
H(t, y, x, ξ, pi, V ) = 0, (t, y, x) ∈ [0, T )× Rd × R, (2.7)
where
L := 1
2
tr(σσ∗D2y) + 〈b,Dy〉
denotes the infinitesimal generator of the factor process, and the Hamiltonian H is given by
H(t, y, x, ξ, pi, V ) := −ξ∂xV (t, y, x) + θ(V (t, y, x− pi)− V (t, y, x)) + c(y, x, ξ, pi).
The specific structure of our control problem with respect to the state variable x – linear in the
control dynamics and of p-th power in the running costs – suggests an ansatz of the form:
V (t, y, x) = v(t, y)|x|p. (2.8)
Recalling that β = 1/(p − 1), the proof of Lemma 2.7 below is in fact standard. Before stating
the lemma we formulate the different solution concepts for parabolic equations used in this
paper.
Definition 2.6. For continuous functions v : [0, T ) × Rd → R we use the following solution
concepts to parabolic PDEs
− ∂tv(t, y)−H(t, y, v(t, y),Dyv(t, y),D2yv(t, y)) = 0, (2.9)
where H : [0, T )× Rd × R× Rd × Sd → R and Sd denotes the set of symmetric d× d matrices.
(i) v is a classical solution if v ∈ C1,2loc ([0, T ) × Rd) such that (2.9) is satisfied for all (t, y) ∈
[0, T ) × Rd.
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(ii) v is a strong solution if v ∈W 1,21,loc((0, T ) × Rd) such that (2.9) is satisfied in terms of the
weak derivatives of v a.e. in [0, T ) × Rd.
(iii) v is a viscosity subsolution if for every ϕ ∈ C1,2loc ([0, T )×Rd) such that ϕ ≥ v and ϕ(t, y) =
v(t, y) at a point (t, y) ∈ [0, T )× Rd it holds
−∂tϕ(t, y) −H(t, y, v(t, y),Dyϕ(t, y),D2yϕ(t, y)) ≤ 0.
(iv) v is a viscosity supersolution if for every ϕ ∈ C1,2loc ([0, T ) × Rd) such that ϕ ≤ v and
ϕ(t, y) = v(t, y) at a point (t, y) ∈ [0, T ) × Rd it holds
−∂tϕ(t, y) −H(t, y, v(t, y),Dyϕ(t, y),D2yϕ(t, y)) ≥ 0.
(v) v is a viscosity solution if v is both viscosity sub- and supersolution.
We recall the well-known fact that classical solutions of parabolic PDEs are also viscosity
solutions, see, e.g., [9].
Lemma 2.7. A nonnegative function v : [0, T ) × Rd → [0,∞) is a classical/strong/viscosity
(sub-/super-)solution to
− ∂tv(t, y)− Lv(t, y)− F (y, v(t, y)) = 0, (2.10)
where
F (y, v) := λ(y)− |v|
β+1
βη(y)β
+
θγ(y)v
β
√
γ(y)β + |v|β − θv, (2.11)
if and only if v(t, y)|x|p is a classical/strong/viscosity (sub-/super-)solution to the HJB equa-
tion (2.7). In this case the infimum in (2.7) is attained at
ξ∗(t, y, x) =
v(t, y)β
η(y)β
x and pi∗(t, y, x) =
v(t, y)β
γ(y)β + v(t, y)β
x (2.12)
and
H(t, y, x, ξ∗(t, y, x), pi∗(t, y, x), v(·, ·)| · |p) = F (y, v(t, y))|x|p. (2.13)
Proof. When testing the viscosity property of V = v(·, ·)| · |p at a point (t¯, y¯, x¯) ∈ [0, T )×Rd×R
it is sufficient to consider test functions of the form
ϕ = φ(·, ·)| · |p. (2.14)
In fact, let ϕ ≤ V (the case ϕ ≥ V is similar) be an arbitrary test function such that ϕ(t¯, y¯, x¯) =
V (t¯, y¯, x¯). If x¯ 6= 0, we may define
ϕ˜(t, y, x) =
ϕ(t, y, x¯)
|x¯|p |x|
p.
Then, ϕ˜ ≤ V , ϕ˜(t¯, y¯, x¯) = V (t¯, y¯, x¯), ∂tϕ˜(t¯, y¯, x¯) = ∂tϕ(t¯, y¯, x¯), Lϕ˜(t¯, y¯, x¯) = Lϕ(t¯, y¯, x¯). Since
V is continuously differentiable in x and (t¯, y¯, x¯) is a extreme point of both V − ϕ˜ and V −ϕ we
furthermore have that ∂xϕ˜(t¯, y¯, x¯) = ∂xV (t¯, y¯, x¯) = ∂xϕ(t¯, y¯, x¯). Testing at a point with x¯ = 0
is trivial because V (t, y, 0) ≡ 0 and the derivatives ∂tV (t, y, 0) and LV (t, y, 0) exist and are
identically equal to zero. As a result, we may w.l.o.g. restrict ourselves to test functions of the
form (2.14). With this observation at hand the statement is then verified by straightforward
calculations using that for V = v(·, ·)|·|p with v ≥ 0 the Hamiltonian H is convex in ξ and pi.
7
To guarantee the uniqueness of a viscosity solution to (2.10) we need to impose a suitable
terminal condition. Due to the liquidation constraint (2.4), we expect the value function to
tend to infinity for any fixed non-trivial portfolio position as t → T . More precisely, when
disregarding any adverse selection and risk costs, as well as any scenarios in which passive orders
are executed, and using P(no jumps of N in [t, T ]) = e−θ(T−t), one obtains for any admissible
control (ξ, pi) ∈ A(t, x),
J(t, y, x; ξ, pi) ≥ e−θ(T−t)E
[∫ T
t
η(Y t,ys )|ξs|p ds
∣∣∣∣ no jumps of N in [t, T ]] . (2.15)
Applying the reverse Ho¨lder inequality to the inner integral of the RHS of (2.15) yields,
J(t, y, x; ξ, pi) ≥ e−θ(T−t)E
[(∫ T
t
η(Y t,ys )
−1
p−1 ds
)−(p−1)(∫ T
t
|ξs| ds
)p∣∣∣∣∣ no jumps of N in [t, T ]
]
.
Given that no jumps occur, the liquidation constraint (2.4) yields
∫ T
t ξs = x. Using the inde-
pendence of Y t,y and N we hence obtain,
J(t, y, x; ξ, pi) ≥ e−θ(T−t)E
[(∫ T
t
η(Y t,ys )
−1
p−1 ds
)−(p−1) ∣∣∣∣∫ T
t
ξs ds
∣∣∣∣p
∣∣∣∣∣ no jumps of N in [t, T ]
]
= E
 e−θ(T−t)
β
√∫ T
t
1
η(Y t,ys )β
ds
 |x|p.
In view of (2.6) and (2.2), we therefore expect that
lim
t→T
v(t, y) = +∞ locally uniformly on Rd.
It turns out that this singular terminal condition along with the standing assumptions on the
diffusion and cost coefficients already ensures uniqueness of a viscosity solution to the HJB
equation. The deterministic closing strategy that liquidates at a constant rate and uses no dark
pool incurs the cost
J
(
t, y, x;
x
T − t , 0
)
=
1
(T − t)pE
[∫ T
t
η(Y t,ys ) + (T − s)pλ(Y t,ys ) ds
]
|x|p
≤ C
(T − t)p−1 (1 + |y|
n)|x|p,
(2.16)
due to estimate (2.2) and Assumption 2.2. As a result, we also expect v(t, ·) to satisfy a
polynomial growth condition. More precisely, we have the following result; its proof is given in
Section 3.
Proposition 2.8. Under Assumptions 2.1 and 2.2 the singular terminal value problem−∂tv(t, y)−Lv(t, y)− F (y, v(t, y)) = 0, (t, y) ∈ [0, T ) × R
d,
lim
t→T
v(t, y) = +∞ locally uniformly on Rd, (2.17)
with the nonlinearity F given in (2.11) admits at most one nonnegative viscosity solution in
Cpoly([0, T
−]× Rd).
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If such a viscosity solution exists, then it satisfies the following a priori estimates for (t, y) ∈
[0, T )× Rd:
E
 e−θ(T−t)
β
√∫ T
t
1
η(Y t,ys )β
ds
 ≤ v(t, y) ≤ 1
(T − t)pE
[∫ T
t
η(Y t,ys ) + (T − s)pλ(Y t,ys ) ds
]
. (2.18)
Our main contribution is the proof of the existence of a classical solution to the singular terminal
value problem (2.17). This is achieved under assumptions (A1)–(A4). The boundedness away
from zero of η, along with the existence and boundedness of Lη will for instance be used to
derive the precise asymptotic behavior of the solution near the terminal time. The main result
of this paper is:
Theorem 2.9. Under Assumptions 2.1 and 2.2 and the conditions (A1)–(A4), the singular
terminal value problem (2.17) admits a nonnegative classical solution
v ∈ Cα([0, T−];D(L)) ∩ C1+α([0, T−];C(Rd)).
The proof of this theorem will be carried out in Section 4 below.
Our last result is a verification theorem; its proof is given in Section 5. The singularity at the
terminal time prevents a straightforward application of the standard verification arguments.
Instead, we first use Krylov’s generalized Itoˆ formula [22, Theorem 2.10.1, p. 122] to establish
optimality away from the terminal time and then use the a priori estimate (2.18) to prove
optimality on the whole time interval. Here we require that the strong solution is locally Lq-
integrable along with its weak derivatives for some q > d + 2 to guarantee that the parabolic
Sobolev embedding theorem [24, Lemma II.3.3] applies.
Proposition 2.10. Under Assumptions 2.1 and 2.2 and the conditions (A1) and (A3), for
some q > d+ 2, let
v ∈W 1,2q,loc((0, T−)× Rd) ∩ Cpoly([0, T−]× Rd)
be a nonnegative strong solution to (2.17). Then, the value function of the control problem (2.5)
is given by V (t, y, x) = v(t, y)|x|p, and the optimal control (ξ∗, pi∗) is given in feedback form by
ξ∗s =
v(s, Y t,ys )β
η(Y t,ys )β
X∗s and pi
∗
s =
v(s, Y t,ys )β
γ(Y t,ys )β + v(s, Y
t,y
s )β
X∗s−. (2.19)
In particular, the resulting optimal portfolio process (X∗s )s∈[t,T ] is given by
X∗s = x exp
(
−
∫ s
t
v(r, Y t,yr )β
η(Y t,yr )β
dr
)
∆Nr 6=0∏
t<r≤s
(
1− v(t, Y
t,y
r )β
γ(Y t,yr )β + v(t, Y
t,y
r )β
)
. (2.20)
Since Cα([0, T−];D(L)) ∩C1+α([0, T−];C(Rd)) ⊂W 1,2q,loc((0, T−)×Rd)∩Cpoly([0, T−]×Rd) we
immediately obtain the following corollary to Theorem 2.9 and Proposition 2.10.
Corollary 2.11. Assume that the assumptions of Theorem 2.9 hold and let v be the unique
classical solution to the singular terminal value problem (2.17). Then the optimal liquidation
strategy is given in feedback form by (2.19).
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3 Comparison principle and a priori estimates
In this section we prove Proposition 2.8. The proof is based on the following comparison prin-
ciple that is itself a consequence of the comparison principle given in the Appendix for viscosity
sub- and supersolutions to parabolic equations with finite terminal values and monotone non-
linearities.
Lemma 3.1. Let v, v ∈ Cpoly([0, T−] × Rd) be a nonnegative viscosity sub- and a nonnegative
viscosity supersolution to (2.17), respectively, such that
lim
t→T
v(t, y) = +∞ locally uniformly on Rd.
Then,
v ≤ v in [0, T )× Rd.
In particular, there exists at most one nonnegative viscosity solution in Cpoly([0, T
−] × Rd) to
problem (2.17).
Proof. Due to the time-homogeneity of the PDE in (2.17), viscosity (super-/sub-)solutions stay
viscosity (super-/sub-)solutions when shifted in time. The idea is therefore to separate the
singularities to have finite values to compare.
More precisely, we define, for any δ > 0, the difference function w : [0, T − δ)× Rd → R by
w(t, y) = v(t+ δ, y) − v(t, y).
A direct computation shows that v 7→ F (·, v) is decreasing on [0,∞). In fact, both ∂vF and
∂2vF are nonpositive on R
d × [0,∞). Hence, by Lemma A.2, w is on [0, T − δ)× Rd a viscosity
supersolution to
−wt(t, y)− Lw(t, y)− l(t, y)w(t, y) = 0,
where
l(t, y) := 1v(t+δ,y)6=v(t,y)
F (y, v(t+ δ, y)) − F (y, v(t, y))
v(t+ δ, y)− v(t, y) .
By the first order Taylor approximation of F in v at v(t+δ, y), along with ∂vF ≤ 0 and ∂2vF ≤ 0,
we obtain that
−l(t, y)w(t, y) ≤ −∂vF (y, v(t+ δ, y))w(t, y).
In terms of the continuous coefficient
l˜(t, y) := ∂vF (y, v(t+ δ, y)) ≤ 0,
it follows that w is on [0, T − δ)× Rd also a viscosity supersolution to the equation
− ∂tw(t, y) − Lw(t, y)− l˜(t, y)w(t, y) = 0, (3.1)
for which the assumptions of Theorem A.1 hold with µ = 0. Hence, for all 0 < t ≤ s < T − δ
and y ∈ Rd Theorem A.1 yields
w(t, y) ≥ E
[
w(s, Y t,ys ) exp
(∫ s
t
l˜(r, Y t,yr ) dr
)]
, (3.2)
where the RHS is the Feynman-Kac viscosity solution [26, Theorem 3.2] to (3.1) on [0, s]× Rd
with terminal value w(s, ·).
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Since v ≥ 0, l˜ ≤ 0, and E[sups∈[t,T−δ] v(s, Y t,ys )] < ∞ due to v ∈ Cpoly([0, T − δ] × Rd), we can
apply Fatou’s lemma to the expectation in (3.2) as s→ T − δ to obtain
w(t, y) ≥ E
[
lim inf
s→T−δ
w(s, Y t,ys ) exp
(∫ s
t
l˜(r, Y t,yr ) dr
)]
. (3.3)
The sample paths of (Y t,ys )s∈[t,T ] are bounded a. s., and hence,
lim
s→T−δ
w(s, Y t,ys ) = lim
s→T−δ
v(s+ δ, Y t,ys )− v(s, Y t,ys ) = +∞ a.s.
because lims→T−δ v(s + δ, ·) = +∞ uniformly on compact sets and v ∈ Cpoly([0, T − δ] × Rd).
The limit inferior in (3.3) is therefore a.s. nonnegative. Hence,
v(t+ δ, y) − v(t, y) ≥ 0.
Finally, by letting δ → 0 we conclude v − v ≥ 0 on [0, T )× Rd by continuity of v.
The comparison principle establishes the uniqueness statement in Proposition 2.8. It also allows
us to establish the a priori estimates (2.18).
Proof of Proposition 2.8. We show that the lower (upper) estimate in (2.18)—denoted in the
following by v (respectively, v)—is a viscosity subsolution (supersolution) to (2.17). The asser-
tion then follows from the comparison principle established in the preceding lemma.
First, note that v ∈ Cpoly([0, T−]× Rd). In fact, by Jensen’s inequality
0 ≤ v(t, y) = e
−θ(T−t)
(T − t)1/βE
[(
1
T − t
∫ T
t
1
η(Y t,ys )β
ds
)−1/β]
≤ e
−θ(T−t)
(T − t)(β+1)/βE
[∫ T
t
η(Y t,ys ) ds
]
,
and hence the polynomial growth of v in y uniformly away from the terminal time follows
from (2.2) and the polynomial growth of η. The continuity along with the polynomial growth
of 1/η guarantees continuity of v, due to Vitali’s convergence theorem as pointed out in (2.3).
To establish the subsolution property of v, let ϕ ≥ v be a smooth test function on [0, T ) × Rd
such that ϕ(t, y) = v(t, y) for some (t, y) ∈ [0, T ) × Rd. Moreover, we define the stopping time
τ = inf{s ∈ [t, T ] : |Y t,ys − y| ≥ 1}. By uniqueness Y t,yr = Y s,Y
t,y
s
r for all t ≤ s ≤ r ≤ T . Hence,
by the definition of v and the Markov property of Y t,y,
v(s ∧ τ, Y t,ys∧τ ) = E
 e−θ(T−(s∧τ))
β
√∫ T
s∧τ η(Y
t,y
r )−β dr
∣∣∣∣∣∣Fs∧τ
 .
Because ϕ ≥ v, ϕ(t, y) = v(t, y), and the tower rule, it holds for t < s < T ,
0 ≤ E[ϕ(s ∧ τ, Y t,ys∧τ )− v(s ∧ τ, Y t,ys∧τ )]
= E[ϕ(s ∧ τ, Y t,ys∧τ )− ϕ(t, y)]− E
 e−θ(T−(s∧τ))
β
√∫ T
s∧τ η(Y
t,y
r )−β dr
+ E
 e−θ(T−t)
β
√∫ T
t η(Y
t,y
r )−β dr
 .
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Dividing by s − t, using Itoˆ’s formula and the integral representation of increments of the
function r 7→ e−θ(T−r)
β
√∫ T
r
η(Y t,yu )−β du
, and noticing that the stochastic integral being stopped at τ is a
true martingale, we obtain
0 ≤ E
[
1
s− t
∫ s∧τ
t
∂tϕ(r, Y
t,y
r ) + Lϕ(r, Y t,yr ) dr
]
− E
[
1
s− t
∫ s∧τ
t
1
βη(Y t,yr )β
e−θ(T−r)(∫ T
r η(Y
t,y
u )−β du
)(β+1)/β dr
]
− E
[
1
s− t
∫ s∧τ
t
θe−θ(T−t)
β
√∫ T
r η(Y
t,y
u )−β du
dr
]
.
By Jensen’s inequality, for r ∈ [t, s],
β
√
1∫ T
r η(Y
t,y
u )−β du
≤ β
√
1
(T − r)2
∫ T
r
η(Y t,yu )β du ≤ 1β√T − s supt≤u≤T
η(Y t,yu ).
Since η is of polynomial growth it follows from the equation (2.2) that we can apply the domi-
nated convergence theorem to the third term above when letting s→ t. Since |Y t,xr − y| ≤ 1 for
r ∈ [t, τ ] and because η−1 is bounded on compact domains similar arguments show that we can
apply the dominated convergence theorem also to the second term. As τ > t, the fundamental
theorem of calculus yields
0 ≤ ∂tϕ(t, y) + Lϕ(t, y)− 1
βη(y)β
E

 e−θ(T−t)/(β+1)
β
√∫ T
t η(Y
t,y
u )−β du
β+1
− θv(t, y).
Using Jensen’s inequality and β + 1 > 1 we obtain,
0 ≤ ∂tϕ(t, y) + Lϕ(t, y)− v(t, y)
β+1
βη(y)β
− θv(t, y).
Hence, from the definition (2.11) of F and λ, γ, v ≥ 0 it is seen,
−∂tϕ(t, y) − Lϕ(t, y)− F (y, v(t, y)) ≤ 0.
Next, we verify the supersolution property of v. Because η and λ are of polynomial growth it
follows v ∈ Cpoly([0, T−] × Rd) from (2.3). Again an application of Itoˆ’s formula and Leibniz’s
rule similar as above yields that for every smooth test function ϕ ≤ v on [0, T )× Rd such that
ϕ(t, y) = v(t, y) for some (t, y) ∈ [0, T )× Rd,
0 ≥ ∂tϕ(t, y) + Lϕ(t, y) + η(y)
(T − t)p + λ(y)−
pv(t, y)
T − t .
From the definition (2.11) of F , since v ≥ 0,
−F (y, v(t, y)) ≥ −λ(y) + |v(t, y)|
β+1
βη(y)β
.
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Hence, since p = (β + 1)/β and by setting u(t, y) = (T − t)1/βv(t, y)/η(y),
−∂tϕ(t, y) − Lϕ(t, y)− F (y, v(t, y)) ≥ η(y)
(T − t)p −
pv(t, y)
T − t +
|v(t, y)|β+1
βη(y)β
=
η(y)
(T − t)β+1β
(
1− (β+1)β u(t, y)− 1β |u(t, y)|β+1
)
.
(3.4)
Using the fact that the map u 7→ 1 − β+1β u + 1β |u|β+1 is nonnegative on R as it attains its
minimum at 1, we conclude
−∂tϕ(t, y)− Lϕ(t, y)− F (t, v(t, y)) ≥ 0.
We close this section with a further application of the comparison principle. Under the condi-
tions (A3) and (A4) it establishes the precise asymptotic behavior of a viscosity solution at the
terminal time. This observation will be the starting point of the next section.
Corollary 3.2. Let v ∈ Cpoly([0, T−]×Rd) be a nonnegative viscosity solution to problem (2.17).
If the assumptions (A3) and (A4) hold, then v satisfies the following asymptotic behavior:
(T − t)1/βv(t, y) = η(y) +O(T − t) uniformly in y as t→ T . (3.5)
Proof. The statement is proved by identifying a sub- and a supersolution with the desired
asymptotics. Due to (A4), the quantity ‖Lη‖ is well-defined and finite, hence δ := κ0/‖Lη‖ > 0.
We verify below that
vˇ(t, y) :=
η(y) − ‖Lη‖(T − t)
eθ(T−t)(T − t)1/β and vˆ(t, y) :=
η(y) + 12‖Lη‖(T − t)
(T − t)1/β + (T − t)‖λ‖
are a nonnegative classical sub- and supersolution to (2.17) on [T − δ, T ) × Rd, respectively,
where nonnegativity follows from η ≥ κ0 > 0 by (A3). Hence, (3.5) follows from the comparison
principle.
Specifically, let us fix (t, y) ∈ [T − δ, T )×Rd. To verify the supersolution property of vˆ, we first
obtain by a direct computation,
− ∂tvˆ(t, y)− Lvˆ(t, y) = −
η(y) + 1−β2 ‖Lη‖(T − t) + βLη(T − t)
β(T − t)(β+1)/β + ‖λ‖. (3.6)
Recalling the definition (2.11) of F , we have since vˆ ≥ 0,
−F (y, vˆ(t, y)) ≥ −λ(y) + |vˆ(t, y)|
β+1
βη(y)β
.
Next, we apply Bernoulli’s inequality in the form (u+ v+w)β+1 ≥ uβ+1(1 + v/u)β+1 ≥ uβ+1+
(β + 1)uβv for u, v, w ≥ 0 to the term |vˆ(t, y)|β+1 and obtain
− F (y, vˆ(t, y)) ≥ −λ(y) + η(y)
β+1 + (β + 1)η(y)β 12‖Lη‖(T − t)
βη(y)β(T − t)(β+1)/β . (3.7)
Hence, adding (3.6) and (3.7) yields,
−∂tvˆ(t, y)− Lvˆ(t, y)− F (y, vˆ(t, y)) ≥ ‖λ‖ − λ(y) + ‖Lη‖ − Lη(y)
(T − t)1/β ≥ 0.
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Next, we verify the subsolution property of vˇ. By a direct computation
− ∂tvˇ(t, y)−Lvˇ(t, y) = −η(y) + (β − 1)‖Lη‖(T − t) + βLη(y)(T − t)
βeθ(T−t)(T − t)(β+1)/β − θvˇt(t, y). (3.8)
On the other hand, since λ, γ ≥ 0, and vˇ ≥ 0 on [T − δ) ×Rd,
−F (y, vˇ(t, y)) ≤ |vˇ(t, y)|
β+1
βη(y)β
+ θvˇ(t, y).
This time, recalling that δ is chosen such that η(y) ≥ ‖Lη‖(T − t), we estimate the term
|vˇ(t, y)|β+1 by the fact (u− v)β+1 = uβ+1(1− v/u)β+1 ≤ uβ+1 − uβv for u ≥ v ≥ 0 and obtain
− F (y, vˇ(t, y)) ≤ η(y) − ‖Lη‖(T − t)
βeθ(β+1)(T−t)(T − t)(β+1)/β + θvˇ(t, y). (3.9)
Finally, adding (3.8) and (3.9), and using β > 0 yields,
−∂tvˇ(t, y)− Lvˇ(t, y)− F (t, vˇ(t, y)) ≤ 0.
4 Existence of a classical solution
In this section we prove Theorem 2.9 and hence assume throughout that (A1)–(A4) hold. Our
existence proof is based on the explicit asymptotic behavior established in Corollary 3.2. It tells
us the solution must be of the form
v(T − t, y) = η(y) + u˜(t, y)
t1/β
, u˜(t, y) = O(t) uniformly in y as t→ 0, (4.1)
where we reversed the time variable as we will do for the rest of this subsection. For reasons that
will become clear later, it will be more convenient to choose the following equivalent ansatz:
v(T − t, y) = η(y)
t1/β
+
u(t, y)
t1+1/β
, u(t, y) = O(t2) uniformly in y as t→ 0. (4.2)
Plugging the asymptotic ansatz into (2.17) results in a semilinear parabolic equation for u with
finite initial condition, but with a singularity in the nonlinearity. This motivates the following
lemma.
Lemma 4.1. If for some δ > 0 a function u ∈ Cα([0, δ];D(L)) ∩ C1+α([0, δ];C(Rd)) satisfies
|u(t, y)| ≤ tη(y), t ∈ [0, δ], y ∈ Rd, (4.3)
and solves the equation
∂tu(t, y) = Lu(t, y) + tLη(y) + tpλ(y)− η(y)
β
∞∑
k=2
(
β + 1
k
)(
u(t, y)
tη(y)
)k
+
θtpγ(y)(tη(y) + u(t, y))
β
√
(tpγ(y))β + |tη(y) + u(t, y)|β − θ(tη(y) + u(t, y)), t > 0 , y ∈ R
d,
(4.4)
then a local solution v ∈ Cα([T − δ, T−];D(L)) ∩C1+α([T − δ, T−];C(Rd)) to problem (2.17) is
given by
v(t, y) =
η(y)
(T − t)1/β +
u(T − t, y)
(T − t)1+1/β .
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Proof. The statement is verified by plugging the ansatz into (2.17), multiplying by tp = t(β+1)/β ,
and by using the binomial series for the term
tp
|v(T − t, y)|β+1
βη(y)β
=
η(y)
β
∣∣∣∣1 + u(t, y)tη(y)
∣∣∣∣β+1 = η(y)β
∞∑
k=0
(
β + 1
k
)(
u(t, y)
tη(y)
)k
to see that the first two terms of the series cancel out. The growth condition (4.3) guarantees
that the binomial series does indeed converge.
Remark 4.2. The reason for choosing the ansatz (4.2) is that the series in (4.4) starts at k =
2, and not at k = 1. This will be crucial for the fixed point argument below. The more
straightforward ansatz (4.1) results in the equation
∂tu˜ = Lu˜+ Lη + t
1
β λ− η
βt
(
u˜
η
+
∞∑
k=2
(
β + 1
k
)(
u˜
η
)k)
+
θt
1
β γ(η + u˜)
β
√
tγβ + |η + u˜|β − θ(η + u˜),
for which we have no analogues to Lemma 4.4 and Lemma 4.5 below, due to the term t−1u˜.
We will solve equation (4.4) using the semigroup approach for parabolic equations in Banach
spaces; we refer to the monograph by Lunardi [25] as the standard reference. To this end, we
interpret (4.4) as an evolution equation
u′(t) = Lu(t) + f(t, u(t)), t > 0; u(0) = 0, (4.5)
in the Banach algebra U := C(Rd) of bounded continuous functions endowed with the supremum
norm ‖ · ‖, where the nonlinearity f is given by
f(t, u) = tLη + tpλ− η
β
∞∑
k=2
(
β + 1
k
)(
u
tη
)k
+
θtpγ(tη + u)
β
√
(tpγ)β + |tη + u|β − θ(tη + u).
The general theory suggests to look first for a local mild solution of (4.5). That is, to show
there is a fixed point u of the integral operator Γ defined in C([0, δ];U) by
Γ(u)(t) =
∫ t
0
e(t−s)Lf(s, u(s)) ds, 0 ≤ t ≤ δ, (4.6)
if δ > 0 is small enough where {etL : t ≥ 0} is the analytic semigroup generated by L in U .
Regularity of the mild solution u will then follow from analyticity of the semigroup and Ho¨lder
continuity of t 7→ f(t, u(t)).
The singular behavior of f near t = 0 prevents us from directly applying general theory. In
fact, the operator Γ is not defined on the whole space C([0, δ];U), and its domain is not closed
with respect to the supremum norm. We overcome these difficulties by carrying out the usual
contraction argument with respect to an appropriate weighted norm on C([0, δ];U).
In order to guarantee that the function t 7→ f(t, u(t)) behaves well at t = 0 it seems reasonable
to restrict the set of potential mild solutions to those functions u ∈ C([0, δ];U) such that
u(t) = o(t) as t → 0. Yet, there is no nice norm making this set of functions a Banach space.
Recalling (3.5) however, we actually expect the slightly stronger condition u(t) = O(t2) as t→ 0
to be satisfied. This suggests to view Γ as an operator acting in the space
E =
{
u ∈ C([0, δ];U) : u(t) = O(t2) as t→ 0},
endowed with the weighted norm
‖u‖E = sup
0<t≤δ
∥∥t−2u(t)∥∥ .
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Lemma 4.3. The vector space E endowed with the norm ‖ · ‖E is a Banach space.
The next lemma shows in particular that the integral operator Γ given in (4.6) is well-defined
on the closed ball
BE(κ0/δ) :=
{
u ∈ E : ‖u‖E ≤ κ0/δ
}
.
Lemma 4.4. Let R > 0 and δ ∈ (0, κ0/R].
(i) For every u ∈ BE(R), the function f( · , u( · )) belongs to C([0, δ];U). In particular, the
operator Γ defined in (4.6) is well defined on BE(R).
(ii) If u ∈ BE(R) ∩ Cα([0, δ];U) for some α ∈ (0, 1), then f( · , u( · )) is α-Ho¨lder continuous,
i.e., belongs to Cα([0, δ];U).
Proof. For u ∈ BE(R) we consider the functions g : [0, δ]→ U and h : [0, δ] × U → U given by
g(t) =
∞∑
k=2
(
β + 1
k
)(
u(t)
tη
)k
and h(t, w) =
tpγw
β
√
(tpγ)β + |w|β − w,
so that we may decompose f(t, u(t)) in the following way:
f(t, u(t)) = tLη + tpλ− (p− 1)ηg(t) + θh(t, tη + u(t)). (4.7)
The assumption δ ≤ κ0/R guarantees that the series defining g(t) converges in U since then∥∥∥∥u(t)tη
∥∥∥∥ ≤ t2Rtκ0 ≤ δRκ0 ≤ 1, t ∈ [0, δ].
In view of (4.7) it will be sufficient to show that g and h( · , · η + u( · )) are continuous, or even
α-Ho¨lder continuous if u ∈ Cα([0, δ];U). For the latter note that h is continuously differentiable
on (0, δ] × U . In fact,
‖∂th(t, w)‖L(U) =
∥∥∥∥∥ ptp−1γw|w|ββ√(tpγ)β + |w|ββ+1
∥∥∥∥∥ ≤
∥∥∥∥ ptp−1γw|w|β(tpγ)β+1 + ptpγ|w|β
∥∥∥∥ ≤ ‖w‖t ,
where we used Bernoulli’s inequality and β + 1 = pβ, and
‖∂wh(t, w)‖L(U) =
∥∥∥∥∥ (tpγ)β+1β√(tpγ)β + |w|ββ+1 − 1
∥∥∥∥∥ ≤ 1.
Hence, for all 0 ≤ t ≤ s ≤ δ,
‖h(t, tη + u(t))− h(s, sη + u(s))‖ ≤ ‖tη + u(t)‖
t
|t− s|+ ‖η‖|t − s|+ ‖u(t)− u(s)‖
≤ (2‖η‖ + κ0)|t− s|+ ‖u(t)− u(s)‖.
In order to establish the continuity of g, notice that for every k ≥ 2 and 0 ≤ t ≤ s ≤ δ it holds
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that ∥∥∥∥∥
(
u(t)
tη
)k
−
(
u(s)
sη
)k∥∥∥∥∥ ≤
∥∥∥∥∥
(
u(t)
tη
)k
−
(
u(t)
sη
)k∥∥∥∥∥+
∥∥∥∥∥
(
u(t)
sη
)k
−
(
u(s)
sη
)k∥∥∥∥∥
≤ ‖u(t)‖
k
κk0
∣∣∣∣ 1tk − 1sk
∣∣∣∣+ 1skκk0 ‖u(t)− u(s)‖
k−1∑
l=0
‖u(t)‖l ‖u(s)‖k−1−l
≤ t
2kRk
tkskκk0
∣∣∣tk − sk∣∣∣+ Rk−1
skκk0
‖u(t)− u(s)‖
k−1∑
l=0
t2ls2(k−1−l)
≤ kδ
k−1Rk
κk0
|t− s|+ kδ
k−2Rk−1
κk0
‖u(t)− u(s)‖
≤ kR
κ0
|t− s|+ kR
κ20
‖u(t)− u(s)‖ .
(4.8)
Using the identity k
(
β+1
k
)
= (β + 1)
(
β
k−1
)
it follows that
‖g(t) − g(s)‖ ≤ (2
β − 1)(β + 1)R
κ0
|t− s|+ (2
β − 1)(β + 1)R
κ20
‖u(t)− u(s)‖.
Hence, g is uniformly continuous and even α-Ho¨lder continuous if u ∈ Cα([0, δ];U).
The usual assumption on the nonlinearity to carry out the fixed point argument would be that
f(t, u) is locally Lipschitz continuous in u uniformly in t. The next lemma proves an appropriate
analogue to this assumption for our singular nonlinearity f .
Lemma 4.5. For every R > 0 there exists a constant L > 0 independent of δ ∈ (0, κ0/R] such
that
‖f(t, u(t))− f(t, v(t))‖ ≤ L ‖u(t)− v(t)‖ , u, v ∈ BE(R), t ∈ [0, δ].
Proof. Let u, v ∈ BE(R) and t ∈ [0, T ]. The proof of Lemma 4.4 shows that the function h
in (4.7) is nonexpanding in the second argument, and estimates similar to those in (4.8) yield∥∥∥∥∥
(
u(t)
tη
)k
−
(
v(t)
tη
)k∥∥∥∥∥ ≤ kRκ20 ‖u(t)− v(t)‖
for every k ≥ 2. Hence, using once more that k(β+1k ) = (β + 1)( βk−1) and (β + 1)/β = p we
conclude that
‖f(t, u(t)) − f(t, v(t))‖ ≤ (p(2β − 1)κ−20 R‖η‖+ θ) ‖u(t)− v(t)‖ .
We are now ready to carry out the fixed point argument and to prove the desired regularity of
the fixed point. In view of Lemma 4.1 this then gives us a local solution to the problem (2.17).
Proposition 4.6. Under assumptions (A1) and (A2), there exists a short-time solution
u ∈ Cα([0, δ];D(L)) ∩ C1+α([0, δ];C(Rd))
to the equation (4.4) that satisfies the growth condition (4.3).
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Proof. We prove below that there exists R > 0 and δ ∈ (0, κ0/R] such that the operator Γ
defined by (4.6) has a fixed point u in BE(R).
In order to see that this (local) mild solution to (4.5) belongs to Cα([0, δ];D(L))∩C1+α([0, δ];U)
notice first that f( · , u( · )) ∈ C([0, δ];U), due to Lemma 4.4(i). Thus, it follows from [25,
Proposition 4.2.1] that Γ maps into Cα([0, δ];U), for every α ∈ (0, 1). Since u is a fixed point
of Γ it follows from Lemma 4.4(ii) that f( · , u( · )) ∈ Cα([0, δ];U).
Moreover, u ∈ E implies that u(0) = Lu(0) + f(0, u(0)) ≡ 0 belongs to the domain of L.
Along with the Ho¨lder continuity of f( · , u( · )) it now follows from [25, Theorem 7.1.10(iv)]
that u ∈ Cα([0, δ];D(L)) ∩ C1+α([0, δ];U) as desired.
It remains to prove the existence of a fixed point of the operator Γ. In terms of M =
sup0≤t≤1 ‖etL‖L(U) we claim that one can choose
R = 2M (‖Lη‖+ ‖λ‖+ θ‖η‖) and δ = min{κ0/R, (2ML)−1, 1},
where L > 0 is the Lipschitz constant given by Lemma 4.5. Since δ ≤ κ0/R the operator Γ
is well-defined on BE(R), due to Lemma 4.4. To show that Γ is a contraction with respect to
‖ · ‖E , let u, v ∈ BE(R). By the choice of M it holds for every t ∈ [0, δ] that
‖Γ(u)(t)− Γ(v)(t)‖ ≤ tM sup
s∈[0,t]
‖f(s, u(s))− f(s, v(s))‖
≤ δML sup
s∈[0,t]
‖u(s)− v(s)‖
≤ δMLt2‖u− v‖E .
Hence,
‖Γ(u)− Γ(v)‖E ≤ 1
2
‖u− v‖E .
To show that Γ maps BE(R) into itself, note that since δ ≤ 1 and p > 1 one has that sp ≤ s
for all s ∈ [0, δ], and so it holds for every t ∈ [0, δ] that
‖Γ(u)(t)‖ ≤ ‖Γ(u)(t) − Γ(0)(t)‖ + ‖Γ(0)(t)‖
≤ t2R
2
+ tM sup
s∈[0,t]
∥∥∥∥sLη + spλ+ θspγsηβ√(spγ)β + (sη)β − θsη
∥∥∥∥
≤ t2R
2
+ tM sup
s∈[0,t]
{s‖Lη‖+ sp‖λ‖+ θs‖η‖}
≤ t2R.
The operator Γ does therefore map BE(R) contractive into itself. Hence, it has a unique fixed
point u in BE(R).
Remark 4.7. In order to apply the above fixed point argument establishing a mild solution
to (4.5) it is not needed that L generates an analytic semigroup. We use the analyticity of L
to obtain maximal regularity results. We thank an anonymous referee for pointing out that
one may possibly drop the additional assumptions (A1) and (A2) on the diffusion coefficients
and interpret L as the generator L˜ of the pi-continuous Markov transition semigroup induced
by Y on C(Rd); see [11, Appendix B.5] for a comprehensive overview of the theory of pi-
continuous semigroups. It is shown in [30] (see also [7]) that the obtained mild solution is
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a pi-strong approximation of strict solutions un. However, for the verification argument a pi-
strong approximation satisfying un(t, ·) ∈ C2(Rd) is needed to apply Itoˆ’s formula on un and
then use the dominated convergence. This may possibly be achieved as in [7] by establishing
that {u ∈ C2(Rd) : L˜u ∈ C(Rd)} is a pi-core for L˜. The later is proven in [10] under the
assumption that b and σ have a continuous and bounded second derivative.
We are now ready to prove Theorem 2.9.
Proof of Theorem 2.9. In view of Lemma 4.1 and Proposition 4.6 there exists a (unique) local
classical, and hence mild solution
u ∈ Cα([T − δ, T−];D(L)) ∩ C1+α([T − δ, T−];C(Rd))
to (2.17). In order to see that the local solution extends to a global solution
v ∈ Cα([0, T−];D(L)) ∩C1+α([0, T−];C(Rd))
notice first that the functional v 7→ F (·, v(·)) mapping C(Rd) into itself is continuously differen-
tiable and thus locally Lipschitz continuous. By [25, Corollary 3.1.9], the operator L generates
an analytic semigroup in C(Rd). Hence, by [25, Theorem 7.1.2] there exists a mild solution
v ∈ L∞(τ, T − δ;C(Rd)) to −∂tv − Lv − F (y, v) = 0 for some 0 ≤ τ < T − δ when imposed
at t = T − δ with a terminal value in C(Rd). Due to the a priori estimates established in
Corollary 3.2 and [25, Proposition 7.1.8] we may choose τ = 0. This gives us a global mild
solution
v ∈ L∞(0, T−;C(Rd))
by pasting v and u at T − δ. In order to verify the desired regularity we recall that F is
independent of the time variable. Hence, the regularity follows from [25, Proposition 7.1.10(iv)]
if v(T − δ, ·) ∈ D(L) and if Lv(T − δ, ·) + F (·, v(T − δ, ·)) belongs to the real interpolation
space DL(α,∞). The former condition is a part of the assumption, the later is a consequence
of [25, Proposition 2.2.12(i)].
5 Verification argument
This section is devoted to the verification argument. Throughout, for some q > d+ 2, let
v ∈W 1,2q,loc((0, T−)× Rd) ∩ Cpoly([0, T−]× Rd)
denote a nonnegative strong solution to (2.17). We recall that by the parabolic Sobolev embed-
ding theorems [24, Lemma II.3.3], for every R > 0 the parabolic Sobolev space W 1,2q ((0, T ) ×
Bd(R)) is continuous embedded into C
l/2,1+l([0, T ]×Bd(R)) with l = 1−(d+2)/q. Here, Bd(R)
denotes the d-dimensional ball of radius R centered at the origin and C l/2,1+l([0, T ]×Bd(R)) de-
notes the usual parabolic Ho¨lder space of functions u(t, y) on [0, T ]×Bd(R) that are l/2-Ho¨lder
continuous in t and l-Ho¨lder continuous in y along with their first derivative in y. Hence, we
assume from now on that Dv is continuous.
The verification argument is established as follows. We first prove that the candidate optimal
strategy (ξ∗, pi∗) is admissible, and that the resulting portfolio process is monotone. This uses
the lower estimate in (2.18). Admissibility does not a priori guarantee that the strategy (ξ∗, pi∗)
generates finite costs, though. This requires an extra argument.
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Subsequently, we show that we may w.l.o.g. restrict ourselves to admissible controls that result
in a monotone portfolio process. Similar to [14, 20], we then prove the optimality of ξ∗ and
pi∗ in every interval [t, s] with s < T . The upper estimate in (2.18) will be used to show that
candidate strategy is optimal on the whole time interval.
Lemma 5.1. The pair of feedback controls (ξ∗, pi∗) given by (2.19) is admissible. The portfolio
process (X∗s )s∈[t,T ] with respect to (ξ
∗, pi∗) is monotone.
Proof. One readily verifies that the portfolio process (X∗s )s∈[t,T ] with respect to the controls ξ
∗
and pi∗ is given by (2.20) and thus is monotone. To show that X∗T = 0 we define the random
variable
ν(ω) := supt≤r≤T
{
eβθ(T−r)η(Y t,yr )
βE
[
supr≤u≤T η(Y
t,y
u )
−β
∣∣∣Fr]}
that is a.s. finite due to Assumption 2.2 and the moment estimates (2.2). For 0 ≤ t ≤ s < T ,
using the lower estimate in (2.18) and Jensen’s inequality we obtain,
|X∗s | ≤ |x| exp
(
−
∫ s
t
v(r, Y t,yr )β
η(Y t,yr )β
dr
)
≤ |x| exp
− ∫ s
t
1
η(Y t,yr )β
E
 e−θ(T−r)
β
√∫ T
r η(Y
t,y
u )−β du
∣∣∣∣∣∣Fr
β dr

≤ |x| exp
− ∫ s
t
e−βθ(T−r)η(Y t,yr )−β
E
[∫ T
r η(Y
t,y
u )−β du
∣∣∣Fr] dr

≤ |x| exp
(
−1
ν
∫ s
t
1
T − r dr
)
= |x|
(
T − s
T − t
)1/ν
s→T−→ 0.
This yields X∗T− = 0. Hence, pi
∗
T = 0 and so X
∗
T = 0.
Lemma 5.2. For every (ξ, pi) ∈ A(t, x) there exists (ξ¯, p¯i) ∈ A(t, x) with lesser or equal costs
such that (X ξ¯,p¯is )s∈[t,T ] is monotone.
Proof. For (ξ, pi) ∈ A(t, x) with x ≥ 0 consider the strategy (ξ¯, p¯i) given by
ξ¯s = ξs1{ξs≥0}1{X ξ¯,p¯is >0}
and p¯is = (pis ∧X ξ¯,p¯is− )1{pis≥0}1{X ξ¯,p¯is− >0}.
By construction it holds that 0 ≤ ξ¯s ≤ |ξs|, 0 ≤ p¯is ≤ |pis| and 0 ≤ X ξ¯,p¯is ≤ |Xξ,pis | for all s ∈ [t, T ].
As a result, (X ξ¯,p¯is )s∈[t,T ] is monotone decreasing and X
ξ¯,p¯i
T = 0 by admissibility of (ξ, pi). Hence,
(ξ¯, p¯i) ∈ A(t, x) with less or equal costs than (ξ, pi). The case x ≤ 0 is similar.
We denote by A¯(t, x) the set of all admissible controls under which the portfolio process is
monotone. For any (ξ, pi) ∈ A¯(t, x) with finite costs the expected residual costs vanish as s→ T
as shown by the following lemma.
Lemma 5.3. Under assumption (A3), for every (ξ, pi) ∈ A¯(t, x) with finite costs it holds that
E
[
v(s, Y t,ys )|Xξ,pis |p
]
−→ 0, s→ T . (5.1)
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Proof. The monotonicity of (Xξ,pis )s∈[t,T ] together with the terminal condition X
ξ,pi
T = 0 implies
|x| ≥ |Xξ,pis− | ≥ |Xξ,pis | ≥
∣∣∣∣∫ T
s
pir dNr
∣∣∣∣ and |Xξ,pis− | ≥ |pis| (5.2)
for all t ≤ s ≤ T , and moreover by Jensen’s inequality
|Xξ,pis |p ≤ 2p−1
( ∣∣∣∣∫ T
s
ξr dr
∣∣∣∣p + ∣∣∣∣∫ T
s
pir dNr
∣∣∣∣p). (5.3)
By Itoˆ’s formula,∣∣∣∣∫ T
s
pir dNr
∣∣∣∣p = ∫ T
s
{ ∣∣∣∣∫ T
r
piu dNu + pir
∣∣∣∣p − ∣∣∣∣∫ T
r
piu dNu
∣∣∣∣p} dNr.
Using once more Jensen’s inequality, and then (5.2), we obtain∣∣∣∣∫ T
s
pir dNr
∣∣∣∣p ≤ ∫ T
s
{
(2p−1 − 1)
∣∣∣∣∫ T
r
piu dNu
∣∣∣∣p + 2p−1 |pir|p}dNr
≤
∫ T
s
(2p − 1)|Xξ,pir− |p dNr. (5.4)
As the integrand in (5.4) is bounded by (2p− 1)|x| its jump integral has a true martingale part.
Hence, by decomposing the jump integral in (5.4) into its martingale part with respect to the
compensated Poisson process Nt − θt and its deterministic part we obtain from (5.3),
|Xξ,pis |p ≤ 2p−1E
[∣∣∣∣∫ T
s
ξr dr
∣∣∣∣p + ∫ T
s
(2p − 1)|Xξ,pir |p θdr
∣∣∣∣∣Fs
]
,
which implies by Gronwall’s inequality the existence of a constant C > 0 such that
|Xξ,pis |p ≤ CE
[∣∣∣∣∫ T
s
ξr dr
∣∣∣∣p
∣∣∣∣∣Fs
]
.
Next, we apply again Jensen’s inequality to obtain,
|Xξ,pis |p ≤ C(T − t)p−1E
[∫ T
s
|ξr|p dr
∣∣∣∣Fs] .
Therefore, by the upper estimate in (2.18) and the boundedness of η and λ due to (A2),
E
[
v(s, Y t,ys )|Xξ,pis |p
]
≤ CE
E
[∫ T
s η(Y
t,y
r ) + (T − r)pλ(Y t,yr ) dr
∣∣∣Fs]
T − s E
[∫ T
s
|ξr|p dr
∣∣∣∣Fs]

≤ C˜E
[∫ T
s
|ξr|p dr
]
.
Letting s→ T , we conclude (5.1) by the monotone convergence theorem, where it is used that
ξ ∈ LpF (0, T ;R) for any strategy (ξ, pi) that has finite costs as η is bounded away from zero
under assumption (A2).
The following estimate is key to the verification argument. Together with the preceding lemma
it allows us to show that v(·, ·)| · |p is indeed equal to the value function associated with our
control problem.
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Lemma 5.4. Under assumption (A1), for ever (ξ, pi) ∈ A¯(t, x) and s ∈ [t, T ) it holds,
v(t, y)|x|p ≤ E
[
v(s, Y t,ys )|Xξ,pis |p
]
+ E
[∫ s
t
c(Y t,yr ,X
ξ,pi
r , ξr, pir) dr
]
.
Proof. Let us denote by B(y,R) the open ball with radius R > 0 centered at y ∈ Rd and
introduce the first exit time
τR = inf{r ≥ t : Y t,yr /∈ B(y,R)}.
Since v ∈W 1,2q ((t, s)×B(y,R)) and Y t,y is non-degenerated, due to assumption (A1), Krylov’s
generalized Itoˆ formula [22, Theorem 2.10.1] applies to the stopped process v(s ∧ τR, Y t,ys∧τR). It
yields that
v(t, y) = v(s ∧ τR, Y t,ys∧τR) +
∫ s∧τR
t
∂tv(r, Y
t,y
r ) + Lv(r, Y t,yr ) dr −
∫ s∧τR
t
σ(Y t,yr )Dv(r, Y
t,y
r ) dWr.
This allows us to apply to v(s∧ τR, Y t,ys∧τR)|Xξ,pis∧τR |p the classical integration by parts formula for
semimartingales [17, Theorem 4.57] in order to obtain
v(t, y)|x|p = v(s ∧ τR, Y t,ys∧τR)|Xξ,pis∧τR |p −
∫ s∧τR
t
{
∂tv(r, Y
t,y
r )|Xξ,pir |p + Lv(r, Y t,yr )|Xξ,pir |p
− pξrv(r, Y t,yr ) sgn(Xξ,pir )|Xξ,pir |p−1 + θv(r, Y t,yr )(|Xt,xr − pir|p − |Xt,xr |p)
}
dr
−
∫ s∧τR
t
σ(Y t,yr )Dv(r, Y
t,y
r )|Xξ,pir |p dWr −
∫ s∧τR
t
v(r, Y t,yr )(|Xξ,pir− − pir|p − |Xξ,pir− |p) dN˜r,
where N˜r = Nr − θr denotes the compensated Poisson process. Both v and Dv are continuous
and hence bounded on [0, s] × B(y,R). Furthermore, |Xξ,pi| ≤ |x| and |pi| ≤ |x|, due to the
monotonicity of the portfolio process. As a consequence, the above stochastic integrals are true
martingales. Hence, recalling (2.13),
v(t, y)|x|p = E
[
v(s ∧ τR, Y t,ys∧τR)|Xξ,pis∧τR |p
]
+ E
[∫ s∧τR
t
c(Y t,yr ,X
ξ,pi
r , ξr, pir) dr
]
− E
[∫ s∧τR
t
{
(∂t + L)v(r, Y t,yr )|Xξ,pir |p +H(r, Y t,xr ,Xξ,pir , ξr, pir, v(·, ·)| · |)
}
dr
]
≤ E
[
v(s ∧ τR, Y t,ys∧τR)|Xξ,pis∧τR |p
]
+ E
[∫ s∧τR
t
c(Y t,yr ,X
ξ,pi
r , ξr, pir) dr
]
(5.5)
− E
[∫ s∧τR
t
{
(∂t + L)v(r, Y t,yr ) + F (Y t,yr , v(r, Y t,yr ))
} |Xξ,pir |p dr] .
Since v satisfies (2.10) a.e., since Y t,y is non-degenerated, and because |Xξ,pi| ≤ |x|, if follows
from Krylov’s estimate [22, Theorem 2.4] that
E
[∫ s∧τR
t
{
(∂t + L)v(r, Y t,yr ) + F (Y t,yr , v(r, Y t,yr ))
} |Xξ,pir |p dr] = 0.
Hence,
v(t, y)|x|p ≤ E
[
v(s ∧ τR, Y t,ys∧τR)|Xξ,pis∧τR |p
]
+ E
[∫ s∧τR
t
c(Y t,yr ,X
ξ,pi
r , ξr, pir) dr
]
.
Letting R→∞ the assertion follows from the polynomial growth condition on v and positivity
of the cost function c.
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We are now ready to carry out the verification argument.
Proof of Proposition 2.10. Let (ξ, pi) ∈ A¯(t, x). By Lemma 5.4 and Lemma 5.3 letting s → T
(assuming w.l.o.g. that (ξ, pi) has finite costs) we get
v(t, y)|x|p ≤ J(t, y, x; ξ, pi).
Finally note by Lemma 2.7 that equality holds in (5.5) if ξ = ξ∗ and pi = pi∗. Since v and c are
both nonnegative this implies that
v(t, y)|x|p ≥ lim
s→T
E
[∫ s
t
c(Y t,yr ,X
ξ∗,pi∗
r , ξ
∗
r , pi
∗
r ) dr
]
= J(t, y, x; ξ∗, pi∗). (5.6)
In particular (ξ∗, pi∗) has finite costs. Hence, Lemma 5.3 applies to (ξ∗, pi∗). Thus,
v(t, y)|x|p = E[v(s, Y t,ys )|Xξ
∗,pi∗
s |p] + E
[∫ s
t
c(Y t,yr ,X
ξ∗,pi∗
r , ξ
∗
r , pi
∗
r ) dr
]
−→ J(t, y, x; ξ∗, pi∗) as s→ T.
This shows that the strategy (ξ∗, pi∗) is indeed optimal.
6 Uniqueness in the non-Markovian framework
Within our Markovian framework we obtained optimal controls in feedback form. Of course,
one may as well interpret the cost coefficients as processes ηt, γt and λt adapted to the filtration
generated by the Brownian motion. This has been recently suggested by Ankirchner, Jeanblanc
& Kruse [4], which allowed them to analyze non-Markovian coefficients, while losing the feedback
form of the optimal controls.
Disregarding in this section any passive orders and assuming the filtration to be solely generated
by the Brownian motion the value function to the control problem consider in [4] is given by
Vt(x) := ess inf
ξ∈A(t,x)
E
[∫ T
t
ηs|ξs|p + λs|Xξs |p ds
∣∣∣∣Ft] , (t, x) ∈ [0, T )× R,
where ξ ∈ L0F (t, T ;R) belongs to the set of admissible controls A(t, x) if the state process
Xξs = x−
∫ s
t
ξr dr, t ≤ s ≤ T,
satisfies the liquidation constraint XξT = 0. In the non-Markovian framework the value function
has been related by Peng [28] (see also [14,16]) to the BSPDE:
−dVt(x) = inf
ξ∈R
{−ξ∇Vt(x) + ηt|ξ|p + λt|x|p} dt−Ψt(x) dWt.
A solution to the BSPDE is a pair (Vt,Ψt) of adapted processes. The ansatz Vt(x) = Yt|x|p and
Ψt(x) = Zt|x|p results in the BSDE:
− dYt =
{
λt − |Yt|
β+1
βηβt
}
dt− Zt dWt, 0 ≤ t < T ; lim
t→T
Yt = +∞. (6.1)
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Assuming η ∈ L2F (0, T ;R+), η−β ∈ L1F (0, T ;R+), λ ∈ L2F (0, T−;R+), and E[
∫ T
0 (T − t)pλt dt] <
∞ existence of a minimal nonnegative solution
(Y,Z) ∈ L2F (Ω;C([0, T−];R+))× L2F (0, T−;Rn)
to (6.1) has been established in [4]. We now show how our uniqueness argument can be applied to
establish uniqueness in the BSDE setting when the coefficients are continuous. While the general
shifting argument in the proof of our comparison principle fails in a non-time-homogeneous
setting, it can be applied to establish the following a priori estimates.
Proposition 6.1. For any nonnegative solution (Y,Z) to (6.1) the following estimates hold:
1
β
√
E
[∫ T
t
1
ηβs
ds
∣∣∣Ft] ≤ Yt ≤
1
(T − t)pE
[∫ T
t
ηs + (T − s)pλs ds
∣∣∣∣Ft] =: Yt, 0 ≤ t < T. (6.2)
Proof. The lower estimate has already been established in [4] for the minimal nonnegative
solution. To establish the upper estimate first note that (Y t)t∈[0,T ) is a supersolution to (6.1).
Yet, one can not directly compare Y and Y at the terminal time. As a workaround, similarly as
in [29], we modify Pardoux’s proof of his comparison principle for BSDEs with monotone drivers
[26, Theorem 2.4] by shifting the singularity of Y . That is, for δ > 0 we define (Yt
δ
)t∈[0,T−δ) by
Yt
δ
=
1
(T − δ − t)pE
[∫ T−δ
t
ηs + (T − δ − s)pλs ds
∣∣∣∣Ft] .
These processes are again supersolutions to (6.1) but with the singularity at t = T−δ. Precisely,
it holds that
−dYtδ = λt + ηt
(T − δ − t)p −
pYt
δ
T − δ − t︸ ︷︷ ︸
=:gδ(t,Yt
δ
)
dt− Ztδ dWt, 0 ≤ t < T − δ,
for some Z
δ ∈ ⋂t∈[0,T−δ) L2F (0, t;Rn) given by the Martingale Representation Theorem with the
singular terminal value
lim
t→T−δ
Yt
δ
= +∞.
A calculation as in (3.4) verifies that for all 0 ≤ t < T − δ and y ∈ R,
gδ(t, y) ≥ λt − |y|
β+1
βηβt
=: f(t, y).
We now consider the difference of Y and Y
δ
for 0 ≤ t ≤ s < T − δ:
Yt
δ − Yt = E
[
Ys
δ − Ys +
∫ s
t
gδ(r, Yr
δ
) dr −
∫ s
t
f(r, Yr) dr
∣∣∣∣Ft]
= E
[
Ys
δ − Ys −
∫ s
t
p(Yr
δ − Yr)
T − δ − r dr +
∫ s
t
gδ(r, Yr)− f(r, Yr) dr
∣∣∣∣∣Ft
]
.
By the solution formula for linear BSDEs:
Yt
δ − Yt = E
[
(Ys
δ − Ys) exp
(
−
∫ s
t
p
T − δ − r dr
)
+
∫ s
t
gδ(r, Yr)− f(r, Yr) dr
∣∣∣∣Ft] .
24
Therefore,
Yt
δ − Yt ≥ E
[(
Ys
δ − sup
t≤s≤T−δ
Ys
)
exp
(
−
∫ s
t
p
T − δ − r dr
)∣∣∣∣∣Ft
]
.
Now, letting s → T − δ this yields Ytδ − Yt ≥ 0 by Fatou’s lemma. This completes the proof
since
Yt − Yt = lim
δ→0
Yt
δ − Yt
by the monotone convergence theorem.
The upper estimate in (6.2) may be used to establish the analogue to Lemma 5.3. Here we need
to impose the following essentially boundedness assumption on the coefficients:
(A5) η, η−1, (T − ·)pλ ∈ L∞F (0, T ;R+).
Corollary 6.2. Under assumption (A5), for any solution (Y,Z) ∈ L2F (Ω;C([0, T−];R+)) ×
L2F (0, T
−;Rn) to (6.1) and any admissible control ξ ∈ A(t, x) with finite costs it holds that
lim
s→T
E
[
Ys|Xξs |p
∣∣∣Ft] = 0. (6.3)
Proof. From the upper estimate in (6.2) and the tower property,
E
[
Ys|Xξs |p
∣∣∣Ft] ≤ E
[ ∫ T
s {ηr + (T − r)pλr} dr
(T − t)p |X
ξ
s |p
∣∣∣∣∣Ft
]
.
Taking the liquidation constraint into account, we obtain after an application of Jensen’s in-
equality,
E
[
Ys|Xξs |p
∣∣∣Ft] ≤ E
[ ∫ T
s {ηr + (T − r)pλr} dr
T − t
∫ T
s
|ξr|p dr
∣∣∣∣∣Ft
]
≤ CE
[∫ T
s
|ξr|p dr
∣∣∣∣Ft] .
Hence, letting s → T , we conclude (6.3) by the monotone convergence theorem, where it is
used that ξ ∈ LpF (0, T ;R) for any control ξ that has finite costs as η is bounded away from zero
under assumption (A5).
Finally, by a verification argument analogous to the one in Section 5 we obtain Vt(x) = Yt|x|p
for any nonnegative solution (Y,Z) ∈ L2F (Ω;C([0, T−];R+))× L2F (0, T−;Rn) and conclude:
Theorem 6.3. Under assumption (A5) uniqueness holds for problem (6.1) in the class of
nonnegative solutions in L2F (Ω;C([0, T
−];R+))× L2F (0, T−;Rn).
Proof. We may again restrict the argument without loss of generality [4, Lemma 1.6] to mono-
tone controls ξ ∈ A(t, x) with finite costs. By Itoˆ-Kunita formula [23, Theorem I.8.1], since
Yt|x|p solves the stochastic HJB equation,
Yt|x|p ≤ E
[
Ys|Xξs |p +
∫ s
t
ηr|ξr|p + λr|Xξr |p dr
∣∣∣∣Ft] , t ≤ s < T.
Letting s → T , we conclude Yt|x|p ≤ Vt(x) by Corollary 6.2. Thus, Yt ≤ Vt(1). But Vt(1)
is characterized in [4] as the minimal nonnegative solution to (6.1). Hence, Yt = Vt(1) is
unique.
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7 Conclusion
In this paper we proposed a novel approach to establishing smooth solutions to stochastic opti-
mal control problems with singular terminal state constraints in a Markovian framework. Under
standard assumptions on the diffusion and cost coefficients we proved that there exists at most
one continuous viscosity and hence strong/classical solution to the HJB equation. As a byprod-
uct we obtained a uniqueness theorem in a non-Markovian framework that complements results
in [4]. Our main contribution is the existence of a classical solution under boundedness and
differentiability assumptions on the coefficiants. Existence of a viscosity solution is still open.
In its present form our comparison principle only applies to continuous sub- and supersolutions,
and hence does not allow us to apply Perron’s method to establish the existence of a viscosity
solution. Our verification argument uses Krylov’s generalized Itoˆ formula. As such it applies
to strong and classical solutions. It is not hard, though, to extend the verification argument to
viscosity solutions.
A Appendix
In this appendix we present a modification of the comparison result for viscosity solutions given
in [6]. The original statement [6, Theorem 3.5] concerns the uniqueness of viscosity solutions
to systems of semilinear parabolic equations. The related comparison result is mentioned in [6,
Remark 3.9]. As suggested in [27, Remark 6.105], the present scalar formulation covers the case
of a monotone (not necessarily Lipschitz continuous) nonlinearity G : [0, T ] × Rd × R → R.
Namely, we assume
(A6) G is continuous,
(A7) (u−v)(G(t, y, u)−G(t, y, v)) ≤ µ(u−v)2 for µ ∈ R uniform in t ∈ [0, T ], y ∈ Rd, u, v ∈ R,
and consider for given terminal value g : Rd → R the following parabolic problem{
−∂tu(t, y)− Lu(t, y)−G(t, y, u(t, y)) = 0, (t, y) ∈ [0, T ) × Rd,
u(T, y) = g(y), y ∈ Rd.
(A.1)
It is worth mentioning that no uniform continuity type assumptions are needed due to the lack
of any gradient dependence of G.
Theorem A.1. Let the assumptions (A6) and (A7) hold, and let u, u ∈ Cpoly([0, T ]×Rd) be a
viscosity sub- and a viscosity supersolution to (A.1), respectively. Then, u ≤ u in [0, T ] × Rd.
The proof is as in [6]. The only modification needed is to linearize the difference G(t, y, u(t, y))−
G(t, y, u(t, y)) in terms of
l(t, y) := 1u(t,y)6=u(t,y)
G(t, y, u(t, y))−G(t, y, u(t, y))
u(t, y)− u(t, y) .
rather than estimating it by a Lipschitz property, cf. [6, p.78]. The key lemma [6, Lemma 3.7]
based on the theorem of sums and the doubling variable technique then reads:
Lemma A.2. The difference w := u− u is a viscosity subsolution to the linear equation
− ∂tw(t, y)− Lw(t, y)− l(t, y)w(t, y) = 0, (t, y) ∈ [0, T ) ×Rd. (A.2)
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Since l is by (A7) bounded above by µ the supersolution property of the function given in [6,
Lemma 3.8] carries over to equation (A.2) so that the rest of the proof matches again with the
original reference.
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