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BARGMANN AND BARUT-GIRARDELLO MODELS FOR THE
RACAH ALGEBRA
HENDRIK DE BIE, PLAMEN ILIEV, AND LUC VINET
Abstract. The Racah algebra and its higher rank extension are the algebras
underlying the univariate and multivariate Racah polynomials. In this paper
we develop two new models in which the Racah algebra naturally arises as sym-
metry algebra, namely the Bargmann model and the Barut-Girardello model.
We show how both models are connected with the superintegrable model of
Miller et al. The Bargmann model moreover leads to a new realization of the
Racah algebra of rank n as n-variable differential operators. Our conceptual
approach also allows us to rederive the basis functions of the superintegrable
model without resorting to separation of variables.
1. Introduction
1.1. Racah algebra and Racah polynomials. The Racah algebra was first in-
troduced in [19]. It is the infinite-dimensional associative algebra over C with
generators K1 and K2 that satisfy, together with their commutator K3 = [K1,K2],
the relations:
[K2,K3] = K
2
2 + {K1,K2}+ dK2 + e1,
[K3,K1] = K
2
1 + {K1,K2}+ dK1 + e2,
(1)
with {A,B} := AB+BA and where d, e1, e2 are structure constants. It is crucially
related with the Racah polynomials, which sit at the top of the discrete branch
of the celebrated Askey scheme [28]. Indeed, a suitable realization of the Racah
algebra in terms of difference operators encodes the bispectral properties of these
polynomials.
The Racah algebra can alternatively be presented in terms of generators C12,
C23, C13 and F . In this form one has C12 + C23 + C13 = G and [C23, C13] =
[C13, C12] = [C12, C23] = 2F , where G is a central operator. The relations then are
[C12, F ] = C23C12 − C12C13 + i12,
[C23, F ] = C13C23 − C23C12 + i23,
[C13, F ] = C12C13 − C13C23 + i13,
(2)
with i23, i13, i12 central elements. The formulas (2) were first obtained in [16]. It is
precisely this presentation we will use in this paper.
Multivariate extensions of the Racah polynomials were introduced by Tratnik
in [32]. These polynomials are multispectral, as obtained through an elaborate
construction in [18].
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Also the Racah algebra can be generalized to higher rank. This was first achieved
in [20] in the framework of superintegrability. Indeed, it appears naturally by
considering the Hamiltonian
(3) H :=
∑
1≤i<j≤n+1
(yj∂yi − yi∂yj )
2 +
n+1∑
i=1
bi
y2i
,
which is maximally superintegrable, and was introduced by Miller et al. [23, 24,
25, 26, 27]. The symmetry algebra of this Hamiltonian is precisely the higher rank
Racah algebra [20] and it acts irreducibly on the eigenspaces of the Hamiltonian
[21]. In [5] the higher rank Racah algebra is constructed in an alternative way,
namely within the n-fold tensor product of U(su(1, 1)). The construction goes as
follows. Consider the Casimir C of su(1, 1). Using the coproduct, C can be lifted
to an arbitrary number of factors in the tensor product. This defines intermediate
Casimirs CA for any subset A ⊂ [n] = {1, . . . , n}, where A describes the relevant
factors in the tensor product. The algebra generated by {CA} is then called the
Racah algebra of rank n−2. In the present paper we will show that both approaches
coincide.
Recently, it was shown that the higher rank Racah algebra also has a discrete
realization acting directly on the multivariate Racah polynomials as difference op-
erators, see [8]. This action extends the diagonal action already obtained in [18]
and completely describes the connection between the Racah polynomials and their
algebra.
Finally note that the Racah algebra can also be considered from the point of
view of Howe duality, see [14, 15].
1.2. Two new models. The operator
∑n
j=1 ∂j , while deceptively simple, has a
rather rich history of investigations. First, it has been investigated in the case
where it acts on polynomials f(x1, x2, . . . , xn) with xj either 0 or 1. This was
initially introduced by Dunkl in [10, 11] and simultaneously by Delsarte in [9]. For
a nice overview from the point of view of harmonic analysis, see [31]. More recently,
an orthogonal basis for null-solutions in this context was obtained in [13].
Second, it has also been investigated in the case where it acts on complex-valued
functions over Rn, which is also the topic of the present paper. The two relevant
references are [29] and [30], where Rosengren uses this operator to extend the
theory of Hankel forms to the multilinear case. In doing so, he develops partly the
harmonic analysis for this operator (such as projection operators). Nevertheless,
he does not look into the problem of the symmetries of this operator.
In the present paper, we show that the operator
∑n
j=1 ∂j arises as the n-fold
tensor product of su(1, 1) by considering the so-called Bargmann realization. This
means that its symmetries give rise to a new realization of the higher rank Racah al-
gebra. We construct a basis of null-solutions that explicitly diagonalizes an abelian
subalgebra of the Racah algebra. Moreover, by suitable acting on this basis we are
able to construct a realization of the rank n Racah algebra in precisely n variables.
We also consider an alternative realization of su(1, 1), called the Barut-Girardello
realization [2]. This gives rise to a second new model using the differential operator∑n
j=1
(
xj∂
2
xj + 2νj∂xj
)
. Here the νj are constants. Surprisingly, both models turn
out to be isomorphic. This is achieved by using a modified Laplace transform,
first introduced in [4]. Finally, we show that the Barut-Girardello model can be
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identified with the Miller model. This identification shows precisely how an n-fold
tensor product of su(1, 1) is underlying the Miller model. Moreover, it yields a new
way of obtaining its basis functions (see e.g. [20, 21]), using Fischer decomposition
and Cauchy-Kovalevskaia extension rather than separation of variables.
1.3. Contributions and organization. In conclusion, our main contributions in
this paper are the following:
• A realization of the rank n Racah algebra in precisely n variables.
• The isomorphism between the Bargmann, Barut-Girardello andMiller mod-
els.
• The conceptual approach to find the basis functions used in [20, 21].
The paper is organized as follows. In Section 2 we recall the general construction
of the Racah algebra. In Section 3 we develop the Bargmann realization of the
Racah algebra. In Section 4 we introduce the Barut-Girardello model and show how
it is isomorphic with the Bargmann model through a modified Laplace transform.
Finally, in Section 5 we show that the Barut-Girardello model can be identified
with the superintegrable model of Miller et al.
2. Preliminaries
The Lie algebra su(1, 1) is generated by J± and A0 with relations:
(1) [J−, J+] = 2A0, [A0, J±] = ±J±.
Its universal enveloping algebra U(su(1, 1)) contains the Casimir element of su(1, 1):
(2) C := A20 −A0 − J+J−.
The comultiplication µ∗ maps su(1, 1) into su(1, 1)⊗ su(1, 1) via:
µ∗(J±) = J± ⊗ 1 + 1⊗ J±,
µ∗(A0) = A0 ⊗ 1 + 1⊗ A0.
This map extends to U(su(1, 1)).
We now define inductively
C1 := C, Cn := (1⊗ . . .⊗ 1︸ ︷︷ ︸
n−2 times
⊗µ∗)(Cn−1).
Consider the map
τk :
m−1⊗
i=1
U(su(1, 1))→
m⊗
i=1
U(su(1, 1)),
acting on homogeneous tensor products as:
τk(t1 ⊗ . . .⊗ tm−1) := t1 ⊗ . . .⊗ tk−1 ⊗ 1⊗ tk ⊗ . . .⊗ tm−1.
and extend it by linearity. We then put
CA :=
 −→∏
k∈[n]\A
τk
(C|A|) ,(3)
with A a subset of [n]. Here we use the notation [n] := {1, . . . , n}.
The subalgebra Rn of
⊗n
i=1 U(su(1, 1)) generated by the set {CA|A ⊂ [n]} is
called the Racah algebra. For more details we refer the reader to [5]. We summarize
the facts we will need in the sequel.
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Lemma 2.1. If either A ⊂ B or B ⊂ A or A ∩B = ∅ then CA and CB commute.
As a consequence Ci and C[n] are central in Rn. Consider a chain of sets
A1  A2  . . . Aj , each set strictly contained in the next one. The operators
CAi corresponding to these sets generate an Abelian algebra.
Now let C be a chain with maximal length: Ai  Ai+1 with |Ai+1| = |Ai| + 1.
The set of Casimirs belonging to this chain excluding the central Casimirs generate
the Abelian algebra 〈CB |B ∈ C and |B| 6= 1, n〉. We call this a labelling Abelian
algebra. The rank of a Racah algebra equals the dimension of a labelling Abelian
algebra, so Rn has rank n− 2.
Finally, the main relations of the Racah algebra are given in the following:
Lemma 2.2. Let K, L and M be three disjoint subsets of [n]. The algebra generated
by the set
{CK , CL, CM , CK∪L, CK∪M , CL∪M , CK∪L∪M}
is isomorphic to the rank 1 algebra R3. Therefore, putting CKL = CK∪L and
introducing the operator F as:
2F := [CKL, CLM ] = [CKM , CKL] = [CLM , CKM ],(4)
the following relations hold
[CKL, F ] = CLMCKL − CKLCKM + (CL − CK) (CM − CKLM ) ,
[CLM , F ] = CKMCLM − CLMCKL + (CM − CL) (CK − CKLM ) ,
[CKM , F ] = CKLCKM − CKMCLM + (CK − CM ) (CL − CKLM ) .
(5)
3. The Bargmann model
3.1. Construction of the model. Introduce, for ν > 0, the following operators
K0 = x∂x + ν
K− = ∂x
K+ = x
2∂x + 2νx.
It is easy to verify that they satisfy the su(1, 1) relations:
[K0,K±] = ±K±, [K−,K+] = 2K0.
Consider now nmutually commuting sets of such su(1, 1) generators and combine
them by addition. This yields the following operators
K
[n]
− =
n∑
j=1
∂xj
K
[n]
+ =
n∑
j=1
(x2j∂xj + 2νjxj)
K
[n]
0 =
n∑
j=1
xj∂xj +
n∑
j=1
νj
which again generate su(1, 1).
We consider their action on P(Rn) = R[x1, . . . , xn]. We define the space of
harmonics
Hk(Rn) = Pk(Rn) ∩ kerK
[n]
−
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where Pk(Rn) is the space of homogeneous polynomials of degree k.
Then we have two fundamental results. First is the Fischer decomposition of
homogeneous polynomials into harmonics:
Theorem 3.1. The space Pk(Rn) decomposes as
Pk(Rn) =
k⊕
j=0
(
K
[n]
+
)j
Hk−j(Rn).
Proof. This is standard and is an essential consequence of the su(1, 1) relations.
One can easily e.g. adapt the proof of Theorem 3 in [7] to work for the present
situation. The statement is also a consequence of Section 8 in [30]. 
Second we have the Cauchy-Kovalevskaia (CK) isomorphism that yields a simple
description of all harmonics.
Theorem 3.2. The space Hk(Rn) is isomorphic with Pk(Rn−1). The isomorphism
is given by the map
CKn : Pk(Rn−1)→ Hk(Rn)
p(x1, . . . , xn−1) 7→ p(x1 − xn, . . . , xn−1 − xn)
and its inverse by putting xn = 0.
Proof. Let us write
CKn (p(x1, . . . , xn−1)) =
k∑
j=0
xjnpj(x1, . . . , xn−1)
with p0 := p and pj, j ∈ {1, . . . , k} to be determined. We express thatK
[n]
− CKn (p) =
0. This yields
K
[n]
− CKn (p(x1, . . . , xn)) = 0
⇐⇒
(
K
[n−1]
− + ∂xn
)
CKn (p(x1, . . . , xn)) = 0
⇐⇒xknK
[n−1]
− pk +
k−1∑
j=0
xjn
(
(j + 1)pj+1 +K
[n−1]
− pj
)
= 0.
This yields, for all j ∈ {1, . . . , k}
pj =
(−1)j
j!
(
K
[n−1]
−
)j
p.
Hence we have
CKnp =
k∑
j=0
(−xn)j
(
K
[n−1]
−
)j
j!
p
= exp(−xnK
[n−1]
− )p
=
n−1∏
j=1
exp(−xn∂xj )p
= p(x1 − xn, . . . , xn−1 − xn)
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as exp(−xn∂xj ) is the translation operator.
Using these explicit formulas, it is now easily seen that CKn is indeed an iso-
morphism of vector spaces. Indeed, CKn is injective by construction, and so is its
left inverse R which is given by Rq(x1, . . . , xn) = q(x1, . . . , xn−1, 0). 
We can now obtain a basis for Hk(Rn), by combining Theorem 3.2 with Theorem
3.1. We have the following result
Theorem 3.3. A basis for Hk(Rn) is given by the set of polynomials
ψj1,...,jn−1 = CKn
((
K
[n−1]
+
)jn−1
CKn−1
(
. . .
(
K
[3]
+
)j3
CK3
((
K
[2]
+
)j2
CK2
(
xj11
))))
with
∑n−1
ℓ=1 jℓ = k.
This basis is special in the following sense. Consider a subset B ⊂ [n] and
introduce the operators
KB− =
∑
j∈B
∂xj
KB+ =
∑
j∈B
(x2j∂xj + 2νjxj)
KB0 =
∑
j∈B
xj∂xj +
∑
j∈B
νj
which again yields an ‘intermediate’ su(1, 1) realization. Its Casimir is given by
(1) CB :=
(
KB0
)2
−KB0 −K
B
+K
B
− .
The collection of Casimir operators CB , for all B ⊂ [n], generate the algebra Rn,
which is called the rank (n − 2) Racah algebra, see Section 2. In particular, we
consider the following labelling Abelian subalgebra:
〈C[2], C[3], C[4], . . . , C[n−1], C[n]〉
and show that it acts diagonally on the basis of Theorem 3.3. Indeed, we have
Theorem 3.4. One has, for ℓ ∈ {2, . . . , n}
C[ℓ]ψj1,...,jn−1 = λ
[ℓ]
j1,...,jn−1
ψj1,...,jn−1
with
λ
[ℓ]
j1,...,jn−1
=
(
ℓ−1∑
i=1
ji +
ℓ∑
i=1
νi
)(
−1 +
ℓ−1∑
i=1
ji +
ℓ∑
i=1
νi
)
.
Proof. We first observe that if ℓ equals the dimension of our space, we have
C[ℓ]Hk(R
ℓ) = K
[ℓ]
0
(
K
[ℓ]
0 − 1
)
Hk(Rℓ)
=
(
k +
ℓ∑
i=1
νi
)(
k − 1 +
ℓ∑
i=1
νi
)
Hk(Rℓ).
(2)
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Subsequently, as C[ℓ] commutes by construction with CKp for p > ℓ and with K
[p]
+
for p ≥ ℓ, we have
C[ℓ]ψj1,...,jn−1 = CKn
((
K
[n−1]
+
)jn−1
CKn−1 (. . .
. . .
(
K
[ℓ]
+
)jℓ
C[ℓ]
(
CKℓ
(
. . . CK3
((
K
[2]
+
)j2
CK2
(
xj11
))))
.
The result then follows by application of (2). 
3.2. Description of the Racah algebra in the new variables. The Racah
algebra Rn is generated by the operators CB of formula (1) which are defined using
n variables. However, the algebra is only of rank n − 2. In this section, we show
how a realization of Rn can be constructed using exactly n− 2 variables.
Consider the space Hk(Rn). Using Theorem 3.2 we find that an alternative basis
for Hk(Rn) is given by
ϕj1,...,jn−2 = (x1 − x2)
k−j1−j2−...−jn−2(x3 − x2)
j1(x4 − x3)
j2 . . . (xn − xn−1)
jn−2
= (x1 − x2)
kuj11 u
j2
2 . . . u
jn−2
n−2
with jℓ positive integers with
∑n−2
ℓ=1 jℓ ≤ k. Here we introduced n−2 new variables
{u1, u2, . . . , un−2} given by
uj :=
xj+2 − xj+1
x1 − x2
, j ∈ {1, . . . , n− 2}.
The action of Rn on Hk(Rn), through the use of this basis, is hence projected
to the space
Πn−2k = ⊕
k
ℓ=0Pℓ(u1, . . . , un−2),
i.e. the space of polynomials of total degree at most k in n− 2 variables.
Gauging the operators CB by (x1 − x2)k to
(3) C˜B = (x1 − x2)
−kCB(x1 − x2)
k
then yields a realization of Rn on Π
n−2
k . We give this realization explicitly in the
following theorem.
Theorem 3.5. The space Πn−2k of all polynomials of degree k in n − 2 variables
carries a realization of the rank n− 2 Racah algebra Rn. This realization is given
explicitly by
C˜i = νi(νi − 1), i ∈ [n]
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and, for i, j ∈ {3, . . . , n},
C˜12 = −
(
k − 1−
n−2∑
ℓ=1
uℓ∂uℓ
)(
−k − ∂u1 +
n−2∑
ℓ=1
uℓ∂uℓ
)
+ 2ν2
(
k −
n−2∑
ℓ=1
uℓ∂uℓ
)
− 2ν1
(
−k − ∂u1 +
n−2∑
ℓ=1
uℓ∂uℓ
)
+ (ν1 + ν2)(ν1 + ν2 − 1)
C˜1j = −
(
1−
j−2∑
ℓ=1
uℓ
)2(
k − 1−
n−2∑
ℓ=1
uℓ∂uℓ
)(
∂uj−2 − ∂uj−1
)
+ 2νj
(
1−
j−2∑
ℓ=1
uℓ
)(
k −
n−2∑
ℓ=1
uℓ∂uℓ
)
− 2ν1
(
1−
j−2∑
ℓ=1
uℓ
)(
∂uj−2 − ∂uj−1
)
+ (ν1 + νj)(ν1 + νj − 1)
C˜2j = −
(
j−2∑
ℓ=1
uℓ
)2(
1− k − ∂u1 +
n−2∑
ℓ=1
uℓ∂uℓ
)(
∂uj−2 − ∂uj−1
)
+ 2νj
(
j−2∑
ℓ=1
uℓ
)(
k + ∂u1 −
n−2∑
ℓ=1
uℓ∂uℓ
)
+ 2ν2
(
j−2∑
ℓ=1
uℓ
)(
∂uj−2 − ∂uj−1
)
+ (ν2 + νj)(ν2 + νj − 1)
C˜ij = −
 i−2∑
ℓ=j−1
uℓ
2 (∂ui−2 − ∂ui−1) (∂uj−2 − ∂uj−1)
+ 2νj
 i−2∑
ℓ=j−1
uℓ
(∂ui−2 − ∂ui−1)− 2νi
 i−2∑
ℓ=j−1
uℓ
(∂uj−2 − ∂uj−1)
+ (νi + νj)(νi + νj − 1)
where we assume i > j and with un−1 = 0 whenever it appears.
Proof. In [5] it is shown that for any A ⊂ [n]
CA =
∑
{i,j}⊂A
Cij − (|A| − 2)
∑
i∈A
Ci.
Therefore it suffices to find the expressions for C˜i and C˜ij . Observe that from (1)
follows
Ci = νi(νi − 1)
and
Cij = −(xi − xj)
2∂xi∂xj + 2νj(xi − xj)∂xi − 2νi(xi − xj)∂xj
+ (νi + νj)(νi + νj − 1).
Combining these formulas with (3), through long and tedious computations, yields
the formulas of the theorem. 
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3.3. Explicit formulas for basisfunctions. In [17], the special case n = 3 was
studied and a basis for Hk(R3) was given explicitly in terms of hypergeometric
functions. We show how this can be rederived from our Theorem 3.3. Indeed,
according to Theorem 3.3 the basis is given as
(4) ψkj = CK3
((
K
[2]
+
)k−j
CK2
(
xj1
))
,
with j ∈ {0, . . . , k}. We readily observe that, using Theorem 3.2
CK2
(
xj1
)
= (x1 − x2)
j .
Because of Theorem 3.2 we may also write
ψkj (x1, x2, x3) = (x1 − x2)
kφkk−j(u), u =
x3 − x2
x1 − x2
.
We derive a recursive relation for φkj . From (4) we have
ψk+1j =
(
CK3K
[2]
+ CK
−1
3
)
ψkj
which, after some computations, translates to
(5) φk+1k+1−j =
(
u(u− 1)
d
du
+ (2ν1 + k)− (2ν1 + 2ν2 + 2k)u
)
φkk−j
with initial condition φk0 = 1.
The hypergeometric series enjoys the following property:
(1− c)2F1
[
a− 1 b− 1
c− 1
;u
]
=
(
u(u− 1)
d
du
+ 1− c+ (a+ b− 1)u
)
2F1
[
a b
c
;u
]
.
This can be found for instance by combining formulas (2.5.1) and (2.5.2) in [1].
Comparing this result with the recursive relation (5) and using the fact that φkk−j
is a polynomial of degree k − j then yields, up to a normalization constant,
φkk−j = 2F1
[
j − k 1− k − j − 2ν1 − 2ν2
1− k − 2ν1
;u
]
.
The same expression was found in [17] by direct solution of the differential equation.
Note that for n = 3, Theorem 3.4 reduces to the following spectral equations
C[2]ψ
k
j = (j + ν1 + ν2)(j + ν1 + ν2 − 1)ψ
k
j
C[3]ψ
k
j = (k + ν1 + ν2 + ν3)(j + ν1 + ν2 + ν3 − 1)ψ
k
j .
Recursive formulas like (5) can be given in general dimension, for the basis of
Hk(Rn). Observe that, using Theorem 3.3 and Section 3.2
ψj1,...,jn−1 = CKn
((
K
[n−1]
+
)jn−1
CKn−1
(
. . .
(
K
[3]
+
)j3
CK3
((
K
[2]
+
)j2
CK2
(
xj11
))))
= (x1 − x2)
kφj1,...,jn−1(u1, . . . , un−2)
with
∑n−1
ℓ=1 jℓ = k. The initial condition is
φj1,0,...,0(u1, . . . , un−2) = 1.
Now observe that for ℓ ∈ {2, . . . , n− 1}
ψj1,...,jℓ+1,0...,0 =
(
CKℓ+1K
[ℓ]
+ CK
−1
ℓ+1
)
ψj1,...,jℓ,0...,0
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which translates to
φj1,...,jℓ+1,0...,0 = L
|j|ℓ,ℓ
u1,...,uℓ−1φj1,...,jℓ,0...,0
where
L|j|ℓ,ℓu1,...,uℓ−1 = 2ν1 + |j|ℓ +
ℓ−1∑
i=1
(
ui − 1 + 2
i−1∑
p=1
up
)
ui∂ui −
ℓ−1∑
i=1
(
2|j|ℓ + 2
i+1∑
p=1
νp
)
ui
and with |j|ℓ = j1+. . .+jℓ. In this way, we can construct φj1,...,jn−1 by consecutively
adding each index jℓ for ℓ ∈ {2, . . . , n− 1}, and hence also construct ψj1,...,jn−1 .
4. The Barut-Girardello model
Let us now consider another well known realization of su(1, 1). Introduce, for
ν > 0, the following operators
L0 = x∂x + ν
L− = x∂
2
x + 2ν∂x
L+ = x.
It is easy to verify that they satisfy the su(1, 1) relations:
[L0, L±] = ±L±, [L−, L+] = 2L0.
Note that these operators appeared probably first in [2], in the context of coherent
states.
The connection between the Barut-Girardello model and the Bargmann model
can be established using a weighted Laplace transform, see [4]. Define
Lxν(f)(ρ) =
1
Γ(2ν)
ρ−2ν
∫ +∞
0
x2ν−1f(x)e−x/ρdx.
Here we have chosen the normalization such that Lxν (1)(ρ) = 1. We can moreover
easily compute that
(6) Lxν(z
n)(ρ) =
Γ(n+ 2ν)
Γ(2ν)
ρn.
Remark 4.1. In [29, 30] Rosengren introduces the inverse of (6). However, he does
not give the interpretation as an inverse Laplace transform but only specifies the
action on monomials as in (6).
As a consequence, we have
(7) Lxν(L±f) = K±L
x
ν(f).
In other words, the Laplace transform Lxν intertwines the Barut-Girardello model
with the Bargmann one.
Remark 4.2. Note that the algebra U(su(1, 1)) has a natural anti-automorphism a
defined by
a(A0) = A0
a(J+) = J−
a(J−) = J+,
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using the notations in Section 2. The Weyl algebra C〈x, ∂x〉 also has a natural
anti-automorphism b defined by
b(x) = ∂x
b(∂x) = x.
The composition b◦a of these anti-automorphisms provides an isomorphism between
the Barut-Girardello and Bargmann representations of su(1, 1).
Consider now n mutually commuting sets of Barut-Girardello su(1, 1) generators
and combine them by addition. This yields the following operators, defined for any
subset A ⊂ [n]
LA− =
∑
j∈A
(
xj∂
2
xj + 2νj∂xj
)
LA+ =
∑
j∈A
xj
LA0 =
∑
j∈A
xj∂xj +
∑
j∈A
νj
which again generate su(1, 1). We consider their action on P(Rn) = R[x1, . . . , xn].
We define the space of Barut-Girardello harmonics as
HBGk (R
n) = Pk(Rn) ∩ kerL
[n]
− .
If we now put
L~x~ν =
n∏
j=1
Lxjνj
then clearly
L~x~ν
(
HBGk (R
n)
)
= Hk(Rn).
Surprisingly, we can construct an explicit basis in terms of Jacobi polynomials
for HBGk , diagonalizing a labelling Abelian subalgebra. We start with the following
two theorems. We omit the proofs, as they are essentially identical to those of the
Bargmann case.
Theorem 4.3. The space Pk(Rn) decomposes as
Pk(Rn) =
k⊕
j=0
(
L
[n]
+
)j
HBGk−j(R
n).
Theorem 4.4. There exists an isomorphism between Pk(Rn−1) and HBGk (R
n),
given by the map
CKBGn (p) = Γ(2νn)
k∑
j=0
(−xnL
[n−1]
− )
j
j!Γ(j + 2νn)
p, p ∈ Pk(Rn−1).
Note that the explicit form of the CK map is much more complicated in the
Barut-Girardello model than in the Bargmann model. However, it is easier to
determine the eigenfunctions explicitly as we will show later. Nevertheless, we
already observe that
CKn(L
~x
~ν(p)) = L
~x
~ν
(
CKBGn (p)
)
,
thus linking the CK extensions in both frameworks.
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We can now obtain a basis for HBGk (R
n), by combining Theorem 4.4 with 4.3.
We have the following result
Theorem 4.5. A basis for HBGk (R
n) is given by the set of polynomials
ψBGj1,...,jn−1 = CK
BG
n
((
L
[n−1]
+
)jn−1
CKBGn−1
(
. . .
(
L
[2]
+
)j2
CKBG2
(
xj11
)))
with
∑n−1
ℓ=1 jℓ = k.
Contrary to the Bargmann case, it now becomes relatively easy to express the
basis functions ψBGj1,...,jn−1 explicitly in terms of Jacobi polynomials. This goes as
follows.
First recall the following definition of the Jacobi polynomial:
P (α,β)n (x) =
n∑
s=0
(
n+ α
s
)(
n+ β
n− s
)(
x− 1
2
)n−s (
x+ 1
2
)s
which can be rewritten as
(8)
n!(u+v)nP (α,β)n ((v−u)/(u+v)) =
n∑
j=0
(
n
j
)
Γ(n+ α+ 1)Γ(n+ β + 1)
Γ(n− j + α+ 1)Γ(j + β + 1)
vj(−u)n−j
where we put x = (v−u)/(u+v). Next we observe that, using the su(1, 1) relations
and induction, we have the following formulas for all p ∈ {1, . . . , n} and ℓ ≤ j
(9) (L
[p]
− )
ℓ(L
[p]
+ )
jφk = cj,k,ℓ(L
[p]
+ )
j−ℓφk, φk ∈ H
BG
k (R
p)
with
cj,k,ℓ =
j!
(j − ℓ)!
Γ(2|ν|p + 2k + j)
Γ(2|ν|p + 2k + j − ℓ)
where
|ν|p =
p∑
j=1
νj .
Formula (9) combined with Theorems 4.4 and 4.5 already implies that the bas-
isfunctions in Theorem 4.5 factor as follows
(10) ψBGj1,...,jn−1 =
n−1∏
k=1
φjk
(
xk+1, L
[k]
+
)
.
These factors can be computed explicitly by expanding the CK extensions, and
subsequently using (9) and (8). The result is
φjk
(
xk+1, L
[k]
+
)
= (−1)jk(jk)!
Γ(2νk+1)
Γ(2νk+1 + jk)
(
L
[k+1]
+
)jk
P
(αk,βk)
jk
(
xk+1 − L
[k]
+
L
[k+1]
+
)
with
αk = 2|ν|k − 1 + 2
k−1∑
ℓ=1
jℓ
βk = 2νk+1 − 1
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and where we recall that
L
[k]
+ =
k∑
ℓ=1
xℓ
is nothing but a linear polynomial.
Observe now that
ℓ∏
j=1
Lxjνj
(
CKBGℓ f
)
= CKℓ
 ℓ∏
j=1
Lxjνj (f)
 ,
which, together with (7), implies that
L~x~ν
(
ψBGj1,...,jn−1
)
= ψj1,...,jn−1 .
This means that the Laplace transform of the explicit Jacobi basis in the BG model
yields an explicit basis in the Bargmann model.
5. Connection with Miller model
In this section, we establish the connection between the Barut-Girardello model
on the one hand and the Miller model (see formula (3)) on the other hand. We will
do this both for the eigenfunctions and for the differential equations of the model.
First we make the connection explicit for the eigenfunctions of both models.
Start from Theorem 4.5, where we apply a permutation to the order in which the
CK extensions are applied. This yields the following alternative basis:
˜ψBGj1,...,jn−1 = CK
BG
1
((
L
{2,...,n}
+
)j1
CKBG2
(
. . .
(
L
{n−1,n}
+
)jn−2
CKBGn−1
(
xjn−1n
)))
which factors as
˜ψBGj1,...,jn−1 =
n−1∏
k=1
φjk
(
xk, L
{k+1,...,n}
+
)
.
If we now restrict to the hyperplane x1+ . . .+xn = 1, then after some computations
φjk is given explicitly by
φjk = c
(
1−
k−1∑
i=1
xi
)jk
P
(αk,βk)
jk
(
2xk
1−
∑k−1
i=1 xi
− 1
)
with c a constant and
αk = −1 + 2
n−1∑
ℓ=k+1
jℓ + 2
n∑
ℓ=k+1
νℓ
βk = 2νk − 1.
This is precisely the form of the eigenfunctions in the Miller model as given in
[20, 21].
Second, consider the equation
n∑
j=1
(
xj∂
2
xj + 2νj∂xj
)
f(x1, x2, . . . , xn) = 0.
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Under the change of variables xi = z
2
i this equation becomes
1
4
n∑
j=1
(
∂2zj +
4νj − 1
zj
∂zj
)
f(z1, z2, . . . , zn) = 0.
The terms in ∂zi can be gauged away. Indeed, if
H =
n∑
j=1
(
∂2zj +
4νj − 1
zj
∂zj
)
then H˜ = gHg−1 with
g =
n∏
j=1
z
2(νj−1/4)
j
is given by
H˜ = ∆z −
n∑
j=1
(
(2νj − 1)
2 −
1
4
)
1
z2j
.
Here ∆z is the Laplace operator in (z1, . . . , zn). Finally, we restrict H˜ to the unit
sphere z21 + . . .+ z
2
n = 1. Then we obtain
H˜Sn−1 =
∑
1≤i<j≤n
(zj∂zi − zi∂zj )
2 −
n∑
j=1
(
(2νj − 1)2 −
1
4
)
z2j
,
which is indeed the superintegrable Hamiltonian (3) of Miller et al.
6. Conclusions and outlook
In this paper we introduced two new models in which the higher rank Racah
algebra naturally appears. They are based on the Bargmann and Barut-Girardello
realizations of su(1, 1). We have shown that both models are isomorphic through
a modified Laplace transform and have determined eigenfunctions and eigenvalues
for a labelling Abelian subalgebra. We have moreover identified the connection
with the superintegrable model of Miller et al. in two different ways. Finally, our
approach has yielded a differential operator realization of the rank n Racah algebra
in precisely n variables. This opens the door for identifying the Racah algebra in
new ways and we plan to report on that in the future. Another important problem
is to extend the models introduced here to models of the Bannai-Ito algebra (see
[6]) and to find a generalization of the embedding of [3].
Acknowledgements
The work of HDB is supported by the Research Foundation Flanders (FWO)
under Grant EOS 30889451. HDB and PI are grateful for the hospitality extended
to them by the Centre de Recherches Mathe´matiques in Montre´al, where most of
this research was carried out. The research of LV is funded in part by a discovery
grant of the Natural Sciences and Engineering Council (NSERC) of Canada.
BARGMANN AND BARUT-GIRARDELLO MODELS FOR THE RACAH ALGEBRA 15
References
[1] G. Andrews, R. Askey and R. Roy, Special functions, Cambridge University Press, Cam-
bridge, 1999.
[2] A. O. Barut, L. Girardello, New “coherent” states associated with non-compact groups.
Comm. Math. Phys. 21 (1971), 41-55.
[3] P. Baseilhac, V. X. Genest, L. Vinet, A. Zhedanov, An embedding of the Bannai-Ito algebra
in U(osp(1, 2)) and −1 polynomials. Lett. Math. Phys. 108 (2018), 1623-1634.
[4] C. Brif, A. Vourdas, A. Mann, Analytic representations based on SU(1,1) coherent states and
their applications. J. Phys. A 29 (1996), no. 18, 5873-5885.
[5] H. De Bie, V. X. Genest, W. van de Vijver, L. Vinet, A higher rank Racah algebra and the
(Z2)n Laplace-Dunkl operator. J. Phys. A: Math. Theor. 51 (2018) 025203 (20pp).
[6] H. De Bie, V.X. Genest, L. Vinet, The Zn
2
Dirac-Dunkl operator and a higher rank Bannai-Ito
algebra. Adv. Math. 303 (2016), 390-414.
[7] H. De Bie, F. Sommen, Spherical harmonics and integration in superspace. J. Phys. A 40
(2007), no. 26, 7193-7212.
[8] H. De Bie, W. van de Vijver, A discrete realization of the higher rank Racah algebra.
arXiv:1808.10520, 24 pages.
[9] Ph. Delsarte, Hahn polynomials, discrete harmonics, and t-designs. SIAM J. Appl. Math. 34
(1978), no. 1, 157-166.
[10] C.F. Dunkl, An addition theorem for Hahn polynomials: the spherical functions. SIAM J.
Math. Anal. 9 (1978), no. 4, 627-637.
[11] C.F. Dunkl, A Krawtchouk polynomial addition theorem and wreath products of symmetric
groups. Indiana Univ. Math. J. 25 (1976), no. 4, 335-358.
[12] C.F. Dunkl, Y. Xu, Orthogonal polynomials of several variables. Cambridge University Press,
2014.
[13] Y. Filmus, An orthogonal basis for functions over a slice of the Boolean hypercube. Electron.
J. Combin. 23 (2016), no. 1, Paper 1.23, 27 pp.
[14] J. Gaboriaud, L. Vinet, S. Vinet, A. Zhedanov, The generalized Racah algebra as a commu-
tant. arXiv:1808.09518, 7 pages.
[15] J. Gaboriaud, L. Vinet, S. Vinet, A. Zhedanov, The Racah algebra as a commutant and Howe
duality. arXiv:1808.05261, 9 pages.
[16] S. Gao, Y. Wang, and B. Hou. The classification of Leonard triples of Racah type. Linear
Algebra and Appl. 439 (2013) 1834–1861.
[17] V.X Genest, L. Vinet, A. Zhedanov, The equitable Racah algebra from three su(1, 1) algebras.
J. Phys. A: Math. Theor. 47 (2014), no. 2, 025203, 12 pp.
[18] J.S. Geronimo, P. Iliev, Bispectrality of multivariable Racah-Wilson polynomials. Constr.
Approx. 31 (2010), 417-457.
[19] Y.A. Granovskii, A.S. Zhedanov, Nature of the symmetry group of the 6j-symbol. Sov. Phys.
JETP 67 (1988), 1982-1985.
[20] P. Iliev, The generic quantum superintegrable system on the sphere and Racah operators.
Lett. Math. Phys. 107 (2017), no. 11, 2029-2045.
[21] P. Iliev, Symmetry algebra for the generic superintegrable system on the sphere, J. High
Energy Phys. (2018), no. 2, 44, front matter+22 pp.
[22] P. Iliev, Y. Xu, Connection coefficients for classical orthogonal polynomials of several vari-
ables. Adv. Math. 310 (2017), 290-326.
[23] E. G. Kalnins, W. Miller Jr. and S. Post, Wilson polynomials and the generic superintegrable
system on the 2-sphere, J. Phys. A 40 (2007), no. 38, 11525–11538.
[24] E. G. Kalnins, W. Miller Jr. and S. Post, Two-Variable Wilson Polynomials and the Generic
Superintegrable System on the 3-Sphere, SIGMA Symmetry Integrability Geom. Methods
Appl. 7 (2011), 051, 26 pages, arXiv:1010.3032.
[25] E. G. Kalnins, W. Miller Jr., M. V. Tratnik, Families of orthogonal and biorthogonal poly-
nomials on the N-sphere. SIAM J. Math. Anal. 22 (1991), no. 1, 272-294.
[26] W. Miller Jr., S. Post and P. Winternitz, Classical and quantum superintegrability with
applications, J. Phys. A 46 (2013), no. 42, 423001, 97 pp.
[27] W. Miller Jr. and A. V. Turbiner, (Quasi)-exact-solvability on the sphere Sn, J. Math. Phys.
56 (2015), no. 2, 023501, 14 pp.
16 H. DE BIE, P. ILIEV, AND L. VINET
[28] R. Koekoek, P. A. Lesky, and R. F. Swarttouw. Hypergeometric Orthogonal Polynomials and
Their q-Analogues. Springer, 2010.
[29] H. Rosengren, Multilinear Hankel forms of higher order and orthogonal polynomials. Math.
Scand. 82 (1998), no. 1, 53-88.
[30] H. Rosengren, Multivariable orthogonal polynomials and coupling coefficients for discrete
series representations. SIAM J. Math. Anal. 30 (1999), no. 2, 232-272.
[31] J. J. Seidel, Harmonics and combinatorics. In: Combinatorics and applications (Calcutta,
1982), 317-328, Indian Statist. Inst., Calcutta, 1984.
[32] M. V. Tratnik. Some multivariable orthogonal polynomials of the Askey tableau-discrete
families. J. Math. Phys., 32:2337–2342, 1991.
Department of Mathematical Analysis, Faculty of Engineering and Architecture,
Ghent University, Krijgslaan 281, 9000 Gent, Belgium.
E-mail address: Hendrik.DeBie@UGent.be
School of Mathematics, Georgia Institute of Technology, Atlanta, GA 30332-0160,
USA.
E-mail address: iliev@math.gatech.edu
Centre de Recherches Mathe´matiques, Universite´ de Montre´al, P.O. Box 6128, Centre-
ville Station, Montre´al, QC H3C 3J7, Canada
E-mail address: vinet@crm.umontreal.ca
