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Let G be a connected graph with Colin de Verdière number μ(G).
We study the behaviour of μ with respect to the Cartesian product
of graphs.We conjecture that if G = G1G2, with G1,G2 connected,
then μ(G) μ(G1) + μ(G2) and prove that μ(G) μ(G1) + h(G2) −
1, where h is the Hadwiger number (i.e. the order of the largest
clique minor). In addition we provide an explicit construction of a
Colin de Verdière matrix with corank μ(G1) + μ(Kn) for the graph
G = G1Kn.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The Colin de Verdière number μ(G) of a graph is, roughly speaking, a spectral measure of the
geometric complexity of a graph. It has been introduced in 1990 in the paper [1] (English translation in
[2]). The comprehensive survey [6] is a reference for most of the known facts about μ(G). In this note
we shall study the behaviour of the Colin de Verdière numberwith respect to Cartesianmultiplication.
1.1. The definition of μ(G) and its basic properties
We follow the notation and terminology of [6].
We shall denote by R(n) the set of symmetric real n × n matrices. The pointwise (Hadamard or
Schur) product of two matrices A,B of the same order will be denoted by A ◦ B. Note that the term
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“corank” is usually used instead of themore common “nullity” in the literature on the Colin deVerdière
number.
Deﬁnition 1.1 [4]. LetM,X ∈ R(n). We say that X fully annihilates M if the following holds:
MX = M ◦ X = I ◦ X = 0.
Deﬁnition 1.2 [1,6]. Let G be a graph on n vertices. The Colin de Verdière number of G, denoted μ(G), is
the maximum corank of a matrixM ∈ R(n) that satisﬁes the following conditions:
for all i /= j : Mi,j < 0 if i ∼ j and Mi,j = 0 if ij, (1)
M has exactly one negative eigenvalue (counting multiplicity), (2)
If X ∈ R(n) fully annihilatesM then X = 0. (3)
Condition (3) is called the Strong Arnold Property. Matrices that satisfy condition (1) are also called
discrete Schrödinger operators or generalized Laplacians and thematrices that satisfy all three conditions
are the Colin de Verdière matrices of G.
Recall that aminor of a graph is obtained by a sequence of vertex deletions and edge deletions and
contractions. The Colin de Verdière number possesses the following deep property (cf. [6, (2.4)]):
Theorem 1.3 [1]. Let H be a minor of G. Then μ(H) μ(G).
The largest k for which Kk is a minor of G is called the Hadwiger number of G and will be denoted
by h(G). It is easy to see that μ(G) h(G) − 1.
The following theorem gives algebraic characterizations of some geometric properties of a graph
(cf. [6, (1.4)]):
Theorem 1.4 [1,8,10]. The following hold:
(1) μ(G) 1 iff G is a disjoint union of paths.
(2) μ(G) 2 iff G is outerplanar.
(3) μ(G) 3 iff G is planar.
(4) μ(G) 4 iff G is linklessly embeddable.
Finally, we shall be using the following property of μ:
Theorem 1.5 [1,6]. Let v be some vertex of the graph G. Then μ(G) μ(G − v) + 1. If v is connected to all
other vertices and G − v is neither K2 nor empty, then equality holds.
1.2. Cartesian products of graphs
Let G1,G2 be graphs. The Cartesian product G1G2 of G1 and G2 is a graph with vertex set V(G1) ×
V(G2) and with two vertices (v1, v2) and (w1,w2) being joined by an edge if and only if one of the
following holds: (i) v1 = w1 and {v2,w2} ∈ E(G2) (ii) v2 = w2 and {v1,w1} ∈ E(G1).
It is helpful to informally describe the Cartesian product of G and H in the following way: First,
|V(H)| copies of G are placed on the vertices of H. Let us call these copies G′
1
,G′
2
, . . . ,G′|V(H)|. Now we
consider every vertex g in G′
i
and connect it to its “opposite number” g in G′
j
for all those j’s where (i, j)
is an edge in H.
A natural question presents itself to our attention: How does the Colin de Verdière number behave
with respect to the Cartesian product of graphs?We believe that part of the answer may be contained
in the following conjecture:
Conjecture 1.6. Let G = G1G2. Assume G1,G2 are connected. Then μ(G) μ(G1) + μ(G2).
Broadly speaking, thereareat least twoapproaches to try toprove this conjectureor at least toobtain
partial results – as we do here. One is to explicitly ﬁnd a Colin de Verdière matrix of corank μ(G1) +
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μ(G2) for G1G2. Another approach is to try and establish the result by using the graph-theoretical
properties of μ, in particular, its minor-monotonicity.
We shall employ both approaches here. While the graph-theoretic approach currently leads to a
stronger result, there is value in having an explicit construction, for the sake of additional insight into
the problem as well as a stepping-stone for subsequent improvements on our results.
Let us remark that originally we started out following the ﬁrst approach; the second one was
suggested by van der Holst [5] who gave an elegant and short proof of Conjecture 1.6 for the case
G2 = Kn. Our proof is an extension of his idea.
Finally, note that it is known that every connected graph admits a unique efﬁciently computable
decomposition into a Cartesian product of prime factors (cf. [7], for instance). Therefore, if the bound
of Conjecture 1.6 is shown to be true, it will provide a practical way to estimate from below the Colin
de Verdière number of certain graphs.
1.3. The constructive approach
Conjecture 1.7. Let G = G1G2. Assume that G1,G2 are connected and have m,n vertices, respectively.
Let M,N be Colin de Verdière matrices for G1,G2, respectively and let the negative eigenvalues of M,N be
−λ,−κ , respectively. Let N˜ = λ
κ
(N + κI). Then
In ⊗ M + N˜ ⊗ Im
is a Colin de Verdière matrix for G.
If Conjecture 1.7 is true it would immediately imply the truth of Conjecture 1.6. What needs to be
proved is that the constructed matrix always possesses the Strong Arnold property – but this seems
to be rather tricky. In Section 3 we establish Conjecture 1.7 for the case G2 = Kn.
1.4. The graph-theoretical approach
Using the graph-theoretical properties of μ we shall establish in Section 2 the following weaker
form of Conjecture 1.6. Recall that μ(G) h(G) − 1.
Theorem 1.8. Let G = G1G2. Assume G1,G2 are connected. Then μ(G) μ(G1) + h(G2) − 1, where h is
the Hadwiger number.
Corollary 1.9. If μ(G2) = h(G2) − 1, then for any G1,
μ(G1G2) μ(G1) + μ(G2).
In particular, μ(G2) = h(G2) − 1 for G2 = Pn (the path on n vertices) and G2 = Cn (the cycle on n
vertices), as well as for G2 = Kn.
2. Proof of Theorem 1.8
We begin with a simple lemma:
Lemma 2.1. Let G = G1G2 and let H be a minor of G2. Then G1H is a minor of G.
Proof of Theorem 1.8. Let C be a clique-minor of order h(G2) of G2. By Lemma 2.1, G1C is a minor
of G. Now shrink h(G2) − 1 copies of G1 in G1C to a single vertex each; call the result K . By Theorem
1.3, μ(G) μ(G1C) μ(K).
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On the other hand, observe that K can also be formed by starting with G1 and performing h(G2) − 1
times the operation of adding a new vertex adjacent to all existing vertices. Therefore by Theorem 1.5
we have μ(K) = μ(G1) + h(G2) − 1. 
3. Explicit construction when G2 = Kn
We are now going to prove a special case of Conjecture 1.6 by actually constructing a Colin de
Verdière matrix of the requisite corank. To make the notation less cumbersome we rephrase this
special case as:
Theorem 3.1. Let G be a connected graph on n vertices and let H = GKn. Then μ(H) μ(G) + n − 1.
This theoremwill be establishedby showing the following resultwhich is, of course, the appropriate
special case of Conjecture 1.7:
Theorem 3.2. Let M be a Colin de Verdière matrix for G and let the negative eigenvalue of M be −λ. Let
N˜ = λn (Jn + nIn). Then
M′ = Im ⊗ M + N˜ ⊗ In
is a Colin de Verdière matrix for GKn and corank(M′) = μ(G) + n − 1.
We shall need a definition and a few preliminary facts.
Deﬁnition 3.3. Let A,B bematrices of orders p × q, s × t, respectively. The Kronecker product C = A ⊗ B
is the ps × qt matrix formed of st blocks, the (i, j)th block being ai,jB.
Lemma3.4 [3, Section 9.7]. Let the graphs G1,G2 havem,n vertices, respectively, and letM1,M2 be discrete
Schrödinger operators for G1,G2, respectively. Then In ⊗ M1 + M2 ⊗ Im is a discrete Schrödinger operator
for G1G2.
Lemma 3.5 [9, p. 117]. Let the eigenvalues of matrices A and B be equal to α1, . . . ,αm and β1, . . . ,βn,
respectively. Then the eigenvalues of In ⊗ A + B ⊗ Im are αi + βj , 1 i  m, 1 j  n.
Lemma 3.6. Let G be a connected graph and let M be a discrete Schrödinger operator for G. Assume that M
has exactly one negative eigenvalue,−λ. Let X be a matrix with zero diagonal such that MX = −λX. Then
it follows that X = 0.
Proof. For a large enough q the matrix −(M − qI) is an irreducible nonnegative matrix whose eigen-
vectors are the same as those ofM. Therefore by the Perron-Frobenius Theorem the eigenvectors ofM
corresponding to −λ have no zero entries.
The conclusion of the lemma follows by observing that every column of X is either an eigenvector
ofM corresponding to −λ or else the zero vector. 
Now we can do
Proof of Theorem 3.2. Let M be a Colin de Verdière matrix of G such that μ(G) = corank(M). Assume
that G hasm vertices. Suppose that the negative eigenvalue ofM is −λ. Let N˜ = λn (−Jn + nIn). We now
deﬁne:
M′ = In ⊗ M + N˜ ⊗ Im (4)
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By Lemma 3.4M′ is a discrete Schrödinger operator for H. Since the eigenvalues of N˜ are 0, λ, . . . , λ,
by Lemma 3.5 we see thatM′ has exactly one negative eigenvalue and that corank(M′) = corank(M) +
n − 1. Thus have to show only thatM′ possesses the Strong Arnold Property.
We ﬁrst partitionM′ intom × m blocks:
M′ = [Mij], 1 i, j  n.
According to (4) we have that
Mij :=
{
M + λ(n−1)n I, if i = j
− λn I, otherwise
(5)
Now suppose that some X ′ ∈ R(mn) fully annihilates M′. We shall strive to show that X ′ = 0. Let
us partition X ′ conformally with M′: X ′ = [Xij]. Since X ′ ∈ R(mn) fully annihilates M′ every Xij has zero
diagonal. For any i, j denote by [i.j] the following consequence ofM′X ′ = 0:
[i.j] :
m∑
k=1
MikXkj = 0.
We now ﬁx some j. Summing [i.j] over i and using (5) we obtain:
m∑
i=1
MXij = 0. (6)
On the other hand let us spell out [j.j], with the help of (5):
MXjj = λn
∑
i /=j
Xij − λ(n − 1)n Xjj. (7)
We multiply (7) byM and get:
M(MXjj) = λn
∑
i /=j
MXij − λ(n − 1)n MXjj. (8)
Substituting (6) into (8) we have
M(MXjj) = −λ(MXjj). (9)
From Lemma 3.6 we see that MXjj = 0 and as M has the Strong Arnold Property we deduce that
Xjj = 0. Now let i /= j. Subtracting [i.j] from [j.j] we obtain:
MXij = −λXij.
Again by Lemma 3.6 we have that Xij = 0 and therefore X ′ = 0 establishing that M′ has the Strong
Arnold Property. 
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