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Abstract
A generic method for combinatorial constructions of intrinsic ge-
ometrical spaces is presented. It is based on the well known inverse
sequences of finite graphs that determine topological spaces. If a pat-
tern of the construction is sufficiently regular and uniform, then the
notions of metric, geodesic and curvature can be defined in the space
as the limits of their finite versions in the graphs. This gives rise to
consider the graphs as finite approximations of the geometry of the
space.
1 Introduction
Blackmore and Peters (2007) [3]: ”Is there a unifying topological abstraction
covering manifolds, non–manifolds and other possible geometric models that
might be useful to improve algorithmic design for geometric computations?”
The geometric computations process finite combinatorial structures.
It seems that asymptotic finite approximations of geometrical spaces may
answer the above question. That is, if a sequence of finite combinatorial
structures (graphs) uniformly approximates a geometrical space, then all
geometrical aspects of the space are encoded in the construction of the se-
quence.
It is well known that any compact metric space can be approximated by
a sequence of finite polyhedra (i.e. realizations of finite simplicial complexes)
since the works of Alexandroff (1937) [1] and Freudenthal (1937) [14].
For a compact metric space X and its open covering U , there is a natural
notions of graph denoted G(U), and nerve denoted N(U). In both cases,
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the set of vertices is U . An edge of the graph G(U) is defined as a pair of
elements of U with nonempty intersection. Analogously, a simplex of N(U)
is represented as a subset of elements of U such that their intersection is
nonempty. For compact spaces, there are finite refinements of the covering, so
that, the corresponding graphs and simplicial complexes are finite structures.
A sequence of more and more refined uniform coverings along with some
consistency conditions are the base to define coarse graphs and coarse sim-
plicial complexes, see coarse geometry in Cencelj, Dydak, Vavpeticˇ and Virk
(2012) [7], Austin (2015) [2], Jensen [16] (2017), and Grzegrzolka and Siegert
(2019) [15]. The coarse geometry is a general framework where coarse
graphs and coarse simplicial complexes uniformly approximate metric com-
pact spaces. Topological properties of the spaces are encoded in the coarse
graphs and complexes.
Along with some consistency conditions, the inverse limit of a sequence
of coarse graphs with Hausdorff reflection gives a space homeomorphic to
the original space. This idea was explored by Mardevsic (1960) [22], Smyth
(1994) [26], and Kopperman et al. (1997, 2003)[18, 19].
Asymptotic finite approximations of continuous mappings between such
spaces are also important. They were investigated in Charalambous (1991)
[8], and Mardevsic (1993) [23]. In Debski and Tymchatyn (2017) [10] and
(2018) [9] there is a comprehensive (and up to date) approach to discrete
approximations of complete metrizable topological spaces and continuous
mappings.
The above strictly topological approach, based only on open coverings
and corresponding graphs and nerves, has serious limitations if geometrical
aspects (like geodesics and curvature) are considered.
We are interested in asymptotic finite approximations of geometrical
spaces. The geometry is understood here in the spirit of Busemann’s (1955)
book The geometry of geodesics [5]. His approach is based on axioms that
characterize the geometry of a class of metric spaces (called G-spaces or
geodesic metric spaces), and may be summarized as follows. The spaces are
metric and finitely compact, i.e any bounded infinite sequence of points has
at least one limit point. Any two points can be connected by a geodesic.
The notion of Riemannian manifold itself is complex and involves sophisti-
cated notions of atlas and metric tensor; it is hard to represent them by limits
of finite structures. A computational approach to Riemannian manifolds was
proposed by Dyer, Vegter and Wintraecken [12] [13] (2015, 2019) where they
proposed a generalization of Euclidean simplices to non-degenerate Rieman-
nian simplices on a Riemannian manifold, and triangulations of the manifold
constructed by such simplices.
Summarizing the short review of the state of the art, it seems that the
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mathematical framework for the constructive (and computational) approach
to geometry has already existed for a long time, however, in an abstract
topological setting, or based on the complex notion of Riemannian manifold.
We are going to explore the following idea. A compact geodesic metric
space can be tessellated (dividing into uniform and regular closed subsets)
instead of being covered by open sets. The difference is that two tessellation
elements are either disjoint or are adjacent, i.e. they have a joint part of their
borders. Open coverings are constrained by the dimension of the space, i.e. in
refined coverings, each simplex of the nerve is of dimension not greater than
the dimension of the space. There are not such constrains for tessellations.
The adjacency, in a tessellation, can be represented as a graph. If the
divisions are refined step by step (according to an inductive pattern), this
leads to the notion of inverse sequence. If the pattern is sufficiently regular,
then there is also a geometrical structure of the space with a pre-metric
encoded in the pattern. A geodesic in the space is the limit of corresponding
geodesics (shortest paths) in the finite graphs with a predefined lengths of
the edges. This simple concept of geodesic gives rise to derive sophisticated
geometrical notions like curvature.
So that, all topological features (like homotopy type, covering dimension
and embedding dimension), and the geometrical features (like flatness, ellip-
tic or hyperbolic curvature) of the space can be deduced from the pattern
of its construction. Such geometrical spaces are stand-alone constructions
without an ambient space, and present the intrinsic point of view in geome-
try.
We are going to show that the class of geometries that can be constructed
by such patterns is quite large including also intrinsic hyperbolic geometries.
The crucial feature of the proposed approach is its computational aspect, i.e.
the geometries are (by their constructions) uniformly approximated by finite
graphs. Each graph has a metric based on predefined lengths of the edges.
2 Intrinsic geometry of flat torus
Let us consider flat torus and flat Klein bottle. Constructions of finite ap-
proximations for these geometries are extremely simple for any dimension.
We will consider only 2-dimensional case that is sufficient to explain the basic
idea. Also finite approximations of Euclidean spaces are simple and impor-
tant. The unit interval [0, 1] ⊂ R and the unit square [0, 1]2 ⊂ R2 will serve
as examples.
A classic torus, as a subset of R3, can be tessellated by quadrilaterals,
however, not by flat ones because of the curvature. It is possible to tessellate
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Figure 1: The duals to the first two quadrilateral tessellation graphs of torus
torus with 4 quadrilaterals.
The next finer tessellation is done by dividing each of the 4 quadrilaterals
into 4 smaller quadrilaterals. Then, each of the smaller quadrilaterals may
be divided into 4 quadrilaterals, and so on.
Actually, any tessellation net (consisting of edges and vertices) is a graph.
The dual (to this tessellation graph) is the graph where the vertices corre-
spond to quadrilaterals, and edges correspond to the adjacency of the quadri-
laterals.
The first two duals are shown in Fig. 1. The dual of the first tessellation
is a multi-graph. i.e. some edges are duplicated.
We may construct the infinite sequence of finer and finer tessellations
and corresponding dual graphs. Note that the graphs are an abstraction, i.e.
they are independent of any concrete torus.
For any of the graphs, the geodesics are defined as the minimal paths.
Let the length of the geodesics be normalized by the graph diameter. Then,
the inverse limit of the graphs with Hausdorff reflection (to be defined for-
mally in Section 2.1) determines a flat metric space (known as flat torus)
that locally looks like Euclidean space R2, i.e. for any point, there is an
open neighborhood of the point that is isomorphic to an open subset of the
Euclidean space R2. The flat torus is homeomorphic to an Euclidean torus.
By the famous Nash embedding theorem, a flat torus can be isometrically
embedded in R3 with the class 1 smooth mapping (see Borrelli et al. (2012)
[4]) but not with the class 2.
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Figure 2: The dual of the first quadrilateral tessellation graph of Klein-bottle
Figure 3: The dual of the second quadrilateral tessellation graph of Klein-
bottle. It is composed of the duals of two Mo¨bius strips tessellation graphs
(where edges are solid lines) by joining (by edges shown as dashed red lines)
the borders of the strips
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Also Klein bottle can be tessellated by quadrilaterals. The simple argu-
ment for that is that the bottle can be constructed by joining the borders
of two Mo¨bius strips, see Fig. 2 and Fig. 3. So that, the infinite sequence
of graphs (dual to finer and finer tessellations) can be constructed. The
sequence determines the geometry known as flat Klein bottle. Although it
cannot be embedded in R3 (as a topological space), it is a concrete geomet-
rical space that can be approximated by finite graphs.
Note that all geometrical features of flat torus and flat Klein bottle are en-
coded in the construction patterns of the corresponding sequences of graphs.
The above informal consideration are formalized below.
2.1 Topology and geometry
Let N denote the set of natural numbers without zero. For the flat torus, let
us define explicitly the dual graphs denoted by (GTk ; k ∈ N) where T corre-
sponds to the pattern of construction of the graph sequence. It is convenient
to use the dot notation (ASN.1) to denote the sub-quadrilaterals resulting
from consecutive divisions. The quadrilaterals (vertices) of GT1 , see left part
of Fig. 1, are denoted by the letters a, b, c and d. The quadrilaterals (vertices)
of GT2 are denoted by t1.t2, where t1 and t2 belong to the set {a; b; c; d}.
The next finer tessellation results in quadrilaterals (vertices in GT3 ) de-
noted by labels of the form t1.t2.t3, where t1, t2 and t3 belong to the set
{a; b; c; d}.
In general case, the vertices in the graph GTk are denoted by finite se-
quences of the form x = t1.t2. . . . tk−1.tk. Let CTk denote the set of all such
x of length k. So that, CTk is defined as the set of vertices of the graph
GTk . The edges of G
T
k are determined by the adjacency relation between the
quadrilaterals.
For our purpose it is convenient to consider the adjacency relation (de-
noted AdjTk ) instead of the set of edges of the graph G
T
k .
For i less or equal to the length of x, let x(i) denote the prefix (initial
segment) of x of length i.
Note that for any x of length k, the sequence (x(1), x(2), . . . x(k −
1), x(k)) may be interpreted as a sequence of nested quadrilaterals converging
to a point on the torus if k goes to infinity.
The relation AdjTk is symmetric, i.e. for any x and y in Ck, if Adj
T
k (x, y),
then AdjTk (y, x). It is also convenient to assume that Adj
T
k is reflexive, i.e.
any x is adjacent to itself, formally AdjTk (x, x).
Let CT denote the union of the sets CTk for k ∈ N . The relations AdjTk (for
k ∈ N) can be extended to CT, i.e. to the relation AdjT, in the following way.
For any x and y of different length (say n and k respectively, and n < k),
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relations AdjT(x, y) and AdjT(y, x) hold if there is x′ of length k such that x
is a prefix (initial segment) of x′, and AdjTk (x
′, y) holds, i.e. x′ is of the same
length as y and is adjacent to y.
Consider infinite sequences of the form (t1.t2. . . . tk−1.tk. . . .). Let CT∞
denote the set of such sequences. By the construction of (GTk ; k ∈ N), any
such infinite sequence corresponds to a sequence of nested quadrilaterals (on
an Euclidean 2–torus) converging to a point. However, there may be four
such different sequences that converge to the same point of the torus.
For an infinite sequence, denoted by u, let u(k) denote its initial finite
sequence (prefix) of length k.
The set CT∞ may be considered as a topological space (Cantor space)
with topology determined by the family of clopen sets {Ux : x ∈ C} such
that Ux := {u : u(k) = x} where k is the length x. Note that the adjacency
relation AdjT is not used in the definition.
We are going to introduce another topological and geometrical structure
on the set CT∞ determined by AdjT.
Two infinite sequences u and v are defined as adjacent if for any k ∈ N ,
the prefixes u(k) and v(k) are adjacent, i.e. AdjT(u(k), v(k)) holds. Let this
adjacency relation, defined on the infinite sequences, be denoted by AdjT∞.
Note that any infinite sequence is adjacent to itself. Two different adjacent
infinite sequences may have a common prefix.
The transitive closure of AdjT∞ is an equivalence relation denoted by ∼.
Let the quotient set be denoted by CT∞/∼, whereas its elements, i.e. the
equivalence classes, be denoted by [v] and [u]. Actually, CT∞ is known as
the inverse limit of (GTk ; k ∈ N), whereas CT∞/∼ as the Hausdorff reflection
of the limit relatively to the equivalence relation ∼.
There are rational and irrational points (equivalence classes) in CT∞/∼.
For the flat torus, each rational equivalence class has four elements, whereas
the irrational classes are singletons. Each rational class corresponds to a
vertex of a tessellation graph, and equivalently to a face in graph GTk for
some k.
By the construction of GTk , any point of the initial Euclidean 2-torus
corresponds exactly to one equivalence class (a point in CT∞/∼) and vice
versa.
The relation AdjT∞ determines natural topology on the quotient set
CT∞/∼.
Usually, a topology on a set is defined by a family of open subsets that
is closed under finite intersections and arbitrary unions. The set and the
empty set belong to that family. Equivalently (in the Kuratowski style), the
topology is determined by a family of closed sets; where finite unions and
arbitrary intersections belong to this family.
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Let us define the base for the closed sets as the collection of the following
neighborhoods of the points of CT∞/∼. For any equivalence class [v], i.e.
a point in CT∞/∼, the neighborhoods (indexed by k ∈ N) are defined as
follows.
U
[v]
k := {[u] ∈ CT∞/∼ : ∃v′∈[v]∃u′∈[u] AdjT(u′(k), v′(k))}
Note that u′(k) may be equal to v′(k).
A sequence (e1, e2, . . . en, . . . ) of equivalence classes of ∼ (elements of
the setCT∞/∼) converges to e, if for any i there is j such that for all k > j,
ek ∈ U ei .
The set of rational classes is dense in CT∞/∼.
The topological space CT∞/∼ is a Hausdorff compact space. The sequence
of graphs (GTk ; k ∈ N) may be seen as finite approximations of the space
CT∞/∼, more exact if k is grater. Although the space is homeomorphic to
Euclidean 2-torus, its geometry is different. The graph sequence contains the
geometric structure specific to the flat torus. The structure allows to define
geodesics in many ways.
The normal metric and corresponding geodesics are defined in the fol-
lowing way. Let k-geodesics be defined as the shortest paths in GTk between
two vertices, where each edge is of length 1 divided by the diameter of graph
GTk . The distance (metric) between two vertices x and y of G
T
k is denoted by
dk(x, y), and defined as the length of a shortest path between x and y.
Pseudo-metric is a generalization of a metric where the distance between
two distinct points may be zero.
Pseudo-metric (denoted dT) on CT∞ is defined as follows.
dT(u, v) := lim
k→∞
dk(u(k), v(k))
It is clear, that u ∼ v if and only if dT(u, v) = 0.
So that, the metric, denoted d¯T, is defined on CT∞/∼ as follows.
d¯T([u], [v]) := lim
k→∞
dk(u(k), v(k))
Since for any edge the predefined edge length is 1 divided by the diameter
of graph GTk , let the pseudo-metric d
T be called normal.
Note that the above definitions are for the concrete and specific inverse se-
quence corresponding to the flat torus. The general definitions are presented
in the Section 4.
Geodesic metric space means that for any of its two points, there is a
geodesic path between them.
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Figure 4: The first four consecutive graphs of the unit interval
Hence, (CT∞/∼, d¯T), also denoted (T, dT), is a geodesic metric space
known as flat torus. What does the flatness mean? What is specific in
the construction pattern T that determines this very flatness and the curva-
ture of the space in general? For the flat torus the answer is simple. Locally,
the graphs GTk look the same as the graphs for the unit square, see Fig. 6.
The sequence (GTk , d
T
k ; k ∈ N) may be seen as finite approximations of the
space (T, dT), more exact if k is grater.
2.2 Summary of the example
Simple and somewhat trivial example was used to present the main idea of
the paper. The next example (in Section 3) is more complex and corresponds
to an Euclidean 2-sphere.
In Section 4, a general and rigorous framework for constructing intrinsic
geometries is introduced.
The essence of the asymptotic combinatorial construction of the flat 2-
torus presented above, is the sequence (GTk , d
T
k ; k ∈ N). Actually the topol-
ogy and the geometry were defined on the basis of the sequence alone without
reference to an Euclidean 2-torus that serves only as a helpful intuition. The
same method can be applied to the unit interval (Fig. 4), circle (Fig. 5),
the unit square (Fig. 6) as well as to n-cube for arbitrary n. Also n dimen-
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Figure 5: The first four consecutive graphs of the flat circle
sional torus and Klein bottle can be approximated by such sequences of finite
graphs.
Actually, without correspondence to a metric space, we may construct a
sequence (G′k, d
′
k; k ∈ N) according to a regular and uniform pattern. Then,
the sequence may be considered as an approximation of a geometry (may be
a novel one), more exact if k is approaching infinity. Hence, the example
presented above gives rise to define a generic method for constructing new
intrinsic geometries.
3 Intrinsic geometry of 2-sphere
Let us present the second working example. We are going to construct a
sequence of graphs that corresponds to intrinsic geometry of 2-sphere.
A 2-sphere is a perfectly round surface with a constant curvature. In
Analysis, it is defined as S2, a subset of three-dimensional Euclidean space
R3. If a radius (say r) and a center (say (0, 0, 0) ) are fixed, then S2 is the
set of all points (x, y, z) such that x2 + y2 + z2 = r2. Without R3, it is
not easy to define Euclidean 2-sphere as a stand-alone intrinsic geometrical
space. It may be represented as a Riemannian manifold. However, necessary
and sufficient conditions, for the manifold to be isomorphic to a sphere, are
quite complex, see [24].
In the similar way as for the flat torus in the previous section, we are going
3 INTRINSIC GEOMETRY OF 2-SPHERE 12
Figure 6: The duals of the first three quadrilateral tessellation of the unit
square
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to construct a sequence of graphs that determines an intrinsic geometrical
space isomorphic to an Euclidean 2-sphere. Note that the flat torus was only
homeomorphic to an Euclidean 2-torus.
Triangulations seem to be natural candidates for constructing such se-
quence.
A triangulation on a sphere is a simple graph embedded on the sphere,
so that, each face is triangular. The graph may be represented as a geodesic
polyhedron. Triangles can then be further subdivided for new geodesic poly-
hedra. So that, finer and finer triangulations (graphs) may be considered
as getting better and better approximations of 2-sphere. Although the idea
is clear, constructions of such triangulation is not easy. Note that this tri-
angulation should be abstract, independent of any concrete 2-sphere, and
pure combinatorial without numerical calculations. There are some related
investigations in Popko (2012) [25] and Thurston (1998) [27]. Despite these
efforts, the problem is still open.
Figure 7: Class I operator (a), the kiss operator (class II) (b), a kiss–like
operator (c)
The triangular Goldberg–Coxeter operators (see [11]) may be applied for
constructing finer triangulations. There are three classes of such operators.
Class I operators give a simple division with original edges being divided into
sub-edges, see Fig. 7 (a). For Class II operators, triangles are divided with
a center point; as an example, see the kiss operator in Fig. 7 (b). Class III
may be viewed as an askew combined version of the I and II classes.
The class I operators correspond to the flat surfaces. It seems that the
kiss operator may be appropriate to construct finer sphere triangulations.
The five Platonic solids (Tetrahedron, Cube, Octahedron, Dodecahedron
and Icosahedron) are (by projection) regular tessellations of the sphere.
Octahedron (see Fig. 8 (a)) has a nice property; its finer triangulation
(by applying the kiss operator) results in equilateral spherical triangles when
projected into sphere, see Fig. 8 (b). The triangulation forms the dis-
dyakis dodecahedron that is a Catalan solid with 48 faces, and its dual is the
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Figure 8: (a) Octahedron, (b) disdyakis dodecahedron projected into sphere,
(c) Archimedean truncated cuboctahedron. Source CC BY-SA 4.0 [28]
Archimedean truncated cuboctahedron, see Fig. 8 (c). Duality means that
triangle faces correspond to vertices in the dual, and the adjacency of faces
corresponds to edges.
A sphere is a perfectly round surface. Any two points of the sphere are
locally isomorphic (indistinguishable). For this very reason, in the sequence
of finer and finer triangulations, vertices can not be distinguished from each
other. That is, all vertex neighborhoods (in the limit) are the same, i.e. as
subgraphs, they have the same structure.
It seems that Octahedron (see Fig. 8 (a)) may be considered as the
first basic triangulation on the sphere. The next finer triangulations are
constructed by applying the kiss operator. Each triangulation may be con-
sidered as a graph where vertices and edges are the vertices and edges of the
triangles. We consider the graphs that are dual to the triangulation graphs.
Each vertex of the dual graphs is of degree 3, whereas the faces of the dual
graphs are polygons each one having 2 · 2k or 3 · 2k edges for some k ∈ N .
We are going to show that the sequence of such dual graphs is the basis
for constructing an interesting intrinsic geometric space related to Euclidean
2-sphere.
3.1 Construction of the sequence
Let T1 be the triangulation corresponding to Octahedron. The triangle faces
are denoted by numbers 1,2,3,4,5,6,7, and 8. Let G1 be the dual to T1. Then,
vertices of G1 are numbers from 1 to 8, whereas the edges correspond to the
adjacency between the faces.
The second finer triangulation graph T2 corresponds to disdyakis dodeca-
hedron, see Fig. 8 (b). Here, the spherical triangles are also equilateral. Let
G2 be dual to this graph; then G2 corresponds to the net of Archimedean
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truncated cuboctahedron, see Fig. 8 (c).
G1 has 6 square faces. G2 is composed of 6 octagon faces, 8 hexagon faces,
and 12 square faces. G3 consists of six 16-gon faces, eight 12-gon faces, 12
octagon faces, 48 hexagon faces, and 72 square faces.
We may continue the divisions, getting the infinite sequence of finer and
finer triangulations represented by graphs (T1, T2, T3, T4, . . .), and their dual
graphs (G1, G2, G3, G4, . . .), where the vertices represent triangle faces, and
edges represent face adjacency. For any k ∈ N , each vertex of Gk is of degree
3.
The inductive construction of the sequence of graphs is as follows. Sup-
pose that Gn and corresponding dual triangulation graph Tn are already
constructed. The graph Tn+1 is constructed by applying the kiss operator
(see Fig. 7 (b)) to each triangle face in Tn. Let Gn+1 be the dual to the Tn+1.
The consecutive graphs have faces with edge number of the form 2 · 2k,
or 3 · 2k. Faces from Gn become (in Gn+1) twice longer (in the number of
edges), and new square faces and hexagon faces are created in Gn+1.
Let S denote the pattern of the above, a bit informal, construction of the
inverse sequence (Gk; k ∈ N). Let Gk be denoted by GSk for any k.
Let us define explicitly the inverse sequence of graphs (GSk; k ∈ N). Let
us again use the dot notation (ASN.1) to denote the sub-triangles resulting
from consecutive divisions. The triangles (vertices) of GS1 are denoted by the
numbers 1,2,3,4,5,6,7, and 8. The triangles (vertices) of GS2 are denoted by
i.a, i.b, i.c, i.d, i.e, and i.f ; where 1 ≤ i ≤ 8.
The next finer triangulation results in triangles (vertices in GS3) denoted
by labels of the form t1.t2.t3, where 1 ≤ t1 ≤ 8, and t2 and t3 belong to the
set {a; b; c; d; e; f}. Fig. 9 shows the first and the second triangulation, and
the labeling. In the right part of Fig. 9, for any two adjacent triangles i
and j, the labels for their sub-triangles are distributed in the symmetric way
relatively to their common edge. The triangles 3, 4, 7, and 8 are not visible;
their division and labeling are the same.
In general case, the vertices in the graph GSk are denoted by finite se-
quences of the form x = t1.t2. . . . , tk−1.tk.
Let CSk denote the set of all such x of length k, and be the set of vertices
in the graph GSk.
The vertices and edges of GSk+1 are constructed inductively in the follow-
ing way. Suppose that the label distribution was already defined for k-th
triangulation. So that, for a single triangle x its sub-triangles are labeled
in the clockwise cyclic order as shown in the left part of Fig. 10 where the
black circle denotes the mass center of the triangle x. The black circle is the
orientation point of any of the sub-triangle for labeling in clockwise order.
In the right part of Fig. 10, the triangle x.d was chosen (as an example) for
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Figure 9: The first two triangulations. In the middle and the right parts, the
triangles 2 and 6 have one common edge; this is denoted by the arrow
Figure 10: A finer triangulation
the label distribution in the next finer triangulation.
The label distribution determines the adjacency relation between trian-
gles, and equivalently also the edges in graph GSk for any k.
So that, we have constructed the sequence of planar graphs (GSk, ; k ∈ N).
For any k, let AdjSk denote the adjacency relation corresponding to the
edges of the graph GSk. The relation is extended to be reflexive.
3.2 Topology and geometry
Let CS :=
⋃
k∈N C
S
k . The adjacency relation can be extended to Adj
S on CS
in the same way as it was done in Section 2.1.
Consider an infinite sequences of the form (t1.t2. . . . tk−1.tk. . . .). Let CS∞
denote the set of such sequences.
Any such sequence corresponds to a sequence of nested triangles (on the
Euclidean 2-sphere) converging to a point. However, there may be infinite
many such sequences that converge to the same point.
Let ∼ denote the transitive closure of AdjS∞. Then, any equivalence class
of ∼ is either a singleton, or it has two elements if it correspond to an edge
of a graph GSk. The space C
S∞
/∼ is a compact closed Hausdorff space with
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the covering dimension 1. Although it is an interesting topological space, its
topology is different than the topology of Euclidean 2-sphere.
3.2.1 Sierpinski pattern
Similar construction of a sequence of graphs can be carried out on the basis
of Sierpinski graphs, see Fig. 11.
Figure 11: Sierpinski graphs
Let the pattern of the construction of the graphs be called Sierpinski
pattern, and denoted Si.
The first graph GSi1 consists of vertices denoted by a, b, c, and e. Any
two of them are adjacent.
For any k > 1, the vertices of GSik are of the form t1.t2. . . . .tk where t1
is element of the set {a, b, c, e} whereas for i = 2, 3, . . . , k, ti is element of
the set {a, b, c}.
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The adjacent relation on CSi is defined inductively as follows. For any x,
the vertices x.a, x.b, and x.c are pairwise adjacent. Also x.a.b and x.c.b are
adjacent, x.b.a and x.c.a are adjacent, x.a.c, and x.b.c are adjacent.
Vertices x.a.y and x.c.y are adjacent, if y is a suffix consisting of elements
that all are b (that is, b.b. . . . b).
Vertices x.b.v and x.c.v are adjacent, if v is a suffix consisting of elements
that all are a.
Vertices x.a.z and x.b.z are adjacent, if z is a suffix consisting of elements
that all are c.
If x consist of the same elements, i.e. either a or b or c, then vertices e.x(k−1)
and x are adjacent, where k is the length of x, and x(k − 1) is the prefix of
x of length k − 1.
So that, the sequence of planar graphs (GSik ; k ∈ N) is constructed.
The adjacency relation is similar to the “adjacent-endpoint relation” for
Lipscomb spaces, see Lipscomb (2009) [20].
The space CSi∞/∼ is homeomorphic to C
S∞
/∼ , and it seems that it determines
a similar intrinsic geometry.
3.3 Pseudo–metric
The idea how to grasp the intrinsic curvature of 2-sphere is as follows. Al-
though the faces in the graphs (GSk, ; k ∈ N) are getting bigger in the number
of edges, each of the face corresponds to a point (a vertex in triangulation
graphs). Hence, it is reasonable to assign the same unit measure to each
of the faces. On the basis of this simple idea, the following metrics on the
graphs, and the pseudo-metrics on CS∞ can be defined.
For any k, the graph GSk is planar. Let each face of graph G
S
k be assigned
one and the same unit length defined as
unitk :=
1
diak
where diak is the diameter of the triangulation graph Tk dual to G
S
k.
Consider an edge (denoted o) of GSk. There are exactly two faces (say
f1 and f2) of G
S
k that have o in common. Let 2 · n1 and 2 · n2 denote the
numbers of edges of f1 and f2 respectively. The length of edge o (denoted by
lengthk(o)) is defined as the arithmetic mean of unit
k · 1
n1
and unitk · 1
n2
.
The length between two vertices x and y of GSk is denoted by d
S
k(x, y), and
defined as the length of the shortest path (relatively to lengthk) between x
and y. Note that dSk is a metric on C
S
k .
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For any elements v and u of CS∞, let pseudo–metric (denoted dS) be
defined as follows.
dS(u, v) := lim
k→∞
dSk(u(k), v(k))
Note that for some u 6= v, dS(u, v) = 0.
Let us define the equivalence relation ∼dS on the set CS∞.
u ∼dS v iff dS(u, v) = 0.
Let d¯S denote the corresponding metric on the quotient set CS∞/∼
dS
.
The space (CS∞/∼d , d¯
S), also denoted by (S, dS), is a geodesic metric space.
The sequence (GSk, d
S
k; k ∈ N) may be seen as finite approximations of
the space (S, dS), more exact if k is grater.
There are rational and irrational points (equivalence classes) in (S, dS).
Each rational equivalence class has infinite (countable) number of elements,
whereas the irrational classes are singletons. Each rational class corresponds
to a vertex of degree 4 or 6 in a triangulation graph Tk (for some k), and
equivalently to a square face or hexagon face in GSk for some k.
By the construction of GSk, any point of the initial Euclidean 2-sphere
corresponds exactly to one point in (S, dS), and vice versa.
The set of rational classes is dense in (S, dS).
By the construction of the pseudo-metric dS, (S, dS) is 2-dimensional
closed and simply connected topological space. Hence, it is homeomorphic
to an Euclidean 2-sphere.
The local structures of graphs GSk for k → ∞ are one and the same. So
that, the curvature at each point at any direction of (S, dS) must be constant.
Since the maximal distance is 1, (S, dS) is isomorphic to an Euclidean
2-sphere with radius equal to 1
pi
.
Note that the similar construction of metric can be done for Sierpinski
pattern Si. The resulting geometrical space (let it be called Sierpinski sphere)
is also interesting.
3.4 Summary of the examples
The intrinsic geometry of flat torus (T, dT) is determined by the sequence
(GTk , d
S
k; k ∈ N).
The intrinsic geometry of an elliptic 2-sphere (S, dS) is determined by the
sequence (GSk, d
S
k; k ∈ N).
For these particular intrinsic geometries, it is easy to define fully compu-
tational notions of metric and geodesics.
The examples give rise to introduce a general notion of fully computa-
tional geodesic metric space where curvature can be defined in a nonstandard
way.
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4 Abstraction and generalization
We are going to generalize the notions introduced in the previous sections.
Let (GPk, φ
P
(k+1,k); k ∈ N) be a sequence of graphs and mappings generated
by an arbitrary pattern of inductive construction (denoted by P) such that:
• CPk denotes the set of vertices of GPk. For k 6= k′, the sets CPk and CPk′
are disjoint.
• Mappings φP(k+1,k) : CPk+1 → CPk , for k ∈ N , are surjective, i.e. the
image of the domain and the codomain are equal.
Let v denote an infinite sequence such that its k-th element belongs to
CPk . Let v(i) denote i-th element of v.
A thread is defined as an infinite sequence v such that for any k, v(k) =
φP(k+1,k)(v(k + 1)).
Let CP∞ denote the set of all threads.
If for any k and any vertex x of GPk, the number of threads v, such that
v(k) = x, is infinite, then the sequence (GPk, φ
P
(k+1,k); k ∈ N) is called an
inverse sequence.
Let CP denote the union
⋃
k∈N C
P
k .
Inverse sequence is a special case of inverse systems (see [19], [26], and
[9]) where topological spaces are substituted for finite graphs, and directed
set is substituted for linear order.
The inverse mappings determine a tree-like partial order on the set CP.
For x ∈ CPk and i < k, let x(i) denote the “prefix” of x of length i defined
as follows. x(k − 1) := φP(k,k−1)(x), x(k − 2) := φP(k−1,k−2)(φP(k,k−1)(x)), and
so on.
Let the partial order being a prefix be denoted by ≤P. That is, x ≤P y iff
x is a prefix of y or x = y.
It is an improper use of the notion of prefix as an initial segment of a
sequence. However, it is a convenient notation that operates on the tree-like
partial order instead of the inverse mappings, and is similar to the notion of
prefix from the preceding sections.
We say that x and y are of the same length if they belong to the same
CPk .
Let the adjacency relation AdjPk (x, y) denote that either there is an edge
connecting the vertices x and y in graph GPk, or they are the same. The
extension of AdjPk to C
P, denoted AdjP, is defined in the very similar way as
in Sections 2.1.
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For a thread v, let v(k), as an element of CPk , be also called the initial
segment (“prefix”) of length k of the thread v. It is justified by the fact that
for any i < k, v(i) is uniquely determined by the inverse mappings.
For these new (more abstract and general) notions, to have the intended
meaning, some restrictions are necessary on the patterns of inductive con-
struction of the inverse sequences.
4.1 Regular patterns
A pattern P is called regular if it satisfies the following two conditions.
1. Connectedness. If x and y (belonging to CPk , for some k) are adjacent,
then there are two different elements of CPk+1 (say x
′ and y′) such that
x = x′(k) and y = y′(k), and x′ and y′ are adjacent.
2. Consistency. If x of length k, and y of length k′ are adjacent, then for
any i < k and any j < k′: x(i) and y(j) are adjacent.
For a regular pattern P, the adjacency relation AdjP∞ for threads u and
v (elements of CP∞) is defined as follows.
AdjP∞(v, u) iff for any k ∈ N : AdjP(v(k), u(k))
Its transitive closure ∼ is an equivalence relation. So that, the Hausdorff
reflection of CP∞ relatively to ∼, i.e. CP∞/∼, is a compact Hausdorff space,
where the topology is determined by the collection of the neighborhoods of
the points of CP∞/∼ in the similar way as in Section 2.1.
For the flat torus (Section 2.1) it worked well.
For the pattern S of a 2-sphere (Section 3.3), the relation ∼ is too weak
to capture our geometrical intuitions, so that, a special pseudo-metric dS was
introduced instead of ∼.
For the both examples (flat torus and 2-sphere), the corresponding
pseudo-metrics (dT and dS) are concrete examples of the notion of asymptotic
pseudo-metric defined below.
4.2 Asymptotic pseudo-metric
Let P be a regular pattern, and let for any k ∈ N , dk be a metric (determined
by predefined edge lengths, and called k-metric) on the set of vertices of graph
GPk.
If for any threads u and v in CP∞ the following limit exists
lim
k→∞
dk(u(k), v(k))
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and the convergence is uniform, then
d(u, v) := lim
k→∞
dk(u(k), v(k))
is called asymptotic pseudo-metric. It is clear that the triangle inequality is
satisfied.
Asymptotic pseudo-metric d will be identified with the sequence (dk; k ∈
N).
Hence, it is reasonable to say that the sequence (GPk, φ
P
(k+1,k), dk; k ∈ N)
approximates the corresponding geometrical space (CP∞/∼d , d¯), where d¯ is
the metric determined by d. Let the space be called an asymptotic metric
space and denoted (P, d).
Note that (T, dT) and (S, dS) are asymptotic metric spaces.
Following Busemann [5], geodesic are needed to characterize a geometrical
space. Geodesic metric space means that for any of its two points, there is a
geodesic path between them.
On the basis of asymptotic pseudo-metric we are going to define geodesics
in a constructive and fully computational way.
4.3 Geodesics
Let (P, d) be an asymptotic metric space.
Let (dk; k ∈ N) be the corresponding sequence of k-metrics on graphs GPk
for k ∈ N .
Let us consider the graph GPk for a fixed k. A path between vertices x and
y, in the graph, is defined in the usual way as a finite sequence of vertices
(z1, z2, . . . , zn) such that z1 = x and zn = y, and for any i = 1, 2, . . . n − 1,
there is edge between zi and zi+1. Note that the adjacency relation Adj
P
k is
reflexive, so that, there is loop (edge from vertex to itself) for each vertex in
GPk.
For any path (z1, z2, . . . , zn) its contraction is defined as the longest sub-
path (zn1 , zn2 , . . . , znl) such that for any i = 1, 2, . . . l − 1, the consecutive
vertices zni and zni+1 are different.
A (P, dk)-geodesic between two vertices in GPk is defined as a shortest path
(relatively to the k-metric dk) between these two vertices.
A (P, dk2)-geodesic (y1, y2, . . . , ym2) is called an extension of (P, dk1)-
geodesic (x1, x2, . . . , xm1), where k1 < k2, if:
• the contraction of path (y1(k1), y2(k1), . . . , ym2(k1)) is the same as the
path (x1, x2, . . . , xm1), where yi(k1) is the prefix of yi of length k1.
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Let a sequence (gk; k ≥ n), where gk is a (P, dk)-geodesic, satisfies the
following condition:
• for any k ≥ n, gk+1 is an extension of gk.
If such minimal number n exists, then let it be denoted by nγ. Then, the
sequence (gk; k ≥ nγ) is denoted by γ, and called a (P, d)-geodesic.
Note that, by the above definition, the sequence of the beginning vertices
of gk, and the sequence of the end vertices of gk (for k ≥ nγ) determine two
threads that are, respectively, the beginning point, and the end point of the
geodesic γ.
Note that gk may be viewed as a linear sub-graph of G
P
k. Let the sub-
graph be denoted by Gγk.
Let Cγk denote the set of vertices of graph G
γ
k, for k ≥ nγ.
Let Cγ :=
⋃
k≥nγ C
γ
k .
Inverse mapping φγ(k+1,k) : C
γ
k+1 → Cγk is constructed in the following way.
For any vertex y in gk+1 let
φγ(k+1,k)(y) := x such that y(k) = x.
Hence, the sequence (Gγk, φ
γ
(k+1,k), dk; k ≥ nγ) has been constructed that
determines the intrinsic stand-alone geometric space corresponding to γ. Let
the space be denoted by (Cγ∞/∼d , d¯), and let it be identified with the geodesic
γ. It is homeomorphic to the unit interval.
4.4 Summary of the section
For an asymptotic metric space (P, d), we have defined a fully computational
notion of geodesic. This gives rise to define the notion of asymptotic geodesic
metric space if for any two points of the space there is a (P, d)-geodesic
between them.
Note that (T, dT) and (S, dS) are asymptotic geodesic metric spaces.
It seems that asymptotic geodesic metric spaces may be considered as a
computational version of G-spaces introduced by Busemann (1955) [5].
It is important to note that the extrinsic geometry of a (P, d)-geodesic, in
the ambient space (P, d), is the same as the intrinsic geometry of the geodesic
itself, i.e. (Cγ∞/∼d , d¯). This gives rise to define a new notion of curvature
that is different than the sectional curvature for Riemannian manifolds. This
is done in the next sections.
Examples of combinatorial constructions of an intrinsic geometry of flat
2-torus (in Section 2), and an intrinsic geometry of 2-sphere (in Section 3)
support the view that the proposed approach is generic. In the next section,
we are going to present constructions of intrinsic geometries of hyperbolic
circle and elliptic circle.
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5 Flat, hyperbolic and elliptic circles
Figure 12: Rows from the top: The first row is for graphs of a flat circle.
The second row is for graphs of a circle that is elliptic at one point. The
third row is for graphs of a circle that is finitely hyperbolic at one point The
fourth row is for graphs of a circle that is infinitely hyperbolic at one point
The unit interval [0, 1] ⊂ R can be represented as an intrinsic geometrical
space in the simple way shown in Fig. 4. Circle can be made from the
unit interval just by identifying the ends of the interval, see Fig. 5. It
is homeomorphic to an Euclidean circle embodied in R2. However, as an
intrinsic geometrical space, it is the well known flat circle.
A common view is that Euclidean spaces are flat. Our intuition fails to
imagine a flat circle, a flat torus, and a flat Klein bottle.
Circle is one of the simplest geometrical spaces. A circle in the Euclidean
plane is elliptic. There is also a hyperbolic circle embodied in the hyperbolic
plane H2, where the circumference of circle grows exponentially relatively to
the radius.
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What is an intrinsic geometry of an elliptic circle? What is an intrinsic
geometry of a hyperbolic circle? The spaces are of dimension 1. If they
are represented as Riemannian manifolds, the sectional curvature can not be
defined for them.
It is clear that the notion: flat circle, elliptic circle and hyperbolic circle
refer to the notion of curvature.
In order to grasp the intrinsic meaning of elliptic and hyperbolic curva-
tures of circles, we are going to introduce a new notion of curvature, different
than the classic notion of sectional curvature in Riemannian manifolds.
For an asymptotic geodesic metric space (P, d), a curvature at a point
and direction determined by a geodesic, may be defined on the base of the
following simple idea.
Elliptic curvature at a point means that the length of a (P, dk)-geodesic
ending at this point is getting shorter if k goes to infinity. This may be
interpreted as gravitation force attracting to this point.
Hyperbolic curvature at a point means that the length of a (P, dk)-geodesic
ending at this point is getting longer if k goes to infinity. This, in turn, may
be interpreted as repulsive force from this point, and interpreted as anti-
gravity or the electromagnetic repulsion.
In order to explain the idea, let us consider the intrinsic geometrical space
corresponding to the flat circle, see Fig. 12, the first row from the top. Let its
pattern be denoted by O. Let the sequence (GOk , φ
O
(k+1,k), d
O
k ; k ∈ N) denote
the corresponding inverse sequence with normal k-metrics dOk ; i.e. d
O
k (x, y) is
defined as the length of a minimal path between x and y in graph GOk , where
the length of any edge is 1 divided by the diameter of the graph.
The graph GO1 consists of two vertices a and b. The set of vertices of graph
GO2 is {a.a; a.b; b.a; b.b}. The inverse mappings are defined as follows. For
any vertex x of graph GOk+1, φ
O
(k+1,k)(x) := x(k).
The space (CO∞/∼
dO
, d¯O), also denoted O, is homeomorphic and isometric
to an Euclidean circle. However, it is not isomorphic because it is flat like
the interior of the unit interval, see Fig. 4.
Let us choose the point that corresponds to the two threads (b.b.b. . . .),
where each element is b, denoted by b¯, and (a.a.a. . . .), where each element
is a, denoted by a¯.
Note that a¯ and b¯ are adjacent, and the equivalence classes [a¯] and [b¯] are
equal.
Let a¯(k) and b¯(k) denote respectively the initial segment of a¯ and b¯ of
length k.
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5.1 One-point elliptic curvature
Let us transforms the inverse sequence (GOk , φ
O
(k+1,k), d
O
k ; k ∈ N) into the
inverse sequence denoted (GeOk , φ
eO
(k+1,k), d
eO
k ; k ∈ N), see Fig. 12, the second
row from the top, in the following inductive way.
Let lenO(x) denote the length of x, i.e. the number k such that x ∈ COk .
Since the sets COk and C
O
l , for k 6= l, are disjoint, the length is well defined.
For any x of length k, let Suc(x) be the set of all y ∈ COk+1, such that
x = y(k).
For any k the set of verices CeOk of graph G
eO
k is defined inductively as
follows.
• Let CeO1 := CO1 , and CeO2 := CO2 .
• For k = 3
CeO3 := {a.a; b.b} ∪
⋃
x∈CeO2 & x 6=a.a & x 6=b.b
Suc(x))
• For k = 4
CeO4 :=
⋃
x∈CeO3
Suc(x))
• For k = 5
CeO5 := {a.a.a; b.b.b} ∪
⋃
x∈CeO4 & x 6=a.a.a & x 6=b.b.b
Suc(x))
• For k = 2n
CeOk :=
⋃
x∈CeOk−1
Suc(x))
• For k = 2n+ 1
CeOk := {a¯(n+ 1); b¯(n+ 1)} ∪
⋃
x∈CeOk−1 & x 6=a¯(n+1) & x 6=b¯(n+1)
Suc(x))
where a¯(n+ 1) and b¯(n+ 1) are here prefixes of length n+ 1.
Note that the length of elements of CeO2n+1 that are prefixes of a¯ or b¯ is
n + 1, whereas the length of the most elements of CeO2n+1 is equal or close to
2n+ 1.
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Edges of graph GeOk are determined by adjacency relation Adj
O restricted
to the set CeOk of the vertices of the graph.
For any k, let deOk denote the normal k-metrics on C
eO
k ; that is, the length
of any edge is 1 divided by the diameter of the graph GeOk . The resulting nor-
mal pseudo-metric is denoted by deO. The corresponding asymptotic geodesic
metric space is denoted by eO.
For any u different than a¯ and b¯, the distances deOk (u(k),
¯a(k)) and
deOk (u(k), b¯(k)) are getting shorter (if k → ∞) comparing to other points,
especially to b.a¯ and a.b¯ that are the antipodal points of a¯ and b¯ respectively.
The elliptic curvature at the point [a¯] = [b¯] of the space eO seems to be
equal 1
2
. The formal definition of curvature is in Section 6.3.
The above method of construction of space eO is generic, i.e. it can be
done for any regular pattern. Also the number 2 in n+1
2n+1
(interpreted as the
attraction parameter) may be bigger. Then, if approaching the point, the
distance to the point is getting much more shorter.
5.2 One-point hyperbolic curvature
Most models of hyperbolic space are constructed on the basis of Euclidean
spaces, see the excellent exposition by Cannon et al. (1997) [6]. We are
going to present a generic method for constructing intrinsic and stand-alone
hyperbolic spaces.
On the base of the inverse sequence of the flat circle O, we are going to
construct two inverse sequences where the corresponding spaces have a point
of finite hyperbolic curvature, and a point of infinite hyperbolic curvature.
5.2.1 Finite hyperbolic one-point curvature
For a natural number α, let us define function hα : C
O → CO such that for
any argument x different than any prefix of a¯ and any prefix of b¯, hα(x) := x;
and for any natural number k: hα(a¯(k)) := a¯(k+α) and hα(b¯(k)) := b¯(k+α).
Function hα may be viewed as α-weak repulsion force at point [a¯] = [b¯]
of the circle O.
For the clarity of presentation let us consider the case α = 2.
The function h2 transforms the sequence (G
O
k , φ
O
(k+1,k), d
O
k ; k ∈ N) into
the sequence (Gh2Ok , φ
h2O
(k+1,k), d
h2O
k ; k ∈ N), see Fig. 12, the second row from
the bottom, in the following way. Here, dh2Ok is the normal k-metric on graph
Gh2Ok .
For any x of length k such that h2(x) = x, let Suc
h2(x) := Suc(x), i.e. be
defined as the set of all y, such that x = φO(k+1,k)(y). Otherwise, let Suc
h2(x)
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be the set of all y of length lenO(h2(x)) such that x <O y, i.e. x is a prefix
of y.
1. Let Ch2O1 := C
O
1 , and C
h2O
2 := C
O
2 .
2. Suppose that Ch2Ok+1 and φ
h2O
(k+1,k) are already defined. Then, let
C
hO
k+2 :=
⋃
x∈Ch2Ok+1
Such2(h2(x))
and for any y ∈ ChOk+2, let φh2O(k+2,k+1)(y) be defined as x ∈ Ch2Ok+1 such
that y ∈ Such2(h2(x)).
Edges of graph Gh2Ok are determined by adjacency relation Adj
O restricted
to the set Ch2Ok of the vertices of the graph.
The sequence (Gh2Ok , φ
h2O
(k+1,k), d
h2O
k ; k ∈ N) determines an asymptotic
geodesic metric space denoted h2O.
The distance dh2Ok form any v to a¯ and b¯ is getting longer (if k → ∞)
comparing to other points, especially to the antipodal points.
The finite hyperbolic curvature at the point [a¯] = [b¯] of the space h2O
seems to be equal 2. The formal definition of curvature is in Section 6.3.
Note that the above method of construction of the space h2O is generic,
i.e. it can be done for any regular pattern and any parameter α.
5.2.2 Infinite hyperbolic one-point curvature
For a natural number β, let us define function hβ : CO → CO such that for
any argument x different than any prefix of a¯ and any prefix of b¯, hβ(x) := x;
and for any natural number k: hβ(a¯(k)) := a¯(βk) and hβ(b¯(k)) := b¯(βk).
The function hβ may be viewed as β-strong repulsion at point [a¯] of the
circle O.
Let us consider the case β = 2.
The function h2 transforms the inverse sequence (GOk , φ
O
(k+1,k), d
O
k ; k ∈ N)
into the inverse sequence denoted by (Gh
2O
k , φ
h2O
(k+1,k), d
h2O
k ; k ∈ N), see Fig.
12, the first row from the bottom, in the following inductive way. Here, dh
2O
k
is the normal k-metric on graph Gh
2O
k .
For any x such that h2(x) = x, let Such
2
(x) := Suc(x). Otherwise, let
Such
2
(x) be the set of all y of length lenO(h2(x)) such that x <O y, i.e. x is
a prefix of y.
1. Let Ch
2O
1 := C
O
1 , and C
h2O
2 := C
O
2 .
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2. Suppose that ChOk+1 and φ
h2O
(k+1,k) are already defined. Then, let
Ch
2O
k+2 :=
⋃
x∈ChOk+1
Such
2
(h2(x))
and for any y ∈ Ch2Ok+2 , let φh
2O
(k+2,k+1)(y) be defined as x ∈ Ch
2O
k+1 such
that y ∈ Such2(h2(x)).
Edges of graph Gh
2O
k are determined by adjacency relation Adj
O restricted
to the set Ch
2O
k of the vertices of the graph.
The sequence (Gh
2O
k , φ
h2O
(k+1,k), d
h2O
k ; k ∈ N) determines an asymptotic
geodesic metric space denoted h2O.
Intuitively, the hyperbolic curvature at point [a¯] = [b¯] of the space h2O
(interpreted as the velocity of a particle approaching the point) is infinite.
If, in the definition of function h2, we substitute 2k for 2k, then the normal
pseudo-metric is extreme. That is, the distance to a¯ and to b¯ from any other
point is 1, the maximum. The distance between any two points (both are
different than a¯ and b¯) is 0.
5.3 Inverse sequences for circles
There are three kinds of intrinsic stand-alone geometries that correspond
to the intuitive notion of circle understood as closed curve with constant
curvature.
The first one is the well known flat circle where the corresponding pattern
is O. The second kind consists of elliptic circles. The third kind is for
hyperbolic circles. The Euclidean circles seem to be of the second kind.
5.3.1 Hyperbolic circles
Constructions of hyperbolic circles may use the method used in Subsection
5.2.1. The base is the flat circle and the pattern O. Let the points with a
fixed finite hyperbolic curvature (like h2) be called hyperbolic points. They
can be introduced uniformly in the consecutive graphs in the following way.
1. Starting with the second graph , [a¯] and [b¯] (corresponding to one point)
are hyperbolic, as well as [b.a¯] and [a.b¯] (also corresponding to one
point) are hyperbolic.
2. Starting with the sixth graph, [b.a.b¯] and [b.b.a¯] (corresponding to one
point) are hyperbolic, as well as [a.b.a¯] and [a.a.b¯] (also corresponding
to one point) are hyperbolic.
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3. Assuming that a <l b, let us introduce the lexicographical order (de-
noted <l) on the set C
O
k . For graph G
O
k , and its vertices x and y that
are adjacent:
• If x <l y, then starting with the 2k-th graph, [x.b¯] and [y.a¯] (cor-
responding to one point) are hyperbolic.
• Otherwise, i.e. if y <l x, then, starting with the 2k-th graph, [x.a¯]
and [y.b¯] are hyperbolic.
4. And so on. It resembles the construction of an Euclidean circle from
regular 2n-polygons inscribed in the circle. The limit of the polygons,
as n goes to infinity, is the circle.
The hyperbolic points may have different repulsion parameters. So that,
the resulting spaces may have hyperboloidal shape.
5.3.2 Elliptic circles
Constructions of elliptic circles may be based on the method used in Sub-
section 5.1 where one-point elliptic curvature was introduced into flat circle
resulting in the space eO. In the very similar way as for hyperbolic circles, el-
liptic one-point curvatures can be introduced in an uniform way. The points
with such fixed finite elliptic curvature form a dense set in the circle.
The elliptic points may have different attraction parameters. So that, the
resulting spaces may have ellipsoidal shape.
Also a hybrid construction that uses both hyperbolic points and elliptic
points may be interesting.
5.4 Summary of the examples
Let us summarize the examples of this Section. Three kinds of circles were
presented: flat, elliptic, and hyperbolic.
Using the same method, also unbounded line (as an intrinsic geometry)
with constant curvature (elliptic or hyperbolic) can be constructed. The
unbounded line consists of intervals joined by the endpoints. Analogously,
unbounded plane (as an intrinsic geometry) with constant curvature (elliptic
or hyperbolic) can be constructed from Euclidean 2-cube (unit square). This
method can be generalized to n-dimensional unbounded spaces.
The simple examples of elliptic and hyperbolic spaces presented in the
section seem to be instructive, and can be easily generalized in order to
construct intrinsic sophisticated hyperbolic and elliptic spaces on the base of
flat n-torus, flat n-Klein bottle, and Euclidean n-cube.
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An inverse sequence that determines an intrinsic geometry isomorphic to
an Euclidean 2-sphere, was constructed in Section 3. Any Euclidean 2-sphere
is elliptic. Is it possible to construct inverse sequences (intrinsic geometries)
that correspond to a flat 2-dimensional sphere, and hyperbolic 2-dimensional
spheres?
Flat sphere and hyperbolic sphere contradict our intuition that is evi-
dently based on the Euclidean 3-dimensional space. The same is true for flat
torus and flat circle.
Do the constructions and the corresponding notions introduced above
have any sense?
6 Curvature
Note that the constructions of an intrinsic hyperbolic circle and an intrinsic
elliptic circle (presented in the previous section) are based on the intrinsic
geometry of the flat circle.
The idea of curvature arises (in an intuitive sense) if a hyperbolic circle
and an elliptic cycle are compared to the flat circle.
This gives rise to define the notion of parametrization of a geodesic (a
curved interval) in order to compute the curvature.
6.1 Parametrization of a geodesic
Let (P, d) be an asymptotic geodesic metric space, and (dk; k ∈ N) be the
corresponding sequence of k-metrics on graphs GP for k ∈ N .
Let γ be a (P, d)-geodesic. It may be represented as the sequence (gk; k ≥
nγ) of (P, dk)-geodesics, and equivalently, as the inverse sequence
(Gγk, φ
γ
(k+1,k), dk; k ≥ nγ), where k–metric dk is restricted to the geodesic, see
the end of Section 4.3.
Although, any geodesic is homeomorphic to the unit interval, its intrinsic
geometry may be locally hyperbolic, or elliptic or flat, see the examples in
Section 5.
The inverse sequence and the pseudo-metric determine intrinsic geometry
of the geodesic. The extrinsic geometry of the geodesic in the ambient space
(P, d) is the same as the intrinsic one. This gives rise to define a new notion
of curvature different than the sectional curvature for Riemannian manifolds.
The new curvature is based on the measurement how a geodesic differs
from an Euclidean straight line segment of the same length.
Any (P, d)-geodesic γ determines uniquely a bijective mapping
pˆiγ : [0; lγ]→ γ, where lγ is the length of the geodesic, and [0; lγ] is an interval,
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Figure 13: Pre-parametrization of the geodesic of length 1 from [a¯] to [b¯].
The sequence (G1, G2, G3, G4, . . .) corresponds to the one point hyperbolic
circle (see Section 5.2.1) where for any k the vertices a¯(k) and b¯(k) are nor
adjacent
a subset of R.
The mapping pˆiγ (to be defined below) is called pre-parametrization of
(P, d)-geodesic γ.
The first derivative of the mapping pˆiγ at a point may be interpreted as an
approximation of the velocity at a point particle moving along the geodesic
from its beginning at time t = 0 to the end of the geodesic at time t = lγ.
The velocity may be interpreted as a curvature.
The idea is explained in Fig. 13. Here, a sequence of partitions of the
unit interval is constructed from the one-point hyperbolic circle (see Fig. 12)
by making the vertices a¯(k) and b¯(k) not adjacent for any k ∈ N . The graph
Gk determines partition Πk of the unit interval, such that each vertex x of
Gk has its own element of the partition. In the next partition Πk+1, the
element is divided into sub-intervals of the same size (any edge has the same
normalized length). The number of the sub-intervals is equal to the number
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of successors of x that belong to Gk+1.
In general case, if the edge length is not the same for all edges, the
construction of pˆiγ must take into account the sequence of metrics (dk; k ∈ N).
Below we present the construction of the mapping pˆiγ.
Let us recall that γ is represented by the sequence (gk; k ≥ nγ) of
(P, dk)-geodesics.
For any x in gk (actually in G
γ
k), let ext
γ(x) denote the maximal sub-
path p = (y1, y2, . . . , ymx) of gk+1 such that for any y in p: y(k) = x, i.e.
φγ(k+1,k)(y) = x.
For the sake of presentation, let nγ = 1.
Let us construct the sequence Πγ = (Π1,Π2,Π3, . . .) of nested partitions
of the interval [0, lγ].
1. For k = 1. Let m denote the number of elements of the sequence gk. So
that, gk = (x1, x2, . . . , xm). If m = 1, then Π1 consists of one element
[0, lγ]. If m ≥ 2, then the partition Π1 of [0, lγ] is defined as the set
{Ix1 ; Ix2 ; . . . ; Ixm} of the sub–intervals of the interval [0, lγ], where
Ix1 := [0,
dk(x1, x2)
2
]
Ix2 := [
dk(x1, x2)
2
, dk(x1, x2) +
dk(x2, x3)
2
]
Ix3 := [dk(x1, x2) +
dk(x2, x3)
2
, dk(x1, x3) +
dk(x3, x4)
2
]
. . .
Ixm−1 := [dk(x1, xm−2)+
dk(xm−2, xm−1)
2
, dk(x1, xm−1)+
dk(xm−1, xm)
2
]
Ixm := [dk(x1, xm−1) +
dk(xm−1, xm)
2
, lγ]
The mapping from elements of gk (actually, C
γ
k ) onto Π1 is defined by
the correspondence xi 7→ Ixi , for i = 1, 2, . . . ,m. Let the mapping be
denoted by f1.
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2. Suppose that for a number k > 1 the partition Πk and the mapping
fk : gk → Πk have been already constructed.
For any y in gk, fk(y) is a sub-interval denoted by [0y,1y].
Let n denote the number of elements of the sequence extγ(y). So that,
extγ(y) = (y1, y2, . . . , yn).
Partition Πyk+1 is defined as the set {Iy1 ; Iy2 ; . . . ; Iyn} of sub–intervals
of the interval [0y,1y], where
Iy1 := [0y,
dk(y1, y2)
2
]
Iy2 := [
dk(y1, y2)
2
, dk(y1, x2) +
dk(y2, y3)
2
]
Iy3 := [dk(y1, y2) +
dk(y2, y3)
2
, dk(y1, y3) +
dk(y3, y4)
2
]
. . .
Iyn−1 := [dk(y1, yn−2) +
dk(yn−2, yn−1)
2
, dk(y1, yn−1) +
dk(yn−1, yn)
2
]
Iyn := [dk(y1, yn−1) +
dk(yn−1, yn)
2
, 1y]
Let us define the mapping f yk+1 : ext
γ(y) → Πyk+1 such that for any
yi ∈ extγ(y), where i = 1, 2, . . . n,
f yk+1(yi) := Iyi
Let Πk+1 :=
⋃
y∈gk Π
y
k+1.
The mapping fk+1 : gk+1 → Πk+1 is defined as the union of all f yk+1 for
y in gk. It is a bijective mapping.
For any k, each element of gk corresponds (via fk) to an element of Πk
and vice versa. Let this correspondence be denoted by fγ.
By the above construction, for any thread u of (Gγk, φ
γ
(k+1,k); k ≥ nγ), and
for any k:
fγ(u(k + 1)) ⊆ fγ(u(k))
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So that, any thread u corresponds to a sequence of nesting sub-intervals
converging to a point r in the interval [0, lγ]. Let this correspondence u 7→ r
be denoted by f∞γ : C
γ∞ → [0, lγ]. It is clear that if [u] = [v] (relatively to
the equivalence relation ∼d), then f∞γ (u) = f∞γ (v).
Finally, we can define the desired pre-parameterzation pˆiγ : [0, lγ]→ γ as
follows
pˆi−1γ ([u]) := f
∞
γ (u)
Note that the definition of the above pre-parametrization of a geodesic
γ depends on the number nγ, i.e. the initial graphs of the inverse sequence
(Gγk, φ
γ
(k+1,k); k ≥ nγ). Since geodesics are limits of their approximations in
the consecutive graphs, they do not depend on the initial graphs. This is
the very reason to call pˆiγ a pre-parameterization. The limit, as nγ goes to
infinity, is not interesting. The proper parametrization that captures the
curvature of a geodesic will be defined in the subsection 6.4.
6.2 Derivative of pre-parametrization
Let γ be a geodesic in an asymptotic metric space (P, d), and pˆiγ : [0, lγ]→ γ
be the pre-parametrization of γ.
Mapping pˆiγ can be differentiated. The first derivative may be interpreted
as an approximation of the velocity of a point particle traveling along the
geodesic within the time interval [0, lγ].
Let t belong to the interior of the interval [0, lγ], i.e. t ∈ (0, lγ) The
derivative of pˆiγ at t denoted pˆi
′
γ(t), is defined as follows.
pˆi′γ(t) := lim
s→0
d(pˆiγ(t+ s), pˆiγ(t))
|s|
if the limit exists.
Note that since pˆiγ depends on the initial graphs in the inverse sequence,
also the same concerns pˆi′γ.
In order to remove the dependence we proceed as follows.
6.3 Curvature at a point along a geodesic
Let γr be a geodesic such that r is the middle point of γr. Recall that lγr
denotes the length of the geodesic.
Let (γnr ;n ∈ N) be a sequence of geodesics satisfying the following con-
ditions.
• γn+1r ⊂ γnr ⊂ γr,
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• lγnr < 1n ,
• r is the middle point of γnr .
The curvature at point r in the direction γr (denoted by k(r, γr) ) is
defined as follows.
For any n ∈ N , let tn be such that pˆiγnr (tn) = r.
Then,
k(r, γr) := lim
n→∞
pˆi′γnr (tn)
if the limit exists.
Note that by the definition, k(r, γr) = k(r, γnr ) for any n. Hence, the
curvature does not depend on the initial graphs of the inverse sequence.
If the limit exists, then the curvature is also independent on the choice of
geodesics γnr . Hence, if r is in the interior of γ, then k(r, γ) is well defined.
Note that k is defined for a fixed asymptotic geodesic metric space (P, d) so
that, it should be indexed by (P, d), that is, k(P,d).
Flat geometrical spaces like flat circle, flat torus and flat Klein bottle
have curvature 1 at any point.
It is easy to calculate that the curvature for the space eO (see Section
5.1) at the point [a¯] = [b¯] is 1
2
, whereas for the space h2O (see Section 5.2),
the curvature is 2.
Note that the sectional curvature is not defined for one-dimensional Rie-
mannian manifolds.
An asymptotic geodesic metric space (P, d) is called 1-class smooth, if the
curvature is well defined for all geodesics γ and r ∈ γ, and is a continuous
mapping.
6.4 Parametrization of a geodesic
Let an asymptotic geodesic metric space (P, d), be 1-class smooth.
For a geodesic γ and its pre-parametrization pˆiγ : [0, lγ]→ γ, let us define
the beginning point r0 := pˆiγ(0) and the end point rγ := pˆiγ(lγ) of geodesic γ.
For any r ∈ γ, let
dγ(r) := d(r0, r)
be the length from the beginning of the geodesic (i.e. from r0) to the point
r on the geodesic.
Let us define the partition of initial segment of geodesic γ, i.e. from r0 to
r, onto n sub-segments, of the same length dγ(r)
n
, represented by the sequence
(r0, r1, r2, . . . , rn−1, rn) where rn = r.
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That is, for k = 0, 1, 2, . . . , n− 1
d(rk, rk+1) =
dγ(r)
n
or equivalently
rk := d
−1
γ (dγ(rk−1) +
dγ(r)
n
)
Let rˆk ∈ γ be the middle point between the points rk−1 and rk. Formally,
rˆk := d
−1
γ (
1
2
(dγ(rk−1) + dγ(rk)))
Let for any r ∈ γ
τ(r) := lim
n→∞
dγ(r)
n
n∑
i=1
k(rˆi, γ)
The parametrization of γ denoted by piγ : [0, τ(rγ)] → γ, where rγ is the
end of the geodesic, is defined as follows.
pi−1γ (r) := τ(r)
for r ∈ γ.
By the definition, piγ(τ(rγ)) = rγ.
For flat circle, i.e. the space O with the normal metric, the first derivative
at any point is equal 1. So that, for any geodesic γ, τ(rγ) is equal to the
length of the geodesic, i.e. to lγ.
For a geodesic γ with a finite constant curvature, say κ, τ(rγ) = κlγ.
Perhaps it may be interpreted as follows. The elliptic curvature shortens the
distance whereas the hyperbolic curvature enlarges the distance.
6.5 Discussion and relation to Riemanian manifolds
Advanced and sophisticated mathematical notions are used in the definition
of Riemannian n-manifold. Roughly, it is a topological space that is locally
(at a point) homeomorphic to an open subset of n-dimensional Euclidean
space together with smooth transformations, from point to point, of these
open sets. It is equipped with a positive-definite metric tensor. The Rie-
mann curvature tensor measures the extent to which the metric tensor is not
locally isometric to that of Euclidean space. The abstract notions of: topol-
ogy, homeomorphism, smooth transformations, metric tensor and curvature
tensor are not computational in general.
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Our approach is elementary and is based on simple primitive notions of fi-
nite graphs and inverse sequences. Since all of the constructions of geometries
are inductive and operate on finite structures, they are fully computational.
The notions of k-geodesics and k-metric are defined for any of the graphs in
the inverse sequence. They uniformly (in the limit) approximate the abstract
notions like geodesic, metric, and curvature.
It seems that any compact Riemannian manifold can be constructed as an
inverse sequence of finite graphs along with appropriate asymptotic pseudo-
metric.
However, not all geometrical spaces can be represented as Riemannian
manifolds. There are interesting and important geometries that are not lo-
cally homeomorphic to an Euclidean spaces like Lipscomb spaces [20], and
Sierpinski geometry, see Fig. 11.
7 Conclusions
The computational value of the proposed approach to combinatorial con-
structions of intrinsic geometries seems to be proved. Still a lot of important
questions can be asked like the following ones.
What are finite structures of graphs in an inverse sequence that determine
(along with an asymptotic pseudo metric) the Lebesgue covering dimension,
homotopy type of the corresponding space, etc.?
Do elliptic and hyperbolic intrinsic geometries of circle have any sense?
What about the flat and hyperbolic intrinsic geometries of 2-sphere?
Flat intrinsic geometries of n-torus and n-Klein bottle (for n > 1) can
be used to construct sophisticated hyperbolic geometries. How are the con-
structions related to the classic notions of geometry?
Is the proposed framework flexible enough to completely capture our
intuitions of geometry?
The following motto of the famous book [17] Foundations of Geometry
by David Hilbert may be an inspiration to further investigations.
”All human knowledge begins with intuitions,
thence passes to concepts and ends
with ideas.”
Kant, Kritik der reinen Vernunft, Elementariehre,
Part 2, Sec. 2.
The vibrant debate on the Foundations of Mathematics and the primeval
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intuitions of the Geometry in the XIX century were summarized by Ernst
Mach (1903) [21]. The following citation may give a flavor of the debate.
”Gauss [in Brief von Gauss an Bessel, 9. April 1830 ] expressed the
conviction that it was impossible to establish the foundations of geometry
entirely a priori, and who further asserted that ”we must in humility confess
that if number is exclusively a product of the mind, space possesses in addition
a reality outside of our mind, of which reality we cannot fully dictate a priori
the laws.”
Perhaps, it is the right time to come back to the intuitions, and to continue
the debate.
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