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1. Introduction
The paper deals with the initial value problem associated to a semilinear mul-
tivalued evolution equation{
x′(t) ∈ A(t)x(t) + F (t, x(t)), for a.a. t ∈ [a, b],
x(0) = x0 ∈ E
(1)
in a reflexive Banach space (E, ‖ · ‖) where
(A) {A(t)}t∈[a,b] is a family of linear, not necessarily bounded, operators with
A(t) : D(A) ⊂ E → E, D(A) dense in E, which generates a strongly
continuous evolution operator U : ∆→ L(E) (see Section 2 for details);
(F1) F (·, x) : [a, b]⊸ E has a measurable selection for any x ∈ E and F (t, x)
is nonempty, convex and weakly compact for any t ∈ [a, b] and x ∈ E.
1Supported by the national research project PRIN 2009 “Ordinary Differential Equations
and Applications”.
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When E is a separable Banach space, the measurability of F (·, x) for any x ∈ E
implies the existence of a selection as in (F1) (see the Theorem of Kuratowski-
Ryll-Nardzewski [6, Theorem A]). Sufficient conditions are given in [6] in order
to obtain the existence of a strongly measurable selection for the multivalued
map (multimap for short) F (·, x) in a not necessarily separable Banach space.
Two different sets of regularity and growth assumptions on F are assumed,
which cause the use of different techniques for studying (1). In Section 3 we
treat the case when the evolution operator U(t, s) is compact for t > s and we
assume that
(F2) F (t, ·) : E ⊸ Eσ is upper semicontinuous (u.s.c. for short) for a.a.
t ∈ [a, b].
We denote with Xσ the topological space obtained when X ⊆ E is equipped
with the weak topology.
If we further impose the growth condition
(F3) sup
x∈Ω
‖F (t, x)‖ ≤ ηΩ(t) for a.a. t ∈ [a, b], with Ω ⊂ E bounded and
ηΩ ∈ L
1([a, b];R),
which allows the nonlinearity F to have a superlinear growth, we make use
of a classical continuation principle for compact multivalued fields (see Theo-
rem 2.3).
In Section 4 we allow U(t, s) to be non-compact, but we replace (F2) with
the stronger regularity condition
(F2 ′) F (t, ·) : Eσ → Eσ is u.s.c. for a.a. t ∈ [a, b]
and we use a recent continuation principle in Freche´t spaces due to the same
authors (see Theorem 2.4). To this aim we also need the following condition
(F2 ′′) F (t, ·) is locally compact for a.a. t ∈ [a, b].
Moreover, in Sections 3 and 4 we also show that, if we restrict the growth
condition on F to
(F3 ′) ‖F (t, x)‖ ≤ α(t)(1 + ‖x‖) for a.a. t ∈ [a, b], every x ∈ E and some
α ∈ L1([a, b];R),
then Ky Fan fixed point Theorem (see Theorem 2.5) can be used in both
regularity assets and the solution set is compact in the appropriate topology.
We always investigate the existence of mild solutions of problem (1).
Definition 1.1. A continuous function x : [a, b] → E is said to be a mild
solution of the problem (1) if there exists a function f ∈ L1([a, b];E) such that
f(t) ∈ F (t, x(t)) for a.a. t ∈ [a, b] and
x(t) = U(t, a)x0 +
∫ t
a
U(t, s)f(s) ds, ∀ t ∈ [a, b].
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We refer to [5, 10] for the study of problem (1) when F (t, ·) : E ⊸ E is
u.s.c. for a.a. t ∈ [a, b] and it has compact values. Instead, the case when the
linear part A(t) is defined and bounded on all the space E was treated in [2, 12]
under different regularity conditions. Nonlocal boundary value problems asso-
ciated to the evolution equation in (1) are investigated in [4, 13] respectively
in the case when F satisfies (F2 ′) and (F2). Many differential operators sat-
isfy condition (A) and frequently they generate a compact evolution operator
(see e.g. [14, 16]; see also Example 2.1). The introduction of a multivalued
equation is often motivated by the study of a control problem. In Sections 5
we propose an application of our theory to the study of a parabolic partial
differential inclusion, hence generating a compact evolution operator. In Sec-
tion 6 we investigate a feedback control problem associated to an hyperbolic
partial differential equation, and thus with a non-compact associated evolution
operator. Section 2 contains some preliminary results.
2. Preliminary results
This part contains some preliminary results, of different types, which are useful
in the sequel.
Throughout the paper we denote with B the closed unit ball of E centered at
0. Given the measure space (S,Σ, µ) and the Banach space X, we denote with
‖ · ‖p the norm of the Lebesgue space L
p(S;X).
Let ∆ = {(t, s) ∈ [a, b] × [a, b] : a ≤ s ≤ t ≤ b}. A two parameter
family {U(t, s)}(t,s)∈∆, where U(t, s) : E → E is a bounded linear operator
and (t, s) ∈ ∆, is called an evolution system if the following conditions are
satisfied:
1. U(s, s) = I, a ≤ s ≤ b ; U(t, r)U(r, s) = U(t, s), a ≤ s ≤ r ≤ t ≤ b;
2. (t, s) 7−→ U(t, s) is strongly continuous on ∆, i.e. the map (t, s) →
U(t, s)x is continuous on ∆ for every x ∈ E.
For every evolution system, we can consider the respective evolution operator
U : ∆ → L(E), where L(E) is the space of all bounded linear operators in E.
Since the evolution operator U is strongly continuous on the compact set ∆,
by the uniform boundedness theorem there exists a constant D = D∆ > 0 such
that
‖U(t, s)‖L(E) ≤ D , (t, s) ∈ ∆. (2)
An evolution operator is said to be compact when U(t, s) is a compact operator
for all t − s > 0, i.e. U(t, s) sends bounded sets into relatively compact sets.
We refer to [14] for details on this topic.
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Example 2.1. Let Ω ⊂ Rn be a bounded domain with a smooth boundary ∂Ω
and consider the linear elliptic partial differential operator in divergence form
A : W 2,2 (Ω;R) ∩W 1,20 (Ω;R)→ L
2 (Ω;R) given by
(Aℓ)(x) =
n∑
i,j=1
∂
∂xi
(
aij(x)
∂ℓ(x)
∂xi
)
,
under the following conditions
(i) aij ∈ L
∞(Ω), aij = aji for i, j = 1, 2, .., n;
(ii) c‖ξ‖2 ≤
n∑
i,j=1
aij(x)ξiξj a.e. for every ξ ∈ R
n with c > 0.
It is known that A (see e.g. [16]) generates a strongly continuous semigroup of
contractions S(t) with S(t) compact for t > 0. Notice that, whenever aij = 0
for i 6= j and aii = 1 for i = 1, 2, ...n, then Aℓ = ∆ℓ.
Given q ∈ C([a, b];E), let us denote with
Sq = {f ∈ L
1([a, b];E) : f(t) ∈ F (t, q(t)) a.a. t ∈ [a, b]}.
Proposition 2.2. For a multimap F : [a, b] × E ⊸ E satisfying properties
(F1), (F2) and (F3), the set Sq is nonempty for any q ∈ C([a, b];E).
Proof. Let q ∈ C([a, b];E); by the uniform continuity of q there exists a se-
quence {qn} of step functions, qn : [a, b]→ E such that
sup
t∈[a,b]
‖qn(t)− q(t)‖ → 0, for n→∞. (3)
Hence, by (F1), there exists a sequence of functions {wn} such that wn(t) ∈
F (t, qn(t)) for a.a. t ∈ [a, b] and wn : [a, b] → E is measurable for any n ∈ N.
From (3) there exists a bounded set Ω ⊂ E such that qn(t), q(t) ∈ Ω for any
t ∈ [a, b] and n ∈ N and by (F3) there exists ηΩ ∈ L
1([a, b];R) such that
‖wn(t)‖ ≤ ‖F (t, qn(t))‖ ≤ ηΩ(t) ∀n ∈ N, and a.a. t ∈ [a, b].
Hence {wn} ⊂ L
1([a, b];E), {wn} is bounded and uniformly integrable and
{wn(t)} is bounded in E for a.a. t ∈ [a, b]. According to the reflexivity of the
space E and by the Dunford-Pettis Theorem (see [7, p. 294]), we have the
existence of a subsequence, denoted as the sequence, such that
wn ⇀ w ∈ L
1([a, b];E).
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By Mazur’s convexity Theorem we obtain a sequence
w˜n =
kn∑
i=0
λn,iwn+i, λn,i ≥ 0,
kn∑
i=0
λn,i = 1
such that w˜n → w in L
1([a, b];E) and, up to a subsequence, w˜n(t)→ w(t) for
a.a. t ∈ [a, b].
To conclude we have only to prove that w(t) ∈ F (t, q(t)) for a.a. t ∈ [a, b].
Indeed, let N0 with Lebesgue measure zero be such that F (t, ·) : E ⊸ Eσ is
u.s.c., wn(t) ∈ F (t, qn(t)) and w˜n(t) → w(t) for all t ∈ [a, b] \ N0 and n ∈ N.
Fix t0 /∈ N0 and assume by contradiction that w(t0) /∈ F (t0, q(t0)).
Since F (t0, q(t0)) is closed and convex, from the Hahn Banach Theorem there
is a weakly open convex set V ⊃ F (t0, q(t0)) satisfying w(t0) /∈ V . Since
F (t0, ·) : E ⊸ Eσ is u.s.c., we can find a neighborhood U of q(t0) such
that F (t0, x) ⊂ V for all x ∈ U . The convergence qn(t0) → q(t0) implies
the existence of n0 ∈ N such that qn(t0) ∈ U for all n > n0. Therefore
wn(t0) ∈ F (t0, qn(t0)) ⊂ V for all n > n0. Since V is convex we also have
that w˜n(t0) ∈ V for all n > n0 and, by the convergence, we arrive to the
contradictory conclusion that w(t0) ∈ V . We conclude that w(t) ∈ F (t, q(t))
for a.a. t ∈ [a, b].
We propose now the two continuation principles (see Theorems 2.3 and 2.4)
that we use, respectively in Sections 3 and 4, and recall Ky Fan fixed point
Theorem (see Theorem 2.5).
Theorem 2.3 ([1]). Let Q be a closed, convex subset of a Banach space Y with
nonempty interior and H : Q× [0, 1]⊸ Y be such that
(a) H is nonempty convex valued and it has closed graph;
(b) H is compact;
(c) H(Q, 0) ⊂ Q;
(d) H(·, λ) is fixed points free on the boundary of Q for all λ ∈ [0, 1).
Then there exists y ∈ Q such that y ∈ H(y, 1).
A metric space X is contractible if the identity map on it, i.e. idX : X → X
is homotopic to a constant map. A compact nonempty metric space X is called
an Rδ-set if there exists a decreasing sequence {Xn} of compact, contractible
sets Xn such that X = ∩{Xn : n ∈ N}. Every convex compact subset of a
metric space is an Rδ-set (see e.g. [1] for details).
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Theorem 2.4 ([3, Theorem 2.1]). Let F be a Hausdorff locally convex topologi-
cal vector space, X ⊂ F be a convex metrizable set, Z ⊂ X be an open set in X
and H : Z × [0, 1]⊸ F be a compact u.s.c. multimap with Rδ values satisfying
if {xn} ⊂ Z converges to x ∈ H(x, λ), for some λ ∈ [0, 1) , there is n0
such that H({xn} × [0, 1]) ⊂ X, for all n ≥ n0
(4)
and such that
(1) H(·, 0)(Z) ⊂ X;
(2) there exists a compact u.s.c. multimap with Rδ values H
′ : X ⊸ X such
that H ′⌊Z= H(·, 0) and Fix(H
′) ∩X \ Z = ∅.
Then there exists x ∈ Z such that x ∈ H(x, 1).
When making use of a continuation principle it is often very delicate to
show the so called transversality condition, i.e. condition (d) in Theorem 2.3
and condition (4) in Theorem 2.4. In both cases we assume here, to this aim,
the existence of R > ‖x0‖ satisfying
D
[
‖x0‖+ ‖ηRB\‖x0‖B‖1
]
≤ R (5)
with D given in (2) and η appearing in (F3).
Theorem 2.5. Let X be a Hausdorff locally convex topological vector space, V
be a compact convex subset of X and G : V ⊸ V an u.s.c. multimap with
closed, convex values. Then G has a fixed point.
We finally propose a useful compactness result for semicompact sequences (see
Theorem 2.7).
Definition 2.6. We say that a sequence {fn} ⊂ L
1([a, b];E) is semicompact
if it is integrably bounded and the set {fn(t)} is relatively compact for a.a.
t ∈ [a, b].
Theorem 2.7 ([10, Theorem 5.1.1]). Let S : L1([a, b];E) → C([a, b];E) be an
operator satisfying the following conditions
(i) there is L>0 such that ‖Sf−Sg‖C ≤ L‖f−g‖1 for all f, g ∈ L
1([a, b];E);
(ii) for any compact K ⊂ E and sequence {fn} ⊂ L
1([a, b];E) such that
{fn(t)} ⊂ K for a.a. t ∈ [a, b] the weak convergence fn ⇀ g implies
Sfn → Sg.
Then for every semicompact sequence {fn} ⊂ L
1([a, b];E) the sequence {Sfn}
is relatively compact in C([a, b];E) and, moreover, if fn ⇀ f0 then Sfn → Sf0.
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3. The case of a compact evolution operator
In this Section we assume that the family {A(t)} generates a compact evolution
operator and that the nonlinear term F satisfies the regularity condition (F2)
and, when not explicitly mentioned, the growth condition (F3).
First we introduce the solution multioperator T : C([a, b];E) × [0, 1] ⊸
C([a, b];E) defined as
T (q, λ)=

 x ∈ C([a, b];E) : x(t) = U(t, a)x0 + λ
∫ t
a
U(t, s)f(s) ds,
for all t ∈ [a, b] and f ∈ Sq

 (6)
which is well-defined according to Proposition 2.2 and we investigate its regu-
larity properties. Notice that the fixed points of T (·, 1) are mild solutions of
the problem (1).
Proposition 3.1. The multioperator T has a closed graph.
Proof. Since C([a, b];E) is a metric space, it is sufficient to prove the sequential
closure of the graph. Let {qn}, {xn} ⊂ C([a, b];E) and {λn} ⊂ [0, 1] satisfying
xn ∈ T (qn, λn) for all n and qn → q, xn → x in C([a, b];E), λn → λ in [0, 1].
We prove that x ∈ T (q, λ).
The fact that xn ∈ T (qn, λn) means that there exists a sequence {fn}, fn ∈ Sqn ,
such that
xn(t) = U(t, a)x0 + λn
∫ t
a
U(t, s)fn(s) ds, ∀ t ∈ [a, b]. (7)
Let Ω ⊂ E be such that qn(t), q(t) ∈ Ω for all t ∈ [a, b] and n ∈ N. Since
qn → q in C([a, b];E), it follows that Ω is bounded and according to (F3) there
is ηΩ ∈ L
1([a, b];R) satisfying ‖fn(t)‖ ≤ ηΩ(t) for a.a. t and every n, implying
that {fn} is bounded and uniformly integrable in L
1([a, b];E) and {fn(t)} is
bounded in E for a.a. t ∈ [a, b]. Hence, by the reflexivity of the space E and
by the Dunford-Pettis Theorem (see [7, p. 294]), we have the existence of a
subsequence, denoted as the sequence, and a function g such that fn ⇀ g in
L1([a, b];E). It is also easy to show that U(t, ·)fn ⇀ U(t, ·)g in L
1([a, t];E) for
all t ∈ [a, b]. Since λn → λ, we obtain that
xn(t)⇀ x0(t) := U(t, a)x0 + λ
∫ t
a
U(t, s)g(s) ds (8)
for all t ∈ [a, b]. By the uniqueness of the weak limit in E, we get that x0(t) =
x(t) for all t ∈ [a, b]. Finally, reasoning as in the second part of the proof of
Proposition 2.2 it is possible to show that g(t) ∈ F (t, q(t)) for a.a. t ∈ [a, b].
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Proposition 3.2. T (Q × [0, 1]) is relatively compact, for every bounded Q ⊂
C([a, b];E).
Proof. Let Q ⊂ C([a, b];E) be bounded. Since C([a, b];E) is a metric space it is
sufficient to prove the relative sequential compactness of T (Q×[0, 1]). Consider
{qn} ⊂ Q, {xn} ⊂ C([a, b];E) and {λn} ⊂ [0, 1] satisfying xn ∈ T (qn, λn) for
all n. By the definition of the multioperator T , there exist a sequence {fn},
fn ∈ Sqn , such that xn satisfies (7). Let Ω ⊂ E be such that qn(t) ∈ Ω for all t
and n. SinceQ is bounded, we have that Ω is bounded too and according to (F3)
there exists ηΩ ∈ L
1([a, b];R) such that ‖fn(t)‖ ≤ ηΩ(t) for a.a. t ∈ [a, b] and
all n.
According to (2) and the compactness of the evolution operator U , the sequence
{U(t, ·)fn} is semicompact in [a, t] for every fixed t ∈ (a, b] (see Definition 2.6).
Since the operator S : L1([a, t];E)→ C([a, t];E) defined by Sf(τ) =
∫ τ
a
f(s) ds
for τ ∈ [a, t] satisfies conditions (i) and (ii) in Theorem 2.7 we obtain that the
sequence
τ 7→
∫ τ
a
U(t, s)fn(s) ds, τ ∈ [0, t], n ∈ N
is relatively compact in C([a, t];E); in particular
{∫ t
a
U(t, s)fn(s) ds
}
is a rel-
atively compact set in E for all t ∈ [a, b].
Now consider a < t0 < t ≤ b. For every σ ∈ (0, t0 − a) we have that∥∥∥∥
∫ t
a
U(t, s)fn(s) ds−
∫ t0
a
U(t0, s)fn(s) ds
∥∥∥∥
≤
∥∥∥∥
∫ t0−σ
a
[U(t, s)− U(t0, s)] fn(s) ds
∥∥∥∥
+
∥∥∥∥
∫ t0
t0−σ
[U(t, s)− U(t0, s)] fn(s) ds
∥∥∥∥+
∥∥∥∥
∫ t
t0
U(t, s)fn(s) ds
∥∥∥∥ .
(9)
Since it is known that t → U(t, s) is continuous in the operator norm
topology, uniformly with respect to s such that t − s is bounded away from
zero (see e.g. [13]), for each ǫ > 0 there is δ ∈ (0, t0 − a) satisfying∥∥∥∥∥
∫ t0−δ
a
[U(t, s)− U(t0, s)] fn(s) ds
∥∥∥∥∥ ≤ ǫ
∫ t0−δ
a
ηΩ(s) ds;
whenever t− t0 < δ; hence, according to (9), we obtain that∥∥∥∥
∫ t
a
U(t, s)fn(s) ds−
∫ t0
a
U(t0, s)fn(s) ds
∥∥∥∥ ≤ ǫ
∫ t0−δ
a
ηΩ(s) ds+ 2D
∫ t
t0−δ
ηΩ(s) ds.
Thanks to the absolute continuity of the integral function, it implies that the
sequence {
∫ t
a
U(t, s)fn(s) ds} is equicontinuous in [a, b]. Consequently, passing
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to a subsequence, denoted as the sequence, such that λn → λ ∈ [0, 1] and using
Arzela´-Ascoli theorem, we obtain that {xn} is relatively compact in C([a, b];E)
and the proof is complete.
Proposition 3.3. The multioperator T has convex and compact values.
Proof. Fix q ∈ C([a, b];E) and λ ∈ [0, 1], since F is convex valued, the set
T (q, λ) is convex from the linearity of the integral and of the operator U(t, s)
for all (t, s) ∈ ∆. The compactness of T (q, λ) follows by Propositions 3.1
and 3.2.
Theorem 3.4. Problem (1) under conditions (A) (F1), (F2), (F3), (5) and
with {A(t)}t∈[a,b] generating a compact evolution operator has at least one so-
lution.
Proof. Consider the set Q = C([a, b];RB) with R defined in (5). We show that
the solution multioperator T defined in (6), when restricted to Q, satisfies the
assumptions of Theorem 2.3. In fact Q is closed, convex, bounded and with
a nonempty interior. According to Propositions 3.1, 3.2 and 3.3, T satisfies
conditions (a) and (b) in Theorem 2.3.
Notice that T (Q×{0}) ⊂ D‖x0‖B ⊂ int Q, hence condition (c) in Theorem 2.3
holds and T (·, 0) is fixed point free on ∂Q. Let us now prove that T satisfies
condition (d) also for λ ∈ (0, 1). Let q ∈ Q and λ ∈ (0, 1) be such that
q ∈ T (q, λ) and assume, by contradiction, the existence of t0 ∈ (a, b] such
that q(t0) ∈ ∂Q which is equivalent to ‖q(t0)‖ = R. Since q is continuous and
q ∈ T (q, λ), from ‖x0‖ < R it follows that there exist tˆ0, tˆ1 ∈ (a, t0] with tˆ0 < tˆ1
such that ‖q(tˆ0)‖ = ‖x0‖, ‖x0‖ < ‖q(t)‖ < R for t ∈ (tˆ0, tˆ1) and ‖q(tˆ1)‖ = R.
Moreover there exists f ∈ Sq such that q(t) = U(t, tˆ0)q(tˆ0)+λ
∫ t
tˆ0
U(t, s)f(s) ds
for t ∈ [tˆ0, tˆ1]. According to (F3), ‖f(t)‖ ≤ ηRB\‖x0‖B(t) for t ∈ (tˆ0, tˆ1); so we
arrive to the contradiction R = ‖q(tˆ1)‖ ≤ D[‖x0‖+ λ‖ηRB\‖x0‖B‖1] < R, and
also condition (d) in Theorem 2.3 is satisfied.
Hence T (·, 1) has a fixed point in Q which is a mild solution of problem (1).
When the nonlinear term F has an at most linear growth, i.e. when it
satisfies (F3′) instead of condition (F3), then the transversality condition (5)
can be eliminated and the compactness of the solution set can be obtained too.
Theorem 3.5. Under conditions (A), (F1), (F2), (F3 ′) and with {A(t)}t∈[a,b]
generating a compact evolution operator, the solution set of problem (1) is
nonempty and compact.
Proof. Consider the set Q defined as
Q =
{
q ∈ C([a, b];E) : ‖q(t)‖ ≤ ReLt a.a. t ∈ [a, b]
}
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where L and R are such that
max
t∈[a,b]
D
∫ t
a
eL(s−t)α(s)ds := β < 1,
R ≥ e−LaD(‖x0‖+ ‖α‖1)(1− β)
−1
and α was given in (F3′). Define the operator Γ := T (·, 1). According to
Propositions 3.1, 3.2 and 3.3, it is easy to see that Γ is locally compact, with
nonempty convex compact values and it has a closed graph. Hence it is also
u.s.c. (see e.g. [10, Theorem 1.1.5]). We prove now that Γ maps the set Q into
itself.
Indeed if q ∈ Q and x ∈ Γ(q) there exists a function f ∈ Sq such that
x(t) = U(t, a)x0 +
∫ t
a
U(t, s)f(s) ds.
By hypothesis (F3′) we have that
‖x(t)‖ =
∥∥∥∥∥U(t, a)x0 +
∫ b
a
U(t, s)f(s) ds
∥∥∥∥∥ ≤ D
(
‖x0‖+
∫ t
a
α(s)(1 +ReLs)ds
)
≤ D (‖x0‖+ ‖α‖1) +D
∫ t
a
α(s)ReLsds ≤ D (‖x0‖+ ‖α‖1) +Re
Ltβ
≤ ReLa(1− β) +ReLtβ ≤ ReLt.
Then Γ(Q) ⊆ Q. Let V = Γ(Q) and W = co(V ), where co(V ) denotes the
closed convex hull of V . Since V is a compact set, W is compact too. Moreover
from the fact that Γ(Q) ⊂ Q and that Q is a convex closed set we have that
W ⊂ Q and hence
Γ(W ) = Γ(co(Γ(Q))) ⊆ Γ(Q) = V ⊂W.
Hence, according to Theorem 2.5, Γ has a fixed point, which is a solution of
(1).
We prove now that the solution set is compact. Indeed a solution of the problem
(1) is a fixed point of the operator Γ. If x ∈ Γ(x), by the definition of Γ and
(F3′) we have the existence of f ∈ Sx and reasoning as above
‖x(t)‖ ≤ ‖U(t, s)x0‖+
∫ t
0
‖U(t, s)f(s)‖ ds
≤D
(
‖x0‖+ ‖α‖1 +
∫ t
0
α(s)‖x(s)‖ ds
)
.
By the Gronwall’s inequality it holds
‖x(t)‖ ≤ D(‖x0‖+ ‖α‖1)e
D‖α‖1 := n.
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Hence Fix Γ is a bounded set and so Γ(Fix Γ) is relatively compact. Since
Fix Γ ⊂ Γ(Fix Γ), then Fix Γ is relatively compact too. Finally, according to
the closure of the graph of Γ, Fix Γ is also closed and hence compact.
4. The case of a non-compact evolution operator
If we drop the assumption that the family {A(t)} generates a compact evo-
lution operator, we need stronger regularity hypotheses on F to consider the
richer class of evolution operators which we discuss now. We take, precisely, F
satisfying (F2′); moreover, when not explicitly mentioned, we always assume
the growth restriction (F3).
Since an u.s.c. multimap from Eσ to Eσ is u.s.c. from E to Eσ, the Proposi-
tion 2.2 is still true under the condition (F2′). Hence the set Sq 6= ∅ for any
q ∈ C([a, b];E) and the solution operator T : C([a, b];E)× [0, 1]⊸ C([a, b];E)
can be defined as in (6) and it has nonempty convex values. With a similar
reasoning as in Proposition 3.1 it is also possible to prove that T has a weakly
sequentially closed graph. Now we show that T is locally weakly compact.
Proposition 4.1. T (Q× [0, 1]) is weakly relatively compact for every bounded
Q ⊂ C([a, b];E).
Proof. Let Q ⊂ C([a, b];E) be bounded. We first prove that T (Q × [0, 1]) is
weakly relatively sequentially compact.
Consider {qn} ⊂ Q, {xn} ⊂ C([a, b];E) and {λn} ⊂ [0, 1] satisfying xn ∈
T (qn, λn) for all n. By the definition of T , there exist a sequence {fn}, fn ∈ Sqn
such that xn satisfies (7). Passing to a subsequence, denoted as the sequence,
we have that λn → λ ∈ [0, 1]. Moreover, reasoning as in the proof of Proposi-
tion 3.1, we obtain that there exists a subsequence, denoted as the sequence,
and a function g such that fn ⇀ g in L
1([a, b];E), implying that xn(t) satisfies
(8) for all t ∈ [a, b]. Furthermore, by (2) and the weak convergence of {fn} we
have
‖xn(t)‖ ≤ D‖x0‖+D‖fn‖1 ≤ N
for all n ∈ N, t ∈ [a, b], and for some N > 0. Hence xn ⇀ x0 in C([a, b];E).
Thus T (Q × [0, 1]) is weakly relatively sequentially compact, hence weakly
relatively compact by the Eberlein-Smulian Theorem (see [11, Theorem 1,
p. 219]).
Remark 4.2. Notice that, since T has weakly sequentially closed graph and
according to Proposition 4.1, T has also weakly compact values.
Theorem 4.3. Assume conditions (A), (F1), (F2′), (F2′′), (F3) and (5). If
E is separable, then problem (1) has at least one solution.
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Proof. Put Rˆ := D‖x0‖+ ‖ηRB‖1 + 1 with R defined in (5) and η in (F3) and
define Q = C([a, b]; RˆB). The set Q is closed, convex and bounded. Since
E is separable, C([a, b];E) is separable too and then Q is also metrizable.
Consider the solution operator T defined in (6). Now we prove that it sat-
isfies Theorem 2.4 with F = (C([a, b];E))σ and X = Z = Qσ. According
to Proposition 4.1, T (Q × [0, 1]) is weakly relatively compact so, in partic-
ular, T (Q × [0, 1]) is bounded and then (T (Q× [0, 1]))σ is metrizable. Since
T : Q×[0, 1]⊸ C([a, b];E) is weakly sequentially closed then it has weakly com-
pact values and hence it is Rδ-valued. Moreover, according to Eberlein-Smulian
Theorem and [10, Theorem 1.1.5], T is u.s.c. when both Q and C([a, b];E) are
endowed with the weak topology. Reasoning as in the proof of Theorem 3.4, it
is also possible to show that condition (1) in Theorem 2.4 is satisfied; while con-
dition (2) is trivially true. It remains to prove (4). So take qn ⇀ q ∈ T (q, λ0)
for some λ0 ∈ [0, 1). Let xn ∈ T (qn, λn) for some λn ∈ [0, 1] and all n; then
xn satisfies (7) for some fn ∈ Sqn and according to (F3) ‖fn(t)‖ ≤ ηRˆB(t)
for a.a. t ∈ [a, b]. Reasoning as in the proof of Proposition 3.1 we obtain
a subsequence, denoted as the sequence, such that fn ⇀ g ∈ L
1([a, b];E).
Up to a subsequence we also have that λn → λ ∈ [0, 1]. Moreover, since
{fn(t)} ⊂ F (t, RˆB), according to (F2
′′) we have that {fn(t)} is relatively com-
pact for a.a. t. Let G : L1([a, b];E) → C([a, b];E) be the generalized Cauchy
operator associated to U , i.e. let Gf(t) =
∫ t
a
U(t, s)f(s) ds for t ∈ [a, b]. It
satisfies condition (i) in Theorem 2.7 and according to [5, Theorem 2], it also
satisfies condition (ii) in Theorem 2.7. Hence xn → x in C([a, b];E) where
x(t) := U(t, a)x0 + λ
∫ t
a
U(t, s)g(s) ds for t ∈ [a, b]. Since T has sequentially
weakly closed graph, we obtain that x ∈ T (q, λ). According to (5) and with a
similar reasoning as in the proof of Theorem 3.4, we can show that ‖q(t)‖ < R
for all t ∈ [a, b]. Condition (F3) then implies that ‖g(t)‖ ≤ ηRB(t) a.e. in [a, b]
and hence ‖x(t)‖ ≤ D‖x0‖+D‖ηRB‖1 < Rˆ for all t ∈ [a, b] and we can find n0
such that xn ∈ Q for every n ≥ n0. All the assumptions of Theorem 2.4 are
then satisfied and hence T (·, 1) has a fixed point which is a solution of problem
(1) thus the proof is complete.
If we assume, as in the previous section, the stronger growth condition (F3′),
instead of (F3), we can remove conditions (5) and (F2′′) as well as the require-
ment of the separability of the space E. Indeed, recalling that by the Krein
Smulian Theorem (see e.g. [7, p. 434]) the convex closure of a weakly com-
pact set is weakly compact, it is possible to reason exactly as in the proof of
Theorem 3.2 to obtain the following result.
Theorem 4.4. Under assumptions (A), (F1),(F2 ′) and (F3 ′) the solution set
of problem (1) is nonempty and weakly compact.
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5. Application to a parabolic partial differential inclusion
Let t ∈ [0, T ] and Ω ⊆ Rn be a bounded domain with a sufficiently regular
boundary. Consider the initial value problem

ut ∈∆u+
[
p1
(
t, x,
∫
Ω
k(x, y)u(t, y)dy
)
, p2
(
t, x,
∫
Ω
k(x, y)u(t, y)dy
)]
f(t, u(t, x)),
t ∈ [0, T ]x ∈ Ω
u(t, x) = 0 t ∈ [0, T ], x ∈ ∂Ω
u(0, x) = u0(x), x ∈ Ω
(10)
under the following hypotheses:
(a) k : Ω × Ω → R is measurable with k(x, ·) ∈ L2(Ω;R) and ‖k(x, ·)‖2 ≤ 1
for all x ∈ Ω;
(b) f : [0, T ]× R → R is a Carathe´odory function with f(t, ·) L-Lipschitzian
and f(t, 0) = 0 for a.a. t ∈ [0, T ];
(c) u0 ∈ L
2(Ω;R);
(d) p1, p2 : [0, T ]× Ω× R → R satisfy the following conditions:
(i) pi(·, ·, r) is measurable for i = 1, 2 and all r ∈ R;
(ii) −p1(t, x, ·) and p2(t, x, ·) are u.s.c. for a.a. t ∈ [0, T ] and all x ∈ Ω;
(iii) p1(t, x, r) ≤ p2(t, x, r) in [0, T ]× Ω× R;
(iv) there exist ψ ∈ L1([0, T ];R), M : [0,∞) → R increasing and R >
‖u0‖2 such that |pi(t, x, r)| ≤ ψ(t)M(|r|) for i = 1, 2 and all x and
‖u0‖2 + ‖ψ‖1LRM(R) ≤ R. (11)
We search for solutions u ∈ C([a, b];L2(Ω;R)) of the initial value problem (10).
Namely the following abstract formulation{
y′(t) ∈ Ay(t) + F (t, y(t)), t ∈ [0, T ]
y(0) = y0,
(12)
should be satisfied, with y(t) = u(t, ·) ∈ L2(Ω;R) for any t ∈ [0, T ]. A :
W 2,2 (Ω;R)∩W 1,20 (Ω;R)→ L
2 (Ω;R) is the linear operator defined as Ay = ∆y
and y0 = u0(·). Given α ∈ L
2 (Ω;R), let Iα : Ω→ R be the function defined by
Iα(x) =
∫
Ω
k(x, y)α(y) dy. Iα is well-defined and measurable, according to (a),
and it satisfies |Iα(x)| ≤ ‖α‖2 for all x ∈ Ω. Given (t, α) ∈ [0, T ]×L
2(Ω;R), we
define the multimap F : [0, T ]×L2(Ω;R)⊸ L2(Ω;R) as y ∈ F (t, α) if and only
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if there is a measurable function β : Ω→ R satisfying p1 (t, x, Iα(x)) ≤ β(x) ≤
p2 (t, x, Iα(x)) for all x ∈ Ω such that y(x) = β(x)f(t, α(x)) for all x ∈ Ω.
Notice that, given (t, α) ∈ [0, T ] × L2(Ω;R) and according to (d)(i)(ii),
the maps x 7−→ pi (t, x, Iα(x)), i = 1, 2 are measurable in Ω; hence F has
nonempty values and it is easy to see that they are also convex. Moreover
‖y‖2 ≤ LM(‖α‖2)‖α‖2ψ(t), for all y ∈ F (t, α). Consequently, ifW ⊂ L
2(Ω;R)
is bounded, that is if ‖w‖2 ≤ µ for some µ > 0 and all w ∈W we have that
‖F (t,W )‖2 ≤ LµM(µ)ψ(t) (13)
implying (F3).
Now we investigate (F2) and hence we fix t ∈ [a, b] and consider two sequences
{αn}, {yn} ⊂ L
2(Ω;R) satisfying αn → α, yn ⇀ y in L
2(Ω;R) and yn ∈
F (t, αn) for all n ∈ N. Notice that Iαn(x) → Iα(x) for all x. Since {αn} is
bounded, there is σ > 0 such that ‖αn‖2 ≤ σ for all n. According to (b) the
sequence f(t, αn(·))→ f(t, α(·)) in L
2(Ω;R) and then, passing to a subsequence
denoted as usual as the sequence, we obtain that f(t, αn(x)) → f(t, α(x)) for
a.a. x ∈ Ω. By Mazur’s convexity Theorem we have the existence of a sequence
y˜n =
kn∑
i=0
δn,iyn+i, δn,i ≥ 0,
kn∑
i=0
δn,i = 1
such that y˜n → y in L
2(Ω;R) and up to a subsequence, denoted as the sequence,
y˜n(x) → y(x) for a.a. x ∈ Ω. We prove now that y ∈ F (t, α). In fact, if
f(t, α(x)) > 0 then also f(t, αn(x)) > 0 for n sufficiently large, and it implies
that p1(t, x, Iαn(x))f(t, αn(x)) ≤ yn(x) ≤ p2(t, x, Iαn(x))f(t, αn(x)) for a.a. x.
Consequently
kn∑
i=0
δn,ip1(t, x, Iαn+i)f(t, αn+i(x)) ≤ y˜n(x) ≤
kn∑
i=0
δn,ip2(t, x, Iαn+i)f(t, αn+i(x)).
Passing to the limit as n → ∞ and according to (d)(ii), we obtain that
p1(t, x, Iα(x))f(t, α(x)) ≤ y(x) ≤ p2(t, x, Iα(x))f(t, α(x)). With a similar rea-
soning we arrive to the estimate
p2(t, x, Iα(x))f(t, α(x)) ≤ y(x) ≤ p1(t, x, Iα(x))f(t, α(x))
when f(t, α(x)) < 0. So, it remains to consider Ω0 = {x ∈ Ω : f(t, α(x)) = 0}.
Notice that f(t, αn(x)) → 0 in Ω0. Since yn(·) = βn(·)f(t, αn(·)) for some
bounded and measurable βn : Ω → R satisfying p1(t, x, Iαn(x)) ≤ βn(x) ≤
p2(t, x, Iαn(x)) a.e. in Ω, it follows that yn(x) → 0 and then also y˜n(x) → 0,
implying y(x) ≡ 0 in Ω0. Therefore, it is possible to define a measurable
function β : Ω→ R such that p1(t, x, Iα(x)) ≤ β(x) ≤ p2(t, x, Iα(x)) and y(x) =
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β(x)f(t, α(x)) a.e. in Ω. We have showed that F has closed graph. Then
by (13) F (t, ·) has weakly compact values and it is locally weakly compact,
since L2(Ω;R) is reflexive, thus it satisfies (F2) (see e.g. [10, Theorem 1.1.5]).
Moreover, according to Pettis measurability Theorem (see [15, p. 278]) it is
possible to see that, for all α ∈ L2(Ω;R), the map t 7→ p1 (t, ·, Iα(·)) f(t, α(·)) is
a measurable selection of F (·, α), hence condition (F1) is satisfied. According
to (13), for Θ = RB \‖u0‖B we can define ηΘ in (F3) as ηΘ(t) = LRM(R)ψ(t)
and hence, according to (d)(iv) also condition (5) is satisfied.
All the assumptions of Theorem 3.4 are then satisfied and hence problem (12)
is solvable, implying that (10) has at least one solution u ∈ C([a, b];L2(Ω;R)).
6. Applications to an hyperbolic partial differential
inclusion
Let Ω be a bounded domain in Rn with a sufficiently regular boundary. Con-
sider the feedback control problem associated to a partial differential equation

utt = ∆u+ p
(
t, x,
∫
Ω
u(t, ξ) dξ
)
u(t, x) + a(t, x)w(t, x) + b(t, x), in [0, d]× Ω
w(t, x) ∈W (u(t, x))
u(t, x) = 0 t ∈ [0, d], x ∈ ∂Ω
u(0, x) = u0(x);ut(0, x) = u1(x) , x ∈ Ω
(14)
where W (r) = {s ∈ R : ℓr +m1 ≤ s ≤ ℓr +m2}, with ℓ > 0 and m1 < m2.
Assume the following hypotheses:
(i) a and b are globally measurable in [0, d]×Ω and there exist two functions
ϕ1, ϕ2 ∈ L
1([0, d];R) such that
|a(t, x)| ≤ ϕ1(t) for a.a. x ∈ Ω and ∀ t ∈ [0, d];
|b(t, x)| ≤ ϕ2(t) for a.a. x ∈ Ω and ∀ t ∈ [0, d];
the map p : [0, d]× Ω× R → R satisfies the following conditions
(ii) p(·, ·, r) : [0, d]× Ω→ R is measurable, for all r ∈ R;
(iii) p(t, x, ·) : R → R is continuous, for a.a. (t, x) ∈ [0, d]× Ω;
(iv) there exists ϕ3 ∈ L1([0, d];R) such that
|p(t, x, r)| ≤ ϕ3(t) for a.e. x ∈ Ω, ∀ t ∈ [0, d] and ∀ r ∈ R.
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Let y : [0, d] → L2 (Ω;R), v : [0, d] → L2 (Ω;R), f : [0, d] × L2 (Ω;R) ×
L2 (Ω;R) → L2 (Ω;R), and V : L2 (Ω;R) ⊸ L2 (Ω;R) be the maps defined
by
y(t) = u(t, ·);
v(t) = w(t, ·);
f(t, α, β) : Ω→ R, f(t, α, β)(x)=p
(
t, x,
∫
Ω
α(ξ) dξ
)
α(x)+a(t, x)β(x)+b(t, x);
V (z) = {v ∈ L2 (Ω;R) : ℓz(x) +m1 ≤ v(x) ≤ ℓz(x) +m2, a.a. x ∈ Ω}.
In the Hilbert space L2(Ω;R) problem (14) can be rewritten as a second order
inclusion of the following form{
y′′(t) ∈ Ay(t) + F (t, y(t)), t ∈ [0, d], y(t) ∈ L2(Ω;R)
y(0) = y0; y
′(0) = y1
(15)
where F (t, y(t)) = f(t, y(t), V (y(t))), y0 = u0(·), y1 = u1(·) and A : D(A) =
W 2,2 (Ω;R) ∩W 1,20 (Ω;R) → L
2 (Ω;R) is the linear operator defined as Ay =
∆y.
From the fact that −A is a self-adjoint and positive definite operator on
L2(Ω;R) with a compact inverse, we have that there exists a unique positive
definite square root (−A)1/2 with domain D((−A)1/2) = W 1,20 (Ω;R). Intro-
duce the Hilbert space E =W 1,20 (Ω;R)× L
2 (Ω;R) with the inner product〈(
p0
p1
)
·
(
q0
q1
)〉
=
∫
Ω
∇p0∇q0 dx+
∫
Ω
p0 q0 dx+
∫
Ω
p1 q1 dx.
Since the operator
A =
(
0 I
A 0
)
, D(A) = D(A)×W 1,20 (Ω;R)
generates a strongly continuous semigroup (see e.g. [8]), we can treat (15) as
a first order semilinear differential inclusion in E

z′(t) ∈ Az(t) + F(t, z(t)), t ∈ [0, d]
z(0) =
(
y0
y1
)
(16)
where F : [0, d]× E⊸ E is defined as
F
(
t,
(
c0
c1
))
=
(
0
F (t, c0)
)
.
Observe that the semigroup generated by A is noncompact.
Denoted Iα =
∫
Ω
α(y)dy, by the separability of the space L2 (Ω;R) and the
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Pettis measurability Theorem [15], we have that the map t → p(t, ·, Iα)α(·) +
a(t, ·)(ℓα(·) +m1) + b(t, ·) is a measurable selection of F (·, α). We prove, now,
that the map F satisfies condition (F2 ′). Reasoning like in Section 5 it is
possible to prove that the multimap V is weakly sequentially closed. Let,
now, t ∈ [0, d] be fixed, let {αn} ⊂ L
2(Ω;R), be weakly convergent to α ∈
L2(Ω;R) and let {wn} ⊂ L
2(Ω;R) with wn ∈ F (t, αn) for any n ∈ N, be
weakly convergent to w ∈ L2(Ω;R). By the definition of the multimap F we
have
wn = f1(t, αn) + f2(t, βn), with βn ∈ V (αn) for any n ∈ N,
where f1(t, α)(x) = p(t, x, Iα)α(x) and f2(t, β)(x) = a(t, x)β(x) + b(t, x). By
the definition of the multimap V and the weak convergence of {αn} we have
that the sequence {βn} is norm bounded. Hence, by the reflexivity of the space
L2(Ω;R), up to subsequence, {βn} weakly converges to β ∈ L
2(Ω;R) and the
weak closure of the multimap V implies β ∈ V (α). Moreover by the continuity
of the map p we have that {f1(t, αn)} converges weakly to f1(t, α) and it is
easy to see that {f2(t, βn)} converges weakly to f2(t, β). In conclusion we have
obtained
w = f1(t, α) + f2(t, β) ∈ f(t, α, V (α)) = F (t, α).
Furthermore, easily, V has convex and closed values, thus, by the linearity of
the map f2 and following the same reasonings above, F is convex closed valued
as well.
Finally (see e.g. [4])
‖F (t, α)‖2 ≤
(
ϕ3(t) + 2ℓϕ1(t)
)
‖α‖2 + |Ω|
1/2
[
(m1 +m2)ϕ
1(t) + ϕ2(t)
]
,
obtaining both that for any t ∈ [0, d] and α ∈ L2(Ω;R) the set F (t, α) is
bounded (hence relatively compact by the reflexivity of L2(Ω;R)), and that
condition (F3′) is satisfied.
Let z = (y0, y1) be a solution of (16). Applying the Implicit Function Theorem
of Filippov’s type (see [9, Theorem 7.2]) we have that there exists v : [0, d] →
L2(Ω;R) such that v(t) ∈ V (y0(t)) and g(t) = f(t, y0(t), v(t)), t ∈ [0, d]. Hence
the feedback control problem (14) admits a weakly compact set of solutions.
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