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1. INTRODUCTION 
In many practical problems the stability of sets which are not invariant 
is often of interest. Lyapunov stabilities (e.g., [5]), which imply the invariance 
of the set under consideration, have been generalized to eventual stabilities 
(e.g., [3]) to handle such cases. These eventual stabilities imply that the set 
is invariant in an asymptotic sense. 
Asymptotic invariance was first introduced for ordinary differential equa- 
tions by Laksmikatham and Leela [4]. 
In this paper we consider asymptotic invariance of sets for axiomatically 
defined general control systems ([2, 5]), thus greatly extending the variety 
of systems to which the results can be applied. 
In Section 3 we generalize the concepts of positive strong and weak 
invariances to positive strong and weak asymptotic invariances, respectively, 
in such a way that the former are special cases of the latter. Positive strong 
asymptotic invariance is analogous to that considered in [4] for ordinary 
differential equations. Positive weak asymptotic invariance, of greater 
significance in control theory, does not seem to have been treated before, 
even for ordinary differential equations. 
In Sections 3-6 we discuss various properties of positively strongly and 
weakly asymptotically invariant sets, in particular we show that for periodic 
general control systems asymptotic invariances reduce to the usual invariances. 
Though a nonautonomous system can be converted into an autonomous 
one by increasing the state space by one dimension to include the time 
variable, many results involving limiting behavior, as time approaches 
infinity, have little meaning when reinterpreted in the original nonautonomous 
setting. 
In Sections 7 and 8 we define and discuss the properties of limit sets for 
nonautonomous general control systems. We give an example of a periodic 
general control system, the limit sets of which are not positively weakly 
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asymptotically invariant. This is in contrast to autonomous general dynamical 
systems [l, 61, the limit sets of which are positively weakly invariant, and 
thus reduces the usefulness of limit sets in the classification of behavior of 
a nonautonomous general control system in the vicinity of a given set. 
Eventual stability of a set for general control systems will be considered 
in another paper [3]. 
2. PRELIMINARIES 
Let X be a complete locally compact metric space, with bounded metric p. 
Its points will represent the “states” of a given system. The variable t E R+ 
will be called time and point sets in X-space will be denoted by capital 
letters A, B,... . 
The distance between points and sets, and between sets is defined by 
p(a, B) = inf{Sp(a, b); b E BS} 
p*(A,B) = sup{& B); a~4 
and 
~(4 B) = mdp*(A, B); p*(& A)), 
the Hausdorff metric on nonempty compact subsets of X. 
Open and closed b-neighborhoods of a given set A C X are defined as 
S(A, 8) = (x E X; p(x, A) < 6’} 
and 
S[A, &‘I = {x E x; p(x, A) < 8). 
A general control system on X is defined in terms of an attainability set 
function F(xO , to , t) satisfying the following axioms: 
(I) F(x, , to , t) is defined for all x,-, E X, to > 0 and t > to for which 
it is a closed nonempty subset of X. 
(II) F(xO , to , to) = {x0} for all x,, E X and to 2 0. 
(III) Semigroup property: for any x0 E X and 0 < to < t, < t, 
mo 3 to, 4 = u I%, t1 3 t,); Xl EF(XO, to, t1>> 
(IV eo f 0 Y t t) is continuous in t, for fixed (x0, to), with respect to 
the Hausdorff metric. 
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(V) F(x,, , to, t) is uppersemicontinuous in (x,, , to), with respect to 
the Hausdorff metric, uniformly in t in compact time intervals t, < 7i < 
t<r72<co. 
Roxin [4] also consider a backwards extendability axiom: for any xi E X 
and t, > to > 0 there is an x,, E X such that xi EF(E~ , to , tl). 
This axiom can be-and will be-omitted without serious consequences, 
but greatly increasing the applicability of general control systems. See [2]. 
Its omission however introduces the possibility of start events: pairs 
(Xl Y tl) E X x R+ for which there exist no x0 E X and to E [0, tl) with 
Xl EF(xo 7 to 7 t1). 
Axioms (I)-(V) imply that F(x ,, , to, t) is in fact compact, though it need 
not be connected. See [5]. 
A motion of a general control system is a mapping v: [to , tl] + X, for 
some tl > to 3 0, satisfying v(t) EF(v(s), s, t) for any to < s < t < t, . 
Axioms (I)-(V) imply (see [2, 51) that motions are continuous in t, and 
that if xi tzF(x,, , to , tl) there exists a motion q with q(to) = x0 and q(t,) = xi . 
By axioms (I) and (III) all motions can be prolonged for all future time. 
Denote by @‘(x0 , to) the set of all motions q of the general control system F 
emanating from (x0 , t,). 
(F will denote a fixed but otherwise arbitrary general control system 
throughout this paper, unless otherwise specified.) 
We will require the following fundamental theorem due to Barbashin [2, 51. 
THEOREM 2.1 (Barbashin’s Theorem). 1f x,--t x0 in X as n + co, 
to > 0, and via E @(x,, , to), n = 1,2, 3 ,..., is a sequence of motions of the 
general control system, then there is some subsequence vnj converging to a motion 
+ E @(x0, t,), and this convergence is uniform on compact time intervals 
t,<t<7<03. 
For any nonempty subset A of X we will denote 
F(4 to , 4 = (j F’(xo , to , t); xo E 4 for any t > to > 0. 
A point x0 E X is called a point of uniqueness at time to > 0 if @(x0 , to) 
consists of a single trajectory, which will be denoted by v(xo, to ; t) = 
F(xo , to , t). 
Point x0 E X is called a point of uniqueness if it is a point of uniqueness 
for all time instants to 3 0. 
The general control system F is called periodic with period 7 > 0 if for 
all x0 E X and t > to 3 0 
F(xo > to , t) = F(xo , to + 7, t + T). 
It is called autonomous if it is periodic for all 7 > 0. 
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3. INVARIANT AND &YMPTOTICALLY INVARIANT SETS 
In [4] Lakshmikatham and Leela introduced the concept of asymptotic 
invariance of a set for ordinary differential equations. Here we carry this 
concept over to general control systems, calling it positive strong asymptotic 
invariance, and also introduce positive weak asymptotic invariance, which 
has not been considered yet, even in an ordinary differential equations 
setting. 
DEFINITION 3.1. Let A be a nonempty subset of X, Then A is said to be: 
(3.1.1) Positively strongly invariant (with respect to F) if for all t,, > 0 
andt>t,,F(i;l,t,,t)CA. 
(3.1.2) Positively strongly as~ptotic~y invariant if given any mono- 
tonic decreasing sequence t&J, &9 3 0 as p 4 cc, there exists a monotonic 
increasing sequence {tB}, 0 < t, -3 co as p--t co, such that for each t,, 3 t, 
w4 to, t) c q-4 BP) for all t > to . 
(3.1.3) Positively weakly invariant if for all x,, E A and to >, 0 there 
exists a motion 9 E @(x0 , t,) such that 
dt> E A for all t > to. 
(3.1.4) Positively weakly asymptotically invariant if given any mono- 
tonic decreasing sequence (g9j, B, -+ 0 as p + co, there exists a monotonic 
increasing sequence (tp>, 0 < t, -+ co, such that for each to >, tl, and ~a E A 
there can be found a motion q~ E @(x, , to) such that 
dt) E fW &rJ for all t > to . 
Remark 3.1. A positively strongly invariant set is positively strongly 
as~ptotically invariant, with any monotonic increasing sequence (t*) 
satisfying the requirements in (3.1.2). 
Similarly a positively weakly invariant set is positively weakly asymp- 
totically invariant, with any monotonic increasing sequence {tp} satisfying 
the requirements in (3.1.4). 
However it is easily seen that the converse does not hold in either strong 
or weak cases, i.e., there are positively strongly (weakly) asymptotic~ly 
invariant sets which are not positively strongly (weakly) invariant. 
Consequently any property which does not hold for positive strong (weak) 
invariance will not hold for positive strong (weak) asymptotic invariance. 
Properties which are valid for positive strong or weak invariance however, 
may or may not hold in the more general asymptotic cases. These have to 
be established or disproved separately. 
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Remark 3.2. If the general control system be defined for all t, E R and 
if the backwards extendability axiom hold, then negative counterparts of 
the above invariances can also be defined. We will however, restrict our 
attention to positive invariances, which are of far greater significance to 
control theory. 
A theorem of Barbashin [5, Theorem 7.11 shows that the positive weak 
invariance of a closed set A is equivalent to 
for all x,, E A, t, > 0 and t 3 t, . 
For any positively weakly asymptotically invariant set A (whether closed 
or not) it is easily seen from Definition 3.1.4 that 
for all x0 E A, t, > t, and t 2 t, . 
The converse however need not be true, as is seen in the following 
counterexample. 
EXAMPLE 3.1. Let X be the real line. A general control system is defined 
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Each point x E X\(O) is a point of uniqueness, whereas the events (0, t), 
t 3 0, are all start events and have two distinct motions emanating from 
each. 
The peaks of the oscillating motions can be taken to increase in magnitude 
in proportion with t, with the troughs decreasing in proportion to t-l. 
Consider the closed set A = (0). Then for every 6 + 0 there is a T(b), 
T(b) -+ 03 as G + 0, such that for any t, > T(b) 
Q, t, , t) n Wh 4 z + for all t 2 t, , 
yet neither of the two motions starting at (0, to) remain in 5((O), S) for all 
future time. 
Thus A is not positively weakly asymptotically invariant. 
4. UNION AND INTERSECTION OF ASYMPTOTICALLY INVARIANT SETS 
It follows immediately from the definitions that the union of two positively 
strongly (weakly) invariant sets is also positively strongly (weakly) invariant. 
This carries over to both positive asymptotic cases. 
THEOREM 4.1. If A, and A, are positively strongly (weakly) asymptotically 
invariant, then so is A, u A, . 
Proof. Let (tD’} and {t:} be the time sequences corresponding to {8,} in 
the asymptotic invariance definition, for A, and A, , respectively. 
Define 79 = max{t,‘, ti}, and the result follows using this sequence {T,} 
and the fact that for any E > 0 
S(A, u A,, 8) = S(A, ,a) u S(A, ,a). Q.E.D. 
The nonempty intersection of two positively strongly invariant sets is 
positively strongly invariant. This is also true for positive strong asymptotic 
invariant sets. 
THEOREM 4.2. If A, and A, are positively strongly asymptotically invariant 
sets with nonempty intersection, then A, n A, is also positively strongly asymp- 
totically invariant. 
Proof. For every d > 0: 
S(A, n A,, 8) C SW, 4 n S(A, ,d). 
The opposite inclusion is however not generally valid, but for 6 > 0 
sufficiently small (depending on 8, A, and A,) 
S(A, ,a> n S(A, , 6) C S(A, n A,, 8). (4.1.1) 
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Given {a,}, 8, -+ 0 as p --+ co, there are {t’(E,)} and {t”(&,)}, with t’(&‘J, 
t”(8,) + co as p -+ co, due to the positive strong asymptotic invariance of 
A, and A,, respectively. 
Choose S, = S(&, , A, , A,), 0 < 6, < &, , so that (4.1.1) holds, and 
such that the sequence {T,} defined by 
-r2, = max{t’(S,), t”(S,)) 
is monotonic increasing. 
Then for each t, > r2, 
and 
WI n 4, t, , t> WA,, t, , 0 C W, , 6,) 
Consequently, 
for all t > t, . 
VI n 4, t, ,t) C WI, S,> n S(A,, S,) 
C S(A, n A,, 6,) 
for all t, > TV and t >, to . 
Thus A, n A, is positively strongly asymptotically invariant, with {T,> 
corresponding to (8,) in Definition (3.1.2). Q.E.D. 
By Theorem 6.8 in [6], if A, and A, are closed positively weakly invariant 
sets, such that A, n A, # + and A, u A, is positively strongly invariant, 
then A, n A, is positively weakly invariant. The proof of this theorem 
depends crucially on the assumption of connectedness of the Szegij and 
Treccani attainability set. 
For a general control system the attainability set is not assumed to be 
connected. The next example shows the above theorem need not hold for 
general control systems for either positive invariances or positive asymptotic 
invariances. 
EXAMPLE 4.1. Let X be the real line. A general control system is given 
graphically in Fig. 2. 
All points x E x\(O) are points of uniqueness. The events (0, t), t > 0, 
are start events and each has two distinct motions emanating from it. 
Consider the sets A, = [- 1, 0] and A, = [0, 11. Both are closed positively 
weakly invariant sets, and hence also positively weakly asymptotically 
invariant. 
A, u A, = [-1, l] is positively strongly invariant, and hence also 
positively strongly asymptotically invariant. 
However A, n A, = (0) is neither positively weakly invariant, nor 
positively weakly asymptotically invariant. 
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FIGURE 2 
5. CLOSURE OF ASYMPTOTICALLY INVARIANT SETS 
It is well known [6, Proposition 6.61 that if A is a positively weakly 
invariant set, then so is d We obtain an analogous result for positive weak 
asymptotic invariance. 
THEOREM 5.1. If A is positively weakly asymptotically invariant, so is d 
Proof. If A is closed the result is trivial, so we will consider the general 
case. 
By the positive weak asymptotic invariance of A, corresponding to the 
sequence {&‘,} there is a sequence {tD) satisfying the condition of Defini- 
tion 3.1.4. 
For any x E ,!i, there is a sequence x, -+ x, x, E A. 
Given 8, , choose gp’, 0 < 8,’ < 8, . Then t, < t,’ and by the positive 
weak asymptotic invariance of A for to 3 t,’ and x, E A there exists a motion 
vn E @(xn , t,,) such that 
44 E W, S,‘> for all t 2 t, and n = 1, 2, 3. 
By Barbashin’s Theorem there exists a convergent subsequence 
Clearly q(t) E S(A,T) C SEA, S,l] C S(A, 8,) for all t > to . 
Thus for {&,> choose 71, = tD’ >, t, (in such a way as to be monotonic 
increasing). Then for all x,, E A and to > 7p there is a motion q E 0(x,, , t,,) 
such that 
v(t) E W, 8,) = W, 8,) for all t > to, 
i.e., 2 is positively weakly asymptotically invariant. Q.E.D. 
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COROLLARY 5.1. If A is a positively strongly asymptotically invariant set, 
then w is positively weakly asymptotically invariant. 
However if A is positively strongly invariant 2 need not be so. This will 
also be the case with positive strong asymptotic invariance, as the next 
example shows. 
EXAMPLE 5.1. Let X be the real line and define a general control system 
graphically as in Fig. 3. 
FIGURE 3 
Here each point x E x\(O) is a point of uniqueness. The events (0, t), 
t 3 0, are all start events with two distinct motions emanating from each. 
The set A = [- 1,O) is positively strongly invariant and hence positively 
strongly asymptotically invariant. However 2 = [- 1, 0] is neither positively 
strongly invariant nor positively strongly asymptotically invariant. 
The next theorem is a sufficient condition for the closure of a positively 
strongly asymptotically invariant set to be positively strongly asymptotically 
invariant. 
THEOREM 5.2. Suppose that A\A # 4 and that there is a r0 3 0 such 
that each point x0 E J\A is a point of uniqueness for all to 3 r,, . 
Then if A is positively strongly asymptotically invariant so is 3. 
Proof. Since A is positively strongly asymptotically invariant, 2 is 
positively weakly asymptotically invariant. 
Given {a,}, 8, + 0 as p --f co, there are sequences (tp} and {t,‘} corre- 
sponding to the respective asymptotic invariances of A and 2. 
Define s, = max(7, , t, , tD’}. Then for each to > s, and all t > to we have 
(4 
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by the uniqueness after 7s of each x0 E z\A, 
F(A, to > t) C W, &,I = s(2i; 8,) ( W 
by the positive strong asymptotic invariance of A, and 
94x0 , to ; 0 E s% S,) for each x0 E X\A (4 
by the uniqueness of each x0 E A\A after 7s and the positive weak asymptotic 
invariance of A. 
Thus for any t, 2 sp 
w, to, 0 c S(4 a,) for all t > to 
which proves that ~8 is positively strongly ~~ptotic~ly invariant. Q.E.D. 
COROLLARY 5.2. Let each point of A\A # (b by a point of uniqueness, and 
let A be positively strongly invariant. Then 2 is positively strongly invariant. 
6. ASYM~OT~~ INVARIANCE AND PERIODIC GENERAL CONTROL SYSTEMS 
THEOREM 6.1. Let F be a periodic general control system with period 7, 
and let A be a closed positively strongly asymptotically invariant set. Then A 
is positively strongly invariant. 
Proof. By the positive strong asymptotic invariance of A for sequence 
(8,) there corresponds a sequence (tp) such that for each to >, t, 
F(A, to, t) C S(4 b,) for all t > to. 
Now given any so > 0 there exists a to > t, such that 
so = to (mod 7) 
and 
F(A,so,s) =F(A,to,to+s--0) for all s > s, 
by periodicity. 
Thus F(A, so, s) = F(A, to, to + s - so) C S(A, 8,) for all s 2 so. But 
so 2 0 is independent of B, , so 
P(A, sot S) C f-j S(A, Q) = A = A, as A is dosed. 
a>0 
This shows that A is positively strongly invariant. Q.E.D. 
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THEOREM 6.2. Let F be a periodic general control system with period 7, 
and let A be a positive weakly asymptotically invariant set. Then A is positively 
weakly invariant. 
Proof. Since A is positively weakly asymptotically invariant so is 2. 
Thus given {a,}, 8, + 0 as p + co, there exists a sequence {t$}, 
0 < t, + cc as p + 00, such that for each x0 E A and to 3 t, there can be 
found a motion ve E @(x0 , to) such that 
%W E WY 8,) for all t > to > t, . 
Denote this motion by ~&s , to ; t). 
Then given t, and any s,, 3 0 ther exists a to > t, such that to = s0 (mod T). 
By the periodicity of F 
~&o , so ; s) = %(X0 > to ; to + s - so) for all s 3 so 
is a motion in @(x0 , so), and consequently 
%l(xo , so ; 4 E ws 8,) for all s 3 so . 
Take 8, + 0, with so > 0 fixed, then by Barbashin’s Theorem there 
exists a subsequence 
%&o 9 so ; 4 -+ @(x0 9 So T 4 for each s > s0 . 
Clearly as each v9j(xo , so ; s) E S(J, b,J for s 3 so 
+cxo, so ;s) E n S(A, 8) = A 
B>O 
for all s 3 so . 
Since x0 E A and so 3 0 were arbitrary, A is positively weakly invariant. 
Q.E.D. 
7. LIMIT SETS OF A GENERAL CONTROL SYSTEM 
In [6] Szegij and Treccani have made considerable use of the limit sets of 
a point and of a motion in the classification of the behaviour of an autonomous 
general dynamical system in the vicinity of a given set. The positive weak 
invariance of both limit sets was the most valuable property of limit sets 
used in that work. They defined the limit sets as follows: 
DEFINITION 7.1. Let f be an autonomous general dynamical system. 
Then for any x0 E X 
(7.1 .l) the positive limit set L+(#) of a motion 4 E @(x0) is the set 
L+(#) = {Y E X; 3&J, t, >, 0, t, -+ ~0 and #(&J -Y> 
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(7.1.2) the positive limit set A+(q) of a point x0 is the set 
A+(x,) = 4 if there is a motion y5 E @(x,,) with L+(#) = 4 
t + s) otherwise. I 
Remurk 7.1. Izman [l] has a more general definition for the positive 
limit set of a point, namely 
fl*+txo1 =tco 1 yof(9 2 t + 41 - 
/ , 
This differs from that of Szegij and Treccani in that A,++,) may be non- 
empty when some motion through x0 has an empty limit set. Szegii and 
Treccani wanted to avoid this, and wanted the properties of A+(x,) to also 
be satisfied by L+($) for each motion $ E @(x0). 
For nonautonomous general control systems we do not generally expect 
the two limit sets to be positively weakly invariant, but we may ask if they 
be positively weakly asymptotically invariant. 
We will give an example which shows that the limit sets need not be 
positively weakly asymptotically invariant. Consequently limit sets for 
nonautonomous systems will not be as useful as those for autonomous systems 
in classifying the behaviour of a general control system in the vicinity of 
a given set, so there seems little purpose in taking the restricted definition 
used by Szegii and Treccani. 
DEFINITION 7.2. Let F be a general control system. Then 
(4.2.1) the posidve limit set L+(c,h; x0, to) of a motion $ E @(x0 , to) is 
defined as 
L+(lb; *o P to> = tpo 1 rodeo + s + 91 
/ Y 
or equivalently, 
= {Y E X; 3 @la>, t 2 0, h -+ ~0 and #On) -Y> 
(4.2.2) the positive limit set Q+(x, , a) of an initial event (x0, to) E X X R+ 
is defined in any of the following equivalent ways: 
Q+bo 3 to) = lY E X I&J, h 3 to , t, + ~0 and P(Y,F(~~ , to , &J) -+ 01 
= {y E X I{t,J, t, 3 to , and iv,,} E @(x0 , to) with t, -+ CO 
and d&J + ~3 
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Remark 7.2. These equivalences can be shown quite easily using 
techniques of classical dynamical systems, and the results in Chapter 7 of [6]. 
THEOREM 7.1. Neither L+(p; x,, , to) nor Q+(x,, , to) need be positively 
weakly asymptotically invariant, even when F is a periodic general control 
system. 
Proof. We show this with an example of a periodic general control 
system. 
EXAMPLE 7.1. Let X be the real line, and for all to 2 0, x,, E X define a 
general control system by 
F(x, , t, , t) = {x0 - sin t, + sin t} 
Here each x,, E X is a point of uniqueness. 
Then for x,, = 0, t, = 0, F(0, 0, t) = ~(0, 0; t) = sin t and L+(p; 0,O) = 
[- 1, l] = sz+(o, 0). 
But [-1, l] is not positively weakly asymptotically invariant, e.g., take 
x,, = -1 and any E, 0 < d < 2. Then for any 7 > 0 there exist t,, such that 
F(xO , t, , t) does not remain in (-1 - b, 1 + E) for all t, > T and t > t, . 
In fact we can take t, = (2n + 1)(~/2), for 12 integer sufficiently large. 
8. ADDITIONAL PROPERTIES OF LIMIT SETS 
In this section we will outline certain properties of the limit sets of non- 
autonomous general control systems. Where no proof is given, then the 
result either follows immediately from the definition, or an analogous result 
can be found in Chapter 7 or [6] for autonomous general dynamical systems 
or for classical dynamical systems. 
THEOREM 8.1. Let 1,4 E @(.x0 , to). Then 
(8.1.1) L+($; x,, , to) = L+(#; #(t), t) for all t > to (so in future we will 
just write L+(#)) 
(8.1.2) L+($) is closed 
(8.1.3) if L+(#) is compact and nonempty it is connected. 
THEOREM 8.2. For any x0 E X and t,, 3 0 
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COROLLARY 8.1. If .R”(x, , to) = #, then L+(#) = $ for all 111 E @(x,, , to). 
quirk 8.1. The converse inclusion to that of Theorem 8.2 need not 
hold, even in the restricted case considered by Szegii and Treccani. 
It is also quite possible for P-(x,, , to) # 4, yet for L+($) = (b for all 
4 E @‘(x0 , to). This can be seen in Example 8.1. However when a+(%,, , to) 
is nonempty and compact we have: 
THEORW 8.3. If Q+(x, , ta) is ~on~p~y and cmnpact, then for dl 
SL E @(x0 3 ~rl>~ L+w f 6 
Proof. Since sZ+(x, to) is nonempty and compact 
pP*(q%, t, t 0, Q+(.r@ 3 0 = 0 
and as for each $ E @(x0 , t,) and all t >, to 
Pb4~)~ Q+c% Y to)) G p*w, 3 to > t)a Q’(‘% ) to>) 
we have 
p&%wz @(% > 42)) = 0. 
Then again by the compactness and nonemptiness of i2+(xo, to) there 
exists a sequence ($3, tn > t, , t, -+ co, and a y E 52+(x, t,) such that 
Wn) -Y? 
i.e., y EL+(#). 
The result follows from the arbitrariness of #. Q.E.D. 
EUMPLE 8.1. Let X be the real line. A general control system is given 
graphically in Fig. 4. 
FIGURE 4 
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All points x0 E X are points of uniqueness for all times t, 3 0, except 
along the lower most trajectory emanating from x0 = 0 and to = 0. 
Then Q+(O, 0) = X, yet L+(#) = + for all # E @(O, 0). 
THEOREM 8.4. For any x,, E X, t, >, 0 and # E @(x0 , t,) 
and 
l,JoF(xo , to , t, + s) = Q+(xo > to) u 1 ;oF(xo ) to j to + s)/ 
, / 
THEOREM 8.5. .(2+(x, to) is compact and nonempty if and only if 
u F(xo , to , to + 4 
90 
is compact. 
Remark 8.2. By Theorem 7.12 in [6], the Szegij and Treccani limit set 
A+(x,) is connected if it is compact. The proof depends crucially on the 
connectedness of their attainability set, and breaks down otherwise. In 
Example 4.1 (Fig. 2) Q+(O, 0) = {- 1, 1) which is not connected. 
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