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ABSTRACT 
This paper discusses White's condition on the stochastic matrices as-
sociated with the stationary policies in the familiar discrete-time dynamic 
progrannning model. We give an easily verifiable condition which implies 
White's one. Also, we present an example showing that White's condition is 
not equivalent to the assumption that the above stochastic matrices have 
each a single recurrent class and have a connnon aperiodic recurrent state. 
KEY WORDS ~, PHRASES: Dynamic programrrnng, White's condition, single recur-
rent class, corronon aperiodic recurrent sta.te. 

I • INTRODUCTION 
Consider the familiar discrete-time dynamic programming model treated 
by HOWARD [3], where {I, •.. ,N} is the set of states, A(i) is the finite set 
of actions available in state i, r(i,a) is the immediate reward received 
from taking action a while in state i, and q(jji,a) is the probability 
that the next state of the system will be state J when action a is taken 
in state i. 
A stationary policy f is a decision rule that adds to each state i a 
single action f(i) E A(i). Denote by F the class of all stationary policies. 
Associate with each f E F the N x N stochastic matrix P(f) whose (i,j)th 
element to be denoted by [P(f)] .. equals q(jli,f(i)). An important role 
i] 
in dynamic programming is played by the following condition: 
WHITE'S CONDITION: There is some stater, an integer v 2 I and a number 
a> 0 such that 
This condition states that ,for each initial state there is a positive prob-
ability that the system will be in stater after v transitions whatever 
sequence of actions is taken. Observe that this condition is equivalent to 
the condition that [P(f 1) ••• P(f )]. 2 a for all I ~ i ~ N, all n 2 v and n ir 
all f 1, .•. ,fn E F. Under the above condition WHITE [4] has shown that, for 
each fixed state i O, 
(I) lim {vn(i) - vn(iO)} exists and is finite for all I ~ i ~ N, 
n~ 
where v (i) denotes the maximal total expected undiscounted reward for an 
n 
2 
n-stage process starting from state i. The convergence in (I) is exponen-
[n/v] . 
tially fast at rate 0((1-a) ) where [x] is the largest integer less 
than or equal to x. Actually under the above condition the following strong-
er result holds 
(2) lim {v (i) - ng} 
n 
n-+oo 
exists and is finite for all I ~ i ~ N, 
where g denotes the maximal average expected reward per unit time for an 
infinite planning horizon (observe that g is independent of the initial 
state since each P(f) is unichained). Also, the convergence in (2) is 
exponentially fast at rate 0((1-a)[n/vJ). This result follows by making 
a minor modification of the proof of Theorem 4.3 in BATHER [I] and apply-
ing the fixed point theorem as stated on p.177 in DENARDO [2]. 
In practice White's condition may be difficult to verify, except when 
v = 1 applies. The purpose of this paper is to give an easily verifiable 
condition which implies White's condition. Also, we shall give an example 
showing that White's condition is not equivalent to the assmnption that 
the stochastic matrices P(f) (fEF) have each a single recurrent class and 
have a common crperiodic recurrent state. 
2. RESULTS 
The following theorem gives a condition implying White's condition. 
THEOREM. Assume that there is some stater such that 
(a) The stochastic matrices P(f) (fEF) have each a single recurrent class 
and have stater as common recurrent state 
(b) q(rlr,a) > 0 for all a E A(r). 
Then, White I s ciondi tion holds. 
PROOF. We shall first decompose the set of all states into a finite number 
of disjoint sets. Define 





j E u sh 
h=O 
and for each a E A(i) there is some 
such that q Cj I i, a) > o L 
Hence each state belonging to Sk (k~l) has the property that whatever ac-
tion is chosen in that state there is a positive probability that the next 
k-1 





U Sh~ {l, ... ,N} 
h=O 
implies 
To prove this, assume to the contrary that Sk = 0. Then we can construct a 
policy f E F such that 
q(j li,f(i)) = o 
k-1 
for all it U Sh 
h=O 
k-1 
and all j E u sh 
h=O 
k-1 
which says that the set consisting of the states it U Sh forms a closed 
h=O 
3 
set for the stochastic matrix P(f). This contradicts part (a) of the assump-
k-1 
tion since stater E U Sh. Hence (3) holds. Since Sk n Sm= 0 fork~ m, 
h=O 
it follows from (3) that there is an integer v(<N) such that 
for O :s; k :s; v and 








(4) [P(f 1) ... P(f )]. > 0 v 1r 
Clearly, (4) implies White's condition since the class F 1S finite. To 
prove (4)' choose f 1, ... fv E F and fix state 1, When i = r, (4) holds by 
part (b) of the assumption. Suppose now that i ;,! r. Then 1 E s for some m 
:::; m :::; 'J • Now, by the construction of the Sk' s, we have for some I :::; s 
[P(f 1) ... P(f )]. > 0. s 1r 
Together this and part (b) of the assumption imply (4) which ends the 
proof. 0 
:::; m 
It is easy to see that White's condition implies that the stochastic 
matrices P(f) (fEF) have each a single recurrent class and have a common 
aperiodic recurrent state. We shall now give an example showing that the 
converse may be false when N ~ 3 (for the case of N = 2 states the converse 
is true as can be directly verified by considering all possible combina-
tions). Consider the example in which 
N = 3, A(I) = A(3) = {a 1}, A(2) = {a 1, a 2}, 
q(211,a 1) =I= q(212,a 1) q(Jl2,a2) = q(312,a2) = 2, 
The class F consists of two policies f 1 and f 2 where £ 1(2) = a 1 and 
f 2 (2) = a 2 . Let P. = P(f.) for i = 1,2, then 1 1 
pl = (~ iJ and p - (~ 0 !) 2 2 0 I 0 
Clearly, P 1 and P2 have each a single recurrent class and have state 2 as 
5 
common aperiodic recurrent state. However, 
(l 
0 :)-2 0 (P2P )n for all n plp2 = 2: 1 2 
0 ! 
and 
(~ ~) pn = for all n 2: 2. I 
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