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d’Université Côte d’Azur
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André Galligo, Université de Nice
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Résumé
On étudie la décomposition de matrice de Hankel Hσ comme une somme
des matrices de Hankel de rang faible en corrélation avec la décomposition de
son symbole σ comme une somme des séries exponentielles polynomiales. On
présente un nouvel algorithme qui calcule la décomposition d’un opérateur
de Hankel de petit rang et sa décomposition de son symbole en exploitant les
propriétés de l’algèbre quotient de Gorenstein Aσ. La base de Aσ est calculée
à partir la décomposition en valeurs singuliers d’une sous-matrice de matrice
de Hankel Hσ. Les fréquences et les poids se déduisent des vecteurs propres
généralisés des sous matrices de Hankel déplacés de Hσ. On présente une for-
mule pour calculer les poids en fonction des vecteurs propres généralisés au
lieu de résoudre un système de Vandermonde. Cette nouvelle méthode est une
généralisation de Pencil méthode déjà utilisée pour résoudre un problème de
décomposition de type de Prony. On analyse son comportement numérique
en présence des moments contaminés et on décrit une technique de redimen-
sionnement qui améliore la qualité numérique des fréquences d’une grande
amplitude. On présente une nouvelle technique de Newton qui converge lo-
calement vers la matrice de Hankel de rang faible la plus proche au matrice
initiale et on montre son effet à corriger les erreurs sur les moments.
On étudie la décomposition d’un tenseur multi-symétrique T comme une
somme des puissances de produit des formes linéaires en corrélation avec la
décomposition de son dual T ⋆ comme une somme pondérée des évaluations.
On utilise les propriétés de l’algèbre de Gorenstein associée Aτ pour calculer
la décomposition de son dual T ⋆ qui est définie à partir d’une série formelle
τ . On utilise la décomposition d’un opérateur de Hankel de rang faible Hτ
associé au symbole τ comme une somme des opérateurs indécomposables de
rang faible. La base d’Aτ est choisie de façon que la multiplication par cer-
tains variables soit possible. On calcule les coordonnées des points et leurs
poids correspondants à partir la structure propre des matrices de multipli-
cation. Ce nouvel algorithme qu’on propose marche bien pour les matrices
de Hankel de rang faible. On propose une approche théorique de la méthode
dans un espace de dimension n. On donne un exemple numérique de la
décomposition d’un tenseur multilinéaire de rang 3 en dimension 3 et un
autre exemple de la décomposition d’un tenseur multi-symétrique de rang 3
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en dimension 3. On étudie le problème de complétion de matrice de Hankel
comme un problème de minimisation. On utilise la relaxation du problème
basé sur la minimisation de la norme nucléaire de la matrice de Hankel.
On adapte le SVT algorithme pour le cas d’une matrice de Hankel et on
calcule l’operateur linéaire qui décrit les contraintes du problème de minimi-
sation de norme nucléaire.
On montre l’utilité du problème de décomposition à dissocier un modèle
statistique ou biologique.
Mots-clés
Hankel, polynôme, série exponentielle, décomposition de rang faible, valeurs
propres, vecteurs propres, décomposition en valeurs singuliers,
tenseur symétrique, tenseur multi-symétrique..
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Abstract
We study the decomposition of a multivariate Hankel matrix Hσ as a sum
of Hankel matrices of small rank in correlation with the decomposition of
its symbol σ as a sum of polynomial-exponential series. We present a new
algorithm to compute the low rank decomposition of the Hankel operator and
the decomposition of its symbol exploiting the properties of the associated
Artinian Gorenstein quotient algebra Aσ. A basis of Aσ is computed from the
Singular Value Decomposition of a sub-matrix of the Hankel matrix Hσ. The
frequencies and the weights are deduced from the generalized eigenvectors
of pencils of shifted sub-matrices of Hσ. Explicit formula for the weights
in terms of the eigenvectors avoid us to solve a Vandermonde system. This
new method is a multivariate generalization of the so-called Pencil method
for solving Prony-type decomposition problems. We analyse its numerical
behaviour in the presence of noisy input moments, and describe a rescaling
technique which improves the numerical quality of the reconstruction for
frequencies of high amplitudes. We also present a new Newton iteration,
which converges locally to the closest multivariate Hankel matrix of low rank
and show its impact for correcting errors on input moments.
We study the decomposition of a multi-symmetric tensor T as a sum of
powers of product of linear forms in correlation with the decomposition of its
dual T ⋆ as a weighted sum of evaluations. We use the properties of the asso-
ciated Artinian Gorenstein Algebra Aτ to compute the decomposition of its
dual T ⋆ which is defined via a formal power series τ . We use the low rank de-
composition of the Hankel operator Hτ associated to the symbol τ into a sum
of indecomposable operators of low rank. A basis of Aτ is chosen such that the
multiplication by some variables is possible. We compute the sub-coordinates
of the evaluation points and their weights using the eigen-structure of multi-
plication matrices. The new algorithm that we propose works for small rank.
We give a theoretical generalized approach of the method in n dimensional
space. We show a numerical example of the decomposition of a multi-linear
tensor of rank 3 in 3 dimensional space.
We show a numerical example of the decomposition of a multi-symmetric
tensor of rank 3 in 3 dimensional space.
We study the completion problem of the low rank Hankel matrix as a
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minimization problem. We use the relaxation of it as a minimization problem
of the nuclear norm of Hankel matrix. We adapt the SVT algorithm to the
case of Hankel matrix and we compute the linear operator which describes
the constraints of the problem and its adjoint.
We try to show the utility of the decomposition algorithm in some appli-
cations such that the LDA model and the ODF model.
Keywords
Hankel, polynomial, exponential series, low rank decomposition, eigen-
vector, Singular Value Decomposition, symmetric tensor, multi-symmetric
tensor.
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Chapter 1
Introduction
1.1 Context and Literature Review
The problem of decomposition of Hankel matrices into sum of low rank ma-
trices of the same structure appears in some problems such as the reconstruc-
tion of signals from Fourier Coefficients, the recovery of a sparse polynomial
by interpolation or the reconstruction from moments. An algebraic or statis-
tical model provide the coefficients of Hankel matrix which helps to describe
the phenomenon. An efficient way to analyze the structure of the underlying
model is to decompose the Hankel matrix associated to the coefficients of the
model into sum of Hankel matrices of low rank.
Natural questions arise. What are the indecomposable Hankel matrices?
Are they necessarily of rank 1? How to compute a decomposition of a Hankel
matrix as a sum of indecomposable Hankel matrices? Is the structured low
rank decomposition of a Hankel matrix unique? These questions have sim-
ple answers for non-structured or dense matrices: The indecomposable dense
matrices are the matrices of rank one, which are the tensor product of two
vectors. The Singular Value Decomposition of a dense matrix yields a de-
composition as a minimal sum of rank one matrices, but this decomposition
is not unique. It turns out that for the Hankel structure, the answers to these
questions are not so direct and involve the analysis of the so-called symbol
associated to the Hankel matrix. The symbol is a formal power series defined
from the coefficients of the Hankel matrix. As we will see, the structured
decomposition of an Hankel matrix is closely related to the decomposition of
the symbol as a sum of polynomial-exponential series.
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Our research focus is to extend the Prony method [PT14] to more general
Hankel matrices and tensors. An important goal is to overcome the numerical
instability of the algebraic decomposition method [Mou16] which comes from
the sensitivity of eigenvalues of Hankel matrix. We apply the Singular Value
Thresholding process on the Hankel matrix in that purpose. We show the
efficiency of the method by linking it to some real statistical and biological
models. In decomposition problems, it is sometimes required to complete the
associated Hankel matrix with the missing elements in order to obtain the
desired reconstruction results. In that objective, we propose an optimization
algorithms to minimize the nuclear norm of Hankel matrix.
Several works have been developed in one dimensional case such as Prony
method which constructs sum of exponentials from equally spaced values by
computing a polynomial in the kernel of a Hankel matrix and by deducing
the decomposition from the roots of the polynomial [PT14]. Another type of
methods which is called Pencil method computes the generalized eigenvalues
of a pencil of Hankel matrices instead of computing a recurrence relation
[PS10]. Other optimization techniques which implement a variable projection
algorithm have been proposed such as MUSIC [SK92] and ESPRIT [RK90].
The decomposition problem has also been studied in the multivariate case
[PT13], [KPRv16]. These methods are applicable when the dimension of
Hankel matrices is high enough to recover the multivariate solutions from
some projections in one dimension.
In [Sau17], Sauer extends Prony method for interpolation polynomial prob-
lem to the multivariate case by constructing an H-basis and a graded homo-
geneous basis for an inverse system N of normal forms based on multivariate
Hankel matrices. He computes multiplication matrices with respect to the
graded basis and he uses the eigenvectors of these matrices to compute the
points of the decomposition which are the coefficient vectors of interpolation
polynomials. He finally uses a Vandermonde system to compute the weights.
In [Sau18], he uses the concept of universal interpolation as a weak gener-
alization of univariate Chebychev systems to estimate the rank of Hankel
operator associated to the interpolation polynomial needed to solve Prony’s
problem.
In [BCL17], Cuyt adapts the Prony method in one and more variables to
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the reconstruction of sparse signals from Fourier Coefficients where she uses
a smaller number of moments and which is of low computational cost. It has
been recently shown in [CL18] that the minimal number of moments sufficient
to recover the multivariate exponential or the sparse interpolation is equal to
(n+1)∗r where r is the rank of Hankel operator and n is the dimension of the
problem. In [CTVL18], they compute the multivariate exponential decom-
position of noisy moments by viewing it as a Padé Approximation problem
when it is difficult to detect the origin of noise. They model separately the
noise and the signal instead of removing the noise at an initial step and return
a low order approximation.
In [Mou16], Mourrain uses a projection process, similar to Gram-Schmidt
orthogonalization process in order to compute the orthogonal basis.
The problem of decomposition of symmetric and multi-symmetric tensors
into sum of tensors of low enough rank appears in many domains such as
statistics [SGB00], neuroscience [MKBD14], phylogenetic trees model, signal
processing [DLC07] and so on. . . For example, the study of symmetric tensor
gives us an idea about the geometric structure of intersecting fibers in human
brain [MKBD14]. It helps to analyze the content of a corpus of web pages as
a mixture of several topics.
A symmetric tensor is a tensor whose components stay invariant by any
permutation of indices. A non symmetric tensor is in correspondence with a
multi-linear map from a product of vector spaces to the coefficient field.
Important efforts have been developed over the last decades to better un-
derstand the theoretical and algorithmic aspects of the symmetric and non
symmetric tensor decomposition problem. Some of them use local optimiza-
tion techniques such as Alternative Least Squares [DLDMV04] which fixes
all factor matrices but one at each time and its convergence relies on the
initial choices. Other like Simultaneous Eigenvalue Decomposition method
relies on the diagonalization of a collection of similar matrices obtained from
the given tensor [DLDMV04] and Robust Tensor Power method computes a
sequence of vectors which converges to the eigenvector which corresponds to
the largest eigenvalue [AGH+15]. Gradient Descent and Quazi-Newton are ei-
ther used to minimize the distance between the tensor and its decomposition
[XY13][CGT90]. Homotopy techniques have been either developed recently
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to compute this decomposition [BDHM17].
To decompose a tensor associated to a real mathematical model, we some-
times do not have enough number of moments to apply the direct method
of decomposition. In some applications of tensor decomposition problem
[KB09], we compute the missing data in order to satisfy the constraints of
the direct decomposition. The problem of recovering of an unknown Hankel
matrix from a small number of entries appears in many applications such that
the LDA model where the rank of the matrix is bigger than the dimension
[HA15]. The completion problem is a rank minimization problem which is
NP hard and hard to solve [Faz02].
1.2 Approach and Methodology
The thesis extends some algebraic tools, mostly developed in [Mou16], to
obtain multiplication matrices using some shifted submatrices of the Hankel
matrix Hσ and to use their eigenvalues connected by joint eigenvectors to
compute the decomposition of the symbol σ associated to Hσ. We analyze the
algebraic, geometric and algorithmic aspects of the decomposition problems.
We apply numerically stable linear algebra tools on the submatrices of Hankel
matrix like the singular value decomposition process in order to obtain better
decompositions.
We define the Hankel matrix Hσ associated to the formal power series σ
and we recall Kronecker theorem [Kro81] which establishes a correspondence
between the decomposition of Hσ as a sum of Hankel matrices of small rank
and the decomposition of its symbol σ as a sum polynomial-exponential series.
In [Ped99] [OP01] [HT04] and [Mou16], it has been shown that the dual of the
ring of polynomials K[x] = K[x1, . . . , xn] is isomorphic to the set of formal
power series K[y] = K[y1, . . . , yn], then a formal power series σ can be seen as
a linear form on polynomials p(x) ∈ K[x]. Using the properties of the inner
product ⟨, ⟩σ defined on K[x] associated to σ, we see that the polynomial p(x)
can be used as a differential operator p(∂)(σ) on series σ which allows us to
solve a system of differential equations. Following [Mou16], we show that if
Iσ is the kernel of Hσ then the elements in the dual of finite dimensional quo-
tient Algebra Aσ = K[x]/Iσ are computed in terms of polynomial-exponential
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functions associated to the inverse system of a characteristic variety V(Iσ) of
roots of polynomials in Iσ. The decomposition of Hσ is also related to the
decomposition of the quotient algebra Aσ in terms of sub-algebras Aξi associ-
ated to the finite number of roots ξi in Vσ. We recall techniques exploiting the
eigenstructure properties of multiplication operatorsMxi by the variables xi
for solving polynomial systems and we show how they can be used in particu-
lar for the resolution of decomposition problem. The multiplication matrices
Mxi by the variables xi in an orthogonal basis of Aσ are computed using some
shifted sub-matrices Hxi⋆σ called pencils of the Hankel matrix. An orthogonal
basis of Aσ can be extracted from any maximal non-zero minor of the matrix
of Hσ. We show how to compute an orthogonal basis of Aσ using the Singu-
lar Value Decomposition of a sub-matrix of Hσ. We describe precisely how
to compute the roots ξi of polynomial-exponential decomposition of σ from
the generalized eigenvectors of multiplication matrices Mxi in the fixed basis.
We also show that the weights ωi of the decomposition can be recovered di-
rectly from the eigenvectors of Mxi without the resolution of a Vandermonde
system. This process is a multivariate generalization of the so-called Pencil
method for solving Prony-type decomposition problems. The Pencil method
has been used before to decompose series as a sum of polynomial-exponential
functions from a fixed number of moments σ = (σα)α. We also analyze the
numerical behavior of the decomposition method in presence of noisy input
moments for different dimensions, different degrees of exponential terms in
the decomposition and different amplitudes of roots. We present a rescaling
technique, which improves the numerical quality of the reconstruction of fre-
quencies with high amplitudes. We present a new Newton iteration, which
converges locally to the multivariate Hankel matrix of a given rank the clos-
est to a given input Hankel matrix. Numerical experimentations show that
the Newton iteration combined the decomposition method allows to compute
accurately and efficiently the polynomial-exponential decomposition of the
symbol, even for noisy input moments.
We recall definitions of symmetric, non-symmetric and multi symmetric
tensors of low rank [BBCM13] and we give some basic operations on them
like ”how to convert a tensor to a matrix and how to convert a matrix to
a vector”. We describe the projective variety of rank one tensors for each
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family of them. We recall approximation techniques which minimize the dis-
tance between the tensor T and its decomposition as a finite weighted sum of
product of powers of linear forms such as Robust Tensor Power method and
Alternative Least Square algorithm and Simultaneous Eigenvalue Decompo-
sition technique. Because of the dual of the tensor T ⋆ can be defined as a
formal power series τ using the so-called apolar product [BBCM13], we show
that the decomposition of multi-symmetric tensor T as a finite sum of prod-
uct of powers of linear forms coincides with the decomposition of its dual T ⋆
as a finite weighted sum of evaluations eξi. We recast the low rank decompo-
sition method of Hankel operator into a sum of indecomposable operators of
low rank to the case of non-symmetric tensor decomposition problem. Our
direct method extends the techniques of [SK90] to more general tensors and
to tensors of higher rank. It is closely connected to the multivariate Prony
method investigated in [Mou16]. We recover the points and weights from
eigenvectors of multiplication operators of the quotient algebra associated to
the decomposition. The algorithm does not require the solution of polyno-
mial equations. We split the coordinates of each variable x = (x1, x2, . . . , xn)
into three bunches of sub-variables x,y and z and we exploit the structure of
quotient algebra Aτ of the three dimensional space K[x,y,z] by Iτ to solve
the non-symmetric tensor decomposition problem. We choose two bases A1
and A2 of monomials such that all given moments of the tensor T appear in
the matrix Hτ associated to T in the bases A1 and A2 and we substitute x0
by one. We compute the Singular Value Decomposition of the Hankel matrix
Hτ in order to extract an orthogonal basis B2 in which the multiplication
matrices MB2yj by one collection of variables yj are well defined. We exploit
the eigen-structure properties of multiplication matrices MB2yj to compute
each bunch of coordinates (ai,p), (bi,q), (ci,l) of each point ξi = (ai,p, bi,q, ci,l)
associated to x,y and z separately and their corresponding weights ωi. We
show the constraints which arise from the computation of all multiplication
matrices in higher dimension spaces.
We recall the definition of Multivariate Gaussian Distribution and Dirich-
let Distribution. We recall the definition of Exchangeable single topic model
which describes the web pages content of a corpus as a mixture of topics and
shows the usage of the symmetric tensor decomposition problem through the
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model [AGH+15]. We recall the Latent Dirichlet Allocation model where
the topic mixture in the corpus follows a Dirichlet Distribution and proved
theoretically how to compute the symmetric tensor decomposition using the
cross moments M1 = P (x1),M2 = P (x1 ⊗ x2) and M3 = P (x1 ⊗ x2 ⊗ x3) which
describe the model. We give a numerical example applied on a big corpus of
documents and passes trough a whitening step using Julia and we analyze the
result. Each point ξi of the decomposition represent the probability vector
of each topic, and each weight ωi represents the mass of each topic in the
corpus.
In order to describe the geometric structure of intersecting fibers in human
brain, we recall a method which extracts the coefficients of the so called
ODF tensor [MKBD14]. We use the symmetric tensor decomposition method
to compute the weights ωi and the directions ξi of fibers in a voxel. All
fibers separated with an angle bigger than 30○ are reconstructed using the
decomposition algorithm.
Using Semi Definite programming, a relaxation of the Rank minimization
problem is presented to minimize the trace of the matrix when it is semi
definite positive or the nuclear norm when it is not semi definite positive
neither symmetric. We adapt these two heuristics to the case of Hankel ma-
trix with some known entries. We propose another relaxation of the problem
which minimizes the nuclear norm of the matrix. We adapt the singular value
thresholding SVT algorithm which is a type of Lagrangian algorithm to min-
imize the nuclear norm of the matrix when it is Hankel with small number
of entries. This algorithm converges if the threshold is big enough even when
the matrix is of big dimensions [CCS10]. We adapt the singular value thresh-
olding SVT algorithm to minimize the nuclear norm of the Hankel matrix
with few number of known entries. This iterative algorithm produces a se-
quence of matrices (Xk, Y k) and at each step performs a soft thresholding
algorithm operation on the singular values of the matrix Y k which consists
only of keeping the singular values which are bigger than threshold and mov-
ing them towards zero. The choice of a big threshold reduces the storage
space at each iteration and the computational cost. It is proved that the iter-
ates of the algorithm converge under the condition of big threshold. We adapt
the nuclear norm minimization problem to the Hankel case. We compute the
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linear operator A(X) which describes the constraints of the low nuclear norm
minimization problem in the case of Hankel matrix with a fixed number of
known entries and its transpose AT(y). In some cases the completion does
not provide a Hankel matrix, we call the newton iteration to minimize the
distance between the matrix and its representation as a Hankel matrix. We
use Julia to do the implementations.
We propose a new Newton iteration which helps to remove noise on the
moments of input series along with the multivariate Hankel decomposition
method. We give numerical examples with MAPLE which shows the effi-
ciency of Newton method to reduce the maximum absolute error between
input frequencies and output frequencies and the maximum error between
input weights and output weights. We give another detailed numerical ex-
ample with Julia which minimizes the distance between a Hankel matrix after
SVT step and its direct decomposition where the last one does not give the
desired weights and frequencies.
1.3 Contributions
The main contributions of this thesis can be resumed as follows:
• Low rank multivariate Hankel matrix decomposition algorithm where
the computation of multiplication matrices is done through a singular
value decomposition of the Hankel matrix. The minimal number of terms
in the decomposition is the same of the numerical rank of the Hankel
matrix.
• The combination of new Newton iteration with the decomposition step
to compute accurately and efficiently the polynomial-exponential decom-
position of the symbol, even for noisy input moments.
Thesis work leads to the publication of two papers:
• Linear Algebra and Applications:
Publication of Special Issue entitled with: Structured low rank decompo-
sition of multivariate Hankel matrices. J. Harmouch, B. Mourrain, H.
Khalil, volume: 542, pages: 162-185, 1 April 2018.
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• MACIS 2017: International Conference on Mathematical Aspects of
Computer and Information Sciences.
Presentation and publication in the proceedings of the conference of a pa-
per entitled with: Decomposition of Low Rank Multi-Symmetric Tensor.
Jouhayna Harmouch, Bernard Mourrain, Houssam Khalil. Publisher:
Springer, pages: 51-66, 15 November 2017.
1.4 Thesis Structure
The thesis is developed through the following chapters:
• Chapter 2. We introduce the notion of multivariate Hankel operator and
we describe the decomposition algorithm of it in presence of noisy input
moments and high amplitude frequencies.
• Chapter 3. We recall the definitions of symmetric and multi-symmetric
tensors and we describe the existing decomposition methods of them.
We propose a new algorithm to decompose a non-symmetric tensor.
• Chapter 4. We introduce the statistical model which describes the web
pages content of a corpus of documents. We extract the symmetric tensor
structure from the moments which model the statistical phenomenon.
• Chapter 5. We recall the algorithm which gives the coefficients of bio-
logical model which describes the geometric structure of fibers in human
brain. We analyze the symmetric tensor structure behind the model.
• Chapter 6. We introduce the SDP’s to solve RMP if the objective ma-
trix is Hankel. We recast the Singular Value Thresholding algorithm to
predict the missing elements of a Hankel matrix of low nuclear norm.
• Chapter 7. We propose a Newton iteration which helps to remove noise
on moments of series. We adapt this method to minimize the distance
between the Hankel matrix after SVT step and its decomposition.
• Chapter 8. We recast the main results of the thesis.
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Chapter 2
Hankel Decomposition Problem
In this chapter we set the identification among the set of sequences, the ring of
formal power series and the dual of the ring of polynomials. We first recall the
definition of polynomial-exponential series. We show how series acts as dif-
ferential operators on polynomials. In the opposite, a polynomial can be seen
as a differential operator on series. We review definitions of Z-transform and
Borel transform which relate a formal power series in variables y to a power
series in z. We show that a variable xi acts as a shift operators on a series in
z. We define a Hankel operator (resp. Hankel) matrix in univariate case and
multivariate case. We give the definition of truncated Hankel operator (resp.
truncated Hankel operator) associated to a formal power series in a basis of
quotient algebra and its dual basis. We propose a method which decomposes
a Hankel operator as a sum of indecomposable polynomial exponential series
which reduces to the solution of polynomial equations. Using Kronecker The-
orem, we establish a correspondence between Artinian Gorenstein Algebra,
a Hankel operator of low rank and polynomial exponential series. We recall
techniques for solving equations by eigenvalue and eigenvector computation
of multiplication matrices and we apply them to the Hankel case. We use
the first right and left singular vectors of a truncated Hankel matrix to define
an orthogonal base of all multiplication operators which guarantee a better
numerical computation of weights and points of the decomposition. We give
a simple formula which computes weights in the orthogonal basis. We pro-
pose an efficient algorithm which shows the decomposition of a formal power
series of low rank into weighted sum of evaluations in all steps. We analyse
its numerical behaviour in the presence of noisy input moments, for different
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numbers of variables, of exponential terms of the symbol and different ampli-
tudes of the frequencies. We present a rescaling technique, which improves
the numerical quality of the reconstruction for frequencies of high amplitudes.
2.1 Duality and Hankel Operators
We consider a field K of characteristic 0. In applications K = R ou C. We
are going to use the following notations: R = K[x] = K[x1, . . . , xn] is the
ring of polynomials in the variables x1, . . . , xn with coefficients in the field
K, K[[y]] = K[[y1, . . . , yn]] is the ring of formal power series in the variables
y1, . . . , yn with coefficients in the field K. For α,β ∈ Nn multi-index exponents
we say that α≪ β if αi ≤ βi for i = 1, . . . , n.
2.1.1 Duality
The natural isomorphism between the set of linear forms on the ring of poly-
nomials (K[x])∗ = HomK(K[x],K) and K[[y]] is defined via the pairing:
K[[y]] ×K[x] → K (2.1)
(yα,xβ) ↦
⎧⎪⎪⎨⎪⎪⎩
α! if α = β.
0 otherwise.
(2.2)
where α! =∏ni=1αi! for α = (α1, . . . , αn) ∈ Nn.
If σ ∈ (K[x])∗ is a linear form, it can be represented by the series
σ(y) = ∑
α∈Nn
σ(xα)y
α
α!
∈ K[[y]].
In the opposite, any series σ(y) = ∑α∈Nn σαy
α
α! ∈ K[[y]] can be interpreted as
a linear form such that ⟨σ∣p⟩ = ∑α∈A⊂Nn pασα where p(x) = ∑α∈A⊂Nn pαxα. The
linear form σ is uniquely identified by its coefficients σα = ⟨σ∣xα⟩ for α ∈ Nn,
which are called the moments of σ.
The set of multi-index sequences KNn can be identified with the ring of
formal power series K[[y1, . . . , yn]] = K[[y]]. A sequence σ = (σα)α ∈ KNn is
identified with the series
σ(y) = ∑
α∈Nn
σα
yα
α!
∈ K[[y]]
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where yα = yα11 ⋯y
αn
n , α! =∏ni=1αi! for α = (α1, . . . , αn) ∈ Nn.
For an ideal I ⊂ K[x], we denote by I⊥ the space of linear forms orthogonal
to all polynomials of I via the scalar product.
For a vector space D ⊂ K[y], we denote by D⊥ the space of polynomials
orthogonal to all power linear forms of D via the scalar product.
The truncation of an element σ(y) in degree d ∈ N∗ is obtained by taking all
moments with associated monomials of degree lower than d. It is denoted by
σ(y)((y))d+1 which is the class of σ modulo the ideal (y1, . . . , yn)d+1 ∈ K[[y]].
For an ideal I ⊂ K[x] of polynomials, we have I⊥⊥ = I.
For a vector space D ⊂ K[[y]] of formal power series, if D is closed for the
y−adic topology than D⊥⊥ =D.
The dual space K[x]∗ ≡ K[[y]] has a natural structure of K[x]-module,
defined as follows:
∀σ(y) ∈ K[[y]],∀p(x), q(x) ∈ K[x], ⟨p(x) ⋆ σ(y) ∣ q(x)⟩ = ⟨σ(y) ∣ p(x)q(x)⟩.
We check that ∀σ(y) ∈ K[[y]],∀p(x), q(x) ∈ K[x], (pq) ∗ (σ) = p ∗ (q ∗ σ).
For more details, see [Ems78] and [Mou97].
For a polynomial p = ∑α∈Nn pαxα with pα = 0 for α ∈ Nn, we have the
expansion series
p ⋆ σ = ∑
β∈Nn
( ∑
α∈Nn
pασα+β)
yα
α!
.
The sequence associated to this series (∑α∈Nn pασα+β)α∈Nn is called the cross-
correlation sequence of p and σ.
We also identify K[x] with the set of sequences with a finite support
L0(KNn) i.e. the set of sequences with a finite number of non-zero terms.
For σ ∈ K[y], the inner product associated to σ on K[x] is defined as
⟨p, q⟩σ ∶= ⟨σ(y)∣p(x)q(x)⟩
for all p(x), q(x) ∈ K[x].
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2.1.2 Polynomial-exponential series
We define the evaluation at a point ξ = (ξ1, ξ2, . . . , ξn) ∈ Kn which is an element
of K[x]∗ as follows:
eξ ∶ K[x1, x2, . . . , xn] → K (2.3)
p(x) = p(x1, x2, . . . , xn) ↦ p(ξ) = p(ξ1, ξ2, . . . , ξn) (2.4)
It corresponds to the series
eξ(y) = ∑
α∈Nn
ξα
yα
α!
= eξ1y1+ξ2y2+...+ξnyn = e⟨ξ∣y⟩ ∈ K[[y]].
Definition 2.1.1. Let
POLYEXP(y) = {σ =
r
∑
i=1
ωi(y)eξi(y) ∈ K[[y]] ∣ ξi ∈ Kn, ωi(y) ∈ K[y]}
be the set of polynomial-exponential series. The polynomials ωi(y) are called
the weights of σ and ξi the frequencies.
Notice that the product of yαeξ(y) by the monomial xβ can be seen as a
differential operator of the monomial evaluated at the point ξ such that:
⎧⎪⎪⎨⎪⎪⎩
β!
(β−α)!ξ
β−α = ∂α1x1 ∂α2x2 . . . ∂αnxn (xβ)(ξ) if α≪ β,
0 otherwise.
So that, the sum of polynomial-exponential series can be seen as a sum of
polynomial-differential operators ωi(∂) at ξ such that for σ = ∑ri=1ωi(y)eξi(y)
∀p ∈ K[x], ⟨σ∣p⟩ =
r
∑
i=1
ωi(∂)(p)(ξ).
2.1.3 Differential Operators
An interesting property of the outer product is that the polynomial act as
differential on the series:
Lemma 2.1.2. ∀p ∈ K[x],∀σ ∈ K[y], p(x) ∗ σ(y) = p(∂)(σ)
Proof. We prove xi ∗ (y)α = ∂yi(yα). See [Mou16].
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Lemma 2.1.3. ∀p ∈ K[x],∀ω ∈ K[y], p(x) ∗ (ω(y)eξ(y)) = p(ξ1 + ∂y1, ξ2 +
∂y2, . . . , ξn + ∂yn)((ω(y))eξ(y).
Proof. By the previous lemma, xi ∗ (ω(y))eξ(y) = (ξi + ∂yi)((ω(y))eξ(y) for
i = 1, . . . , n. By repeated multiplications by the variables and linear combi-
nation, the equality is true for any polynomial p ∈ K[x].
Definition 2.1.4. For a subset D ⊂ K[y] the inverse system generated by D
is the vector space generated by the formal power series of D and all their
derivatives. For ω(y) ∈ K[y], the inverse system of ω(y) is generated by
ω(y) and all its derivatives ∂α(ω), α ∈ Nn.
Its dimension is denoted by µ(ω). We compute it using the following
lemma:
Lemma 2.1.5. For ω(y) ∈ K[y], µ(ω) is the rank of the matrix Θ = (θα,β)α∈A,β∈B
where ω(y + t) = ∑α∈A,β∈B θα,βyαtβ for some finite subsets A, B of Nn.
Proof. We prove it using the taylor expansion of ω(y + t) at y.
Lemma 2.1.6. The series yαi,jeξi(y) for i = 1, . . . , r and j = 1, , µi where
αi,1, αi,2, . . . , αi,µi ∈ Nn and (resp. ξi ∈ Kn) distinct in pairs are linearly inde-
pendent.
Proof. We suppose that there exists ωi,j ∈ K such that
σ =
r
∑
i=1
ωi(y)eξi(y) =
r
∑
i=1
µi
∑
j=1
ωi,jy
αi,jeξi(y) = 0.
We need to prove that ωi(y) = 0 for all i = 1, . . . , r. If σ = 0 then by lemma
2.1.3 and linearity we obtain p ⋆ σ = ∑ri=1 p(ξi + ∂)((ωi(y))eξi(y).
We distinguish two cases:
If deg(wi(y)) = 0, then if we choose p as an interpolation polynomial at
one of the distinct roots ξi then wi(y) = 0 for i = 1, . . . , r.
If deg(wi(y)) ≥ 1, then if we choose p(x) = l(x) − l(ξi) for a separating
polynomial l of degree one (l(ξi) ≠ l(ξj) if i ≠ j), so that at least one of wi(y)
has one degree less. By induction on the degree, we obtain ωi(y) = 0 for
i = 1, . . . , r.
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2.1.4 Z-transform
We can replace y
α
α! by z
α where z = (z1, z2, . . . , zn) is a set of new variables.
So that the sequence (σα)α∈Nn can be represented by the formal power series:
σ(y) = ∑
α∈Nn
σαz
α ∈ K[[z]]
which is called the Z−transform of the sequence (σα)α∈Nn or the embedding
in the ring of divided powers. The inverse transformation from a series in
K[[z]] to a series in K[[y]] is called the Borel Transform. We then have
the natural isomorphism between K[x]∗ and K[[z]] and we can extend the
properties of duality to any field which is not of characteristic 0.
For α,β ∈ Nn, we have xα ∗ zβ =
⎧⎪⎪⎨⎪⎪⎩
zβ−α if β − α ∈ Nn
0 otherwise
.
So that zi plays the role of the inverse of xi and xi acts as a shift operators
on the series such that:
xi ∗ σ(y) = xi ∗ ∑
α∈Nn
σαz
α = ∑
α∈Nn
σα+eiz
α ∈ K[[z]].
The evaluation eξ is represented in K[z] by the rational function
1
∏nj=1(1 − ξjzj)
.
The series yαeξ(y) in K[y] is then represented by the series
α!zα
∏nj=1(1 − ξjzj)1+αj
∈ K[z].
2.1.5 Hankel Operators
Univariate Hankel Operators
Hankel matrices are structured matrices of the form
H = [σi+j]0≤i≤l,0≤j≤m
where the entry σi+j of the ith row and the jth columns depends only on the
sum i + j. By reversing the order of the columns or the rows, we obtain
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Toeplitz matrices, which entries depend on the difference of the row and
column indices. Exploiting their structure leads to superfast methods for
many linear algebra operations such as matrix-vector product, solution of
linear systems, . . . [BP12]
A Hankel matrix is a sub-matrix of the matrix of the Hankel operator
associated to a sequence σ = (σk) ∈ KN:
Hσ ∶ L0(KN) → KN
(pk)k ↦ (∑
k
pkσk+l)l∈N
where L0(KN) is the set of sequences of KN with a finite support.
Multivariate Hankel Operators
The multivariate Hankel operator is nothing else than the operator of multi-
plication by σ:
Hσ ∶ K[x] → K[[y]]
p ↦ p ⋆ σ
The multivariate Hankel operator can be seen as an operator on sequences
if we associate to each polynomial of finite support p = (pα)α∈A⊂Nn, the se-
quence p ⋆ σ = (∑α∈Nn pασα+β)β∈Nn. The kernel denoted by Iσ = kerHσ is the
set of polynomials p = ∑β∈B pβxβ such that ∑β∈B pβσα+β = 0 for all α ∈ Nn and
it is called the set of linear recurrence relations of the sequence σ = (σα)α∈Nn.
Because of pq ∗ σ = p ∗ q ∗ σ for all p, q ∈ K[x] we can easily check that Iσ
is an ideal of K[x] and the quotient space Aσ = K[x]/Iσ defines an algebra.
The formal power series σ is called the symbol of Hσ.
Definition 2.1.7. The rank of an element σ ∈ K[y] is the rank of the Hankel
operator Hσ = r.
The multivariate Hankel operator can also be interpreted using the Z-transform
of the cross-correlation of p and σ by associating to it, the series σ(z) =
∑β∈Nn(∑α∈Nn pασα+β)zβ in K[[z]].
The Multivariate Hankel matrix associated to the Hankel operator in the
basis (xα)α∈Nn and the dual basis (y
β
β! )β∈Nn have a structure of the form
H = [σα+β]α,β∈Nn = (⟨σ∣xα+β⟩)α,β∈Nn.
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Example 2.1.8. The series σ(y) = eξ(y) = ∑α∈Nn ξα y
α
α! = ey⋅ξ for ξ ∈ Kn,
represents the linear functional corresponding to the evaluation eξ at ξ. The
Hankel operator Heξ is of rank 1, since its image is spanned by eξ(y) and
Ieξ = (x1 − ξ1, x2 − ξ2, . . . , xn − ξn).
For A,B ⊂ Nn subsets of multi-indices indexing respectively the rows and
columns, the Hankel matrix of eξ is denoted byH
A,B
ξ = [ξβ+α]β∈B,α∈A. IfH
A,B
ξ ≠
0, it is a matrix of rank 1.
Truncated Hankel Operators
Truncated Hankel operators are obtained by restriction of Hankel operators.
Definition 2.1.9. For two vector spaces U,V ⊂ K[x] and σ ∈ ⟨U.V ⟩∗ =
⟨u.v∣u ∈ U, v ∈ V ⟩∗ ⊂ K[[y]], we denote by HU,Vσ the following map:
HU,Vσ ∶ V → U∗
p(x) ↦ p(x) ∗ σ(y)/U
It is called the truncated Hankel operator on (U,V ). If U = V , the trun-
cated Hankel operator is denoted by HVσ .
For U = {u1, . . . , ul} ⊂ K[x], V = {v1, . . . , vm} ⊂ K[x], the Hankel matrix
of σ on U , V is HU,Vσ = (⟨σ ∣ ui vj⟩)1≤i≤l,1≤j≤m. We use the same notation HU,Vσ
for the truncated Hankel operator from ⟨V ⟩ to ⟨U⟩∗.
For A,B ⊂ Nn, let ⟨xB⟩ ⊂ K[x], ⟨yA⟩ ⊂ K[[y]] be the vector spaces spanned
respectively by the monomials xβ for β ∈ B and yα for α ∈ A. The truncated
Hankel operator of σ on A,B is
HA,Bσ ∶ ⟨xB⟩ → ⟨yA⟩
p = ∑β∈B pβxβ ↦ ∑α∈A(∑β∈B pασα+β)y
α
α! = p ⋆ σ∣⟨xA⟩
The matrix of HA,Bσ in the bases (xβ)β∈B and (y
α
α! )α∈A is of the form:
HA,Bσ = [σα+β]α∈A,β∈B.
It is also called the truncated moment matrix of σ.
For d ∈ N, we denote by K[x]d the vector space of polynomials of total
degree ≤ d. Its dimension is sd = (n+dn ). For d, d′ ∈ N, we denote by H
d,d′
σ the
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Hankel matrix of σ on the subset of monomials in x respectively of degree
≤ d and ≤ d′. We also denote by Hd,d
′
σ the corresponding truncated Hankel
operator of Hσ from K[x]d′ to (K[x]d)∗.
Multivariate Hankel matrices have a structure, which can be exploited to
accelerate linear algebra operations.
Example 2.1.10. Consider the series σ = 1+2y1+3y2+4y
2
1
2 +5y1y2+6
y22
2 +7
y31
6 +
8y
2
1y2
2 +⋯ ∈ R[[y1, y2]]. Its truncated Hankel matrix on A = [(0,0), (1,0), (0,1)]
(corresponding to the monomials 1, x1, x2), B = [(0,0), (1,0), (0,1), (2,0)]
(corresponding to the monomials 1, x1, x2, x21) is
HA,Bσ =
⎡⎢⎢⎢⎢⎢⎣
1 2 3 4
2 4 5 7
3 5 6 8
⎤⎥⎥⎥⎥⎥⎦
.
2.2 Structured decomposition of Hankel matrices
In this section, we show how the decomposition of the symbol σ of a Hankel
operator Hσ as a sum of polynomial-exponential series reduces to the solution
of polynomial equations. This corresponds to the decomposition of Hσ as a
sum of Hankel matrices of low rank. We first recall classical techniques for
solving polynomial systems and show how these methods can be applied on
the Hankel matrix Hσ, to compute the decomposition.
2.2.1 Solving polynomial equations by eigenvector computation
Definition 2.2.1. A quotient algebra A = K[x]/I is Artinian if it is of finite
dimension over K.
Notice that if K is a subfield of L, IL = I⊗L is the ideal of L[x] generated
by the elements of I, we denote by AL = L[x]/IL = A⊗L. We have dimK(A) =
dimL(AL), so if L = K is the algebraic closure of K we obtain dimK(A) =
dimK(A). In the following, we assume that K = K.
Theorem 2.2.2. dimK(A) ≤ ∞ if and only if I defines a finite number of
isolated points in Kn.
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Proof. See [LCO92] [Theorem 6].
Theorem 2.2.3. Let A = K[x]/I be an Artinian algebra of dimension r
defined by an ideal I. In the case that the ideal I defines a finite number of
roots V(I) = {ξ1, . . . , ξr′} = {ξ ∈ Kn ∣ ∀p ∈ I, p(ξ) = 0} where r′ ≤ r, we have a
decomposition of A as a sum of sub-algebras:
A = K[x]/I = A1 ⊕⋯⊕Ar′
where
• I = Q1∩Q2∩ . . .∩Qr′ is a minimal primary decomposition of I where Qi
is the mξi− primary component of I associated to the root ξi ∈ Kn such
that mξi = (x1 − ξi,1, x2 − ξi,2, . . . , xn − ξi,n)
• The local algebra Ai = uξiA ≡ K[x]/Qi where Ai.Aj ≡ 0 for i ≠ j.
The dimension of Ai is the multiplicity of the point ξi. For more details,
see [EM07][Chap. 4].
The projection of 1 on the local algebras Ai yields the so-called idempo-
tents uξi associated to the roots ξi, which satisfy the relations:
uξi(x)uξj(x) ≡ 0,u2ξi(x) ≡ uξi(x),
r′
∑
i=1
uξi(x) ≡ 1.
for i ≠ j = 1, . . . , r′.
A⋆ is identified with the subspace I⊥ of formal power series which are
orthogonal to the polynomials of I. As I is stable by multiplication by xi,
then I⊥ is stable by derivation ddyi for i = 1, . . . , n.
Proposition 2.2.4. Let Q be a primary ideal for the maximal ideal mξ of
the point ξ ∈ Kn and let Aξ = K[x]/Q which is stable by derivations ddyi for
i = 1, . . . , n. Then
Q⊥ = A∗ξ =Dξ(Q).eξ(y),
where Dξ(Q) ⊂ K[y] is the set of polynomials ω[y] ∈ K[y]such that ∀q ∈
Q,ω(∂)(q)(ξ) = 0.
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The vector space Dξ(Q) is called inverse system of Q.
By the duality applied on the direct sum of sub-algebras which is equal to
A, any σ ∈ A⋆ can be decomposed as∑r
′
i=1 uξi∗σ = σ. Because of (uξi∗σ)(Aξi) =
0 we deduce that uξi ∗ σ ∈ A∗ξi = Q
⊥
i for i = 1, . . . , r.
Dξi(Qi) is denoted by Di for i = 1, . . . , r.
Theorem 2.2.5. Let I = (p1, p2, . . . , ps) be an ideal of K[x]/I which defines
a finite number of roots ξ1, ξ2, . . . , ξr. The generating series of the sequence
σ = (σα)α∈Nn which satisfies the system of difference equations
p1 ∗ σ = 0, p2 ∗ σ = 0, . . . , ps ∗ σ = 0
are of the form
σ(y) = ∑
α∈Nn
σα
yα
α!
=
r
∑
i=1
ωi(y)eξi(y) ∈ K[[y]]
where ωi(y) ∈Di =D(ξi)(I) =D(ξi)((p1, p2, . . . , ps)) such that ω(∂)(pj)(ξ) =
0 for all j = 1, . . . , s and i = 1, . . . , r.
The points ξi can be recovered using properties of the multiplicative struc-
ture of A.
Definition 2.2.6. For g ∈ K[x], the multiplication operatorMg is defined by
Mg ∶ A → A
h ↦ Mg(h) = g h.
The transpose MTg of the multiplication operator Mg is
MTg ∶ A∗ → A∗
Λ ↦ MTg(Λ) = Λ ○Mg = g ⋆Λ.
Let B = {b1, . . . , br} is a basis of A, and B∗ its dual basis in A∗. We denote
by Mg (resp. MTg ) is the matrix ofMg (resp. MTg) in the basis B (resp. B∗)
of A (resp. A∗). We have MTg = (Mg)T and they have the same eigenvalues.
The main property that we will use to recover the roots is the following
[EM07][Thm. 4.23]:
Proposition 2.2.7. Let I be an ideal of K[x] and suppose that V(I) =
{ξ1, ξ2, . . . , ξr′}. Then
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• for all g ∈ A, the eigenvalues ofMg andMTg are the values g(ξ1), . . . , g(ξr′)
of the polynomial g at the roots with multiplicities µi = dimAξi.
• The eigenvectors common to all MTg with g ∈ A are - up to a scalar - the
evaluations eξ1, . . . ,eξr′ .
In the case of simple roots, we have the following property [EM07][Chap.
4]:
Proposition 2.2.8. If the roots {ξ1, ξ2, . . . , ξr} of I are simple (i.e. µi =
dimAi = 1) then we have the following:
• u = {uξ1, . . . ,uξr} is a basis of A.
• The polynomials uξ1, . . . ,uξr are interpolation polynomials at the roots
ξi: uξi(ξj) = 1 if i = j and 0 otherwise.
• The matrix ofMg in the basis u is the diagonal matrix diag(g(ξ1), . . . , g(ξr)).
This proposition tells us that if g is separating the roots, i.e. g(ξi) ≠ g(ξj)
for i ≠ j, then the eigenvectors of Mg are, up to a scalar, interpolation
polynomials at the roots.
The coefficient vector of the evaluation eξi = ∑β∈Nn ξ
β
i
yβ
β! + . . . in the dual
basis of B is [⟨eξi ∣bj⟩]β∈B = [bj(ξi)]i=1...r = B(ξi). The previous proposition
says that
MTg B(ξi) = g(ξi)B(ξi).
If moreover the basis B contains the monomials 1, x1, x2, . . . , xn, then the
common eigenvectors of MTg are of the form vi = c [1, ξi,1, . . . , ξi,n, . . .] and the
root ξi can be computed from the coefficients of vi by taking the ratio of the
coefficients of the monomials x1, . . . , xn by the coefficient of 1: ξi,k = vi,k+1vi,1 .
Thus computing the common eigenvectors of all the matrices MTg for g ∈ A
yields the roots ξi (i = 1, . . . , r).
In practice, it is enough to compute the common eigenvectors ofMTx1, . . . ,M
T
xn,
since ∀g ∈ K[x],MTg = g(MTx1, . . . ,MTxn). Therefore, the common eigenvectors
MTx1, . . . ,M
T
xn are also eigenvectors of any M
T
g .
The multiplicity structure, that is the dual Q⊥i of each primary component
Qi of I, also called the inverse system of the point ξi can be deduced by linear
algebra tools (see e.g. [Mou97]).
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Definition 2.2.9. A K-algebra A is Gorenstein if ∃τ ∈ A∗ such that ∀σ ∈
A∗,∃p ∈ A with σ = p ∗ τ and if p ∗ τ = 0 implies p = 0.
In other words, A is Gorenstein if and only if A∗ is free A−module of rank
one.
2.3 Generalized Kronecker Theorem
We are interested in structured decompositions of Hankel matrices (resp.
operators) as sums of Hankel matrices (resp. operators) of low rank. This
raises the question of describing the Hankel operators of finite rank and leads
to the problem of decomposing them into indecomposable Hankel operators
of low rank. We establish a correspondence among Hankel operators of finite
rank, polynomial-exponential series and Artinian Gorenstein Algebra.
We associate to a Hankel operator Hσ, the quotient Aσ = K[x]/Iσ of the
polynomial ring K[x] modulo the kernel Iσ = {p ∈ K[x] ∣ ∀q ∈ R, ⟨σ ∣ pq⟩ = 0}
of Hσ. We have checked that Iσ is an ideal of K[x], so that Aσ is an algebra.
As Aσ = K[x]/Iσ ∼ imgHσ, the operator Hσ is of finite rank r, if and only
if, Aσ is Artinian of dimension dimKAσ = r .
We recall the celebrated theorem of Kronecker [Kro81]. We will also as-
sume hereafter that K = K is algebraically closed.
Theorem 2.3.1 (Kronecker Theorem). The Hankel operator
Hσ ∶ (pk) ∈ L0(KN)↦ (∑
k
pkσk+l)l∈N ∈ KN
is of finite rank r, if and only if, there exist polynomials ω1, . . . , ωr′ ∈ K[y]
and ξ1, . . . , ξr′ ∈ K distinct s.t.
σn =
r′
∑
i=1
ωi(n)ξni
with ∑r
′
i=1(deg(ωi) + 1) = r.
This results says that the Hankel operator Hσ is of finite rank, if and only
if, its symbol σ is of the form
σ(y) = ∑
n∈N
σn
yn
n!
=
r′
∑
i=1
ω̃i(y)eξiy
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for some univariate polynomials ω̃i(y) ∈ K[y] and distinct complex numbers
ξi i = 1, . . . , r′. Moreover, the rank of Hσ is r = ∑r
′
i=1(deg(ω̃i) + 1).
The previous result admits a direct generalization to multivariate Hankel
operators, using polynomial-exponential series.
The next theorem characterizes the multivariate Hankel operators of finite
rank in terms of their symbol [Mou16]:
Theorem 2.3.2 (Generalized Kronecker Theorem). Let σ(y) ∈ K[[y]]. Then
rankHσ = r < ∞, if and only if, σ(y) = ∑r
′
i=1ωi(y)eξi(y) ∈ POLYEXP(y)
with ωi(y) ∈ K[y] ∖ {0} and ξi ∈ Kn pairwise distinct, with r = ∑r
′
i=1 µ(ωi)
where µ(wi) is the dimension of the inverse system spanned by ωi(y) and all
its derivatives ∂αωi(y) for α = (α1, . . . , αn) ∈ Nn.
Proof. See [Mou16].
The following proposition shows that the frequencies ξi and the weights ωi
can be recovered from the ideal Iσ (see [Mou16] for more details):
Proposition 2.3.3. If σ(y) = ∑r
′
i=1ωi(y)eξi(y) with ωi(y) ∈ K[y] ∖ {0} and
ξi ∈ Kn pairwise distinct, then we have the following properties:
• The points ξ1, ξ2, . . . , ξr′ ∈ Kn are the common roots of the polynomials in
Iσ = kerHσ = {p ∈ K[x] ∣ ∀q ∈ K[x], ⟨σ∣pq⟩ = 0}.
• The series ωi(y)eξi is a generator of the inverse system of Qi , where Qi
is the primary component of Iσ associated to ξi such that dimK[x]/Qi =
µ(ωi).
• The inner product ⟨., .⟩σ is non-degenerate on Aσ.
This result tells us that the problem of decomposing σ as a sum of polynomial-
exponential series reduces to the solution of the polynomial equations p = 0
for p in the kernel Iσ of Hσ.
Proposition 2.3.4. Let σ(y) ∈ K[y]. The following conditions are equiva-
lent:
• σ = ∑r
′
i=1ωieξi(y) with ωi ∈ K[y], ξi ∈ Kn and ∑r
′
i=1 µ(ωi) = r,
• Hσ is of rank r,
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• Aσ is Artinian Gorenstein algebra of dimension r.
A special case of interest is when the roots are simple.
Proposition 2.3.5. Let σ(y) ∈ K[y]. The following conditions are equiva-
lent:
• σ = ∑ri=1ωieξi(y) with ωi ∈ K are non-zeros, ξi ∈ Kn are pairewise distinct,
• Hσ is of rank r, and the multiplicity of ξi is 1.
• (eξ1,eξ2, . . . ,eξr) is a basis of A∗σ.
If σ is with real coefficients, we consider the following property of positiv-
ity:
Proposition 2.3.6. The formal power series σ ∈ R[[y]] of finite rank is
semi-definite positive if and only if the constant weights in the decomposition
are positive and the points belongs to Rn.
Proof. The proof relies on the fact that the ideal Iσ is real radical. For more
details, see [Mou16].
It is saying that a positive measure on Rn with an Hankel operator of finite
rank r is a convex combination of r distinct Dirac measures of Rn.
2.3.1 Undecomposable Series
The Hankel operators associated to evaluations eξ are of rank 1. As shown
in the next example, a Hankel operator of rank > 1 is not necessarily the sum
of Hankel operators of rank 1.
Example 2.3.7. For n = 1 and σ = y, we check that Hy is of rank 2, but
it cannot be decomposed as a sum of two rank-one Hankel operators. If A =
{1, x, x2}, we have
HA,Ay =
⎡⎢⎢⎢⎢⎢⎣
0 1 0
1 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
≠ λ1
⎡⎢⎢⎢⎢⎢⎣
1 ξ1 ξ21
ξ1 ξ21 ξ
3
1
ξ21 ξ
3
1 ξ
4
1
⎤⎥⎥⎥⎥⎥⎦
+ λ2
⎡⎢⎢⎢⎢⎢⎣
1 ξ2 ξ22
ξ2 ξ22 ξ
3
2
ξ22 ξ
3
2 ξ
4
2
⎤⎥⎥⎥⎥⎥⎦
for λ1, λ2, ξ1, ξ2 ∈ K. This shows that the symbol y is indecomposable as a sum
of polynomial-exponential series, though it defines an Hankel operator of rank
2.
33
Definition 2.3.8. For σ ∈ K[[y]], we say that σ is indecomposable if σ
cannot be written as a sum σ = σ1 + σ2 with imgHσ = imgHσ1 ⊕ imgHσ2.
Proposition 2.3.9. The series ω(y)eξ(y) with ω(y) ∈ K[y]∖{0} and ξ ∈ Kn
is indecomposable.
Proof. Let σ = ω eξ and r = µ(ω) be the rank of Hσ. Suppose that σ =
σ1 + σ2 with imgHσ = imgHσ1 ⊕ imgHσ2. We assume that the rank of Hσ1
is minimal. By the Generalized Kronecker Theorem 2.3.2, σ1 = ∑r1i=1ω1,i eξ1,i,
σ2 = ∑r2i=1ω2,i eξ2,i with ωl,i ∈ K[x], ξl,i ∈ Kn and
ω eξ =
r1
∑
i=1
ω1,i eξ1,i +
r2
∑
i=1
ω2,i eξ2,i.
By the independence of the polynomial-exponential series (lemma 2.1.6), we
can assume that ξ1,1 = ξ2,1 = ξ and that ω = ω1,1 + ω2,1 (possibly with ω2,1 = 0)
and that ω1,i = −ω2,i for i = 2, . . . , r1 = r2 . As rankHσ1 = ∑r1i=1 µ(ω1,i) is
minimal, we can assume moreover that ω1,i = 0 for i = 2, . . . , r1, that is,
r1 = r2 = 1. Then, we have σ = ω eξ, σ1 = ω1 eξ σ2 = ω2 eξ with ω = ω1 +
ω2. As imgHσi = ⟨∂α(ωi)eξ⟩, i = 1,2, we have imgHσ1 ∩ imgHσ2 ∋ eξ and
imgHσ is not the direct sum of imgHσ1 and imgHσ2. This shows that σ is
indecomposable.
2.3.2 Decomposition of Formal Power Series
Our goal is to compute the decomposition of the series using eigenvalue et
eigenvector structure of non-zero minors of maximal size of the matrix of Hσ.
Hereafter A = K[x]/I is the quotient algebra of K[x] by any ideal I and A∗
is the dual of A. It is naturally identified with the orthogonal I⊥. In the
reconstruction problem, we will take I = ker(Hσ) = Iσ.
Proposition 2.3.10. Let B,B′ be basis of Aσ and g ∈ K[x]. We have
HB,B
′
g⋆σ = (MBg )THB,B
′
σ =HB,B
′
σ M
B′
g . (2.5)
where MBg (resp. M
B′
g ) is the matrix of the multiplication by g in the basis
B (resp. B′) of Aσ.
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Proof. Let B = {b1, . . . , br},B′ = {b′1, . . . , b′r} be two bases of Aσ. We have
g bj = ∑ri=1mi,jb′i + κ where mi,j is the (i, j) entry of the matix MBg of multi-
plication by g in the basis B and κ ∈ Iσ. Then,
(HB,B
′
g⋆σ )[i,j] = ⟨σ ∣ g bi b′j⟩ = ⟨σ ∣
r
∑
l=1
ml,iblb
′
j⟩ + ⟨σ ∣ κbj⟩ =
r
∑
l=1
m′l,i⟨σ ∣ blb′j⟩ = ((MBg )THB,B
′
σ )[i,j].
Similarly, we have g b′j = ∑
r
i=1m
′
i,jb
′
i + κ′ where m′i,j is the (i, j) entry of the
matrix MB
′
g of multiplication by g in the basis B
′ and κ′ ∈ Iσ. For 1 ≤ i, j ≤ r,
the entry (i, j) of HB,B
′
g⋆σ is
(HB,B
′
g⋆σ )[i,j] = ⟨σ ∣ bi g b′j⟩ = ⟨σ ∣
r
∑
l=1
ml,jbi b
′
l⟩ + ⟨σ ∣ biκ′⟩ =
r
∑
l=1
⟨σ ∣ bi b′l⟩ml,j = (HB,B
′
σ M
B
g )[i,j].
This concludes the proof of the relations (2.5).
We deduce the following property:
Proposition 2.3.11. Let σ(y) = ∑ri=1ωi(y)eξi(y) with ωi ∈ K[y] ∖ {0} and
ξi ∈ Kn distinct and let B,B′ be bases of Aσ. We have the following properties:
• For g ∈ K[x], MB′g = (HB,B
′
σ )−1HB,B
′
g⋆σ , (MBg )T =HB,B
′
g⋆σ (HB,B
′
σ )−1.
• For g ∈ K[x], the generalized eigenvalues of (HB,B
′
g⋆σ ,H
B,B′
σ ) are g(ξi) with
multiplicity µi = µ(ωi), i = 1, . . . , r.
• The generalized eigenvectors common to all (HB,B
′
g⋆σ ,H
B,B′
σ ) for g ∈ K[x]
are - up to a scalar - (HB,B
′
σ )−1B(ξi), i = 1, . . . , r.
Proof. The two first points are direct consequences of Propositions 2.3.10 and
2.2.7. The third point is also a consequence of Proposition 2.2.7, since the
coordinate vector of the evaluation eξi in the dual basis of B is B(ξi) for
i = 1, . . . , r.
This proposition shows that the matrices of multiplication by an element
g in A, and thus the roots {ξ1, . . . , ξr} and their multiplicity structure, can be
computed from truncated Hankel matrices, provided we can determine bases
B, B′ of Aσ. In practice, it is enough to compute the generalized eigenvectors
common to (HB,B
′
xi⋆σ ,H
B,B′
σ ) for i = 1, . . . , n to recover the roots. As HB,B
′
xi⋆σ =
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HxiB,B
′
σ = HB,xiB
′
σ , the decomposition can be computed from sub-matrices of
HB,B
′+
σ or H
B+,B′
σ where B+ = B ∪ x1B ∪⋯ ∪ xnB, B′+ = B′ ∪ x1B′ ∪⋯ ∪ xnB′.
Another property that will be helpful to determine a basis of Aσ is the
following:
Lemma 2.3.12. Let B = {b1, . . . , br}, B′ = {b′1, . . . , b′r} ⊂ K[x]. If the matrix
HB,B
′
σ = (⟨σ∣bib′j⟩)1≤i,j≤r is invertible, then B and B′ are linearly independent
in Aσ.
Proof. Suppose that HB,B
′
σ is invertible. If there exists p = ∑i λibi (λi ∈ K)
such that p ≡ 0 in Aσ. Then p ⋆ σ = 0 and ∀q ∈ R, ⟨σ∣pq⟩ = 0. In particular,
for j = 1, . . . , r we have
r
∑
i=1
⟨σ∣bib′j⟩λi = 0.
As HB,B
′
σ is invertible, λi = 0 for i = 1, . . . , r and B is a family of linearly
independent elements in Aσ. Since we have (HB,B
′
σ )T = HB
′,B
σ , we prove
by a similar argument that HB,B
′
σ invertible also implies that B′ is linearly
independent in Aσ.
The converse is not necessarily true. If σ = y, then Iσ = (x2) and B = B′ =
{1} are linearly independent in Aσ, but HB,B
′
σ = (⟨σ∣1⟩) = (0) is not invertible.
2.3.3 Decomposition Algorithm
We are given the first moments σα, ∣α∣ ≤ d of the series σ(y) = ∑ri=1ωieξi(y)
with ωi ∈ C/(0) and ξi ∈ Cn. The goal is to recover the number of terms r, the
constant weights ωi and the frequencies ξi of the series σ(y).
Computation of the basis
The first problem is to find automatically bases B1 and B2 of the quotient
algebra Aσ, of maximal sizes such that HB1,B2σ is invertible. Using Proposition
2.3.11, we will compute the multiplication matricesMB2g for g = xi, i = 1, . . . , n.
The frequencies ξj and the weights ωj, j = 1, . . . , r will be deduced from their
eigenvectors, as described in section 2.3.3.
Given the set of moments (σα)∣α∣≤d, we create two sets A1 = (xα)∣α∣≤d1 and
A2 = (xβ)∣β∣≤d2 of monomials such that α and β are multi-indices in Nn with
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∣α∣ ≤ d1 and ∣β∣ ≤ d2. The degrees d1 and d2 are chosen such that d1 + d2 < d.
Let N1 = ∣A1∣ and N2 = ∣A2∣. The truncated Hankel operator associated to σ
is:
Hd1,d2σ ∶ K[x]d2 → (K[x]d1)∗
p ↦ p ⋆ σ
The Hankel matrix in these two monomial sets A1 and A2 is defined by
Hd1,d2σ = [σ(α+β)]∣α∣≤d1
∣β∣≤d2
.
Computing the singular value decomposition of Hd1,d2σ , we obtain
Hd1,d2σ = USV T
where S is the diagonal matrix of all singular values of Hd1,d2σ arranged in a
decreasing order, U is an unitary matrix whose columns are the left singular
vectors of Hd1,d2σ , V is an unitary matrix whose columns are the right singular
vectors of Hd1,d2σ . We denote by UH the hermitian transpose of U and V the
conjugate of V .
Let ui = [uα,i]α∈A1 and vj = [vβ,j]β∈A2 be respectively the ith and jth columns
of UH and V . They are vectors respectively in CN1 and CN2. We denote by
ui(x) = uTi A1 = ∑∣α∣≤d1 uα,ixα and vj(x) = vTj A2 = ∑∣β∣≤d2 vβ,jxβ the corre-
sponding polynomials. The bases formed by these first r polynomials are
denoted UHr ∶= (ui(x))i=1,...,r and Vr ∶= (vj(x))j=1,...,r. We will also denote by
UHr (resp. V r) the corresponding coefficient matrix, formed by the first rows
(resp. columns) of UH (resp. V ). We denote by Sr the diagonal matrix of the
first r rows and columns of S, formed by the first r singular values.
Proposition 2.3.13. Let σ = ∑r
′
i=1ωi(y)eξi with ωi ∈ C[y], ξi ∈ Cn and
∑r
′
i=1 µ(ωi) = r. If rankHd1,d2σ = r, then the sets of polynomials UHr and Vr
are bases of Aσ. The matrix MVrxi associated to the multiplication operator by
xi in the basis Vr of Aσ is MVrxi = S−1r UHr Hd1,d2xi⋆σ V r i = 1, . . . , n.
Proof. The (i, j) entry of the matrix HU
H
r ,Vr
σ of the truncated Hankel operator
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of σ with respect to UHr and Vr is equal to:
(HU
H
r ,Vr
σ )[i,j] = ⟨σ∣ui(x)vj(x)⟩
= ⟨σ∣( ∑
∣α∣≤d1
uα,ix
α) ( ∑
∣β∣≤d2
vβ,jx
β)⟩ = ∑
∣α∣≤d1
uα,i ∑
∣β∣≤d2
⟨σ∣xαxβ⟩vβ,j
= [UHrHd1,d2σ V r][i,j].
(2.6)
Using the SVD decomposition of Hd1,d2σ , we have
H
UHr ,Vr
σ = UHrHd1,d2σ V r = UHrUSV TV r = Sr,
since UH U = IdN1, V T V = IdN2. As r = rankH
d1,d2
σ , Sr is invertible and by
Lemma 2.3.12, UHr and Vr are linearly independent in Aσ, which is a vector
space of dimension r. Thus they are bases of Aσ.
Let H
UHr ,Vr
xi⋆σ be the matrix of the truncated Hankel operator of xi ⋆ σ on
the two bases UHr and V r. A similar computation yields H
UHr ,Vr
xi⋆σ = UHrH
d1,d2
xi⋆σ V r,
where Hd1,d2xi⋆σ is the matrix of the truncated Hankel operator of xi ⋆ σ in the
bases A1 and A2 for all i = 1, . . . , n. Since Sr is an invertible matrix, by
Proposition 2.3.11 we obtain MVrxi = (H
UHr ,Vr
σ )−1HU
H
r ,Vr
xi⋆σ = S−1r UHrH
d1,d2
xi⋆σ V r.
By this proposition UHr and Vr are bases of Aσ. By Proposition 2.3.11,
the eigenvalues of MVrxi are the i
th coordinates xi(ξj) = ξj,i of the roots ξj for
i = 1, . . . , n, j = 1, . . . , r.
Computation of weights
The weight ωi, i = 1, . . . , r of the decomposition of σ can be easily computed
using the eigenvectors of all MV rxj , j = 1, . . . , n as follows.
Proposition 2.3.14. Let σ = ∑ri=1ωi eξi with ωi ∈ C∖{0}, ξi = (ξi,1, . . . , ξi,n) ∈
Cn distinct and let MVrxj be the matrix of multiplication by xj in the basis Vr.
Let vi be a common eigenvector of M
Vr
xj , j = 1, .., n for the eigenvalues ξi,j.
Then the weight of eξi in the decomposition of σ is
ωi =
[1]THd1,d2σ V r vi
[ξαi ]Tα∈A2V r vi
. (2.7)
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Proof. According to Proposition 2.2.8, the eigenvectors of the multiplication
operator Mxi are, up to a scalar, the interpolation polynomials ui(x) at the
roots. Let uξi be the coefficient vector associated to uξi(x) in the basis Vr
of Aσ. Let vi = λuξi be the eigenvector of MVrxi associated to the eigenvalue
ξj,i for j = 1, . . . , r, i = 1, . . . , n such that vi(x) = AT2 ṽi = ∑∣β∣≤d2 ṽiβxβ where
ṽi = V r vi. Applying the series on all the idempotents, we obtain
⟨σ ∣ uξi(x)⟩ = ⟨
r
∑
j=1
ωjeξj(y) ∣ uξi(x)⟩ = ωiuξi(ξi) = ωi.
Therefore, we have ωi =
⟨σ∣λuξi(x)⟩
λ =
⟨σ∣vi(x)⟩
λ =
⟨σ∣vi(x)⟩
vi(ξi) because of vi(ξi) =
(λuξi)(ξi) = λ. Then
< σ ∣ vi(x) >= [1]THd1,d2σ ṽi = [1]THd1,d2σ V r vi,
where [1] is the vector of coefficients of the polynomial 1 in the monomial
basis A1 = (xα)∣α∣≤d1 and
vi(ξi) = [ξαi ]Tα∈A2 ṽi = [ξ
α
i ]Tα∈A2V r vi.
We deduce that ωi = [1]
TH
d1,d2
σ V r vi
[ξαi ]Tα∈A2V r vi
.
Algorithm
We describe now the algorithm to recover the sum
σ(y) =
r
∑
j=1
ωj eξj(y),
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ωj ∈ C ∖ {0}, ξj ∈ Cn, from the first coefficients (σα)∣α∣≤d of the formal power
series σ(y) =∑
α
σα
yα
α!
.
Algorithme 1 : Decomposition of polynomial-exponential series with constant weights
Input: the moments σα of σ for ∣α∣ ≤ d.
Let d1 and d2 be positive integers such that d1 + d2 + 1 = d, for example
d1 ∶= ⌈d−12 ⌉ and d2 ∶= ⌊d−12 ⌋.
1. Compute the Hankel matrix Hd1,d2σ = [σ(α+β)]∣α∣≤d1
∣β∣≤d2
of σ in for the
monomial sets A1 = (xα)∣α∣≤d1 and A2 = (xβ)∣β∣≤d2.
2. Compute the singular value decomposition of Hd1,d2σ = USV T
with singular values s1 ≥ s2 ≥ ⋯ ≥ sm ≥ 0.
3. Determine its numerical rank, that is, the largest integer r such that
sr
s1
≥ ε.
4. Form the matrices MVrxi = S−1r UHrHd1,d2xi⋆σ V r, i = 1, . . . , n, where H
d1,d2
xi⋆σ is
the Hankel matrix associated to xi ⋆ σ.
5. Compute the eigenvectors vj of ∑ni liMxi for a random choice of li in
[−1,1], i = 1, . . . , n and for each j = 1, . . . , r do the following:
• Compute ξj,i such that Mivj = ξj,ivj for i = 1, . . . , n and deduce the
point ξj ∶= (ξj,1, . . . , ξj,n).
• Compute ωj = ⟨σ∣vj(x)⟩vj(ξj) =
[1]THd1,d2σ V r vj
[ξαi ]Tα∈A2V r vj
where [1] is the coefficient vector of 1 in the basis A1.
Output: r ∈ N, ωj ∈ C/(0), ξj ∈ Cn, j=1, . . . , r such that
σ(y) = ∑rj=1ωj eξj(y) up to degree d.
2.4 Experimentation
In this section, we present numerical experimentations for the decomposition
of σ = ∑α∈N σαy
α
α! from its moments σα. For a given number of variables n
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and a fixed degree d, we compute the coefficients σα = σ(xα) = ∑ri=1ωiξαi such
that ∣σα∣ ≤ d where ωj ∈ C/(0) and ξi = (ξi,1, . . . , ξi,n), i = 1, . . . , r have random
uniform distributions such that 0.5M ≤ ∣ξi,j ∣ ≤ 1.5M , −π ≤ arg(ξi,j) ≤ π,
0.5 ≤ ∣ωi∣ ≤ 1 and −π ≤ arg(ωi) ≤ π, for M ≥ 1. To analyse the numerical
behaviour of our method, we compare the results with the known frequencies
and weights used to compute the moments of σ.
We use Maple 16 to implement the algorithms. The arithmetic opera-
tions are performed on complex numbers, with a numerical precision fixed to
Digits = 15.
2.4.1 Reconstruction using Fourier Coefficients
Let T = (T1, . . . , Tn) ∈ Rn+ and Ω = ∏ni=1[−πTi, πTi] ∈ Rn, one application of
decomposition algorithm is the reconstruction of the measure µ as a weighted
sum of Dirac measures with support in Ω such that:
µ =
r′
∑
i=1
∑
α∈Ai⊂Nn
ωi,αδ
α
ξi
using its Fourier coefficients σ = (σγ)γ∈Zn. For γ = (γ1, . . . , γn) ∈ Zn, the γth
Fourier coefficients of the measure µ is σγ = 1∏nj=1 Tj ∫ µ(x)e
−2πi∑nj=1
γjxj
Tj .
2.4.2 Numerical example
In this section, we present a detailed example of decomposition of formal
power series of degree d = 4 into weighted sum of 2 evaluations such that the
weights are non-zero and the points belongs to C2.
Let σ(x1, x2) a formal power series of the form:
σ(x1, x2) = 0.6633+0.7783I+(1.1840−1.5203I)x21x2+(1.5962−5.1489I)x41+
(1.3504 − 1.1120I)x1x32 + (−0.6461 − 0.0905I)x1x2 + (−0.0175 − 1.1328I)x1 +
(0.7029−1.6456I)x22+(0.3992+2.0175I)x1x22+(−0.1485+1.1147I)x2+(−0.9206+
2.1364I)x31x2 + (−1.0318 − 0.1351)Ix32 + (−1.8318 − 0.9192I)x21x22 + (0.2513 +
2.5979I)x31 + (−0.9557 + 1.4759I)x42 + (−0.6061 + 0.1348I)x21.
We suppose that d1 = 1 and d2 = 2 so that the truncated Hankel matrix
Hd1,d2σ associated to σ in the basisA1 = {1, x1, x2} andA2 = {1, x1, x2, x21, x1x2, x22}
is equal to:
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Hd1,d2σ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.2513 + 2.5979I 1.1840 − 1.5203I −0.6061 + 0.1348I
1.1840 − 1.5203I 0.3992 + 2.0175I −0.6461 − 0.0905I
0.3992 + 2.0175I −1.0318 − 0.1351I 0.7029 − 1.6456I
−0.6061 + 0.1348I −0.6461 − 0.0905I −0.0175 − 1.1328I
−0.6461 − 0.0905I 0.7029 − 1.6456I −0.1485 + 1.1147I
−0.0175 − 1.1328I −0.1485 + 1.1147I 0.6633 + 0.7783I
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The truncated Hankel matrices Hd1,d2xi⋆σ associated to xi ⋆ σ in the basis
A1 = {1, x1, x2} and A2 = {1, x1, x2, x21, x1x2, x22} for i = 1,2 are equal to:
Hd1,d2x1∗σ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1.5962 − 5.1489I −0.9206 + 2.1364I 0.2513 + 2.5979I
−0.9206 + 2.1364I −1.8318 − 0.9192I 1.1840 − 1.5203I
−1.8318 − 0.9192I 1.3504 − 1.1120I 0.3992 + 2.0175I
0.2513 + 2.5979I 1.1840 − 1.5203I −0.6061 + 0.1348I
1.1840 − 1.5203I 0.3992 + 2.01750I −0.6461 − 0.0905I
−0.6061 + 0.1348I −0.6461 − 0.0905I −0.0175 − 1.1328I
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Hd1,d2x2∗σ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−0.9206 + 2.1364I −1.8318 − 0.9192I 1.1840 − 1.5203I
−1.8318 − 0.9192I 1.3504 − 1.1120I 0.3992 + 2.0175I
1.3504 − 1.1120I −0.9557 + 1.4759I −1.0318 − 0.1351I
1.1840 − 1.5203I 0.3992 + 2.0175I −0.6461 − 0.0905I
0.3992 + 2.0175I −1.0318 − 0.1351I 0.7029 − 1.6456I
−0.6461 − 0.0905I 0.7029 − 1.6456I −0.1485 + 1.1147I
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The multiplication matrices by x1 and x2 in the orthogonal basis are re-
spectively equal to:
Mx1 =
⎡⎢⎢⎢⎢⎢⎣
−1.1271 + 0.5514I 0.50211 + 0.4100I 0.1024 − 0.0712I
−0.4788 + 1.0304I −0.6477 − 0.5095I −0.1769 − 0.0549I
−1.5150 − 1.2786I 1.6611 + 0.1639I −0.6651 + 0.2514I
⎤⎥⎥⎥⎥⎥⎦
Mx2 =
⎡⎢⎢⎢⎢⎢⎣
0.0475 − 0.9528I −0.4267 − 0.2658I −0.0999 + 0.0546I
0.2043 − 0.9326I −0.5251 + 0.2362I −0.0451 − 0.0528I
0.8754 + 1.7504I 0.5753 + 0.7663I −0.5222 + 0.3172I
⎤⎥⎥⎥⎥⎥⎦
The frequencies ξ1, ξ2, ξ3 in C2 are respectively equal to:
ξ1 = [−0.8091 − 1.2527I,−0.1258 + 0.4860I]
ξ2 = [−0.8870 + 1.0111I,−0.1398 − 1.2992I]
ξ3 = [−0.7437 + 0.5348I,−0.7341 + 0.4139I]
Their associated weights are:
ω1 = 0.3325 + 0.5946I, ω2 = −0.4439 + 0.4465I, ω3 = 0.7747 − 0.2628I.
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2.4.3 Numerical behavior against perturbation
We apply random perturbations on the moments of the form σα + ε(pα +
i qα) where pα and qα are two random numbers in [−1,1] with a uniform
distribution, and ε = 10−e where e is a fixed positive integer.
To measure the consistency of our algorithm, we compute the maximum
error between the input frequencies ξi and the output frequencies ξ
′
i, and
between the input weights ωi and the output weights ω
′
i:
err = max(err(ξi, ξ
′
i), err(ωi, ω
′
i)) where err(ωi, ω
′
i) = max
1≤i≤r
∣ωi−ω
′
i∣ and err(ξi, ξ
′
i) = max
1≤i≤r
∥ξi − ξ
′
i∥2.
(2.8)
In each computation, we compute the average of the maximum errors result-
ing from 10 tests.
(a) (b)
Figure 2.1: The influence of the amplitude of the frequencies on the maximum error.
In Figures 2.1a and 2.1b, we study the evolution of the error in terms of
the perturbation ε = 10(−e), for a fixed degree d = 10, a number of variables
n = 3, different ranks r = 5,10,20,30 and for two different amplitudes of the
frequencies M = 1 and M = 100.
In Figure 2.1a for M = 1, the lower error is for the lower rank r = 5. Be-
tween ε ≈ 10−12 and ε = 1, the error err increases in terms of the perturbation
as err= exp(t e) for some slope t ≈ 1. The slope t remains approximately
constant but the error increases slightly with the rank r. Before ε = 10−13, it
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(a) (b)
Figure 2.2: The influence of the degree and dimension on the maximum error.
is approximately constant (approximately 10−12 for r = 5). This is due to the
fact, in this range, the perturbation is lower than the numerical precision.
In Figure 2.1b for M = 100, the lower error is also for the lower rank. The
error has almost a constant value when e varies. It is bigger than for M = 1
for small perturbations. For r = 5,10 the error slightly increases between
e = −2 and e = 0, with a similar slope. This figure clearly shows that the
error degrades significantly from M = 1 to M = 100 and that the degradation
increases rapidly with the rank r.
In Figure 2.2a, we fix the number of variables n = 3, the rank r = 20,
M = 100 and we change the degree d which induces a change in the dimensions
of the Hankel matrices. For e ∈ [−19,0], the error decreases when we increase
the degree from d = 8 to d = 10. It is slightly lower when d = 12 than when
d = 10, and error is similar for d = 10 and d = 16. This increase of the precision
with the degree can be related to ratio of number of moments by the number
of values to recover in the decomposition.
In Figure 2.2b, we fix the degree d = 10, the rank r = 15, M = 100 and we
change the number of variables n = 2,3,4,5. The dimension of the matrices
increases polynomially with n. We observe that the error decreases quickly
with n. It shows that the precision improves significantly with the dimension.
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2.4.4 Rescaling
As we have seen in Figures 2.1a and 2.1b, the error increases significantly with
the amplitude M . To remedy this issue, we present a rescaling technique and
its numerical impact. It’s done like this:
• For a chosen non-zero constant λ, we transform the input moments of
the series as follows:
σ(y) ∶= ∑
α∈Nn
σα
yα
α!
Ð→ σ̃(y) ∶= σ(λy) = ∑
α∈Nn
λ∣α∣σα
yα
α!
,
which corresponds to the scaling on the frequencies eξ(λy) = eλξ(y).
• We compute decomposition of σ̃(y) = σ(λy) from the moments σ̃α =
λ∣α∣σα.
• We apply the inverse scaling on the computed frequencies ξ̃i which gives
ξi = ξ̃iλ = (
ξ̃i,1
λ , . . . ,
ξ̃i,n
λ ).
To determine the scaling factor λ, we use λ ∶= 1m where m =
max∣α∣=d∣σα∣
max∣α∣=d−1∣σα∣ .
This is justified as follows: If ∣ωj ∣ ≤ 1, j = 1, . . . , r, then ∣σα∣ = ∣∑rj=1ωjξjα∣ ≃Md
for ∣α∣ = d big and for M is the highest modulus of frequencies. Similarly
∣σα′ ∣ ≃Md−1 for ∣α
′ ∣ = d − 1. Then we have m = max∣α∣=d∣σα∣max∣α∣=d−1∣σα∣ ≈M .
Figure 2.3: The rescaling influence
To study the numerical influence of the rescaling, we compute the maxi-
mum relative error between the input frequencies ξi and the output frequen-
cies ξ̃i, and the maximum error between the input weights ωi and the output
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weights ω̃i, and we take their maximum:
rel.err = max(rel.err(ξi, ξ̃i), err(ωi, ω̃i)) (2.9)
where err(ωi, ω̃i) = max1≤i≤r ∣ωi − ω̃i∣ and rel.err(ξi, ξ̃i) = max1≤i≤r ∥ξi−ξ̃i∥2∥ξi∥2 .
In Figure 2.3, we see the influence of the rescaling on the maximum relative
error. The perturbation on the moments is of the order ε = 10−6. Each
curve for r = 5,10,20,30, has almost a constant evolution with the increasing
values of M between 102 and 1010. The maximum relative error is lower
when M = 100 than when M = 1 which is confirmed with the results shown
in Figures 2.1a and 2.1b. When we increase r the maximum relative error
decreases slightly.
In conclusion, the rescaling has an important influence on the computation
of the maximum relative error when the modulus M of points is quite big.
The scaling of moments by some computed factor λ also enhances the
computation of the numerical rank r and leads to a better decomposition as
explained in Section 2.4.4.
2.4.5 Numerical Rank
To compute the number r of terms in the decomposition of σ, we arrange the
diagonal entries in the decreasing order s1 ≥ s2 ≥ ⋯ ≥ sr > sr+1 ≥ ⋯ ≥ sN2 and
we determine the numerical rank of Hd1,d2σ by fixing the largest integer r such
that sr/s1 ≥ ε.
It is known that the ill-conditioning of the Hankel matrix associated to
Prony’s method is in the origin of a numerical instability with respect to
perturbed measurements
σ̃α+β = σα+β + εα+β ∣α + β∣ ≤ d.
In our algorithm the computation of the numerical rank can be affected by
this instability. We can explain this instability, using a reasoning close to
[Sau17], as follows.
We denote by sj (resp. s̃j) the jth largest singular value of H ∶= Hd1,d2σ
(resp. H̃ ∶= Hd1,d2σ̃ ). The perturbation result for singular values satisfies the
estimate (see [Gol96])
∣sj − s̃j ∣ ≤ s1(ε) = ∥ε∥2.
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Then, as long as the perturbation is small relative to the conditioning of the
problem, that is
∥ε∥2 ≤ 12sr provided that r = rank(H),
then ∥sj − s̃j∥ ≤ 12sr ∀j and therefore s̃r ≥ 12sr and s̃r+1 ≤ 12sr. Hence by
taking ε ≤ 12sr as a threshold level we will be sure that the rank is calculated
correctly.
But the problem may be badly ill-conditioned and then such a level will
not be reasonable. In fact
H = (σα+β)∣α∣≤d1
∣β∣≤d2
= (
r
∑
i=1
ωiξ
α+β
i )∣α∣≤d1
∣β∣≤d2
=
r
∑
i=1
ωivi,d1v
T
i,d2
,
where vi,d1 = (ξ
∣α∣
i )∣α∣≤d1 (resp. vi,d2 = (ξ
∣β∣
i )∣β∣≤d2) is the ith column of the Van-
dermonde matrix Vd1 = (ξαi )1≤i≤r∣α∣≤d1
(resp. Vd2 = (ξ
β
i )1≤i≤r∣β∣≤d2
). Then
H =
r
∑
i=1
ωiVd1eie
T
i V
T
d2
= Vd1 (
r
∑
i=1
ωieie
T
i )V Td2 = Vd1CV
T
d2
where C = diag ((ωi)1≤i≤r) is the diagonal matrix with ωi on the diagonal.
Now, using the fact that
sr(H) = min
∥x∥=1
Hx≠0
∥Hx∥2 = min
∥x∥=1
Hx≠0
∥Vd1CV Td2x∥2,
we remark that if Vd2 (resp. Vd1) is ill-conditioned then ∥Vd2x∥2 (resp. ∥Vd1CV Td2x∥)
may be very small and sr(H) is small as well. This situation can also be pro-
duced if max1≤i≤r ωi is very small. In our numerical experiments, the ωi are
chosen randomly in [0.5,1] and then they don’t seem to cause any numerical
instability.
On the other hand, the ξi vary in such a way that their amplitude can
be large, which can generate very ill-conditioned Vandermonde matrices. In
fact, it is known (see [Pan16]), that for a nonsingular univariate Vandermonde
matrix V = (aji)0≤i,j≤n−1, where (ai)0≤i≤n−1 denotes a vector of n distinct knots,
the condition number of V is exponential in n if max0≤i≤n−1 ∣ai∣ > 1 or in k if
∣ai∣ < 1 for at least k knots ai. Therefore an n×n Vandermonde matrix is badly
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ill-conditioned unless all knots lie in or near the disc D(0,1) = {x ∶ ∣x∣ ≤ 1}
and unless they lie mostly on or near its boundary C(0,1).
In the multivariate case, it appears that the condition number of multi-
variate Vandermonde matrices has the same behavior as in the univariate
case. That is, it is exponential in the highest degree of the entries.
According to the foregoing, when the amplitude M of the frequencies
increases (even for moderate values of M) the numerical rank calculated by
truncating the singular values of H will be different from the exact rank
of H. As shown in the following section, rescaling remedy the problem of
frequencies ξi of high amplitude in order to obtain points with coordinates
close to the unitary circle C(0,1).
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Chapter 3
Tensor Decomposition Problem
In the following, we study the general class of multi symmetric tensor de-
composition problem, which contains these two classes of symmetric and non
symmetric tensors. We show the correlation between the dual of a tensor,
formal power series and then the Hankel matrices associated to them. We use
the singular value decomposition of Hankel matrices to compute the decom-
position of a tensor of low rank. We exploit the properties of Artinian Goren-
stein Algebra to find out some multiplication matrices which help to know
the eigen-structure of points associated to linear forms and their weights. We
slice variables into bunches of sub-variables and we adapt the description of
Artinian Gorenstein Algebra to this case. We adapt the method of decom-
position of Hankel matrices of low rank described in [HKM18] to a decom-
position of multi linear tensors method which is based on the decomposition
16of a formal power series as a weighted sum of exponential described in
[Mou16]. The computation of multiplication matrices depend on the dimen-
sion of tensor, and the number of given moments or coefficients. We describe
the algorithm in 3 dimensional space and we give its numerical implemen-
tation using MAPLE. This description gives an idea about the constraints
and difficulties of the problem in n dimensional space. We show a numerical
example of the decomposition of a tensor of rank 3 with order one in each
bunch of 3 variables in 3 dimensional space.
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3.1 Symmetric and Multi-Symmetric Tensors
In this section, we give the definition of a multi-symmetric tensor as a multi-
homogeneous polynomial with different positive degrees for each collection
of variables. This tensor can also be defined as a multi symmetric array of
coefficients. Given a multi symmetric array of coefficients, we can define a
multi-homogeneous polynomial. We also give the definition of a symmetric
tensor as a particular case of multi-symmetric tensor.
We recall the basic definitions of outer product of vectors and tensor prod-
uct in Euclidean spaces. We show the relationship between the non symmetric
tensor and the k-way array using the so called Segré map.
3.1.1 Symmetric and Multi-Symmetric tensors
In the following we recall the definition of a multi-symmetric tensor as a
multi-homogeneous polynomial. We show that the non symmetric tensor
and the d−th order symmetric tensor are particular cases of multi-symmetric
tensor.
Let K be an algebraically closed field of characteristic 0.
3.1.2 Symmetric Tensor
Definition 3.1.1. Let E be a K vector space, a symmetric tensor of Sd(E)
can be interpreted as a symmetric array of coefficients [T ] = [tα′]∣α′ ∣=d such
that each α
′ = (α′j)0≤j≤n ∈ Nn+1.
For α ∈ Nn with ∣α∣ ≤ d, we denote ᾱ = (d− ∣α∣, α1, . . . , αn). The symmetric
tensor can be written as [T ] = [tᾱ] ∣α∣≤d
α∈Nn
.
Such tensor is identified with the multi-homogeneous polynomial
T (x) = ∑
∣ᾱ∣=d
ᾱ∈Nn+1
tᾱx
ᾱ
where x = (x0, x1, . . . , xn)
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If we let x0 = 1 we get
T (x) = ∑
∣α∣≤d
α∈Nn
tαx
α
where x = (x1, . . . , xn) because of xα = xᾱ when x0 = 1.
We denote by Rd the space obtained by deshomogeneisation of elements
in Sd(E) by setting x0 = 1 where R = K[x] is the space of polynomials in the
variables x = (x1, . . . , xn).
3.1.3 Non symmetric Tensor
A non symmetric tensor is defined when ∣ᾱj ∣ = 1 for j = 1, . . . , k, then by
abuse of notation we obtain ᾱj[ij] = 1 for some 0 ≤ ij ≤ nj and 0 elsewhere.
Let Ej be nj−dimensional K vector spaces for j = 1, . . . , k. Given a basis
ej = {eij ,j}0≤ij≤nj of Ej for j = 1, . . . , k, tensor T in the basis {ei1,1⊗ei2,2⊗ . . .⊗
eik,k ∣ 0 ≤ i1 ≤ n1,0 ≤ i2 ≤ n2, . . . ,0 ≤ ik ≤ nk} is
T = ∑
0≤i1≤n1
0≤i2≤n2
⋮
0≤ik≤nk
ti1,i2,...,ikei1,1 ⊗ ei2,2 ⊗ . . .⊗ eik,k
.
Definition 3.1.2. The vector space of arrays of coefficients in the basis
{ei1,1 ⊗ ei2,2 ⊗ . . . ⊗ eik,k ∣ 0 ≤ i1 ≤ n1,0 ≤ i2 ≤ n2, . . . ,0 ≤ ik ≤ nk} is defined
as the set of elements of the form [A] = [ai1,i2,...,ik]0≤i1≤n1
0≤i2≤n2
⋮
0≤ik≤nk
.
The vector space is denoted by K[n1]×[n2]×...×[nk] where [ni] = {0,1, . . . , ni}
for i = 1, . . . , k.
Using the universal property of the tensor product and because of the
dim(E1 ⊗E2 ⊗ . . .⊗Ek) = dim(K[n1]×[n2]×...×[nk]), there exists an isomorphism
θ between the space of non symmetric tensors and the space of arrays of
coefficients with respect to the basis {ei1,1 ⊗ ei2,2 ⊗ . . . ⊗ eik,k ∣ 0 ≤ i1 ≤ n1,0 ≤
i2 ≤ n2, . . . ,0 ≤ ik ≤ nk}.
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θ is explicitly defined as:
θ ∶ E1 ⊗E2 ⊗ . . .⊗Ek → K[n1]×[n2]×...×[nk]
T = ∑
0≤i1≤n1
0≤i2≤n2
⋮
0≤ik≤nk
ti1,i2,...,ikei1,1 ⊗ ei2,2 ⊗ . . .⊗ eik,k ↦ [ti1,i2,...,ik]0≤i1≤n1
0≤i2≤n2
⋮
0≤ik≤nk
So that the multi symmetric array associated to the non symmetric tensor is
defined as [T ] = [ti1,i2,...,ik]0≤ij≤nj
1≤j≤k
∈ K[n1]×[n2]×...×[nk].
If K = R (resp. K = C) then the array of coefficients is called real-valued
(resp. complex-valued) array of coefficients.
Definition 3.1.3. The outer product of k vectors u1 ∈ E1,u2 ∈ E2, . . . ,uk ∈
Ek, is defined as an array of coefficients [ui1,1ui2,2 . . . uik,k]0≤i1≤n1
0≤i2≤n2
⋮
0≤ik≤nk
in the basis
e1⊗ e2⊗ . . .⊗ ek where each uij ,j is the ithj element of the vector uj ∈ Ej in the
basis ej of Ej. It is denoted by u1 ⊗ u2 ⊗ . . .⊗ uk.
If k = 3, the outer product of u and v and w defines an array [uivjwk] 0≤i≤n
0≤j≤m
0≤k≤l
.
If k = 2, the outer product of u and v defines a matrix [uivj] 0≤i≤n
0≤j≤m
.
To understand the relationship between the non symmetric tensor and the
array of coefficients, we recall the existence of the so called Segré K-linear
map which associates to each k−tuple of vectors an outer product:
φk ∶ E1 ×E2 × . . . ×Ek → K[n1]×[n2]×...×[nk]
(u1,u2, . . . ,uk)↦ u1 ⊗ u2 ⊗ . . .⊗ uk
Such a tensor can be identified with the multi-homogeneous polynomial T (x1,x2, . . . ,xk) =
∑0≤i1≤n1
0≤i2≤n2
⋮
0≤ik≤nk
ti1,i2,...,ikx1,i1x2,i2 . . . xk,ik because of x
ᾱj
j = xj,ij where xj = (xj,0, xj,1, xj,nj)
for some 0 ≤ ij ≤ nj and for all 1 ≤ j ≤ k.
The dual of the tensor is T ∗(y1,y2, . . . ,yk) = ∑0≤i1≤n1
0≤i2≤n2
⋮
0≤ik≤nk
ti1,i2,...,iky1,i1y2,i2 . . . yk,ik
because of y
ᾱj
j = yj,ij for some 0 ≤ ij ≤ nj and for all 1 ≤ j ≤ k.
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Flattening a Tensor
In this section, we describe the flattening space of tensor product of k vector
spaces E1,E2, . . . ,Ek and we show that the d−minors of a tensor T are equal
to the d−minors of its image T ′ in the flattening space using a linear map.
Definition 3.1.4. The flattening space of E1 ⊗E2 ⊗ . . .⊗Ek is defined after
partitioning the set {1, . . . , k} onto two sets of indices J1 = {p1, . . . , ps} and
J2 = {q1, . . . , qk−s} and then associating to each one of them the tensor product
EJ1 = Ep1 ⊗ . . . ⊗ Eps and EJ2 = Eq1 ⊗ . . . ⊗ Eqk−s and finally computing the
tensor product space of EJ1 and EJ2 which is denoted by EJ1 ⊗EJ2 and equal
to (Ep1 ⊗ . . .⊗Eps)⊗ (Eq1 ⊗ . . .⊗Eqk−s).
Definition 3.1.5. The linear map which associates to a tensor, its corre-
sponding flattening tensor according to the partition J1, J2 of {1, . . . , k} is
defined as follows:
fJ1,J2 ∶ E1 ⊗E2 ⊗ . . .⊗Ek → EJ1 ⊗EJ2
T ↦ fJ1,J2(T ) = T ′
If
[T ] = [ti1,i2,...,ik]0≤ij≤nj
1≤j≤k
∈ K[n1]×[n2]×...×[nk]
then
[T ′] = [t′i1,i2,...,is,j1,j2,...,jk−s] 0≤il≤pl
1≤l≤s
0≤jh≤qh
1≤h≤k−s
= [ti1,i2,...,is]0≤il≤pl
1≤l≤s
⊗ [tj1,j2,...,jk−s] 0≤jh≤qh
1≤h≤k−s
= [ti1,i2,...,istj1,j2,...,jk−s] 0≤il≤pl
1≤l≤s
0≤jh≤qh
1≤h≤k−s
.
For d ∈ N∗, if [T ] is the array of coefficients associated to the tensor T
and [AJ1,J2] is the array of coefficients associated to the tensor T ′ then the
d-minors of [AJ1,J2] are the d-minors of [T ].
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Tensor operations
In this subsection, we recall some basic operations on non symmetric tensors
such as how to convert a tensor to a vector and vice versa. We define also
the non symmetric tensor decomposition problem. Let T ∈ K[n1]×[n2]...×[nk] to
be a non symmetric tensor.
Definition 3.1.6. The mode m-fiber of T can be obtained by fixing all ele-
ments but one index im then the corresponding fiber is denoted by ti1,i2,...,im−1,∶,im+1,...,ik
We denote by I ∶= [n1], J ∶= [n2] and K ∶= [n3] the three sets of indices
used to represent the non symmetric tensor of order 3.
Example 3.1.7. The 3 mode m-fibers of non symmetric tensor of dimension
3 T ∈ KI×J×K are t∶,j,k, ti,∶,k and ti,j,∶. They are respectively the collections of
fibers parallel to the Ox, Oy and Oz.
Definition 3.1.8. The slices of T can be obtained by fixing all elements but
two indices it and is then the corresponding slice is denoted by ti1,i2,...,it−1,∶,it+1,...,,is−1,∶,is+1,...,ik
Example 3.1.9. The 3 slices of non symmetric tensor T ∈ KI×J×K are ti,∶,∶,
t∶,j,∶ and t∶,∶,k. They are respectively the collections of slices parallel to the yOz,
xOz and xOy.
To convert a tensor into a matrix, we introduce the mode m−flattening
concept as follows:
Definition 3.1.10. The mode m−flattening of a tensor T is obtained by con-
catenating the mode m−fibers into a matrix denoted by T[m] ∶= [ti1,i2,...,im−1,∶,im+1,...,ik]ij∈[nj]
j∈[k]
j≠m
.
It is flattening with the two tensor space products EJ1 and EJ2 associated to
the sets of indices J1 = {i1, . . . , im−1} and J2 = {im+1, . . . , ik}.
Definition 3.1.11. The m−rank tensor is the rank of mode m−flattening of
a tensor for m = 1, . . . , k.
The different m−ranks of a tensor are not necessarily the same.
Example 3.1.12. The mode 1−flattening of a non symmetric tensor T is
obtained by concatenating the mode 1−fibers into a matrix which is denoted
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by T[1] ∶= [t∶,j,k] j∈J
k∈K
∈ KI×J.K. Similarly the mode 2−flattening and mode
3−flattening are respectively T[2] ∶= [ti,∶,k] i∈I
k∈K
∈ KJ×I.K and T[3] ∶= [ti,j,∶] i∈I
j∈J
∈
KK×I.J .
Definition 3.1.13. The mode m−product of a tensor [T ] ∈ K[n1]×[n2]×...×[nk]
and a matrix A ∈ KP×nm denoted by [T ] ×m A is the k−th order tensor [V ]
of size [n1] × [n2] × . . . [nm−1] ×P × [nm+1] × . . . [nk]. The element of the new
tensor is [T ×m A]i1,i2,...im−1,j,im+1,...ik = ∑im∈[nm] ti1,i2,...im−1,im,im+1,...ikaj,im.
By mode m−flattening we can get [V ] = [T ] ×m A ⇐⇒ [V ][m] = [T ][m]A.
The mode m−product satisfies these two properties:
Proposition 3.1.14. Given the tensor [T ] ∈ K[n1]×[n2]×...×[nk] and the matrices
A ∈ R[pm]×[nm] and B ∈ R[pm′]×[nm′] so that [T ] ×m′ A ×m B = [T ] ×m B ×m′ A.
Proposition 3.1.15. Given the tensor [T ] ∈ K[n1]×[n2]×...×[nk] and the matrices
A ∈ R[pm]×[nm] and B ∈ R[qm]×[pm] so that [T ] ×m A ×m B = [T ] ×m (BA).
For the proofs see [DL97].
We deduce that:
Proposition 3.1.16. If A and B are two tensors and X ∈ RI×r, Y ∈ RJ×r and
Z ∈ RK×r3 we have A = B×1X×2Y ×3Z if and only if ai,j,k = ∑r1,r2,r3 xi,r1yj,r2zk,r3br1,r2,r3.
To convert a matrix into a vector, we introduce the vectorization concept
as follows:
Definition 3.1.17. The vectorization of a matrix M = [l1, l2, . . . , ln] ∈ Km×n
where each lj is a column of M is obtained by concatenating the columns into
a vector denoted by vec(M) ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
l1
l2
. . .
ln
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The vectorization of a tensor T is the vectorization of its mode 1-flattening
denoted by vec(T ).
Now, we show how to convert a vector into a matrix or a vector into a
tensor as follows:
55
Definition 3.1.18. Given a vector v ∈ KI.I, the matrix associated to v de-
noted by unvec(v) ∈ KI×I is obtained by dividing v into I vectors such that
each one of them is of dimension I and then we concatenate them as the
columns of resulting matrix.
Definition 3.1.19. Given a vector v ∈ KI.I.I, the tensor associated to v de-
noted by ten(v) ∈ KI×I×I is obtained by dividing v into I vectors such that
each one of them is of dimension I.I and then unvectorize each vector v into
a matrix unvec(v) ∈ KI.I. Each matrix is a frontal slice of resulting tensor
such that
ten(v)[∶, ∶, i] ∶= unvec(vi)
for i = 1, . . . , I.
Example 3.1.20. For a vector v ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
v1
v2
v3
v4
v5
v6
v7
v8
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ K8, the w1 ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
v1
v2
v3
v4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and the
w2 ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
v5
v6
v7
v8
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and the ten(v)[∶, ∶,1] ∶= unvec(w1) = [
v1 v3
v2 v4
] and ten(v)[∶, ∶,2] ∶=
unvec(w2) = [
v5 v7
v6 v8
]
Now we recall the Khatri-Rio product of two matrices and two vectors
Definition 3.1.21. Let A = [a1, a2, . . . , ak] ∈ KI×K and B = [b1, b2, . . . , bk] ∈
KJ×K be two matrices. The Khatri-Rio product denoted by A⊙B is the matrix
∈ KI.J×K obtained by the outer product of each column of A by each column
of B such that:
A⊙B = [vec(a1 ⊗ b1), vec(a2 ⊗ b2), . . . , vec(ak ⊗ bk)]
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If a and b are vectors then the Khatri-Rio product is the same of the outer
product.
Example 3.1.22. If A = [a1,1 a1,2
a2,1 a2,2
] = [1 1
1 0
] ∈ K2×2 and B =
⎡⎢⎢⎢⎢⎢⎣
b1,1 b1,2
b2,1 b2,2
b3,1 b3,2
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
1 2
1 2
0 1
⎤⎥⎥⎥⎥⎥⎦
K3×2 then the Khatri-Rio product is defined by:
A⊙B = [vec(a1 ⊗ b1), vec(a2 ⊗ b2)]
where a1 ⊗ b1 = [
a1,1b1,1 a1,1b2,1 a1,1b3,1
a2,1b1,1 a2,1b2,1 a2,1b3,1
] = [1 1 0
2 2 1
] and a2 ⊗ b2 = [
1 1 0
0 0 0
]
Definition 3.1.23. The Frobenius norm of a tensor [T ] ∈ K[n1]×[n2]×...×[nk]
is the square root of the sum of the squares of all its elements such that:
∣∣T ∣∣2F = ∑i1∈[n1]
i2∈[n2]
⋮
in∈[nk]
t2i1,i2,...,ik.
3.1.4 Multi-Symmetric Tensor
Definition 3.1.24. Let (Ej)1≤j≤k be a family of nj + 1 dimensional vector
spaces over the field K for j = 1, . . . , k. Each one of them is of basis xj such
that Ej = ⟨xj⟩ = ⟨xj,0, . . . , xj,nj⟩.
Definition 3.1.25. Sδj(Ej) is the vector space of homogeneous polynomials
in the variables xj of degree δj.
Definition 3.1.26. Sδ1(E1) ⊗ Sδ2(E2) ⊗ . . . ⊗ Sδk(Ek) is the vector space of
multi-homogeneous polynomials of degree δj in each subset of variables xj for
j = 1, . . . , k. An element T of this vector space is called a multi symmetric
tensor. The vector space is denoted hereafter as Sδ(E).
Definition 3.1.27. A multi symmetric tensor
T (x1,x2, . . . ,xk) = ∑
∣α′j ∣=δj
α
′
j∈N
nj+1
tα′1,α
′
2,...,α
′
k
(x1)α
′
1(x2)α
′
2 . . . (xk)α
′
k
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of Sδ1(E1)⊗ Sδ2(E2)⊗ . . .⊗ Sδk(Ek) can be interpreted as a multi symmetric
array [T ] of coefficients [tα′1,α′2,...,α′k] ∣α′j ∣=δj
α
′
j∈N
nj+1
such that each α
′
j = (α
′
j,pj
)0≤pj≤nj is
a multi-index for 1 ≤ j ≤ k.
For αj ∈ Nnj with ∣αj ∣ ≤ δj, we denote ᾱj = (δj − ∣αj ∣, αj,1, . . . , αj,nj) for
j = 1, . . . , k. The multi symmetric array of coefficients associated to this
multi-index is defined as [T ] = [tᾱ1,ᾱ1,...,ᾱk] ∣αj ∣≤δj
αj∈Nnj
.
If we let xj,0 = 1 for j = 1, . . . , k we get
T (x1,x2, . . . ,xk) = ∑
∣αj ∣≤δj
αj∈Nnj
tα1,α2,...,αkx
α1
1 x
α2
2 . . .x
αk
k
where xj = (xj,1, . . . , xj,nj) for j = 1, . . . , k because of x
αj
j = x
ᾱj
j when xj,0 = 1
for j = 1, . . . , k.
We denote Rδ1,δ2,...,δk the space obtained by deshomogeneisation of elements
in Sδ(E) by setting xj,0 = 1 for j = 1, . . . , k where R = K[x1,x2, . . . ,xk] is the
space of polynomials in the variables xj = (xj,1, . . . , xj,nj) for j = 1, . . . , k.
3.2 Rank One Tensors from a Geometric Point of View
The real projective space denoted by P(Rn) is the space of lines in Rn+1 pass-
ing through the origin. It is defined as P(Rn) ≃ (Rn+1 − {0})/ ∼ where the
equivalence relation satisfies the property: ∀u,v ∈ Rn+1, u = (u0, u1, . . . , un) ∼
v = (v0, v1, . . . , vn) if and only if ∃λ ≠ 0 such that (u0, u1, . . . , un) = λ(v0, v1, . . . , vn).
u is named the projective class of the vector u which is one dimensional ten-
sor.
The projective space of a n + 1 dimensional vector space E ∶= Kn+1 over
the field K is denoted by Pn.
Let Pn1,Pn2, . . . ,Pnk be respectively the associated projective spaces to
E1,E2, . . . ,Ek which are n1 + 1, n2 + 1, . . . , nk + 1 dimensional vector spaces
over K.
In this section, we describe the set of rank one tensors so called indecom-
posable tensors which form projective varieties such as Segré and Veronese
varieties.
58
3.2.1 Segré variety
We first define the geometric object which describes the projective variety of
non symmetric tensors of rank one named Segré variety.
Definition 3.2.1. The Segré variety of k factors is the image of the following
map:
φk ∶ Pn1 × Pn2 × . . . × Pnk → P(E1 ⊗E2 ⊗ . . .⊗Ek)
(u1,u2, . . . ,uk)↦ u1 ⊗ u2 ⊗ . . .⊗ uk
It is denoted by Ξ(E1⊗E2⊗ . . .⊗Ek). As φk is well defined and u1⊗u2⊗
. . . ⊗ uk is a tensor of rank one 3.4.2, then the Segré variety describes the
projective classes of tensors of rank one.
Definition 3.2.2. The array of coefficients [H] ∶= [hi1,i2,...,ik]0≤i1≤n1
0≤i2≤n2
⋮
0≤ik≤nk
is said to
be generic array of indeterminates if its entries are independent variables of
K[h1,h2, . . . ,hk].
Definition 3.2.3. A d−minor of a matrix A is the determinant of some
smaller square matrix ∈ Kd×d, cut down from A by removing one or more of
its rows or columns. A d−minor of a tensor T is a d−minor of its mode−1
flattening of it.
In the following theorem, we describes how to compute the set of equations
of the Segré variety:
Theorem 3.2.4. [H0̀2]
If [H] is a generic array of coefficients in K[h1,h2, . . . ,hk] and Id(H)
is the ideal generated by the d−minors of H then I2(H) is a prime ideal,
therefore:
I(Ξ(E1 ⊗E2 ⊗ . . .⊗Ek)) = I2([H]).
3.2.2 Veronese variety
We define the geometric object which describes the projective variety of
d−order symmetric tensors of rank one named Veronese variety.
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Definition 3.2.5. The Veronese variety is the image of the following map:
vd ∶ Pn → P(Sd(E))
u↦ u⊗d
It is denoted by Ξ(Sd(E)). As vd is well defined and u⊗d is a d−order sym-
metric tensor of rank one, then the Veronese variety describes the projective
class of d−order symmetric tensors of rank one.
As Sd(E) is isomorphic to P(n+dd )−1, so the Veronese variety can be seen as
the d-embedding of Pn into P(
n+d
d
)−1.
In the following theorem, we describe how to compute the set of equations
of the Veronese variety:
Theorem 3.2.6. Let [H] ∶= [hi1,...,id]0≤ij≤n
1≤j≤d
is a generic symmetric array of
indeterminates in K[h], then the variety defined by symmetric tensors of
rank one is the ideal generated by 2−minors of H, I2([H]):
I(Ξ(Sd(E))) = I2([H])
In [Puc98], the autor proved that the I(Ξ(Sd(E))) is generated by the
2−minors of catalecticant matrix called also Hankel matrix.
3.2.3 Segré-Veronese variety
We denote by Sδ1(E1) ⊗ Sδ2(E2) ⊗ . . . ⊗ Sδk(Ek) the vector space of multi-
symmetric tensors. We define the geometric object which describes the pro-
jective variety of the partial symmetric tensors of rank one named Segré-
Veronese variety.
Definition 3.2.7. The Segré-Veronese variety is the image of composition of
two maps. The first one is the product of k Veronese maps defined as follows:
vδ1 × vδ2 × . . . × vδk ∶ Pn1 × Pn2 × . . . × Pnk → P(Sδ1(E1)) × P(Sδ1(E2)) × . . . × P(Sδ1(Ek))
(u1,u2, . . . ,uk)↦ (u⊗δ11 ,u
⊗δ2
2 , . . . ,u
⊗δk
k )
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Each Sδj(Ej) is isomorphic to P
(nj+δj
δj
)−1
, so that each Veronese variety is the
δj-embedding of Pnj into P
(nj+δj
δj
)−1
for j = 1, . . . , k. The second one is the Segré
map of k−factors defined as follows:
s ∶ P(Sδ1(E1)) × P(Sδ1(E2)) × . . . × P(Sδ1(Ek))→ P(Sδ1(E1)⊗ Sδ1(E2)⊗ . . . × Sδ1(Ek))
(v1,v2, . . . ,vk)↦ v1 ⊗ v2 ⊗ . . .⊗ vk
As P(⊗kj=1Sδj(Ej)) is isomorphic to P
(∏kj=1 (
nj+δj
δj
))−1
then s can be defined from
∏kj=1 P
(nj+δj
δj
)−1
to P(∏
k
j=1 (
nj+δj
δj
))−1
.
Therefore the Segré-Veronese variety is the Segré embedding variety of the
product of k Veronese varieties.
Notice that, if δj = 1 for all j = 1, . . . , k, the Segré-Veronese variety is
nothing else than the Segré variety and the mutli-symmetric tensor can be
seen as a non symmetric tensor.
If k = 1, the Segré-Veronese variety is nothing else than the Veronese
variety and the mutli-symmetric tensor can be seen simply as a symmetric
tensor.
In the following theorem, we describes how to compute the set of equations
of the Segré-Veronese variety:
Theorem 3.2.8. Let [X] is a generic symmetric array of indeterminates in
K[x1,x2, . . . ,xn] where each xj = [xij ,j]0≤ij≤nj for j = 1, . . . , k, then the variety
defined by partial symmetric tensors of rank one is the ideal generated by
2−minors of X such that:
I(Ξ(Sδ1(E1)⊗ Sδ1(E2)⊗ . . . × Sδ1(Ek))) = I2([X])
Proof. See [Ber08].
An element of the Segré-Veronese variety can be seen as a multi-homogeneous
polynomial which is equal to a product of power of linear forms.
3.2.4 Rank and Border Rank
We recall that the minimal number of terms in the decomposition of T (x) is
called the rank of T . We define also the border rank of a tensor using the
secant variety.
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Definition 3.2.9. Let X be a projective variety and define X0r to be the union
of r projective classes of points such that X0r ∶= ⋃
P 1,P 2,...,P r∈X
⟨P 1, P 2, . . . , P r⟩.
The r-th secant variety Xr of X is the Zariski closure of X0r .
Observe that if P ∈ Xr is a generic element so P ∈ X0r therefore P =
∑ri=1 liQi where Qi ∈X and li ∈ K.
If X = Ξ(Sδ1(E1) ⊗ Sδ1(E2) ⊗ . . . × Sδ1(Ek) is a Segré-Veronese variety
therefore a generic element of Xr = Ξr(Sδ1(E1) ⊗ Sδ1(E2) ⊗ . . . × Sδ1(Ek)) is
the projective class T of a partial symmetric tensor T that can be written as
linear combination of linearly independent elements of Segré-Veronese variety
which are partial symmetric tensors of rank one.
Definition 3.2.10. The minimal integer r such that a projective class of a
tensor T ∈ P(Sδ1(E1)⊗Sδ1(E2)⊗. . .×Sδ1(Ek)) is in the secant Segré-Veronese
variety is the border rank of T .
If T ∈Xr/X0r then the rank of T is strictly bigger than r.
In other terms, the border rank of T is the minimal number of equations
in the secant variety.
3.3 Symmetric and Non Symmetric Tensor Decompo-
sition problem in the literature
Given a general k−order tensor T of rank r, the goal is to decompose it into
a sum of r tensors of rank one which is called parallel factors decomposition
of T . We replace the decomposition problem by the minimization of the
following cost function
minimize
T̃
∣∣T − T̃ ∣∣2F (3.1)
such that
T̃ =
r
∑
i=1
ui,1 ⊗ ui,2 ⊗ . . .⊗ ui,k
The tensorial decomposition is the generalization of the diagonalisation of a
matrix by equivalence transformation (non symmetric case) or by congruence
transformation (symmetric case). The rank of a tensor can be larger than
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the minimal of the dimensions of vector spaces. The uniqueness on tensor
rank bounds comparing to dimensions of vector spaces are more detailed in
[Ste10] and [Ste11]. The decomposition is stable by permutation of rank one
tensors and scaling of them.
3.3.1 Power Method
Matrix case
In this section we show how to deduce eigenvalues and eigenvectors of a
symmetric matrix using the Rayleigh quotient algorithm. We introduce the
power iteration, the inverse iteration and the Rayleigh quotient iteration in
order to compute the eigendecomposition of a rank r symmetric matrix. We
first introduce the notion of a Rayleigh quotient and we describe intuitively
why it can be used to compute the eigendecomposition of a symmetric matrix.
Eigenvalues and eigenvectors of a decomposable Matrix
In this section, we recall some basic definitions and properties of eigenvalues
and eigenvectors of a decomposable matrix of rank r.
Definition 3.3.1. The eigendecomposition of symmetric matrix M of rank
r is defined as follows:
M = V ΩV T.
where V = [v1 ∣ v2, ∣ . . . ∣ vr] is the matrix with orthonormal vectors as columns
and ω = diag(ω1, ω2, . . . , ωr) is the diagonal matrix with non-zero eigenvalues.
In other words, the decomposition can be expressed as follows:
M =
r
∑
i=1
ωiviv
T
i . (3.2)
For a symmetric matrix M , the orthogonal decomposition is guaranteed.
Definition 3.3.2. Let M be a matrix, the vector-valued map associated to it
is
u↦Mu =
n
∑
i=1
n
∑
j=1
mi,j(ueTj)uei.
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Definition 3.3.3. We say that a vector u ∈ Rn with ∣∣u∣∣ = 1 is an eigenvector
of M associated to an eigenvalue ω ∈ R if Mu = ωu.
Proposition 3.3.4. Each vector vi of the rank r orthogonal decomposable
matrix (3.2)is an eigenvector of M associated to the eigenvalue ωi of M .
The linear combination of two eigenvectors v1 and v2 associated to a mul-
tiple eigenvalue ω1 = ω2 = ω of M is an eigenvector of M . With the multiple
eigenvalue ω, any linear combination of v1 and v2 is fixed under M . However,
in this case, the decomposition is not unique.
Nevertheless, the decomposition is unique when the weights ω1, ω2, . . . , ωr
are distinct, whereupon the v1, v2, . . . , vr are the only directions fixed under
u↦Mu up to non-trivial scaling.
Rayleigh Quotient
Definition 3.3.5. The Rayleigh quotient of a vector u ∈ Rn is the scalar
defined as follows:
r(u) ∶= u
TMu
∣∣u∣∣2 .
Notice that if u is an eigenvector of M so that r(u) is the corresponding
eigenvalue.
The optimization problem which leads to compute the scalar α which ”acts
most like an eigenvalue” for a fixed vector u ∈ Rn is then:
minimize
α
∣∣Mu − αu∣∣2. (3.3)
To make these ideas quantitative, it is fruitful to see u ∈ Rn as a variable
and u↦ r(u) as a function from Rn to R.
The gradient of r(u) with respect to u denoted by ∇(r(u)) is equal to:
∇(r(u)) = 2∣∣u∣∣2(Mu − r(u)u).
From this formula, we deduce that if u is an eigenvector of M then ∇(r(u)) =
0. Conversely, if ∇(r(u)) = 0 with u ≠ 0, then u is an eigenvector and
r(u) is the corresponding eigenvalue. So that the eigenvectors of M are the
stationary points of r(u). Since r(u) is a continuous function on the unit
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sphere so that the normalized eigenvectors of M are the stationary points
of r(u). In addition, if the eigenvalues are all simple then the normalized
eigenvectors are isolated points.
If qi is an eigenvector of M , then we deduce by smoothness of the function
r(u) that the Rayleigh quotient is a quadratically estimate of eigenvalue of
M such that:
r(u) − r(qi) = O(∣∣u − qi∣∣2) if u→ qi. (3.4)
Power Iteration
This power iteration algorithm leads to a sequence vi of eigenvectors which
converges to the eigenvector corresponding to the largest eigenvalue of M . If
we write v0 as a linear combination of qi such that
v0 =
r
∑
i=1
aiqi
Since, vk is a multiple of Mkv0 we obtain:
vk = ckMkv0 = ck
r
∑
i=1
aiω
k
i qi = ckωk1(a1q1 +
r
∑
i=2
ai(
ωi
ω1
)
k
qi). (3.5)
So that, we obtain the following theorem:
Theorem 3.3.6. Suppose ∣ ω1 ∣>∣ ω2 ∣≥ . . . ≥∣ ωr ∣≥ 0 and qT1v0 ≠ 0, then the
iterates of the Algorithm 2 satisfy
∣∣vk − (±q1)∣∣ = O(∣
ω2
ω1
∣
k
),
∣∣ωk − (±ω1)∣∣ = O(∣
ω2
ω1
∣
2k
).
Proof. The first equation follows from (3.5), since a1 = qT1v0 ≠ 0 by assumption.
The second follows from this and (3.4). If ω1 > 0, then the ± signs are all +
or all −, whereas if ω1 < 0, they alternate.
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The power iteration helps us to compute only the eigenvector correspond-
ing to the largest eigenvalue. If the two largest eigenvalue are close in mag-
nitude the convergence will be very slow.
Algorithme 2 : Power iteration
Some vector v0 ∈ Rn with ∣∣v0∣∣ = 1;
for k=1,2,. . . do
b =Mvk−1;
vk = b∣∣b∣∣ ;
ωk = vTkMvk
Inverse Iteration
The idea is to overcome the problem of two closed eigenvalues in magnitude
which leads to a slow convergence. This process leads to a sequence of vi
which converge to the eigenvector corresponding to µ where µ is chosen to
be closed to an eigenvalue of M .
Theorem 3.3.7. For µ ∈ R is not an eigenvalue of M , the eigenvectors of
(M−µI)−1 are the same of M and the corresponding eigenvalues are (ωi−µ)−1
where ωi are the eigenvalues of M .
Suppose that µ is close to an eigenvalue ωi0 of A. So (ωi0 − µ)−1 may be
much larger than (ωi − µ)−1 for all i ≠ i0. If we apply the power iteration
to (M − µI)−1, the process will converge rapidly to the largest eigenvalue
(ωi0 − µ)−1.
So that, we obtain the following theorem:
Theorem 3.3.8. Suppose that ωi0, ωj0 is the first two closest eigenvalue to µ
and vTi0v0 ≠ 0, then the iterates of the Algorithm 3 satisfy
∣∣vk − (±vi0)∣∣ = O(∣
µ − ωi0
µ − ωj0
∣
k
),
∣∣ωk − (±ωi0)∣∣ = O(∣
µ − ωi0
µ − ωj0
∣
2k
).
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The inverse iteration helps us to compute the eigenvectors if the eigenval-
ues are already known. The convergence of the iteration method is linear.
Algorithme 3 : Inverse iteration
Some vector v0 ∈ Rn with ∣∣v0∣∣ = 1;
for k=1,2,. . . do
b = (M − µI)−1vk−1;
vk = b∣∣b∣∣ ;
ωk = vTkMvk
Rayleigh quotient iteration
The idea is to improve the eigenvalue estimation at each step of inverse iter-
ation in order to accelerate the convergence.
So that, we obtain the following theorem,
Theorem 3.3.9. If ωi0 is an eigenvalue of M and v0 is sufficiently closed
to the eigenvector corresponding to ωi0, then the iterates of the Algorithm 4
satisfy
∣∣vk+1 − (±vi0)∣∣ = O(∣∣vk − vi0 ∣∣3),
∣∣ωk+1 − (±ωi0)∣∣ = O(∣ωk − ωi0 ∣3).
The Rayleigh quotient converges cubically to an eigenvalue-eigenvector
pair for all except a set of measure zero of starting vector.
Algorithme 4 : Rayleigh quotient iteration
Some vector v0 ∈ Rn with ∣∣v0∣∣ = 1;
ω0 = vT0Mv0;
for k=1,2,. . . do
b = (M − ωk−1I)−1vk−1;
vk = b∣∣b∣∣ ;
ωk = vTkMvk
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Tensor Case
Eigenvalues and eigenvectors of a decomposable Tensor
In this section, we recall some basic definitions and properties of eigenvalues
and eigenvectors of a decomposable tensor of rank r.
Definition 3.3.10. Let T = [ti,j,k]0≤i≤n
0≤j≤n
0≤k≤n
be a symmetric tensor of dimension
3, the vector-valued map associated to this tensor T is
u↦ T (I, u, u) =
n
∑
i=1
n
∑
j=1
n
∑
k=1
ti,j,k(eTju)(eTku)ei.
where I is n × n identity matrix.
This is not a linear map.
Definition 3.3.11. We say that a vector u ∈ Rn with ∣∣u∣∣ = 1 is an eigenvector
of T associated to an eigenvalue ω ∈ R if T (I, u, u) = ωu.
To simplify the discussion, we assume throughout that eigenvectors have
unit norm; otherwise, for scaling reasons, we replace the above equation with
T (I, u, u) = ω∣∣u∣∣u. This concept was originally introduced by Lim [Lim05]
and [Qi05].
Proposition 3.3.12. For a symmetric tensor T of dimension 3
T =
r
∑
i=1
ωivi ⊗ vi ⊗ vi,
the eigenvector of T verified the following expression:
T (I, u, u) =
r
∑
i=1
ωi(uTvi)2vi.
Each orthogonal vector vi of the decomposition is an eigenvector associated
to the eigenvalue ωi.
Notice that, the orthogonal decomposition is not guaranteed for a sym-
metric tensor.
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First, the linear combination of two eigenvectors associated to a multiple
eigenvalue of T may not be an eigenvector of T . Second, the eigenvectors
associated to simple eigenvalues are not the only eigenvectors of T . For
example, set u ∶= ( 1ω1)v1 + (
1
ω2
)v2 then
T (I, u, u) = ω1(
1
ω1
)2v1 + ω2(
1
ω2
)2v2 = u.
so u∣∣u∣∣ is an eigenvector.
Rayleigh quotient
Definition 3.3.13. The generalized Rayleigh quotient of a vector u ∈ Rn
associated to a third order tensor is
r(u) ∶= T (I, u, u)(uTu)1.5 .
The following theorem ([NW99]) shows that a non-zero vector u ∈ Rn is
an isolated local maximizer of the generalized Rayleigh quotient if and only
if it is equal to some vector vi of the decomposition.
Theorem 3.3.14. Let T be a symmetric tensor of rank r decomposed as:
T (u,u, u) =
r
∑
i=1
ωi(vTi u)3.
Consider the optimization problem
maximize
u∈Rn,∣∣u∣∣≤1
T (u,u, u) = maximize
u∈Rn,∣∣u∣∣≤1 (3.6)
Then,
• The stationary points are the eigenvectors of T .
• A stationary point u is an isolated local maximizer if and only if u is
equal to a vector vi of the orthogonal decomposition.
For the proof, see Appendix A.2 in [AGH+15].
In the following, we set up the condition which guarantee the uniqueness
of orthogonal decomposition of rank r third order tensor.
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Definition 3.3.15. We say that a unit vector u ∈ Rn is a robust eigenvector
of T if for all points in the ball Bu,ξ of center u and of radius ε, repeated
iteration of the map
θ ↦ T (I, θ, θ)∣∣T (I, θ, θ)∣∣ (3.7)
starting from some fixed θ0 ∈ Bu,ξ converges to u.
The following theorem implies that the set of robust eigenvectors of T are
the orthogonal vectors of the decomposition. In this case, the decomposition
is unique.
Theorem 3.3.16 ([AGH+15]). Let T be a symmetric decomposable tensor of
rank r, then we have the following
• The set of θ ∈ Rn which do not converge to some vi under some repeated
iteration (3.7) of has measure 0.
• The set of robust eigenvectors of T is equal to {v1, v2, . . . , vr}.
Robust Tensor power Method
Algorithme 5 : Robust tensor power iteration
Multi-linear tensor T ∈ Rr×r×r, number of iterations L, N;
for t=1,. . . ,L do
u
(t)
0 ∈ Rr/∣∣u
(t)
0 ∣∣ = 1
for k=1,. . . ,N do
b = T (I,u
(t)
k−1,u
(t)
k−1)
∣∣T (I,u(t)k−1,u
(t)
k−1)∣∣
;
Let t∗ ∶= argmax1≤t≤LT (u(t)N , u
(t)
N , u
(t)
N )
Do N power iteration updates starting from u
(t∗)
N to obtain û and set
ω̂ ∶= T (û, û, û)
So that, we obtain the following theorem,
Theorem 3.3.17. Let T is a symmetric decomposable tensor. For a vector
u0 ∈ Rn, we suppose that the set of numbers {∣ωivTi u0∣,1 ≤ i ≤ r} has a unique
largest element. Without loss of generality, we say that ∣ω1vT1 u0∣ and ∣ω2vT2 u0∣
are the two largest values.
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For k = 1,2, . . ., let
uk ∶=
T (I, uk−1, uk−1)
∣∣T (I, uk−1, uk−1)∣∣
∣∣uk − v1∣∣2 ≤ (2ω21
r
∑
i=2
ω−2i )∣
ω2vT2u0
ω1vT1u0
∣
2k+1
.
The repeated iteration of (3.7) starting from u0 converges quadratically
to v1.
3.3.2 ALS algorithm
We compute the decomposition of non symmetric tensors of rank r. We
replace the decomposition problem by the following minimization problem.
The optimization problem is the following:
minimize
T̃
∣∣T − T̃ ∣∣2F (3.8)
where
T̃ =
r
∑
i=1
ai ⊗ bi ⊗ ci (3.9)
Using the Khatri-Product and the mode n flattening, we obtain T̃[1] = A(C⊙
B)T, T̃[2] = B(C ⊙ A)T and T̃[3] = C(B ⊙ A)T where the so called factor
matrices: A = [ai]1≤i≤r ∈ KI×r,B = [bi]1≤i≤r ∈ KJ×r and C = [ci]1≤i≤r ∈ KK×r
represent respectively the x′s, y′s and z′s coordinates of T̃ .
For example, if r = 2, T̃[1] = [a1 ⊗ b1 ⊗ c1][1] + [a2 ⊗ b2 ⊗ c2][2] = [a1[∶
].b1[j].c1[k]] j∈J
k∈K
+[a2[∶].b2[j].c2[k]] j∈J
k∈K
= a1[∶][b1[j].c1[k]] j∈J
k∈K
+a2[∶][b2[j].c2[k]] j∈J
k∈K
=
A(C ⊙B)T ∈ KI×J.K and similarly for T̃[2].
Using 3 modes of flattening for Problem (3.8) for both T and T̃ we obtain
these three expressions
minimize
A,B,C
∣∣T[1] −A(C ⊙B)T∣∣2F , (3.10)
minimize
A,B,C
∣∣T[2] −B(C ⊙A)T∣∣2F ,
minimize
A,B,C
∣∣T[3] −C(B ⊙A)T∣∣2F
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Fixing all factor matrices but one each time, the problem reduces to three
linear least square problems:
Ak+1 = argmin
Â∈KI×r
∣∣T[1] − Â(Ck ⊙Bk)T∣∣2F , (3.11)
Bk+1 = argmin
B̂∈KJ×r
∣∣T[2] − B̂(Ck ⊙Ak+1)T∣∣2F ,
Ck+1 = argmin
Ĉ∈KK×r
∣∣T[3] − Ĉ(Bk+1 ⊙Ak+1)T∣∣2F
We start by initial values of factor matrices A0,B0 and C0. The ALS approach
fixes C and B to solve A, then fixes C and A to obtain B, and then fixes B
and A to obtain C until a convergence criteration is satisfied.
The linear indepedency of rank one tensors in (3.9) is sufficient to guaran-
tee the uniqueness of decomposition in the tensor case under some conditions
explained in section 1 of [DLDMV04]. This linear dependency has physi-
cal meaning in the higher order tensors decomposition. In the matrix case
which consists of decomposing a matrix M into a sum of matrices of rank
one, we need more stronger conditions to satisfy the uniqueness such as the
orthogonality of rank one tensors.
To guarantee the convergence of ALS algorithm to the local optimum, we
should repeat the optimization for a number of randomly chosen initial values
of factor matrices. This process is consuming in time and the ALS iterations
can be very slow [DLDMV04].
In [HK13] using the Gauss-Newton method, the factor matrices are up-
dated simultaneously, but solving the resulting set of equations is computa-
tionally hard as well even if we add a regularized constraint on the entries to
guarantee the determinacy of the decomposition.
The conditions for which the uniqueness is guaranteed are the following
[Ste11]:
• r ≤min{I1, I2}
• ∃! m−rank rm for m ≥ 3 which satisfies rm ≥ 2
• There is no single vector which is a linear combination for the other
vectors in the set of columns of the factor matrix corresponding to x′s
coordinates.
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• There is no single vector which is a linear combination for the other
vectors in the set of columns of the factor matrix corresponding to y′s
coordinates. corresponding to x′js coordinates for every j ≥ 2.
• There is no single vector which is a scalar multiple for any other vector
in the set of columns of each factor matrix.
For more details on the uniqueness conditions see [DLDMV04].
3.3.3 Simultaneous Eigenvalue Decomposition Method
In this section we describe another low rank decomposition method which
is based on the diagonalization of a collection of similar matrices obtained
from the given tensor. Another similar approach is analyzed in the context of
latent variable model discussed in section 4. For more details, see [AGH+15].
Furthermore, a number of robust numerical methods for (approximately)
simultaneously diagonalization collections of matrices have been proposed
and used successfully in the literature (e.g. [ZLNMA04]).
We show that the CANDECOMP can be reformulated as an orthogonal
simultaneous matrix decomposition. The reformulation in terms of orthogo-
nal unknowns allows for the application of typical numerical procedures that
involve orthogonal matrices. This technique is applied to non-symmetric, in-
stead of symmetric matrices. This generalization may raise some confusion.
It might, for instance, be tempting to consider also a simultaneous lower
triangularization, in addition to a simultaneous upper triangularization.
Given T ∈ RI×J×K a 3−order non symmetric tensor of rank r with the
canonical decomposition
T =
r
∑
i=1
ωiai ⊗ bi ⊗ ci.
We assume that I = J = r where r = rank(T ).
We associate to T a linear transformation fT from the vector space RK
to the matrix space RI×J which associates to a vector P = (pk)k∈K a matrix
V = (vi,j)i∈I,j∈J such that:
V = fT (P ) = T ×3 P ⇐⇒ vi,j = ∑
k∈K
ti,j,kpk
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for all i ∈ I, j ∈ J .
By substituting the expression of V in the canonical decomposition of T ,
we obtain:
V = ADBT.
in which
D = diag{(ω1, ω2, . . . , ωr)}diag{CTP}.
and
A = [a1, a2, . . . , ar],
B = [b1, b2, . . . , br],
C = [c1, c2, . . . , cr].
are the factor matrices.
If the range of the mapping fT is spanned by the matrices V1, V2, . . . , VL,
we diagonalize by equivalence each one of them with the matrices A and B
and we obtain the following simultaneous decomposition:
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
V1 = AD1BT,
⋮
VL = ADLBT.
where D1,D2, . . . ,Dl are diagonal matrices where the diagonal elements of
each one of them are the corresponding eigenvalues of V1, V2, . . . , Vl.
If Vl for l = 1, . . . , L consists of the matrix slices t∶,∶,k of the tensor T , their
corresponding vectors Pk are the canonical unit vectors ek for k ∈ K such
that:
fT (ek) = t∶,∶,k for k ∈K.
We define C̃ = (c̃l,∶)1≤l≤L where each row c̃l,∶ consists of the elements of
diagonal matrix Dl such that c̃l,∶ = (Dl(i, i))1≤i≤r for l = 1, . . . , L.
Therefore
C̃ = [P1P2 . . . PL]TCdiag{(ω1, ω2, . . . , ωr)}.
It is possible by a generic choice of P1 to assume that V1 is of full rank.
We multiply V2 by the inverse of V1 which gives the following eigenvalue
decomposition:
V2V
−1
1 = A(D2D−11 )A−1.
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We assume that C doesn’t contain any collinear columns so that the di-
agonal elements of D2D−11 are mutually different and the eigenvalue decom-
position problem reveals the columns of A, up to irrelevant scaling and/or
permutation.
The simultaneous eigenvalue decomposition problem reduces to solving
the system of equations:
{VlV −11 = ADlD−11 A−1}2≤l≤L.
Once A is known, B can be obtained up to scaling of its columns, as
follows:
We have ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
V T1 A
−T = BD1,
⋮
V TLA
−T = BDL.
Hence, if we denote the ith column of V Tl A
−Tby bl,i, the columns Bi of B
for i = 1, . . . , r can be estimated by the dominant left singular vectors of
[b1,ib2,i . . . bL,i]. See [DLDMV04]. Finally the matrix Cdiag{(ω1, ω2, . . . , ωr)
is found by solving a linear set of equations for a given matrices A and B.
Algorithm
In this section we describe decomposition algorithm based on simultane-
ous eigenvalue decomposition of matrices obtained from a given tensor (see
[DLDMV04] for more details) which is used to approximate a non symmetric
tensor T of known rank r by its non symmetric decomposition which consists
of computing the factor matrices A,B and C of the decomposition. A reduc-
tion step from a tensor T ∈ RI×J×K to a tensor S ∈ Rr×r×r3 is required at the
beginning of the algorithm.
We assume that r1 = rank(T[1]) = r, r2 = rank(T[2]) = r and r3 = rank(T[3]) =
rank(C). We have to perform a best rank r1, r2 and r3-approximation of re-
spectively mode 1, mode 2 and mode 3−flattening of T = ∑ri=1ωiai ⊗ bi ⊗ ci.
In the following, we assume that:
• A is invertible
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• B is invertible
• C does not contain collinear vectors.
These assumptions are required to guarantee the uniqueness of the solu-
tion. See [DLDMV04] for more details.
If r <max(I, J) or r3 <K, then we apply a dimensionality reduction step
on T ∈ RI×J×K to a tensor S ∈ Rr×r×r3.
The reduction problem is to optimize the cost function such that
maximize
X,Y,Z
∣∣T ×1 XT ×2 Y T ×3 ZT∣∣2F (3.12)
where X ∈ RI×r, Y ∈ RJ×r, Z ∈ RK×r3 are respectively column-wise orthonor-
mal.
T and the reduced tensor S are related by the formula: T = S×1X×2Y ×3Z.
If X,Y and Z are all column-wise orthonormal matrices then the optimal
approximation of rank r of T and of its associated reduced tensor are related
using the same formula: T̃ = S̃ ×1 X ×2 Y ×3 Z, since the quadratic cost
function ∣∣T ×1XT ×2 Y T ×3ZT∣∣2F does not change under the mode m−product
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by column-wise orthonormal matrices.
Algorithme 6 : Decomposition of non symmetric tensor into CANDE-
COMP components
Begin
Input: the moments ti,j,k of 3−order multi linear tensor T ∈ RI×J×K
with known rank r ∈ N.
• Compute the reduced tensor S as follows:
– Any orthonormal basis of the mode 1, mode 2 and mode 3
flattening of T gives
respectively X,Y and Z.
– The r and r3 are computed using the singular values of the mode 1
and
mode 3 flattening of T .
– Compute the reduced tensor S using the orthonormal basis X,Y
and Z.
• Compute V1, V2, . . . , VL which generate the image of the linear
transformation
fT ∶ RK → RI×J
Im(fT ) = rank(T ) = ⟨V1, V2, . . . , VL⟩.
• Find the maximum of the following cost function:
L
∑
i=1
∣∣Q.Vi.Z ∣∣2UF
where ∣∣.∣∣UF represents the Frobenius norm of the upper triangular part
of a matrix.
This is equivalent to solve the right part of the set of matrix equations
so called simultaneous generalized Schur decomposition
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
QV1Z = R1 = R′D1R”,
QV2Z = R2 = R′D2R”,
⋮
QVLZ = RL = R′DLR”.
in order to obtain the orthogonal matrices Q and Z which makes Ri for
i = 1, . . . , L are upper triangular. A more detailed description is in
Section 5 of [DLDMV04].
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• We assume that diag(R′) = diag(R”) = I. Then Di = diag(Ri) for
1 ≤ i ≤ L.
• The strictly upper diagonal elements of R′ and R” can be estimated by
subsequently
solving the set of equations related to the entries of Ri for 1 ≤ i ≤ L
described
in the Section 8 of [DLDMV04].
• Compute A and B using the formulas A = QTR′ and BT = R”Z
• Compute a tensor V ∈ Rr×r×L with entries vi,j,l = (Vl)ij such that
Vl = ADlBT
for 1 ≤ i ≤ r,1 ≤ j ≤ r and 1 ≤ l ≤ L
– Compute the matrix representation V(r2×L) ∈ Rr×r×L of V .
– Deduce C̃ such that V(r×r×L) = (A⊙B) ˜(C)
T
.
– Compute C up to a scaling of its columns using this formula
C̃ = [P1P2 . . . PL]TCdiag{(ω1, ω2, . . . , ωr)}.
.
Output: The factor matrices A ∈ RI×r,B ∈ RJ×r and C ∈ RK×r which
represent respectively the x′s, y′s and z′s coordinates of the
approximated tensor.
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In the symmetric case we know that A = B = C = U . So we use the so
called AD-DC algorithm to find out the components defined by U .
3.4 Multi Symmetric Tensor Decomposition Problem
We recall the definition of minimal affine decomposition of a multi symmet-
ric tensor as a weighted sum of product of power of linear forms. We show
the relationship between the dual of deshomogenized tensor and the formal
power series associated to it using the apolar product. Each moment of the
formal power series can be deduced from its corresponding one of the associ-
ated tensor by dividing by the product of binomial coefficients. Furthermore,
each moment of the formal power series is associated to a coefficient in the
associated Hankel matrix. Then, after scaling by the linear form of the de-
composition and multiplying the weights by the scaling factor we deduce by
linearity that the dual of the Tensor can be decomposed as a weighted sum
of evaluations.
Definition 3.4.1. The tensor decomposition problem of T (x1,x2, . . . ,xk) is
the decomposition of T as a sum of product of power of linear forms such
that T (x1,x2, . . . ,xk) = ∑rp=1 ωpuδ1p,1(x1)uδ2p,2(x2) . . .uδki,k(xk) where up,j(xj) =
up,j,0xj,0 + up,j,1xj,1 + . . . + up,j,njxj,nj and
up = (up,j,pj)0≤pj≤nj
1≤j≤k
= (up,1, up,1,1, . . . , up,1,n1, up,2, up,2,1, . . . , up,2,n2, . . . . . . , up,k, up,k,1, . . . , up,k,nk) ∈ K∑
k
j=1(nj+1)
is the coefficient vector associated to the linear forms up,j(xj) in the basis xj
for j = 1, . . . , k.
Definition 3.4.2. The minimal number of terms in a decomposition of T (x)
is called the rank of T .
We say that T (x1,x2, . . . ,xk) has an affine minimal decomposition of the
previous form if up,j ≠ 0 for p = 1, . . . , r and j = 1, . . . , k where r is the rank of
T .
Lemma 3.4.3. By a generic change of coordinates in each Ej, we may assume
that up,j ≠ 0 and that T has a minimal affine decomposition of the previous
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form. Then by scaling up(x) and multiplying ωp by the dth power of the scaling
factor we may assume that up,j = 1 for p = 1, . . . , r and j = 1, . . . , k. Thus the
polynomial T (x) = ∑rp=1 ω′pu′pδ(x) = ∑rp=1 ω′iu′p,1
δ1(x1)u′p,2
δ2(x2) . . .u′p,k
δk(xk)
Definition 3.4.4. Let T1(x1,x2, . . . ,xk) and T2(x1,x2, . . . ,xk) be two tensors
of Sδ(E). The apolar product of T1(x1,x2, . . . ,xk) and T2(x1,x2, . . . ,xk) is
defined as
⟨T1(x1,x2, . . . ,xk), T2(x1,x2, . . . ,xk)⟩ = ∑ ∣αj ∣≤δj
αj∈Nnj
σ
(1)
α1,α2,...,αk σ̄
(2)
α1,α2,...,αk(δα) where
(δα) = (
δ1
α1
)(δ2α2) . . . (
δk
αk).
Definition 3.4.5. The dual operator of a tensor is defined as
T ∗ ∶ (Rδ1,δ2,...,δk) → (Rδ1,δ2,...,δk)∗ (3.13)
T2 ↦ T ∗(T2) = ⟨T (x), T2(x)⟩ (3.14)
Definition 3.4.6. For T = (tα1,α2,...,αk) ∣αj ∣≤δj
αj∈Nnj
∈ Sδ(E) we denote
σα1,α2,...,αk(T ) = σα1,α2,...,αk = tα1,α2,...,αk(δ1α1)
−1(δ2α2)
−1
. . . (δkαk)
−1
. The dual of the
tensor
T (x1,x2, . . . ,xk) ∈ Sδ(E) is defined via the formal power series as
σ(y1,y2, . . . ,yk) = T ∗(y1,y2, . . . ,yk) = ∑ ∣αj ∣≤δj
αj∈Nnj
σα1,α2,...,αk
(y1)ᾱ1
ᾱ1!
(y2)ᾱ2
ᾱ2!
. . .
(yk)ᾱk
ᾱk!
where
(yj)ᾱj = (yj, yj,1, . . . , yj,nj)(αj ,αj,1,...,αj,nj ) =∏
nj
pj=0 (yj,pj)
αj,pj for j = 1, . . . , k
Proposition 3.4.7. The dual of the product of powers of linear forms uδ11 u
δ2
2 . . .u
δk
k
is the evaluation eu at u = (u1,u2, . . . ,uk).
Proof. For T = uδ11 uδ22 . . .uδkk and any T ′ ∈ Rδ1,δ2,...,δk , we check that ⟨T (x), T ′(x)⟩ =
T ′(u). This shows that T ∗ coincides with the evaluation eu.
Thus if T = ∑i ωiuδ1i,1u
δ2
i,2 . . .u
δk
i,k, then T
∗ coincides with the weighted sum
of evaluations T ∗ = ∑i ωi eui on Rδ1,δ2,...,δk. We reduce the decomposition
problem of T to the decomposition of T ∗ as a weighted sum of evaluations
T ∗ = ∑i ωi eui.
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3.5 Non Symmetric Tensor Decomposition Problem
In this section, we analyze the easiest case of multi symmetric tensor where
it is of degree one in each group of sub-variables. Our goal is to decompose
σ = T ∗ as a weighted sum of evaluations such that T ∗ = ∑i ωi eui by com-
puting the eigen-structure of the quotient algebra Aσ = K[x1,x2, . . . ,xn]/Iσ
of the ring of polynomials by the kernel Iσ of the Hankel operator Hσ, using
the multiplication operators. We simplify notation by using subscripts of
variables and coefficients instead of multi-index exponents. We compute the
truncated Singular Value Decomposition of a generic linear combination of
shifted Hankel matrices by the first collection of variables. By linearity and
properties of the multiplication operators by one variable described in section
2, we deduce the multiplication operators by linear combination of variables
which could be used to compute weights and points.
We choose two monomial bases B1 and B2 indexing respectively rows and
columns of the Hankel matrix HB1,B2T ∗ associated to the tensor T , such that
the set of monomials {B1 ∗ B2xj,ij , 0 ≤ ij ≤ nj, 1 ≤ j ≤ k} span the set of
deshomogenized polynomials Rδ1,δ2,...,δk .
The matrix of the truncated Hankel operator in the basis B1 and the dual
basis of B2 is
HB1,B2T ∗ = [ti1,i2,...,ik]0≤i1≤n1
0≤i2≤n2
⋮
0≤ik≤nk
.
The Hankel matrix associated to the tensor x1,i1 ∗ T ∗ is defined as H1,i1 =
HB1,B2x1,i1∗T ∗
= Hx1,i1∗B1,B2T ∗ = [tα+β]α∈x1,i1∗B1,β∈B2, all the elements of the matrix are
divisible in x1,i1 and of degree δ.
The Hankel matrix associated to T ∗ in the monomials basis B1 and B2 is
denoted by H0. Let λ(x1) = λ0 + λ1x1,1 + . . . + λn1x1,n1 is a linear form with
generic chosen coefficients λi1, i1 = 0, . . . , n1, we build a linear combination of
H1,i1, i1 = 0, . . . , n1 such that Ĥ0 = ∑n1i1=0 λi1H1,i1 we compute its singular value
decomposition.
Computing the singular value decomposition of Ĥ0, we obtain
Ĥ0 = USV T
where S is the diagonal matrix of all singular values of Ĥ0 arranged in a
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decreasing order, U is an unitary matrix whose columns are the left singular
vectors of Ĥ0, V is an unitary matrix whose columns are the right singular
vectors of Ĥ0. We denote by UH the hermitian transpose of U and V the
conjugate of V . We denote by Ur and Vr the truncated matrices of the first
r columns of U and V and Sr the diagonal matrix of the first r rows and r
columns of S.
We denote B1 = ⟨1, x1,1, . . . , x1,n1⟩ and B2 = ⟨1, xk,1, . . . , xk,nk⟩. Let ui =
[uα,i]α∈B1 and vj = [vβ,j]β∈B2 be respectively the ith and jth columns of UH
and V . We denote by ui(x) = uTi B1 and vj(x) = vTj B2 the corresponding
polynomials. The bases formed by these first r polynomials are denoted
UHr ∶= (ui(x1))i=1,...,r and Vr ∶= (vj(x1))j=1,...,r. We denote by UHr (resp. V r) the
corresponding coefficient matrix, formed by the first rows (resp. columns) of
UH (resp. V ). We denote by Sr the diagonal matrix of the first r rows and
columns of S, formed by the first r singular values.
We denote by Hr0 ,H
r
1,i1
and Ĥr0 the matrices obtained by the truncated
singular value decomposition of H0 ,Hi1 and Ĥ0 respectively.
We have the following property
Hri1 = (M
UHr
x1,i1
)THr0 = Hr0MVrx1,i1∗T
where M
UHr
x1,i1
(resp. MVrx1,i1) is the multiplication matrix by x1,i1 in the basis UHr
(resp. Vr) and MVrx1,i1∗T is the multiplication matrix by x1,i1 ∗ T in the basis
Vr. Then by linearity, we obtain Ĥr0 = ∑n1i1=0 λi1H
r
1,i1
= Hr0 ∑n1i1=0 λi1M
Vr
x1,i1∗T
=
Hr0M
Vr
λ(x1)∗T .
Then (Ĥr0)−1 = (MVrλ(x1)∗T)
−1(Hr0)−1 so multiplying by the first equation we
get
(Ĥr0)−1Hr1,i1 = (M
Vr
λ(x1)∗T)
−1MVrx1,i1∗T
=MVr(x1,i1/λ(x1))∗T
We compute the eigenvalues and the eigenvectors of the multiplication
matrices MVr(x1,i1/λ(x1))∗T
in order to obtain the weights and the points of the
decomposition.
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Algorithm
We describe now the algorithm to recover the sum T ∗(x,y,z) = ∑rp=1 ωpeup(x,y,z),
ωp ∈ K∖ {0},up ∈ K∑
3
l=1(nl+1), from the moments of degree at most one at each
bunch of coordinates (ti,j,k)0≤i≤n1
0≤j≤n2
0≤k≤n3
of the formal power series. To simplify,
we change notations to better understand the nine dimensional multivariate
space seen as three dimensional space. We only use 3 groups of variables and
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denote x1,i1 by xi and x2,i2 by yj and x3,i3 by zk.
Algorithme 7 : Decomposition of non symmetric tensor with constant weights
Input: the moments (ti,j,k)0≤i≤n1
0≤j≤n2
0≤k≤n3
of T .
1. Compute the monomial sets A1 = (xiyj)0≤i≤n1
0≤j≤n2
and A2 = (z0, z1, . . . , zn3)
and substitute the x0, y0 and z0 by 1 to define B1 and B2.
2. Compute the Hankel matrix HB1,B2T ∗ = [ti,j,k]0≤i≤n1
0≤j≤n2
0≤k≤n3
for the monomial sets
B1 and B2.
3. Compute the singular value decomposition of HB1,B2T ∗ = USV T where
B1 = ⟨1, x1, . . . , xn1⟩ and B2 = ⟨1, z1, . . . , zn3⟩ with singular values
s1 ≥ s2 ≥ ⋯ ≥ sm ≥ 0.
4. Determine its numerical rank, that is, the largest integer r such that
sr
s1
≥ ε.
5. Form the multiplication matrices by yj in the basis Vr,
MVryj = S−1r UHrHB1,B2yj∗T ∗ V r
where HB1,B2yj∗T ∗ is the Hankel matrix associated to yj ⋆T ∗ for j = 1, . . . , n2.
6. Compute the eigenvectors vp of ∑n2j=1 ljM
Vr
yj such that ∣lj ∣ ≤ 1, j = 1, . . . , n2
and for each p = 1, . . . , r do the following:
• The y′s coordinates of the up are the eigenvalues of the
multiplication matrices
by yj.
Use the formula MVryj vp = up,2,jvp for p = 1, . . . , r and j = 1, . . . , n2
and deduce
the up,2,j.
• Write the matrix HB1,B2T ∗ in the basis of interpolation polynomials
and use the corresponding matrix T to compute the z′s
coordinates.
Divide the kth row on the first row of the matrix T to obtain the
values
of up,3,k for p = 1, . . . , r and k = 1, . . . , n3.
• The x′s coordinates of up are computed using the eigenvectors of
the transpose
of the matrix MVryj .
They -are up to scalar- the evaluations, they are represented by
vectors
of the form v∗p = µp[1, up,1,1, . . . , up,1,n1].
Compute v∗p as the p
th column of the transpose of the
inverse of the matrix V = [v1, . . . , vr]
for p = 1, . . . , r and deduce up,1,i =
v∗p[i+1]
v∗p[1]
for p = 1, . . . , r and
i = 1, . . . , n1.
• Compute ωp = ⟨T
∗∣vp⟩
vp(up) .
Output: r ∈ N, ωp ∈ K/(0), up ∈ K∑
3
l=1(nl+1), p = 1, . . . , r such that
T ∗(x,y,z) =
r
∑
p=1
ωpeup(x,y,z)
up to degree one at each bunch of coordinates.
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The cost of the SVD computation is in O(s3) where s ≥ r is the maxi-
mal size of the Hankel matrix H0 and r the rank of the decomposition. The
computation of each multiplication matrice is in O(r2) and the eigencom-
putation is in O(r3). This yields a complexity bound in O(s3 + nr2) for the
complete algorithm, where n = max(n1, n2, n3) is a bound on the dimension of
the spaces. This complexity bound extends to the decomposition of general
multi-symmetric tensors, provided r = rankH0.
3.6 Example
In this section, we illustrate the decomposition algorithm on a non symmetric
tensor of degree one at each bunch of 3 variables and of rank 3 by an example
already detailed in [HMK17].
If δl = 1 for all l = 1, . . . , k, k > 1 and nl = n, let k = 3, nl = n = 2, r = 3 and
δl = 1 then we have x = (x0, x1, x2), y = (y0, y1, y2) and z = (z0, z1, z2). For
ᾱ ∈ N3, ∣ᾱ∣ = 1⇒ ᾱ = (1), (0, 1), (0, 1)⇒ xᾱ = xi, i = 0, . . . , 2
β̄ ∈ N3, ∣β̄∣ = 1⇒ β̄ = (1), (0, 1), (0, 1)⇒ yβ̄ = yj, j = 0, . . . , 2
γ̄ ∈ N3, ∣γ̄∣ = 1⇒ γ̄ = (1), (0, 1), (0, 1)⇒ zγ̄ = zk, k = 0, . . . , 2
The multi symmetric tensor is defined by a multi symmetric array of co-
efficients such that tα,β,γ ∶= tᾱ,β̄,γ̄ = ti,j,k then T (x,y,z) = ∑0≤i≤2
0≤j≤2
0≤k≤2
ti,j,kxiyjzk =
0.4461x0y0z0−0.2262x0y0z1+0.4427x0y0z2−0.2756x0y1z0+0.1612x0y1z1−0.3100x0y1z2−
0.1209x0y2z0+0.1465x0y2z1−0.1169x0y2z2−0.0123x1y0z0−0.0518x1y0z1+0.0180x1y0z2−
0.0133x1y1z0+0.0263x1y1z1−0.0259x1y1z2−0.3195x1y2z0+0.0931x1y2z1−0.1116x1y2z2−
0.1460x2y0z0+0.0655x2y0z1−0.1734x2y0z2+0.1010x2y1z0−0.0574x2y1z1+0.1238x2y1z2−
0.1485x2y2z0 + 0.0323x2y2z1 − 0.0037x2y2z2.
Let x0 = y0 = z0 = 1 then T (x,y,z) = ∑1≤i≤2
1≤j≤2
1≤k≤2
ti,j,kxiyjzk.
Then the tensor decomposition problem consists in finding the coefficient
vectors of linear forms and their corresponding weights such that T (x,y,z) =
∑rp=1 ωpup,1(x)up,2(y)up,3(z). Given all the moments of degree at most one at
each group of coordinates (ti,j,k)0≤i≤2
0≤j≤2
0≤k≤2
,
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We create two sets A1 = (xᾱyβ̄)∣ᾱ∣=1
∣β̄∣=1
= (xiyj)0≤i≤2
0≤j≤2
and A2 = (zγ̄)∣γ̄∣=1 =
(zk)0≤k≤2 so that
A1 = (x0y0, x0y1, x0y2, x1y0, x1y1, x1y2, x2y0, x2y1, x2y2) and A2 = (z0, z1, z2).
For x0 = y0 = z0 = 1 then B1 = (1, y1, y2, x1, x1y1, x2, x2y1, x2y2) and B2 =
(1, z1, z2), the Hankel matrix associated to the tensor in the monomial basis
B1 and B2 is
HB1,B2T ∗ = [tᾱ+β̄+γ̄]∣ᾱ∣=1
∣β̄∣=1
∣γ̄∣=1
=
1 y1 y2 x1 x1y1 x1y2 x2 x2y1 x2y2
⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦
t0 t1 t2 t0,1 t0,2 t1,1 t1,2 t2,1 t2,2 1
t0,1 t1,1 t2,1 t0,1,1 t0,2,1 t1,1,1 t1,2,1 t2,1,1 t2,2,1 z1
t0,2 t1,2 t2,2 t1,2 t0,2,2 t1,1,2 t1,2,2 t2,1,2 t2,2,2 z2
=
1 y1 y2 x1 x1y1 x1y2 x2 x2y1 x2y2
⎡⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎦
0.4461 0.2756 0.1209 0.0123 0.0133 0.3195 0.1460 0.1010 0.1485
−0.2262 0.1612 0.1465 0.0518 0.0263 0.0931 0.0655 0.0574 0.0323
0.4427 0.3100 0.1169 .0180 0.0259 0.1116 0.1734 0.1238 0.0037
All the entries of this matrix are known, we choose B1 = ⟨1, x1, x2⟩ and
B2 = ⟨1, z1, z2⟩ to be able to multiply by y1 and to compute the multiplication
matrix. Computing the singular value decomposition of HB1,B2T ∗ , we obtain
HB1,B2T ∗ = USV T =
1 x1 x2
⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦
t0 t1 t2 1
t0,1 t1,1 t2,1 z1
t0,2 t1,2 t2,2 z2
=
1 x1 x2
⎡⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎦
0.4461 −0.0123 −0.1460
−0.2262 −0.0518 0.0655
0.4427 0.0180 −0.1734
where S is the diagonal matrix of all singular values of HB1,B2T ∗ arranged
in a decreasing order, U is an unitary matrix whose columns are the left
singular vectors of HB1,B2T ∗ , V is an unitary matrix whose columns are the
right singular vectors of HB1,B2T ∗ . We denote by U
H the Hermitian transpose
of U and V the conjugate of V .
Let vi = [vα,i]α∈B1 and wj = [wβ,j]β∈B2 be respectively the ith and jth columns
of UH and V . We denote by vi(x) = vTi UHr and wj(z) = wTj V r the corre-
sponding polynomials. The bases formed by these first r polynomials are
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denoted UHr ∶= (vi(x))i=1,...,r and Vr ∶= (wj(z))j=1,...,r. We will also denote by
UHr (resp. V r) the corresponding coefficient matrix, formed by the first rows
(resp. columns) of UH (resp. V ). We denote by Sr the diagonal matrix of
the first r rows and columns of S, formed by the first r singular values. To
compute the multiplication matrices MVry1 and M
Vr
y2 we need to compute the
following matrices
HB1,B2y1∗T ∗ =
y1 y1x1 x2y1
⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦
t0,1 t1,1 t2,1 1
t0,1,1 t1,1,1 t2,1,1 z1
t0,1,2 t1,1,2 t2,1,2 z2
=
y1 y1x1 x2y1
⎡⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎦
−0.2756 −0.0133 0.1010
0.1612 0.0263 −0.0574
−0.3100 −0.0259 0.1238
HB1,B2y2∗T ∗ =
y2 y2x1 x2y2
⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦
t0,2 t1,2 t2,2 1
t0,2,1 t1,2,1 t2,2,1 z1
t0,2,2 t1,2,2 t2,2,2 z2
=
y2 y2x1 x2y2
⎡⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎦
−0.1209 −0.3195 −0.1485
0.1465 0.09311 0.0323
−0.116 −0.111 −0.0037
Then we compute MVry1 = S−1r UHrHB1,B2y1∗T ∗ V r and M
Vr
y2 = S−1r UHrHB1,B2y2∗T ∗ V r, and
the eigenvectors vp of ∑2j=1 ljMVryj such that ∣lj ∣ ≤ 1, j = 1, . . . , 2. To recover the
points up ∈ Kn∗k for p = 1, . . . , r of the form
up =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
up,1,1 x1
up,1,2 x2
up,2,1 y1
up,2,2 y2
up,3,1 z1
up,3,2 z2
We do the following:
In general we have MVrxj,ijvi = ui,j,ijvi, for i = 1, . . . , r, j = 1, . . . , k, ij = 1, , nj,
so in this case we get MVry1 vp = up,2,1vp and MVry2 vp = up,2,2vp for p = 1, . . . , 3.
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We compute up,2,1 and up,2,2 for p = 1, . . . , 3, so that we get
up,2,1 = [−0.7463 −0.2937 −0.3048]
up,2,2 = [1.4032 −0.3363 −3.5903] .
The eigenvectors vp ∈ ⟨1, x1, x2⟩ for p = 1, . . . , 3 are up to a scalar the interpola-
tion polynomials at the roots so that if the dual of the tensor has an affine de-
composition T ∗(x,y,z) = ∑rp=1 ωpeup(x,y,z) then T ∗(vp) = ∑rp=1 ωpeup(vp) =
λpωp, T
∗(z1vp) = ∑rp=1 ωpeup(z1vp) = λpωpup,3,1 and T ∗(z2vp) = ∑rp=1 ωpeup(z2vp) =
λpωpup,3,2, for p = 1, . . . , 3. Then the values of up,3,1 and up,3,2 for p = 1, . . . , 3
come from the computation of the matrix:
T =
v1 v2 v3
⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦
T ∗(v1) T ∗(v2) T ∗(v3) 1
T ∗(z1v1) T ∗(z1v2) T ∗(z1v3) z1
T ∗(z2v1) T ∗(z2v2) T ∗(z2v3) z2
=
v1 v2 v3
⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦
λ1ω1 λ2ω2 λ3ω3 1
λ1ω1u1,3,1 λ2ω2u2,3,1 λ3ω3u3,3,1 z1
λ1ω1u1,3,2 λ2ω2u2,3,2 λ3ω3u3,3,2 z2
Therefore the value of up,3,1 (resp. up,3,2) comes from the ratio of the second
row (resp. the third row) and the first row of the matrix for p = 1, . . . , 3. So
that we get
up,3,1 = [−0.6558 0.0321 −0.5209]
up,3,2 = [1.2474 0.4035 0.2427] .
The common eigenvectors of all (MVryj )T -are up to scalar- the evaluations.
They are represented by vectors of the form v∗p = µp[1, up,1,1, up,1,2] in the
dual basis of B1 = ⟨1, x1, x2⟩ then the computation of the coordinates of up,1,1
and up,1,2 come from the eigenvectors of the transpose of the multiplication
operators which are obtained by transposing the inverse of the matrix V of
vectors of MVryj for j = 1, . . . , 2, therefore the value of up,1,1 (resp. up,1,2) comes
from the ratio of the second element of v∗p (resp. the third element) and the
first element of it, so that
up,1,1 = [0.1142 −1.0860 1.2381]
up,1,2 = [−0.4057 −0.5676 0.8734] .
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Notice that the computation of ωp, p = 1, . . . , 3 can be done using the following
formula ωp = ⟨T
∗∣vp⟩
vp(up) since if vp ∈ ⟨1, x1, x2⟩ then vp = ap + x1bp + x2cp and v
∗
p =
µp[1, up,1,1, up,1,2] ∈ (⟨1, x1, x2⟩)∗, so that vp(up) = ap+up,1,1bp+up,1,2cp = ⟨vp∣v∗p⟩,
the computation gives
ω = (ωp)1≤p≤r = [0.3185 0.0889 0.0386]
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Chapter 4
Tensors in Learning Latent Variable
Models
In this chapter, we describe an application of a statistical model associated to
symmetric tensor decomposition problem. Given a corpus of r distinct topics,
such that each one of them consists of l words with associated vocabulary
of n words which is modeled by the canonical basis of Rn. We show how
to recover the vector probabilities of a fixed collection of three words given
a topic with the probability of this topic using given number of moments.
We recover a number of topics in the corpus from the numerical rank of the
invertible truncated Hankel matrix associated to the tensor.
We recall some basic probability definitions which are used after to model
the statistical problem.
4.1 Discret Distributions
Definition 4.1.1. A random discrete variable denoted by a capital letter X
is a variable whose value is a numerical outcome of a phenomenon which is
obtained by counting. A random continuous variable X is a variable whose
value is obtained by measuring and lie in an interval.
Let X = (x1, x2, . . . , xr) a random discrete variable with the probability
distribution P (X = xi) = pi for i = 1, . . . , r.
Definition 4.1.2. The mean of X denoted by µX, is the weighted sum of the
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values of X by their associated probabilities such that
µX =
r
∑
i=1
xipi.
It is also called the expected value of X.
Definition 4.1.3. The variance of X denoted by σ2X, is defined as follows:
µX =
r
∑
i=1
(xi − µX)2pi.
The square root of the variance is called standard deviation of X and it is
denoted by σX.
Definition 4.1.4. The joint probability distribution of a l random discrete
variables
X1,X2, . . . ,Xl is defined by P (X1 = x1,X2 = x2, . . . ,Xl = xl) = P (X2 =
x2/X1 = x1) × P (X3 = x3/X2 = x2,X1 = x1) × P (Xl = xl/X1 = x1,X2 =
x2, . . . ,Xl−1 = xl−1).
Definition 4.1.5. The random discrete variables X1,X2, . . . ,Xl are exchange-
able for any permutation of indices 1, 2, 3, . . . if the joint probability distribu-
tion is the same for any permultation of the original sequence of indices i.e.,
P (Xσ(1) = x1,Xσ(2) = x2, . . . ,Xσ(l) = xl) = P (X1 = x1,X2 = x2, . . . ,Xl = xl)
We deduce later from this definition, that the future observations behave
like earlier ones in LDA statistical model.
Definition 4.1.6. The random discrete variables X1,X2, . . . ,Xl are called
identically independent which are denoted by i.i.d. if they have the same
probability distribution and they are mutually independent.
Theorem 4.1.7. [Aus08] Given a latent distribution form H, a sequence of
exchangeable random variables X1,X2, . . . ,Xl can be seen as a mixture of
conditionally identically independent variables.
91
4.2 Continuous Distributions
Definition 4.2.1. A discrete probability distribution of a random discrete
variable X assigns a probability to each value that the variable can take. It is
impossible to write down the discrete probability distribution of a continuous
random variable X. However, we define the cumulative distribution function
F (X) which gives the probability of X taking a value which is equal or less
than x such that F (x) = P (X ≤ x).
Proposition 4.2.2. The cumulative distribution function F (x) satisfies the
following properties:
• F (−∞) = 0;
• F (∞) = 1;
• F (a) ≤ F (b) if a ≤ b.
We deduce that P (a < x ≤ b) = F (b) − F (a).
Definition 4.2.3. A random continuous variable X has a probability density
function p(x) defined on an interval [a, b] as follows:
p(x) = d
dx
F (x) = F ′(x).
so that if F (x) is the cumulative distribution function of X then
F (x) = ∫
x
−∞
p(t)dt.
and the continuous probability distribution that the variable lies in the interval
[a, b] is computed using the probability density function such that
P (a < x ≤ b) = ∫
b
a
p(x)dx.
Let X be a random continuous variable with range [a, b] and probability
density function p(x).
Definition 4.2.4. The mean or average of X denoted by µX is defined by
µX = ∫
b
a
xp(x)dx.
It is also called the expected value of X.
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Definition 4.2.5. The variance of X denoted by σ2X is defined by
σ2X = ∫
b
a
x2p(x)dx − (∫
b
a
xp(x)dx)2.
The standard deviation of X is the square root of X denoted by σX.
The properties of mean and variance of X for random continuous variables
are the same as the discrete ones. If X,Y are two random variables on a
sample Ω, c, d are two constants then:
• µX+Y = µX + µY .
• µcX+d = cµX + d.
• If X and Y are independent then σ2X+Y = σ2X + σ2Y .
• σ2cX+d = cσ2X + d.
If g(x) is a function defined on R then Y = g(X) is a random variable and
µY = µg(X) = ∫
∞
−∞ g(x)p(x)dx.
Definition 4.2.6. The joint probability distribution of r random continuous
variables
X1,X2, . . . ,Xr is defined by its probability density function pX1,X2,...,Xr(x1, x2, . . . , xr) =
pX2∣X1(x2 ∣ x1) × pX3∣X2,X1(x3 ∣ x2, x1) × pXr ∣X2,...,Xr−1(xr ∣ x1, x2, . . . , xr−1) where
pXi∣X2,...,Xi−1(xi ∣ x1, x2, . . . , xi−1) is the conditional probability distribution of Xi
given (X1 = x1,X2 = x2, . . . ,Xi−1 = xi−1) if p(x1, x2, . . . , xi−1) > 0 for i = 1, . . . , r.
Definition 4.2.7. The covariance between two real-valued random continuous
variables Xi and Xj for i, j = 1, . . . , r denoted by σXi,Xj or cov(Xi,Xj) is the
expected value of the product of deviations of the variables from their means
such that
σXi,Xj = cov(Xi,Xj) ∶= µ(Xi−µXi)(Xj−µXj )
is the mean of the product.
Definition 4.2.8. The correlation coefficient between two random variables
denoted by ρXi,Xj for i, j = 1, . . . , r is equal to
ρXi,Xj =
σXi,Xj√
σXi,XiσXj ,Xj
for i, j = 1, . . . , r.
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Definition 4.2.9. The covariance matrix denoted by Σ measures the devia-
tion of the random variable vector X = (X1,X2, . . . ,Xr)T from the mean vector
µX = (µX1, µX2, . . . , µXr)
T such that
Σ = µ(X−µ)(X−µ)T = (σXi,Xj)i,j=1,...,r.
The leading diagonal of the covariance matrix contains the variances and
the off-diagonal elements describe the correlations between the variables.
Proposition 4.2.10. The covariance matrix of a random vector X is a sym-
metric positive semi definite matrix.
Definition 4.2.11. The covariance matrix is said to be a spherical if all the
variances are equal and the covariances are null such that
Σ = σ2I.
4.2.1 Multivariate Gaussian Distribution
Let X be a random Gaussian continuous variable described by two parameters
µ and σ2.
The parameters µ and σ2 in machine learning models can be estimated
such that they maximize the likelihood of the statistical model generating
the training data, defined as follows:
M = {X ,Pθ,Θ}
where X = R is the state space of realizations, Pθ = N (µ, σ) is the Gaussian
distribution described hereafter and Θ = R ×R+ is the parameter set.
So that
µ̂ = 1
r
N
∑
i=1
xi,
σ̂2 = 1
k
N
∑
i=1
(xi − µ̂)2.
where xi is the observation of the ith sample and N is the number of samples.
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Definition 4.2.12. The univariate dimensional Gaussian Distribution of a
random variable X is a continuous probability distribution defined by its prob-
ability density function as follows:
p(x ∣ µ, σ2) = 1√
2πσ2
exp(−(x − µ)
2
2σ2
).
We can extend the definition of univariate Gaussian distribution to the
multivariate Gaussian distribution as follows:
Definition 4.2.13. The multivariate dimensional Gaussian Distribution of
a random variable vector X = (X1,X2, . . . ,Xr)T with the mean vector µX =
(µX1, µX2, . . . , µXr)
T and the associated covariance matrix σ is a continuous
probability distribution defined by its probability density function as follows:
p(x ∣ µX,Σ) =
1
(2π) l2 Σ l2
exp(−1
2
(x − µX)TΣ−1(x − µX)).
4.2.2 Dirichlet Distribution
Definition 4.2.14. The univariate Beta distribution of a random continuous
variable X with support [0, 1] and shape positive parameters α,β is defined by
its probability density function as the power function of X and its reflection
1 −X such that:
p(x∣α,β) = 1
B(α,β)x
α−1(1 − x)β−1 = Γ(α + β)
Γ(α)Γ(β)x
α−1(1 − x)β−1.
where Γ(z) = ∫
∞
0 x
z−1e−xdx is the Gamma function.
We can extend the definition of univariate Beta distribution to the Dirich-
let distribution as follows:
Definition 4.2.15. The multivariate Dirichlet distribution of a random con-
tinuous variable
X = (X1,X2, . . . ,Xr)T
with support the simplex
S = {xi ∈ R ∣
r
∑
i=1
xi = 1, xi ≥ 0}
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and shape positive parameters vector α = (α1, α2, . . . , αr) is defined by its
probability density function as follows:
p(x∣α) = 1
B(α)
r
∏
i=1
xαi−1i =
Γ(∑ri=1αi)
∏ri=1 Γ(αi)
r
∏
i=1
xαi−1i .
where B(α) is said to be the Beta function.
4.3 Learning Latent Variable Models
4.3.1 Exchangeable Single Topic Model
We denote by H the only topic of each document, it is modeled by a random
latent discrete variable H which takes only a finite number r of distinct
positive integer values.
The probability of each topic in the corpus is modeled by the weight of
the corresponding probability vector in the decomposed tensor such that
P (H = p) = ωp for p = 1, . . . , r.
This topic consists of l words x1, x2, . . . , xl which are values of random
discrete i.d.d. variables X1,X2, . . . ,Xl.
The discrete conditional probability distribution of each one of the vari-
ables X1,X2, . . . ,Xl is given by the probability vector defined by P (xj = i/H =
p) = ξp,i for j = 1, . . . , l, p = 1, . . . , r and i = 1, . . . , n. The probability vectors
correspond to the points of the decomposed compressed tensor of the statis-
tical model which describes the corpus content represented by three slices of
a tensor.
The probability to drawn the l words from a fixed document t in the
increasing order from x1 to xl depends on the conditional probability of each
one of them as they are conditionally independent. Each word can be drawn
from the canonical basis e1, e2, . . . , en of Rn.
The discrete conditional probability of xj given a topic H = p is simply ξp,
i.e. P (xj/H = p) = ∑ni=1P (jthword = i/H = p)ei = ∑ni=1 ξp,iei = ξp for p = 1, . . . , r.
The cross conditional probability of n−dimensional random vectors x1, x2, . . . , xl
given a topic H = p is then P (x1 ⊗ x2 . . . ⊗ xl/H = p) = ξp ⊗ ξp . . . ⊗ ξp for
p = 1, . . . , r.
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For instance, the cross conditional probability of x1 and x2 given a topic
H = p is then P (x1 ⊗ x2/H = p) = ξp ⊗ ξp for p = 1, . . . , r. This leads to the
following theorem developed by (Anandkumar and al.) in [AHK12]:
Theorem 4.3.1. Let x1 and x2 are the realizations of two random variables
X1 and X2 which describe the first two words in a document,
M2 ∶= P (x1 ⊗ x2)
and
M3 ∶= P (x1 ⊗ x2 ⊗ x3)
then
M2 ∶=
r
∑
p=1
ωpξp ⊗ ξp
and
M3 ∶=
r
∑
p=1
ωpξp ⊗ ξp ⊗ ξp
where ξp = (ξp,1, . . . , ξp,n) ∈ Rn.
So that, the probability vectors of topics can be computed using the mini-
mal symmetric tensor decomposition using the cross probabilities of any two
and three words in a document.
4.3.2 Spherical Gaussian Mixtures
Common Covariance
We either denote by H the random discrete variable which describes the
weight of each topic in the corpus with discrete probability distribution de-
fined as follows:
P (H = p) = ωp
for p = 1, . . . , r.
Each topic is described by the Gaussian random vector x = (x1, x2, . . . , xn) ∈
Rn with its probability density function defined as follows
f(x ∣ ξp,Σp) =
1
(2π) l2 Σ
l
2
p
exp(−1
2
(x − ξp)TΣ−1p (x − ξp)) for p = 1, . . . , r.
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where the mean vector is equal to
ξp = (ξp,1, ξp,2, . . . , ξp,n)T ∈ Rn for p = 1, . . . , r.
and Σp is a spherical semi-definite positive covariance matrix
Σp = σ2pI for p = 1, . . . , r..
We suppose that all topics has the same common covariance matrix such that
Σ = Σp = σ2pI = σ2I for p = 1, . . . , r.
The mixed model is observed as follows
x = ξh + z
where z ∼ N (0, σ2I) is an independent Gaussian random vector with zero
mean and the same spherical covariance σ2I of x.
The following theorem developed in [HK13] shows how to find out the sym-
metric structure of associated tensor using the manipulated cross moments
M2 and M3:
Theorem 4.3.2. Let x ∈ Rn be a Gaussian random vector which describes
each topic in the corpus such that all of them have the same variance σ2, if
n ≥ r and the variance σ2 is the smallest eigenvalue of the covariance matrix
P (x⊗ x) − P (x)⊗ P (x). Furthermore, if
M2 ∶= P (x⊗ x) − σ2I
and
M3 ∶= P (x⊗ x⊗ x) − σ2
n
∑
i=1
P (x)⊗ ei ⊗ ei + ei ⊗ P (x)⊗ ei + ei ⊗ ei ⊗ P (x)
then
M2 ∶=
r
∑
p=1
ωpξp ⊗ ξp
and
M3 ∶=
r
∑
p=1
ωpξp ⊗ ξp ⊗ ξp
where ξp = (ξp,1, . . . , ξp,n) ∈ Rn.
For more details, see [AGH+15].
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Different Covariances
In this case, each Gaussian random vector x has different variance σ2p and
z ∼ N (0, σ2I) is a Gaussian random vector with zero mean and different
spherical covariance σ2qI which depends on the choice of the topic H = q. The
model is again
x = ξh + z.
But the tensor structure is extracted using the following theorem:
Theorem 4.3.3. Let x ∈ Rn be a Gaussian random vector which describes
each topic in the corpus such that each one of them has different variance σ2p
for p = 1, . . . , r, if n ≥ r and the average variance σ̄2 = ∑rp=1 ωpσ2p is the smallest
eigenvalue of the covariance matrix P (x ⊗ x) − P (x) ⊗ P (x). Let v be any
normalized eigenvector corresponding to the eigenvalue σ̄2. Furthermore, if
M1 ∶= P (x(vT(x − P (x))2),
M2 ∶= P (x⊗ x) − σ̄2I
and
M3 ∶= P (x⊗ x⊗ x) − σ2
n
∑
i=1
M1 ⊗ ei ⊗ ei + ei ⊗M1 ⊗ ei + ei ⊗ ei ⊗M1
then
M2 ∶=
r
∑
p=1
ωpξp ⊗ ξp
and
M3 ∶=
r
∑
p=1
ωpξp ⊗ ξp ⊗ ξp
where ξp = (ξp,1, . . . , ξp,n) ∈ Rn.
For more details, see [HK13].
4.4 Latent Dirichlet Allocation
In Latent Dirichlet Allocation model denoted by LDA model, each document
corresponds to a mixture of topics. Furthermore each word may belong to
several topics.
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The random continuous variable H = (H1,H2, . . . ,Hr)T which describes
the topic mixture in the corpus follows a Dirichlet distribution Dir(α) with
shape positive parameters vector α = (α1, α2, . . . , αr) defined by its probability
density function as follows
p(H ∣α) = 1
B(α)
r
∏
i=1
Hαi−1i =
Γ(∑ri=1αi)
∏ri=1 Γ(αi)
r
∏
i=1
Hαi−1i .
with support the simplex S = {Hi ∈ R ∣ ∑ri=1Hi = 1,Hi ≥ 0} and B(α) the Beta
function. For each word x1, x2, . . . , xl we independently draw a single topic j
with random probability vector ξj and then draw the word according to the
probability vector. We encode a word xt by setting xt = ei iff the tth word in
the document is i. For example, the word government may belongs to the
topic politics and topic organization at the same time, so we first select the
topic politics and then we compute the probability that this word belongs to
the topic politics.
We denote by α0 = ∑ri=1αi. We are interested in the case of α0 is small
which corresponds to r small. The following theorem proposed by [AFH+12]
helps us to compute the symmetric tensor decomposition using the manipu-
lated cross moments.
Theorem 4.4.1. Let x1, x2, x3 be the first three words of a corpus indepen-
dently drawn from a discrete distribution specified by the ∑ri=1Hiξi. If
M1 ∶= P (x1) (4.1)
M2 ∶= P (x1 ⊗ x2) −
α0
α0 + 1
M1 ⊗M1 (4.2)
and
M3 = P (x1 ⊗ x2 ⊗ x3)
− α0
α0 + 2
(P (M1 ⊗ x1 ⊗ x2) + P (x1 ⊗M1 ⊗ x2) + P (x1 ⊗ x2 ⊗M1))
+ 2α
2
0
(α0 + 2)(α0 + 1)
M1 ⊗M1 ⊗M1
(4.3)
then
M2 ∶=
r
∑
p=1
αp
(α0 + 1)(α0)
ξp ⊗ ξp
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and
M3 ∶=
r
∑
p=1
2αp
(α0 + 2)(α0 + 1)α0
ξp ⊗ ξp ⊗ ξp
where ξp = (ξp,1, . . . , ξp,n) ∈ Rn.
4.5 Numerical Results
In this section, we apply the method of moments on a corpus of 10000 docu-
ments followed by a whitening step as detailed hereafter and tensor decom-
position process to learn mixed membership topic model(LDA model). Each
document consists of a different number of words where each word is drawn
from a vocabulary of 100 words.
A word may belongs to any subset of 3 topics, so that we define the
latent topic probability vector H = (H1,H2, . . . ,Hr)T which describes the
distribution of topics over the corpus and follows a Dirichlet distribution
Dir(α) = Dir(α1, α2, . . . , αr). We also define the parameter α0 = ∑ri=1αi which
controls to what extend the membership are mixed.
For each document, we draw the topic according to the distribution speci-
fied by H and then we draw the word according to the conditional distribution
associated to the chosen topic. Each word of the vocabulary is represented by
the vector ei ∈ Rn of the canonical basis. We use the formulas of M1,M2 and
M3 proposed in Theorem 4.4.1 to compute the first, second and third order
moments of the model. The third order moment M3 ∈ R100×100×100 is high
dimensional symmetric tensor hard to compute and memorize. We approx-
imate a whitening matrix W ∈ R100∗3 from the second order moment matrix
M2 by computing the singular value decomposition of M2 = USUT and we
suppose that W = −US− 12 . Using the whitening matrix W , the reduced third
order moment T (W,W,W ) ∈ R3×3×3 (easy to store in memory) is computed
implicitly with the expression of M3 in Theorem 4.4.1. The whitening step
leads to the following symmetric tensor represented by its 3 slices:
T [∶, ∶, 1] =
⎡⎢⎢⎢⎢⎢⎣
1.0153 −0.0094 −0.0071
−0.0094 1.0078 −0.0054
−0.0071 −0.0054 1.0209
⎤⎥⎥⎥⎥⎥⎦
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T [∶, ∶, 2] =
⎡⎢⎢⎢⎢⎢⎣
−0.0094 1.0078 −0.0054
1.0078 0.1942 0.6905
−0.0054 0.6905 −0.1454
⎤⎥⎥⎥⎥⎥⎦
T [∶, ∶, 3] =
⎡⎢⎢⎢⎢⎢⎣
−0.0071 −0.0054 1.0209
−0.0054 0.6905 −0.1454
1.0209 −0.1454 −0.7283
⎤⎥⎥⎥⎥⎥⎦
We apply the low rank symmetric tensor decomposition method described in
7 to compute the frequencies which represent the probability vectors of all
topics and the weights in the corpus.
This leads to the following decomposition T ′ = ∑rp=1 ωp(ξp)3 where
ξ = (ξ1, ξ2, ξ3) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1.0 1.0 1.0
−0.0936 −1.1394 1.3000
−1.4190 0.7793 0.6183
1.0 1.0 1.0
−0.0936 −1.1394 1.3000
−1.4199 0.7790 0.6182
1.0 1.0 1.0
−0.0936 −1.1394 1.3000
−1.4190 0.7793 0.6183
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ω = (ω1, ω2, ω3) =
⎡⎢⎢⎢⎢⎢⎣
0.3394
0.3510
0.3248
⎤⎥⎥⎥⎥⎥⎦
With the frequencies and weights, we recover the tensor T
′
using the same
formula T ′ = ∑rp=1 ωp(ξp)3 and we compare it to the reduced tensor T by
computing the norm ∣∣T − T ′ ∣∣2 which is equal to 0.0008.
We are now able to compute the weight of each of 3 topics in all documents
using a projection step. If X ∈ R100 is the vector representing the recurrence
of 100 words in a single document, then X ′ = W TX ∈ R3 represents the
recurrence vector of words in the basis ξ of frequencies.
Using the formula
X ′ξ = (ξ[1 ∶ 3, 1 ∶ 3])−1X ′
102
we are allowed to compute the weights δp of each topic in a fixed document
such that X ′ = ∑rp=1 δp(ξp)3 for p = 1, . . . , 3.
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Chapter 5
Tensor in Fiber Crossing Detection
Model
The white matter is found in the deeper tissues of brain whose role is to
protect tissues’cells called neurons from injuries.
Each neuron is extended on its extremities by intersected fibers called ax-
ons. This white matter helps also to transmit the electrical signals in the
brain. Fibers connect nerves among each other, process and store informa-
tions which are responsible of daily jobs body such as remembering, thinking
or eating. An anomaly which may affect the structure of these fibers, pre-
vents this factory of running well. This is named Alzheimer disease. In this
section, we are interested of studying the structure of intersected fibers in
human brain.
Basser and al. introduced in [BML94] the first model of fibers’ structure
called DTI model, in order to reconstruct the shape of the collection of fibers
running in parallel close together. The algorithms based on this model sup-
posed that we have only one fiber in a voxel of 3-dimensional space. So we
could not model the net of fibers when more than one fiber intersect.
Other methods have been proposed after, such as SHOT to estimate the
orientations of underlying fibers. They are characterized by a high angular
resolution. They allow to estimate the Diffusion Orientation Distribution
Function ODF whose maxima are aligned with orientation of fibers.
In [JGJJ11], they proposed the rank one high order tensor decomposition
technique to reconstruct the orientation of one fiber which is the only one
maxima of the ODF function.
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In [Bro97], they proposed the low rank approximation technique so called
CP method described in Chapter 3 in order to reconstruct the orientation of
underlying fibers. In this case, the number of intersected fibers need to be
known a priori. This method uses the ALS algorithm described in Section
3.3.2 whose convergence is not guaranteed and relies on initial choices.
5.1 Extracting Coefficients of Fiber Crossing Tensor
In this section, we describe a technique which extracts the coefficients of
high order low rank symmetric tensor. This technique, described in more
details in [MKBD14] relies on the computation of signals which come from
the convolution of the so called Watson function [TCC07, WBA12] and CT-
FOD function.
CT-FOD function F is modeled by a positive semi-definite symmetric
high order tensor of dimension 3.
Definition 5.1.1. Watson function is defined as follows:
Ψ(y0, λ0,x) = e−λ0D(y
T
0 x)
2
.
where
• x = (x1, x2, x3) is the vector normalized on the unit sphere.
• y0 = (y0,1, y0,2, y0,3) is the gradient of magnetic field in three dimensional
space.
• λ0 is the weight.
• D is the diffusivity coefficient.
Definition 5.1.2. The signal S(y, λ) = (S(yi, λi))1≤i≤r where r is the number
of intersected fibers in a voxel in three dimensional space is given by the
convolution of Watson function and CT-FOD function:
S(y, λ) = Ψ(y, λ)⊗ F (y, λ).
which is equal to
S(y, λ) = ∫
r
i=1
Ψ(yi, λi,x)F (x)dx.
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The following algorithm described in [MKBD14] shows us how to extract
the coefficients tα,β,γ of positive definite symmetric high order tensor T which
describes the structure of intersected fibers in human brain. Diffusion signal:
S(ξi, ωi) = ∫
S2
Ψ(ξi, ωi,x)T (x)dx. (5.1)
whereΨ(ξ, ω,x′) = S0e−wD(ξTx′)2is a Watson Function such that D is the Dif-
fusion Coefficient and T is the 4-order Cartesian Positive Definite Symmetric
Tensor.
106
Algorithme 8 : Extraction of tensor coefficients using ODF function.
Input ∶ The Diffusion Signal S(yi, λi) and the spherical coordinates
x = (x1, x2, x3).
Output ∶ The coefficients tα,β,γ of the tensor T
1. Modeling of the Fibers Orientation Distribution Function ODF by a
tensor T
of degree d and dimension 3.
T (y) = ∑
α+β+γ=d
tα,β,γy
α
1 y
β
2 y
γ
3 . (5.2)
where
tα,β,γ =
r
∑
i=1
ωiξ
α
i,1ξ
β
i,2ξ
γ
i,3
and yj are the components of the gradient vector for j = 1, . . . , 3.
2. Parametrize T by a sum of squares of polynomials of degree d2 in
order to obtain
a positive symmetric tensor using the Ternary quartics theorem
[GDM09]
T (x) =
r
∑
i=1
ωiu(x, ξi)2. (5.3)
where ωi ∈ R+ are weights and ξi = (ξi,1, ξi,2, ξi,3) ∈ R3 are the normalized
coefficients of polynomials representing rank one tensors.
3. Substitute 5.3 in 5.1 in order to estimate the Diffusion signal and to
compute each ξi
which represents each orientation.
S̃(yi, λi) =
r
∑
i=1
ωi∫
S2
u(x, ξi)2Ψ(yi, λi,x)dx. (5.4)
a. Minimize E to compute ωi ∈ R+ using NNLS algorithm
E =
L
∑
l=1
(Sl
S0
−
r
∑
i=1
ωi∫
S2
u(x, ξi)2Ψ(ξl, ωl,x)dx)
2
. (5.5)
b. Multiply the matrix of [ξ(α,β,γ)i ]∣α,β,γ∣=d,1≤i≤r by the vector [ωi]1≤i≤r
to obtain the coefficients tα,β,γ = ∑ri=1 ωiξ
(α,β,γ)
i .
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5.2 Algorithm
In this section, we show how to decompose a d-order Symmetric Tensor of
dimension n as a weighted sum of product of linear forms such that
T (x) =
r
∑
i=1
ωi(ui(x))d. (5.6)
where ui(x) = (ξi,0x0, ξi,1x1, . . . , ξi,nxn). We suppose ξi,0 ≠ 0, we scale ui(x)
and we multiply ωi by the scaling factor so ξi,0 = 1. We dehomogenize T (x)
by supposing x0 = 1 then by Newton multinomial Formula we get
tα =
r
∑
i=1
ωi(
d
α
)ξαi = σα(
d
α
) (5.7)
We propose an algorithm to recover the tα coefficients of a ODF Symmetric
tensor of low rank in 3 dimensional space. We compute the coefficients tα
using the moments of formal power series associated to the Tensor T . We
adapt the algorithm proposed in [HMK17] which describes the decomposition
of formal power series using the associated multivariate Hankel Matrices.
Only one constraint appears on the rank r of the tensor T , which is resumed
by r < 3. We use properties of the associated Aritinian Gorenstein Algebra.
The eigenvectors and the eigenvalues of the multiplication matrices are mainly
108
used to compute the components of directions and the ponderations.
Algorithme 9 : Crossing fibers detection via ODF symmetric tensor decomposition.
Input ∶ the moments tα = σα(d
α
) of σ for ∣α∣ ≤ d.
Let d1 and d2 be positive integers such that d1 + d2 + 1 = d, for example
d1 ∶= ⌈d−12 ⌉ and d2 ∶= ⌊d−12 ⌋.
1. Compute the Hankel matrix Hd1,d2T ∗ = [tα+β]∣α∣≤d1
∣β∣≤d2
of T ∗ in for the
monomial sets
A1 = (xα)∣α∣≤d1 and A2 = (xβ)∣β∣≤d2.
2. Compute the singular value decomposition of Hd1,d2T ∗ = USV T with
singular values s1 ≥ s2 ≥ ⋯ ≥ sm ≥ 0.
3. Determine its numerical rank, that is, the largest integer r such that
sr
s1
≥ ε.
4. Form the matrices MVrxj = S−1r UHrHd1,d2xj⋆T ∗V r, j = 1, . . . , n, where H
d1,d2
xj⋆T ∗ is
the Hankel matrix associated to xj ⋆ T ∗.
5. Compute the eigenvectors vj of ∑nj ljMxj for a random choice of lj in
[−1, 1], j = 1, . . . , n
and for each i = 1, . . . , r do the following:
a. Compute ξi,j such that Mjvi = ξi,jvi for j = 1, . . . , n and deduce
the point ξi ∶= (ξi,1, . . . , ξi,n).
b. Compute ωi = ⟨T
∗∣vi(x)⟩
vi(ξi) =
[1]THd1,d2
T∗ V r vi
[ξαi ]Tα∈A2V r vi
where [1] is the coefficient vector of 1 in the basis A1.
Output ∶ r ∈ N, ωi ∈ C/(0), ξi ∈ Cn, i = 1, . . . , r such that
T ∗(y) = ∑ri=1 ωi eξi(y) up to degree d.
Notice that if n = 3 and d = 4 then d1 = d2 = 1 so that A1 = (1, x2, x3)
and A2 = (1, x2, x3), we obtain rank(HT ∗) ≤ 3. If r > 4 we call the Numerical
Completion Methods using SDP and SVT algorithms.
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5.2.1 Numerical Results
We import 16 tensors computed in [MKBD14] using Algorithm 8, each one
of them of order 4 is represented in three dimensional space by 15 coefficients
with 2 or 3 directions extracted using Algorithm 8. We associate to each
tensor the monomials in the following order:
[x42, x1x32, x21x22, x31x2, x41, x0x32, x0x1x22, x0x21x2, x0x31, x20x22, x20x1x2, x20x21, x30x2, x30x1, x40].
We apply Algorithm 9 to obtain the weights and the directions of fibers
which model the tensor. We compute the angular error between the input
angle between two fibers which represent directions of the tensor and the
output angle between directions of output decomposed tensor. Figure 5.1
shows that the error is lower than 5 degrees for all angles greater than 30
degrees. For two orthogonal fibers of a tensor, the angular error is almost
zero. In Figure 5.2, we represent the directions of 2 fibers of ODF tensor in
3−dimensional space computed using Algorithm 9 which are spaced with an
angle in the range 90○ ∶ −6○ ∶ 0○. We recover the input angle for all tensors
with input angle bigger than 30○. We notice that for each tensor, there is one
preponderate direction to another unless in the case of orthogonal directions.
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Figure 5.1: Angular error between input and output directions
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Figure 5.2: Weighted directions of 2 fibers representing 4−order ODF tensors in 3 dimensional
space.
112
Chapter 6
Completion of Hankel Matrix of Low
Rank
In this chapter, we study the problem of completion of Hankel matrix of low
rank knowing some entries of this matrix. The problem is seen as NP-hard
non-convex optimization problem as follows:
minimize
X
Rank(X)
subject to X[i, j] =M[i, j], (i, j) ∈ Ω
X is Hankel.
(6.1)
where X ∈ Rm×n is the optimization variable, Mi,j are known given values and
Ω is a subset of {1, 2, . . . ,m} × {1, 2, . . . , n} of cardinal N . The completion of
missed values of a matrix of low rank is a difficult non-convex optimization
problem. In the last two decades, the matrix and formal series completion
problems has been developed [CT10] [UC15]. Several questions related to
semidefinite programs have been raised, solved and applied to several appli-
cations such that identification systems, graph theory, information theory,
image processing and estimation problems. It also appears in the calculus
of low rank decomposition of symmetric tensors. The resolution of comple-
tion problem of Hankel matrix is based on semidefinite positive programming
SDP. In this chapter, we give the definition of semidefinite programming SDP
in addition to Rank Minimisation Problem RMP. We present some results of
RMP for a general matrix and we apply them to the completion problem of
Hankel matrix of Low rank. We propose two heuristics which are based on
convex optimization and resolve approximatively the RMP. The first heuris-
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tic is based on the minimization of the trace where the problem (6.1) has
been relaxed into an SDP problem. The second heuristic is based on the
minimization of nuclear norm of the matrix. Contrarily to existing methods,
these heuristics can be applied to a general matrix, they are very effective
numerically and gives an a global sub born over the RMP if the feasible
set is born. First, we study the trace minimization in two cases: first case
where X is semi-definite positive and second case where X is symmetric non
semi-definite positive. This heuristic relies on the fact that the minimization
of norm l1 of a vector (here the vector of eigenvalues) gives a sparse vector.
We generalize the problem to the nuclear norm minimization problem which
gives an optimal solution to the problem (6.1) by minimizing the convex hull
of the objective function Rank.
6.1 Semidefinite Programming
A semidefinite program SDP with variable x = (x1, x2, . . . , xn) ∈ Rn is the
following optimization problem:
minimize
x
cTx
subject to A0 +A1x1 + . . . +Anxn ⪰ B
(6.2)
where Ai,B ∈ Rm×m are square symmetric matrices, c ∈ Rn and ⪰ is a matrix
inequality defined in Section 6.2.1. In other terms, a semidefinite program
minimize a linear function with linear matrix inequalities.
The SDP may be solved globally using interior points methods which are
effective [BV04]. If dimensions m and n are large, some special methods can
be proposed to do the computation [VB96]. Some other methods have been
developed recently to exploit the special structure of some problems such
that the method of Gauss-Newton [KMR+01], interior points methods with
double echelon [Tod97].
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6.2 Minimization Rank Problem-RMP
The general form of low rank minimization problem RMP is
minimize
X
Rank(X)
subject to X ∈ C
(6.3)
where X ∈ Rm×n is the optimization variable, and C is the set defined by
the constraints. This problem appears in several domains such that identi-
fication systems, statistics, signal processing and combinatory optimization.
However, RMP is known to be a NP-hard difficult problem [CR09]. Then,
the completion of Hankel matrix is a RMP problem where the matrix X is
Hankel.
6.2.1 RMP Semidefinite Positive
Definition 6.2.1. We define par Sn+ = {X ∈ Rn×n ∣ X is semidefinite positive}.
It is a convex set named semidefinite positive cone.
The cone Sn+ has some properties which help to find a low rank matrix.
This matrix can be found on the boundary of the cone. A matrix X is
called semi-definite positive and denoted by X ⪰ 0 if it is symmetric and all
eigenvalues are positive or zero. Another characterization frequently used is:
X ∈ Sn+ ⇐⇒ uTXu ≥ 0,∀u ∈ Rn.
Definition 6.2.2. The RMP is called semidefinite positive if the matrix X is
semidefinite positive, which means that the set C is included in the cone Sn+.
There is a lot of applications where X is not necessarily semidefinite posi-
tive or even not square. We could verify using the following lemma that every
general RMP could be integrated in a bigger semidefinite positive RMP.
Lemma 6.2.3. Let X ∈ Rm×n a given matrix. So that Rank(X) ≤ r if and
only if there exist two matrices Y = Y T ∈ Cm×m and Z = ZT ∈ Rn×n such that
Rank(Y ) +Rank(Z) ≤ 2r
and
[ Y X
XT Z
] ⪰ 0.
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The proof is given in [Faz02] and uses the generalization of the well known
condition of the complement of Schur of semidefinite positive matrix. This
lemma shows that we could associate to any non-square matrix, a semidefinite
positive matrix such that the rank is two times bigger than the rank of X. It
means that for a non-square general matrix, the RMP (6.3) is equivalent to
the rank minimization problem of the diagonal semidefinite positive matrix
diag(Y,Z) [Faz02].
minimize
1
2
Rank diag(Y,Z)
subject to [ Y X
XT Z
] ⪰ 0,
X ∈ C.
(6.4)
with the variables X,Y and Z. This equivalence is based on the fact that
the triplet (X∗, Y ∗, Z∗) is optimal for (6.4) if (X∗) is optimal for (6.3) and
the objective values are the same for two problems (That is why we have the
factor 12).
6.3 Relaxations: Trace, Nuclear Norm
In this section, we describe heuristics based on convex optimization which
resolve approximatively the RMP. Contrarily to some existing methods, these
heuristics may be applied to any general matrix non-positive or non-square
necessarily and they are numerically effective and do not need an initial point
specified by the user. We will see that RMP could be used for the completion
of Hankel matrix of low rank.
6.3.1 Matrix Norms
For a rectangular matrix X ∈ Rm×n, σi is the ith singular value of X and it is
equal to the ith eigenvalue of XXT. The numerical rank of X is designed by
r and it is equal to the number of top non-zero singular values of X ranged
in a decreasing order.
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Definition 6.3.1. Let X,Y two matrices of the same dimension, we define
the inner product in Rm×n by
⟨X ∣ Y ⟩ ∶= Tr(XTY ) =
m
∑
i=1
n
∑
j=1
X[i, j]Y [i, j]
Definition 6.3.2. The norm associated to the inner product is named Frobe-
nius Norm, it is equal to the euclidean norm of the vector of singular values:
∣∣X ∣∣F ∶=
√
Tr(XTX) = (
m
∑
i=1
n
∑
j=1
X[i, j]2) 12 = (
min(m,n)
∑
i=1
σ2i )
1
2
Definition 6.3.3. The Spectral Norm is the norm l∞ of the vector of singular
values which is equal to maximum singular value and it is denoted by:
∣∣X ∣∣ ∶= σ1(X).
Definition 6.3.4. The Nuclear Norm is the norm l1 of the vector of singular
values which is equal to the sum of singular values and it is denoted by:
∣∣X ∣∣∗ ∶=
min(m,n)
∑
i=1
σi.
It is also called Ky-Fan or n-norm of X.
The three norms are related using the following inequalities which hold for
any matrix of rank low or equal to r:
∣∣X ∣∣ ≤ ∣∣X ∣∣F ≤ ∣∣X ∣∣∗ ≤
√
r∣∣X ∣∣F ≤ r∣∣X ∣∣. (6.5)
Definition 6.3.5. For every norm in the space of inner product, there is a
norm which is called Dual Norm ∣∣.∣∣ defined by:
∣∣X ∣∣d ∶=max⟨X ∣ Y ⟩ ∶ ∣∣Y ∣∣ ≤ 1.
Then, the dual norm of the norm ∣∣.∣∣d is the norm ∣∣.∣∣.
Proposition 6.3.6. The dual norm of the spectral norm ∣∣.∣∣ in Rm×n is the
nuclear norm ∣∣.∣∣∗.
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The proof of this proposition is developed in [RFP10].
We recall the definition of Cauchy-Schwartz inequality as follows:
Definition 6.3.7. For every X,Y ∈ Rm×n, ⟨X ∣Y ⟩ ≤ ∣∣X ∣∣F ∣∣Y ∣∣F .
It is either proved in [CR09] that ⟨X ∣Y ⟩ ≤ ∣∣X ∣∣∗∣∣Y ∣∣.
Theorem 6.3.8. The nuclear norm ∣∣.∣∣∗ of a matrix is convex.
For a proof, see [Hos16].
6.3.2 Trace Minimization
Consider the problem (6.3), we minimize the trace in the case of semidefinite
positive matrix and then in the case of symmetric non semidefinite positive
matrix.
Case 1: X semi-definite positive
We suppose that the optimization variable X is a semi-definite positive ma-
trix, λi is the ith eigenvalue of X, λ = {λi ∣ i = 1, . . . , n} and ∣∣.∣∣1 is the norm
l1 of the vector. A good heuristic relies on replacing the objective Rank by
the trace Tr and to solve the problem:
minimize
X
Tr(X)
subject to X ∈ C
X ⪰ 0
(6.6)
We denote by Tr(X) = ∑ni=1 λi. Because of X is semidefinite positive, which
means that all eigenvalues are positive or zero then Tr(X) = ∣∣λ∣∣1 = ∑ri=1 ∣λi∣.
To obtain a sparse vector, we minimize the norm l1 of the vector. Therefore,
we reduce the number of non-zero eigenvalues while minimizing the norm l1
of the vector λ which gives a matrix of low rank. Therefore, the semidefinite
positive Hankel matrix completion problem is the following:
minimize
X
Tr(X)
subject to X ⪰ 0
X[i, j] =M[i, j], (i, j) ∈ Ω
Xis Hankel
(6.7)
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The problem (6.7) is a convex relaxation SDP of problem (6.1) in the case of
semidefinite positive matrix.
6.3.3 X is Symmetric Non Semidefinite Positive
We could extend the heuristic of minimization of the trace to the case of X
is symmetric but not necessarily semidefinite positive. In this case, the sum
of eigenvalues of X is not definitely equal to the norm l1 of λ where λ is
the vector of eigenvalues of X. Therefore, we minimize the sum of absolute
values of eigenvalues
minimize
X
r
∑
i=1
∣λi∣
subject to X ∈ C
(6.8)
We prove then that this problem can be written as an SDP and could be
easily solved.
Proposition 6.3.9. The problem 6.8 is equivalent to the following SDP
minimize
X
Tr(X+) +Tr(X−)
subject to X = X+ −X−
X+ ⪰ 0,X− ⪰ 0
X ∈ C
(6.9)
Proof. The function ∑ri=1 ∣λi∣ is convex as it is a matrix norm. If we suppose
that X = X+ −X−, then because of convexity we have
r
∑
i=1
∣λi∣ ≤
1
2
(
r
∑
i=1
∣(λi)+∣ +
r
∑
i=1
∣(λi)−∣)
= 1
2
(Tr(X+) +Tr(X−))
(6.10)
We prove that there exists two matrices X+, X− such that the inequality (6.10)
holds. Let X = QλQT is the eigenvalue decomposition of X, we collect the
non-negative eigenvalues and the negative eigenvalues as the diagonal entries
of λ+ and λ− respectively. For example if X has k eigenvalues where d are
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non-negative, λ+ = diag(λ1, λ2, . . . , λd) and λ− = diag(λd+1, λd+2, . . . , λk). As
well, we collect the corresponding eigenvalues as Q+ and Q−. We obtain,
X = QλQT = [Q+ Q−] [
λ+ 0
0 λ−
] [Q
T
+
QT−
]
Then, we suppose that X+ = Q+λ+QT+ and X− = Q−λ−QT−. They are compatible
with the inequality in (6.10). The two problems (6.7) and (6.8) are equivalent.
It is the case of a general RMP (6.3), where the optimization variable X is
symmetric not necessarily semidefinite positive. In particular, this propriety
is valid for the problem (6.1). Furthermore, if m = n we deduce that the
following problem:
minimize
X
Tr(X+) +Tr(X−)
subject to X = X+ −X−
X+ ⪰ 0,X− ⪰ 0
X[i, j] =M[i, j], (i, j) ∈ Ω
Xis Hankel
(6.11)
is a relaxation of the difficult problem 6.1. This is a convex optimization
problem SDP which takes two semidefinite positive matrices X+ and X− as
optimization variables and minimize the sum of their trace under the condi-
tion that their difference X = X = X+ −X− is a Hankel matrix.
6.4 General Case: Minimization of Nuclear Norm
The minimization of trace is a heuristic which could not be applied to prob-
lems of minimization of rank RMP of a non semidefinite positive matrix.
The extension to the problems where X is not semidefinite positive or more
generally to non-square matrices is not evident because of the trace is not
defined for non square matrices. However, there exists different important
applications of RMP where the optimization variable X is not square matrix.
We show in the following that this heuristic is simple and effective to be
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extended to the general RMP. Using Lemma 6.2.3, we could integrate every
general RMP (6.3) in a semidefinite positive problem
minimize Rank diag(Y,Z)
subject to [ Y X
XT Z
] ⪰ 0
X ∈ C
(6.12)
where Y ∈ Rm×m and Z ∈ Rn×n are additional variables. Because of the argu-
ments of the function Rank in the problem (6.12) are known to be semidefi-
nite positive, the direct application of the trace as in (6.6) gives
minimize Tr diag(Y,Z)
subject to [ Y X
XT Z
] ⪰ 0
X ∈ C
(6.13)
which is a convex optimization problem in X,Y and Z and could be solved
efficiently. Therefore, we obtain an equivalent form of (6.13) which gives an
intuition of this heuristic and its relationship to the general RMP. In the
following, we prove that (6.13) is equivalent to the problem
minimize
X
∣∣X ∣∣∗
subject to X ∈ C
(6.14)
where ∣∣X ∣∣∗ = ∑min(p,q)i=1 σi is the nuclear norm of the matrix X. We see that
this norm is the dual norm of the spectral norm ∣∣.∣∣. The equivalence between
(6.13) and (6.14) is given by the following lemma:
Lemma 6.4.1. For X ∈ Rm×n and t ∈ R, we have ∣∣X ∣∣∗ ≤ t if and only if there
exists two matrices Y ∈ Rm×m and Z ∈ Rn×n such that
Tr(Y ) + Tr(Z) ≤ 2t, [ Y X
XT Z
] ⪰ 0 (6.15)
Proof. (⇐) Let Y and Z two matrices which satisfy the relations (6.15) and
X = USV T the singular value decomposition of X. Here, Σ is of dimension r×r
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where r is the rank of X. As the trace of product of two semidefinite positive
matrices is non-negative, then Tr [ UU
T −UV T
−V UT V V T ] [
Y X
XT Z
] ≥ 0
which gives
Tr(UUTY ) −Tr(UV TXT) −Tr(V UTY ) +Tr(V V TZ) ⪰ 0 (6.16)
As the columns of U are orthonormal, we could add other columns to fill it,
which means that there exists Ũ such that [UŨ][UŨ]T = I, or UUT + Ũ ŨT = I.
As Y ⪰ 0,Tr(Ũ ŨTY ) ≥ 0 and we have
Tr(Ũ ŨTY ) ≤ Tr(UUT + Ũ ŨTY ) = Tr(Y ).
As well, for V we have Tr(Ṽ Ṽ TZ) ≤ Tr(Z). Furthermore, we have Tr(V ŨTX) =
Tr(V ΣṼ T) = Tr(Σ) and Tr(UṼ TXT) = Tr(UΣŨT) = Tr(Σ). We replace these
equalities in (6.16) and use the two previous inequalities to obtain,
Tr(Y ) +Tr(Z) − 2Tr(Σ) ≥ 0,
1
2
(Tr(Y ) +Tr(Z)) ≥ Tr(Σ) ≥ 0,
Tr(Σ) = ∣∣X ∣∣∗ ≤ t.
(⇒) We suppose that ∣∣X ∣∣∗ ≤ t. The two matrices Y and Z which we are
looking for may be chosen to satisfy the relations (6.15): If Y = UΣUT+γI and
Z = V ΣV T + γI so that we have
Tr(Y ) +Tr(Z) = 2Tr(Ξ) + γ(p + q) = 2∣∣Tr∣∣∗(Ξ) + γ(p + q).
We choose γ = 2(t−∣∣X ∣∣∗)p+q , we obtain Tr(Y ) +Tr(Z) = 2t. We notice that,
[ Y X
XT Z
] = [UΣU
T UΣV T
V ΣUT V ΣV T
] + γ [I 0
0 I
] = [U
V
]Σ [UT V T] + γI
is a semidefinite positive matrix. In other terms, the condition ∣∣X ∣∣∗ ≤ t could
be seen as a linear equality matrix. Now, it is simple to demonstrate that the
generalized heuristic of minimization of trace (6.13) and the minimization of
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nuclear norm (6.14) are equivalent. Simply, we could write the problem (6.13)
as follows:
minimize t
subject to Tr(Y ) +Tr(Z) ≤ 2t
[ Y X
XT Z
] ⪰ 0
X ∈ C
(6.17)
with the variables X,Y,Z and t. Then, if we apply lemma (6.4.1), we obtain
minimize t
subject to ∣∣X ∣∣∗ ≤ t
X ∈ C
(6.18)
with the variables X and t, which is equivalent to the problem (6.14)
We now recall the relationship between this problem and the original RMP
which has been developed in (6.3).
6.5 Convex Hull of the Rank function
We explain in more details the relationship between the RMP (6.3) and the
heuristic of nuclear norm (or generalized trace)(6.14).
Definition 6.5.1. Let C be a convex set and f ∶ C ↝ R not necessarily convex.
The convex hull is the largest convex function g such that g(x) ≤ f(x) for
x ∈ C. This means that among all convex functions, g is the best punctual
approximation of f .
In particular, if the optimal g can be described than f could be minimized
efficiently. In the problem (6.3) where the objective function is not convex,
its convex hull could be used as an approximation which could minimize the
rank efficiently.
Theorem 6.5.2. The convex hull of the function φ(X) =Rank(X) over the
set C = {X ∈ Rm×n; ∣∣X ∣∣ ≤ 1} is φenv(X) = ∣∣X ∣∣∗ = ∑min(m,n)i=1 σi.
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Proof. Because of (6.5), we have ∣∣X ∣∣∗ ≤ r∣∣X ∣∣. This gives that Rank(X) ≥
∣∣X ∣∣∗
∣∣X ∣∣ for every X. Then, for every matrix X where ∣∣X ∣∣ ≤ 1, we have Rank(X) ≥
∣∣X ∣∣∗. Then, the nuclear norm is the convex inferior limit of the function Rank
over the set C. In fact, this is the closer convex inferior limit which is more
developed in [Faz02].
This theorem gives an important interpretation of the heuristic of the
nuclear norm: in fact, this heuristic minimize the convex hull of the Rank
function on a bounded set. In addition, we have the following implications
for the general RMP (6.3) and the following heuristic: Suppose that the set
C is bounded by M, which means that for every X ∈ C, ∣∣X ∣∣ ≤M . The convex
hull of Rank(X) over the set {X ∈ Rm×n; ∣∣X ∣∣ ≤M} is given by 1M ∣∣X ∣∣∗ which
means that Rank(X) ≥ 1M ∣∣X ∣∣∗ for every X ∈ C. We denote by prmp the
optimal value of the rank minimization problem (6.3) and ptr the optimal
value of nuclear norm minimization problem, then
prmp ≥ ptr.
In other words, solving (6.14), we could obtain a lower bound of the optimal
value of Problem (6.3). We notice that the nuclear norm is the closest convex
approximation which gives the inferior limit among all the convex approxi-
mations of the function Rank over the set C. The property ”Convex Hull”
of the nuclear norm given by the previous theorem plays an important role
in the efficiency of the heuristic 6.14: the simplest way to connect the rank
of the non-square general matrix to the semidefinite positive matrix is to see
that Rank(X) = Rank(XXT). As Rank(XXT) is a semidefinite positive
matrix, then we could apply directly the heuristic trace and obtain,
minimize
X
Tr(XXT)
subject to X ∈ C
(6.19)
We have Tr(XXT) = ∑ri=1 σ2i the Frobenius norm of X is a convex optimization
of the Rank. Notice that this is the norm l2 of the vector of singular values.
However, we know that the minimization of the norm l2 of a vector contrarily
to the norm l1 does not always give a sparse vector so that we do not expect
to obtain a sparse set of singular values or a low rank matrix using the norm
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l2. The minimization problem 6.19 could be written as the following SDP:
minimize Tr(Y )
subject to [ Y X
XT I
] ⪰ 0
(6.20)
We notice that this problem and Problem (6.13) are the same, unless that the
variable Z is replaced by the identity which reduces the number of degrees
of freedom in the optimization. The completion problem of a Hankel ma-
trix (6.1) is a rank minimization problem RMP of a Hankel matrix. In this
problem C = {X ∈ Rm×n,X[i, j] = M[i, j], (i, j) ∈ Ω,X is Hankel.}. We sup-
pose that X is not semidefinite positive or non-square matrix so that because
of the previous heuristic which represents the nearest convex approximation
which gives the closest limit inferior among all the convex approximations
of the Rank over a bounded set is given by the minimization of the nuclear
norm of the matrix X as follows:
minimize
X
∣∣X ∣∣∗
subject to X[i, j] =M[i, j], (i, j) ∈ Ω
X is Hankel.
(6.21)
Therefore, this problem is in relationship with Problem (6.1): solving (6.21)
we obtain an inferior limit of the optimal value of (6.1). In other words, the
resolution of the problem allows us to obtain a Hankel matrix of the lowest
possible nuclear norm. In addition, it is the first step towards the completion
of Hankel matrix X which consists of minimizing the nuclear norm which
refers to solve (6.21).
6.6 Numerical Example SDP
In this section, we present a direct application of the completion of Han-
kel matrix of low rank. Given the first moments σα, ∣α∣ ≤ d of the series
σ(y) = ∑ri=1 ωiei(y) with ξi ∈ Rn and ωi ≠ 0. The goal is to complete the
Hankel associated matrix to the series in addition to its moments σα. Notice
that the nuclear norm is the closest convex approximation which gives the
tightest inferior limit among all convex approximations of Rank over the set
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C. We solve this problem in an efficient way, we use the relaxation of the
minimization of nuclear norm of X. We use the packages JuMP, Multivari-
atePolynomials, CSDP, DataStructures, TensorDec of the software Julia.
• JuMP makes it easy to solve optimization problems.
• MultivariatePolynomials provides an interface for manipulating multi-
variate polynomials such as accessing the coefficients, the monomials
and the terms of them.
• CSDP is an interface to some Semi Definite Programming Solvers.
• DataStructures implements a variety of Data structures such as Dictio-
naries and Linked Lists.
• TensorDec manipulates the decomposition of series of moments and ten-
sors.
Example 6.6.1. Given the weights and the frequencies as follows:
ω0=[2 3] and ξ0=[
−1 1
0 4
]
We have the series of moments truncated in degree d = 3.
The polynomial of degree 3 computed with 2 frequencies ξ0 and 2 weights
ω0 is t0 = −0.001x31+0.0402x21x2+0.138x1x22+0.194x32+0.15x21−0.6x1x2+1.5x22−
0.3x1 + 4.2x2 + 5.
We use the set of monomials of degree lower than or equal to d1 = 3 asso-
ciated to the variables x1 and x2, the Hankel matrix H0 associated to t0 before
the minimization of the nuclear norm is:
H0=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
5 −0.1 1.4 0.05 −0.1 0.5
1.4 −0.1 0.5 0.014 −0.046 0.194
0.05 −0.01 0.014 0 0 0
−0.1 0.014 −0.046 0 0 0
0.5 −0.046 0.194 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
After the minimization of the nuclear norm, the complete Hankel matrix
is the following:
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H =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
5 −0.1 1.4 0.05 −0.1 0.5
1.4 −0.1 0.5 0.014 −0.046 0.194
0.05 −0.01 0.014 0.0005 −0.001 0.0005
−0.1 0.014 −0.046 −0.001 0.0005 −0.019
0.5 −0.046 0.194 0.0005 −0.019 0.077
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The rank of H0 is 5 but the numerical rank of H is 2 for ε = 0.01.
We apply the low decomposition algorithm on the series associated to H
and we obtain the following weights and frequencies which are near of the
initial weights and frequencies:
ω=[2 3] and ξ=[−1 1
0 4
]
Furthermore, the norm l2 of the difference between the initial polynomial
and the complete polynomial associated to H is 10−15.
6.7 Singular Value Thresholding Algorithm
In this section, we propose another algorithm which gives an optimal solution
to the nuclear norm minimization problem with linear and convex constraints.
This algorithm is iterative and applies a singular value thresholding step to a
sparse matrix which requires a small storage space and a low computational
cost at each step. The choice of enough big threshold at each step allows us
to expect a low rank completed matrix. We prove from a theoretical of view
point that the sequence of iterates converges.
Candés and Recht proved in [CR09] that the matrix completion problem
is not as ill-posed as people think. They showed that the matrix of low rank
can be reconstructed from a small set of sampled entries by solving a simple
convex optimization problem.
Theorem 6.7.1. A matrix M ∈ Rn×m of rank r can be covered by solving the
optimization problem:
minimize
X
∣∣X ∣∣∗
subject to X[i, j] =M[i, j], (i, j) ∈ Ω
(6.22)
where the number of sampled entries obeys p ≥ Cn 65rlogn for some positive
constant C.
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For the proof, see [CR09]. Candés and Recht also proved in [CR09] that
under some conditions, the rank minimization problem and the nuclear norm
minimization problem have the same solution.
6.7.1 Algorithm Outline
Because it has been proved in [CR09] that there exists a solution for nuclear
norm minimization problem under some conditions, it is important to develop
an algorithm for solving it. The semidefinite programming solvers proposed
in the previous section are problematic when the size of the matrix is big
because we solve big linear equation systems and don’t guarantee the matrix
to be of low rank. We propose a singular value thresholding algorithm which
fills a matrix such that it requires the condition of lowest possible nuclear
norm. We set the nuclear norm minimization problem as:
minimize
X
∣∣X ∣∣∗
subject to A(X) = b
(6.23)
where A is a linear operator on the space Rn×m into Rl, and b ∈ Rl.
The algorithm works well when the desired matrix is of big sizes and of
low rank.
Definition 6.7.2. Let Ω to be a set of indices, the orthogonal projector PΩ
associated to Ω is defined as follows:
PΩ ∶ Rn×m Ð→ R
X z→ PΩ(X) =
⎧⎪⎪⎨⎪⎪⎩
X[i, j], if(i, j) ∈ Ω
0 Otherwise
(6.24)
We sketch Problem (6.23) in the case of completion of low nuclear norm
matrix, so that the associated optimization problem is:
minimize
X
∣∣X ∣∣∗
subject to PΩ(X) = PΩ(M)
(6.25)
We propose an algorithm which is based on the computation of the top sin-
gular values of the input matrix at each step. If only a few number of the
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singular values is chosen at each step then the sequence of matrices converges
rapidly to a matrix of lowest possible rank. Another expectation of choosing
a big threshold is to make the computation of each matrix easy and to reduce
the storage space in memory.
It is convenient to generalize the constraints of problem 6.23 to be convex,
as follows:
minimize
X
∣∣X ∣∣∗
subject to fi(X) ≤ 0, 1 ≤ i ≤ l.
(6.26)
where fi are convex and Lipschitz. The benefit of this generalization is to
make possible to complete a low nuclear norm matrix with noisy sampled
entries by redefining the constraints of the completion problem through the
conditions of generalized problem as detailed later in 6.8.
We recall the singular value thresholding algorithm SVT for the matrix
completion problem in terms of a well-known Lagrange multiplier algorithm
and we extend SVT to be able to find a numerical solution to the general
problem 6.23. We then adapt it to the completion problem of low rank Hankel
matrix.
We recall the definition of a singular value thresholding operator as follows:
Definition 6.7.3. Let X ∈ Rn×m of rank r with the truncated singular value
decomposition X = UrSrV Tr . For τ ≥ 0, we introduce the singular value thresh-
olding operator
Dτ(X) = UrDτ(Sr)V Tr
where Dτ(Sr) = diag((s − τ)+).
In other words, this operator moves the singular values which are bigger
than τ towards zero. Even though the singular value decomposition is not
unique, it is easy to prove that the thresholding operator is well defined.
We recall the following theorem which is used to recast the SVT algorithm
as a Lagrange multiplier algorithm:
Theorem 6.7.4. o Let τ ≥ 0 and Y ∈ Rn×m, the singular value shrinkage
operator defined in 6.7.3 obeys:
Dτ(Y ) = arg min
X
(1
2
∣∣X − Y ∣∣2F + τ ∣∣X ∣∣∗) (6.27)
For the proof, see [CCS10].
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Interpretation as Lagrange Multiplier Method
In this section, we recast the SVT algorithm as a Lagrange multiplier al-
gorithm. This allows us to extend the SVT algorithm known as Uzawa’s
algorithm to nuclear norm optimization problem with linear or convex con-
straints. For some fixed τ ≥ 0, we set fτ(X) = 12 ∣∣X ∣∣2F + τ ∣∣X ∣∣∗ and we define
the optimization problem as follows:
minimize
X
fτ(X)
subject to PΩ(X) = PΩ(M)
(6.28)
The Lagrangian for this problem is given by:
L(X,Y ) = fτ(X) + ⟨Y ∣PΩ(M −X)⟩
where Y ∈ Rn×m. Strong duality holds, and X∗ is primal-optimal and Y ∗ is
dual-optimal if we have:
sup
Y
inf
X
L(X,Y ) = L(X∗, Y ∗) = inf
X
sup
Y
L(X,Y )
The function g0(Y ) = inf
X
L(X,Y ) is called the dual function. g0 is continuously
differentiable and Lipschitz with constant Lipschitz at most one, as this is a
consequence of well-known results concerning conjugate functions. Uzawa’s
algorithm approaches the problem of finding the point (X∗, Y ∗) by solving
the iterative procedure starting from Y 0 = 0 as follows:
⎧⎪⎪⎨⎪⎪⎩
L(Xk, Y k−1) =minXL(X,Y k−1)
Y k = Y k−1 + δkPΩ(M −Xk)
(6.29)
where δk is a sequence of positive step sizes.
We observe that the subgradient of g0(Y ) is given by [CCS10] as follows:
∇Y g0(Y ) = ∇YL(X̃, Y ) = PΩ(M − X̃)
where X̃ is the minimizer of the Lagrangian for that value of Y so that the
gradient descent update is of the form:
Y k = Y k−1 + δk∇Y g0(Y k−1) = Y k−1 + δkPΩ(M −Xk).
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It remains to compute the minimizer of the Lagrangian (6.29).
Because of (6.27) we have:
arg min
X
fτ(X)+⟨Y ∣PΩ(M−X)⟩ = arg min
X
(1
2
∣∣X −PΩ(Y )∣∣2F + τ ∣∣X ∣∣∗) = Dτ(PΩ(Y )).
So that, and because of Y k = (PΩ(Y k)) for k ≥ 0 Uzawa’s algorithm takes the
form: ⎧⎪⎪⎨⎪⎪⎩
Xk = Dτ(Y k−1)
Y k = Y k−1 + δkPΩ(M −Xk)
(6.30)
Convex Inequality Constraints
In this section, we present a general formulation of SVT algorithm for mini-
mizing the nuclear norm under linear equality constraints.
For some fixed τ ≥ 0, we set fτ(X) = 12 ∣∣X ∣∣2F + τ ∣∣X ∣∣∗ and we define the
optimization problem as follows:
minimize
X
fτ(X)
subject to A(X) = b
(6.31)
where A is a linear operator on the space Rn×m into Rl, and b ∈ Rl.
The Lagrangian for this problem is given by:
L(X,y) = fτ(X) + ⟨y∣b −A(X)⟩
where y ∈ Rl.
The iterative procedure of Uzawa’s starting from y0 = 0 is defined as fol-
lows: ⎧⎪⎪⎨⎪⎪⎩
Xk = Dτ(AT(yk−1))
yk = yk−1 + δk(b −A(Xk))
(6.32)
For more details, see [CCS10].
Convex Inequality Constraints
In this paragraph, we present a general formulation of SVT algorithm for
minimizing the nuclear norm under affine constraints.
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We set F(X) = (f1(X), f2(X), . . . , fl(X)) where fi are convex functionals
for i = 1, . . . , l and we define the optimization problem as follows:
minimize
X
fτ(X)
subject to fi(X) ≤ 0, for i = 1, . . . , l
(6.33)
The Lagrangian for this problem is given by:
L(X,y) = fτ(X) + ⟨y∣F(X)⟩
where X ∈ Rn×m, y ≥ 0 ∈ Rl.
We apply a subgradient method with projection to maximize the dual
function and we obtain the following Uzawa’s iteration starting from y0 = 0:
⎧⎪⎪⎨⎪⎪⎩
Xk = arg minX{fτ(X) + ⟨yk−1∣F(X)⟩}
yk = [yk−1 + δkF(Xk)]+
(6.34)
For more details, see [CCS10].
When the proximal problem become close
In the following theorem we show that minimizing the objective function
fτ(X) is the same as minimizing the nuclear norm when the threshold τ is
big.
Theorem 6.7.5. Let X∗τ be the solution of (6.33) and X∞ be the minimum
Frobenius norm solution of (6.26) defined as:
X∞ ∶= arg min
X
{∣∣X ∣∣2F , X solution of (6.26)}
Assume that fi(X) for i = 1, . . . , l are convex and lower continuous. Then
lim
τ↦∞
∣∣X∗τ −X∞∣∣F = 0.
For the proof, see [CCS10].
132
Convergence Analysis
In this section, we recall two theorems which establish the convergence of
SVT iterations associated to problems (6.28), (6.31) and (6.33).
Theorem 6.7.6. Suppose that the step sizes obey 0 < inf δk ≤ sup δk < 2∣∣A∣∣2 .
Then the sequence {Xk} obtained via (6.32) converges to the unique solution
of (6.31). In particular, the sequence {Xk} obtained via (6.30) converges to
the unique solution of (6.28) provided that 0 < inf δk ≤ sup δk < 2.
For the proof, see [CCS10].
Theorem 6.7.7. Suppose that the step sizes obey 0 < inf δk ≤ sup δk < 2∣∣L(F)∣∣2
where L(F) is the Lipschitz constant for the the function (F(X). Then
assuming the strong duality, the sequence {Xk} obtained via (6.34) converges
to the unique solution of (6.33).
For the proof, see [CCS10].
6.8 Completion of Hankel matrix using SVT algorithm
In this section, we fill a Hankel matrix with some first predefined elements
such that its associated nuclear norm is minimum as much as possible. For
some fixed τ ≥ 0, we minimize the function fτ(X) = 12 ∣∣X ∣∣2F + τ ∣∣X ∣∣∗ with the
linear constraints A(X) = b of Problem (6.31). We define the linear operator
A in the case of X is Hankel and some elements X[i, j] = M[i, j], (i, j) ∈ Ω
are already predefined. We then apply the Uzawa’s algorithm iteration (6.32)
on the linear operator defined in Hankel case to obtain the Hankel matrix.
We set the predefined elements of the Hankel matrix as the first elements
of a sparse vector b. We define the integer k0 which obeys:
τ
δ∣∣AT(b)∣∣(k0 − 1, k0]
where δ is a fixed positive moving step and τ is chosen to be as large as
possible to guarantee the convergence of fτ(X) to the nuclear norm ∣∣X ∣∣∗.
We start the algorithm with the initial vector y0 = b ∗ k0 ∗ δ. The operator A
and its transpose AT depend on list of matrices L describing the constraints
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of Problem (6.21). We define N as the number of matrices of L. They are
defined as follows:
A(X,L) = [⟨L[i]∣X⟩]Ni=1 (6.35)
AT(y,L) =
N
∑
i=1
y[i]L[i] (6.36)
These operators satisfy the relations
ATA = PΩ
and
A(M) = b
where M is the matrix from which the first elements of the Hankel matrix
have been selected.
Given the Hankel matrix H0 in which only three first real moments are
extracted from the matrix M :
H0 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.1541 0.0268 0.7740 0.0 0.0 0.0
0.0268 0.0 0.0 0.0 0.0 0.0
0.7740 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
We complete the Hankel matrix H0 with SVT algorithm and we associate
to the ouput Hankel matrix a series σ0(x1, x2) of degree d = 4 in two variables
x1, x2 defined as follows:
σinitial(x1, x2) = 6.0805e−6x21x2+1.0532e−5x1x32+0.0015x1x2+0.0002x42+2.6041e−7x31+
8.7406e−10x41 + 0.0035x32 + 0.7740x2 + 0.0307x22 + 4.6233e−7x21x22 + 0.0001x1 ∗ x22 +
0.0268x1 + 7.2915e−5x21 + 2.0137e−8x31x2 + 0.1541 we decompose this series into
weighted sum of 2 frequencies using Algorithm 1 and we obtain the following
points and weights:
ξ = [ 0.0033 0.0783−0.0006 −0.0392] ,
ω = [ 6.63673−6.48259]
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Each column of ξ corresponds to a frequency and each element of ω corre-
sponds to a weight. We reconstruct the series associated to these points and
weights and we obtain the following series
σfinal(x1, x2) = 6.0805e−6x21x2+1.0532e−5x1x32+0.0015x1x2+0.0002x42+2.5997e−7x31+
8.7238e−10x41 + 0.0035x32 + 0.7740x2 + 0.0307x22 + 4.6244e−7x21x22 + 0.0001x1 ∗ x22 +
0.0268x1 + 7.3168e−5x21 + 2.0121e−8x31x2 + 0.1541
We compute the norm of the difference between σinitial(x1, x2) and σfinal(x1, x2)
and we obtain:
∣∣σinitial(x1, x2) − σfinal(x1, x2)∣∣2 = 2.5245e−7
The SVT converges to a Hankel matrix which respects the constraints of
Problem (6.21) for δ = 0.5 in 3398 iterations and the convergence error:
∣∣δ(b −A(Hinitial, L))∣∣F
∣∣A(Hinitial, L)∣∣F
= 9.9929e−8
where Hinitial is the Hankel operator obtained at the convergence step of SVT
algorithm and corresponding to σinitial.
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Chapter 7
Newton Iteration
In this section we first give an intuition of Newton method, we review the
Newton-Raphson iteration to solve univariate and multivariate system. We
then present a new Newton iteration, which converges locally to the multi-
variate Hankel matrix of a given rank which is the closest to a given input
Hankel matrix. Numerical experimentations show that the Newton iteration
combined the decomposition method allows to compute accurately and ef-
ficiently the polynomial-exponential decomposition of the symbol, even for
noisy input moments. We finally give a numerical example which shows the
efficiency of this new iteration to recover the weights and points of a series
after completion step with uzawa’s algorithm.
Intuition for Newton method
The problem is to find a close approximation to the value of a function f at
a point x ∈ R, f(x) ∈ R. An opposite problem is to solve an equation
F (x) = 0 (7.1)
where x ∈ R. Both of problems is based on the same idea.
Suppose at a point x = a near to the solution, we know the derivate at the
point defined as
df
dx
(a) = lim
x→a
f(x) − f(a)
x − a .
An approximation of the derivate dfdx(a) at the point a is given by
df
dx
(a) ≈ f(x) − f(a)
x − a .
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So that the approximation to f(x) is given by the formula
f(x) ≈ f(a) + (x − a)df
dx
(a). (7.2)
This formula tells us that if we want to find a value of f at a nearby point, we
can use a linear approximation because the graph of this formula is close to
a linear line. So we are following a straight line instead of following a curved
graph which starts out at the correct point x = a which has a correct slope
df
dx(a) and is close to the curve as much as possible. In the opposite way, let’s
create the formula which approximately solve (7.1). The difference is that
F (x) is what I know to be 0 and x is what I’m looking for. So the so called
Raphson equation is defined as
x − a ≈ F (a)
dF
dx (a)
(7.3)
Newton Iteration to solve univariate system
The Taylor series of F (x) at a point x = x0 +∆x which is close to an initial
guess x0 is given by
F (x0 +∆x) = F (x0) +
dF
dx
(x0)∆x +
1
2
d2F
dx2
(x0)(∆x)2 + . . . (7.4)
The derivative corresponds to keeping only the first order terms of Taylor
series as follows
F (x0 +∆x) ≈ F (x0) +
dF
dx
(x0)∆x. (7.5)
Setting F (x0 +∆x) = 0 and solving (7.5) for ∆x = ∆x0 gives us
∆x0 ≈
F (x0)
dF
dx (x0)
. (7.6)
which is the first-order adjustment to the root position. By letting x1 =
x0 +∆x0, computing the new ∆x1 and so on the process can be repeated and
converges to a fixed point which is the root. The moving step at n iteration
is given by
∆xn ≈
F (xn)
dF
dx (xn)
. (7.7)
137
Then, with good initial choice of the root position the algorithm can be
applied iteratively to obtain the so called Newton iteration
xn+1 = xn −
F (xn)
dF
dx (xn)
(7.8)
This algorithm may be unstable near an horizontal asymptote or local ex-
trema.
Newton Iteration to solve multivariate system
To solve a multivariate system with Newton method we need to review the
Taylor expansion of an N dimensional function defined from RN to RN.
Definition 7.0.1. The N dimensional multivariate equation system is given
by
F1(x1, x2, . . . , xN) = F1(x) = 0
F2(x1, x2, . . . , xN) = F2(x) = 0
⋮
FN(x1, x2, . . . , xN) = FN(x) = 0
where x = (x1, x2, . . . , xN). We define a vector function F (x) = (F1(x), F2(x), . . . , FN(x),
so that the equation system can be written as
F (x) = 0. (7.9)
The Newton-Raphson iteration can be generalized to solve N dimensional
system 7.9. We first consider the first-order terms of Taylor expansion series
of the N dimensional function
Fi(x +∆x) = Fi(x) +
N
∑
j=1
∂Fi
∂xj
(x)∆xj +O(∆x2) (7.10)
for i = 1, . . . ,N where ∆x = (∆x1,∆x2, . . . ,∆xN).
The N equations can be written in vector form as
F (x+∆x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
F1(x +∆x)
F2(x +∆x)
⋮
FN(x +∆x)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
≈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
F1(x)
F2(x)
⋮
FN(x)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎣
∂F1
∂x1
(x) ∂F1∂x2 (x) . . .
∂F1
∂xN
(x)
∂F2
∂x1
(x) ∂F2∂x2 (x) . . .
∂F2
∂xN
(x)
∂FN
∂x1
(x) ∂FN∂x2 (x) . . .
∂FN
∂xN
(x)
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
∆x1
∆x2
⋮
∆xN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
= F (x)+JF(x)∆x.
(7.11)
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where JF(x) is N ×N Jacobian matrix defined over the function vector F (x).
By assuming that F (x +∆x) = 0, we can define the roots x +∆x, where δx
can be obtained by solving the following equation
∆x = JF(x)−1[Fi(x +∆x) − Fi(x)] = JF(x)−1F (x). (7.12)
And the roots can be found from shifting point x as
x +∆x = x − JF(x)−1F (x). (7.13)
If the equations are non linear, the result is only an approximation of the real
root, which can be improved iteratively as follows
xn+1 = xn +∆xn = xn − JF(xn)−1F (xn). (7.14)
Newton iteration can be further generated to solve over-constrained non-
linear equation systems with N unknowns but M > N equations. In the case
the inverse matrix of the M ×N Jacobian matrix JF does not exist, but the
N ×M pseudo-inverse J−1F = (JTFJF)−1JTF can be used in the Newton iteration.
Newton iteration to remove perturbation on series
Given a perturbation σ̃ = ∑α σ̃αy
α
α! of a polynomial-exponential series σ =
∑ri=1 ωieξi(y), we want to remove the perturbation on σ̃ by computing the
polynomial-exponential series of rank r, which is the closest to the perturbed
series σ̃. Starting from an approximate decomposition, using the previous
method on the perturbed data, we apply a Newton-type method to minimize
the distance between the input series and a weighted sum of r exponential
terms.
To evaluate the distance between the series, we use the first moments σ̃α for
α ∈ A, where A is a finite subset of Nn. For α ∈ A, let Fα(Ξ) = ∑ri=1 ωiξαi −σ̃α be
the error function for the moment σ̃α, where ωi, ξi,j are variables. We denote
by Ξ = (ξi,j)1≤i≤r,0≤j≤n this set of variables, with the convention that ξi,0 = ωi
for i = 1, . . . , r. Let I = [1, r]×[0, n] = {(i, j) ∣ 1 ≤ i ≤ r, 0 ≤ j ≤ n} be the indices
of the variables and N = (n + 1) r = ∣I ∣. We denote by F (Ξ) = (Fα(Ξ))α∈A the
vector of these error functions.
We want to minimize the distance
E(Ξ) = 1
2
∑
α∈A
∣Fα(Ξ)∣2 =
1
2
∥F (Ξ)∥2.
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Let M(Ξi) = [wiξαi ]α∈A. We denote by V (Ξ) = (∂(i,j)M(Ξi))(i,j)∈I the ∣A∣×N
Vandermonde-like matrix, which columns are the vectors ∂(i,j)M(Ξi). The
gradient of E(Ξ) is
∇E(Ξ) = (⟨∂(i,j)M(Ξi), F (Ξ)⟩)(i,j)∈I = V (Ξ)TF (Ξ)
where ∂(i,j) is the derivation with respect to Ξi,j for (i, j) ∈ I. We denote
by V (Ξ) = (∂(i,j)M(Ξi))(i,j)∈I the ∣A∣ × N Vandermonde-like matrix, which
columns are the vectors ∂(i,j)M(Ξi), (i, j) ∈ I.
To find a local minimizer of E(Ξ), we compute a solution of the system
∇E(Ξ) = 0, by Newton method. The Jacobian of ∇E(Ξ) with respect to the
variables Ξ is
JΞ(∇E) = ⟨∂(i,j)M(Ξj), ∂(i′,j′)M(Ξj′)⟩ + (⟨∂(i,j)∂(i′,j′)M(Ξi), F (Ξ)⟩)(i,j)∈I,(i′,j′)∈I
= V (Ξ)TV (Ξ) + (⟨∂(i,j)∂(i′,j′)M(Ξi), F (Ξ)⟩)(i,j)∈I,(i′,j′)∈I .
Notice that ∂(i,j)∂(i′,j′)M(Ξi) = 0 if i ≠ i′ so that the second matrix is a block
diagonal matrix. Then, Newton iteration takes the form:
Ξn+1 = Ξn − JΞ(∇E)−1∇E(Ξn).
To study the numerical influence of Newton method, we compute the
maximum absolute error between the input frequencies ξ̃i and the output
frequencies ξ̃i, and the maximum error between the input weights ωi and the
output weights ω̃i as in (2.8).
Figures 7.1a and 7.1b show that Newton iterations improve the error. The
error decreases by a factor of ≈ 102 compared to the computation without
Newton iterations. In Figure 7.1b for the amplitude of frequencies M = 100,
the error is smaller than without Newton iterations by a similar order of
magnitude (see in Figure 2.1b).
Numerical Example
In this section, we give an example where the direct decomposition does not
restore the initial values of weights and points. Starting from an approximate
decomposition, we apply newton iteration described in 7 to recover the initial
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(a) (b)
Figure 7.1: Newton influence with 5 iterations
weights and points. Suppose that r = 4 and all corresponding weights are
equal to 100.0, we generate the initial frequencies as follows:
ξ0 = [
0.3952 0.4310 0.0723 0.1359
0.0094 0.5427 0.0579 0.5034
]
Each column of ξ0 corresponds to a point in R2.
We compute the polynomial-exponential series of order d = 4 in two vari-
ables x1 and x2 associated to ξ0 and ω0 which is equal to
σ0(x1, x2) = 14.4756x31 + 16.1714x1x22 + 5.9452x21x22 + 36.5794x21 + 4.5347x31x2 +
31.0352x1x2 + 11.1944x21x2 + 28.7643x32 + 55.1440x22 + 8.6275x1x32 + 103.4691x1 +
15.1002x42 + 111.3600x2 + 5.9311x41 + 400.0.
If we want to apply the decomposition algorithm 1, we have d1 = d2 = 1
and A1 = (1, x1, x2) and A2 = (1, x1, x2) so that rank(Hd1,d2σ0 ) ≤ 3. Therefore,
for r = 4 we need to complete the series in order to be able to compute all
multiplication matrices.
We complete this series using the Uzawa’s iteration described in (6.32) in
degree 4 and we decompose the full series as a weighted sum of 4 frequencies
using the decomposition algorithm 1. We obtain the following points and
weights:
ξ1 = [
0.4404 0.1324 0.6729 0.1437
0.5359 0.4976 −0.0390 0.0410]
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ω1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
112.805
87.1916
174.075
25.928
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Each column of ξ1 corresponds to a point and each element of ω1 corresponds
to its weight. We notice that the direct decomposition does not give the
initial points ξ0 and weights ω0.
We apply newton iteration described in 7 and we restore the initial points
and weights in 25 iterations. We fix the convergence step to s = e−15. Each δ
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is the absolute value of moving step of each iteration.
∣s∣ = 119.4744 δ = 188.5795
∣s∣ = 15.7697 δ = 13.9976
∣s∣ = 1.2427 δ = 46.4228
∣s∣ = 2.5142 δ = 45.1491
∣s∣ = 0.6116 δ = 5.7567
∣s∣ = 0.0479 δ = 0.3559
∣s∣ = 2.8825e−5 δ = 7.4204e−5
∣s∣ = 3.6293e−11 δ = 1.6331e−10
∣s∣ = 5.9215e−14 δ = 9.8644e−13
∣s∣ = 1.7153e−14 δ = 1.0727e−12
∣s∣ = 9.8102e−15 δ = 1.1731e−12
∣s∣ = 9.4414e−15 δ = 2.8450e−13
∣s∣ = 6.2204e−14 δ = 2.0730e−13
∣s∣ = 3.3445e−14 δ = 2.0649e−13
∣s∣ = 1.9275e−14 δ = 1.4634e−13
∣s∣ = 9.3152e−15 δ = 5.6033e−13
∣s∣ = 1.7359e−14 δ = 8.4691e−13
∣s∣ = 6.1412e−14 δ = 5.3685e−13
∣s∣ = 1.8093e−14 δ = 4.2956e−13
∣s∣ = 2.3515e−14 δ = 3.5522e−13
∣s∣ = 1.6687e−14 δ = 1.7530e−13
∣s∣ = 2.2938e−14 δ = 1.8702e−13
∣s∣ = 1.8841e−14 δ = 2.2191e−13
∣s∣ = 1.8841e−14 δ = 3.3689e−13
∣s∣ = 2.0905e−14 δ = 2.0093e−13
The following points and weights are the result of Newton iteration and they
are almost equal to the initial ones.
ξ2 = [
0.4310 0.1359 0.3952 0.0723
0.5427 0.5034 0.0094 0.0579
]
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Each column of ξ2 corresponds to a point of 4 points.
ω2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
100.0
100.0
100.0
100.0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Each element of ω2 corresponds to a weight of 4 weights.
The error on the series before and after completion and Newton step is
1.6377e−14.
144
Chapter 8
Conclusions and Perspectives
We study the decomposition of a Hankel matrix Hσ as a sum of indecompos-
able Hankel matrices of low rank using a numerically efficient direct method
which uses the Singular Value Decomposition of a truncated Hankel matrix
to compute orthogonal bases of the quotient algebra Aσ associated to the de-
composition. We associate to the decomposition of a Hankel matrix Hσ, the
decomposition of its symbol σ as a weighted sum of evaluations. We compute
the multiplication matrices Mxi by variables xi in the orthogonal basis of the
dual quotient algebra A∗σ from sub-matrices of the Hankel matrix. We use
the eigenvectors of multiplication matrices to recover the weights and points.
We analyze its numerical behavior in the presence of noise on the coefficients
of multivariate series σ(x1, x2, . . . , xn) ∈ K[x1, x2, . . . , xn] while changing the
dimension of ring of polynomials, the degree of series and the minimal num-
ber of terms in the decomposition. We also analyze its numerical consistency
when the points are of high amplitude and propose a rescaling technique to
solve it.
We study the decomposition of symmetric, multi-linear and multi-symmetric
tensors as a sum of tensors of low rank of the same type. We adapt the tech-
nique of decomposition of Hankel matrix to the tensor case which refereed to
the fact that the coefficients of a tensor can be computed using the coefficients
of a formal power series and therefore to decompose a series is equivalent to
decompose the dual of the tensor associated to it. In the multi-symmetric
case, we use three groups of variables x,y and z instead of only one and
we use the eigenvectors of multiplication matrices by yj to compute the y′s
coordinates and we deduce then the x′s and z′s coordinates.
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We extract the reduced tensor structure from a statistical LDA model
which analyzes the content of web pages. We describe the am16ount of 3
different topics in a corpus of documents and the probability that each word
of the associated vocabulary referred to this topic. We adapt the symmetric
tensor decomposition problem to the model to deduce the description of the
content of the corpus.
We use the moments of ODF tensors which are computed using the phys-
ical model described in 8 as input data of symmetric tensor decomposition
algorithm. We compute the two and three weighted directions of fibers of
16 neurons in three dimensional space. We recover the initial angle between
directions when it is equal or larger than 30○.
We study the completion problem of a Hankel matrix of low rank as a
minimization problem RMP. We propose two heuristics which rely on the
minimization of the trace and the norm of a Hankel matrix. We show a
numerical example which completes a matrix of rank 5 with few elements in
order to be Hankel such that the associated series in two dimensional space
is of order 2. The output matrix is of rank 2, we test its Hankel structure by
decomposing it into 2 Hankel matrices of rank one.
We adapt the SVT iterative algorithm to the Hankel case which applies
a singular value thresholding step at each iteration such that the threshold
is big enough and guarantee theoretically the convergence. It is refereed to
the computation of the linear operator which describes the constraints of the
minimization problem in the Hankel case and its adjoint. We give a numerical
example which completes a matrix with few elements in order to be Hankel
and to save the values of these elements. The series in two dimensional
space associated to the completed matrix is of order 4. The SVT algorithm
converges to a Hankel matrix such that the convergence error is very low.
We present a new Newton iteration which minimizes the distance between
the completed Hankel matrix and its representation as a weighted sum of
Hankel matrices of rank one. We also use this method to remove the pertur-
bation on the input coefficients.
We look for a new technique which solves the numerical instability of the
decomposition problem when the multiplicities of points are more than one
and the singular value decomposition is not working anymore. We try to
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show the utility of the decomposition algorithm in many other applications
such that the phylogenetic trees and image processing where the close rela-
tionship between local image structure and apparent diffusion of the tensor
makes this image modality very interesting for medical image analysis such
as characterizing the local structure in tissues such as white matter in brain.
We try to analyze the content of other corpus where the rank of the reduced
tensor associated to the LDA model is bigger than the dimension. We aim
to study the behavior of our technique for ODF tensors with noised entries.
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