An extensive survey by Heathcote, Brown, and Mewhort (in press) found that the Law of Practice is closer to an exponential than a power form. We show that this result is hard to obtain for models using leaky competitive units when practice affects only the input, but that it can be accommodated when practice affects shunting self-excitation. 
In a recent survey, Heathcote, Mewhort and Brown (in press) analyzed the form of the Law of Practice in 7910 practice series from 475 subjects in 24 experiments using a broad range of skill acquisition paradigms. When the practice series were not averaged over subjects or conditions, an exponential function (mean response time, RT = A + Be -αN , where A is asymptotic RT, B it the amount that learning decreases RT, and N is practice trials) provided a better fit than a power function (RT = A + BN -β ) for the majority of cases in every paradigm. The defining property of an exponential function is that its relative learning rate,
equals a constant (α). In contrast, the power function's RLR decreases hyperbolically to zero, RLR = β/N. Previous findings in favor of a power function (e.g. Newell & Rosenbloom, 1981) used practice series averaged over subjects and/or conditions. When exponential practice series with different rates (α) are averaged, the RLR of the average decreases, because fast learners (with large α) control the rate of change early in practice, while slow learners (with small α) dominate later in practice (see Brown & Heathcote, in We believe that an exponential law of practice is extremely difficult to obtain using Page's approach to practice effects in competitive leaky integration networks (Equation 5). To see why, consider the time (t) it takes the activation (x(t)) of a leaky integrator (
, where I is input and k is leakage rate and
The RLR of (1) with respect to I decreases to zero. If we assume, as Page does, that practice decreases t by increasing I, the RLR of (1) 
) ( − =
). We will not pursue this model here, as it is very different from Page's approach (but see Heath, 1992, and Smith, 1995 , for more on non-stationary inputs, and Heathcote, 1998 for more on shunting inputs).
A response is made when the activation of one unit exceeds a criterion, χ. Assume that as practice proceeds, the self-excitatory weight, ε, approaches the leakage rate, k, using a weight-learning rule like Page's Equation 2:
In simulations with gaussian noise added to (2) and (3) For a linear Taylor approximation to (5), RLR decreases marginally with N, but asymptotically approaches λ rather than zero. Heathcote, et al. (in press) found that an APEX function (RT = A + Be -αN N -β ), which has a RLR that decreases to an asymptote greater than zero, consistently fit slightly better than an exponential function. We found the same pattern of fit to our simulation results for both the one and two-unit models.
The parameter estimates for these fits also concurred with the survey results. Estimates of the power function A parameter were implausibly small (as N increases t approaches χ/I for the linear Taylor approximation to (5), whereas most power function A estimates were zero). Given limited space it is not possible to quantitatively examine this type of model further (see Heathcote, 1998 & McClelland, 1995) that the difference between error and correct RTs decreased with practice. As leakage approaches zero, a leaky integrator approximates a classical diffusion process, for which error and correct RTs are equivalent.
