Passive states are defined as those states that do not allow for work extraction in a cyclic (unitary) process. Within the set of passive states, thermal states are the most stable ones: they maximize the entropy for a given energy, and similarly they minimize the energy for a given entropy. In this article we find the passive states lying in the other extreme, i.e., those that maximize the energy for a given entropy, which we show also minimize the entropy when the energy is fixed. These extremal properties make these states useful to obtain fundamental bounds for the thermodynamics of finite dimensional quantum systems, which we show in several scenarios.
Introduction.-One of the most celebrated results in (quantum) statistical mechanics is that thermal states maximise the entropy when the average energy of the system is fixed (or conversely, they minimise the energy for a fixed entropy). This selects thermal states as the most stable states, and implies that they have no free energy content, i.e., no work can be extracted from an isolated thermal state in a cyclic process. When dealing with small isolated quantum systems, states with no extractable work are not limited to thermal states, and they are known as passive states [1, 2] . This implies that, if one fixes the entropy of the system, there is a whole range of (passive) states with different energies that do not allow for work extraction, the one with the lowest energy being the thermal state. The purpose of this article is to find the state lying in the other extreme, i.e., the state with the most energy while still maintaining passivity. Furthermore, we will show that, within the set of passive states, this state also minimises the entropy if the energy is fixed [3] . These properties define a duality between thermal states and most energetic passive states, which leads to several implications in quantum thermodynamics.
The main application of this result is found in the storage and extraction of work from quantum systems. Imagine that someone gives you a charged quantum battery. Its initial state is non-passive, and work can be extracted from it (using controlled operations) until it reaches a passive state. The maximal amount of work contained in the battery is thus the difference of energies between the initial state and the final, passive, state. Since the latter depends on the form of the initial state, detailed knowledge of the state of the battery is necessary to know how much work is stored. Nevertheless, it is possible to bound the extractable work by the sole knowledge of the energy and the entropy of the initial state. In this sense, the thermal state provides an upper bound: in the best case scenario the final state is thermal. The most energetic passive state then provides a bound in the other direction, i.e., it defines a worst case scenario.
The most energetic passive state is also useful to set bounds when the system is not isolated, but one has access to ancillary systems. In such a case, a passive state can be activated. That is, some work can be extracted by jointly acting on the state plus ancilla. The two most prominent cases here are the many copy scenario [1, 2, 4] and the presence of an auxiliary thermal state [6] . Notably, thermal states are the only ones that can not be activated in either case [7] . The most energetic passive states provide us with the other extreme: they store the largest amount of work that can be potentially activated. This provides a quantification on the amount of work that can be extracted through global (and entangling) operations, an essential ingredient for activation [4, 8] .
This result has also implications on the notion of work in thermodynamics. Usually one naively expects that a state with low entropy but a high energy stores some work. Thermal states follow this intuition: no work is extractable from them as low entropy states necessarily have low energy. However, we will show that there exist passive states with vanishing entropy but yet with an arbitrary high amount of energy. Interestingly, this anomalous behaviour does not take place if one assumes that the spectral density of the Hamiltonian grows exponentially with energy. This is typical of macroscopic bodies with short range interactions, which is a common assumption for a thermal bath [9] [10] [11] [12] .
The form of the most energetic passive states is also interesting per se. Indeed, it takes a particularly simple form,
where |e i are the energy eigenvectors, and e i+1 ≥ e i . That is, the solution is nothing but a linear a combination of (at most) two projectors onto subspaces of states with energies lower than the respective value. The corresponding states are known by the name θ-canonical distribution [13] , and are exactly the passive states related to microcanonical states. This gives a new meaning to this rarely used concept. Passive states.-Passive states arise in the context of work extraction from isolated quantum systems via cyclic Hamiltonian processes. This scenario is relevant, for example, when a quantum battery has been charged and now we wish to extract the energy it stores in a controlled way. For that, we turn on a time dependent field V (t) during a time interval t ∈ [0, τ ]. The corresponding evolution can be described by a unitary operator U (τ ) = −→ exp −i During the work extraction process the system remains isolated, and therefore work is given by the change of its average energy. More precisely, we define the extracted work W as
where H = i e i |e i e i | is the (time-independent) Hamiltonian of the system. Work can be extracted from the system via unitary operations until it reaches a passive state, which is the one satisfying
That is, a system is passive if and only if it is diagonal in its energy eigenbasis and its eigenvalues are non-increasing with respect to energy [1, 2] . Given a non-passive state ρ, the extracted work (2) is maximized by [14] :
where ρ and ρ passive have the same spectrum. Note that, in this scenario, the extractable work depends on the specific configuration of the state, i.e., its spectrum. This is in contrast to traditional thermodynamics, where it depends only on a few global properties. Indeed, the second law provides an upper bound on (4) that depends only on the entropy and the energy of the initial state,
where S(ρ) = S(τ β ) = S, and E = tr(Hρ). This bound follows from, (i) the fact that thermal states minimize the energy for a given entropy, and (ii) that we only use entropy preserving operations. Using the same logic, if we find the passive state σ p that maximizes the energy for a given entropy, we can find a bound in the other direction,
where S(ρ) = S(σ p ) = S. We note that this bound will be tight in the case that ρ and σ p have the same spectrum. Main result.-In this section, for a given Hamiltonian H and entropy S, we find the passive state that maximises the energy, which we will denote by σ p . It will be convenient to first consider the complementary optimization, i.e., to find the passive state that minimizes the entropy for a fixed energy E. We will then show that both optimizations provide the same state.
It is useful to introduce the following set of d linearly independent states:
|e i e i |.
As it is easy to see, any passive state can be written as a convex combination of such states, with q i ≥ 0 and i q i = 1. Therefore, the set of passive states defines a convex polytope, whose vertices are given by ω k in (7) . In fact the polytope is a simplex, i.e., any two vertices are connected by an edge. We denote the simplex spanned by all passive states as S.
Within S, we are interested in the subset of states with constant energy, tr(ρH) = E. Since the energy tr(ρH) is a linear function, the condition tr(ρH) = E defines an hyperplane which intersects with S. We denote by SE the polytope formed by this intersection, i.e., SE = {σ p : σ p ∈ S and tr(Hσ) = E}.
The point then is to minimize the entropy function S(σ) = − tr(σ ln σ) over SE. These considerations are illustrated in Fig. 1 . Now, SE is a polytope and the entropy is a concave function, and, as is known from standard convex analysis [15] , the minimum of a concave function over a polytope is achieved at one of its vertices. The vertices of SE have a simple form [16] . They occur at the intersections of the energy hyperplane with the edges of S and therefore have the form
where λ = λ(k, l) is determined from the energy condition:
Note that for consistency tr(Hω k ) ≤ E ≤ tr(Hω l ) must be satisfied, i.e. the vertices must be separated by the energy hyperplane. In general, the set of feasible index pairs I = {(k, l)| tr(Hω k ) ≤ E ≤ tr(Hω l )} will depend on the spectrum of the Hamiltonian and the average energy E. It is however efficient to enumerate, with a system of dimension d requiring only to check O(d 2 ) pairs. The last step of the optimization is to minimize the entropy over all feasible pairs which can again be carried out efficiently for finite dimensional systems. We denote the solution as σ min p (E), and its entropy as
is also a solution of the complementary optimization, namely maximizing the energy when the entropy is fixed. In the following we show that this is the case by reductio ad absurdum. To proceed, let us define the polytope of all passive states with an energy greater than or equal to E,
The vertices of this polytope are those of SE plus those vertices of S whose energies are at least E. Using the above mentioned result from [15] again, the minimum of S(σ) over SE + (E), S + min (E), is achieved on one of the vertices. Assume that it is one of the ω k with tr(Hω k ) > E. Consider the passive state αω 1 + (1 − α)ω k , with λ given by λ(k, 1) in (11), so that its energy is equal to E. A direct calculation shows that S(αω 1 + (1 − α)ω k ) < S(ω k ), which contradicts our previous assumption. This implies that the minimum of S(σ) over SE + is attained on SE, which, along with the observation that SE + (E ) ⊂ SE + (E) if E > E, shows that the entropy is a non-increasing function of E.
In conclusion, the passive states that maximize the energy for a fixed entropy, and at the same time minimize the entropy for a given energy, are the one parameter family defined by (10) . This family lies in the boundary of the set of passive states (see figure 2) , which are convex combinations of states given by (7) . This suggests a beautiful relation within the set of passive states between canonical and θ-canonical distributions: they give rise to the most and least stable states, respectively.
Activation.-The surplus energy that is stored in a passivebut-not-thermal state, which is not accessible through unitary operations, may be extractable if one has access to ancillary systems, such as a thermal state. Here we show that the most energetic state provides upper bounds on the amount of free energy that can be activated in two physically relevant scenarios.
An ensemble of passive states.-Consider a collection of n identical passive states,
As n increases, population inversions can start appearing in ρ 0 , so that it becomes active (or, equivalently, negative temperatures appear in the state [18] ). This activation is not possible for thermal states, as they keep their structure under composition: ⊗ n e −βH /Z = e −β i Hi /Z n . In fact, thermal states are the only passive states that can not be activated, and all passive-but-not-thermal states become non-passive in the limit of n → ∞ [1, 2] .
In order to extract work from ⊗ n σ p , it is necessary to use global unitaries [4, 8] . This follows directly from the fact that the state is locally passive. The extra work, W global , obtained by using such entangling operations can be found by applying (4) to ⊗ n σ p . It increases monotonically with n, and in the limit n → ∞, it tends to [4] 
where S = S(σ p ) and E p = tr(Hσ p ), and ∆ max (S, E p ) is defined in (5). Now, σ p is an extremal case here, as
That is, it stores the maximal amount of work that is "locked" -in the sense that it can only be extracted through global operations. This class of states has an 'adversarial' flavour, having the largest amount of locked work which can only be extracted with many copies. A thermal bath as an ancillary system.-Passive states can also be activated if one has an access to a thermal bath at some inverse temperature β. Then the second law of thermodynamics places an upper bound on the extractable work through the free energy difference of the system (see, e.g., [5, 6, [19] [20] [21] 
where, for some state ρ, F β [ρ] = tr(Hρ) − β −1 S(ρ) is the free energy, and τ (S) ∝ e −βH is the thermal state. The inequality can be saturated if the thermal bath is big enough and is capable of thermalizing the system [6] . We will assume that to be the case.
Let us now define a fictitious thermal state, τ
β , whose temperature is adjusted to satisfy S(τ (S) β ) = S(σ p ). We can now express (16) as
As in the previous case, this expression is maximized for σ p = σ p . Therefore, the most energetic passive state also gives us a bound on the amount of work that can be extracted from a passive state using an external bath. Spectrum.-The amount of work ∆ max (S, E p ) that can be locked in σ p highly depends on the structure of H and its dimension. As an extreme case, when the dimension d of the system is 2, all passive states are thermal and thus ∆ max (S, E p ) = 0. As the dimension increases, so does ∆ max (S, E p ), with a rate defined by the structure of H.
In this section we give some general considerations in the limit of d → ∞ for bounded spectrums, i.e., H ∞ = E m . These asymptotic results are then illustrated by exactly solving some specific systems for finite dimensions.
Sub-exponential growth of the density of states with energy.-Let us assume a dense spectrum bounded by above by E m (the ground state is taken to be non-degenerate and to have zero energy). Assume that the density of states (DOS) [22] scales polynomially with energy:
where c is some positive constant. The total number of states within [0, E] is then given by
Let us define ω E as a state that is filled up to energy E, i.e., ω E ≡ ω N E in (7). It satisfies
The most energetic passive state is a combination of two such states, λω E 1 + (1 − λ)ω E 2 , with E 1 , E 2 depending on the specific case (entropy of the state, spectrum, etc). Numerical analysis provides evidence that E 1 = 0 and E 2 = E m is always the optimal choice for N E 1. Therefore we focus on the state
where λ is only determined by the energy (or entropy) of the state. The energy of σ is simply,
and the entropy can straightforwardly be read off from (21) and is
where
is the binary entropy. From (22) and (23), one can easily express the entropy as a function of the energy, S(E). From Eq. (23) we notice that
That is, if the norm of the Hamiltonian, E m , is big enough, then essentially the state has zero entropy while having a finite energy, and thus cannot be considered 'heat-like'. This is in sharp contrast with a thermal state, where if S → 0 then E → 0. This also implies that the energy hidden in a passive state ∆ max (S, E p ) can be arbitrarily large in the d → ∞ limit.
This asymptotic behaviour is illustrated in Fig. 3 . It shows
Bath-like spectrum.-Assume that the DOS now scales as:
Choosing again the state (21), we obtain:
From this expression we determine λ(E) which, together with N E = (e bEm − 1)/b, can be inserted into (23) to calculate S(E). Taking, again, the limit E/E m → 0, we find
Here we observe that every amount of energy has an associated amount of entropy, even if the Hamiltonian is not bounded from above. Thus in this case, contrary to the previous case, the energy has a 'heat-like' character.
To illustrate this behaviour, in Fig. 3 we compute exactly ∆ max (S, E p ) for a collection of n non-interacting two-level systems [17] and for a single system with equally spaced eigenvalues. It is clearly observed how the presence of high degeneracies hinders the growth of ∆ max (S, E p ) in the former case, while in the latter the energy grows with system size.
Finally, we note that an exponential scaling of the DOS (like in (25)) with energy is a common assumption for the Hamiltonian of a bath. Indeed, the thermal bath is expected to be stable, has to thermalize any system that is brought in contact with it, and has to be a large system with its energy and entropy being macroscopic (extensive). On the other hand, the stability [24] as well as extensivity and the ability to thermalize [5, [9] [10] [11] [12] 23] hold only for systems with short range interactions, which, in turn, have the mentioned profile of the DOS. Moreover, these type of spectra prove to be important in more subtle situations like, e.g., the third law of thermodynamics [25] . Our results can thus be seen to provide a new insight on the role of the DOS. As opposed to polynomially growing DOS, for the ones that scale exponentially passive states appear to behave pretty much like standard thermal states. This is in the spirit of the equivalence of canonical and microcanonical equilibria, that, again, holds only for systems with short range interactions [5, [9] [10] [11] .
Conclusions.-In this work we have characterized the family of passive states that maximize the energy of a system for a given entropy. We proved that they also solve the dual problem -they minimize the energy for a given entropy (within the set of passive states). There is thus a clear parallelism with thermal states, which provide the reverse solution to such optimizations. These extremal properties make this class of states very useful to obtain bounds in quantum thermodynamics for finite dimensional systems. Indeed, we have shown that this class provides a lower bound on the amount of work that can be extracted from an isolated quantum system; and it places upper bounds on the extractable work through global operations, as well as when using ancillary thermal states.
We have also discussed how energy and entropy are related for the most energetic passive states depending on the spectrum of the Hamiltonian. Whereas in thermal states every amount of energy is associated with some gain in entropy, we have shown that this is no longer true for (12) if the spectral density of the Hamiltonian increases sub-exponentially. This demonstrates a clean cut between bath-like spectra (collections of systems interacting with short ranged forces) and other types of spectra (systems with long range interactions).
The family of states find here can be used to find a lower bound on the extractable work from a set of correlated states, complementing the results in [26] . It could also have implications for the study of quantum thermodynamics with only energy conserving operations [27] [28] [29] , taking into account the recent results from [20, 30, 31] . Further implications may be found in other scenarios, such as generalised notions of pas-
