Cognitive assessment in neurological diseases represents a relevant topic due to its diagnostic significance in detecting disease, but also in assessing progress of the treatment. Computer-based tests provide objective and accurate cognitive skills and capacity measures. The Ruff Figural Fluency Test (RFFT) provides information about non-verbal capacity for initiation, planning, and divergent reasoning. The traditional paper form of the test was transformed into a computer application and examined. The RFFT was applied in an experiment performed among 70 male students to assess their cognitive performance in the laboratory environment. Each student was examined in three sequential series. Besides the students' performances measured by using in app keylogging, the eye-tracking data obtained by non-invasive videobased oculography were gathered, from which several features were extracted. Eye-tracking features combined with performance measures (a total number of designs and/or error ratio) were applied in machine learning classification. Various classification algorithms were applied, and their accuracy, specificity, sensitivity and performance were compared.
Introduction
The Ruff Figural Fluency Test (RFFT) was created by Ronald M. Ruff [1] to be a nonverbal analogue of verbal fluency measures. Fluency itself is understood as the ability to apply some strategies to generate nonverbal responses maximising response efficiency and simultaneously minimising response repetition [2] . Such effective repetition needs processes including planning, inhibition, cognitive flexibility, decision-making and self-monitoring [3, 4] . The test proved to be reliable, and the data support the thesis that the performance depended not on sex, but on age and education [5] . It includes a baseline measurement of cognitive function and executive functioning [6] .
The RFFT was proved to be related to performance on the Design Fluency Test (DFT) [7] . It also has good test-retest reliability [5] and interrater reliability [2, 8] . Since figural fluency is related to the functioning of the right frontal lobe [9] , the RFFT has also proved successful in distinguishing patients with frontal lobe lesions from a group of healthy control patients [10] .
Originally the RFFT was designed as a paper and pencil test used to evaluate nonverbal fluency and executive functioning [2, 11] . In this research a computerised version of the RFFT was used. The test group was homogeneous, composed of seventy healthy students aged 18-31 years.
The work in this paper is novel in recognising eye activity patterns for different groups of cognitive performance during the figural fluency test and classifying those groups of cognitive performance based on eye activity patterns.
Related work
The popularity of figural fluency tests has increased in recent years. It is more and more often included in cognitive and neuropsychological test batteries [4] . The RFFT proved to be sensitive to the first changes in cognitive functioning in the domain of executive function [3] . Furthermore, the RFFT is useful in searching for early changes in cognitive function among young and middle-aged persons [12] .
Hicks et al. [13] developed an oculomotor-driven version of the trail-making tests (TMT) to assess visual attention, psychomotor processing speed, and taskswitching.
Poletti at al. [14] adopted a set of neuropsychological tests for eye-tracking (ET) control. These tests evaluated such issues as language, attentional abilities, executive functions and social cognition. This solution was checked on a sample of healthy participants. The authors applied ET in a neuropsychological battery combined with classical ''paper and pencil'' measures. The set of tests was a cognitive measure of working memory abilities and global cognitive efficiency. The researchers found significant correlations between "paper and pencil" screening and ET-based neuropsychological measures.
Keller et al. [15] developed a neuropsychological assessment method for patients with Amyotrophic lateral sclerosis (ALS) based on eye movement. The participants (forty-eight ALS patients and thirty-two healthy controls) were tested by two tests (D2-test and Raven's coloured progressive matrices) adapted for eyetracking control. The results were compared to the classical paper-pencil version and similar results with high correlation were obtained.
Other studies evaluate cognitive functions using measures based on eye movements and deduce a lack of attention [16] or muscular/neuro-muscular fatigue [17] . Performance of the saccadic eye movement was found to be a sensitive marker for even minor impairment of cerebral function in various physiological and pathological conditions, including sleep deprivation [18] , early Alzheimer's [19] , extra-motor cerebral pathology [13] and cognitive frontal alterations [20, 21] 
Methodology

Research questions
A total number of designs (or a total number of unique designs) drawn is the indicator of user performance in the RFFT, while the error ratio indicates correctness of performance taking into consideration a number of perseverative errors in relation to a total number of designs. Those two indices are used to asses an individual figural fluency. On the other hand, the eyetracking measures can support or substitute some of those test indicators as research in attention and cognitive studies shows.
The primary research question that guided the study is stated as follows: "Is there any relationship between cognitive performance (measured in a total number of designs and/or error ratio) and eye-tracking measures in the RFFT?".
If there is any relationship between cognitive performance and eye-tracking measures, the secondary research question is: "Is it possible to classify users with high and low cognitive performance based on eye measures in the RFFT?".
Experiment setting
The experiment was conducted in a special testing laboratory. The room was illuminated with standard fluorescent light and outside light was blocked to ensure stable conditions for the duration of the experiments. The average illumination in the room was about 600 Lux.
Eye activity was recorded using screen-based eye tracker Tobii Pro TX300 (Tobii AB, Sweden). The Tobii TX300 performed binocular tracking with the sampling frequency of 300Hz using the dark pupil and corneal reflection method. The gaze was measured by the eyetracker with the accuracy of 0.5° and precision of 0.01°.
The experiment was created using Tobii Studio 3.2 and a visual stimulus was presented on a separate monitor equipped with an eye tracker (23'' TFT monitor at 60 Hz). The participants were seated while working with the application. The distance between the screen and the subject was in a range from 50 to 80 cm. The distance depended on individual participant preferences (a comfortable position for working with a computer).
All participants were assessed using the same software and hardware settings (Laptop Asus G750JX-T4191H with Intel Core i7-4700HQ and 8GB of RAM).
The RFFT applied in the study was a computerised version developed on the basis of the original "paper and pencil" test. The application was developed in Java Swing and it is operated using a computer mouse.
The developed version of the RFFT covers three different dot configurations and two distractors added to the first, symmetric dot configuration (beyond the basic plain one). Each trial lasts 60 seconds. When the participant has created single design, he had to press the "Next→" button to clear the board. The accomplished designs were presented in the form of miniatures at the left part of the screen.
The computerised RFFT allows to log all user interactions, and thus to register not only the total number of designs or unique designs, but also the execution time for each individual design or part of the test.
Procedure
The eye tracker was calibrated using a 9-point builtin calibration procedure at the beginning of each session. Once calibrated, the participants were provided with the experimental instructions on the screen, in which they asked to make as many unique designs as possible by connecting the dots stimuli.
Next, the participants completed five parts of the RFFT using the computer application. Each part had different stimulus presentations (dot configurations and distractors). They covered: one part with the basic dot configuration with five equally spaced points on the white screen (without distractors), two parts with basic dot configurations and distractors added and two parts with different dot configurations on the white background (without distractors).
At the beginning of each part, a short trial, consisting of 3 designs, was run to familiarise the participants with the task. After the trial, the proper test was started.
Each part of the test was repeated three times, then another part started.
Participants
In the experiment, the exclusion criteria included having a history of significant head injury or brain disfunction and currently experiencing psychological or psychiatric problems, prescription medication use, and problems or pain related to movement. After data recording, the ITM Web of Conferences 15, 02002 (2017) DOI: 10.1051/itmconf/20171502002 CMES '17 further exclusion criteria included having insufficient eye-tracking ratio (less than 90%) or poor eye-tracking data quality (due to eye-glasses or excessive head movement during study).
Seventy healthy participants (male) were recruited among students at the Lublin University of Technology. From the initial group, 9 participants were excluded (1 individual had a psychiatric medical history, 3 individuals had low eye-tracking ratio and 5 individuals had poor data quality). The final group consisted of 26 Computer Science students and 35 Biomedical Engineering students ranging in age from 18 to 31, mean = 21.4 years, std. dev. =1.96. All were righthanded with normal or corrected-to-normal vision.
The study was approved by the Research Ethics Committee of the Lublin University of Technology (Approval ID 4/2015 from 12 November 2015) and all participants received verbal and written information about the study. All participants signed an informed consent. The participation was voluntary and no compensation was offered.
Signal pre-processing
The eye activities were analysed off-line using Tobii Studio 3.2 and custom programs written in MATLAB. For each test attempt, the tracking ratio were calculated (based on signal lost), the observations with eye tracking ratio lower than 90% were excluded from further analysis.
Fixations and saccades were exported from the Tobii Studio, they were detected using the Velocity-Threshold Identification (I-VT) fixation classification algorithm [24] for average eye selection. The noise was reduced by using the average moving filter with the window size of 3 samples. Gaps shorter than 75 ms were interpolated. The velocity threshold was set to 30°/s and window length to 20ms. The adjacent fixations were merged and fixations shorter than 60 ms were discarded.
Using 3D eye positions and screen gaze points from the eye-tracker, the amplitude of saccades was calculated in degrees (based on its total distance along the trajectory of the movement between start and end points). The saccades with amplitude greater than 10 degrees were classified as large ones. Also the blinks were identified as zero data (both eyes are not found) embedded in two saccadic events [25] . To avoid any confusion that the signal loss will be identified as a blink, the blinks detected automatically were manually rechecked using the video annotation technique.
The pupil diameter change was extracted for both eyes. The pupil diameter change was normalised with baseline subtraction (subtracting the mean pupil size over the first 100ms of recording) [26].
Measured feature sets
Based on the log file from the RFFT application the following features were extracted for each part of the test: -total number of designs -the number of designs drawn by the participant; -perseverative errors -repetitions of the same design drawn by the participant; -error ratio -an index for assessing the participant's ability to minimise repetition while maximising unique productions calculated as percentage of errors in the number of all designs.
A variety of ET features inspired by the literature were gathered and some others were proposed. The eyetracking features were extracted on the basis of the following eye movements and activities: -fixations (total number of fixations, mean fixation duration, standard deviation of fixation duration, max fixation duration); -saccades (total number of saccades, total number of small saccades, total number of large saccades, mean saccade duration, standard deviation of saccade duration, max saccade duration, mean saccade amplitude, standard deviation of saccade amplitude, max saccade amplitude); -blinks (total number of blinks, mean blink duration, standard deviation of blink duration, max blink duration); -pupillary response (mean left/right pupil size change, standard deviation of left/right pupil size change, max of left/right pupil size change).
All features based on duration are determined in milliseconds and based on amplitude values are in degrees.
Methods
One-way Analysis of Variance (ANOVA) [27] was applied to analyse potential differences in a continuous random variable between and among the groups. The ANOVA test was, afterwards, followed by the post-hoc test using Scheffe's method. The Kruskal-Wallis test by ranks was used as the equivalent of ANOVA for a variable which does not follow normal distribution. In this work, those methods were used in STATISTICA software.
Hierarchical Agglomerative Clusters (HAC) method [28] was used to identify the set of observations (groups) that are similar and then to differentiate between them. HAC is a bottom-up method that creates a dendrogram in the form of a tree of k-block set partitions where 1≤k≤n and n are the number of points to be clustered. The algorithm begins with each point (observation) separately in its own cluster, and the closest pairs of clusters are joined together, resulting in reducing the k number of clusters by 1. The algorithm is repeated until k is equal to 1 and the dendrogram is formed. In this work, the HAC implementation used in Tanagra software [29] was employed, where the clusters are created using a hybrid clustering method [30] .
To determine the predictors, two methods were applied: discriminant function analysis and chi-square test. Discriminant Function Analysis (DA) [31] is dedicated to identify the continuous variables best discriminating between the naturally occurring groups. In DA, the groups represent the dependent variables and the predictors are the independent variables. DA might be applied if groups are known a priori. DA is usually ITM Web of Conferences 15, 02002 (2017) DOI: 10.1051/itmconf/20171502002 CMES '17 applied to determine if a given set of variables could be used in the task of category membership prediction. The chi-square test was also used to determine significant perdictors. This test is commonly used for testing the independence between two categorical variables, so it detects the existence of a relationship between the independent variables and the dependent variables.
Several supervised learning classification methods were used to create a model for predicting high-and low performance in the RFFT using ET features. The best results were obtained for Support Vector Machines, K-Nearest Neighbours and Bagged Decision Trees. To validate the accuracy of models the data set was split into training/testing (80%) and validating (20%) subsets based on the randomise assignment. Firstly, the model was trained and tested using 5 cross-validation on the training/testing subset, then the model was evaluated on the basis of the validating subset. The accuracy and other properties of the models were calculated on their performance on the validating subset.
Support Vector Machines (SVM) [32] is a supervised learning classification method using an appropriately designated discriminant hyperplane. If learning sub-sets are fully separable, the SVM idea is to find two parallel hyperplanes which delimit the wider area and do not contain any probe elements. Those hyperplanes are based on the probe elements called support vectors The idea of the method is to find a maximum-margin hyperplane in a transformed input space, which splits the classes and maximises the distance between them. The method deploys a quadratic programming optimisation problem to get the parameters of the hyperplane.
The K-Nearest Neighbours (KNN) algorithm [33] is also a supervised learning classification method. The algorithm consists only of storing the feature vectors in a multidimensional feature space and class labels of the training samples. To classify a new unlabelled vector it assigns the label which is most frequent among the k training samples (k-nearest neighbours in the feature space) nearest to that query point.
Bagged (or bootstrap aggregation) Decision Trees (Bagged Trees) [34] is a supervised learning classification method that combines the results of many decision trees, which reduces the effects of overfitting (like in an individual decision tree) and improves generalisation. Bagged trees use Breiman's random forests algorithm, which is a set of tree predictors in which each tree depends on the values of a random vector sampled independently and with the same distribution for all trees in the forest [35].
Results
The data evaluation was performed only for the first part of the RFFT test repeated by each participant three times to preserve the homogeneity of tasks and eliminate the possible influence of participant fatigue. Each repetition was treated as a single observation since eye-activity should correspond to general cognitive performance, without individual/intra-individual properties. After the exclusion based on criteria described in 3.3, there was 177 observations in the analysis.
The analysis consisted of three parts. The first part refers to the division of observations into two groups according to the median of a total number of designs. The second part refers to splitting the observations into two clusters based on the error ratio value. The last part also represents the analysis with clusters based on the total number of designs and the error ratio together. In each part, statistical analysis and classification results are presented.
A total number of designs
A total number of designs is a simple indicator of the performance in the design fluency test. Two groups based on its median were created. Since the median of a total number of design is equal to 18 designs, group 1 represents 85 observations lower than 18 and group 2 represents another 92 observations. The mean total number of designs in group 1 is 13.6 (with std. dev. = 2.6) and group 2 is 20.7 (with std. dev. = 2.3). Oneway ANOVA does not show any statistically significant difference between mean values of age or education (in years) in the groups. Table 1 shows that there is a statistically significant difference between means of five ET features in two groups created on the basis of the median of a total number of designs. While there are statistically significant difference between means of ET features in groups, the ET features can be used as predictors to classified data into groups. Table 1 . ANOVA results for ET features in two groups based on the median of a total number of designs. The discriminant function analysis (tolerance value = 0.05, forward stepwise procedures) with Wilks' Lambda test of significance were used to investigate the best predictors. Two ET features (total number of blinks with p-value<0.00003 and mean fixation duration with p-value<0.0002) were selected as significant predictors. Moreover, using the chi-squared test, additional features were selected as the best predictors: standard deviation of saccade duration (with p-value<0.002), the total number of small saccades (with p-value<0.0025), of fixations, of large saccades, and of saccades.
Combinations of the identified predictors were used in binary classification. To identify a high performance user in the RFFT, group 1 was seen as the negative class and group 2 as the positive class. The best accuracy (Table 2) -K-NN classifier with k=15 cosine distance metric and equal distance weight for standardised data using as (2) predictors the total number of blinks and mean fixation duration; -Bagged Trees classifier with 30 decision tree learners and random forest bag ensemble method using as (5) predictors the standard deviation of the saccade duration, the total number of small saccades, of large saccades, of fixations, and of blinks. The model with the Bagged Trees classifier has the accuracy (ACC) of 79% and detects high performance users correctly, as the sensitivity parameter indicated. The precision (positive predictive value, PPV) in both models is low because the validating subset is unbalanced in favour of the negative class (group 1). However, as the specificity (SPC) parameter shows, the Bagger Trees classifier turned out to be worse than the K-NN in classifying a low performance user. The Matthews correlation coefficient (MCC) implied that the Bagged Tress classifier is in general better in the stated binary classification.
Error ratio
The median for perseverative errors as well for the error ratio is 0, furthermore the perseverative errors are correlated with the total number of design, therefore the error ratio better describes the correctness of performance.
To find the groups (clusters) of similar observations the HAC method was used. The highest jump in the dendrogram indicated as the best clustering in two groups is presented in Table 3 . ANOVA does not find any significant differences in variables between the groups. Therefore, no further classification was conducted on the basis of the obtained clustering.
The total number of designs and error ratio
The additional clustering was proposed on the basis of two features: the total number of designs and the error ratio as indicators of performance and its correctness. The HAC method determined that the optimal number of a cluster is 3. The characteristic of those groups is presented in Table 4 . In each group both features were significant and explained the created model. The visualisation of the clusters using on the axis two principal component values of principal component analysis (PCA) for a total number of designs and error ratio values is presented in Figure 1 . Moreover, Kruskal-Wallis ANOVA does not show any statistically significant difference between mean values of age or education (in years) in the groups.
The size of the groups varies. Taking into consideration the small size of group 2, it was necessary to check whether the population was normally distributed according to all ET features. For features not following normal distribution the Kruskal-Wallis ANOVA was applied replacing one-way ANOVA. The following features have statistically significant difference between mean (or median) values in at least two of three groups: total number of blinks, mean fixation duration, standard deviation of fixation duration, standard deviation of saccade duration, and standard deviation of left and right pupil size change. Fig. 1 . The visualisation of the clustering groups using two primary components.
The chi-squared test feature selected the following predictors: standard deviation of right pupil size change (with p-value=0.004), standard deviation of saccade duration and a total number of blinks.
The identified predictors from the chi-squared test, features as significantly different between groups from ANOVA and their combinations were used in three-class classification. The group size in the validating subset was unbalanced (11 observations in group 1, 2 in group 2 and 23 in group 3) as results of the HAC cluster size.
The best classifier performances (Table 5) -SVM (SVM-1) classifier with linear kernel function, kernel scale equals 4, and box constraint level equals 3, the one vs one method and standardised data; with mean fixation duration, standard deviation of saccade duration, standard deviation of the right pupil size change and a total number of blinks as (4) predictors.
-SVM (SVM-2) classifier with linear kernel function, kernel scale and box constraint level equal 4, the one vs one method and standardised data; with mean fixation duration, standard deviation of saccade duration, standard deviation of the left and right pupil size change and a total number of blinks as (5) predictors. The classifiers are almost the same, however the additional predictor (standard deviation of left pupil size change) even is strongly correlated with the standard deviation of the right pupil size change allows for a small improvement of the model's accuracy. Both models cannot properly classify observations from group 2 (which are classified as group 3) and show more precision in classifying observations from group 3.
Discussion and conclusion
The research questions stated in this work were addressed. The relationship between eye-tracking features and cognitive performance (measured in a total number of designs and/or error ratio) were examined. The extracted features were explored, the best predictors were found and then the classification model was built. The ET features (total number of blinks, mean fixation duration, standard deviation of saccade duration, a total number of small saccades, a total number of fixations, a total number of large saccades, a total number of saccades) proved to be statistically significant and they were used as predictors in order to classify the data into groups.
For binary classification, where groups were created on the basis of the median value of the total number of designs, the accuracy of 79% was obtained for the Bagged Trees classifier with 5 predictors. For multiclass classification, where groups were determined by HAC using the total number of designs and error ratio values, the accuracy was 67% for SVM with linear kernel and 5 predictors. The limit size of the groups was creating a barrier for the proper multiclass training and classification, and mainly for group 2. Among all predictions, the following turned out to be the best: standard deviation of the right pupil size change, standard deviation of saccade duration and a total number of blinks. Further detailed investigation about the multiclass classification will only be achievable after increasing the size of the dataset.
