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Abstract
The blind source separation (BSS) algorithms, especially the independent component analysis (ICA) algorithms, have 
been proven to be effective for the image data processing. The noise signal introduced into the image data can be 
perfectly eliminated using ICA only under the linear mixture condition. However, the images are always mixed 
nonlinearly with noise perturbations.  The traditional linear ICA algorithm is not capable enough to suppress the 
noise in this situation. Hence, the nonlinear ICA is proposed to deal with the nonlinear mixtures in this paper.  The 
radial basis function (RBF) neural network based post-nonlinear ICA algorithm has been adopted to remove noise 
from the original image data. To enhance the RBF-ICA operation, the Chaos-Particle Swarm Optimization (PSO) 
algorithm has been employed to optimize the RBF neural network to obtain satisfactory nonlinear solution of the 
nonlinear BBS procedure. A series of experiments have been implemented in this work to validate the efficiency of 
the proposed method. The Chaos-PSO optimized RBF-ICA model has been compared with other ICA models in the
image de-noising processing. The comparative results show that the proposed approach is superior to the non-
optimized ICA methods with respect to the image de-noising performance.
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of ICAE2011.
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1. Introduction
Noise removal is important for the face recognition of the image data. Heavy noise pollution can make 
the face identification fail. As a result, the noise removal is essential for the identification of face images. 
There are many developments to handle the face images in an intelligent manner. These advanced 
methods include evolution algorithm, artificial neural network (ANN), principal component analysis 
(PCA) and independent component analysis (ICA) [1]. Though PCA [2] is very powerful for image de-
noising and benefits the face recognition processing, it has drawbacks when dealing with nonlinear 
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signals [3-5]. This is because the PCA is proposed on the linear model of the data. The ICA has not such 
shortcomings and is very effective in the image pre-processing for the nonlinear signals [6]. The ICA is 
firstly proposed by Giannakis [7] in 1987 to solve the blind source separation (BSS) problem. Following 
in 1991, Jutten and Herault [8], Sorouchyari [9], Comon [10] have published three important papers about 
the BSS to make ICA be famous in signal processing. Frankly, the traditional ICA algorithm, such as the
Fast ICA, has the ability to tackle the nonlinear image data. However, with the increase of the 
nonlinearity severity, the linear ICA cannot separate correct signal sources. This is because the nonlinear
mixing increases the complexity of nonlinear characteristics. In addition, a unique solution is difficult to 
attain for the nonlinear BSS problem. For this reason, Tan [11] proposed the RBF neural network based 
ICA to deal with the nonlinear BSS. The possibility of unique solution emerges for the nonlinearity.
Taking the advantage of Tan’s method [11], we have further improved the RBF based on nonlinear 
ICA algorithm. A new method based on the Chaos-Particle Swarm Optimization (PSO) and RBF-ICA 
has been proposed to eliminate the image noise. Compared with Tan’s RBF-ICA [11], the proposed 
approach uses Chaos-PSO to optimize the RBF neural network (RBF NN) and hence better efficiency can 
be obtained for the nonlinear mixture separation. By the face recognition experiments, the results show 
that the noise can be removed effectively and the face recognition of the proposed method is superior to 
the linear ICA and the original RBF-ICA.
2. The proposed noise removal algorithm
2.1. RBF based ICA
The RBF based ICA is a typical post-nonlinear model (PNL) for nonlinear BSS problem. The RBF NN
is used to map the nonlinear mixture into the linear one such that the reversal of the nonlinear mixing 
function can be obtained. Then the nonlinear BBS is transformed into linear case and the traditional linear 
ICA can be employed to find the independent sources (ICs). The RBF based ICA model is defined as [11]
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where s is the source signals, A is the linear mixing matrix, x is the linear mixtures, a is the nonlinear 
mixtures, f(·) is the nonlinear mixing function, b is the nonlinear de-mixtures, g(·) is the nonlinear de-
mixing function, y is the estimated sources, and W is the linear de-mixing matrix. The system diagram of 
the RBF based ICA is shown in Fig. 1.
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Fig.1. The system diagram of the RBF based ICA
The RBF NN herein acts as the nonlinear de-mixing solver. The detail of the RBF based ICA for the 
nonlinear BSS can be found in [11]. To further develop Tan’s theory, the Chaos-PSO has been applied to 
the parameter optimization for the RBF NN.
2.2. Chaos-PSO 
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Particle Swarm Optimization (PSO) algorithm is an effective evolutionary algorithm inspired by the 
social behavior of bird flocks and fish schools [12]. The extremum searching of PSO is very simple and 
effective and hence PSO has been widely used in the optimization of ANNs. Nevertheless, PSO has
problems of suffering from premature convergence [13]. Research for addressing the shortcomings of 
PSO is ongoing and includes such changes as dynamic or exotic sociometries [13], enriched particle 
diversity [14], and tunable parameters in the updating [15]. Many methods have been proposed to 
overcome this problem, but the door for improving PSO still opens. To avoid premature convergence, the 
Chaos search processing has been employed to improve PSO optimization in this paper. Through the
increase of particle diversity by Chaos search, the premature convergence can be depressed significantly.
PSO is similar to genetic algorithm, but it updates offspring by the adjustment of the flight speed and 
position [16]. The optimal solution of the PSO search is the best position that the particle experiences.
The PSO algorithm for updating flight speed υ and flight position x can be expressed by [12]
1 1 2 2( 1) ( ) [ ( )] [ ( )]i i i d i g ik k c r x x k c r x x kυ ωυ+ = + − + −                                                    (2)
( 1) ( ) ( 1)x k x k ki i iυ+ = + +                                                                                                             (3)
where, iω is the inertial weights, 1c and 2c are the learning factors, and 1r and 2r denote the random
coefficients among [0,1]. dx is the individual extremum and gx is the global extremum.
The Chaos search is used for the secondary optimization to diverse PSO’s new generation. The 
Logistic equation has been adopted for Chaos. The Logistic equation is defined by [16]
( 1) ( )(1 ( ))i i ix k x k x kµ+ = −                                                                                                             (4)
where µ is the control coefficient. The secondary optimization using Chaos can be interpreted as follows.
(1) Mapping the flying coordinate x into the Chaos variables in [0 1] by the below carrier
( ) ( ( ) ) /i i i id k x k α β= −                                                                                                                     (5)
where iα and iβ need to be specified. Then the Chaos behavior can be calculated by
( 1) ( )(1 ( ))i i id k c k d kµ+ = − (6)
(2) Iterating the Chaos behavior until find the best id , and then Chaos variables will be mapped back to 
the original space by the second carrier
( ) ( )i i i idx k kα β= +                                                                                                                          (7)
Through this secondary optimization, the chaos algorithm can help PSO find proper global extremum.
3. Experiment results
The face recognition experiments have been implemented in this paper to validate the performance of 
the proposed algorithm. In the Chaos-PSO optimization, set 1 1 1.3c c= = , 0.55ω = , the size of particle 
swarm selects 50 for PSO, and set 3.5µ = , 1.7α = and 0.6β = for Logistic chaos. Fig. 2 shows the 
performance of the image noise removal. One can note from Fig. 2 that the original noisy image can be 
recovered precisely by the proposed method.
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Fig. 2. The original noisy image (left), the skin with noise removal (middle) and the recovered face image (right).
By the Chaos-PSO optimized nonlinear ICA pre-processing, the face recognition rate can be enhanced 
greatly. The RBF NN has been adopted as the classifiers to identify the face images. In this paper, 50 
pieces face have been prepared for the face recognition experiment. The face recognition performance is 
shown in Table 1. The recognition accuracy of the proposed method has been compared with some 
existing approaches.
The proposed method has been compared with no de-noising processing, PCA removal, ICA removal 
and RBF-ICA removal in the face recognition. It can be seen form Table 1 that the nonlinear ICAs 
increase the face recognition rate apparently, and the Chaos-PSO optimized one obtains the best 
identification among the five methods. This is because the Chaos-PSO can prevent the RBF from local 
optimization. 
Table 1. The face recognition results
Method Recognition
accuracy
RBF NN 87.3%
PCA-RBF NN 88.7%
Linear ICA-RBF NN 88.3%
RBF based ICA-RBF 
NN
90.6%
The proposed method 93.3%
4. Conclusions
Pre-processing on the original noisy images can increase the image identification efficiency. The linear 
ICA has been proved to be useful for the image noise removal. However, for images which are mixed 
with nonlinear noise, the traditional ICA may fail to work. Hence, this paper proposed a new face image 
pre-processing method based on Chaos-PSO based RBF-ICA. The advantage of the approach is that it
adopts Chaos-PSO to optimize the RBF parameter in the nonlinear ICA algorithm, and thus the nonlinear 
ICA can achieve higher performance than the original one. The face image experiments have been carried 
out to evaluate and validate the newly proposed method. The analysis results demonstrate that the 
proposed method is superior to the linear ICA based noise removal. Thus, the Chaos-PSO based RBF-
ICA can be used in industrial applications.
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