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The paper presents an approach to constitutive modelling of concrete using damage
mechanics and plasticity theory. The thermodynamic formulation, and parameter identiﬁ-
cation of a non-local coupled damage-plasticity model are presented in this study. The par-
ticular focus is the calibration of model parameters. It is shown that both the local
parameters and the parameters governing the non-local interaction can be determined
from experimental data reliably and consistently. A novel procedure is developed for
parameter identiﬁcation, using the separation of total dissipation energy into additive parts
corresponding to different dissipation mechanisms. The relationship between the local and
non-local parameters is also addressed, helping to obtain model responses consistent with
the fracture energy of the material. The application of the model and the calibration pro-
cedure proposed in this study to the numerical failure analysis of concrete structures is
illustrated through a series of real structural tests, showing both the performance of the
model and the consistency of the proposed calibration procedure.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
In constitutive modelling of concrete, the use of coupling between damage and plasticity has been found to be essential
for capturing the observed phenomenological behaviour of the material. Coupled damage-plasticity models for concrete
have been developed and used by several researchers, e.g. Simo and Ju (1987a,b), Yazdani and Schreyer (1988), Luccioni
et al. (1996), Lee and Fenves (1998a,b), Meschke et al. (1998), Hansen et al. (2001), Addessi et al. (2002), Jefferson
(2003a,b), Salari et al. (2004). On the other hand, non-local regularization techniques (Pijaudier-Cabot and Bazant, 1987)
have been widely used in the modelling of softening materials, and help to avoid pathological problems encountered in
the constitutive modelling of these materials (e.g. Jirásek, 1998; Ferrara and Di Prisco, 2001; Comi, 2001; Addessi et al.,
2002). Nevertheless, not many of the existing non-local coupled damage-plasticity models have been constructed on the ba-
sis of a consistent approach which encompasses a thermodynamic formulation, an enhancement to the constitutive models
to deal with softening-related problems, and a consistent procedure for the parameter identiﬁcation and determination. This,
to the authors’ point of view, obviously restricts the applicability and the reliability of these models in practice.
The identiﬁcation and determination of the model parameters plays an important role in the development of constitutive
models, especially non-local models in which two sets of model parameters control (a) the local behaviour of the non-local
model and (b) the spatial interaction of material points. The local set of parameters in this case is related to the behaviour of
the model at a pointwise level. On the other hand, the spatial parameter governing the interaction of material points is the. All rights reserved.
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lated to the width of the damage zone. These two sets of parameters are closely related to each other and should be appro-
priately determined to give the non-local model a response consistent with the required macroscopic material properties.
The appearance of the spatial parameter here requires the solution of boundary value problems for the determination of
model parameters. This is totally different from a local approach, where the (pointwise) constitutive behaviour of the model
can be calibrated directly from experimental data, without the need for solutions of boundary value problems (Nguyen and
Houlsby, 2007).
For local coupled damage-plasticity behaviour, the calibration of model parameters so far has been rarely addressed in
detail (e.g. in Meschke et al., 1998; Jefferson, 2003b). The choice of model parameters sometimes appears to be rather arbi-
trary (e.g. in Luccioni et al., 1996), without a clear connection with the experimental methods used to determine the
mechanical properties of the material. From experimental point of view, Bazant (1996) showed that the fracture energy
GF determined by the work-of-fracture method always contains plastic-frictional energy dissipation (e.g. due to aggregate
interlocking, frictional slips or pull-out of fragments). This conclusion is substantiated by cyclic tests on the tensile-dominant
behaviour of concrete (Reinhardt et al., 1986; Perdikaris and Romeo, 1995). As a consequence, in constitutive modelling the
fracture energy GF should be thought of containing contributions from both failure mechanisms, damage and plasticity.
However, the fact that GF does not reﬂect purely the damage fracture energy has been disregarded in many damage-based
models for concrete. In addition, the experimental evidence on the separation of total dissipated energy in concrete fracture
seems not to have been used for parameter calibration in the literature.
On the other hand, the existing approaches to calibration of parameters of non-local models based on inverse analysis
(Carmeliet, 1999; Mahnken and Kuhl, 2003; Le Bellego et al., 2003) appear too complicated and computationally costly to
apply widely in practice. Besides, other simple types of calibration based on a linear relationship between the length param-
eter l and the actual width of the localization zone (De Borst and Muhlhaus, 1992; De Borst and Pamin, 1996; Meftah and
Reynouard, 1998; Di Prisco et al., 2000) cannot be considered versatile enough to be applicable for different non-local models
with different softening laws and different types of non-local averaging (e.g. non-locality of damage energy, damage variable
or strain using Gauss distribution function or other bell-shaped functions).
The motivation of this study is to develop a consistent approach using damage mechanics and plasticity theory for the
numerical simulation of concrete structures. At this early stage, only 2D plane stress behaviour of concrete in tensile regime
is considered. The thermodynamic formulation, non-local regularization and the parameter identiﬁcation form interrelating
parts of the development of a coupled damage-plasticity model. However the particular focus of this study is placed on the
parameter identiﬁcation. The model presented in this study is an initial attempt to model important features of the material
behaviour within a consistent and rigorous approach. Generalization of the behaviour of a single crack in mode I opening,
simulated here through an isotropic damage-plasticity model, is only brieﬂy described and expected to progress further
in future work. Earlier works (e.g. Markeset and Hillerborg, 1995; Schreyer, 2007) could be used as a guide to enhance
the constitutive behaviour of the model proposed in this study.
The paper is organized as follows. A coupled damage-plasticity model based on a thermodynamic formulation is pre-
sented in Section 2. Improvement over models in Nguyen (2005), and Nguyen and Houlsby (2008a) is also suggested and
described through the incorporation of anisotropic features. With our main aim of illustrating the consistency of the for-
mulation and the calibration procedure for model parameters, this improvement is however not yet incorporated in the
implementation. Instead a simpler isotropic version of the proposed anisotropic model is used throughout the study. This
helps to simplify the algorithm. The introduction of non-local behaviour into the model is also brieﬂy described. In Section
3, the calibration of parameters governing the non-local behaviour of the model is presented. Local parameters governing
the damage and yielding processes are calibrated based on the damage dissipation energy and plastic-frictional dissipation
energy, respectively. All model parameters are shown to be identiﬁable and consistently determined from the experimen-
tally measured properties of the material. On the other hand, the link between local and spatial sets of parameters gov-
erning the behaviour of the non-local coupled damage-plasticity model is also considered. This is to obtain model
responses consistent with the experimentally measured fracture properties of the material. Numerical examples are pre-
sented in Section 4 to demonstrate the capability of non-local model and the advantageous features of the proposed cal-
ibration procedures.
2. Local models based on thermodynamics
2.1. Formulation
This section brieﬂy presents a simple formulation for a class of continuum elasto-plastic-damageable models based on the
thermodynamic framework developed by Houlsby and Puzrin (2000) and modiﬁed somewhat by Nguyen (2005). Details of
the formulation can be found in Nguyen (2005) and Nguyen and Houlsby (2008a). For the sake of simplicity a Drucker-Prager
type yield criterion is adopted and its derivation incorporated in the formulation. This yield criterion in this case is coupled
with a damage criterion, which is based on the damage energy release rate. Use of this simple yield criterion is obviously not
a very good choice (e.g. no difference between tensile, shear and compressive meridians; linear relationship between normal
and shear stresses in the meridian plane) but sufﬁcient for our purpose of illustration of the calibration procedure in the next
sections.
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2ð1 adÞ  rijaij ð1Þ
d ¼ dd þ dp þK1C1 þK2C2 ¼ F1ðad;rijÞ _ad þ k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 _a0ij _a0ij
q
þK1C1 þK2C2 ð2Þin which aij and ad are the plastic strain tensor and the scalar damage variable, respectively; Dijkl is the elasticity compliance
tensor expressed for the isotropic case in terms of Young’s modulus E and Poisson’s ratio m asDijkl ¼ 1þ m2E 
2m
1þ m dijdkl þ dikdjl þ dildjk
 dd and dp are the dissipation contributions due to damage and plasticity, respectively; andC1 ¼ _akk=3 b
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 _a0ij _a0ij
q
¼ 0 ð3Þ
C2 ¼ _ep  c
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_aij _aij
q
¼ _ep 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 _aij _aij=3
q
¼ 0 ð4Þare two constraints used to deﬁne a pressure-dependent yield criterion and the accumulated plastic strain ep, respectively.
The Lagrangian multipliersK1 and K2 in (2) are associated with these two constraints (see Houlsby and Puzrin (2000)). In the
dissipation function (2), F1ðad;rijÞ is a positive and monotonically increasing scalar function associated with the damage pro-
cess. The two parameters k and b in (3) and (4) are deﬁned as functions of the yield stresses fty and fcy in tension and com-
pression, respectively:b ¼ fcy  ftyﬃﬃﬃ
3
p
ðfcy þ ftyÞ
and k ¼ 2f cyftyﬃﬃﬃ
3
p
ðfcy þ ftyÞ
ð5ÞFor simplicity, linear hardening is assumed here, and damage variable is introduced into the expressions of fty and fcy so that
these yield stresses reduce with progressive damage. Therefore we havefcy ¼ ð1 adÞðf 0c þ HtepÞ ð6Þ
fty ¼ ð1 adÞðf 0t þ HtepÞ ð7Þwith Ht > 0 denoting the hardening modulus, and f 0c and f
0
t being the ultimate stresses in uniaxial compression and tension,
respectively.
The derivation of the constitutive models here follows standard procedures established in the original framework (Hou-
lsby and Puzrin, 2000), and illustrated in Nguyen (2005) and Nguyen and Houlsby (2008a). Therefore it is not necessary to
repeat the details here. We can write the derived constitutive equations as follows:eij ¼ Dijklrkl1 ad þ aij ð8Þ
yp ¼ brkk þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r0ijr0ij
2
s
 k ¼ 0 ð9Þ
yd ¼
Dijklrijrkl
2ð1 adÞ2
 F1ðad;rijÞ ¼ 0 ð10ÞIn the damage criterion (10), the choice of function F1ðad;rijÞ is ﬂexible, provided that it is non-negative to assure the ther-
modynamic admissibility of the dissipation process. Here the following form of F1ðad;rijÞ is adopted:F1ðad;rijÞ ¼
0 if rij ¼ 0ði; j ¼ 1   3Þ
Dijklrijrkl
2ð1 adÞ2
" #
F1ðadÞ
F2ðrijÞ otherwise
8><>: ð11Þ
where F1ðadÞ and F2ðrijÞ are two scalar-valued and positive functions, the forms of which govern the damage evolution law
and the shape of damage surface, respectively. Substitution of (11) into (10) leads toyd ¼
Dijklrijrkl
2ð1 adÞ2
" #
1 F1ðadÞ
F2ðrijÞ
 
¼ 0 ð12ÞSince the ﬁrst bracketed term in (12) is an energy-like term which is positive deﬁnite in non-zero stress states, its elimina-
tion in (12) is straightforward. Therefore, the damage function yd can be rewritten in a simpliﬁed form asyd ¼ F2ðrijÞ  F1ðadÞ ¼ 0 ð13Þ
The choices of F2ðrijÞ and F1ðadÞ are ﬂexible here to obtain the desired shape of the damage surface and damage evolution
law. In the model used here, we choose
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ð1þ ptÞrþijrþij  pthrkkihrlli
2Eð1 adÞ2
ð14ÞandF1ðadÞ ¼ f
02
t
2E
Eþ Eptð1 adÞnt
Eð1 adÞ þ Eptð1 adÞnt
 2
ð15Þin which pt is a parameter controlling the shape of the damage surface in stress space; Ept and nt are two parameters gov-
erning the damage evolution, the physical interpretations and calibration of which will be detailed in Section 3.1. In (14), rþij
denotes the positive part of the total stress tensor rij, which is decomposed into positive and negative parts using the eigen-
value decomposition (Ladeveze, 1983; Ortiz, 1985):rþij ¼
X3
m¼1
hrmipmi pmjwhere pm is the unit vector of the mth principal direction and rm is the mth principal stress. Further details and some prop-
erties of the decomposition can be found in Ladeveze (1983) and Ortiz (1985).
2.2. Extension to cases with anisotropy
The model described above is just a simple isotropic model to be used as a means to illustrate some features of the ap-
proach, particularly the calibration of model parameters. Although it can capture the behaviour of concrete in some real
tests, e.g. bending and tension tests, its capability is limited, as discussed in Nguyen (2005) and Nguyen and Houlsby
(2008a). Modiﬁcations are proposed here, although not implemented yet, to take into account the anisotropic features of
the material behaviour. Despite the use of tensorial damage variable in the literature (Ladeveze, 1983; Ju, 1990; Murakami
and Kamiya, 1997), in our opinion scalar form of damage variable still remains attractive for a number of reasons. This is
thanks to its simplicity in the formulation, implementation and calibration of model parameters, the last of which is partic-
ularly addressed in this study. The capability of the model in capturing the anisotropic features of the material behaviour is
however not restricted by the use of damage as scalar variables.
Modiﬁcations are made here to the formulation described in the preceding section. The Gibbs free energy function can be
modiﬁed as follows:g ¼  Dijklr

ijrkl
2ð1 adÞ 
Dijklrij rkl
2
 Dijklrijrkl  rijaij ð16ÞIt is noted here that (16) is now written in the local coordinate system n–t–p associated with the orientation of a crack
(Fig. 1). In the absence of damage and plasticity, the above function reduces to the usual form of the elastic Gibbs free energy
potential, thus fulﬁlling basic thermodynamic requirements. The total stress tensor rij in (16) is assumed to be decomposed
into two additive parts, rij and rij , deﬁned in the local coordinate system n–t–p byrij ¼
rnn snt spn
snt 0 0
spn 0 0
264
375 and rij ¼ 0 0 00 rtt stp
0 stp rpp
264
375 ð17ÞThe strain in the local coordinate system n–t–p is noweij ¼  ogorij ¼ Dmnkl
ormn
orij
rkl
ð1 adÞ þ r

kl
 
þ Dmnklrkl or

mn
orij
þ aij ð18ÞAs can be seen, only certain components of the total stress tensor, such as tractions on the crack surface, are directly affected
by damage. These tractions should vanish once full separation of two crack surfaces occurs, characterized by damage adσnn
τnt
Crack
n
t
σtt
x
y
z
p
Fig. 1. Local coordinate system n–t–p associated with a crack.
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total stress tensor rij are fourth order tensors of constant values. Therefore they do not complicate the numerical implemen-
tation. Further extension of the formulation to cases with multiple intersecting cracks at the same material point is feasible
in principle, with the use of multiple scalar damage variables. Nevertheless, the above modiﬁcations are only described in
general form and therefore full features of the model (e.g. capability to avoid stress locking when the crack is widely opened,
the behaviour in fracture mode II as well as in the transition between modes I and II) should be further investigated. The
details on these issues are left for future study.
So far, we have written everything in the local coordinate system n–t–p associated with a crack but have not determined
this coordinate system yet. The damage criterion deﬁned in (10) should be modiﬁed for this purpose. Since that criterion is a
result of the transformation of the dissipation potential (see Nguyen (2005) for details), it is in fact the dissipation dd in (2)
that should be amended. Omitting unnecessary intermediate details, we can make a direct transition to the damage criterion
in its general form (13). The orientation of a crack here is determined based on that damage criterion, in which function F2
plays an important role. Unlike in (13), where F2ðrÞ is simply a scalar-valued function independent of any directions,
F2 ¼ F2nðn; rÞ is now deﬁned as a stress- and direction-based function. The modiﬁed damage criterion becomesyd ¼max8nF2nðn;rÞ  F1ðadÞ ¼ 0 ð19Þ
As can be seen, the stress-based damage criterion now gives us the orientation of a crack that maximizes function
F2 ¼ F2nðn; rÞ. This crack orientation generally depends on the stress state of a material point and should reﬂect the exper-
imental observations (Fig. 2). Earlier work by Schreyer (2007) could be adapted here for a possible form of function F2nðn; rÞ.
Nevertheless, the speciﬁc forms of functions F1ðadÞ and F2nðn; rÞ for anisotropic cases remain to be determined.
2.3. Non-local regularization
To deal with softening-related problems, the local constitutive model described in Section 2.1 needs to be regularized
using non-local theories. Following Pijaudier-Cabot and Bazant (1987), it is necessary to apply non-local treatment only
to variables or quantities directly controlling the softening process. With damage-induced softening in the constitutive mod-
el, the damage criterion (13) should be formulated as a non-local criterion. In particular, the non-local regularization oper-
ator L is applied to the energy term F2ðrijÞ in the damage criterion as follows:eF 2ðxÞ ¼ LðF2ðrijÞÞ ¼ 1GðxÞ
Z
Vd
gðky  xkÞF2ðrijðyÞÞdVy ð20Þwhere Vd is as a volume deﬁned by a sphere of centre x and radius R; GðxÞ ¼
R
Vd
gðky  xkÞdVy is used to normalize the
weighting scheme applied to the energy-like term in (20); and gðky  xkÞ is the bell-shaped weight function deﬁned bygðrÞ ¼ gðky  xkÞ ¼
0 if r > R
1 r
2
R2
 2
if r 6 R
8<: ð21Þ
From 13, 14 and 20, we obtain the non-local form of the damage criterion:yd ¼
1
GðxÞ
Z
Vd
gðky  xkÞ ð1þ ptÞr
þ
ijr
þ
ij  pthrkkihrlli
2Eð1 adÞ2
dVy  F1ðadÞ ¼ 0 ð22ÞAs can be seen, the above weight function only depends on the distance between points within the volume Vd. The non-local
interaction radius R therefore acts as a length parameter helping to prevent the localization of deformation into ancf ′−
tf ′
cf ′−
tf ′ 1σ
2σ
Fig. 2. Damage surface and crack orientations in biaxial loading (adapted from Schreyer (2007)).
5488 G.D. Nguyen, A.M. Korsunsky / International Journal of Solids and Structures 45 (2008) 5483–5501inﬁnitesimally small zone. However, a more rational deﬁnition of the length parameter accounting for different types of
weight function gðrÞ in non-local models can be expressed as (Jirásek, 1998):l ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃR1
0 r
2gðrÞdrR1
0 gðrÞdr
s
ð23ÞFor the bell-shaped weight function used in this study, Eq. (23) gives l ¼ R= ﬃﬃﬃ7p .
The constitutive behaviour of the non-local model is governed by the following relations: the stress–elastic strain rela-
tionship, yield and non-local damage loading functions all of which can be rewritten aseij ¼ Dijklrkl1 ad þ aij ð24Þ
yp ¼ brkk þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r0ijr0ij
2
s
 k ¼ 0 ð25Þ
yd ¼
1
GðxÞ
Z
Vd
gðky  xkÞ ð1þ ptÞr
þ
ijr
þ
ij  pthrkkihrlli
2Eð1 adÞ2
dVy  F1ðadÞ ¼ 0 ð26ÞThe numerical implementation of this kind of model has been presented in Nguyen (2005).
3. Determination of model parameters
The calibration of parameters for non-local models has been discussed by several researchers (Bazant and Pijaudier-Ca-
bot, 1989; Jirásek, 1998; Carmeliet, 1999; Mahnken and Kuhl, 2003; Ferrara and Di Prisco, 2001; Le Bellego et al., 2003;
Nguyen, 2005). Their studies can be generally grouped into two classes: those based directly on the numerical inverse
analysis of experimental results and those exploiting the correspondence between the cohesive crack model and crack
band model. A comprehensive review and classiﬁcation of regularization methods (e.g. cohesive crack model, crack band
approach and non-local regularization techniques) can be found in Jirásek and Patzák (2001). In the ﬁrst kind of parameter
identiﬁcation, automatic calibration of model parameters based on numerical inverse analysis is employed. This kind of
automatic calibration procedure uses optimization algorithms, experimental data from real structural tests and size effect
laws. Several different optimization algorithms have been used in Carmeliet (1999), Mahnken and Kuhl (2003) and Le Bel-
lego et al. (2003). For computational efﬁciency, the initial set of model parameters, as an initial guess, can be determined
based on the size effect law and experimental tests of several geometrically similar specimens with different dimensions
(Carmeliet, 1999; Le Bellego et al., 2003). In this method, the length parameter l and the parameters of the local consti-
tutive model are treated equally as general parameters of the non-local constitutive equations in a boundary value prob-
lem. Therefore, the correlation between local constitutive behaviour and the length parameter is not speciﬁcally addressed
and exploited. This, along with the complications and expense of solving the inverse problem, makes the method difﬁcult
to apply in practice.
The second kind of parameter identiﬁcation procedure is pursued in this study. The correspondence between the cohesive
crack model and crack band model (see Mazars and Pijaudier-Cabot, 1996; Bazant, 2002; Elices et al., 2002 for details) along
with a relationship between the length parameter l of non-local model and the widthwt of an imaginary and uniformly dam-
aged crack band is exploited. The crack band widthwt, also termed the dissipation length (Jirásek, 1998) is different from the
actual width zt of the micro-cracked zone in continuum models. This width wt deﬁnes the minimum size of a volume ele-
ment, above which the material can be considered as homogeneous (Bazant and Oh, 1983). Fig. 3 illustrates the difference
between wt and the actual width zt of the micro-cracked zone in non-local models. It can readily be seen in the ﬁgure that
these two widths coincide in crack band models with a constant damage/strain distribution across the crack band width.
In the calibration of model parameters, the correspondence between cohesive crack model and crack band model has
been widely adopted (e.g. in non-local and gradient models used by De Borst and Pamin, 1996; Di Prisco et al., 2000; Ferrara
and Di Prisco, 2001; Meftah and Reynouard, 1998; Jirásek, 1998; Jirásek et al., 2004). Moreover, it is also backed by exper-
imental data for fracture energy, as well as by testing methods to measure the fracture properties of the material (e.g. the
work of fracture method, size effect method). For that reason, it is adopted in this study for the calibration of model param-
eters for non-local coupled damage-plasticity models.
Following this correspondence, the displacement jump (or ﬁctitious crack opening) u in the cohesive crack model is
smeared out over the crack bandwidth wt in a continuum model (see Fig. 4 for details). This transforms the experimentally
derived stress–separation law in the cohesive crack model into the stress–strain relationship in a continuum model and
helps to determine parameters governing the local constitutive behaviour. This transformation is to give the local constitu-
tive relation a response consistent with the length parameter l, cohesive crack properties (including the fracture energy GF
and the stress–separation curve), and crack bandwidth wt. The local constitutive behaviour of the model in this case is di-
rectly affected by the choice of the length parameter of the model. As the cohesive crack model is used as a basis for param-
eter identiﬁcation in the non-local model, its corresponding properties should be properly identiﬁed and determined. A fully
experimental method (e.g. the work of fracture method by Petersson, 1981; Bazant, 1996) or an indirect method (Tin-loi and
Que, 2001; Que and Tin-loi, 2002) using both numerical procedures and experimental data can be used for this purpose. In
zt
wt
1
Damage 
indicator
Fig. 3. Damage proﬁle in uniaxial test using non-local model, and deﬁnition of wt and zt (adapted from Bazant and Pijaudier-Cabot, 1989).
σ
tf ′
Fracture process 
zone (FPZ)
wt
FPZ length 
Real crack tip
Fracture
process zone
u
σ
uc
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tf ′
σσ
ε uεe
εf =ε -ε
u=wtεfOO
1
Et0
ε
E
1
ucεc
tf ′ tf ′
GF
Gfgf = Gf /wt
gF = GF/wt
Fig. 4. The correspondence between (a) the stress–strain relation in crack band model, and (b) the stress–separation law in cohesive crack model; after
Bazant (2002) and Elices et al. (2002).
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material to be modelled.
As discussed, the crack bandwidth wt is needed for the transformation from the cohesive stress–separation law to the
stress–strain law in continuummodels. Unlike in crack band approach, where a linear relationship between wt and the ﬁnite
element size h can be used to identify a local constitutive law (Bazant and Oh, 1983), the length parameter l in a non-local
model is not linearly proportional to wt. Their relationship is non-linear, dependent on several parameters of the non-local
model, and therefore should be appropriately determined to give the local constitutive law a response consistent with the
choice of the length parameter l. In the next section, the identiﬁcation and determination of parameters for local constitutive
law is presented, based on the assumption that the imaginary widthwt of the fracture process zone is known in advance. This
is then followed by a procedure for the determination of the relationship between wt and the non-local interaction radius R.
It will be shown that mutual inﬂuence effects between local and spatial sets of parameters are fully accounted for through
the proposed procedure.
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The calibration of model parameters here is based on uniaxial tensile test, and has been brieﬂy presented in Nguyen and
Korsunsky (2006) and also Nguyen and Houlsby (2008a). It is therefore described here only for the sake of completeness. The
uniaxial stress–strain curve needed for the determination of model parameters is obtained from the stress–separation law in
the cohesive crack model and the width wt of the fracture process zone (Fig. 4).
In the one-dimensional formulation the energy function (1) and the dissipation function (2) assume the following sim-
pliﬁed forms:g ¼ r
2
2Eð1 adÞ  rap and ð27Þ
d ¼ F1ðadÞ _ad þ ð1 adÞðf 0t þ HtapÞ _ap ð28Þ
where both the plastic strain tensor aij and the equivalent plastic strain ep are assumed to reduce to ap such that ap P 0 and
_ap P 0 in uniaxial tension. The local constitutive relations (8–10) now becomee ¼ r
Eð1 adÞ þ ap ð29Þ
yp ¼ r ð1 adÞðf 0t þ HtapÞ ¼ 0 ð30Þ
yd ¼
r2
2Eð1 adÞ2
 F1ðadÞ ¼ 0 ð31Þwhere the function F1ðadÞ and its two parameters Ept and nt have been deﬁned in (15). The effect of model parameters on the
stress–strain response can be found in Nguyen (2005) and Nguyen and Houlsby (2008a).
In principle it is possible to obtain the stress r, the tensile damage indicator ad and the plastic strain ap analytically from
the system (29–31), in terms of the total strain e. Unfortunately, in practice this is not always possible since the solution of
the system (29–31) depends strongly on the choice of function F1ðadÞ. It turns out to be easier to perform the necessary
mathematical manipulations with respect to the damage indicator ad as the principal variable. Omitting the details of math-
ematical manipulations we writer ¼ ð1 adÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2EF1ðadÞ
p
ð32Þ
ap ¼ 1Ht
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2EF1ðadÞ
p
 f
0
t
Ht
ð33Þ
e ¼ Eþ Ht
Ht
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2F1ðadÞ
E
r
 f
0
t
Ht
ð34ÞThe total dissipated energy due to the combination of damage and plasticity can be obtained by direct integration of the dis-
sipation rate in Eq. (28), after substituting (33) and its derivative with respect to ad into (28). Denoting by Dd and Dp the total
energy amounts dissipated due to damage and plastic-frictional processes, respectively, we haveDd ¼
Z 1
0
F1ðadÞdad ¼ f
02
t
2E
þ
Z 1
0
ð1 adÞ oF1oad dad ð35Þ
Dp ¼
Z 1
0
ð1 adÞðf 0t þ HtapÞdap ¼
E
Ht
Z 1
0
ð1 adÞ oF1oad dad ð36ÞThe total dissipated energy D is the sum of the energies dissipated due to damage and plasticity. This total dissipated energy
is in fact the volumetric fracture energy gF and can also be obtained as the area under the stress–strain curve (Fig. 4; see also
Nguyen (2005)). ThusgF ¼ D ¼ Dd þ Dp ¼
f 02t
2E
þ Eþ Ht
Ht
Z 1
0
ð1 adÞ oF1oad dad ð37ÞThe interpretation of experimental results leads to the conclusion that gF consists of two parts, gpF that is due purely to frac-
ture processes, and ðgF  gpFÞ that is due to plastic frictional mechanisms (Bazant, 1996). This observation is used here for the
determination of model parameters. According to Bazant (1996, 2002), the value of gpF is about 0.2–0.5 of gF, which means
that the major part of energy dissipation comes from plastic-frictional mechanisms.
The shape of the stress–separation curve can be used to provide additional input for the calibration process. The exper-
imentally determined fracture energy GF can be considered to consist of two parts, corresponding to the peak ðGfÞ and tail
ðGF  Gf Þ responses of the material (Bazant, 2002). By way of interpretation, the area determined from the tangent of the
non-linear stress–strain curve at peak stress (the hatched area in Fig. 4a) is written as gf ¼ Gf=wt and taken to be equal
to tgF. The value of the fraction t lies in the range of 0.1–0.3 and depends on the tensile strength f 0t , fracture energy GF of
the material, and the crack bandwidth wt (Nguyen, 2005).
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This modulus can be obtained by differentiating (32) and (34) and substituting ad ¼ 0 into the obtained expression:Et0 ¼  EptHtEþ Ht ð38ÞTherefore we have the following system of equations for the determination of model parameters:gF ¼ D ¼ Dd þ Dp ¼
f 02t
2E
þ Eþ Ht
Ht
Z 1
0
ð1 adÞ oF1oad dad ð39Þ
gpF ¼ Dd ¼
Z 1
0
F1ðadÞdad ¼ f
02
t
2E
þ
Z 1
0
ð1 adÞ oF1oad dad ð40Þ
gf ¼ tgF ¼
f 02t
2
1
E
þ Eþ Ht
EptHt
 
ð41ÞThe above system of non-linear equations can be solved numerically, e.g. using a Matlab code. A simple numerical example is
given here to demonstrate the proposed procedure for the parameter identiﬁcation. The following material properties were
used: Young’s modulus E ¼ 38;000 N/mm2, tensile strength f 0t ¼ 3 N/mm2, fracture energy GF ¼ 0:125 N/mm, and crack
bandwidth wt ¼ 20 mm.
The effects of the ratio gpF=gF on model parameters and stress–strain behaviour are illustrated in Figs. 5 and 6. Plasticity-
dominated response can be obtained by using gpF=gF ¼ 0 (Ht ¼ 0 in this case), while damage-dominated response is recov-
ered by setting gpF=gF ¼ 1 (Ht ¼ 1 in this case). In all cases (Fig. 6b) the total fracture energy gF remained unchanged (see
Eqs. (39) and (40)). We note that the experimentally observed value of the ratio gpF=gF is between 0.2 and 0.5 (Bazant, 1996
and Bazant, 2002), resulting in coupled damage-plasticity behaviour (Fig. 6b). It should also be noted here that a perfect case
with plasticity being the only dissipation mechanism cannot be derived from the coupled model presented above, as the
softening behaviour of the model is mainly governed by damage mechanism. However, a nearly perfect case with Ht  0
can be used to derive models with plasticity-dominated responses (Fig. 6b). Furthermore, the advanced feature of the pre-
sented calibration procedure, compared to other simple methods (e.g. in Jefferson, 2003a; Grassl and Jirasek, 2006), is that
the link between model parameters and the physical dissipation processes can be explicitly established and conﬁrmed by
experiments.
3.2. Parameter governing the spatial interaction
The calibration of the length parameter governing the spatial interaction of material points was developed in Nguyen
(2005). It has been applied with success to pure damage models (Nguyen and Houlsby, 2007) and coupled damage-plasticity
models (Nguyen, 2005). In this section, for completeness only brief details of the method will be described. Further details
featuring a more complete literature review can be found in Nguyen (2005) and Nguyen and Houlsby (2007).
From Section 3.1, it can be seen that the parameters governing the local constitutive behaviour of a non-local model are
dependent on the imaginary width wt of the fracture process zone. In the crack band approach, as strain localizes in one ele-
ment, the ﬁnite element size h needs to be proportional to wt by a readily determined proportional constant (e.g. wt ¼
ﬃﬃﬃﬃﬃﬃ
2A
p
for a linear element, with A being the area of the element; in Rots (1988), Feenstra and de Borst (1995)). Otherwise, the
stress–strain softening curve of the local constitutive model must be adjusted to assure the right amount of dissipation spec-
iﬁed by the fracture energy GF (Bazant and Oh, 1983; Bazant and Cedolin, 1991 (Chapter 13)).
Nevertheless, in non-local analysis the width of the localization zone, deﬁned by zt (see Fig. 3), may contain several soft-
ened ﬁnite elements with different constitutive behaviour due to the non-local averaging process. As an illustration, Fig. 7
shows the results obtained from the non-local numerical analysis of a bar under tension. A defect in the bar is created next to0.00E+00
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Fig. 5. The dependence of damage parameters Ept and nt on the ratio gpF=gF.
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Fig. 7. Stress–strain curves at points in the damaged zone of a bar in a non-local analysis.
5492 G.D. Nguyen, A.M. Korsunsky / International Journal of Solids and Structures 45 (2008) 5483–5501the clamp to trigger damage and softening. As can be seen in Fig. 7, the obtained stress–strain curves are different at points
inside the damaged zone and different from the local behaviour of the material model used in the numerical analysis. The
amounts of dissipated energy (as area under the stress–strain curve) vary along the bar length. The imaginary crack band
widthwt in this case signiﬁcantly depends on the length parameter l (l ¼ R=
ﬃﬃﬃ
7
p
in our non-local model) and other parameters
of the local constitutive model (Jirásek, 1998). In other words,wt in non-local models is governed by both the length l and the
local constitutive behaviour of the model. It is therefore difﬁcult, even impossible, to determine the relationship between wt
and the length parameter l analytically in non-local models, except in some simple cases with a linear softening law (e.g. in
De Borst and Muhlhaus, 1992; Meftah and Reynouard, 1998; Zhao et al., 2005).
For that reason, a condition on the equivalence between the energy dissipated by a non-local model with imaginary crack
bandwidth wt and that speciﬁed by the fracture energy GF is used in this study. Non-local numerical analyses of a simple bar
under uniaxial tension will be carried out for the determination of a relationship between wt and the internal length l of the
non-local model. Once this relationship is established, choice of l to yield a numerical crack band width wt close to that pro-
posed in the literature (e.g. wt  3dmax in Bazant and Oh, 1983 and Bazant and Pijaudier-Cabot, 1989) is readily determined.
In the numerical analysis, we assume here that wt is proportional to the interaction radius R by the ratio k ¼ wt=R. This is
practically reasonable, as the dependence of wt on other parameters of the model is implicitly embedded in the procedure
proposed here. The relationship between gF and GF can be rewritten asGF ¼ wtgF ¼ kRgF ð42Þ
where k is the unknown ratio to be determined. The initial value of k can be chosen, depending on the type of non-locality
(e.g. non-local strain, or non-local damage energy; k has been numerically found to be in the range of 1–3 for the non-local
model in this study). For an assumed value of k, denoted here as k00, and a ﬁxed value of radius R, the assumed crack band
width w00t is obtained as w
00
t ¼ k00R. The volumetric fracture energies gF and gf can then be determined from Eq. (42), using
w00t ¼ k00R, followed by the determination of all parameters of the model based on Eqs. (39)–(41). With all parameters in hand,
we can then carry out a numerical failure analysis of a one-dimensional bar with a defect at its middle to trigger damage, and
obtain the total dissipation as the area under the load–displacement curve. In principle, the numerically obtained dissipated
energy per unit area G0F, should coincide with GF, representing the right amount of energy dissipated per unit area during the
fracture process. On the other hand, the numerically calculated width w0t of the fracture process zone, determined by the
σO
ε
gF
gp
ft’/(2E)
ft’
Fig. 8. Deﬁnition of the ductility parameter g.
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00
t ¼ GF=gF. Alternatively, k00 ¼ w00t =R and
k0 ¼ w0t=R should coincide. However, this is not always the case and the procedure should be repeated several times until
the balance of dissipated energy is established.
In the method proposed here, no iteration is needed. In addition, relationships between non-dimensional quantities are
used to make the process of determining the ratio k easier. Jirásek (1998) suggested using the relationships between the duc-
tility parameter g (g ¼ gF=gp; gp ¼ f 02t =2E; see Fig. 8) and the relative dissipation length wt=l for the calibration. However, for
the use of the bell-shaped function in this study, k ¼ wt=R is adopted as the relative dissipation length.
For a ﬁxed value of non-local interaction radius R, there are two separate values of the relative dissipation lengths:
k00 ¼ w00t =R and k0 ¼ w0t=R, obtained from the assumed width w00t and the numerically calculated width w0t of the fracture pro-
cess zone, respectively. For the right amount of dissipation, these two values of k00 and k0 must coincide (see Fig. 9). Two
curves (k00ðgÞ and k0ðgÞ) in Fig. 9 represent the variation of k00 and k0 with respect to changes in the ductility parameter g. From
Eq. (42) and the deﬁnition g ¼ gF=gp, we obtain k00ðgÞ ¼ 2EGF=ðgRf 02t Þ, while the shape of k0ðgÞ is generally obtained from the
numerical failure analysis of a one-dimensional bar with a defect at its middle (see Jirásek, 1998). The proposed procedures
can be summarized as follow:
 Assume values of k00i ’s: k001 ¼ 1:0; . . . ; k00n ¼ 3:0 for the damage model in this study.
 Calculate the fracture energies gFi ¼ GF=ðk00i RÞ, ductility parameters gi ¼ gFi=gp (see Fig. 8) and determine the corresponding
sets of parameters for local damage model, based on Eqs. (39)–(41).
 Carry out the numerical analyses of a one-dimensional bar and calculate the corresponding total dissipated energies Di as
the areas under the load–displacement curves.
 From the obtained dissipated energies, calculate the corresponding fracture energies G0Fi ¼ Di=A, where A is the cross-sec-
tional area of the bar, and derive the ratios k0i ¼ G0Fi=RgFi.
 The correct value of k will be found by plotting k00i and k0i against gi ¼ gFi=gp and determining the intersection point of the
two plotted curves (see Fig. 9).
A literature review on the determination of the ratio k ¼ wt=R along with further details on the procedure and corre-
sponding numerical illustrations for pure damage models can be found in Nguyen (2005) and Nguyen and Houlsby (2007).
4. Numerical examples
This section is dedicated to the numerical validation of the proposed non-local coupled damage-plasticity model and the
corresponding calibration procedure for model parameters. All the numerical analyses were carried out using the local arc-
length control (May and Duan, 1997) for the incremental analysis, and Newton–Raphson method for the iterative technique.
Finite element meshes of six-node triangular elements were used in all examples. The convergence tolerance parameter was
104 for the norm of the out-of-balance force vector in the Newton–Raphson iterative process. The same tolerance was used
in the stress update routine to gauge the errors occurring in returning the stresses to the loading surfaces. Automatically
chosen numbers of increments (see May and Duan, 1997; Crisﬁeld, 1997, Chapter 9, volume 1), controlled by the number
of iterations required for each load increment, were applied throughout the examples. Due to the complexity of the non-local
model and implicit damage evolution law in this study, a non-local consistent stiffness matrix (e.g. that in Jirásek and Patzák
(2002)) was unfortunately not available. Instead, a local stiffness matrix secant with respect to damage and tangent with
respect to plasticity (see Nguyen (2005) for details) was used in all numerical examples. A loading scheme consisting of three
load stages (ﬁrst: fully elastic behaviour, second and third: peak and post-peak stages) was employed, in which the control-
ling minimum and maximum numbers of iterations for the last two stages were normally 12–18 and 18–27, respectively.
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Fig. 9. Determination of the ratio k ¼ w0t=R.
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tween integration points) during the stress update process. This is likely unavoidable for the model used here.
4.1. Three-point bending test of Petersson
The numerical simulation of a notched beam in a three point bending test (Petersson, 1981) is presented in this section to
demonstrate the calibration procedure in Section 3. The material properties were taken from the experimental test of Pet-
ersson (1981): E ¼ 30;000 MPa, m ¼ 0:2, f 0t ¼ 3:33 MPa, GF ¼ 0:124 N/mm, dmax ¼ 8 mm. Only pure damage behaviour was
considered. A simple test (Fig. 10) was set up for the determination of model parameters. A 1% reduction of the damage ulti-
mate tensile stress f 0t was introduced to the shaded element in the ﬁgure, aiming to trigger softening in that element.
The calibration results are shown in Fig. 11, with the obtained values of k corresponding to the assumed values of the non-
local interaction radius R. It can be seen that k tends to increase for decreasing value of R. The above calculation of k and deter-
mination of model parameters can be readily veriﬁed by carrying out the numerical analysis of the corresponding three point
bending test. The ﬁnite element meshes contain six-node triangular elements (Fig. 12). The corresponding model parameters
(Ept and nt) are obtained from (39) and (41), with Ht ¼ 1 for damage-dominated behaviour, and shown in Table 1.
From the obtained numerical results (Fig. 13), it is seen that the numerical load–deﬂection curves match rather well the
experimental ones, verifying the total dissipated energy in mode I fracture. The obtained load–deﬂection curves are objectiveStrength-reduced element 
L/2=75mm 
h=5mm
Fig. 10. Finite element model used for the determination of parameter k.
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Fig. 11. Determination of parameter k.
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Fig. 12. Three-point bending test: geometrical data, and FE meshes of half beam model.
Table 1
Parameters of local model corresponding to choice of non-local radii – bending tests
Non-local radius Model parameters
k Ept (MPa) nt
R1 ¼ 2:5dmax 1.93 8967.34 0.34
R2 ¼ 2:0dmax 1.96 6898.61 0.32
R3 ¼ 1:5dmax 2.02 5067.76 0.30
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Fig. 13. Load–deﬂection curves, three point bending test of Petersson (1981).
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obtained from the numerical analyses using different non-local interaction radii are very close (Fig. 13b).
The slight differences in the numerical peak loads (Fig. 13b) come from the use of numerical analyses of a simple bar to
determine the ratio k. The constant distribution of uniaxial stress in the bar used (Fig. 10) is obviously different from that in
the three-point bending test, where high gradients of stresses occur at the notch tip and affect the onset of damage when
using different non-local radii. This is due to the non-local averaging of stress-dependent energy-like term in the non-local
damage loading function (26). Better numerical responses, in which the differences of the results from the use of different
non-local radii are reduced, can in principle be achieved if one adopts the three-point bending test to calibrate the model
parameters. In other words, the same procedures for the determination of parameters can be carried out based on the
three-point bending test, instead of the uniaxial test used here. It would therefore be required that the numerical failure
analysis of the three-point bending test be carried out until very late stages (e.g. very low load carrying capacity of the beam),
which is of course a difﬁcult computational problem and hence not practical. Therefore, the use of complicated tests is not
recommended in this study. In addition, better numerical responses can in principle be achieved through optimization pro-
cedures combined with size effect tests on specimens of different sizes. This is, however, outside the scope of this study.
4.2. Tension test
In this numerical example, the numerical simulations of a double edge notched specimen under tension (Shi et al., 2000)
are presented (Fig. 14a). In the numerical models, the specimen is ﬁxed in both directions at the bottom edge, and in hor-
izontal direction at the top edge. The numerical analyses were carried out using four meshes of 6-node triangular ﬁnite ele-
ments (Fig. 14b), with prescribed vertical displacements at the top edge of the specimen.
60mm 
60 10
5
2
60
a b
Fig. 14. Double edge notched specimen (10 mm thick): geometry (a) and FE meshes (b).
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non-local damage model. The material properties used are: Young’s modulus E ¼ 24 GPa, Poisson’s ratio m ¼ 0:2, tensile
strength f 0t ¼ 2:4 MPa, fracture energy Gf ¼ 0:059 N/mm, and maximum aggregate size dmax ¼ 8 mm. In the numerical sim-
ulations, two different values of non-local interaction radius were used: R1 ¼ 2:0dmax ¼ 16 mm and R2 ¼ 1:0dmax ¼ 8 mm.
The procedure described in Section 3 was used to determine the values of the ratio k corresponding to two different non-
local radii. Fig. 15 and Table 2 show the graph used in the determination of parameters, and the obtained values of those
model parameters, respectively. Two different values of k were obtained, again showing the need for the proper determina-
tion of model parameters for every given value of non-local radius R.
The regularization effect of the non-local model is illustrated in Fig. 16(a), with results from runs using different FE
meshes almost coincident. On the other hand, the load–displacement curves obtained from two numerical analyses using
two different values of non-local interaction radius R show good agreement in shape with the experimental counterpart
(see Fig. 16b). Only the peak loads slightly differ from one another and from the experimental one.
4.3. Four-point bending test of a notched beam under cyclic loading
In this example, the four-point bending test experimentally performed by Hordijk (1991) is simulated using the proposed
non-local coupled damage-plasticity model. The geometry of the specimen and ﬁnite element meshes of a half-beam model
are depicted in Fig. 17. The following material properties were given (Hordijk, 1992): E ¼ 38;000 MPa, m ¼ 0:2, f 0t ¼ 3:0 MPa,
GF ¼ 125 N/m, with the assumed ultimate stress in uniaxial compression f 0c ¼ 30 N/mm2.1.6
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Fig. 15. Determination of parameter k – tension test.
Table 2
Parameters of local model corresponding to choice of non-local radii – tension test
Non-local radius Model parameters
k Ept (MPa) nt
R1 ¼ 16 mm 1.95 7654 0.33
R2 ¼ 8 mm 2.15 3779 0.29
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Fig. 16. Load–displacement curves – tension test.
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Fig. 17. Four point bending test – geometry and FE meshes.
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t ¼ Gf=GF ¼ 0:2 and GpF=GF ¼ 0:48 were assumed (see Section 3.1). Three parameter sets corresponding to three different
non-local radii were obtained using the procedure in Section 3 (see Fig. 18), and shown in Table 3 below.
The load–deﬂection curves are shown in Fig. 19. It can be seen that all the numerical curves match each other rather well
and there is almost no difference in the numerical results using different FE meshes and different non-local radii (Fig. 19).
This is an important feature showing both the capability of the proposed calibration procedure and the regularization effect
of this non-local model. On the other hand, the difference between results from analyses using pure damage model and cou-
pled damage-plasticity model is marginal (Fig. 19b); only the unloading paths are different. In addition, due to the ﬁxed ratio
GpF=GF used in the calibration, the parameter Ht is almost invariant (relative change of less than 1.5%) with the change of
non-local radius (Table 3), and unloading paths from solutions using different radii almost coincide. This result demonstrates
the consistency of the proposed calibration procedure.1.8
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Fig. 18. Determination of parameter k – four-point bending test.
Table 3
Parameters of local model corresponding to choice of non-local radii
Non-local radius Model parameters
k Ht (MPa) Ept (MPa) nt
R1 ¼ 12 mm 2.05 33,371 10,738 0.35
R2 ¼ 9 mm 2.14 33,745 8098 0.34
R3 ¼ 6 mm 2.32 33,800 6381 0.33
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Fig. 19. Four-point bending test – load-deﬂection curves. Peak (a) and tail behaviour (b).
130
254
78
P
1016mm
Fig. 20. Geometry and ﬁnite element meshes – three-point bending test, cyclic loading.
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This test was experimentally carried out by Perdikaris and Romeo (1995) and has also been used by several researchers
(Meschke et al., 1998; Hatzigeorgiou and Beskos, 2002) for the validation of their damage-plasticity constitutive models. The
beam geometry and ﬁnite element meshes used are depicted in Fig. 20. The following material properties were provided:
Young modulus E ¼ 43;600 MPa, Poisson’s ratio m ¼ 0:2, tensile strength f 0t ¼ 4:77 MPa, compressive strength f 0c ¼ 63:4 N/
mm2, fracture energy GF ¼ 89:17 N/m. Three different sets of parameters were used, with same non-local radius
R ¼ 9 mm (Table 4).
The numerically obtained load–deﬂection curves are shown in Fig. 21. There is almost no difference between results from
the two meshes using the proposed non-local model. In all cases, a good match between numerical and experimental peak-
load can be observed. The unloading slopes on the numerical curves (Fig. 21a) are also close to the experimental ones, show-
ing the capability of the numerical models in producing residual deﬂections at zero-load state. The effect of the ratio gpF=gF in
the model (see Section 3) on the overall responses of the simulated structure is shown in Fig. 21b. It can be seen in the ﬁgure
that the overall load–deﬂection curves remains almost unchanged, while the slopes of the unloading curves vary with
changes in the ratio gpF=gF. This trend again clearly demonstrates the consistency of the proposed calibration procedures.
5. Discussion and conclusions
The thermo-mechanical formulation of a coupled damage-plasticity model was presented. This model was used as a
means to illustrate some features of the proposed approach, particularly the calibration of model parameters. Both sets of
Table 4
Model parameters corresponding to choice of the ratio gpF=gF
gpF=gF Model parameters
k Ht (MPa) Ept (MPa) nt
0.25 2.06 11,380 58,382 0.42
0.35 2.06 19,838 38,641 0.40
0.45 2.06 31,372 28,877 0.38
0
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Deflection (mm)
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Experimental
Numerical, mesh 1, gpF/gF=0.25
Numerical, mesh 2, gpF/gF=0.25
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Fig. 21. Load–deﬂection curves using different FE meshes (a), and different values of gpF=gF (b).
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tiﬁable, and consistently determined using the procedures presented in this study. The proposed procedures for the calibra-
tion of model parameters give the non-local model behaviour consistent with the fracture properties of the material. In other
words, the model response due to the change of the length parameter remains almost unchanged (provided all other param-
eters are adjusted accordingly). As a consequence, several sets of parameters, each corresponding to a particular value of the
length parameter, can be obtained based on the proposed method. The choice of the best set of model parameters, with the
length parameter being the true characteristic length of the material, can be made based on size effect tests (Carmeliet, 1999;
Le Bellego et al., 2003).
The computational and regularization aspects of the non-local model have only been brieﬂy described in this report.
Numerical examples presented were used to demonstrate the mesh independence of the obtained solutions. The numerical
implementation (Nguyen, 2005; Nguyen and Houlsby, 2008b) of the model used in this study relied on the use of local stiff-
ness matrices. Although use of this local stiffness matrix greatly increases the computational costs, the most time consuming
process of the iteration procedure in fact comes from the solution of coupling equations in the stress update routine. The size
of this system of coupling equations depends on the number of integration points undergoing damage. This coupling be-
tween integration points is due to non-locality and unfortunately unavoidable for this model. Further studies on the com-
putational and regularization aspects of the model are hence required.
From the viewpoint of constitutive modelling, the model used in this study is able to capture essential features of the
mechanical behaviour of concrete in tensile regime (e.g. in tension–tension and tension–compression quadrants of 2D prin-
cipal stress space). Generalization of the mechanism of a single crack, which has been modelled in this study by a simple
isotropic damage-plasticity model, has been brieﬂy presented and is expected to progress further in future work. It is also
important to consider the capability of the model to capture the material behaviour in mode II fracture as well as in the tran-
sition between modes I and II.
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