Introduction
Gross primary production (GPP) defined by carbon dioxide (CO 2 ) flux absorbed into plants through photosynthesis is a fundamental physical quantity for carbon balance computation between the atmosphere and terrestrial biosphere. Crops can assimilate larger amounts of carbon in their biomass during a growing season that is typically shorter than natural vegetation because of constant cultivar improvement under optimum management and growing conditions (i.e., cropping schedule set under given a climatic condition to maximize production through irrigation, fertilization and control of weed, pests, and diseases). Considering that allocation target of assimilated carbon is different between vegetative stages (mainly leaves, stems and roots) and reproductive stages (reproductive organs such as tassel and ears), the temporal feature of daily GPP value is supposed to play a key role for determining final crop yield from the viewpoint of crop phenology. Therefore, a remotesensing technique using time-series satellite images holds considerable promise to quantitatively evaluating the seasonal GPP variation among crops on a regional scale in terms of carbon assimilation and biomass.
Many existing GPP models based on remote sensing inputs follow a theoretical concept of the light use efficiency (LUE) model described by the following equation (Monteith, 1972) :
where PAR is the incident photosynthetically active radiation, f PAR is the fraction of PAR absorbed by vegetation, and ε is the LUE. Recently, it was found that there is close consistent relationship between GPP and the product of total chlorophyll content (Chl canopy ; defined as the product of LAI and leaf chlorophyll content) and PAR in crops (maize and soybean) with very different canopy structures and architectures (Gitelson et al., 2003 (Gitelson et al., , 2006 :
Total canopy chlorophyll content is a main driver of absorbed PAR and it also related to nitrogen content and LUE (Baret et al., 2007; Houborg et al., 2011; Peng et al., 2011) . Thus, it was suggested to use chlorophyll related vegetation indices to estimate remotely GPP in crops. This technique was tested using proximal sensing, 6 m above the top of canopy, in maize and soybean (Gitelson et al., 2006; Peng et al., 2011) and was successful in accurately estimating GPP using limited set of Landsat ETM+ data .
The remote sensing-based GPP models used a wide variety of product data for explaining temporal variability of incident PAR (e.g. ground-observed incident PAR, reanalysis data including PAR, photosynthetic photon flux density, or shortwave radiation). The time step of model verification for assessing GPP estimates also varies from weekly to monthly depending on used explanatory variables (time resolution of composite VI or period for temporal averaging incident radiation data) and accumulation period of ground-observed GPP. Because it was often unclear how accurately these remote-sensing based GPP models could estimate daily and seasonal variation of GPP caused by daily fluctuation of incident PAR intensity, we (a) proposed a simple GPP model based on remotely sensed data, time-series MODIS 250-m Wide Dynamic Range Vegetation Index (WDRVI) and daily shortwave radiation (SW) reproduced in reanalysis data product (North American Land Data Assimilation System; NLDAS-2) and (b) investigated how effective the two proxy variables (WDRVI and SW) are for predicting daily GPP variations of maize. The simple GPP model was calibrated and validated using daily GPP data collected at three AmeriFlux sites in Nebraska over irrigated and rainfed maize over an eight-year period (2001 to 2008) and was found to accurately estimate GPP of maize.
Review of remote sensing-based GPP models
A wide variety of satellite sensors have been used for remote assessment of GPP including Landsat Enhanced Thematic Mapper (EMT+) (Chen et al., 2009; Gitelson et al., 2008) , Moderate Resolution Imaging Spectroradiometer (MODIS) (Running et al., 2004; Schubert et al., 2010a Schubert et al., , 2010b Turner et al., 2006; Vina and Gitelson, 2005) , Advanced Very High Resolution Radiometer (AVHRR) (Kitamoto et al., 2007) , and SPOT VEGETATION (Xiao et al., 2004a) . The vast majority of remote-sensing based GPP models used vegetation index (VI) data as a proxy variable for fPAR, which was assumed to have close relationship with vegetation community structure. Examples of VIs are the normalized difference vegetation index, NDVI (Rouse, 1974; Ruimy et al., 1994; Running et al., 2000; Tucker, 1979) , the enhanced vegetation index, EVI (Huete et al., 2002; Xiao et al., 2005; Yan et al., 2009) , the greenery ratio, GR (Harazono et al., 2009) , the chlorophyll index, Chl index (Gitelson et al., 2006 , and the MODIS leaf area index (LAI) product (Yuan et al., 2010) . Gamon et al. (1992) presented photochemical reflectance index (PRI) and found that it was correlated with the LUE of a sunflower canopy under nitrogen-stressed condition, but not under water-stressed condition. In this context, Nakaji et al. (2007) proposed a compound index, EVI/(PRI/PRI min ) using the PRI and EVI for estimating the LUE of a mature Japanese larch (Larix kaempferi) forest. Inoue et al. (2008) used ground-based hyperspectral data to develop a new spectral index, NDSI (710,410), for estimating the LUE of paddy rice. Yan et al. (2009) used a satellite-based vegetation photosynthesis model, VPM (Xiao et al., 2004b) , in which LUE was driven by temperature, water content, and leaf phenology derived from land surface water index, LSWI (Xiao et al., 2002) , to evaluate seasonal dynamics of carbon flux in a wheat-maize double cropping system. Yuan et al. (2010) used the ratio of latent heat flux to net radiation instead of the Bowen ratio as a moisture constraint driving LUE in their eddy covariance LUE model (EC-LUE). Although a wide variety of GPP models based on LUE (Equation (1) The aim of this study is to propose and test a simple GPP model using only time-series MODIS WDRVI and SW of reanalysis data for estimating daily GPP changes of maize.
Materials and methods

Study sites and GPP-flux observation
The study sites are located at the University of Nebraska Lincoln (UNL) Agricultural Research and Development Center near Mead, Nebraska, U.S.A.; http://csp.unl.edu/Public/sites.htm . The detail location and map of each site was shown in Sakamoto et al. (2010) . At each site, CO 2 flux of maize and soybean crops was measured by eddy covariance since 2001 as part of the Carbon Sequestration Program (CSP) at the UNL. Hourly GPP values were calculated. Suyker et al. (2004 Suyker et al. ( , 2005 and Verma et al. (2005) provide more details of the specific measurement techniques and calculations of GPP at these sites. These GPP data have often been used to validate the performance of the remote sensing-based GPP models for maize and soybean (Gitelson et al., 2003 (Gitelson et al., , 2006 Harris and Dash, 2010; Lokupitiya et al., 2009; Xiao et al., 2010; Yuan et al., 2010) .
Study Sites 1 (41°9′54.22″N, 96°28′.9″W) and 2 (41°9′53.5″N, 96°28′12.3″W) are approximately 50 ha and are irrigated by a center-pivot system, while Site 3 (41°10′46.8″N, 96°26′22.7″W) is rainfed and is approximately 60 ha in size. Site 1 is planted in maize each year, while Sites 2 and 3 are planted in a maize (odd years)-soybean (even years) rotation. In this study, we used 16-season*site of daily GPP data of maize observed during 2001 .
The GPP values observed from DOY 160 to 270, which define the maize's "core" growing season for these locations, were used to calibrate and validate the proposed GPP model. The 16-season*site GPP datasets were sorted and numbered in order of increasing season-total GPP regardless of the management method, and then were separated into two groups: 1) the data with odd number of the datasets (called calibration datasets) were used for establishing relationships between GPP and remotely sensed data (i.e., calibrating the model), and 2) the data with even number of the datasets (called validation datasets) were used for validation (i.e., for evaluating the prediction accuracy of calibrated GPP model (Table 1) ).
Shortwave radiation of NLDAS-2
The SW estimates of the reanalysis dataset such as NASA's Data Assimilation Office (DAO), European Centre for MediumRange Weather Forecasts (ECMWF) and National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) are often used for global-scale GPP/NPP modeling (Pinker et al., 2010; Zhao et al., 2006) . MODIS GPP product (MOD17) uses incident SW of DAO with other daily surface meteorological data such as air temperature, surface pressure and specific humidity in addition to ancillary MODIS products of land cover (MOD12), FPAR and LAI (MOD15) (Running et al., 1999; Zhao et al., 2005) . In theory, it is not adequate to assign the SW to the GPP model, because the broad wavelength range of SW (0.3-4.0 μm) includes the specific bands of water vapor absorption and relatively narrower range of PAR (0.4-0.7 μm). There is another reanalysis dataset called Modern Era Retrospective-Analysis for Research and Applications (MERRA) that enables us to evaluate spatio-temporal changes in PAR on a global scale (Yuan et al., 2010) , however the spatial resolution of these data is too low (1/2 × 2/3°; ca. 56 × 74 km at Equator) in evaluating spatio-temporal changes in GPP of maize on field, county or state scale.
This study also used the SW data of the reanalysis dataset (NLDAS-2) as proxy variable for incident PAR. We took advantage of higher spatial resolution of the daily reanalysis data called NLDAS-2 (1/8°; ca. 14 km at Equator). The footprint of one SW pixel (spatial resolution; ca. 11-km at the sites) covers all three sites. NLDAS-2 land-surface forcing files are derived from the analysis fields of the NCEP North American Regional Reanalysis (Fang, 2009) .
According to assessment of uncertainty about the reanalysis SW itself (daily mean surface downward SW flux of NLDAS-2) by comparing with ground-observed incoming SW from 2001 to 2008 (all available days, N = 2777), the NLDAS-2 estimates of SW had determination coefficient (R 2 ) of 0.75, root mean square error (RMSE) of 42.6 W/m 2 , coefficient of variation (CV) of 23.9% and mean normalized bias (MNB) of 16.6%.
As for uncertainty about the use of the reanalysis SW as a proxy of incident PAR, the reanalysis SW estimates (NLDAS-2) showed strong linear relationship (R 2 = 0.80) with ground-observed daily incident PAR on the basis of a randomly-selected 60% data (N = 1666) of entire observation period from 2001 to 2008 ( Figure 1A ). The rest of randomly-selected 40% data (N = 1111) were used to estimate uncertainty in PAR prediction using the reanalysis SW estimates (NLADS-2). CV of predicted PAR values was 23.6% ( Figure 1B ). Thus, it seemed reasonable to substitute daily-mean SW values for actual PAR observations to help detect the short-term variations of incident light intensity.
MODIS WDRVI
This study used an 8-day time-series of 250 m and 500 m MO-DIS surface reflectance data (MOD09Q1 and MOD09A1, Collection 5, tile: h10v04), acquired from 2001 to 2008. The 250 m red (Band 1) and near infrared (NIR, Band 2) reflectance data from the MOD09Q1 were used for the WDRVI calculations. The 500 m blue (Band 3) and the observation-date data from the MOD09A1 were resampled from 500 m to 250 m resolution using the nearestneighbor method. The blue band and the observation-date data were used in wavelet-based filter for simply detecting cloud coverage and time interpolation, respectively. The layer-based resampling procedure was intended to simplify the program codes of image analysis for preventing wrong choice of target pixels in the preprocessing scheme. Then, the three MODIS-pixel locations were near central location of each experimental field as shown in a previous study (Sakamoto et al., 2010) , which proposed a new crop phenology detection method for detecting maize and soybean phenology with time-series MODIS data.
WDRVI is calculated by the following equation (Gitelson, 2004) :
where ρ NIR and ρ red are the 250 m MODIS surface reflectance values in the NIR band (841-875 nm) and the red band (621-670 nm), respectively. The weighting coefficient of α is 0.2. WDRVI has been found to be linearly related with the green leaf area index (GLAI) of maize, soybean, and wheat (Gitelson, 2004) . The utility of MODIS-based 250 m WDRVI data with α = 0.2 is to accurately estimate GLAI of maize and soybean (Gitelson et al., 2007) . While the dynamic range of WDRVI against the GLAI and vegetative fraction of maize is wider than that of NDVI due to the weighting coefficient (α in Equation (3), Gitelson, 2004) , the WDRVI extends into the negative value range during early vegetative stages unlike NDVI and EVI Peng et al., 2011) . Considering the linear relationship between MODIS WDRVI and green LAI, MODIS WDRVI has the advantage of making it easy to interpret seasonal variation of this bio-physical parameter of maize and its contribution to daily GPP estimates. Table 1 . Calibration and validation of the models using SW*WDRVI as an explanatory variable for estimating daily GPP on different objective periods. Coefficient of variation (CV), root mean square error (RMSE), determination coefficient (R 2 ) and mean normalized bias (MNB) are given for each GPP model. The calibration dataset was the same as shown in Figure 3 . 
Smoothed WDRVI profile based on wavelet-based filter
The 8-day composite MODIS surface reflectance (MOD09 product) is atmospherically corrected to reduce the effects of gaseous absorption and aerosol scattering (Vermote et al., 2002 ). An 8-day CV-MVC technique is also applied to avoid low quality observation values caused by poor observation conditions resulting from cloud cover and extreme large off-nadir observation angles. Even though the surface reflectance used to calculate the WDRVI went through these corrections, the observed WDRVI time-series is subject to include various residual noise components resulting in an erratic time series behavior of many sharp WDRVI value declines, because of the moderate spatial resolution (250 m) and wide view angle (± 55°) of MODIS. The irregular temporal features in the WDRVI time series data are caused by persistent and residual, sub-pixel cloud cover, bi-directional reflectance distribution function (BRDF) effects, and mixedpixel effects (i.e., multiple land cover type contained with the pixel's geographic footprint). Therefore, we applied the wavelet-based filter for filtering out the high-frequency noise components to produce daily interpolated and smoothed WDRVI profile from unequally-spaced observations of MODIS 8-day composite product. Figure 2A shows the observed 8-day WDRVI time-series data (diamond labels) and the smoothed WDRVI profile (solid gray line) in 2003 at Site 2.
The brief explanation of the procedures for smoothing and temporal interpolation of MODIS WDRVI is as follow. First, the potential cloud-covered pixels were detected by blue reflectance (greater than 0.2, Thenkabail et al., 2005; Xiao et al., 2006) in the preprocessing scheme for wavelet-based filter. Second, available WDRVI observations were linearly interpolated and resampled at equally spaced 5-day intervals in reference to the observation-date data recorded in MOD09A1 product. The reason why the input time-series WDRVI data were preliminary interpolated at 5-day intervals instead of daily intervals was that the smoothing procedure had been designed to save computation time and capacity of hard disk space for future application to regional-scale data. Third, a wavelet-based filter using a specific mother wavelet (coiflet, order = 4) was applied to the prepared time-series WDRVI data for reducing the components with a frequency higher than a scale of 4 in the 5-day interval input array (< 20 days = 4 × 5) through wavelet and inverse transformations. Finally, the missing values between 5-day intervals in the smoothed WDRVI output were linearly interpolated to provide daily smoothed WDRVI data. More details of the wavelet-based filter are provided by Sakamoto et al. (2005 Sakamoto et al. ( , 2010 .
Division of growing period into vegetative and reproductive stages
As mentioned earlier, we used the GPP values observed during the growing season period, defined day of year (DOY) from 160 to 270; these GPP values were used for model calibration and validation. This specific date range was selected to avoid observations from non-growing season dates before planting and after harvesting. Considering the maize silking stage (R1) is an appropriate indicator of the transition from the vegetative to reproductive stage, the new crop phenology detection method called Two-Step Filtering (TSF) approach was used to estimate the date of silking stages (R1) of maize from the same temporal WDRVI profile (Sakamoto et al., 2010 (Sakamoto et al., , 2011 . The primary characteristic of the TSF method is a unique concept named "shape model fitting", which enables us to estimate four phenological stages of maize from 250 m MODIS WDRVI time-series data without using different VI metrics (e.g. fixed threshold value, seasonal midpoint, maximum point, or inflection point). The RMSE of silking stage (R1) estimation by this technique was 2.4 days. The period from DOY 160 to the estimated R1 stage was defined as vegetative stage while the period from the estimated R1 stage to DOY 270 was defined as reproductive stage (Figure 2) . Moreover, according to the temporal features of time-series WDRVI data, the reproductive stage can be roughly segmented into the early reproductive and late productive stages before and after inflection point of decline WDRVI pattern (Figure 2A) . 
Results and discussion
Seasonality of GPP and WDRVI
The maize WDRVI rapidly increases in a sigmoid fashion during the vegetative stage (Figure 2A ). This sigmoid geometry was coincident with the seasonal pattern of the GPP, green LAI, and canopy chlorophyll content during the same period. The observed GPP values peaked near the R1 stage. After that, the WDRVI decreased slightly during the early reproductive stages (DOY: 200-250). Then, the maize WDRVI rapidly decreased during the late reproductive stage after DOY 250, but the slope of this decreasing trend was less than that of the increasing trend observed during the vegetative stage earlier in the growing season.
While WDRVI follows GPP very closely in vegetative stage, there is a wide gap between WDRVI and GPP in reproductive stage. The reason for this discrepancy is that amount of photosynthesis is immediately decreased in response to seasonally-decreased incident PAR intensity while rate of decline of total canopy chlorophyll is relatively slower during reproductive stages. Therefore, this would cause a significant bias in GPP estimations when estimating GPP directly from WDRVI without seasonality considerations. As shown in Figure 2B , the SW showed significant decrease starting in July. The monthly-average incoming SW intensity declined by 31% from July (302 W/m 2 ) to September (209 W/m 2 ) in 2003. The decrease of SW is because the total hours of sunlight in the Northern Hemisphere gradually decrease after summer solstice around June 21 (DOY 172). The temporal features of the time-series SW, shown in Figure 2B , can be divided into two components. The first is a high frequency component (daily variation) caused by ever changing transmittance in atmosphere due to variation of amount of water vapor and cloud coverage. When the SW declined sharply (Figure 2B Table 1. dash line), the observed GPP values also reduced sharply at the same time. The second temporal feature of SW is low frequency component mentioned above.
To take into account seasonality of incoming PAR, we considered estimating GPP based on the product of SW and WDRVI in the following forms:
where SW is daily-integrated short-wave radiation derived from the NLDAS-2 and WDRVI is daily smoothed WDRVI value. SHIFT is correction value to maintain variation range of a proxy variable of Chl canopy more than or equal to 0, which is corresponding to the term (WDRVI + SHIFT + 0.5) in Equation (4). Thus, minimum positive value is assigned to SHIFT to satisfy the conditional Equation (5) on a daily basis. As a result, estimating GPP by product SSW * WDRVI (Equation (4)) allowed significant decrease in the gap between GPP and the product ( Figure 2B ). This is because the combination of specific frequency characteristics (short-term variation, long-term variation and seasonality) of time-series SW and WDRVI profiles well synthesizes temporal feature of GPP profile when the two variables are combined together in the product SW*WDRVI. Schubert et al. (2010b) also reported a similar relationship between GPP and the product of 1 km-resolution, 8-day composite EVI and 11-km resolution photosynthetic photon flux density (PPFD) for two Swedish peatlands.
Temporal behavior of the SW*WDRVI during vegetative stage corresponds well with the temporal behavior of observed GPP ( Figure 2B ). However, a small gap between the SW*WDRVI and GPP still remained especially after DOY 240. In this period, top leaves clearly begin to senesce (Ciganda et al., 2008) and total canopy chlorophyll decreases. However, due to increase of senescing leaf transmittance, pathlength of light inside the canopy increases and, thus, the rate of WDRVI decrease is lower than the rate of decrease in total chlorophyll content (Merzlyak & Gitelson, 1994) .
Model calibration and validation
Scatter plot GPP vs. SW*WDRVI ( Figure 3A) shows that the number of samples with GPP values below 20 gC/m 2 /day, which is corresponding to specific periods during the early vegetative stage (DOY160-180) and the later reproductive stage (DOY 250-270), was less than the number of GPP values observed during the period from the late vegetative stage to the early reproductive stage (DOY 180-210) . Thus, the uneven distribution of density of samples may also introduce bias in calibration that uses the approximate equation developed by a simple least-square re- gression method. The scatter plots also included several outliers, which would affect the coefficients of the calibration equation. To avoid those influences, the relationship between GPP and SW*WDRVI was calibrated using the following procedure. First, the calibration samples were grouped into 12 classes at standard 30 SW*WDRVI value intervals (e.g., class1: 0 ≤ SW*WDRVI < 30, class2: 30 ≤ SW*WDRVI < 60, …, class12: 330 < SW*WDRVI). Second, the median values of GPP and SW*WDRVI were calculated for each class (circles in Figure 3 ). Finally, a third-order polynomial best-fit function (passing through the origin) was derived from these median values using the least-squares method. We established three calibration relationships between the observed GPP and the product SW*WDRVI (Figure 3 ): (i) whole season, denoted as W ( Figure 3A) ; (ii) vegetative stage from DOY 160 to the R1 stage, denotes as V ( Figure 3B) ; and (iii) reproductive stage from the R1 stage to DOY 270, denoted as R ( Figure 3C ). The coefficients of each third-order polynomial regression model (y = ax 3 + bx 2 + cx) for estimating daily GPP are shown in Table 1 .
All relationships were non-linear with decrease in slope at higher SW*WDRVI values (> 250) regardless of target calibration period (Figure 3 ). This non-linear behavior was also found in the relationship between midday GPP and the product of PAR and total canopy chlorophyll content for maize and soybeans in an earlier study by Gitelson et al. (2006) . According to the calibration results (Table 1) , V:SW*WDRVI had a lower coefficient of variation (CV = 17.3%) and higher mean normalized bias (MNB = 5.1%) than W:SW*WDRVI (CV = 19.5%, MNB = 4.0%). Although there was no difference in the coefficient of variation between R:SW*WDRVI (CV = 19.5%) and W:SW*WDRVI, the mean normalized bias of R:SW*WDRVI (MNB = 2.3%) was significantly lower than that of W:SW*WDRVI. The use of the segmented calibration using the phenology information (using the date of R1 stage to divide the growing season) benefited the accuracy of GPP estimation in vegetative stage more than in the reproductive stage.
The established relationships GPP vs. SW*WDRVI (Table 1 ) were applied to the validation datasets without adjustment of the coefficients. Then, the predicted GPP values were compared with the observed GPP values (Figure 4) . The difference in prediction accuracy among the approximate models was similar to the estimation accuracy of each GPP model (Table 1 ). The prediction accuracy of the V:SW*WDRVI (CV = 17.8%, MNB = 2.3%) was better than that of the W:SW*WDRVI (CV = 21.6%, MNB = 6.1%). However, the CV of R:SW*WDRVI (21.0%) was a little smaller than that of W:SW*WDRVI (CV = 21.6%) and the MNB of R:SW*WDRVI (7.7%) was higher than that of W:SW*WDRVI (MNB = 6.1%).
GPP estimation via WDRVI and SW*WDRVI
While WDRVI does not follow high frequency variations in GPP, the WDRVI alone does trace the seasonal GPP profile quite well during the vegetative stage. Applied phenology-segmented calibration eliminated the difference in seasonality between the temporal GPP profile and the smoothed WDRVI profile and improved significantly prediction accuracy (compare Figure 5 and Figure 2A ). The prediction accuracy of V:WDRVI (CV = 19.6%, RMSE = 3.29 gC/m 2 /day, MNB = 4.9%, R 2 = 0.82) and R:WDRVI (CV = 28.1%, RMSE = 4.00 gC/m 2 / day, MNB = 21.8%, R 2 = 0.78) was better than that of W:WDRVI (CV = 30.5%, RMSE = 4.62 gC/m 2 /day, MNB = 15.9%, R 2 = 0.66). Thus, the GPP model based only on WDRVI could quantify GPP values of maize with reasonable accuracy as long as it was calibrated separately for the two maize phenological stages. This approach could be used for estimating GPP when moderate resolution daily product of incident light intensity is not available.
Using two established relationships, one for vegetative stage (V:WDRVI and V:SW*WDRVI) and another for reproductive stage (R:WDRVI and R:SW*WDRVI), we calculated WDRVI and SW*WDRVI profiles for whole year and compared them with GPP profile for irrigated and rainfed maize in 2007 ( Figure 5 ). We referred to them as VR:WDRVI and VR:SW*WDRVI. The product SW*WDRVI predicted GPP more accurately than WDRVI alone. The prediction accuracy of VR:SW*WDRVI was high (CV = 19.7%, RMSE = 2.99 gC/m 2 , MNB = 5.7%, R 2 = 0.86) and better than that for whole season W:SW*WDRVI (CV = 21.6%, RMSE = 3.28 gC/m 2 , MNB = 6.1%, R 2 = 0.83). Importantly, both VR:SW*WDRVI and W:SW*WDRVI were more accurate in GPP prediction than VR:WDRVI (CV = 24.8%, RMSE = 3.76 gC/m 2 , MNB = 15.6%, R 2 = 0.79).
Detailed daily temporal GPP profiles were reconstructed using the VR:SW*WDRVI model (Figure 6 ). The temporal features of the predicted GPP profiles matched well those of observed GPP. In particular, a high level of temporal agreement was observed during the short vegetative and longer reproductive periods when both profiles exhibited similar rapid increasing trend-like sigmoid pattern and a less pronounced decreasing trend-like inverse-sigmoid pattern, respectively. However, the VR:SW*WDRVI did not detect all of short-term GPP reductions because the reanalysis SW data tended to overestimate the actual incident PAR as shown in Figure 1B . The uncertainties in the daily meteorological reanalysis of SW and in relationship between PAR and SW are partially responsible for the errors in GPP estimates derived from the simple GPP model Pinker et al., 2010) . Figure 7 shows the cumulative flux tower-based observations of GPP and the VR:SW*WDRVI-derived estimations for entire growing season (DOY 160-270) of odd years (when maize were grown on all three sites) in the study period. The profiles of cumulative GPP estimates were well fitted with those of the flux tower observations during both the vegetative and early reproductive stages. During both stages, the GPP model characterized the specific features of the flux tower-based cumulative GPP profiles and captured increase rate of GPP of the irrigated fields compared to the rainfed field. The temporal profile of cumulative GPP estimation error tended to be stable especially after vegetative stage (Figure 8 ). In 2005 and 2007, rainfed fields had larger margin of error during the reproductive stage than those of irrigated fields. The considerable GPP reductions especially during the reproductive stage were not detected accurately by VR:SW*WDRVI (Figure 6 ) because the daily variation of incident PAR intensity tends to be overestimated ( Figure 1B ) when using SW of reanalysis data as a proxy variable of PAR in GPP model Pinker et al., 2010) . Although the VR:SW*WDRVI could not estimate subtle changes in GPP precisely, it did capture the primary temporal shape characteristics of the seasonal GPP variations. Importantly, the VR:SW*WDRVI estimated the total growing-season GPP value with very high accuracy ( Figure 9 , RMSE = 83 gC/m 2 , CV = 5.0%, MNB = 1.9%). 
Estimation of cumulative GPP
Conclusions
In this study, we developed and tested a model for predicting daily and seasonal GPP variation of maize based only on remote sensing and reanalysis data. The proposed GPP model was based on the product of time-series MODIS 250 m WDRVI data and the shortwave radiation (SW) from NLADS-2. Time-series comparisons found a remarkable difference in the seasonal response between smoothed WDRVI profile and the observed temporal GPP profile. Although it was possible to predict the seasonality of GPP from WDRVI alone with a phenology-segmented calibration model, this WDRVI-only approach resulted in the lower predictive accuracy than the approach that combined both WDRVI and SW data (SW*WDRVI). The results clearly showed that the temporal response of the smoothed WDRVI profile was a function of seasonal changes in potential photosynthetic capacity, while the daily SW profile changes were a function of both seasonal changes in sunshine duration (i.e., day length) and short-term variability (caused by daily weather conditions) in incident PAR intensity. The model VR:SW*WDRVI that consists of two separately calibrated relationships GPP vs. SW*WDRVI for vegetative and reproductive stages minimized the difference in seasonality between SW*WDRVI and GPP and resulted in a higher predicted accuracy (CV = 19.7%, RMSE = 2.99 gC/m 2 /day, MNB = 5.7%, R 2 = 0.86) than that of calibrated for the whole growing season, W:SW*WDRVI (CV = 21.6%, RMSE = 3.28 gC/m 2 /day, MNB = 6.1%, R 2 = 0.83). While the model VR:SW*WDRVI tended to slightly overestimate the total GPP value because of the uncertainties of relationship between incident PAR and SW, the accuracy of the seasonal total estimated GPP is very high: CV = 5.0% and mean normalized bias is below 1.9%. In addition, the cumulative GPP profiles, derived by VR:SW*WDRVI, clearly discriminated the GPP differences between irrigated and rainfed maize fields, which was consistent with the ground-based GPP observations.
The developed simple GPP model based on the product of MODIS 250 m WDRVI data and SW from reanalysis data can accurately predict the daily temporal GPP profile of maize growth. This study showed that the unique approach considering the crop developmental stage for calibrating GPP model (the phenology-segmented calibration model) improved the estimation accuracy. We considered this model as an applicable approach to evaluate regional-scale temporal GPP patterns of maize because the input variables (MODIS and reanalysis data) are readily available for large geographic areas and for an extended time period (i.e., more than 10 years). Future research is planned that will apply this approach to both of maize and soybean at a larger regional-scale across the U.S. Corn Belt in order to investigate the spatio-temporal relationship between meteorological variability and carbon assimilation through crop growth.
