We give sufficient conditions in terms of the Melnikov functions in order that an analytic or a polynomial differential system in the real plane has a period annulus.
Introduction and statement of the main results.
We consider the planar vector fields X associated to the system: x = X(x, y, λ, ) = p(x, y) + P (x, y, λ, ), (1)ẏ = Y (x, y, λ, ) = q(x, y) + Q(x, y, λ, ), where X, Y depend analytically on their variables and parameters λ ∈ Λ, and ∈ R, Λ ⊂ R r is an open region. Assume that for = 0, system (1) has a period annulus; i.e., a continuous family of periodic orbits. As usual, the dot denotes derivative with respect to the time variable t. We say that system (1) with = 0 is the unperturbed system, while system (1) with = 0 is the perturbed one.
Given any compact subset D of Λ and 0 > 0 small, we assume that there is a transversal section J to the vector fields X in the region covered by the period annulus for | | < 0 and λ ∈ D. Let u be an analytical parameterization of J. Then there is a subsection Σ ⊂ J such that the Poincaré return map (u, λ, ) → Π(u, λ, ) is defined from Σ×D×(− 0 
Theorem 2. Assume that
P (x, y, λ, ) = P (x, y, ) = The second part of this paper is concerned with the properties of Melnikov functions near a nondegenerate center and a hyperbolic heteroclinic or homoclinic cycle for the perturbed Hamiltonian systems.
We first recall some definitions. Let X be a vector field in the plane. A center is a singular point of X for which there is a neighbourhood filled of periodic orbits with the exception of the singular point. A center of X is called nondegenerate if it has a pair of pure imaginary eigenvalues. A heteroclinic cycle Γ for X is a finite collection of separatrices of hyperbolic sectors γ 1 , γ 2 , . . . , γ n and a finite collection of singular points p 1 , p 2 , . . . , p n such that the α-limit set of γ i is p i for i = 1, . . . , n, the ω-limit set of γ i is p i+1 for i = 1, 2, . . . , n − 1 and the ω-limit set of γ n is p 1 . Moreover, some of the p i can be repeated. A heteroclinic cycle Γ is called hyperbolic, if all its singular points are hyperbolic saddles. A heteroclinic cycle becomes a homoclinic one, if it consists of one singular point and one separatrix. Now we consider the following perturbed Hamiltonian system:
∂H(x, y) ∂y + P (x, y, ), (3)ẏ = − ∂H(x, y) ∂x + Q(x, y, ),
where H, P, Q are analytical functions in the variables (x, y) ∈ R 2 and in the parameter ∈ (R, 0). Here (R, 0) denotes a small neighbourhood of zero, and C ω (R, 0) denotes the set of analytic functions in a small neighbourhood of zero. In this case, as usual, we parameterize the transversal section J by the Hamiltonian constant h = H. We assume that the unperturbed Hamiltonian system has a continuous family of periodic orbits γ h ⊂ H −1 (h) for 0 < h 1.
Theorem 3.
For system (3) assume that when h 0, γ h → (0, 0), a nondegenerate center of the unperturbed system. Then the following hold:
(1) M 1 (h) can be analytically continued to h = 0, and
where ±iβ with β > 0 are the eigenvalues of the center.
Theorem 4. For system (3) assume that when h 0, γ h → γ 0 , a heteroclinic cycle of the unperturbed system consisting of n hyperbolic saddles p 1 , p 2 . . . , p n (eventually they can be repeated) and the corresponding n separatrices. Then the following hold:
where −λ i < 0 < λ i are the eigenvalues of the saddle p i . Moreover, if
(2) If n = 1, and γ 0 is a homoclinic cycle of a hyperbolic saddle, and
In general, Statement (2) of Theorem 4 cannot be generalized to heteroclinic cycles with two saddles or more. Now we consider the so-called 8-figure heteroclinic cycles, i.e., the cycles consisting of one saddle and its two homoclinic orbits. Assume that for = 0, system (3) has two homoclinic orbits γ ± 0 of a hyperbolic saddle, called the 8-figure cycle, and three families of periodic orbits: Figure 1 . Three classes of Melnikov functions are defined corresponding to the three period annuli: 
Figure 1. The two 8-figure heteroclinic cycles.
We remark that by using Melnikov functions we can determinate the cyclicity of a center or of a homoclinic cycle. Assume that the origin (0, 0) is a nondegenerate center of system (3) for = 0. Without loss of generality, we can assume that
which means that our perturbation preserves the singular point (0, 0) fixed.
Remark 6. Let the origin (0, 0) be a nondegenerate center of system (3) for = 0. Assume that (4) holds, and there exist integers k ≥ 1, m ≥ 0 such that
Then system (3) has at most n (taking into account their multiplicity) limit cycles in some neighbourhood of the origin for | | 1.
Remark 7.
Assume that when h 0, γ h → γ 0 , where γ 0 is a homoclinic cycle of a hyperbolic saddle. Let k ≥ 1 be such an integer that
, these estimates hold taken into account the multiplicity of the limit cycles.
We point out that Roussarie in [10] obtained the result of Remark 7 for k = 1 and the method works for k ≥ 2 also. As an application of Remark 7, we will give a simple proof of the finite cyclicity of the homoclinic cycle of infinite codimension under a one-parameter purterbation, which is a particular case of a result due to Roussarie [11] . First we recall that a homoclinic cycle γ is said to be of infinite codimension if there exists a continuous family of periodic orbits tending to the cycle γ. This paper is organized as follows: In Section 2, we prove Theorems 1 and 2. In Section 3 we first recall three important results, one is about the formula for computing Melnikov functions of arbitrary order, the other two are about the normalization of planar Hamiltonian vector fields near a nondegenerate center or a hyperbolic saddle, which are the main tools in this paper, and then prove Theorem 3. In Section 4 we prove Theorems 4 and 5. In Section 5 (after Proposition 25) we prove Theorem 8. 
Proof. By the assumption,
Denote by A the ring of germs of analytic functions at λ 0 and I = I{â i j (·, u 0 )} i≥1,j≥0 the ideal generated by the germs of the analytical functions a i j at λ = λ 0 . Since the ring A is Noetherian (see for instance [3] , p. 161, Theorem 6.3.3), and so I is generated by a finite number of germsâ i j :
The proof of Lemma 9 is complete.
Proof of Theorem 1. Let
If the conclusion is not true, then there exists a sequence of parameter values λ n ∈ D such that
By the compactness of D, we can assume that
which is a contradiction with Lemma 9.
Proof of Theorem 2. Let
We consider the coefficients of the polynomials p i j, k , q i j, k and as the parameters. Note that system (4) preserves unchanged under the parameter
Hence Theorem 2 becomes a corollary of Theorem 1.
Example 1.
For the quadratic perturbations of Bagdanov-Takens system (see [4] ):ẋ
where P, Q are polynomials of degree at most 2, N = 4.
Example 2.
For the quadratic perturbation of quadratic Hamiltonian system which preserves the center fixed (see [7] ):
where H is a polynomial of degree 3, the origin (0, 0) is a center of the unperturbed system and P, Q are polynomails of degree ≤ 2 with P (0, 0) = Q(0, 0) = 0, N = 6.
Analyticity of Melnikov functions at a center.
We first recall three results which are necessary in the proof of our theorems. The first one is about the computation of the Melnikov functions of system (3). We consider now the equivalent form of system (3):
Then ω 0 = dH, and ω i 's are analytical 1-form. The following result is due to Poggiale [9] , its proof can be found in [12] .
Proposition 10.
(
where the analytic functions g i , i = 1, 2, . . . , k, are defined inductively by
The next two classical results are about the normalization of planar Hamiltonian system near a nondegenerate center or a hyperbolic saddle respectively (for the proofs, see, for instance, [6] and [8] ).
Consider now the following planar Hamiltonian system:
where H is an analytical function defined in some neighbourhood of the origin (0, 0).
Proposition 11.
Assume that the origin (0, 0) is a nondegenerate center of system (7) with eigenvalues ±iβ, β > 0, then there exist an analytical area-preserving transformation of variables: (x, y) = G(u, v) in some neighbourhood of the origin and a function f ∈ C ω (R, 0) with
and system (7) is changed to the form:
Proposition 12.
Assume that the origin (0, 0) is a hyperbolic saddle of system (7) with eigenvalues ±λ, λ > 0, then there exist an analytical areapreserving transformation of variables:
Then the following statements hold:
(1) M (h) can analytically be continued to h = 0, and
where (−1)!! := 1. 
Proof. Assume that series (8) is convergent in the square
which is analytical at h = 0, and satisfies the following:
In the computation above, we have used that
For a proof, see [2] . Statement (2) is obvious by noting that
Now we consider an analytical systeṁ
Lemma 15. Assume that system (12) has a family of periodic orbits γ h : 
Proof. By Proposition 11, there exist an area-preserving transformation
and a function f ∈ C ω (R, 0) with
Thus, by Green's formula, we obtain
v=v (x, y) . By Lemma 13, M (h) can be analytically continued to h = 0, with
Statement (1) Proof. Sufficiency. Assume z(u, v) satisfies Equation (14), then ω − zdH is a total differential of some function, i.e., there exists an analytical function R defined in some neighbourhood of the origin such that ω − zdH = dR.
Necessity. Let u = u(x, y), v = v(x, y) be the area-preserving normalization transformation (13). We denote by
v=v (x, y) . By using H(x, y) = f (x 2 + y 2 ), (15) can be written in the form
This implies that the coefficients b i, n must satisfy (9) . Let
Substituting (17) into (16), we get
The determinant of system (19) is
Therefore, system (19) has a unique solution for n odd. For n = 2m even, system (19) can be divided into two independent systems: 
= 0, the last equality follows from (9) . Therefore, system (21) has a unique solution. The argument above shows that system (19) has always solutions, and if we set a 0, 2m = 0, the solution is unique. Next we prove that the series (17) defined by the unique solution is convergent in some neighbourhood of the origin (0, 0).
We claim that
We will prove (23) only for n = 2m + 1, i = 2k + 1. All other cases can be proved in a similar way. Indeed, by (19),
and in general,
By induction,
where l j, n are some constants with |l j, n | ≤ e n . Now we calculate the value of e n . For m = 2p even,
Similarly, for m = 2p + 1 odd, we also have e n = 2 m m+1 . Now from (24),
which implies that (17) is convergent in the square |x| < r 2 , |y| < r 2 .
Next we prove statement (2) of Theorem 3 by induction with respect to k.
Suppose k = 1. The 1-form ω 1 − g 1 dH with g 1 = z(x, y) is a total differential of some function if and only if z(x, y) is a solution of (14). By Lemma 16, if γ h ω 1 ≡ 0, then there exists an analytical function g 1 = z(x, y) defined in some neighbourhood of the origin satisfying (14). This implies that ω 1 − g 1 dH = dR 1 for some analytical function R 1 defined in some neighbourhood of the origin. Therefore, g 1 ω 1 − ω 2 is an analytical 1-form defined in some neighbourhood of the origin. By Lemma 15 and Proposition 10, M 2 (h) = γ h g 1 ω 1 − ω 2 can be analytically continued to h = 0 and M 2 (0) = 0. Now we assume that
Applying Lemma 16 to the function M k−1 (h), we get an analytical function g k−1 defined in some neighbourhood of the origin (0, 0) such that (6) holds for i = k −1. By Lemma 15 and Proposition 10,
can be analytically continued to h = 0 and M k (0) = 0. Therefore, the proof of Theorem 3 is now completed.
Melnikov functions near homoclinic and heteroclinic cycles.
In this section we shall prove Theorem 4.
Lemma 17. Assume that f ∈ C ω (R, 0) with f (0) = 0, f (0) > 0; P (u, v) and Q(u, v) are analytical functions in the square {(u, v) ∈ C 2 | |u| ≤ δ 1 , |v| ≤ δ 1 }:
Define the function
M (h) = γ h ω, ω = −P dv + Q du.
Let s = f −1 (h). Then there exist functions a(s), b(s) ∈ C ω (R, 0) such that
where
Proof. Calculating straightforwardly, we have
Similarly, we can get
which, together with (25), implies
By using the Cauchy inequality, it is easy to prove that the functions a(s) and b(s) are analytical in some neighbourhood of s = 0.
From Lemma 17 it follows:

Corollary 18. Under the assumption of Lemma 17, the function M (h) can be analytically continued to h = 0 if and only if
We remark that Condition (27) is equivalent to say that b(s) ≡ 0 for 0 < s 1.
Lemma 19. Let γ 0 be as in Theorem 4 a heteroclinic cycle of system (3)
consisting of n hyperbolic saddles p 1 , p 2 , . . . , p n (eventually they can be repeated) and n separatrices, ω = −P (x, y) dy+Q(x, y) dx an analytical 1-form defined in some neighbourhood of γ 0 , and let M (h) :
where −λ i < 0 < λ i are the eigenvalues of the saddle p i , such that
Proof. According to Proposition 12, for every 1 ≤ i ≤ n, there exist an analytical function H i ∈ C ω (R, 0) with H i (0) = 0, H i (0) = λ i , and an area-preserving normalization coordinate transformation x(u, v, i), y = y(u, v, i) , from some neighbourhood of the origin (0, 0) to some neighbourhood U i of p i such that in the new coordinate (u, v) system (3) for = 0 takes the forṁ
Denote by D = {|u| ≤ δ, |v| ≤ δ}, and fix δ > 0 small enough such that
We note that u = 0 and v = 0 are the separatrices of the saddle (0, 0) for the system (u,v). Let
Any closed orbits near γ 0 is separated by Γ 
where Computing straightforward, we get 
Consequently,
are analytical at h = 0 and satisfy
Substituting (32) into (30), we obtain
Now we prove (29). First we point out that if (28) holds, it follows from
We claim that the integral in (29) is convergent. Indeed, let p(t) ⊂ γ 0 be a solution of system (3) for = 0 and assume that lim t→+∞ p(t)
So, the integral 
Thus,
Let h → 0, we get
From Lemma 19, we get immediately Statement (1) Proof. According to Proposition 12, there exists a function f ∈ C ω (R, 0) with
Any closed orbits near γ 0 is separated by Γ ± into two segments: γ 1 h and γ 2 h , in which γ 2 h is close to the saddle p and γ 1 h connects γ h ∩ Γ + and γ h ∩ Γ − in the complement of some neighbourhood of p. Since the integral γ 1 h ω is analytical at h = 0,
From Corollary 18, the integral 
Substituting them into (35), we get 
Since |a i, n | ≤ |b i, n |, the convergence radius of (37) is at least equal to the convergence radius of (36). So the function z defined in (37) is analytical in some neighbourhood of the origin. Now, the lemma follows using Lemma 20. Proof. Sufficiency. We consider the characteristic equation of (34):
Assume that there exists an analytical function z = z(x, y) defined in some neighbourhood of γ 0 such that z(x, y) satisfies Equation (34). This implies that the surface S = {(x, y, z) ∈ R 3 | z = z(x, y)} is invariant under the flow of (40). Therefore, S ∩ {(x, y, z) ∈ R 3 | H(x, y) = h} for 0 < h 1 is a periodic orbit of (40). So from (33), we have
which implies that M (h) is constant for 0 < h 1. 
Proof of Theorem 8.
We shall need the following result: Proof. If γ s is a periodic orbit, the lemma is trivial. For γ 0 being a nondegenerate center, by the Poincaré Normal Form Theorem (for a proof, see [1] ), there exists an analytic change of coordinates that brings the initial system to the normal formẋ = − yf (x 2 + y 2 ), y = xf (x 2 + y 2 ).
Obviously, the system above has a first integral H = x 2 + y 2 satisfying (45). Now we assume that γ 0 is a homoclinic orbit of a hyperbolic saddle. Since there exists a family of periodic orbits tending to γ 0 , the saddle values of any order must be zero. Therefore under the normalized coordinate the vector field X near the saddle takes the following form (see [1] ): H = xy is a first integral of system (46). This implies that the vector field X has an analytical first integral in some neighbourhood U of the saddle satisfying (45). We claim that the first integral H can be extended to some neighbourhood of γ 0 . Indeed, let I, J ⊂ U be two transversal sections to X at some point of the local stable manifold and the local unstable one, respectively. Sections I and J can be parameterized by using h = H. Without loss of generality, we assume that the intersections of the periodic orbits γ s with I and J correspond to points with h > 0. Let f : J → I denote the Poincaré map along the orbits of X, then f ∈ C ω (R, 0). Let Proof. We will prove the lemma under the assumption ∂y (0, 0) = 0. By the Implicit Function Theorem, the curve V is tangent to the x-axis at the origin, which is a contradiction with (48). Thus, we get P 2 (x, y) = (x − g(y))P 2 (x, y), P 2 ∈ C ω (R 2 , 0), P 2 (0, 0) = ∂P 2 ∂x (0, 0) = 0.
Therefore, the function ρ(x, y) := P 1 (x,y) P 2 (x,y)
is analytical and has definite sign in some neighbourhood of the origin. Let ρ = |ρ|, then the proof of the lemma is completed.
