Abstract-This paper investigates the relationship between buffer size and long-term average TCP performance in dense wavelength division multiplexing (DWDM) networks. By investigating TCP NewReno, we demonstrate that buffer requirements are related to the number of wavelength channels at a bottleneck. With sufficient wavelengths, high throughput can be obtained with a buffer of one packet per channel; furthermore, there may be situations where an entirely bufferless optical packet switching (OPS) will become feasible. For this study, we develop new evaluation tools. First, we propose a method based on a two-part analytical model, with a new "open loop" component which approximates packet discarding in a bottleneck DWDM switch, and a "closed loop" fixed-point which reflects the impact of TCP. This analytical method provides accurate and scalable approximations of throughput and packet loss rate that can be used as part of a tool for DWDM network and switch design. Second, we propose an extrapolation technique to allow simulation of TCP over long ultra-high bit rate links, avoiding the intractable processing and memory requirements of direct simulation. This extrapolation technique enables us to validate the analytical model for arbitrarily high bit rate scenarios.
product (BDP) of buffering, , in order to fully utilize bottleneck links. Here, is the size of the buffer, is the capacity of the bottleneck link, and is the average round trip time of the TCP flows running in the bottleneck link (where "round trip time" is the time between when a packet is sent and when its acknowledgment is received, when all queues are empty). Internet design using large buffers results in many queued and hence delayed packets in the network, and these packets delay other packets. It is therefore advantageous to consider designs that reduce queueing delay while still maintaining high network utilization.
Appenzeller et al. [3] proposed to use the rule instead, where is the number of simultaneous TCP flows. As argued in [4] , [5] , there is interdependence between small buffers in routers and network stability. Enachescu et al. [6] then suggested that the buffer size need not be larger than , where is the maximum window size of the TCP flow control used by the operating system of the receiver. Based on this rule, Beheshti et al. [7] suggested that optical packet switches may only need 10-20 packet buffers, at the cost of a certain reduction in utilization. None of these studies has considered the effect of wavelength division multiplexing (WDM) or dense WDM (DWDM) [8] , an important feature of present and future networks, in which there are multiple wavelength channels on each core trunk.
Eramo et al. [9] , [10] showed that switches with highly symmetric load need only a small number of wavelength converters to achieve a low packet loss probability. Wong and Zukerman [11] proposed a queueing model for DWDM switches and demonstrated that only small, but possibly non-zero, buffers are needed if many wavelength channels per trunk and full wavelength conversion are available.
These early publications indicate limited need for buffers for TCP traffic and in DWDM switches. However, the interaction between these two has not been studied previously. In this paper we consider a "closed-loop" model of a scenario that includes both TCP and core trunks with multiple wavelength channels and we provide a scalable and accurate analytical method for the evaluation of TCP throughput and packet loss rate for DWDM networks. This method enables practical conclusions on buffer sizing to be drawn and can lead to a useful tool for network and switch design.
The small buffer requirements predicted by [6] , [7] are partially due to the limit imposed on TCP windows by today's small receiver buffers. In the present paper, we place no limit on the maximum window size. We assume that the TCP sender and receiver buffers are large enough that TCP's congestion window determines the transmission rate. This is a conservative assumption and is likely to be necessary for future networks. We consider the network model shown in Fig. 1 . TCP sources transmit packets via access links to edge routers (ERs) which have large electronic buffers that have negligible probability of overflowing. The TCP sources are assumed to be greedy, i.e., they always have data to transmit. From the ERs, the packets are transmitted to a symmetric core DWDM switch from which they are forwarded to other switches. Note that our model is also applicable to topologies that do not involve ERs, but instead allow packets from one or more sources to be stored in a router on the customer premises and transmitted directly to the network.
The analysis presented in this paper applies to electronic packet switches and to optical packet switches, with buffers of equal (possibly zero) size at each output port. However, the demonstration of zero buffering requirement is particularly relevant to optical switching. This paper also covers the case of hybrid (optical/electronic) switching, where, for instance, buffering and wavelength conversion are performed electronically but incoming packets on a given wavelength may cut through optically if the same wavelength is available at the output [12] , [13] .
We will use the following terminology and notation. A connection between two nodes is called a trunk. A trunk consists of independent links (also called wavelength channels). Every link is connected to the switch at a port. Each input link terminates on an input port of the switch and each output link originates at an output port of switch. Note that we consider the typical case where the number of TCP sources is much larger than the total number of input links on all input trunks. Moreover, since there are multiple trunks, the total number of input links is larger than the number of output links on any single output trunk. We consider a non-blocking switch with output buffering and full wavelength conversion.
Note that true electronic output buffering is not feasible at high speeds, but it can be exactly emulated at high speed using virtual output queues [14] . Moreover, output buffering can be achieved in optical switches using multiple-input single-output buffers consisting of a combination of space switching and multiple FIFO delay lines [15] , [16] . For a switch that is not fully non-blocking, the overall throughput achieved will be lower due to the additional packet discards.
We consider a switch with input and output trunks, where . Each trunk consists of links. Consider a subsystem consisting of the links/ports of an output trunk and all the packets arriving at the input ports that aim to access that output trunk. For any output trunk, to evaluate the buffer size required, we assume for simplicity that this trunk is the only bottleneck for all the sources sharing it. Accordingly, we consider only a single subsystem associated with one output trunk and all the sources that transmit packets through it, and all the ERs, links and ports that forward the packets to it.
As in previous work [6] , [7] , we consider switches in which each individual connection carries a small fraction of the total capacity, allowing us to neglect the "saw-tooth" changes in TCP rate due to additive increase and multiplicative decrease. This is justified by the fact that most traffic in core switches must traverse access links with rates orders of magnitude smaller than those of the optical links rather than by assuming an artificial limit on the receiver's window as done previously. Specific networks, such as dedicated high-speed scientific networks [17] , may require different buffer sizing rules.
The contribution of this paper is fourfold, with the development of new performance evaluation tools as well as the buffersizing study.
The first contribution, in Sections II and III, is a scalable "open loop" approximation model for the packet loss probability as a function of traffic load. Here the traffic load is defined as the rate [packets/s] times the mean packet size [bits] . We demonstrate that our approximation is accurate in a wide range of scenarios. Although the open loop model is a component of our closed loop model, it has a value on its own as it is applicable to dimensioning networks that carry a significant amount of non-TCP traffic, which are expected to be prevalent [18] .
The second contribution, in Section II-B, is a closed-loop analytical model to estimate bottleneck throughput. This model includes the open-loop model and also the feedback provided by TCP, whose throughput is determined by the packet loss probability [19] , [20] . A fixed-point solution of this closed-loop model can be calculated by a binary search algorithm. By comparing it with ns2 [21] simulation results, we show that this analytical model provides an accurate approximation to the throughput.
Third, in Section IV we provide an extrapolation method to estimate the performance of high bit rate optical networks. Having a high bit rate means that simulations require a large amount of memory to store all the packets which are "in flight". Moreover, current CPUs require a very long time to process the large number of packets. Moore's law [22] cannot alleviate this plight because bit rates are scaling up as fast as the volume of memory and speed of CPUs [23] . The extrapolation method simulates a network with the same topology but lower bit rates and fewer flows, and then scales the results up to the desired bit rate [24] .
Finally, Section V contains the main numerical study. We show that increasing the number of wavelengths dramatically reduces the buffering requirements, and that previous rules-ofthumb which disregard this effect will be overly conservative. The impact of TCP Pacing [25] , [26] is also investigated, and we demonstrate that it will typically not have a major effect on the throughput of high-bandwidth core switches.
II. MODEL
Consider a DWDM switch carrying TCP traffic. The throughput and packet discard probability of this system will be studied by decoupling the closed-loop TCP-over-DWDM system and anlyzing two interconnected models: one is a novel "open-loop" queueing model and the other is a standard TCP model. This is illustrated in Fig. 2 .
After introducing the notation, the rest of this section will describe the TCP model. The open-loop queueing model is more complex, and will be described in the following section.
Notation
Packets arrive at the DWDM switch through any of its input ports. For each input port, let
[seconds] be the mean idle time between two consecutive packets, measured from the end of one packet to the start of the next.
The packet time is the time it takes for an entire packet to be received by an input port. Let [seconds] be the mean packet time. An input port is said to be busy during the period it receives a packet.
The switch has a buffer consisting of buffer spaces. Each buffer space can store a single packet indefinitely, and is available to store a new packet if either it is not currently storing a packet, or the packet it is storing has been completely received and is currently being output. An incoming packet will be discarded if there is neither an idle output port nor an available buffer space. The packet loss probability, , estimates the proportion of packets which are discarded by the input ports.
The average rate of TCP flow is denoted by [packet/second], and
[seconds] is the round trip time.
A. TCP Model
Mathis et al. [19] proposed that the rate of a TCP flow (in packets/second) as a function of the packet loss probability is (1) if the flow is dominated by TCP's "congestion avoidance" phase [27] . This equation applies to a family of TCP protocols, called by us "Reno," including Reno [27] , NewReno [28] and SACK [29] , which are all essentially the same at the level of abstraction we consider. More accurate expressions have been developed (see for example [20] ). However if each flow is a small fraction of the total throughput, bursts are smoothed by the access links, and the buffer is sufficiently small for queueing delay at this switch to be negligible, then (1) is accurate enough for our purposes, as demonstrated by the simulations in Section V.
If all the TCP flows have the same long-term average packet loss probability , the effective aggregate rate of all the TCP flows is (2) where [packets/sec.] is the aggregate rate of TCP flows, is the total number of TCP flows and is the weighted harmonic mean round trip time of these TCP flows, namely , where and are the rate and round trip time of the th flow, and the sum is taken over all flows.
The total packet arrival rate to the open-loop model is
where the reflects the reduction in load caused by each arrival, whether the packet is buffered, discarded or sent immediately, and is equal to the aggregate packet arrival rate that all the TCP sources attempt to transmit, i.e.,
. From (2) and (3), the relationship between and is where (4) When all RTTs are equal, the total bitrate-delay product is . The model (1) from [19] does not consider timeouts, and hence only applies when flows have a window of at least four packets, to allow packet discards to be detected by three duplicate acknowledgements. The proposed model should thus only be used when . Actually, for very low RTTs (4) is nonsensical; notice that if , the arrival rate becomes negative.
Note that the model (2) applies to TCP Reno. Most new TCP variants achieve higher throughput for a given value of , and so can tolerate smaller buffers. This is particularly true of TCP variants specifically designed for small-buffer networks [30] . Designing buffers for Reno is therefore a conservative approach.
B. Closed Loop Model
The foregoing TCP model finds in terms of its input: and the system parameters , , and . The open loop queueing model to be derived in Section III will find given its input: and the system parameters , , , and . Together, these two form a set of fixed-point equations, which we call the closed loop model. This set of fixed-point equations allows , and, most importantly, the throughputs and to be calculated.
III. OPEN LOOP MODEL -EVALUATION OF PACKET LOSS PROBABILITY
As discussed, the open loop model takes as input the traffic intensity along with parameters , , and , and estimates the packet loss probability as output. This section provides a detailed description of the open loop model and the method used to evaluate the packet loss probability. It also provides information on previous related publications and several alternative models.
The model makes a mild symmetry assumption: For a given output port, there is a constant such that the rate of arrivals at each input port of packets destined for this output is either zero or that constant. Note that this does not require that the load on each output port be equal (as assumed in work such as [9] , [10] ), that the number of TCP flows using each input port be equal, that each TCP flow obtain equal rate, or that all pairs of input/output ports be used.
The model is based on a Markov chain, and implicitly assumes that both idle time and packet transmission time are exponentially distributed. The former is justifiable in our case where we consider a large number of greedy flows. 1 The latter, which was made for tractability, is not as limiting as one might expect; for instance, certain bufferless systems are entirely insensitive to the packet length distribution [31] . However, in the case of large buffers, and considering realistic Internet traffic scenarios [32] [33] [34] [35] , larger losses may occur than those predicted by our model based on these assumptions.
In principle, a multidimensional continuous-time Markov chain can be defined to yield an exact solution of the above described model, but because the size of the state space of the Markov chain model is exponential in the model parameters, such a solution will be computationally prohibitive. The state space explosion results from the many possible interactions between input ports, buffers and output ports. Notice that an input port is busy when it is 1) switching a packet to an output port, 2) loading a packet into a buffer space, or 3) discarding a packet. A prohibitive number of states are required to record 1 Although TCP traffic is known to be correlated within a TCP session and among TCP sessions, the simulations in Section V-B demonstrate that the exponential approximation accurately predicts the queueing performance, at least when the link is highly multiplexed and the load is not time varying (e.g., a fixed number of greedy flows).
the states of each of the input ports and the output ports, and for each logical buffer position to record the identity of the input port from which the packet is written to it, if any. Therefore, we aim here to develop a model that will lead to an accurate yet scalable approximation. Given that and increase with technology advancements, our model should be of a single dimension to achieve scalability.
A. Prior Work
The well-known Engset model [36] , [37] which was originally developed for telephony, can be used to evaluate packet loss probability. However, it does not consider two effects, important for the present case: it assumes,firstly, that there is no buffer in the switch and, secondly, that an entire packet arrives instantaneously. This means that the Engset model allows other packets to arrive at an input port while a packet is being discarded, thus neglecting the reduction in traffic load due to discarded packets. Cohen [38] introduced a generalized version of the Engset model in which there is an exponentially distributed delay with mean after which a call is blocked during which the source cannot make another call. Setting , this model is sufficiently versatile to include the above reduction in load. However, Cohen's generalized Engset model (GEM) is still relevant only to a bufferless switch and it does not lend itself to a simple solution [38] [39] [40] . Only recently, by using advanced matrix methods [41] , has an exact numerical solution for the blocking probability been achieved for the bufferless GEM for practical cases of hundreds of links per trunk.
An attempt to introduce a buffer to the GEM was made in [11] , henceforth referred to as the WZ model, which is limited by the assumption that no packet can arrive on an incoming wavelength channel if a packet from that channel is already in the switch. This limiting assumption is relaxed in the model we introduce next which we call Packet Engset with Buffer (PEB). Afterwards we describe two special cases of the PEB, and in Section V, we provide numerical results over a wide range of parameter values that compare between the various modeling approaches.
B. Model: Packet Engset With Buffer
The PEB model is a single dimension ("birth-and-death") Markov chain. The state of the Markov chain is the number of packets either in a buffer or being output, and the steady state probability of being in state is denoted . When we choose an approximate model, such as PEB, that aims to capture various effects of the real system in a single dimension, we must make certain simplifying approximations, which compromise on accuracy. The PEB approximations are mainly associated with the modeling of the packet arrival process. In the real system, when a packet arrives, it is progressively either directed to the output port, or written to the buffer, or discarded. Each of the processes takes one packet time to be completed. In any of these cases, no new packet can arrive at that particular input port until the current packet has completely arrived. In contrast, our Markov chain model assumes a state-dependent Poisson arrival process in which packets can arrive at any time, and they do so instantaneously. Without these modeling approximations we will need a large state space to capture all the relevant effects, in which case the solution will be computationally prohibitive for large problems and therefore impractical. Although we resort to approximations, we are able to capture in a single dimension Markov chain model all the important effects to a high degree of accuracy. The PEB simplifying approximations are described in detail in Table I .
The most subtle approximation is that each busy output link causes an input link to be busy simultaneously, reflected in events 4 and 5. This is the reason there is no overall change in arrival rate in the PEB at event 4. The packet that completes the service releases both an input and an output thus reducing the idle time between packet arrivals to all input ports. The new packet that comes from the buffer is modeled as simultaneously occupying an input and an output port for its entire transmission duration. This means that idle time between packet arrivals to all input ports is increased (by exactly the same amount of the previous decrease) to model the fact that the input port is unavailable. Similarly, in event 5, the PEB arrival rate increases when a packet finishes transmission, even if the packet which departed was being sent from the buffer. This approximation cancels that in event 3, as follows.
As defined in Table I , is the time offset between when a packet first arrives and starts entering the buffer, and when it starts being transmitted through the output port. For a packet of transmission time , there is a period during which the packet is being transmitted, but not causing an input port to be busy. PEB underestimates the arrival rate during that period. However, in such a case there was an equal time in event 3 during which an input port was assumed to be idle, while in fact it was busy receiving a packet being written to the buffer. Thus, the above two effects cancel out each other from the point of view of the arrival rate (see more details in Appendix I). However, they cause a slight increase in the discard probability: the arrival rate is overestimated in states , when a large fraction of packets will be discarded, and the corresponding underestimate occurs in states when packets will not be discarded. This causes PEB to be conservative and overestimate the discard probability slightly.
The task is now to find state transition rates dependent on . In event 2, packets that arrive at the input port are discarded. The one-dimensional model cannot keep track of the number of input ports discarding packets, and so the model allows packets to arrive at the input port immediately after a discarded packet arrives. To compensate, as in [11] , the average time per arrival spent discarding packets, , is modelled by increasing the effective mean idle time, between when a packet finishes being received and when the next arrives, from to
As shown in Appendix I, this yields a model whose mean arrival rate is equal to , the correct rate for the "real" multidimensional Markov system. Under the approximation that there is exactly one busy input port for each busy output port, the number of busy input ports in state is simply . The number of idle input ports is thus , and the arrival rate in state equals the number of idle input ports times the reciprocal of the effective mean idle time. Thus, the effective arrival rate in state is . Similarly, the departure rate in state is the number of busy output ports times the reciprocal of the mean busy time, namely . The resulting steady state equations are (6) together with the normalization equation (7) Recall that the mean arrival rate of the PEB model is equal to , given by (3). Moreover, since packet loss only occurs when the buffer is full, the rate of packets arriving and being discarded is the arrival rate in state , namely , times the probability of being in that state, . The packet loss probability, given by the rate of discards over the mean total arrival rate is thus (8) Notice that the steady state is a function of which is actually determined by . This gives rise to another fixedpoint relationship. If is known, can be obtained through an efficient algorithm provided in [11] , solving the fixed-point equations of (5) and (8) . Then, the closed-loop system solution can be obtained by the algorithm provided in Appendix III. The closed-loop system combines (5) and (8) with (4) into a larger set of fixed point equations. Appendix II proves the existence of a unique fixed-point solution for the closed-loop system and Appendix III proves that our algorithm converges to this fixedpoint solution.
C. Related Models
As well as the foregoing model, three related models will also be evaluated numerically in Section V.
The first simplified model is the Engset with buffer (EB), derived from PEB by assuming that the mean idle time from the point of view of the switch equals . This means that EB neglects the reduction in traffic load due to the effect of progressive packet discarding. The packet loss probability in this special case, denoted , is obtained by substituting the approximation into (6), and after using (6) and (7) to obtain , is obtained by (9) where (10) which gives (11) Notice that for the case , the EB model reduces to the classical Engset model. This overestimates the arrival rate, and will yield an overestimate of the discard probability. This effect is more apparent in high loading where discard probability is high, making higher impact on as can be seen in (5). The second is the / / / , a "textbook" model which assumes a state-independent Poisson arrival process, and thus ignores the correlation between the arrival rate and the state of the ports. This approximation will yield accurate results only when the number of input ports is significantly larger than the number of output ports plus buffer spaces ( ). The numerical results for the packet loss probability of the / / / queue in this paper were calculated using the closed form (12) where, using (3) (13) Recall that here is the reciprocal of the mean idle time of an input port, rather than the arrival rate which is its common meaning in queueing theory. Note that, like PEB, this model has the correct overall arrival rate. However, unlike the arrival process of PEB where the arrival rate may decrease when more packets are in the switch ( increases), the arrival rate here does not decrease in this case. This causes the arrival rate in state (the highest value that can take) to be significantly too high. Since this is the only state in which packets are discarded, this model will overestimate the discard probability.
The third simplified model is the above-mentioned WZ model [11] . Since the WZ and PEB models differ only in the assumptions associated with buffered packets, they revert to each other for the case . This will be demonstrated numerically in the Section V. The assumption limiting multiple packets from one input port can cause underestimation of the total arrival rate, and hence the discard probability, unless is negligible compared with . In particular, if then WZ predicts . In contrast, PEB correctly predicts that . Insight into PEB can be gained by considering its behavior in different asymptotic regimes for , , , and . One interesting regime is that in which and become large with , and fixed, and (14) Similar asymptotic regimes have long been studied for other models, which do not consider the fact that discarded packets continue to occupy an input port, or the impact of small buffers [42] , [43] .
Since , the strong law of large numbers yields that the fraction of busy servers tends to a constant, and tends to 0. However, we are interested in the rate of convergence to this limit. Appendix IV shows that in this regime, the asymptotic behavior of is given by (15) or more explicitly by (16) where denotes , and is the Kullback-Leibler divergence [44] between the binary distributions and with probabilities , and , , respectively. In this case, the Kullback-Leibler divergence becomes
IV. EXTRAPOLATION FOR HIGH BIT RATE SIMULATIONS
It is difficult to simulate a 40 Gbit/s network, considering that many networks limit TCP packets to no larger than 1500 kBytes, and thus very many packets must be simulated. In this section, we describe a new method based on extrapolation to obtain results for packet loss probability and throughput for cases where direct simulation is computationally prohibitive. The extrapolation is based on curve fitting to obtain results for simulations that are run for cases where the capacity is sufficiently small that the simulations are computationally feasible. In all cases, the curve fitting was done using the method of least-squares [45] .
A. Scaling Regime for the Extrapolation Method
Extrapolation is most effective if the known functional dependencies are first removed. (Indeed, extrapolation of such known dependencies is often sufficient [46] .) From (2) (17) where is the bottleneck utilization, and is the total output bit rate.
The relationship between bottleneck utilization and packet loss probability is thus (18) We aim to study the trend of bottleneck utilization at different bit rates. As well as the equilibrium (18), the dynamics of a TCP connection are largely dependent on its bitrate-delay product (BDP). By reducing both and in proportion, the distribution of BDPs is maintained in each scenario. By also maintaining a constant value of , the only functional dependence that needs to be extrapolated is the impact of increased multiplexing at higher bit rates. Since this multiplexing leads to Poisson arrivals when the number of flows is large, the throughput tends to a constant in this scaling regime, allowing this extrapolation method to work up to very high bit rates.
B. Example of the Extrapolation Method
Consider a 40 Gbit/s link carrying 4000 TCP connections. To determine the throughput for a particular buffer size, we can extrapolate from a range of scenarios involving 0.4, 0.8, 1.2, 1.6, 2.0, 2.4, 4, 6, 8 or 10 Gbit/s. Since the share of each flow of the bottleneck bit rate is 10 Mbit/s in the 40 Gbit/s case, the same bottleneck bit rate per flow will be used for the lower bit rate cases, which will have 40, 80, 120, 160, 200, 240, 400, 600, 800 and 1000 TCP flows respectively. For each scenario, we consider long lasting flows, and we use paced TCP NewReno to reflect the fact that access links very much slower than 40 Gbit/s will space out packets. The RTTs are assumed to be uniformly distributed between 60 ms and 180 ms giving a weighted harmonic mean of . The simulations were performed using ns2, making for simplicity the optimistic assumption that a buffer space is available as soon as the packet it contains starts transmission. Fig. 3 shows the fitted curves for the cases where the buffer sizes are and 10 packets. For , the points form a straight line so that the extrapolated value for the utilization at 40 Gbit/s is 31.7%. By comparison, the utilization when decreases with the available bit rate. The shape of the fitted curve in this case is close to that of a hyperbola. In particular, fitting the nine simulated points gives the function , whose standard error is 0.00673 and correlation coefficient is 0.999. The predicted utilization at 40 Gbit/s is 70.3%.
We can also predict the packet loss probability using extrapolation as illustrated in Fig. 4 . Instead of extrapolating the packet loss probabilities directly, we extrapolate their base-10 logarithm. The points in Fig. 4 for a buffer of 2 packets again form a straight line, giving an extrapolated value for the packet loss probability at 40 Gbit/s of . However, as in the case of Fig. 3 , the shape of the curve when is approximately a hyperbola and so we find the function that fits the points in the figure. The standard error is 0.00698 and correlation coefficient is 0.982. The extrapolated packet loss probability at 40 Gbit/s is .
V. MODEL VALIDATION
The open-loop and closed-loop models will now be validated. After that, they and the extrapolation technique can be used to study high bit-rate networks. In the next section, we use them to investigate the impact of DWDM on buffer requirements, and the relationship between pacing and low bit-rate access links.
A. Validation of the Open-Loop Analytical Model
In order to evaluate the accuracy of the open-loop model, its predictions will be compared with Monte Carlo simulation [47] for a wide range of parameter values. Monte Carlo simulation is used instead of ns2 because TCP is not involved here. In our simulation here we consider the case described in Table I whereby a new incoming packet can enter a buffer space at any time after the previous packet has both completed being inserted into that buffer space and started being transmitted. When a channel becomes available and more than one packet is buffered, the packet sent is the one whose first bit arrived at the buffer earliest. Also, in these open-loop simulations both the packet size and the packet interval are exponentially distributed, as in the analytical open-loop model, because the aim here is to test the approximations to the state-dependent arrival rates. Later, we test the effect of the exponential assumptions when we compare with ns2 simulations that include TCP where the packet length and interval are no longer exponentially distributed.
Results are presented here for the packet loss probability versus the normalized intended offered load [48] , defined by . In all the simulations, the runs were sufficiently long to keep the widths of the two-sided 95% confidence intervals, based on the Student-t distribution, within 3% of the average values of packet loss probability shown in the figures.
We now consider the model predictions for a wide range of loads, packet loss probabilities and numbers of ports. 5 compares the predicted packet loss probability with the simulated values for the case of input ports and output port. All the models overestimate the true discard probability, with the PEB and WZ model yielding the highest accuracy.
As mentioned in Section III.C, in Fig. 5(a) , the WZ reverts to the PEB model as the buffer is zero. In Fig. 5(b) WZ yields since , and so it does not appear in this log-scale figure.
In both subfigures, when the traffic load is low, the packet loss probability is sufficiently small that EB is indistinguishable from PEB. However, it noticeably overestimates the discard probability at high load, since its overestimate of the total arrival rate becomes significant in that case as discussed in Section III.C.
The / / / model is generally the least accurate. This is because, as explained previously, it overestimates the arrival rate in the state in which discards can occur. For cases with , such as those in Fig. 6 , PEB is again the most accurate, except for the case of , and close to the simulated results. At these low packet loss probabilities, EB is indistinguishable from PEB. The / / / model, while not as accurate, is also quite close. In fact, when , the / / / model yields the highest accuracy. The WZ model significantly underestimates the true packet loss probability when , since is not negligible compared with . Fig. 7 shows the results for various numbers of input ports, , for output ports, a buffer of packets and a normalized intended traffic load of . The PEB and EB model remains the most accurate. Fig. 8 shows results when the intended traffic load is larger than the bottleneck capacity, . In this case, the bottleneck is almost fully utilized, and the packet loss probability is approximately (19) Models PEB, WZ and / / / take this packet loss probability into account, and give very similar results, very close to the simulation results.
Recall that the EB model neglects the reduction in traffic load due to discarded packets assuming that packets continue to arrive at an input port while it is discarding a packet. This means it overestimates the arrival rate when the packet loss probability is high. Letting , it can be shown that for (large buffer or heavy overload), EB overestimates (19) by a factor of approximately / . The above results, and many additional results not presented here, show that PEB is quite accurate in a wide range of scenarios. Since PEB is not computationally prohibitive and almost as computationally efficient as the other modules, it is used for the results in the following section. When the buffer is very small ( or 1 packet), the PEB model produces very accurate and slightly conservative results, predicting slightly lower throughput than the simulations. For larger buffers ( packets), the PEB model becomes increasingly conservative relative to the simulation. However, the good overall agreement suggests that both approximate evaluation techniques yield good estimates.
B. Validation of the Closed-Loop Model

VI. SCALING: INCREASED UTILIZATION FROM DWDM
Having developed the necessary tools, it is now possible to study ultra-high bitrate networks. Moore's law [22] states that the number of transistors on an integrated circuit doubles every 18 months, and computing power is increasing at a similar rate. Besides CPU computing power, it has been found that the Internet traffic and switch capacity are scaling up at similar rates [23] . The following figures demonstrate the effects of scaling up various network parameters. The payload of TCP packets in all the simulations is 1000 Bytes. Unless otherwise specified, the access bit rate per connection is 100 Mbit/s.
As described in Section IV, if the bottleneck bit rate increases linearly with the number of TCP flows while other factors such as the numbers of input and output ports and the buffer size do not change, the bottleneck utilization converges to a unique limit. This also means that the buffer requirements will not change under this scaling.
Consider a DWDM system with many wavelengths. If the number of links per trunk is scaled up in proportion to the number of TCP flows while the bit rate of each link is kept constant, the bottleneck utilization will increase, due to the increased statistical multiplexing reducing the packet loss probability. That is, the throughput will increase faster than the rate of increase of capacity. We demonstrate this effect using ns2 simulations and the extrapolation method for the following simulation scenario. The bit rate of each link is extrapolated to 40 Gbit/s. The input traffic comes from four trunks, each with the same number of links as the output trunk. No buffer is used. The number of TCP flows increases in proportion to the number of links per trunk to keep each user having 100 Mbit/s, 10 Mbit/s or 2 Mbit/s bottleneck bit rate. Notice that although the access bit rate is set at 100 Mbit/s, the bottleneck link may limit the access to a lower rate per user in which case the access link is not fully utilized. As seen in Fig. 10(a) , the bottleneck utilization increases with the number of links per trunk. If there are 100 output ports and 400,000 TCP flows, the utilization can be as high as 72% with no buffer.
In some DWDM switches, each output port has its own buffer. Therefore, the total buffer size in the output trunk is scaled up with the number of output ports, . Fig. 10(b) shows the link utilization in this buffered case. All the conditions in the simulations are the same as those in Fig. 10(a) except that each output port possesses a one packet buffer ( ). As a result, the bottleneck utilization is significantly larger than in Fig. 10(a) . For instance, if there are 16 output ports and 6400 TCP flows, the utilization is increased from 30% in the bufferless case to 73%. This demonstrates that even a single packet buffer per output wavelength is sufficient to give high link utilization.
Note that these results are for core routers carrying large numbers of flows. The number of flows in progress at any one time actually depends on the rates achieved by the flows [49] , because achieving a low rate causes flows to last longer. We do not expect that to affect our main contention that the number of parallel DWDM channels affects the required buffer size in a core router.
Fundamentally, as explained in the following, the effect of scaling up the number of links per trunk is closely related to the comparison of having full wavelength conversion and not having wavelength conversion. Assuming each trunk has optical fibers, and each optical fiber can carry wavelengths, we have links per trunk. In this case, as in [11] , considering only traffic transmitted in a given wavelength, and assuming balanced (uniform) use of the wavelengths, the case of no wavelength conversion can be viewed as a scaled-down version of the case with full wavelength conversion, where the number of links per trunk is reduced by a factor of . In other words, in the no-wavelength-conversion case, we consider one network with links per trunk. Such a network is one out of separate identical networks each of which has links per trunk. Fig. 10(a) demonstrates the deterioration of efficiency as a result of scaling down the number of links per trunk.
If the link bit rate is scaled up while the number of ports and buffer size do not vary, each TCP connection sends a higher bit rate over the bottleneck. Consider a case where there are links per trunk, 4 input trunks giving links, and TCP flows, and the bit rate of each link varies from 1 Gbit/s to 128 Gbit/s. The throughput for such a system is shown in Fig. 11 . Notice that although the bit rate increases, the bottleneck utilization decreases. It is well accepted [1] [2] [3] , [50] that the buffer should be increased when the bit rate increases to maintain utilization level.
A. The Effects of Access Links and Un-Paced TCP
The above simulations are all based on paced TCP NewReno. However, TCP traffic in the Internet is not paced. TCP without pacing tends to send bursts made up of back-to-back packets so that the packet loss probability will be higher at the bottleneck.
Enachescu et al. [6] suggested that having access bit rates small compared with core link bit rate smooths the bursts so that traffic that uses regular TCP is not disadvantaged in comparison to traffic that uses paced TCP. Here we show that this effect also applies in our case of multiple links per trunk. To this end, we ran simulations for regular TCP based on our network model. The bit rate of each core link was set at 1 Gbit/s and the number of TCP flows was 400. The resulting utilization is shown in Fig. 12 , in which is the number of input ports, is the number of output ports and is the buffer size [packets] . It can be seen that paced TCP outperforms regular TCP only when the access bit rate is at least of the same order of magnitude as that of the core link bit rate.
Since in practice the core bit rate is typically much higher than the access bit rate, and regular TCP achieves similar throughput to paced TCP in this case, the conclusions drawn earlier in this section for paced TCP can also be applied to regular TCP.
VII. CONCLUSION
We have developed a scalable and accurate analytical method for the evaluation of TCP throughput and packet loss rate for networks containing DWDM core switches and low rate access links with large buffers. Our method is based on a model that assumes a single network bottleneck and a fixed number of greedy sources. Using this method, we have demonstrated the relationship between the throughput of TCP NewReno and the buffer size at a bottleneck core switch considering DWDM-related parameters such as the number of links per trunk. Based on simulation results, we have demonstrated that the multiplexing provided by DWDM allows TCP to achieve utilization of up to 90% with a buffer of 10 packets, and 70% with no output buffer at all.
As part of our TCP over DWDM model, we have developed an open-loop model which on its own can provide an accurate and scalable evaluation of DWDM packet loss rates in cases where TCP is not used.
A thorough validation by simulations of a variety of models has been presented. We have also proposed an extrapolation method which can predict the bottleneck throughput for high bit rate switches. This is achieved by extrapolating the simulation results at smaller bit rates. Good agreement has been demonstrated between the extrapolated results and the analytical models.
We have shown that the throughput is not only determined by the buffer size but also by many other factors including the number of wavelength channels in the bottleneck trunk and the properties of the TCP traffic.
Our method can be used as part of a tool for DWDM network and switch design.
APPENDIX I DERIVATION OF THE MEAN ARRIVAL RATE OF THE PEB MODEL
Let be the arrival rate at the switch under the PEB model. Let (20) be the corresponding rate at which arrivals are accepted by the switch. Now is the carried load; by Little's law [37] , is the mean number of busy output wavelengths giving (21) The arrival rate is the probability-weighted average of the state-dependent arrival rates, namely (22) Rearranging and substituting (21) gives (23) Substituting (20) into (23) gives Rearranging and substituting from (5) gives (24) which is the actual arrival rate , given by (3) .
One interesting implication of (24) is that the effect on the arrival rate of the approximation in event 3 cancels out that of the approximation in events 4 and 5, namely that each busy output link causes an input link to be busy. This can be seen by noting that the other approximations do not change the arrival rate, as follows.
The PEB approximation of event 1 makes introduces no error to the arrival rate. The reduction in arrivals due to loss in event 2 is cancelled by the reduction in load by (5) . In a period , both add a total expected "unavailable" time to each of the input links, reducing the number of arrivals by . (The losses add idle time of for each of the loss events, while (5) 
Since for all , the denominator is strictly positive. It is clear that the denominator is decreasing in and so is increasing. We observe that (5) to (8) provide an implicit functional form for in terms of . Substituting from (25) into (27) we can define such that It is possible to consider other discard models, . The above proof demonstrates that there will always exist a unique solution to the resulting fixed-point equations provided that the model satisfies (32) and is continuous and increasing. As well as PEB, this is also the case for EB, WZ and / / / in this paper. (36) and the algorithm mistakenly updates . However, adding to each side of (36) shows that the new still satisfies (35 (16) First, consider the explicit expression for the occupancy probabilities, , under PEB. By (6) and (7) (37a) Let be the function from to , given by (38) Note that, since is a positive multiple of divided by a positive-coefficient polynomial of degree , it is increasing on . As by (5), . Evaluating of (38) at and dividing numerator and denominator by gives, after some algebra (39) where is defined in (14) Lemma 1: Consider the limit as and with , and fixed, and . Then (40) Proof: Notice that is the probability that a binomial random variable, say , with mean and standard deviation satisfies , where for some fixed , and
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. By Tchebycheff's inequality (41) Similarly, and the numerator of are just constant (in ) multiples of and so tend to 0 as by Tchebycheff's inequality. It follows that (42) and since , it follows that .
To obtain more precise estimates of the probabilities, we will need some estimates of the binomial terms that we have been unable to find in the literature. Specifically, we are interested in (43) where and . We compare (43) with , which, being the central term in the binomial distribution, is asymptotically by the central limit theorem. Their quotient is (44) We rewrite this as (45) Evidently the behaviour of the quotient as depends on the value of the quantity in brackets. We take the logarithm and rearrange to obtain (46) This is the Kullback-Leibler divergence between the two distributions and , where is the binary distribution which takes two values with probability and . It is well-known [44] that the Kullback-Leibler divergence is always non-negative and zero only if the two distributions are the same, though in this case the result can be achieved by a simple calculus argument. Thus for . This gives that (44) is asymptotically , and so that (47) As a result (48) By (8) and (3), we have (49) so that (50) for some positive constant Now recall that (51) so that if we write
for some positive constant , where the inequality follows from (50) and the fact that is bounded above by the constant . Now to complete the proof we need to compare and . Although as , it is not immediately obvious that also tends to 1. To see that it does, first note that in the light of (52), if then for large enough , so that another Tchebycheff calculation yields that as . It follows that the quotient is asymptotically . This yields that the quotient tends to 1 and, together with (47) , completes the proof of (40) .
Combining Lemma 1 and (8) with the fact that as gives (15) and (16) .
• The careful analysis above makes it relatively easy to obtain second order asymptotics if necessary.
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