This paper discusses the problem of estimating the finite population variance using auxiliary information in presence of measurement errors. We have suggested a class of estimators and its properties are studied under large sample approximation. It has been shown that the usual unbiased estimator and the estimators due 
INTRODUCTION
The statisticians are often interested in the precision of survey estimators. It is well established fact that in survey sampling auxiliary information is traditional used to improve the performance of an estimator of a parameter interest. In survey sampling, the properties of the estimators based on data generally presupposed that the observations are the correct measurements on characteristics being studied. Unfortunately this idea is not met in practice for a variety of reasons, such as non-response errors, reporting errors and computing errors. These sources of variability/errors usually affect a survey. In particular, in this paper we have focused on the problem of estimating population variance when measurement errors are present in the study and auxiliary variate. Various authors including Shalabh (1997), Manisha and Singh (2001) , Maneesha and Singh (2002) , Allen et al. (2003) , Singh and Karpe (2007 , 2008 , 2009a , 2009b , 2010a , 2010b , Kumar et al (2011a Kumar et al ( , 2011b , Diana and Giordan (2012) , Sharma and Singh (2013) and Singh et al. (2014) n objects is drawn from the population  using simple random sampling without replacement (SRSWOR). We consider a situation where each variable may be observed with error. We assume that 
. Ignoring finite population correction (fpc) term, we have the following results:
, and to the first degree of approximation (ignoring fpc terms): 
which proves the part(i).
Proof of (ii): We have
Taking expectation of the both sides of above expression, we have
Proof of (iii): We have
Squaring both sides of the above expression, we have
Taking expectation of both sides of the above expression, we have
Thus to the first degree of approximation (ignoring fpc term), we have
This completes the proof of the part (iii). X is known, the first one is ) ( 
[see, Sharma and Singh (2013,equation(12) , p.235 ] where
We are observed some typos on minimum MSE of 1 t in (1.9) obtained by Sharma and Singh (2013) . The correct proof of the minimum MSE of 1 t is given in the following theorem 1.1.
Theorem 1.1:
The MSE of the estimator 1 t to the first degree of approximation is given by
The optimum values of 1 w and 2 w along with correct minimum MSE of the estimator 1 t are respectively given by 
Proof is simple so omitted. The minimum MSE of 2 t is same as that of the difference estimator w t is given by
which is obtained by Sharma and Singh (2013 
We are observed some typos on MSE of 3 t in (1.15) obtained by Sharma and Singh (2013) (1.19)
We assume that 
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Taking expectation on both sides of ( 
THE PROPOSED CLASS OF ESTIMATORS
We define the class of estimators for the population variance [Sharma and Singh (2013) Many more acceptable estimators can be generated from the class of estimators t defined by (2.1).
To obtain the bias and MSE of t in terms e's we have Expanding the right hand side of (2.2), multiplying out and neglecting terms of e's having power greater than two, we have Squaring both sides of (2.3) and neglecting terms of e's having power greater than two we have 
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Thus the resulting minimum MSE of the proposed class of estimators t is given by 
Thus we established the following corollary.
Corollary 2.1:
To the first degree of approximation, 
(2.17)
Corollary 2.2:
which is minimum when
Thus the resulting minimum MSE of
(2.20)
Thus we arrived at the following corollary.
Corollary 2.3:
which is always positive. It follows that the proposed class of estimators is more efficient than the ) 1 ( t family of estimators when both the variables (Y, X) are measured without error.
EFFICIENCY COMPARISONS
To the first degree of approximation (ignoring fpc term), the MSE of the ratio estimator
From (1.3), (1.5) and (3.1) we have Further from (1.8) and (2.9) it can be shown that the proposed class of estimators' t ' is better than the class of estimators ' 3 t ' due to Sharma and Singh (2013) if the following inequality: 
which is always positive. Thus the proposed ) 1 ( t family of estimators has larger MSE in presence of measurement errors than in the error free case. Again from (2.6) and (2.17) we note that 
EMPIRICAL STUDY
We have considered the hypothetical data given in Gujarati and Sangeetha (2007, Table13.2, p.539) as hypothetical population in our study. The variables are: min.MSE of the estimators when both the variables are measured (i) without error and (ii) with error by using the formulae: 
