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Abstract
We construct supersymmetric gauge theories on some curved manifolds with boundaries.
Our examples include a part of three-sphere and a part of two-sphere. We concentrate on
Dirichlet boundary conditions. For these theories on the manifolds with the boundaries,
we compute the partition functions and the Wilson loops exactly using the localization
technique.
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1. Introduction and Summary
In order to understand the dynamics of the gauge theory, we need to perform non-perturbative
computations reliably. The analytical or exact results of them are especially important al-
though they may be extraordinary difficult for generic gauge theories. The gauge theories
with the supersymmetry (SUSY) are highly non-trivial examples of the theories in which
exact results are obtained. The SUSY gauge theories themselves are important objects re-
lated to string theory, mathematics and many other areas. Even for the understanding the
non-SUSY gauge theories, the SUSY gauge theories will be important because of the exact
results and the physical consequences from them.
The exact results for the SUSY gauge theories have been mainly obtained using the
holomorphy [1, 2, 3], which imposes strong constraints for the certain quantities. Recently,
the more direct computations of the partition function and other operators using the so
called localization technique has been extensively developed [4, 5]. In particular, in [5], the
4D N = 2 SUSY gauge theories on a curved space were constructed and then the partition
function and the Wilson loops are exactly computed using the localization technique. This
method has advantages of the wide applicability and the straightforwardness. It has been
applied for the SUSY gauge theories on various curved spaces with different dimensions
[6]-[39], however, the SUSY gauge theories on manifolds with boundaries have never been
investigated using the localization technique. The exact results in such theories will be also
highly important, for example, if we remember the recent application of the SUSY theories
on S2 as string world sheet actions [40].
In this paper, we explicitly construct the supersymmetric gauge theories on some curved
manifolds with boundaries.3 Our examples include a part of S3 with a torus boundary and
a part of S2 with a S1 boundary. We use off-shell formulation of the SUSY and concentrate
on Dirichlet boundary conditions. Actually, there seems to be no consistent Neumann-like
3 The SUSY theories with boundaries on flat spaces have been considered in, for examples, [41, 42, 43]
for 2D, [45, 46, 47, 44] for 3D and [48] for 4D.
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boundary conditions with the SUSY if we impose the boundary condition which eliminates
only the half of the fermions.4 For the SUSY theories, we compute the partition functions
and the Wilson loops exactly using the localization technique.
Needless to say, our work is just a first step and there are many points which need
further investigations: for examples, the interpretations and the applications of our results,
the other boundary conditions, and extensions to other topologies and other dimensions. One
important direction is to extend the ABJM model with the boundary condition representing
the M5-branes [49, 50] to the curved manifold and compute some exact quantities because
these might give us a clue for the M5-branes. We hope to report for the investigations of
these topics in the future.
The organization of this paper is as follows: In section 2, we construct 3D SUSY field
theories on the manifold with the torus boundary, which is constructed by cutting an S3.
The consistent boundary conditions we impose are the Dirichlet boundary conditions. Using
the localization technique, we compute the partition function and the Wilson loop of the
theories exactly. In section 3, we construct 2D SUSY field theories on the manifold with
the circle boundary, which is constructed by cutting an S2. The partition function and the
Wilson loop for the theories are computed exactly.
The notations and some useful formulas are summarized in the Appendix A.
Note added: The authors thank K. Hori and M. Romo and D. Honda and T. Okuda for
notifying them of submissions of related papers[51, 52].
2. Three-dimensional theories
2.1. A 3D manifold with a boundary
We will describe a three dimensional manifold with a boundary on which the supersymmetric
field theories constructed. First we recall the round S3, i.e. (X0
2+X1
2+X2
2+X3
2 = ℓ2 in
R
4). The coordinates we will use are
X0 = ℓ cos θ cosϕ ,X1 = ℓ cos θ sinϕ ,
X2 = ℓ sin θ cosχ ,X3 = ℓ sin θ sinχ .
(2.1)
4 This assumption may be too strong. Indeed, it may be possible to use the boundary condition used in
[42] even in the off-shell formulation or to introduce some boundary degrees of freedom, however, we leave
such possibilities for future works.
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where 0 ≤ θ ≤ π/2 , 0 ≤ ϕ ≤ 2π , 0 ≤ χ ≤ 2π. The metric is given by
ds2 = ℓ2(dθ2 + cos2 θdϕ2 + sin2 θdχ2) , (2.2)
√
g = ℓ3 cos θ sin θ . (2.3)
We take the following dreibein:
e1 = ℓ cos θ dϕ , e2 = ℓ sin θ dχ , e3 = ℓ dθ . (2.4)
and the gamma matrices:
γϕ =
1
ℓ cos θ
γ1 , γχ =
1
ℓ sin θ
γ2 , γθ =
1
ℓ
γ3 . (2.5)
Then, the manifold with the boundary is defined by just restricting the coordinate θ as
0 ≤ θ ≤ θ0 , (2.6)
where 0 < θ0 ≤ π/2. Thus the boundary defined by θ = θ0 is a torus parameterized by φ and
χ, except for θ0 = π/2. We will see that on the manifold with the boundary we can construct
field theories with two supersymmetries (which are the half or 1/4 of the supersymmetries
of the N = 2 supersymmetric filed theories on the round S3).
2.2. 3D supersymmetric field theories
Now we will construct the supersymmetric field theories on the manifold with the boundary.
First, we will summarize the SUSY transformations and the SUSY invariant Lagrangian
of the N = 2 supersymmetric field theories on the round S3 [7, 8, 9]. We will write the
derivative terms in the Lagrangians such that they are SUSY invariant on the manifold with
the boundary. The Killing spinors on S3 ware given by5
Dµǫ =
i
2ℓ
γµǫ, (2.7)
which is solved as:
ǫ =
C1√
2
(
−e− i2 (ϕ−χ−θ)
e−
i
2
(ϕ−χ+θ)
)
+
C2√
2
(
e
i
2
(ϕ−χ+θ)
e
i
2
(ϕ−χ−θ)
)
, (2.8)
5 There are the positive and the negative Killing spinors: Dµǫ = ± i2ℓγµǫ. Either ones lead same result,
thus we take the positive ones.
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in our basis.
The SUSY transformations of the vector multiplets with the Grassmann odd Killing
spinor parameters ǫ, ǫ¯ are the followings:
δAµ = − i
2
(ǫ¯γµλ− λ¯γµǫ) , δσ = 1
2
(ǫ¯λ− λ¯ǫ) ,
δλ =
(1
2
γµνFµν −D + iDµσγµ
)
ǫ+
2i
3
σγµDµǫ ,
δλ¯ =
(1
2
γµνFµν +D − iDµσγµ
)
ǫ¯− 2i
3
σγµDµǫ¯ ,
δD = − i
2
ǫ¯(γµDµλ− [λ, σ])− i
2
(Dµλ¯γ
µ − [λ¯, σ])ǫ− i
6
(Dµǫ¯γ
µλ+ λ¯γµDµǫ) ,
(2.9)
where all the fields are in the adjoint representation of the gauge group G although we have
not written the indices for it explicitly. Note that a and a¯ are independent fields for the
Grassmann odd fields although usually a¯ means a (complex) conjugate.
For the chiral multiplet of R-charge q, the SUSY transformations are:
δφ = ǫ¯ψ , δψ =
(
iDµφγ
µ + iσφ
)
ǫ+
2iq
3
φγµDµǫ+ ǫ¯F ,
δφ¯ = ǫψ¯ , δψ¯ =
(
iDµφ¯γ
µ + iφ¯σ
)
ǫ¯+
2iq
3
φ¯γµDµǫ¯+ ǫF¯ ,
δF = ǫ
(
iγµDµψ − iσψ − iλφ
)
+
i
3
(2q − 1)Dµǫγµψ ,
δF¯ = ǫ¯
(
iγµDµψ¯ − iψ¯σ + iφ¯λ¯
)
+
i
3
(2q − 1)Dµǫ¯γµψ¯ ,
(2.10)
where φ, ψ, F are in a representation R of G and φ¯, ψ¯, F¯ are in the complex conjugate
representation of R.
There are several invariant actions under the SUSY transformations (2.9)-(2.10). The
one is the Yang-Mills Lagrangian:6
1
g2YM
LYM = 1
g2YM
Tr
(1
4
FµνF
µν +
1
2
DµσD
µσ +
1
2
(D + σ/ℓ)2
+
i
4
λ¯γµDµλ+
i
4
λγµDµλ¯+
i
2
λ¯[σ, λ]− 1
4ℓ
λ¯λ
)
, (2.11)
where gYM is the coupling constant. Another one is the Chern-Simons term:
LCS = i k
4π
Tr
(
εµνλ(Aµ∂νAλ − 2i
3
AµAνAλ)− λ¯λ+ 2Dσ
)
, (2.12)
6Note that the fermion kinetic terms are symmetrical with respect to λ and λ¯. In the other Lagrangians,
we also use the symmetric fermion kinetic terms.
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where the level k is an integer for the theory on S3. We can also construct the Fayet
Iliopoulos (FI) term:
LFI = iζ
πℓ
Tr(D − σ/ℓ) . (2.13)
For the chiral multiplets, the matter kinetic terms are given by
Lmat = Dµφ¯Dµφ+ φ¯σ2φ+ i(2q − 1)
ℓ
φ¯σφ+
q(2− q)
ℓ2
φ¯φ+ iφ¯Dφ+ F¯F
− i
2
ψ¯γµDµψ +
i
2
Dµψ¯γ
µψ + iψ¯σψ − (2q − 1)
2ℓ
ψ¯ψ + iψ¯λφ− iφ¯λ¯ψ . (2.14)
We can also have the superpotential terms (without derivatives) which are same form as
the ones in the flat space. Note that the bosonic kinetic terms for the chiral multiplet are
written as
Dµφ¯D
µφ+ φ¯σ2φ+
i(2q − 1)
ℓ
φ¯σφ+
q(2− q)
ℓ2
φ¯φ+ iφ¯Dφ+ F¯F +
1
2g2YM
(D + σ/ℓ)2
= |Dµφ|2 + φ¯(σ + i
ℓ
(q − 1))2φ+ 1
ℓ2
|φ|2 + 1
2
(
1
gYM
(D + σ/ℓ) + igYMφφ¯
)2
+
g2YM
2
|φ|4 + |F |2,
(2.15)
which can be positive definite if we shift σ,D appropriately.
2.2.1. The boundary condition
If one imposes the boundary conditions on fields, the supersymmetry which preserves these
boundary conditions is remain. There are possible candidates for consistent supersymmetric
boundary conditions for our theories. It is an important question which ones indeed works.
In this paper, however, we study the Dirichlet condition only as a first step.
Denoting µ˜ as the coordinates tangent to the boundary, i.e. {ϕ, χ}, our ansatz for the
boundary conditions for the vector multiplet is:
Aµ˜|θ=θ0 = aµ˜ , (2.16)
σ|θ=θ0 = σ0 , (2.17)
ℓei(ϕ−χ)γθλ|θ=θ0 = λ¯|θ=θ0 , (2.18)
where aµ˜ and σ0 are constants and in the Cartan part of the adjoint representation. We
do not impose any conditions for other fields ( Aθ and D ). Note that the conditions for
the bosons may be covariantly represented as Fµ˜ν˜ |θ=θ0 = 0 and Dµ˜σ|θ=θ0 = 0. We can see
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that these boundary conditions indeed preserve the half of the supersymmetries which are
generated by the Killing spinors satisfying the relation
−ℓei(ϕ−χ)γθǫ = ǫ¯. (2.19)
In appendix B, we show that the actions for the vector multiplet are invariant under these
supersymmetries with the above boundary conditions.
For chiral multiplets, we take the following boundary condition:
φ|θ=θ0 = 0 , e
iθ0
2
γ3γ1e−
iθ0
2
γ3ψ|θ=θ0 = ψ|θ=θ0 ,
φ¯|θ=θ0 = 0 , e
iθ0
2
γ3γ1e−
iθ0
2
γ3ψ¯|θ=θ0 = −ψ¯|θ=θ0 .
(2.20)
Then these boundary conditions for the chiral multiplet preserve another half of the super-
symmetries which is generated by the Killing spinors satisfying the relations
e
iθ
2
γ3γ1e−
iθ
2
γ3ǫ = −ǫ , e iθ2 γ3γ1e− iθ2 γ3 ǫ¯ = ǫ¯ . (2.21)
We also show that the matter kinetic action is invariant under the SUSY with the boundary
condition in Appendix B.
We will consider SUSY theories with both vector and chiral multiplets, thus only the
1/4 SUSY will remain. The Grassmann even Killing spinors satisfying the both relations
are given by
ǫ =
1√
2
(
−e− i2 (ϕ−χ−θ)
e−
i
2
(ϕ−χ+θ)
)
and ǫ¯ =
1√
2
(
e
i
2
(ϕ−χ+θ)
e
i
2
(ϕ−χ−θ)
)
. (2.22)
We can compute the bi-linears of the Grassmann even spinors:
ǫ¯ǫ = 1 , (2.23)
ǫ¯γaǫ = (− cos θ, sin θ, 0) ≡ va , (2.24)
ǫγaǫ = (i sin θ, i cos θ, 1)e−i(ϕ−χ) ≡ va+ , (2.25)
ǫ¯γaǫ¯ = (i sin θ, i cos θ,−1)e+i(ϕ−χ) ≡ va− , (2.26)
which will be used later.
We should check also that the boundary conditions are consistent with the variational
principle. The surface terms from variation of the Yang-Mills action are
1
g2YM
∫
θ=θ0
dϕ dχ
[√
gTr
(
δAνF
θν + δσDθσ +
i
4
λ¯γθδλ+
i
4
λγθδλ¯
)]
, (2.27)
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which indeed vanish for the boundary conditions. Note that we do not need to introduce
boundary terms because of our choice of the kinetic terms of the Lagrangian. We can see
that the surface terms from variation of the Chern-Simons action,
i
∫
θ=θ0
dϕ dχ
[ k
4π
Tr(AχδAϕ − AϕδAχ)
]
, (2.28)
and the matter kinetic terms,∫
θ=θ0
dϕ dχ
[√
g
(
δφ¯Dθφ+Dθφ¯ δφ− i
2
ψ¯γθδψ +
i
2
δψ¯γθψ
)]
, (2.29)
vanish for the boundary conditions.
2.3. Localization
In order to compute the partition function exactly using the localization technique, we will
introduce the δ-exact Lagrangian δV as in [5]. Note that we need to keep the total divergence
terms which have been neglected for the theories on the manifold without boundaries. The
localization technique implies that the expectation values of the δ-closed operators are not
changed by deforming the action S → S + t ∫ δV , and in the t→∞ limit, the saddle point
approximation becomes exact.
2.3.1. 3D vector multiplet
For the vector multiplet, we take the following δ-exact term (ignoring the trace of the gauge
indices for notational convenience):
δVvector =
1
4
δ((δ′λ)†λ+ λ¯(δ′λ¯)†) , (2.30)
where δ, δ′ are the same SUSY transformations with the Grassmann odd Killing spinors
ǫ, ǫ¯. More precisely, we will add t
∫
δVvector with the Grassmann even Killing spinors to the
action. For the computational convenience, we use the Grassmann odd spinors. After the
computations, we will replace, for examples, ǫ¯′ǫ = −ǫ¯ǫ′ → 1 and ǫ¯′γµǫ = −ǫ¯γµǫ′ → vµ. We
have also defined
(δλ)† = ǫ¯
(
−1
2
γµνFµν −D − iγµDµσ − σ
ℓ
)
, (2.31)
(δλ¯)† =
(
−1
2
γµνFµν −D + iDµσγµ − σ
ℓ
)
ǫ . (2.32)
8
With these definitions, we find that (δλ)†δλ =
∑
α |(δλ)α|2, which is manifestly positive
definite. For the bosonic part of the δ-exact term, we can show that
(δ′λ)†δλ = ǫ¯′ǫ
(1
2
FµνF
µν +DµσD
µσ + (D + σ/ℓ)2 + εµνρFµνDρσ
)
, (2.33)
δλ¯(δ′λ¯)† = ǫ¯′ǫ
(1
2
FµνF
µν +DµσD
µσ + (D + σ/ℓ)2 − εµνρFµνDρσ
)
, (2.34)
where we have used ǫ¯ǫ′ = −ǫ¯′ǫ. Therefore,
(δ′λ)†δλ+ δλ¯(δ′λ¯)† = 4ǫ¯′ǫ
(1
4
FµνF
µν +
1
2
DµσD
µσ +
1
2
(D + σ/ℓ)2
)
(2.35)
= 4ǫ¯′ǫLbosonYM . (2.36)
For the fermionic part of the δ-exact term, we can show that
δ((δ′λ)†)λ = −1
2
δFµν ǫ¯
′γµνλ− iδ(Dµσ)ǫ¯′γµλ− (δD + δσ/ℓ)ǫ¯′λ , (2.37)
where
δFµν = δ(∂µAν − ∂νAµ − i[Aµ, Aν ])
= − i
2
(ǫ¯γνDµλ− ǫ¯γµDνλ+ ǫγνDµλ¯− ǫγµDνλ¯)− 1
2ℓ
(ǫ¯γµνλ+ ǫγµν λ¯) , (2.38)
δ(Dµσ) = δ(∂µσ − i[Aµ, σ])
=
1
2
(ǫ¯Dµλ− ǫDµλ¯− ǫ¯γµ[λ, σ]− ǫγµ[λ¯, σ])− i
4ℓ
(ǫ¯γµλ− ǫγµλ¯) , (2.39)
δD + δσ/ℓ = − i
2
ǫ¯(γµDµλ− [λ, σ] + iλ/(2ℓ))− i
2
ǫ(−γµDµλ¯− [λ¯, σ]− iλ¯/(2ℓ)) , (2.40)
which are summed up to
δ((δ′λ)†)λ = ǫ¯′ǫ
(
iλγµDµλ¯+ iλ¯[σ, λ]− 1
2ℓ
λ¯λ
)
+ (ǫ¯′γµǫ¯)(i(Dµλ)λ) . (2.41)
In (2.41), the last term is total derivative and it becomes a surface term:
i(ǫ¯′γθ ǫ¯)(λλ)| = iǫ¯′ǫ(λ¯γθλ)| , (2.42)
where we have used (2.18) and (2.19). Similarly, we find that
λ¯δ((δ′λ¯)†) = −1
2
λ¯γµν ǫ¯′δFµν + iλ¯γ
µǫ′δ(Dµσ)− λ¯ǫ′(δD + δσ/ℓ)
= ǫ¯′ǫ
(
iλ¯γµDµλ+ iλ¯[σ, λ]− 1
2ℓ
λ¯λ
)
− (ǫ′γµǫ)(i(Dµλ¯)λ¯) , (2.43)
where the last term is also a total derivative and it becomes a surface term:
i(ǫ′γθǫ)(λ¯λ¯)| = iǫ¯′ǫ(λ¯γθλ)| . (2.44)
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Thus, the fermionic part of δ-exact term is
δ((δ′λ)†)λ+ λ¯δ((δ′λ¯)†) = ǫ¯′ǫ
(
iλ¯γµDµλ+ iλγ
µDµλ¯+ 2iλ¯[σ, λ]− 1
ℓ
λ¯λ
)
(2.45)
= 4ǫ¯′ǫLfermionYM , (2.46)
and there is no surface term.
Therefore, the δ-exact Lagrangian δVvector = LbosonYM +LfermionYM , is same as the Yang-Mills
Lagrangian and there are no surface terms. The saddle points of the bosonic part of δVvector
are given by
Fµν = 0, Dµσ = 0, D = −σ
l
, (2.47)
which implies that Aθ = 0, Aµ˜ = aµ˜, σ = σ0 where aµ˜ and σ0 are constants satisfying
[σ0, aµ˜] = 0 in an appropriate gauge.
2.3.2. 3D chiral multiplet
For the chiral multiplet, we consider the following δ-exact term:
δVchiral =
1
2
δ[(δ′ψ)†ψ + ψ¯(δ′ψ¯)†] +
q − 1
ℓ
δ[φ¯ δ′φ− (δ′φ¯)φ] , (2.48)
where we have defined
(δ′ψ)† ≡ ǫ¯′
(
−iDµφ¯γµ − iφ¯ σ − q
ℓ
φ¯
)
− ǫ′F¯ , (2.49)
(δ′ψ¯)† ≡
(
−iDµφγµ + iσ φ+ q
ℓ
φ
)
ǫ′ + ǫ¯′F . (2.50)
The second term on the right hand side of (2.48) is added to simplify the calculation of the
one-loop determinant. We will compute the bosonic part of the δ-exact term first. We can
see that
(δ′ψ)†δψ = ǫ¯′ǫ
(
Dµφ¯D
µφ+ φ¯ σ2φ+
q2
ℓ2
φ¯ φ+ F¯F
)
+ ǫ¯′γµǫ
(
iεµνρD
νφ¯Dρφ+Dµφ¯ σ φ+ i
q
ℓ
Dµφ¯ φ+ φ¯ σDµφ− iq
ℓ
φ¯Dµφ
)
− iǫ′γµǫ F¯Dµφ− iǫ¯′γµǫ¯ Dµφ¯ F , (2.51)
δψ¯(δ′ψ¯)† = ǫ¯′ǫ
(
Dµφ¯D
µφ+ φ¯ σ2φ+
q2
ℓ2
φ¯ φ+ F¯F
)
+ ǫ¯′γµǫ
(
iεµνρD
νφ¯Dρφ−Dµφ¯ σ φ+ iq
ℓ
Dµφ¯ φ− φ¯ σDµφ− iq
ℓ
φ¯Dµφ
)
+ iǫ′γµǫ F¯Dµφ+ iǫ¯
′γµǫ¯ Dµφ¯ F , (2.52)
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which give
(δ′ψ)†δψ + δψ¯(δ′ψ¯)† = 2ǫ¯′ǫ
(
Dµφ¯D
µφ+ φ¯ σ2φ+
q2
ℓ2
φ¯ φ+ F¯F
)
+ 2i ǫ¯′γµǫ
(
εµνρD
νφ¯Dρφ+
q
ℓ
Dµφ¯ φ− q
ℓ
φ¯Dµφ
)
. (2.53)
We can also obtain
φ¯ (δ δ′φ)− (δ δ′φ¯)φ = 2ǫ¯′ǫ
(
iφ¯ σφ− q
ℓ
φ¯ φ
)
+ iǫ¯′γµǫ(φ¯Dµφ−Dµφ¯ φ) . (2.54)
For the fermionic part of δ-exact term, we can see that
δ((δ′ψ)†)ψ = ǫ¯′ǫ
(
iDµψ¯γ
µψ + iψ¯ σ ψ − 3i
2
φ¯λ¯ψ − 1
2ℓ
ψ¯ψ
)
+
i
2
ǫ¯′γµǫ
(
2iεµνρD
νψ¯ γρψ + φ¯λ¯γµψ − i2q
ℓ
ψ¯γµψ
)
+
i
2
ǫ¯′γµǫ¯ φ¯λγµψ , (2.55)
ψ¯δ((δ′ψ¯)†) = −ǫ¯′ǫ
(
iψ¯γµDµψ − iψ¯ σ ψ − 3i
2
ψ¯λφ+
1
2ℓ
ψ¯ψ
)
− i
2
ǫ¯′γµǫ
(
−2iεµνρψ¯ γρDνψ + ψ¯γµλφ+ i2q
ℓ
ψ¯γµψ
)
− i
2
ǫ′γµǫ ψ¯γµλ¯φ , (2.56)
thus we find that
δ((δ′ψ)†)ψ + ψ¯δ((δ′ψ¯)†)
= ǫ¯′ǫ
(
iDµψ¯γ
µψ − iψ¯γµDµψ + 2iψ¯ σ ψ − 3i
2
φ¯λ¯ψ +
3i
2
ψ¯λφ− 1
ℓ
ψ¯ψ
)
+
i
2
ǫ¯′γµǫ
(
2iεµνρD
νψ¯ γρψ + 2iεµνρψ¯ γ
ρDνψ + φ¯λ¯γµψ − ψ¯γµλφ− i4q
ℓ
ψ¯γµψ
)
− i
2
ǫ′γµǫ ψ¯γµλ¯φ+
i
2
ǫ¯′γµǫ¯ φ¯λγµψ . (2.57)
We also compute
δφ¯ δ′φ− δ′φ¯ δφ = −ǫ¯′ǫ ψ¯ψ − ǫ¯′γµǫ ψ¯γµψ . (2.58)
Therefore, the SUSY exact term we take is
δVchiral = ǫ¯
′ǫ
(
Dµφ¯D
µφ+ φ¯ σ2φ+ 2i
q − 1
ℓ
φ¯ σ φ+
q(2− q)
ℓ2
φ¯ φ+ F¯F
+
i
2
Dµψ¯γ
µψ − i
2
ψ¯γµDµψ + iψ¯ σ ψ − 3i
4
φ¯λ¯ψ +
3i
4
ψ¯λφ− 2q − 1
2ℓ
ψ¯ψ
)
+ i ǫ¯′γµǫ
(
εµνρD
νφ¯Dρφ+
1
ℓ
Dµφ¯ φ− 1
ℓ
φ¯Dµφ+
i
2
εµνρD
νψ¯ γρψ +
i
2
εµνρψ¯ γ
ρDνψ
+
1
4
φ¯λ¯γµψ − 1
4
ψ¯γµλφ− i
ℓ
ψ¯γµψ
)
− i
4
ǫ′γµǫ ψ¯γµλ¯φ+
i
4
ǫ¯′γµǫ¯ φ¯λγµψ . (2.59)
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Note that there are no surface terms in this expression. The bosonic part of
∫
δVchiral can
be written as∫
d3x
√
g
(
1
2
∣∣∣∣Dµφ− iǫµνρvνDρφ+ il vµφ
∣∣∣∣
2
+ φ¯(σ + i
q − 1
l
)2φ+
1
2
∣∣∣∣1l φ− ivµDµφ
∣∣∣∣
2
+ F¯F
)
,
(2.60)
which is positive definite after constant shift of σ (and D). Then, the saddle point of this is
at φ = 0, F = 0. For other values of σ, it is reasonable to think that the partition function
and other exact quantities are obtained by the analytic continuation of σ. Alternatively,
we can regard this δVchiral as follows. If we use δ[(δ
′ψ)†ψ + ψ¯(δ′ψ¯)†], which is manifestly
positive definite, as the δ-exact terms for the matter multiplet, we find that the saddle point
equations are δψ = 0 and the saddle point is at φ = 0, F = 0 partly because of the boundary
conditions. Because the addition of δ[φ¯ δ′φ− (δ′φ¯)φ] will not change the 1-loop factor of the
δ-exact terms, we can think the saddle point of the
∫
δVchiral for the matter multiplet is at
φ = 0, F = 0 .
2.4. One-loop determinant
2.4.1. Vector multiplet
We will compute the one-loop determinant at the saddle point of
∫
δVvector.
With the addition of the term tδVvector, we expand the fields around the saddle point as
Aθ = aθ +
1√
t
Aˆθ , Aµ˜ = aµ˜ +
1√
t
Aˆµ˜ , (2.61)
σ = σ0 +
1√
t
σˆ , D = −σ0
ℓ
+
1√
t
Dˆ , (2.62)
λ =
1√
t
λˆ , λ¯ =
1√
t
ˆ¯λ . (2.63)
where aµ˜ and σ0 are boundary values in (2.16) and (2.17), and aθ = 0. We should set aχ = 0
because of the smoothness at θ = 0. On the other hand, aϕ can be non-zero as an Wilson
loop of the non-trivial 1-cycle of the manifold with the boundary except for θ0 = π/2.
For the gauge fixing, we will take the following Lorenz-like one:
D(a)µ Aˆ
µ = 0 , (D(a)µ = ∇µ − i[aµ , · ]) . (2.64)
The boundary conditions for the fluctuation fields at θ = θ0 are
Aˆµ˜| = 0 , σˆ| = 0. (2.65)
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With the gauge condition, we have
t
∫
d3x
√
gLYM =
∫
d3x
√
gTr
(
− 1
2
AµD
(a)
ν D
(a)νAµ +
1
ℓ2
AµA
µ − 1
2
[σ0, Aµ]
2
− 1
2
σD(a)µ D
(a)µσ + (D + σ/ℓ)2
+
i
4
λ¯γµD(a)µ λ+
i
4
λγµD(a)µ λ¯+
i
2
λ¯[σ0, λ]− 1
4ℓ
λ¯λ
)
+O(t−1/2) , (2.66)
where we have omitted the hat symbols for the fluctuation fields, for example σˆ → σ, for
notational simplicity.
Following the arguments in [10] for the squashed (ellipsoid) S3, we only consider Aµ with
the gauge conditions and the fermions λ, λ¯. The (quadratic) kinetic operators for them are
LA2 =
1
2
Aµ∆AA
µ, (2.67)
where
∆A ≡ −D(a)ν D(a)ν +
2
ℓ2
+ (σadj0 )
2 , (2.68)
and
L
(λ,λ¯)
2 =
1
4
Tr
(
λ λ¯
)( 0 ∆λ¯
∆λ 0
)(
λ
λ¯
)
, (2.69)
where
∆λ ≡ iγµD(a)µ + iσadj0 −
1
2ℓ
, (2.70)
∆λ¯ ≡ iγµD(a)µ − iσadj0 −
1
2ℓ
. (2.71)
Note that we need to consider the eigenmodes for the pairs of λ and λ¯ because the boundary
conditions identify λ and λ¯ at θ = θ0, thus they are not independent fields.
The 1-loop factor for the bosonic modes is given by
∏
iM
−1
i up to an irrelevant numerical
factor where the eigenmode Aµi with the eigenvalue M
2
i is defined by
7
∆AA
µ
i = M
2
i A
µ
i , with D
(a)
µ A
µ = 0, (2.73)
7 More precisely, the eigenvalue problem is∫
M
A′µ(∆A −M2i )Aµi = 0, (2.72)
where A′µ is an arbitrary gauge field with the boundary condition and the gauge condition. Because A
′ can
take an arbitrary value with the gauge condition in the bulk,
∫
M
A′µA
µ = 0 may mean Aµ = 0. Thus, this
eigenvalue problem may be same as (2.73).
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where Aµi should satisfy the boundary condition. Note that M
2
i is real and M
2
i > (σ
adj
0 )
2.
For the fermions, the 1-loop factor is given by
√∏
i νi up to a numerical factor where
the eigenmode with the eigenvalue νi is given by
8
(
0 C∆λ¯
C∆λ 0
)(
λi
λ¯i
)
= νi
(
λi
λ¯i
)
, (2.74)
which is the eigenvalue problem for the anti-symmetric operator although we will not use
this operator. Instead of this, we will consider the following eigenvalue problem:(
0 ∆λ¯
∆λ 0
)(
λi
λ¯i
)
= νi
(
0 −1
1 0
)(
λi
λ¯i
)
, (2.75)
where the determinant of this operator and the original one are clearly same. Thus the
1-loop factor for the fermions is also given by the eigenvalues of this operator as
√∏
i νi, up
to a numerical factor.
Now, basically following [10], we will show that almost all the eigenvalues in the bosonic
and the fermionic 1-loop factors are canceled. Let us suppose Aµ be a bosonic eigenmode,
∆AAµ = M
2Aµ , D
(a)
µ A
µ = 0 . (2.76)
Then, the following two λ modes
λ1 ≡ γµǫAµ , λ2 ≡ −εµνργρ ǫD(a)µ Aν , (2.77)
satisfy
∆λ
(
λ1
λ2
)
=
(
iσadj0 1
M2 − (σadj0 )2 iσadj0
)(
λ1
λ2
)
. (2.78)
Then, the following linear combinations of them,
λ± ≡ ±
√
M2 − (σadj0 )2 λ1 + λ2 , (2.79)
satisfy
∆λλ± = ν±λ±
(
ν± = iσ
adj
0 ±
√
M2 − (σadj0 )2
)
. (2.80)
Similarly, the following two λ¯ modes
λ¯1 ≡ −γµǫ¯Aµ , λ¯2 ≡ −εµνργρ ǫ¯ D(a)µ Aν , (2.81)
8 The same argument as the bosonic modes can be applied for the fermions.
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satisfy
∆λ¯
(
λ¯1
λ¯2
)
=
(
−iσadj0 −1
−M2 + (σadj0 )2 −iσadj0
)(
λ¯1
λ¯2
)
, (2.82)
and the linear combinations of them
λ¯± ≡ ±
√
M2 − (σadj0 )2 λ¯1 + λ¯2 , (2.83)
satisfy
∆λ¯λ¯± = ν¯±λ¯±
(
ν¯± = −iσadj0 ∓
√
M2 − (σadj0 )2 = −ν±
)
. (2.84)
Therefore, we have two fermionic eigenmodes:
(
λ+
λ¯+
)
and
(
λ−
λ¯−
)
whose eigenvalues are
ν+ and ν− = −ν∗+. We can show that these modes satisfy the boundary condition
ℓei(ϕ−χ)γθλ±| = λ¯±| , (2.85)
where we have used the fact that Aµ satisfies the boundary condition (Aµ˜| = 0). The
contribution of these two fermion modes is canceled by the corresponding bosonic eigenmode
because
√−ν+ν− =M .
Conversely, let us suppose that
(
λ
λ¯
)
be a fermionic eigenmode with,
∆λλ = νλ , ∆λ¯λ¯ = −νλ¯ , (2.86)
which satisfies the boundary condition ℓei(ϕ−χ)γθλ| = λ¯| . Then we can construct a bosonic
eigenmode
Aµ ≡ (ν − iσadj0 )(ǫ¯γµλ+ ǫγµλ¯)− iD(a)µ (ǫ¯λ− ǫλ¯) , (2.87)
which satisfies the boundary condition (Aµ˜| = 0) and the gauge fixing condition (D(a)µ Aµ =
0). The corresponding eigenvalue is M ′2 = (ν − iσadj0 )2 + (σadj0 )2, i.e.
∆AAµ = [(ν − iσadj0 )2 + (σadj0 )2]Aµ . (2.88)
Because M ′2 should be real and M2 > (σadj0 )
2, we have ν = iσadj0 ±
√
M ′2 − (σadj0 )2 and
−ν∗ = iσadj0 ∓
√
M ′2 − (σadj0 )2. Therefore the 1-loop contributions of
(
λ
λ¯
)
and the fermionic
mode corresponding the eigenvalue −ν∗ are canceled by the one from the bosonic eigenmode.
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Unpaired eigenmodes
We have shown that there is a map between the bosonic and fermionic eigenmodes and
almost all the eigenvalues are canceled in evaluating the 1-loop factor. Hence, we may
study only the bosonic (fermionic) eigenmodes whose eigenvalues are not canceled by the
fermionic (bosonic) eigenvalues. We will call such modes as the unpaired bosonic (fermionic)
eigenmodes. In Appendix A , we summarize some useful formulas for Killing spinors and
Killing vectors (2.24), (2.25), (2.26), which will be used in the following calculation.
The unpaired bosonic eigenmodes should satisfy
(
λ+
λ¯+
)
= 0 or
(
λ−
λ¯−
)
= 0, where λ±, λ¯±
are the corresponding fermionic modes, as we can see from the discussions of the cancella-
tions. Any unpaired bosonic mode can be written using the general decomposition of the
gauge field:
Aµ ≡ vµY + v+µ Y+ + v−µ Y− = vXµ YX , (2.89)
where vXµ (X = no mark, +, −) are defined by (2.24)-(2.26). The boundary conditions can
be rewritten into
Y | = 0 , (e−i(ϕ−χ)Y+ + ei(ϕ−χ)Y−)| = 0 , (2.90)
and the gauge fixing condition, D
(a)
µ Aµ = 0, becomes
vµXD
(a)
µ YX = 0 , (2.91)
where we have used D
(a)
µ Aν = v
X
ν D
(a)
µ YX +
1
ℓ
εµνρv
ρ
XYX Y . The eigenvalue equation, ∆AAµ =
M2Aµ, can be written as
−vXµ D(a)νD(a)ν YX +
2
ℓ
εµνρv
ρ
XD
(a)νYX =
[
M2 − (σadj0 )2 −
4
ℓ2
]
vXµ YX , (2.92)
which can be decomposed into the following three equations:
−D(a)νD(a)ν Y +
2i
ℓ
vν+D
(a)
ν Y+ −
2i
ℓ
vν−D
(a)
ν Y− =
[
M2 − (σadj0 )2 −
4
ℓ2
]
Y , (2.93)
−D(a)νD(a)ν Y− +
i
ℓ
vν+D
(a)
ν Y +
2i
ℓ
vνD(a)ν Y− =
[
M2 − (σadj0 )2 −
4
ℓ2
]
Y− , (2.94)
−D(a)νD(a)ν Y+ −
i
ℓ
vν−D
(a)
ν Y −
2i
ℓ
vνD(a)ν Y+ =
[
M2 − (σadj0 )2 −
4
ℓ2
]
Y+ . (2.95)
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The unpaired bosonic modes should satisfy Cλ1+λ2 = 0, more explicitly,
(
C− 2
ℓ
)
(Y ǫ+
2Y−ǫ¯) + i(γ
µǫD
(a)
µ Y + 2γµǫ¯D
(a)
µ Y−) = 0 which is equivalent to
−2
(
C − 2
ℓ
)
Y− + iv
µ
+D
(a)
µ Y + 2iv
µD(a)µ Y− = 0 , (2.96)(
C − 2
ℓ
)
Y + ivµD(a)µ Y + 2iv
µ
−D
(a)
µ Y− = 0 , (2.97)
where we have used
λ1 = γ
µǫAµ = Y ǫ+ 2Y−ǫ¯ , (2.98)
λ2 = −εµνργρ ǫD(a)µ Aν = −
2
ℓ
(Y ǫ+ 2Y−ǫ¯) + i(γ
µǫD(a)µ Y + 2γ
µǫ¯D(a)µ Y−) , (2.99)
λ¯1 = −γµǫ¯Aµ = Y ǫ¯+ 2Y+ǫ , (2.100)
λ¯2 = −εµνργρ ǫ¯ D(a)µ Aν =
2
ℓ
(Y ǫ¯+ 2Y+ǫ)− i(γµǫ¯D(a)µ Y + 2γµǫD(a)µ Y+) . (2.101)
and defined
C ≡ ±
√
M2 − (σadj0 )2 . (2.102)
For the other condition, Cλ¯1 + λ¯2 = 0 , we have(
C +
2
ℓ
)
(Y ǫ¯+ 2Y+ǫ)− i(γµǫ¯D(a)µ Y + 2γµǫD(a)µ Y+) = 0 , (2.103)
which is equivalent to
2
(
C +
2
ℓ
)
Y+ − ivµ−D(a)µ Y − 2ivµD(a)µ Y+ = 0 , (2.104)
−
(
C +
2
ℓ
)
Y − ivµD(a)µ Y − 2ivµ+D(a)µ Y+ = 0 . (2.105)
Now we found all the equations for the unpaired bosonic modes and will solve them.
From (2.91), (2.97) and (2.105), we obtain
C Y = 0 . (2.106)
We can easily see that there are no nontrivial solutions if C = 0, which implies λ2 = λ¯2 = 0
and then εµνρD
(a)
µ Aν = 0. Therefore, we will solve them for Y = 0. This implies(
C − 2
ℓ
)
Y− − ivµD(a)µ Y− = 0 , vµ−D(a)µ Y− = 0 , (2.107)
and (
C +
2
ℓ
)
Y+ − ivµD(a)µ Y+ = 0 , vµ+D(a)µ Y+ = 0 . (2.108)
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Using the boundary conditions, we take the following ansatz:
Y− = f−(θ)e
i((m−1)ϕ−(n−1)χ) , Y+ = f+(θ)e
i((m+1)ϕ−(n+1)χ) , (2.109)
where m and n are integers. Then, the vµ∓D
(a)
µ Y∓ = 0 is solved as
f−(θ) ∝ cosm−1−aϕ θ sinn−1 θ , f+(θ) ∝ cos−m−1+aϕ θ sin−n−1 θ . (2.110)
Because of the regularity at θ = 0, we have two cases: f+ = 0, n ≥ 1 or f− = 0, n ≤ −1,
however, the boundary conditions (2.90) do not allow both cases for θ0 < π/2.
Therefore, we conclude that there is no bosonic unpaired eigenmode for θ0 < π/2. For
the special case that θ0 = π/2, there are the following unpaired bosonic eigenmodes:
Y = Y+ = 0 , Y− ∝ cosm−1 θ sinn−1 θ ei(m−1)ϕ−i(n−1)χ ,
C =
m+ n
ℓ
> 0 (m ≥ 2 , n ≥ 1) , (2.111)
or
Y = Y− = 0 , Y+ ∝ cos−m−1 θ sin−n−1 θ ei(m+1)ϕ−i(n+1)χ ,
C =
m+ n
ℓ
< 0 (m ≤ −2 , n ≤ −1) . (2.112)
For S3, i.e. the case without boundary, the unpaired bosonic eigenmodes are given by
Y = Y+ = 0 , Y− ∝ cosm−1 θ sinn−1 θ ei(m−1)ϕ−i(n−1)χ ,
C =
m+ n
ℓ
> 0 (m ≥ 1 , n ≥ 1) , (2.113)
or
Y = Y− = 0 , Y+ ∝ cos−m−1 θ sin−n−1 θ ei(m+1)ϕ−i(n+1)χ ,
C =
m+ n
ℓ
< 0 (m ≤ −1 , n ≤ −1) , (2.114)
Let us consider unpaired fermionic eigenmodes,
∆λλ = νλ , ∆λ¯λ¯ = −νλ¯ , (2.115)
for which the corresponding bosonic eigenmode vanishes, i.e.
(ν − iσadj0 )(ǫ¯γµλ+ ǫγµλ¯)− iD(a)µ (ǫ¯λ− ǫλ¯) = 0 . (2.116)
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We can expand λ and λ¯ as
λ = Λǫ+ Λ′ǫ¯ , λ¯ = Λ¯ǫ¯+ Λ¯′ǫ , (2.117)
where Λ,Λ′, Λ¯ and Λ¯′ are scalars. Then the boundary conditions can be written as
Λ|+ Λ¯| = 0 , ei(ϕ−χ)Λ′|+ e−i(ϕ−χ)Λ¯′| = 0 . (2.118)
In this expansion, the eigenvalue equation, ∆λλ = νλ, is equivalent to
ivµ+D
(a)
µ Λ + iv
µD(a)µ Λ
′ = −
(
ν − iσadj0 +
2
ℓ
)
Λ′ , (2.119)
ivµD(a)µ Λ + iv
µ
−D
(a)
µ Λ
′ =
(
ν − iσadj0 +
2
ℓ
)
Λ , (2.120)
and ∆λ¯λ¯ = −νλ¯ is equivalent to
ivµD(a)µ Λ¯ + iv
µ
+D
(a)
µ Λ¯
′ =
(
ν − iσadj0 −
2
ℓ
)
Λ¯ , (2.121)
ivµ−D
(a)
µ Λ¯ + iv
µD(a)µ Λ¯
′ = −
(
ν − iσadj0 −
2
ℓ
)
Λ¯′ . (2.122)
The equation (2.116) can be put into the form
ivµD(a)µ (Λ + Λ¯) = (ν − iσadj0 )(Λ + Λ¯) , (2.123)
ivµ+D
(a)
µ (Λ + Λ¯) = −2(ν − iσadj0 )Λ′ , (2.124)
ivµ−D
(a)
µ (Λ + Λ¯) = −2(ν − iσadj0 )Λ¯′ . (2.125)
We will solve the equations above for the unpaired fermionic modes. By (2.119), (2.123)
and (2.124), we obtain
vµ+D
(a)
µ Λ¯ = 0 , (2.126)
and by (2.122), (2.123) and (2.125), we obtain
vµ−D
(a)
µ Λ = 0 . (2.127)
If we make the ansatz,
Λ = f(θ)ei(mϕ−nχ) , Λ¯ = f¯(θ)ei(mϕ−nχ) , (2.128)
where m and n are integers, then we can solve (2.126) and (2.127) as
f(θ) ∝ cosm−aϕ θ sinn θ , f¯(θ) ∝ cos−m+aϕ θ sin−n θ . (2.129)
19
For θ0 < π/2, the boundary conditions and the regularity at θ = 0 fix f, f¯ as
f(θ) = f0
(
cos θ
cos θ0
)m−aϕ
, f¯(θ) = −f0
(
cos θ
cos θ0
)−m+aϕ
, (2.130)
where f0 is a constant. Then eq. (2.123) determines the eigenvalue as
ν = iσadj0 +
m− aϕ
ℓ
. (2.131)
Furthermore, from (2.124) and (2.125), Λ′, Λ¯′ should take the following forms
Λ′ = if0
sin θ
cos θ
(
cos θ
cos θ0
)m−aϕ
ei(m−1)ϕ+iχ , (2.132)
Λ¯′ = −if0 sin θ
cos θ
(
cos θ
cos θ0
)−m+aϕ
ei(m+1)ϕ−iχ , (2.133)
which are consistent with the boundary conditions. We can also check that these satisfy
(2.120) and (2.121). Thus, these solutions are indeed the fermionic unpaired eigenmodes for
θ0 < π/2.
For θ0 = π/2,
9 we find that the followings are the consistent solutions:
Λ = f0 cos
m θ sinn θ ei(mϕ−nχ) , Λ¯ = 0 , (2.134)
Λ′ =
if0
m+ n
(m cosm−1 θ sinn+1 θ − n cosm+1 θ sinn−1 θ)ei(m−1)ϕ−i(n−1)χ , Λ¯′ = 0 , (2.135)
ν = iσadj0 +
m+ n
ℓ
(m ≥ 2 , n ≥ 1) , (2.136)
and
Λ = 0 , Λ¯ = f0 cos
−m θ sin−n θ ei(mϕ−nχ) , (2.137)
Λ′ = 0 , Λ¯′ =
if0
m+ n
(m cos−m−1 θ sin−n+1 θ − n cos−m+1 θ sin−n−1 θ)ei(m+1)ϕ−i(n+1)χ ,
(2.138)
ν = iσadj0 +
m+ n
ℓ
(m ≤ −2 , n ≤ −1) . (2.139)
For S3, the fermionic unpaired eigenmodes are given by
Λ = f0 cos
m θ sinn θ ei(mϕ−nχ) , Λ¯ = 0 , (2.140)
Λ′ =
if0
m+ n
(m cosm−1 θ sinn+1 θ − n cosm+1 θ sinn−1 θ)ei(m−1)ϕ−i(n−1)χ , Λ¯′ = 0 , (2.141)
ν = iσadj0 +
m+ n
ℓ
(m ≥ 0 , n ≥ 0 , mn 6= 0) , (2.142)
9 Note that aϕ = aχ = 0 in this case.
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and
Λ = 0 , Λ¯ = f0 cos
−m θ sin−n θ ei(mϕ−nχ) , (2.143)
Λ′ = 0 , Λ¯′ =
if0
m+ n
(m cos−m−1 θ sin−n+1 θ − n cos−m+1 θ sin−n−1 θ)ei(m+1)ϕ−i(n+1)χ ,
(2.144)
ν = iσadj0 +
m+ n
ℓ
(m ≤ 0 , n ≤ 0 , mn 6= 0) . (2.145)
Therefore, up to an overall numerical factor,10 the 1-loop factor for the vector multiplet
for θ0 < π/2 is given by
Z1−loopvector =
∏
α∈∆+
∏
m
(iα(σ0) ℓ+m− α(aϕ)) , (2.146)
where ∆+ is the set of the positive roots. For the special value θ0 = π/2 , the 1-loop factor
is
Z1−loopvector =
∏
α∈∆+
∏
|m|≥2 ,|n|≥1 ,mn>0 (iα(σ0) ℓ−m− n) (iα(σ0) ℓ+m+ n)∏
|m|≥2 ,|n|≥1 ,mn>0(α(σ0)
2ℓ2 + (m+ n)2)
= 1 . (2.147)
For S3 , the 1-loop factor is given by
Z1−loopvector =
∏
α∈∆+
∏
|m|≥1 ,|n|≥1 ,mn>0 (iα(σ0) ℓ−m− n)
∏
|m|≥0 ,|n|≥0 ,mn>0 (iα(σ0) ℓ+m+ n)∏
|m|≥1 ,|n|≥1 ,mn>0(α(σ0)
2ℓ2 + (m+ n)2)
=
∏
α∈∆+
1
α(σ0)2ℓ2
∏
m≥0 ,n≥0
(α(σ0)
2ℓ2 + (m+ n)2)
(α(σ0)2ℓ2 + (m+ n+ 2)2)
=
∏
α∈∆+
∏
m≥1
(α(σ0)
2ℓ2 +m2)2 , (2.148)
which, of course, coincides with the one obtained in [7, 10].
2.4.2. Chiral multiplet
Next, let us consider the chiral multiplet. Expanding the fields around the saddle point and
leaving only the quadratic terms, we have
t
∫
d3x
√
g δVchiral =
∫
d3x
√
gLreg +O(t−1/2) , (2.149)
10 We have also neglected a factor like ℓp where p is a number.
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where
Lreg = φ¯∆φ φ+ ψ¯∆ψ ψ , (2.150)
∆φ = −D(a)µ D(a)µ + σ20 + 2i
q − 1
ℓ
σ0 +
q(2− q)
ℓ2
, (2.151)
∆ψ = −iγµD(a)µ + iσ0 −
2q − 1
2ℓ
. (2.152)
Hereafter, we set
ω = iσ0 − (q − 1)/ℓ . (2.153)
The eigenvalue problems for the 1-loop factor are ∆φφ = M
2φ and ∆ψψ = ν ψ. Note that
the boundary conditions for ψ and ψ¯ are independently imposed, thus we can consider the
eigenvalue problems independently. For ψ¯, we have ∆ψψ¯ = ν ψ¯ where σ0 in ∆ψ are in the
complex conjugate representation of the one for ψ.
The cancellations in the 1-loop factor between the contributions from the bosonic and
fermionic modes can be seen as follows.11
Let us suppose ψ as a fermionic eigenmode: ∆ψψ = ν ψ satisfying the boundary con-
ditions (2.20). Then, if we define φ1 ≡ ǫ¯ψ, we find that φ1 is a scalar eigenmode, i.e.
∆φφ1 = ν(ν − 2ω)φ1, which satisfies the the boundary condition.
Conversely, for a given scalar eigenmode (∆φφ =M
2φ) satisfying the boundary condition,
we define
ψ± ≡
(
ν± − ω + 1
ℓ
)
ǫφ− iγµǫD(a)µ φ , (2.154)
where ν± ≡ ω ±
√
M2 + ω2 . Then, we find that
∆ψψ± = ν± ψ± , (2.155)
and ψ± satisfy the boundary condition.
Therefore, we may evaluate only the eigenvalues which are not canceled.
Unpaired eigenmodes
The unpaired fermionic eigenmode ψ should satisfy φ1(≡ ǫ¯ψ) = 0. For such modes, we
can take ψ = ǫ¯Ψ, where Ψ is a scalar function on which any boundary condition is not
11 The cancellations in the 1-loop factor can be seen more transparently as we will show in Appendix C.
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imposed. Since ψ is a fermionic eigenmode, ∆ψψ = ν ψ, we have
vµ−D
(a)
µ Ψ = 0 , (2.156)
ivµD(a)µ Ψ =
(
ν − ω − 1
ℓ
)
Ψ . (2.157)
Therefore, we obtain
Ψ ∝ cosm−aϕ θ sinn θ eimϕ−inχ , (2.158)
ν = iσ0 − q − 2
ℓ
+
m− aϕ + n
ℓ
(m ∈ Z , n ≥ 0) , (2.159)
for θ0 < π/2 , or
Ψ ∝ cosm θ sinn θ eimϕ−inχ , (2.160)
ν = iσ0 − q − 2
ℓ
+
m+ n
ℓ
(m ≥ 0 , n ≥ 0) , (2.161)
for θ0 = π/2 and for S
3 .
On the other hand, the unpaired bosonic eigenmodes, ∆φφ = M
2φ, should satisfy
(
ν − ω + 1
ℓ
)
ǫφ− iγµǫD(a)µ φ = 0 (ν(ν − 2ω) = M2) , (2.162)
which are equivalent to
vµ+D
(a)
µ φ = 0 , (2.163)
ivµD(a)µ φ =
(
ν − ω + 1
ℓ
)
φ . (2.164)
It can be easily checked that these equations imply ∆φφ = M
2φ .
For θ0 < π/2 , we can show that there is no nontrivial solution which satisfies equation
(2.163) and the boundary condition φ| = 0 . For θ0 = π/2 , we obtain the following solutions
φ ∝ cos−m θ sin−n θ eimϕ−inχ , (2.165)
ν = iσ0 − q
ℓ
+
m+ n
ℓ
(m ≤ −1 , n ≤ 0) . (2.166)
For S3 , we obtain
φ ∝ cos−m θ sin−n θ eimϕ−inχ , (2.167)
ν = iσ0 − q
ℓ
+
m+ n
ℓ
(m ≤ 0 , n ≤ 0) . (2.168)
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Therefore, up to an overall constant, the 1-loop determinants for the chiral multiplet are
given by12
Z1−loopchiral =
∏
ρ
∏
m
∏
n≥0
(iρ(σ0) ℓ− q + 2 +m− ρ(aϕ) + n) , (2.169)
in the case where θ0 < π/2 , and
Z1−loopchiral =
∏
ρ
∏
m≥0 ,n≥0 (iρ(σ0) ℓ− q + 2 +m+ n)∏
m≥1 ,n≥0 (−iρ(σ0) ℓ+ q +m+ n)
, (2.170)
in the case where θ0 = π/2 , and
Z1−loopchiral =
∏
ρ
∏
m≥0 ,n≥0 (iρ(σ0) ℓ− q + 2 +m+ n)∏
m≥0 ,n≥0 (−iρ(σ0) ℓ+ q +m+ n)
, (2.171)
in the case for S3 . The result for S3 is same as the one in [7, 10].
2.5. Partition functions and Wilson loops
Combining the results obtained in this section, we find that the exact partition function for
θ0 < π/2 (or θ0 = π/2) is given by
Z = Zclassical Z
1−loop
vector Z
1−loop
chiral , (2.172)
where
Zclassical = e
(−i k2πℓTr(σ0)2−
2iζ
πℓ2
Trσ0)V (θ0), (2.173)
where V (θ0) = 2π
2 sin2 θ0 ℓ
3. Because σ0 was fixed at the boundary, there is no matrix
integral unlike the case without a boundary.
The supersymmetric Wilson loop operator is given by the following form
WR =
1
dimR
TrR P exp
(∮
C
dτ(iAµx˙
µ + σ|x˙|)
)
, (2.174)
where R is a representation of the gauge group, and P represents path-ordering, and C
denotes a closed world-line parameterized by xµ(τ). The supersymmetry variation of this
operator is
δWR ∝ 1
2
(ǫ¯γµλ− λ¯γµǫ)x˙µ + 1
2
(ǫ¯λ− λ¯ǫ)|x˙| . (2.175)
12 ρ are the weights of the representation of the chiral multiplet.
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This vanishes for the Killing spinors (2.22) if we take
x˙µ =
1
ℓ
(1,−1, 0) = −vµ . (2.176)
Thus, the supersymmetric Wilson loop is parameterized by θ = θ1 (and ϕ + χ = const.),
and we find that the expectation value for this operator is
〈WR〉 = 1
dimR
TrR exp
(
2π(iaϕ + ℓσ0)
)
. (2.177)
3. Two-dimensional theories
3.1. A 2D manifold with a boundary
We will describe a two dimensional manifold with a boundary on which the supersymmetric
field theories constructed. As in the 3D case, we first consider S2. The coordinates we will
use are (θ, ϕ) (0 ≤ θ ≤ π, 0 ≤ ϕ < 2π ) with the metric
ds2 = ℓ2(dθ2 + sin2 θdϕ2) , (3.1)
√
g = ℓ2 sin θ . (3.2)
We choose the following zweibein
e1 = ℓdθ , e2 = ℓ sin θ dϕ . (3.3)
The spin connection is given by
ωab = −εab cos θ dϕ , (ε12 = 1) , (3.4)
and the gamma matrices are
γθ =
1
ℓ
γ1 , γϕ =
1
ℓ sin θ
γ2 . (3.5)
The manifold with the boundary is defined by just restricting the coordinate θ as
0 ≤ θ ≤ θ0 , (3.6)
where 0 < θ0 ≤ π. Thus the boundary defined by θ = θ0 is a circle parameterized by ϕ,
except for θ0 = π.
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3.2. 2D supersymmetric field theories
Now we will construct the supersymmetric field theories on the 2-dimensional manifold with
the boundary.
First, we will summarize the supersymmetry transformations and the supersymmetric
invariant Lagrangians of the N = (2, 2) supersymmetric filed theories on the round S2
[13, 14].
The (positive) Killing spinors on S2 is given by
Dµǫ =
i
2ℓ
γµǫ , (3.7)
which is solved with constants C1, C2 as
ǫ = C1e
iϕ
2
(
i cos θ
2
− sin θ
2
)
+ C2e
−iϕ
2
(
− sin θ
2
i cos θ
2
,
)
(3.8)
in our basis.
The supersymmetry transformations of the vector multiplets with the Grassmann odd
Killing spinor parameters ǫ, ǫ¯ are the followings:
δAµ = − i
2
(ǫ¯γµλ− λ¯γµǫ) , δσ1 = 1
2
(ǫ¯λ− λ¯ǫ) , δσ2 = − i
2
(ǫ¯γ3λ− λ¯γ3ǫ) ,
δλ = (iγ3F12 −D + iγµDµσ1 − γ3γµDµσ2 − γ3[σ1, σ2])ǫ+ iσ1γµDµǫ− σ2γ3γµDµǫ ,
δλ¯ = (iγ3F12 +D − iγµDµσ1 − γ3γµDµσ2 + γ3[σ1, σ2])ǫ¯− iσ1γµDµǫ¯− σ2γ3γµDµǫ¯ ,
δD = − i
2
ǫ¯(γµDµλ− [λ, σ1] + i[γ3λ, σ2])− i
2
(Dµλ¯γ
µ − [λ¯, σ1] + i[λ¯γ3, σ2])ǫ
− i
2
(Dµǫ¯γ
µλ+ λ¯γµDµǫ) .
(3.9)
For a chiral multiplet of R-charge q, the supersymmetry transformations are:
δφ = ǫ¯ψ , δψ =
(
iDµφγ
µ + iσ1φ+ γ3σ2φ
)
ǫ+
iq
2
φγµDµǫ+ ǫ¯F ,
δφ¯ = ǫψ¯ , δψ¯ =
(
iDµφ¯γ
µ + iφ¯σ1 − γ3φ¯σ2
)
ǫ¯+
iq
2
φ¯γµDµǫ¯+ ǫF¯ ,
δF = ǫ
(
iγµDµψ − iσ1ψ + γ3σ2ψ − iλφ
)
+
iq
2
Dµǫγ
µψ ,
δF¯ = ǫ¯
(
iγµDµψ¯ − iψ¯σ1 − γ3ψ¯σ2 + iφ¯λ¯
)
+
iq
2
Dµǫ¯γ
µψ¯ .
(3.10)
We can construct several actions which are invariant under the SUSY transformations
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(3.9)-(3.10). The first is the Yang-Mills Lagrangian:13
1
g2YM
LYM = 1
g2YM
Tr
(1
2
(F12 − σ2/ℓ)2 + 1
2
Dµσ1D
µσ1 +
1
2
Dµσ2D
µσ2 +
1
2
(D + σ1/ℓ)
2 − 1
2
[σ1, σ2]
2
+
i
4
λ¯γµDµλ+
i
4
λγµDµλ¯+
i
2
λ¯[σ1, λ] +
1
2
λ¯γ3[σ2, λ]
)
, (3.11)
where gYM is the coupling constant, and F12 means
1
2
εabFab. We can also consider the Fayet
Iliopoulos (FI) term:
LFI = Tr
(
−iζD + iΘ
2π
F12
)
. (3.12)
The kinetic terms for a chiral multiplet of R-charge q are
Lmat = Dµφ¯Dµφ+ φ¯σ21φ+ φ¯σ22φ+
iq
ℓ
φ¯σ1φ+
q(2− q)
4ℓ2
φ¯φ+ iφ¯Dφ+ F¯F
− i
2
ψ¯γµDµψ +
i
2
Dµψ¯γ
µψ + iψ¯σ1ψ − ψ¯γ3σ2ψ − q
2ℓ
ψ¯ψ + iψ¯λφ− iφ¯λ¯ψ . (3.13)
3.2.1. The boundary condition
We study only Dirichlet boundary conditions similar to the 3D theories.
The boundary conditions we will impose for the vector multiplet are
Aϕ|θ=θ0 = aϕ , (3.14)
σ1|θ=θ0 = σ0 , (3.15)
σ2|θ=θ0 = η0 , (3.16)
−ℓe−iϕγθλ|θ=θ0 = λ¯|θ=θ0 , (3.17)
where aϕ, σ0 and η0 are constants and commute with each other, and we consider that they
are in the Cartan part of the adjoint representation. We do not impose any condition for the
other fields ( Aθ and D ). We take the following boundary conditions for chiral multiplets:
φ|θ=θ0 = 0 , ei
θ0
2
γ1γ3e−i
θ0
2
γ1ψ|θ=θ0 = −ψ|θ=θ0 ,
φ¯|θ=θ0 = 0 , ei
θ0
2
γ1γ3e−i
θ0
2
γ1ψ¯|θ=θ0 = ψ¯|θ=θ0 .
(3.18)
Under these boundary conditions, the half (or 1/4) of the SUSY is preserved.14 Indeed,
13Note that the fermion kinetic terms are taken to be symmetrical with respect to λ and λ¯.
14 Only the first equation in (3.19) is needed for the vector multiples and only the last two equations in
(3.19) are needed for the chiral multiplets. If there are only vector multiplets or only chiral multiplets, the
half of the SUSY preserved, however, if both vector multiplets and chiral multiplets, the 1/4 of the SUSY
is preserved.
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we can see that the positive Killing spinors which satisfy the relations
ℓe−iϕγθǫ = ǫ¯ , ei
θ
2
γ1γ3e−i
θ
2
γ1ǫ = ǫ , ei
θ
2
γ1γ3e−i
θ
2
γ1 ǫ¯ = −ǫ¯ , (3.19)
generate the supersymmetry transformation which is consistent with the above boundary
conditions and under which the actions are invariant (see Appendix B).
The Grassmann even Killing spinors satisfying the relations (3.19) are given by
ǫ = ei
ϕ
2
(
i cos θ
2
− sin θ
2
)
and ǫ¯ = e−i
ϕ
2
(
− sin θ
2
i cos θ
2
)
. (3.20)
We can compute the following bi-linears of the spinors:
ǫ¯ǫ = 1 , (3.21)
ǫ¯γ3ǫ = cos θ ≡ w , (3.22)
ǫ¯γaǫ = (0, sin θ) ≡ va , (3.23)
which will be used later.
We should check also that the boundary conditions are consistent with the variational
principle. The surface terms from variation of the Yang-Mills action are
1
g2YM
∫
θ=θ0
dϕ sin θTr
(
δAϕ
F θϕ
sin θ
− δAϕσ2 + δσ1Dθσ1 + δσ2Dθσ2 + i
4
λ¯γθδλ+
i
4
λγθδλ¯
)
.
(3.24)
which actually vanish for the above boundary conditions. The surface term for the FI term
is ∫
θ=θ0
dϕ
iΘ
2π
Tr δAϕ, (3.25)
and the ones for the matter kinetic terms are∫
θ=θ0
dϕ sin θ
(
δφ¯Dθφ+Dθφ¯ δφ− i
2
ψ¯γθδψ +
i
2
δψ¯γθψ
)
. (3.26)
We can see that these surface terms vanish with the boundary conditions.
3.3. Localization
In this subsection, as in the 3D theories, we will construct the δ-exact term.
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3.3.1. 2D vector multiplet
For the vector multiplet, we consider the following δ-exact term (ignoring the trace for
notational convenience)
δVvector =
1
4
δ((δ′λ)†λ+ λ¯(δ′λ¯)†) , (3.27)
where
(δλ)† = ǫ¯
(
−iγ3F12 −D − iγµDµσ1 + γ3γµDµσ2 + γ3[σ1, σ2]− 1
ℓ
σ1 +
i
ℓ
γ3σ2
)
, (3.28)
(δλ¯)† = −
(
iγ3F12 +D − iγµDµσ1 − γ3γµDµσ2 + γ3[σ1, σ2] + 1
ℓ
σ1 − i
ℓ
γ3σ2
)
ǫ . (3.29)
Then, the bosonic part of δ-exact term is computed using
(δ′λ)†δλ = ǫ¯′ǫ
[
(F12 − σ2/ℓ)2 +Dµσ1Dµσ1 +Dµσ2Dµσ2 + (D + σ1/ℓ)2 − [σ1, σ2]2
+ 2εµνDµσ1Dνσ2 + 2iF12[σ1, σ2]− 2i
ℓ
[σ1, σ2]σ2
]
, (3.30)
δλ¯(δ′λ¯)† = ǫ¯′ǫ
[
(F12 − σ2/ℓ)2 +Dµσ1Dµσ1 +Dµσ2Dµσ2 + (D + σ1/ℓ)2 − [σ1, σ2]2
− 2εµνDµσ1Dνσ2 − 2iF12[σ1, σ2] + 2i
ℓ
[σ1, σ2]σ2
]
, (3.31)
where we have used the fact that ǫ¯ǫ′ = −ǫ¯′ǫ by (3.19), as
(δ′λ)†δλ+ δλ¯(δ′λ¯)†
= 2ǫ¯′ǫ
[
(F12 − σ2/ℓ)2 +Dµσ1Dµσ1 +Dµσ2Dµσ2 + (D + σ1/ℓ)2 − [σ1, σ2]2
]
(3.32)
= 4ǫ¯′ǫLbosonYM . (3.33)
Next we will compute the fermionic part of the δ-exact term. In
δ((δ′λ)†)λ = ǫ¯′ǫ
(
iλγµDµλ¯− iλ[σ1, λ¯] + λγ3[σ2, λ¯]
)
+ (ǫ¯′γµǫ¯)(i(Dµλ)λ) , (3.34)
the last term is total derivative and it is equivalent to the surface term:
i(ǫ¯′γθ ǫ¯)(λλ)| = iǫ¯′ǫ(λ¯γθλ)| , (3.35)
where we have used (3.17) and (3.19). Similarly, in
λ¯δ((δ′λ¯)†) = ǫ¯′ǫ
(
iλ¯γµDµλ+ iλ¯[σ1, λ] + λ¯γ
3[σ2, λ]
)
− (ǫ′γµǫ)(i(Dµλ¯)λ¯) , (3.36)
the last term is also a total derivative and it becomes the surface term:
i(ǫ′γθǫ)(λ¯λ¯)| = iǫ¯′ǫ(λ¯γθλ)| , (3.37)
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where we have used (3.17) and (3.19). Thus, the fermionic part of δ-exact term is
δ((δ′λ)†)λ+ λ¯δ((δ′λ¯)†) = ǫ¯′ǫ
(
iλ¯γµDµλ+ iλγ
µDµλ¯+ 2iλ¯[σ1, λ] + 2λ¯γ
3[σ2, λ]
)
(3.38)
= 4ǫ¯′ǫLfermionYM , (3.39)
where no surface terms present. Therefore, we find that δVvector = LYM .
The saddle point of the bosonic part of this δVvector is given by
F12 =
σ2
ℓ
, Dµσ1 = Dµσ2 = 0 , D = −σ1
ℓ
, [σ1, σ2] = 0 . (3.40)
Using the boundary condition and choosing a gauge condition, the solutions of these equa-
tions are
A = ℓη0(κ− cos θ)dϕ = aϕdϕ , σ1 = −ℓD = σ0 , σ2 = η0 , (3.41)
where κ = 1 (κ = −1) for the patch covering S2 except a point θ = π (θ = 0).15 In the case
for S2 [13, 14], since the flux 2ℓ2F12 is GNO quantized [53], ρ(2ℓη0) should be an integer for
any representation R of the gauge group G and any weight ρ ∈ R. For θ0 < π, however, the
flux does not need to be quantized.
3.3.2. 2D chiral multiplet
For the chiral multiplet, we consider the following δ-exact term
δVchiral =
1
2
δ[(δ′ψ)†ψ + ψ¯(δ′ψ¯)†] +
q − 1
2ℓ
δ[φ¯ δ′φ− (δ′φ¯)φ] , (3.42)
where
(δ′ψ)† ≡ ǫ¯′
(
−iDµφ¯γµ − iφ¯ σ1 + φ¯σ2γ3 − q
2ℓ
φ¯
)
− ǫ′F¯ , (3.43)
(δ′ψ¯)† ≡ −
(
iDµφγ
µ − iσ1φ+ σ2φγ3 − q
2ℓ
φ
)
ǫ′ + ǫ¯′F . (3.44)
The bosonic part of δVchiral is given by
1
2
(δ′ψ)†δψ + δψ¯(δ′ψ¯)† +
q − 1
2ℓ
[φ¯ (δ δ′φ)− (δ δ′φ¯)φ]
= ǫ¯′ǫ
(
Dµφ¯D
µφ+ φ¯ σ21φ+ φ¯ σ
2
2φ+ i
q − 1
ℓ
φ¯ σ1φ− q(q − 2)
4ℓ2
φ¯ φ+ F¯F
)
+ i ǫ¯′γµǫ
[ 1
2ℓ
(Dµφ¯ φ− φ¯Dµφ)− iεµν(Dνφ¯ σ2φ+ φ¯ σ2Dνφ)
]
+ i ǫ¯′γ3ǫ
(
iεµνDµφ¯ Dνφ+
i
ℓ
φ¯ σ2φ
)
. (3.45)
15 We can take κ = 1 for the case where θ0 < π.
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Similarly, the fermionic part can be computed as
1
2
δ((δ′ψ)†)ψ + ψ¯δ((δ′ψ¯)†) +
q − 1
2ℓ
[δφ¯ δ′φ− δ′φ¯ δφ]
= ǫ¯′ǫ
( i
2
Dµψ¯γ
µψ − i
2
ψ¯γµDµψ + iψ¯ σ1ψ − ψ¯ σ2γ3ψ − 3i
4
φ¯λ¯ψ +
3i
4
ψ¯λφ− q
2ℓ
ψ¯ψ
)
+ i ǫ¯′γµǫ
[ i
2
εµν(D
νψ¯ γ3ψ + ψ¯ γ3Dνψ) +
1
4
φ¯λ¯γµψ − 1
4
ψ¯γµλφ− i
2ℓ
ψ¯γµψ
]
+ i ǫ¯′γ3ǫ
(1
2
Dµψ¯ γ3γ
µψ +
1
2
ψ¯ γ3γ
µDµψ +
1
4
φ¯λ¯γ3ψ − 1
4
ψ¯γ3λφ− i
ℓ
ψ¯γ3ψ
)
− i
4
ǫ′γµǫ ψ¯γµλ¯φ+
i
4
ǫ¯′γµǫ¯ φ¯λγµψ − i
4
ǫ′γ3ǫ ψ¯γ3λ¯φ+
i
4
ǫ¯′γ3ǫ¯ φ¯λγ3ψ . (3.46)
Therefore,
δVchiral = ǫ¯
′ǫ
(
Dµφ¯D
µφ+ φ¯ σ21φ+ φ¯ σ
2
2φ+ i
q − 1
ℓ
φ¯ σ1φ− q(q − 2)
4ℓ2
φ¯ φ+ F¯F
+
i
2
Dµψ¯γ
µψ − i
2
ψ¯γµDµψ + iψ¯ σ1ψ − ψ¯ σ2γ3ψ − 3i
4
φ¯λ¯ψ +
3i
4
ψ¯λφ− q
2ℓ
ψ¯ψ
)
+ i ǫ¯′γµǫ
[ 1
2ℓ
(Dµφ¯ φ− φ¯Dµφ)− iεµν(Dνφ¯ σ2φ+ φ¯ σ2Dνφ)
+
i
2
εµν(D
νψ¯ γ3ψ + ψ¯ γ3Dνψ) +
1
4
φ¯λ¯γµψ − 1
4
ψ¯γµλφ− i
2ℓ
ψ¯γµψ
]
+ i ǫ¯′γ3ǫ
(
iεµνDµφ¯Dνφ+
i
ℓ
φ¯ σ2φ
+
1
2
Dµψ¯ γ3γ
µψ +
1
2
ψ¯ γ3γ
µDµψ +
1
4
φ¯λ¯γ3ψ − 1
4
ψ¯γ3λφ− i
ℓ
ψ¯γ3ψ
)
− i
4
ǫ′γµǫ ψ¯γµλ¯φ+
i
4
ǫ¯′γµǫ¯ φ¯λγµψ − i
4
ǫ′γ3ǫ ψ¯γ3λ¯φ+
i
4
ǫ¯′γ3ǫ¯ φ¯λγ3ψ . (3.47)
If we use the δ-exact term δ[(δ′ψ)†ψ + ψ¯(δ′ψ¯)†]/2, which is manifestly positive definite,
instead of δVchiral, the saddle point is given by φ = F = φ¯ = F¯ = 0 . Because the addition
of δ[φ¯ δ′φ − (δ′φ¯)φ] (q − 1)/(2ℓ) will not change the 1-loop determinant, we will use δVchiral
for simplicity of later computation.
3.4. One-loop determinant
In this subsection, we will compute the 1-loop determinant for the δ-exact action in the
similar way as in subsection 2.4. The computation will be basically follow [15].
3.4.1. Vector multiplet
We will compute the 1-loop determinant for the vector multiplet.
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We expand the fields around the saddle point as
Aµ = aµ +
1√
t
Aˆµ , σ1 = σ0 +
1√
t
σˆ1 ,
σ2 = η0 +
1√
t
σˆ2 , D = −σ0
ℓ
+
1√
t
Dˆ
λ =
1√
t
λˆ , λ¯ =
1√
t
ˆ¯λ ,
(3.48)
where
aθ = 0 , aϕ = ℓ η0(κ− cos θ) . (3.49)
The boundary conditions for the fluctuation fields at θ = θ0 are
Aˆϕ| = σˆ1| = σˆ2| = 0 . (3.50)
Then, performing the integral by parts, we have
t
∫
d2x
√
gLYM =
∫
d2x
√
gTr
(
−1
2
Aµ(∗D(a) ∗D(a)A)µ − εµν σ2
ℓ
D(a)µ Aν
+
1
2
[σ0, A
µ][σ0, Aµ] +
1
2
[η0, A
µ][η0, Aµ]
− 1
2
σ1(∗D(a) ∗D(a)σ1) + i[σ0, Aµ]D(a)µ σ1
− 1
2
σ2(∗D(a) ∗D(a)σ2) + i[η0, Aµ]D(a)µ σ2 +
σ22
2ℓ2
+
1
2
(D + σ1/ℓ)
2 − 1
2
([σ0, σ2]− [η0, σ1])2
+
i
4
λ¯γµD(a)µ λ+
i
4
λγµD(a)µ λ¯+
i
2
λ¯[σ0, λ] +
1
2
λ¯γ3[η0, λ]
)
+O(t−1/2) , (3.51)
where the covariant derivative D(a) means D
(a)
µ = ∇µ− i[aµ, · ] and we have omitted the hat
symbols for the fluctuation fields.
As explained in [15], for evaluating the 1-loop factor for bosonic fields, only the eigen-
values of the bosonic eigenmodes which are orthogonal to the “non-physical modes” should
be included. Using the results in [15], we can easily see that the orthogonal conditions are
given by
∗D(a) ∗ A = i[η0, σ2] , σ1 = 0 , (3.52)
for our conventions. The latter condition, σ1 = 0, implies that we need to consider only Aµ
and σ2.
16
16 The eigenvalue problem for the bosonic kinetic operator in (3.51) is also consistent with σ1 = 0 if the
former condition, ∗D(a) ∗A = i[η0, σ2], is imposed.
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Using the Cartan decomposition, all the adjoint fields X can be decomposed as
X =
∑
i
X iHi +
∑
α∈∆+
(XαEα +X
−αE−α) , (3.53)
where Hi are the Cartan generators and ∆+ is the set of the positive roots. The generators
Eα are normalized as Tr(EαEβ) = δα+β . Then, the quadratic terms we consider have the
following forms17
(A−α, σ−α2 )∆b
(
Aα
σα2
)
+
1
2
(λ−α, λ¯−α)
(
0 ∆λ¯
∆λ 0
)(
λα
λ¯α
)
, (3.54)
where
∆b =
(
− ∗D(a) ∗D(a) + α(σ0)2 + α(η0)2 −iα(η0)D(a) + 1ℓ ∗D(a)
−iα(η0) ∗D(a) ∗ −1ℓ ∗D(a) − ∗D(a) ∗D(a) + α(σ0)2 + 1ℓ2
)
(3.55)
∆λ = iγ
µD(a)µ + iα(σ0) + γ
3α(η0) , ∆λ¯ = iγ
µD(a)µ − iα(σ0) + γ3α(η0) . (3.56)
Accordingly, we will consider the eigenvalue problem for the above kinetic terms as in sub-
section 2.4.
First, we will construct a correspondence between the bosonic eigenmodes and fermionic
eigenmodes as in subsection 2.4 and as in [15]. Let (Aα, σα2 ) be an eigenmode for ∆b:
∆b
(
Aα
σα2
)
=M2
(
Aα
σα2
)
, ∗D(a) ∗ Aα = iα(η0)σα2 . (3.57)
Then, if we define
λα1 ≡ (γµAαµ + γ3σα2 )ǫ , (3.58)
λα2 ≡ −(∗D(a)Aα)γ3ǫ+ (∗D(a)σα2 )µγµǫ+
1
ℓ
γ3σα2 ǫ+ α(η0)A
α
µγ
3γµǫ , (3.59)
λ¯α1 ≡ −(γµAαµ + γ3σα2 )ǫ¯ , (3.60)
λ¯α2 ≡ −(∗D(a)Aα)γ3ǫ¯+ (∗D(a)σα2 )µγµǫ¯+
1
ℓ
γ3σα2 ǫ¯+ α(η0)A
α
µγ
3γµǫ¯ , (3.61)
we can obtain fermionic eigenmodes for ∆λ and ∆λ¯ from the bosonic eigenmode,
∆λλ
α
± = ν±λ
α
± , ∆λ¯λ¯
α
± = −ν±λ¯α± , (3.62)
where
λα± ≡ ±
√
M2 − α(σ0)2λα1 + λα2 , λ¯α± ≡ ±
√
M2 − α(σ0)2λ¯α1 + λ¯α2 , (3.63)
ν± = iα(σ0)±
√
M2 − α(σ0)2 . (3.64)
17 The contributions from the Cartan part X i are the form ℓp, thus, we have neglected them.
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One can show that these fermionic eigenmodes satisfy the boundary condition
−ℓe−iϕγθλα±| = λ¯α±| , (3.65)
since (A, σ2) satisfies the boundary condition (3.50). On the other hand, if λ and λ¯ are
fermionic eigenmodes,
∆λλ
α = νλα , ∆λ¯λ¯
α = −νλ¯α , (3.66)
which satisfy the boundary condition
−ℓe−iϕγθλα| = λ¯α| , (3.67)
then we can obtain an eigenmode for ∆b,
Aαµ ≡ (ν − iα(σ0))(ǫ¯γµλα + ǫγµλ¯α)− iD(a)µ (ǫ¯λα − ǫλ¯α) , (3.68)
σα2 ≡ (ν − iα(σ0))(ǫ¯γ3λα + ǫγ3λ¯α)− α(η0)(ǫ¯λα − ǫλ¯α) . (3.69)
This mode satisfies the boundary conditions (3.50) and the condition
∗D(a) ∗ Aα = iα(η0)σα2 . (3.70)
The corresponding eigenvalue is (ν − iα(σ0))2 + α(σ0)2
∆b
(
Aα
σα2
)
= [(ν − iα(σ0))2 + α(σ0)2]
(
Aα
σα2
)
. (3.71)
Due to the correspondence between the bosonic eigenmodes and fermionic eigenmodes, the
eigenvalues for bosonic modes are almost canceled by the ones for fermionic eigenmodes
in the evaluation for 1-loop determinant. Therefore, we will consider only the eigenmodes
which are not canceled.
Unpaired eigenmodes
We consider unpaired eigenmodes whose eigenvalues are not canceled. In Appendix A ,
we summarize some useful formulas for Killing spinors (3.20) and their bi-linears, which will
be used in the following calculation.
We consider unpaired bosonic eigenmodes (Aµ, σ2),
∆b
(
Aα
σα2
)
=M2
(
Aα
σα2
)
, (3.72)
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which satisfy ∗D(a) ∗ Aα = iα(η0)σα2 and
Cλ1 + λ2 = 0 , Cλ¯1 + λ¯2 = 0 , (3.73)
where C =
√
M2 − α(σ0)2 or C = −
√
M2 − α(σ0)2 and λ1, λ2, λ¯1, λ¯2 are given by (3.58)-
(3.61) . Accordingly, (Aµ, σ2) should satisfy the following equations:
C(vµAµ + wσ2) = 0 , iCv˜
µAµ − (∗D(a)A) + 1
ℓ
σ2 = 0 .
Cσ2 + iv˜
µ(∗D(a)σ2)µ + α(η0)vµAµ = 0 ,
w(∗D(a)A)− vµ(∗D(a)σ2)µ − w
ℓ
σ2 − iα(η0)v˜µAµ = 0 ,
(3.74)
where the definitions of w, vµ, v˜µ are given by (A.20). If we make the ansatz
A = f1(θ)e
imϕe1 + f2(θ)e
imϕe2 , σ2 = f(θ)e
imϕ , (3.75)
where m is an integer, then we can find that
ℓC = −m+ κℓα(η0) (3.76)
so that the condition (3.73) should be consistent with the eigenmode equation (3.72). The
remaining conditions imply that f1, f2 and f should satisfy the following equations
sin θf2 + cos θf = 0 ,
∂θ(sin θ f1) = −i(ℓα(η0) cos θ − ℓC) f2 − iℓα(η0)sin
2 θ
cos θ
f2 ,
∂θ(sin θ f2) = i(ℓα(η0) cos θ − ℓC cos2 θ)f1 − sin
2 θ
cos θ
f2 .
(3.77)
One can find that general solutions of these equations are given by
f1(θ) = −iC1
(
sin
θ
2
)−(κ−1)ℓα(η0)(
cos
θ
2
)−(κ+1)ℓα(η0)
sinm−1 θ
+ iC2
(
sin
θ
2
)(κ−1)ℓα(η0)(
cos
θ
2
)(κ+1)ℓα(η0)
sin−m−1 θ , (3.78)
f2(θ) = C1 cos θ
(
sin
θ
2
)−(κ−1)ℓα(η0)(
cos
θ
2
)−(κ+1)ℓα(η0)
sinm−1 θ
+ C2 cos θ
(
sin
θ
2
)(κ−1)ℓα(η0)(
cos
θ
2
)(κ+1)ℓα(η0)
sin−m−1 θ , (3.79)
f(θ) = −C1
(
sin
θ
2
)−(κ−1)ℓα(η0)(
cos
θ
2
)−(κ+1)ℓα(η0)
sinm θ
− C2
(
sin
θ
2
)(κ−1)ℓα(η0)(
cos
θ
2
)(κ+1)ℓα(η0)
sin−m θ , (3.80)
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where C1 and C2 are constants. The regularity at θ = 0 requires C1 = 0 or C2 = 0. Thus, in
the case where θ0 < π, there is no nontrivial solution which satisfies the boundary condition.
For the special case that θ0 = π, there are solutions:
C2 = 0 ,
ℓC = −m+ ℓα(η0) ,
{
m ≥ 2ℓα(η0) + 2 for ℓα(η0) ≥ 0
m ≥ 1 for ℓα(η0) < 0,
(3.81)
or
C1 = 0 ,
ℓC = −m+ ℓα(η0) ,
{
m ≤ −1 for ℓα(η0) > 0
m ≤ 2ℓα(η0)− 2 for ℓα(η0) ≤ 0,
(3.82)
where we assume that 2ℓα(η0) takes an integer value. For S
2, there are solutions:
C2 = 0 ,
ℓC = −m+ ℓα(η0) ,
{
m ≥ 2ℓα(η0) + 1 for ℓα(η0) ≥ 0
m ≥ 1 for ℓα(η0) < 0,
(3.83)
or
C1 = 0 ,
ℓC = −m+ ℓα(η0) ,
{
m ≤ −1 for ℓα(η0) > 0
m ≤ 2ℓα(η0)− 1 for ℓα(η0) ≤ 0 .
(3.84)
Thus, shifting m appropriately, ℓC is given by
ℓC =
{
−m− |ℓα(η0)| (m ≥ 1)
−m+ |ℓα(η0)| (m ≤ −1).
(3.85)
Next, we consider unpaired fermionic eigenmodes,
∆λλ
α = νλα , ∆λ¯λ¯
α = −νλ¯α , (3.86)
which satisfy
(ν − iα(σ0))(ǫ¯γµλα + ǫγµλ¯α)− iD(a)µ (ǫ¯λα − ǫλ¯α) = 0 , (3.87)
(ν − iα(σ0))(ǫ¯γ3λα + ǫγ3λ¯α)− α(η0)(ǫ¯λα − ǫλ¯α) = 0 . (3.88)
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We can expand λ and λ¯ as
λα = Λǫ¯+ Λ′γ3ǫ¯ , λ¯α = Λ¯ǫ+ Λ¯′γ3ǫ , (3.89)
where Λ,Λ′, Λ¯ and Λ¯′ are scalars. Then the boundary conditions can be written as
e−iϕΛ|+ eiϕΛ¯| = 0 , e−iϕΛ′| − eiϕΛ¯′| = 0 . (3.90)
The eigenvalue equation ∆λλ
α = νλα is equivalent to
ivµD(a)µ Λ + v˜
µD(a)µ Λ
′ +
1
ℓ
(Λ + wΛ′) + α(η0)(wΛ− Λ′) = −(ν − iα(σ0))(Λ− wΛ′) , (3.91)
v˜µD(a)µ Λ + iv
µD(a)µ Λ
′ +
1
ℓ
(wΛ+ Λ′) + α(η0)(Λ− wΛ′) = −(ν − iα(σ0))(wΛ− Λ′) , (3.92)
and ∆λ¯λ¯
α = −νλ¯α is equivalent to
v˜µD(a)µ Λ¯ + iv
µD(a)µ Λ¯
′ +
1
ℓ
(wΛ¯− Λ¯′)− α(η0)(Λ¯ + wΛ¯′) = (ν − iα(σ0))(wΛ¯ + Λ¯′) , (3.93)
ivµD(a)µ Λ¯ + v˜
µD(a)µ Λ¯
′ − 1
ℓ
(Λ¯− wΛ¯′) + α(η0)(wΛ¯ + Λ¯′) = −(ν − iα(σ0))(Λ¯ + wΛ¯′) . (3.94)
We can rewrite equations (3.87) and (3.88) into the following forms
−(ν − iα(σ0))[w(w−Λ+ w+Λ¯)− (w−Λ′ − w+Λ¯′)]− ivµD(a)µ (w−Λ′ − w+Λ¯′) = 0 , (3.95)
−i(ν − iα(σ0))[w−Λ− w+Λ¯− w(w−Λ′ + w+Λ¯′)]− iv˜µD(a)µ (w−Λ′ − w+Λ¯′) = 0 , (3.96)
(ν − iα(σ0))(w−Λ + w+Λ¯)− α(η0)(w−Λ′ − w+Λ¯′) = 0 . (3.97)
where w± is defined by (A.20). If we make the ansatz,
Λ = f(θ)ei(m+1)ϕ , Λ′ = g(θ)ei(m+1)ϕ , Λ¯ = f¯(θ)ei(m−1)ϕ , Λ¯′ = g¯(θ)ei(m−1)ϕ , (3.98)
where m is an integer, then (3.95) and (3.97) can be written as
−ℓ(ν − iα(σ0)) cos θ(f + f¯) + [ℓ(ν − iα(σ0)) +m− ℓα(η0)(κ− cos θ)](g − g¯) = 0 , (3.99)
ℓ(ν − iα(σ0))(f + f¯)− ℓα(η0)(g − g¯) = 0 . (3.100)
These lead to
[ℓ(ν − iα(σ0)) +m− κ ℓα(η0)](g − g¯) = 0 . (3.101)
If g − g¯ 6= 0,18 we have
ℓν = iℓα(σ0)−m+ κ ℓα(η0) . (3.102)
18 We can see that, if g − g¯ = 0, there are no consistent solutions with the regularity at θ = 0 and the
boundary conditions at θ = θ0, except the case that ν = iα(σ0), m = 0 and η0 = 0.
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On the other hand, because (3.96) should be consistent with (3.91) and (3.94), we obtain a
relation
(−m+ κ ℓα(η0))(f − f¯) = ℓα(η0)(g + g¯) . (3.103)
Thus, we obtain the following relations:
(−m+ κ ℓα(η0))f = ℓα(η0)g , (3.104)
(−m+ κ ℓα(η0))f¯ = −ℓα(η0)g¯ . (3.105)
From the remaining conditions, g(θ) should satisfy
sin θ ∂θg + [(m+ 1− κ ℓα(η0)) cos θ + ℓα(η0)]g = 0 , (3.106)
and g¯(θ) should satisfy
sin θ ∂θg¯ + [(−m+ 1 + κ ℓα(η0)) cos θ − ℓα(η0)]g¯ = 0 . (3.107)
One can show that general solutions of these differential equations are given by
g(θ) = C1(−m+ κ ℓα(η0))
(
sin
θ
2
)(κ−1)ℓα(η0)(
cos
θ
2
)(κ+1)ℓα(η0)
sin−m−1 θ , (3.108)
g¯(θ) = C2(−m+ κ ℓα(η0))
(
sin
θ
2
)−(κ−1)ℓα(η0)(
cos
θ
2
)−(κ+1)ℓα(η0)
sinm−1 θ . (3.109)
In the case where θ0 < π, taking account of the regularity of fermionic eigenmodes at θ = 0
and the boundary condition (3.90), it is needed that m = 0 and
C1
(
cos
θ0
2
)2ℓα(η0) − C2 (cos θ0
2
)−2ℓα(η0)
= 0 . (3.110)
Therefore, the eigenvalue is given by
ℓν = iℓα(σ0) + ℓα(η0) . (3.111)
For the special case that θ0 = π, there are the following solutions:
C2 = 0 ,
ℓν = iℓα(σ0)−m+ ℓα(η0) ,
{
m ≤ 0 for 2ℓα(η0) ≥ 2
m ≤ 2ℓα(η0)− 2 for 2ℓα(η0) ≤ 1
(3.112)
or
C1 = 0 ,
ℓν = iℓα(σ0)−m+ ℓα(η0) ,
{
m ≥ 0 for 2ℓα(η0) ≤ −2
m > 2ℓα(η0) + 1 for 2ℓα(η0) ≥ −1
(3.113)
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In the case for S2, there are solutions:
C2 = 0 ,
ℓν =
{
iℓα(σ0)−m+ |ℓα(η0)| for ℓα(η0) 6= 0
iℓα(σ0)−m+ 1 for ℓα(η0) = 0
(m ≤ 0) (3.114)
or
C1 = 0 ,
ℓν =
{
iℓα(σ0)−m− |ℓα(η0)| for ℓα(η0) 6= 0
iℓα(σ0)−m− 1 for ℓα(η0) = 0
(m ≥ 0) (3.115)
Therefore, up to an overall constant, the 1-loop factor for the vector multiplet is given
by
Z1−loopvector =
∏
α∈∆+
(iα(σ0) + α(η0)) , (3.116)
for θ0 < π . For θ0 = π, the 1-loop factor is
Z1−loopvector =
∏
α∈∆+
∏
{ℓα(η0),m}∈Df
(iℓα(σ0)−m+ ℓα(η0))
×
∏
α∈∆+
∏
{ℓα(η0),m}∈Db
(iℓα(σ0)−m+ ℓα(η0))−1
=
∏
α∈∆+, |2ℓα(η0)|≥2
(iℓα(σ0) + ℓα(η0)) , (3.117)
where
Df = {{2ℓα(η0) ≥ 2, m ≤ 0 } ∪ {2ℓα(η0) ≤ 1, m ≤ 2ℓα(η0)− 2 }
∪{2ℓα(η0) ≤ −2, m ≥ 0 } ∪ {2ℓα(η0) ≥ −1, m ≥ 2ℓα(η0) + 2 }}, (3.118)
and
Db = {{2ℓα(η0) ≥ 1, m ≤ −1 } ∪ {2ℓα(η0) ≤ 0, m ≤ 2ℓα(η0)− 2 }
∪{2ℓα(η0) ≤ −1, m ≥ 1 } ∪ {2ℓα(η0) ≥ 0, m ≥ 2ℓα(η0) + 2 }}. (3.119)
For S2, the 1-loop factor is given by
Z1−loopvector =
∏
α∈∆+, α(η0)=0
∏
m≥0
(ℓ2α(σ0)
2 + (m+ 1)2)
∏
α∈∆+, α(η0)6=0
∏
m≥0
(ℓ2α(σ0)
2 + (m+ |ℓα(η0)|)2)
×
∏
α∈∆+
∏
m≥1
(ℓ2α(σ0)
2 + (m+ |ℓα(η0)|)2)−1
=
∏
α∈∆+, α(η0)6=0
(ℓ2α(σ0)
2 + ℓ2α(η0)
2) , (3.120)
The result for S2 is same as [13, 14].
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3.4.2. Chiral multiplet
Next let us consider the 1-loop determinant for the chiral multiplet.
Expanding fields around the saddle point and leaving only the quadratic terms, we have
t
∫
d2x
√
g δVchiral =
∫
d2x
√
gLreg +O(t−1/2) , (3.121)
where
Lreg = φ¯∆φ φ+ ψ¯∆ψ ψ , (3.122)
∆φ = −D(a)µ D(a)µ + σ20 + η20 + i
q − 1
ℓ
σ0 − q(q − 2)
4ℓ2
, (3.123)
∆ψ = −iγµD(a)µ + iσ0 − η0γ3 −
q
2ℓ
. (3.124)
Hence, to evaluate the 1-loop determinant, we consider the eigenvalue problems for ∆φ and
∆ψ. Hereafter, we set β = iσ0 − (q − 1)/2ℓ .
We can see that there are partial cancellations in the 1-loop factor between the con-
tributions from the bosonic and fermionic eigenmodes. Let ψ be a fermionic eigenmode:
∆ψψ = ν ψ. Then, if we define φ1 ≡ ǫ¯ψ, we find that φ1 is a scalar eigenmode : ∆φφ1 =
ν(ν − 2β)φ1 . On the other hand, using a scalar eigenmode (∆φφ =M2φ), we define
ψ± ≡
(
ν± − β + 1
2ℓ
)
ǫφ− iγµǫD(a)µ φ− η0γ3ǫφ , (3.125)
where ν± ≡ β ±
√
M2 + β2 . Then, we find that
∆ψψ± = ν± ψ± . (3.126)
Note that φ1 and ψ± satisfy the boundary conditions (3.18).
Unpaired eigenmodes
We consider the unpaired fermionic eigenmode. If φ1(≡ ǫ¯ψ) = 0, ψ can be written as
ψ = ǫ¯Ψ, where Ψ is a scalar function on which any boundary condition is not imposed.
Since ψ is a fermionic eigenmode, ∆ψψ = ν ψ, we have
ivµD(a)µ Ψ =
(
ν − β − 1
2ℓ
− w η0
)
Ψ , (3.127)
v˜µD(a)µ Ψ =
[
w
(
ν − β − 1
2ℓ
)
− η0
]
Ψ . (3.128)
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Therefore, we obtain the solutions:
Ψ ∝
(
sin
θ
2
)(κ−1)ℓη0(
cos
θ
2
)(κ+1)ℓη0
sinm θ e−imϕ , (3.129)
where m is an integer. The corresponding eigenvalues for weights ρ are given by
ν = iρ(σ0)− q − 2
2ℓ
+ ρ(η0) +
m
ℓ
(m ≥ 0) , (3.130)
in the case where θ0 < π , and
ν = iρ(σ0)− q − 2
2ℓ
+ ρ(η0) +
m
ℓ
,
{
m ≥ 0 for ℓρ(η0) ≥ 0
m ≥ −2 ℓρ(η0) for ℓρ(η0) ≤ 0
, (3.131)
in the case where θ0 = π , and
ν = iρ(σ0)− q − 2
2ℓ
+ |ρ(η0)|+ m
ℓ
(m ≥ 0) , (3.132)
for S2 .
On the other hand, the unpaired bosonic eigenmodes, ∆φφ = M
2φ, should satisfy(
ν − β + 1
2ℓ
)
ǫφ− iγµǫD(a)µ φ− η0γ3ǫφ = 0 (ν(ν − 2β) =M2) , (3.133)
which is equivalent to
ivµD(a)µ φ =
(
ν − β + 1
2ℓ
− w η0
)
φ , (3.134)
v˜µD(a)µ φ = −
[
w
(
ν − β + 1
2ℓ
)
− η0
]
φ . (3.135)
It can be easily checked that these equations lead to ∆φφ =M
2φ . In the case where θ0 < π ,
there is no nontrivial solution which satisfies equation (3.135) and the boundary condition
φ| = 0 simultaneously. In the case where θ0 = π and the case for S2 , we obtain the solutions
φ ∝
(
sin
θ
2
)−(κ−1)ℓη0(
cos
θ
2
)−(κ+1)ℓη0
sinm θ eimϕ . (3.136)
The corresponding eigenvalues are given by
ν = iρ(σ0)− q
2ℓ
+ ρ(η0)− m
ℓ
,
{
m ≥ 2 ℓρ(η0) + 1 for ℓρ(η0) ≥ 0
m ≥ 0 for ℓρ(η0) < 0
, (3.137)
for θ0 = π , and
ν = iρ(σ0)− q
2ℓ
− |ρ(η0)| − m
ℓ
(m ≥ 0) , (3.138)
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for S2 .
Therefore, up to an overall constant, the 1-loop determinant for the chiral multiplet is
given by
Z1−loopchiral =
∏
ρ
∏
m≥0
(
iℓρ(σ0)− q
2
+ ℓρ(η0) +m+ 1
)
, (3.139)
for θ0 < π. For the special case that θ0 = π, we obtain
19
Z1−loopchiral =
∏
ρ∈ρ+
( ∏
m≥0
(
iℓρ(σ0)− q2 + ℓρ(η0) +m+ 1
)
∏
m≥2ℓρ(η0)+1
(
−iℓρ(σ0) + q2 − ℓρ(η0) +m
)
)
×
∏
ρ∈ρ
−
(∏
m≥−2ℓρ(η0)
(
iℓρ(σ0)− q2 + ℓρ(η0) +m+ 1
)
∏
m≥0
(
−iℓρ(σ0) + q2 − ℓρ(η0) +m
)
)
. (3.140)
For S2, the 1-loop factor is given by
Z1−loopchiral =
∏
ρ
∏
m≥0
(
iℓρ(σ0)− q2 + |ℓρ(η0)|+m+ 1
)
∏
m≥0
(
−iℓρ(σ0) + q2 + |ℓρ(η0)|+m
) . (3.141)
The result for S2 is same as [13, 14].
3.5. Partition functions and Wilson loops
From what we have obtained, we find that the exact partition function for θ0 < π is given
by
Z = Zclassical Z
1−loop
vector Z
1−loop
chiral , (3.142)
where
Zclassical = e
−i( ζ
ℓ
Trσ0+
Θ
2πℓ
Tr η0)V (θ0), (3.143)
where σ0 and η0 were fixed at the boundary and V (θ0) is the volume of the manifold we
consider: V (θ0) = 2π(1− cos θ0)ℓ2.
The supersymmetric Wilson loop operator is given by the following form
WR =
1
dimR
TrR P exp
(∮
θ=θ1
dϕ(iAϕ + ℓ(−σ1 + i cos θσ2)
)
, (3.144)
19 ρ+ (or ρ−) means the set of weight vectors such that ρ(η0) ≥ 0 (or ρ(η0) < 0).
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where R is a representation of the gauge group, and P represents path-ordering and its path is
given by θ = θ1, (0 < θ1 < θ0). This operator is actually invariant under the supersymmetry
transformation generated by the Killing spinors (3.20). Thus, we find that the expectation
value of the supersymmetric Wilson loop is exactly
〈WR〉 = 1
dimR
TrR exp
(
2π(iℓη0 − ℓσ0)
)
. (3.145)
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A. Notations and useful formulas
In this Appendix, we will explain the notations used in the paper and summarize some useful
formulas.
Indices We use the following conventions for indices:
coordinate indices µ, ν, · · ·
tangent space indices a, b, · · ·
spinor indices α, β, · · ·
Gamma matrices In this paper, we take gamma matrices as
γ1 =
(
0 1
1 0
)
, γ2 =
(
0 −i
i 0
)
, γ3 =
(
1 0
0 −1
)
. (A.1)
Spinors For both the three and two dimensional theories, we use the two-components
Dirac spinors. The spinor-bi-linears are defined as
ǫ¯λ ≡ ǫ¯αλα ≡ Cαβ ǫ¯αλβ , (A.2)
ǫ¯γaλ ≡ ǫ¯α(γa)αβλβ , (A.3)
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where Cαβ is the antisymmetric matrix (C12 = −C21 = 1). It is easy to check that
ǫ¯λ = λǫ¯ , ǫ¯γaλ = −λγaǫ¯ , (A.4)
for Grassmann odd spinors.
Useful formulas in 3D The Fierz identity for Grassmann odd spinors in 3D:
(ηλ)(ǫψ) = −1
2
(ηǫ)(λψ) +
1
2
(ηγµǫ)(λγµψ) . (A.5)
Grassmann even positive Killing spinors on S3 are spanned by
ǫ =
1√
2
(
−e− i2 (ϕ−χ−θ)
e−
i
2
(ϕ−χ+θ)
)
and ǫ¯ =
1√
2
(
e
i
2
(ϕ−χ+θ)
e
i
2
(ϕ−χ−θ)
)
. (A.6)
The bi-linears of these Grassmann even spinors are given by
ǫ¯ǫ = 1 , va ≡ ǫ¯γaǫ = (− cos θ, sin θ, 0) , (A.7)
va+ ≡ ǫγaǫ = (i sin θ, i cos θ, 1)e−i(ϕ−χ) , (A.8)
va− ≡ ǫ¯γaǫ¯ = (i sin θ, i cos θ,−1)e+i(ϕ−χ) , (A.9)
We summarize some useful formulas for the above Killing spinors and Killing vectors:
vµγ
µǫ = ǫ , v+µ γ
µǫ = 0 , v−µ γ
µǫ = 2ǫ¯ , (A.10)
vµǫ¯γ
µ = ǫ¯ , v+µ ǫ¯γ
µ = 2ǫ , v−µ ǫ¯γ
µ = 0 , (A.11)
vµvµ = 1 , v
µ
+v
−
µ = −2 , εabcvbvc± = ∓i v±a , εabcvb+vc− = 2i va , (A.12)
Dµv
X
ν =
1
ℓ
εµνρv
ρ
X (X = no mark,+,−) , (A.13)
gµν = vµvν − 1
2
(vµ+v
ν
− + v
µ
−v
ν
+) , (A.14)
and formulas for an arbitrary scalar function Y :
[vµ+D
(a)
µ , v
ν
−D
(a)
ν ]Y = −
4i
ℓ
vµD(a)µ Y , [v
µD(a)µ , v
ν
±D
(a)
ν ]Y = ±
2i
ℓ
vµ±D
(a)
µ Y , (A.15)
D(a)µD(a)µ Y = v
µD(a)µ (v
νD(a)ν Y )−
1
2
vµ+D
(a)
µ (v
ν
−D
(a)
ν Y )−
1
2
vµ−D
(a)
µ (v
ν
+D
(a)
ν Y ) (A.16)
= vµD(a)µ (v
νD(a)ν Y )− vµ−D(a)µ (vν+D(a)ν Y ) +
2i
ℓ
vµD(a)µ Y , (A.17)
where D
(a)
µ Y ≡ (∇µ − iaµ)Y and aµ is a background gauge field which satisfies F (a)µν ≡
∇µaν −∇νaµ − i[aµ, aν ] = 0 .
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Useful formulas in 2D The Fierz identity for Grassmann odd spinors in 2D is given by
(ηλ)(ǫψ) = −1
2
(ηǫ)(λψ) +
1
2
(ηγ3ǫ)(λγ3ψ) +
1
2
(ηγµǫ)(λγµψ) . (A.18)
Any Grassmann even positive Killing spinor on S2 can be spanned by
ǫ = ei
ϕ
2
(
i cos θ
2
− sin θ
2
)
and ǫ¯ = e−i
ϕ
2
(
− sin θ
2
i cos θ
2
)
. (A.19)
We can compute the bi-linears of these Grassmann even spinors:
ǫ¯ǫ = 1 , w ≡ ǫ¯γ3ǫ = cos θ ,
vµ ≡ ǫ¯γµǫ = (0, 1/ℓ) , v˜µ ≡ εµνvν = (sin θ/ℓ, 0) ,
vµ+ ≡ ǫγµǫ = −
eiϕ
sin θ
(v˜µ + i w vµ) , vµ− ≡ ǫ¯γµǫ¯ =
e−iϕ
sin θ
(v˜µ − i w vµ) ,
w+ ≡ ǫγ3ǫ = i eiϕ sin θ , w− ≡ ǫ¯γ3ǫ¯ = i e−iϕ sin θ .
(A.20)
We summarize some useful formulas for the above Killing spinors and their bi-linears:
vµvµ = v˜
µv˜µ = sin
2 θ = 1− w2 , vµ±vµ = −ww± , vµ±v˜µ = ±i w± ,
Dµvν =
1
ℓ
εµνw , Dµv˜ν =
1
ℓ
gµνw , Dµw = −1
ℓ
εµνv
ν = −1
ℓ
v˜µ ,
vµγµǫ+ wγ
3ǫ = ǫ , vµγµǫ¯+ wγ
3ǫ¯ = −ǫ¯ , v˜µγµǫ = −iw+ǫ¯ , v˜µγµǫ¯ = −iw−ǫ ,
∗D(a) ∗D(a)Y = 1
1− w2 [v
µD(a)µ (v
νD(a)ν Y ) + v˜
µD(a)µ (v˜
νD(a)ν Y )] ,
(A.21)
where Y is an arbitrary scalar function and D
(a)
µ Y ≡ (∇µ − iaµ)Y and aµ is a background
gauge field.
B. Supersymmetry variations
In this Appendix, we confirm that the supersymmetry variations of actions can be written
by surface terms which vanish by imposing the boundary conditions.
Three-dimensional theories We summarize the variation of the actions under the su-
persymmetry transformations (2.9)-(2.10), where we assume that SUSY parameters, ǫ, ǫ¯, are
positive Killing spinors.
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Yang-Mills Lagrangian:
δLYM = 1
4
TrDµ
[1
2
εµνρFνρ(λ¯ǫ+ λǫ¯) +Dνσ(λ¯γ
µνǫ− λγµν ǫ¯)
+ iF µν(λ¯γνǫ+ λγν ǫ¯)−Dµσ(λ¯ǫ− λǫ¯)− i(D + σ/ℓ)(λ¯γµǫ− λγµǫ¯)
]
.
(B.1)
Chern-Simons term:
δLCS = − i
2
TrDµ[ε
µνρAν(λ¯γρǫ+ λγρǫ¯) + 2σ(λ¯γ
µǫ− λγµǫ¯)] . (B.2)
FI term:
δLFI = ζ
2πℓ
TrDµ(λ¯γ
µǫ− λγµǫ¯) . (B.3)
The matter kinetic terms:
δLmat = 1
2
Dµ
(
ψ¯ǫDµφ− ψ¯γµνǫDνφ+ iF¯ ǫγµψ + φ¯λ¯γµǫφ− ψ¯γµǫ σφ− iq
ℓ
ψ¯γµǫ φ
+Dµφ¯ ǫ¯ψ +Dν φ¯ ǫ¯γ
µνψ − iψ¯γµǫ¯ F − φ¯λγµǫ¯φ+ φ¯ σǫ¯γµψ + iq
ℓ
φ¯ ǫ¯γµψ
)
.
(B.4)
Therefore, the supersymmetry variations of actions can be written by surface terms, and
actually they vanish if we assume that the Killing spinors satisfy the relations (2.19) and
(2.21) and the fields satisfy the boundary conditions (2.16)-(2.18) and (2.20).
Two-dimensional theories We summarize the variation of the actions under the super-
symmetry transformations (3.9)-(3.10), where we assume that SUSY parameters, ǫ and ǫ¯,
are positive Killing spinors.
Yang-Mills Lagrangian:
δLYM = 1
4
TrDµ[−(F12 − σ2/ℓ)(λ¯γµγ3ǫ+ λγµγ3ǫ¯) + i[σ1, σ2](λ¯γµγ3ǫ− λγµγ3ǫ¯)
+Dνσ1(λ¯γ
µνǫ− λγµν ǫ¯)− iDνσ2(λ¯γµνγ3ǫ+ λγµνγ3ǫ¯)
−Dµσ1(λ¯ǫ− λǫ¯) + iDµσ2(λ¯γ3ǫ− λγ3ǫ¯)− i(D + σ1/ℓ)(λ¯γµǫ− λγµǫ¯)] .
(B.5)
FI term:
δLFI = −TrDµ
[ζ
2
(λ¯γµǫ− λγµǫ¯) + Θ
4π
εµν(λ¯γνǫ+ λγν ǫ¯)
]
. (B.6)
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The matter kinetic terms:
δLmat = 1
2
Dµ
(
ψ¯ǫDµφ− ψ¯γµνǫDνφ+ iF¯ ǫγµψ
+ φ¯λ¯γµǫφ− ψ¯γµǫ σ1φ+ iψ¯γµγ3ǫ σ2φ− i q
2ℓ
ψ¯γµǫ φ
+Dµφ¯ ǫ¯ψ +Dνφ¯ ǫ¯γ
µνψ − iψ¯γµǫ¯ F
− φ¯λγµǫ¯φ+ φ¯ σ1ǫ¯γµψ − iφ¯ σ2ǫ¯γ3γµψ + i q
2ℓ
φ¯ ǫ¯γµψ
)
. (B.7)
Therefore, the supersymmetry variations of actions can be written by surface terms, and
actually they vanish if we assume that the Killing spinors satisfy the conditions (3.19) and
the bulk fields satisfy the boundary conditions (3.14)-(3.18).
C. Cancellations in the 1-loop factor
In this Appendix, we will show how the cancellations in the 1-loop factor for the chiral
multiplet in the 3D SUSY gauge theories occur more precisely. We can see that
0 = [∆φ, hφ] = [∆φ, v
µ
±Dµ], (C.1)
0 = [∆ψ, hψ] = [∆ψ, v
µ
±Dµ], (C.2)
[hφ, v
µ
±Dµ] = ∓2vµ±Dµ, (C.3)
where hφ/ℓ ≡ ivµDµ and hψ/ℓ ≡ ivµDµ − 12ℓvµγµ. Thus, the eigenmodes ∆ can be chosen
as the eigenmodes of h. We can easily see that hψǫ = −ǫ, hψ ǫ¯ = ǫ¯ and hφei(mϕ−nχ) =
(m + n)ei(mϕ−nχ). Thus, for ψ with hψψ = h(ψ)ψ, we have hφφ1 = (h(ψ) + 1)φ1 where
φ1 = ǫ¯ψ. On the other hand, for φ with hφφ = h(φ)φ, we have hψψ± = (h(φ)− 1)ψ± where
ψ± ≡
(
ν± − ω + 1ℓ
)
ǫφ− iγµǫD(a)µ φ where ν± ≡ ω ±
√
M2 + ω2 with ∆φφ =M
2φ.
If we construct ψ+ from a φ1 corresponding to an eigenmode ψ with the eigenvalue ν,
we can show that
ψ+ = (h(ψ)/ℓ+ w − ν)ψ, (C.4)
which is proportional to the original ψ except h(ψ)/ℓ + w − ν = 0. We can see that the
eigenmode with h(ψ)/ℓ = −w + ν are the “lowest” modes for h with fixed ∆.
Conversely, if we construct φ1 from a ψ± corresponding to an eigenmode φ with the
eigenvalue M2 = ν(ν − 2w), we can show that
φ1 = (±(ν − w) + 1/ℓ− h(φ)/ℓ)φ, (C.5)
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which is proportional to the original φ except ±(ν − w) + 1/ℓ− h(φ)/ℓ = 0. Therefore, the
unpaired modes are the lowest and highest modes for h of ψ and φ, respectively. (For φ¯ and
ψ¯, we can also show the same conclusion.) This conclusion is, of course, consistent with the
discussions in section 2.
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