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Abstract
Many unsupervised kernel methods rely on the estimation of the kernel covari-
ance operator (kernel CO) or kernel cross-covariance operator (kernel CCO).
Both kernel CO and kernel CCO are sensitive to contaminated data, even when
bounded positive definite kernels are used. To the best of our knowledge, there
are few well-founded robust kernel methods for statistical unsupervised learning.
In addition, while the influence function (IF) of an estimator can characterize
its robustness, asymptotic properties and standard error, the IF of a standard
kernel canonical correlation analysis (standard kernel CCA) has not been de-
rived yet. To fill this gap, we first propose a robust kernel covariance operator
(robust kernel CO) and a robust kernel cross-covariance operator (robust ker-
nel CCO) based on a generalized loss function instead of the quadratic loss
function. Second, we derive the IF for robust kernel CCO and standard kernel
CCA. Using the IF of the standard kernel CCA, we can detect influential ob-
servations from two sets of data. Finally, we propose a method based on the
robust kernel CO and the robust kernel CCO, called robust kernel CCA,
which is less sensitive to noise than the standard kernel CCA. The introduced
principles can also be applied to many other kernel methods involving kernel
CO or kernel CCO. Our experiments on synthesized data and imaging genetics
analysis demonstrate that the proposed IF of standard kernel CCA can identify
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outliers. It is also seen that the proposed robust kernel CCA method performs
better for ideal and contaminated data than the standard kernel CCA.
Keywords: Robustness, Influence function, Kernel (coss-) covariance
operator, Kernel methods, and Imaging genetics analysis.
1. Introduction
To accelerate the analysis of complex data, kernel based methods (i.e., the
support vector machine, kernel ridge regression, multiple kernel learning, kernel
dimension reduction in regression, and so on) have proved to be powerful tech-
niques and have been actively studied over the last two decades due to their
many flexibilities [1, 2, 3, 4, 5, 6]. Examples of unsupervised kernel methods
include kernel principal component analysis (kernel PCA), kernel canonical cor-
relation analysis (standard kernel CCA), and weighted multiple kernel CCA
[7, 8, 9, 10, 11]. These methods have been extensively studied for decades in
the use of unsupervised kernel methods. However, all of these approaches are
not robust and are sensitive to the contaminated model. This paper introduces
the robust kernel covariance operator (kernel CO) and kernel cross-covariance
operator (kernel CCO) for unsupervised kernel methods such as kernel CCA.
Although many researchers have been studying the robustness issue in a
supervised learning setting (e.g., the support vector machine for classification
and regression [12, 13, 14]) there are generally few well-founded robust methods
for kernel unsupervised learning. The robustness is an important and challeng-
ing issue in using statistical machine learning for multiple source data analysis.
This is because outliers often occur in real data, which can wreak havoc when
used in statistical machine learning methods. Since 1960s, many robust meth-
ods, which are less sensitive to outliers, have been developed to overcome this
problem. The objective of robust statistics is to use the methods from the bulk
of the data and detect the deviations from the original patterns [15, 16].
Recently, in the field of kernel methods, a robust kernel density estimator
(robust kernel DE) based on robust kernel mean elements (robust kernel ME)
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has been proposed by [17], which is less sensitive to outliers than the kernel
density estimator. Robust kernel DE is computed using a kernelized iteratively
re-weighted least squares (KIRWLS) algorithm in a reproducing kernel Hilbert
space (RKHS). In addition, two spatial robust kernel PCA methods have been
proposed based on the weighted eigenvalue decomposition [18] and spherical
kernel PCA [19], showing that the influence function (IF) of kernel PCA, a well-
known measure of robustness, can be arbitrarily large for unbounded kernels.
The kernel methods explicitly or implicitly depend on the kernel CO or the
kernel CCO. These operators are among the most useful tools in unsupervised
kernel methods but have not yet been robustified. This paper shows that they
can be formulated as an empirical optimization problem to achieve robustness by
combining empirical optimization problems with the idea of Huber or Hampel on
the M-estimation model [15, 16]. The robust kernel CO and robust kernel
CCO can be computed efficiently via a KIRWLS algorithm.
In the past decade, CCA with a positive definite kernel has been proposed
and is called standard kernel CCA. Several of its variants have also been
proposed [20, 21, 22, 23]. Due to the use of simple eigen decomposition, they
are still a well-used method for multiple source data analysis. An empirical
comparison and sensitivity analysis for robust linear CCA and standard kernel
CCA have also been discussed, which give a similar interpretation as kernel PCA
but without any robustness measure (e.g., IF of standard kernel CCA) [24]. In
addition, the author in [25] has proposed the IF of canonical correlation and
canonical vectors of linear CCA. While the IF of an estimator can characterize
its robustness, asymptotic properties and standard error, the IF of standard
kernel CCA has not yet been proposed. In addition, a robust kernel CCA has
not yet been studied. All of these considerations provide motivation to study
the IF of kernel CCA and the robust kernel CCA in unsupervised learning.
The contribution of this paper is fourfold. First, we propose a robust kernel
CO and robust kernel CCO based on a generalized loss function instead of the
quadratic loss function. Second, we propose the IF of standard kernel CCA:
kernel canonical correlation (kernel CC) and kernel canonical variates (kernel
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CV). Third, we propose a method for detecting the influential observations from
multiple sets of data, by proposing a visualization method using the IF of ker-
nel CCA. Finally, we propose a method based on robust kernel CO and robust
kernel CCO, called robust kernel CCA, which is less sensitive than standard
kernel CCA. Experiments on both synthesized data and imaging genetics anal-
ysis demonstrate that the proposed visualization and robust kernel CCA can be
applied effectively to ideal and contaminated data.
The remainder of this paper is organized as follows. In the following section,
we provide a brief review of positive definite kernel, kernel ME, robust kernel
ME and kernel CCO. In Section 3 we present the definition, representer theorem,
KIRWLS convergence, and a algorithm of robust kernel CCO. In Section 4, we
discuss the basic notion of the IF, the IF of kernel ME, kernel CO, kernel CCO
and robust kernel CCO. After a brief review of standard kernel CCA in Section
5.1, we propose the IF of standard kernel CCA (kernel CC and kernel CV)
and the robust kernel CCA in Section 5.2 and in Section 5.3, respectively. In
Section 6, we describe experiments conducted on both synthesized data and real
imaging genetics analysis. In Section 7, concluding remarks and future research
directions are presented. In the appendix, we discuss the detailed results.
2. Standard and robust kernel (cross-) covariance operator
The kernel ME, kernel CO, and kernel CCO with positive definite kernel
have been extensively applied to nonparametric statistical inference through
representing distributions in the form of means and covariance in the RKHS
[26, 27, 28, 17, 29]. To define the kernel ME, robust kernel ME, kernel CO
and kernel CCO, we need the basic notions of positive definite kernels and
Reproducing kernel Hilbert space (RKHS), which are briefly addressed in the
following [30, 31, 32].
2.1. Basic notion of kernel methods
Let FX , FY and FXY be probability measures on the given nonempty sets
X , Y and X ×Y, respectively, such that FX and FY are the marginals of FXY .
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Also let X1, X2, . . . , Xn; Y1, Y2, . . . , Yn and (X1, Y1), (X2, Y2), . . . , (Xn, Yn) be
the independent and identically distributed (IID) samples from the distribu-
tion FX , FY and FXY , respectively. A symmetric kernel, k(·, ·) : X × X → R,
defined on a space is called a positive definite kernel if the Gram matrix
(k(Xi, Xj))ij is positive semi-definite for all i, j ∈ {1, 2, · · · , n}. A RKHS is
a Hilbert space with a reproducing kernel whose span is dense in the Hilbert
space. We can equivalently define an RKHS as a Hilbert space of functions with
all evaluation functionals bounded and linear. The Moore-Aronszajn theorem
states that every symmetric, positive definite kernel defines a unique reproduc-
ing kernel Hilbert space [30]. The feature map is a mapping Φ : x → HX
and defined as Φ(·) = k(·, x), ∀x ∈ X ). The vector Φ(x) ∈ HX is called a
feature vector. The inner product of two feature vectors can be defined as
〈Φ(x),Φ(x′)〉HX = k(x, x
′) for all x, x′ ∈ X . This is called the kernel trick.
By the reproducing property, f(x) = 〈f(·), k(·, x)〉HX , with f ∈ HX and the
kernel trick, the kernel can evaluate the inner product of any two feature vectors
efficiently, without knowing an explicit form of either the feature map or the
feature vector. Another great advantage is that the computational cost does
not depend on the dimension of the original space after computing the Gram
matrices [33, 10].
2.2. Standard kernel mean element
Let kX be a measurable positive definite kernel on X with EX [
√
k(X,X)] <
∞. The kernel mean, MX , of X on HX is an element of HX and is defined
by the mean of the HX -valued random variable kX(·, X),
MX(·) = EX [kX(·, X)].
The kernel mean always exists with arbitrary probability under the assumption
that positive definite kernels are bounded and measurable. By the reproducing
property, the kernel ME satisfies the following equality
〈MX , f〉HX = 〈EX [kX(·, X)], f〉HX = EX〈kX(·, X), f〉HX = EX [f(X)],
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for all f ∈ HX .
The empirical kernel ME, M̂X =
1
n
∑n
i=1Φ(Xi) =
1
n
∑n
i=1 kX(·, Xi) is an
element of the RKHS,
〈M̂X , f〉HX = 〈
1
n
n∑
i=1
kX(·, Xi), f〉 =
1
n
n∑
i=1
f(Xi).
The empirical kernel ME of the feature vectors Φ(Xi) can be regarded as a
solution to the empirical risk optimization problem [17]
M̂X = argmin
f∈HX
n∑
i=1
‖Φ(Xi)− f‖
2
HX . (1)
2.3. Robust kernel mean element
As explained in Section 2.2, the kernel ME is the solution to the empirical
risk optimization problem, which is a least square type of estimator. This type
of estimator is sensitive to the presence of outliers in the feature, Φ(X). To
reduce the effect of outliers, we can use M -estimation. In recent years, the
robust kernel ME has been proposed for density estimation [17]. The robust
kernel ME, based on a robust loss function ζ(t) on t ≥ 0, is defined as
M̂R = argmin
f∈HX
n∑
i=1
ζ(‖Φ(Xi)− f‖HX ). (2)
Examples of robust loss functions include Huber’s loss function, Hampel’s loss
function, or Tukey’s biweight loss function. Unlike the quadratic loss function,
the derivative of these loss functions are bounded [15, 34, 35]. The Huber’s
function, a hybrid approach between squared and absolute error losses, is defined
as:
ζ(t) =
t
2/2, 0 ≤ t ≤ c
ct− c2/2, c ≤ t,
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where c (c > 0) is a tuning parameter. The Hampel’s loss function is defined
as:
ζ(t) =

t2/2, 0 ≤ t ≤ c1
c1t− c21/2, c1 ≤ t < c2
− c12(c3−c2) (t− c3)
2 + c1(c2+c3−c1)2 , c2 ≤ t < c3
c1(c2+c3−c1)
2 , c3 ≤ t,
where the non-negative free parameters c1 < c2 < c3 allow us to control the
degree of suppression of large errors. The Tukey’s biweight loss functions is
defined as:
ζ(t) =
1− (1− (t/c)
2)3, 0 ≤ t ≤ c
1, c ≤ t,
where c > 0.
The basic assumptions of the loss functions are; (i) ζ is non-decreasing,
ζ(0) = 0 and ζ(t)/t → 0 as t → 0, (ii) ϕ(t) = ζ
′(t)
t exists and is finite, where
ζ′(t) is the derivative of ζ(t), (iii) ζ′(t) and ϕ(t) are continuous, and bounded,
and (iv) ϕ(t) is Lipschitz continuous. All of these assumptions hold for Huber’s
loss function as well as others [17]. Figure 1 presents the family of loss functions,
ζ(t), ζ′(t), ϕ(t), and ζ′′(t) (second derivative of ζ(t)).
Essentially Eq. (2) does not have a closed form solution, but using KIRWLS,
the solution of robust kernel mean is,
M̂
(h)
R =
n∑
i=1
w
(h−1)
i kX(·, Xi),
where w
(h)
i =
ϕ(‖Φ˜(Xi)−f
(h)‖HX )∑
n
b=1 ϕ(‖Φ(Xb)−f
(h)‖HX )
, andϕ(x) = ζ
′(x)
x .
Given the weights of the robust kernel ME, w = [w1, w2, · · · , wn]T , of a
set of observations Xi, · · · , Xn, the points Φ˜(Xi) := Φ(Xi) −
∑n
a=1 waΦ(Xa)
are centered and the centered robust Gram matrix is K˜ij = 〈Φ˜(Xi), Φ˜(Xj)〉 =
(CKXC
T )ij , whereKX = (kX(Xi, Xj))
n
i=1 is a Grammatrix, 1n = [11, 12, · · · , 1n]
T
and C = I − 1nwT . For a set of test points Xt1, X
t
2, · · · , X
t
T , we define two
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Figure 1: Family of loss functions (a) Quadratic loss (b) Huber’s loss (c) Hampel’s loss and
(d) Tukey’s loss.
matrices of order T × n as Ktestij = 〈Φ(X
t
i ),Φ(Xj)〉 and K˜
test
ij = 〈Φ(X
t
i ) −∑n
b=1 wbΦ(Xb),Φ(Xj)−
∑n
d=1 wdΦ(Xb)〉. Like the centered Gram matrix, the
centered robust Gram matrix of test points, Ktestij , in terms of the robust Gram
matrix and 1t = [11, 12, · · · , 1t]
T is defined as,
K˜testij = (K
test − 1tw
TK−Ktestw1Tn + 1tw
TKw1Tn )ij
2.4. Standard kernel (cross-) covariance operator
In this section we study the covariance of two random feature vectors kX(·, X)
and kY (·, Y ). As for the standard random vectors, the notion of kernel covari-
ance is useful as the basis in describing the statistical dependence among two
or more variables.
Let (X ,BX) and (Y,BY ) be two measurable spaces and (X,Y ) be a random
variable on X ×Y with distribution FXY . The kernel CCO (centered) is a linear
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operator ΣXY := HY → HX defined as
ΣXY = EXY [Φ˜(X)⊗ Φ˜(Y )],
where Φ˜(·) = Φ(·) − E[Φ(·)] and ⊗ is a tensor product operator ((a1 ⊗ b1)x =
〈x, b1〉a1 and 〈a1⊗a2, b1⊗b2〉H12 = 〈a1, b1〉H1〈a2, b2〉H2 , ∀ a1, b1 ∈ H1, anda2, b2 ∈
H2, where H1 and H2 are Hilbert spaces) [36].
Given two kX and kY measurable positive definite kernels with respec-
tive RKHS HX and HY . By the reproducing property, the kernel CCO, with
EX [kX(X,X)] <∞, and EY [kY (Y, Y )] <∞ is satisfied
〈fX ,ΣXY fY 〉HX = 〈fX , EXY [Φ˜(X)⊗ Φ˜(Y )]fY 〉HX
= EXY [〈fX , kX(·, X)−MX〉HX 〈fY , kY (·, Y )−MY 〉HY ]
= EXY [(fX(X)− EX [f(X)])(fY (Y )− EY [f(Y )])]
for all fX ∈ HX and fY ∈ HY . This is a bounded operator. As shown in
Eq. (1), we can define kernel CCO as an empirical risk optimization problem
as follows,
ΣˆXY = argmin
Σ∈HX⊗HY
n∑
i=1
‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ‖
2
HX⊗HY . (3)
The empirical kernel CCO is then
ΣˆXY =
1
n
n∑
i=1
(
kX(·, Xi)−
1
n
n∑
b=1
kX(·, Xb)
)
⊗
(
kY (·, Yd)−
1
n
n∑
d=1
kY (·, Yd)
)
=
1
n
n∑
i=1
k˜X(·, Xi)⊗ k˜Y (·, Yi), (4)
where k˜X and k˜Y are centered kernels. For the special case, when Y is equal to
X , it gives a kernel CO.
3. Robust kernel (cross-) covariance operator
Because a robust kernel ME (see Section 2.3) is used, to reduce the effect
of outliers, we propose to use M -estimation to find a robust sample covariance
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of Φ(X) and Φ(Y ). To do this, we estimate kernel CO and kernel CCO based
on robust loss functions, namely, robust kernel CO and robust kernel CCO,
respectively. Eq. (3) can be written as
Σ̂RXY = argmin
Σ∈HX⊗HY
n∑
i=1
ζ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ‖HX⊗HY ). (5)
3.1. Representation of robust kernel (cross-) covariance operator
In this section, we represent Σ̂RXY as a weighted combination of the product
of two kernels kX(·, Xi)kY (·, Yi). We will also address necessary and sufficient
conditions for the robust kernel CCO. Eq (5) can be reformulated as ΣˆRXY =
argminΣ∈HX⊗HY J(Σ), where
J(Σ) =
n∑
i=1
ζ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ‖HX⊗HY ). (6)
In order to optimize J in a product RKHS, the necessary conditions are char-
acterized through the Gaˆteaux differentials of J . Given a product vector space
X × Y and a function A : X × Y → [−∞,∞], the Gaˆteaux differential of A at
Z = (X,Y ) ∈ X × Y with incremental T ∈ X × Y is defined as
∂A(Z; T ) = lim
ǫ→0
A(Z + ǫT ) + A(Z)
ǫ
.
The Gaˆteaux differential on a probability distribution is also defined in Section
4.
Based on the optimality principle [37], the Gaˆteaux differential is well defined
for all T and a necessary condition for A to have a minimum at Z0 = (X0, Y0) ∈
X × Y is that ∂A(Z0; T ) = 0. We can state the following lemma.
Lemma 3.1. Under the assumptions (i) and (ii) the Gaˆteaux differential of the
objective function J at Σ ∈ HX ⊗HY and incremental T ∈ HX ⊗HY is
δJ(Σ, T ) = −〈S(Σ), T 〉HX⊗HY ,
where S : HX ⊗HY → HX ⊗HY is defined as
S(Σ) =
n∑
i=1
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ‖HX⊗HY ) · (Φ˜(Xi)⊗ Φ˜(Yi)− Σ).
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A necessary condition for Σ = Σ̂RXY , robust kernel CCO is S(Σ) = 0.
The key difference of Lemma 3.1 and Lemma 1 of [17] is the RKHS. The latter
lemma is based on a single RKHS HX but the former one is on a product RKHS
HX ×HY . This is a generalization result.
Theorem 3.1. Under the same assumption of Lemma 3.1, the robust kernel
CCO (centered) for any (X,Y ) ∈ X × Y is then
Σ̂RXY (X,Y ) =
n∑
i=1
wik˜(X,Xi)k˜(Y, Yi) (7)
where wi ≥ 0, and
∑n
i=1 wi = 1. Furthermore,
wi ∝ ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ̂RXY ‖HX⊗HY ). (8)
Representer Theorem 3.1 tells us that in the robust loss function, when ϕ is
decreasing the large value of ‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ̂RXY ‖HX⊗HY , wi will be small.
Therefore, the robust kernel CCO is robust in the sense that it down-weights
outlying points.
In order to state the sufficient condition for Σ̂RXY to be the minimizer of
Eq. (5), we need an additional assumption on J .
Theorem 3.2. Under the assumptions (i), (ii), and J is strictly convex, Eq.
(7), Eq. (8) and
∑n
i=1 wi = 1 are sufficient conditions for the robust kernel
CCO to be the minimizer of Eq. (5).
For a positive definite kernel, J becomes strictly convex for the Huber loss
function.
3.2. Algorithm for robust kernel (cross-) covariance operator
As explained in [17], Eq. (5) does not have a closed form solution, but using
the kernel trick the standard IRWLS can be extended to a RKHS. The solution
at hth iteration is then,
Σ(h) =
n∑
i=1
w
(h−1)
i Φ˜(Xi)⊗ Φ˜(Yi),
where w
(h)
i =
ϕ(‖Φ˜(Xi)⊗Φ˜(Yi)−Σ
(h)‖HX⊗HY )∑
n
b=1 ϕ(‖Φ˜(Xb)⊗Φ˜(Yb)−Σ
(h)‖HX⊗HY )
, andϕ(x) = ζ
′(x)
x .
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Theorem 3.3. Under the assumptions (i) - (iii) and ϕ(t) is non-increasing.
Let
U = {Σ ∈ HX ⊗HY |S(Σ) = 0}
and {Σ(h)}∞h=1 be the sequence produced by the KIRWLS algorithm. Then J(Σ
(h))
decreases monotonically at every iteration and converges.
‖Σ(h) − U‖HX⊗HY
.
= inf
ΣHX⊗HY
‖Σ(h) − Σ‖HX⊗HY → 0
as h→∞.
Theorem 3.3 sates that Σ(h) becomes close to the set of stationary points of
J by increasing the number of iterations. Under the assumptions of Theorem 3.3
and for a strictly convex set J , it is also granted that the {Σ(h)}∞h=1 converges
to ΣRXY in the Hilbert-Schmidt norm and supremum norm.
The algorithm for estimating robust kernel CCO is given in Figure 2. The
input of this algorithm is a robust kernel ME. The computational complexity
of a robust kernel ME is O(n2) in each iteration, where n is the number of
data points. The algorithm that we have presented involves finding the robust
kernel CCO with the dimension n×n. A naive implementation of the algorithm
in Figure 2 would show that both time and memory complexity are similar to
O(n3) in each iteration. In practice, the required number of iterations is around
50. A computational complexity with cubic growth in the number of data points
would be a serious liability in application to large dataset. We are able to reduce
the time complexity using the low-rank approximation of the Gram matrix [38].
We can also use the random features approach. Random Features provide a
finite-dimensional alternative to the kernel trick by instead mapping the data
to an equivalent randomized feature space [39].
4. Influence function of robust kernel and kernel (cross-) covariance
operator
To define the robustness in statistics, different approaches have been pro-
posed, for example, the minimax approach [40], the sensitivity curve [35],
12
Input: D = {(X1,Y1), (X2,Y2), . . . (Xn,Yn)}. The robust centered kernel ma-
trix K˜X and K˜Y with kernel kX and kY , K˜Xi and, K˜Y i are the i-th column of
K˜X and K˜Y , respectively. Also define Bi = K˜Xi ⊗ K˜Yi , the tensor product of
two vectors. Threshold TH (e.g., 10−8).
Set h = 1, w
(0)
i =
1
n and e
(0) = (diag(K˜XK˜Y) − 2[w(0)]TK˜XK˜X +
[w(0)]TK˜XK˜Y[w
(0)]T1n)
1
2 .
Do the following steps until
|J(Σ
(h+1)
RXY
)−J(Σ
(h)
RXY
)|
J(Σ
(h)
RXY
)
< TH,
(1) Solve w
(h)
i =
ϕ(e
(h)
i
)
∑
n
i
ϕ(e
(h)
i
)
and make a vector w for i = 1, 2, · · ·n.
(2) Calculate a n2×1 vector, v(h) = Bw(h) and make a n×n matrixV(h),
where B is n2×n matrix that i-th column consists of all elements of
the n× n matrix Bi.
(3) Update the robust covariance, Σˆ
(h+1)
RXY =
∑n
i w
(h)
i Bi = V
(h).
(4) Update error, e(h+1) = (diag(K˜XK˜Y) − 2[w
(h)]TK˜XK˜X +
[w(h)]TK˜XK˜Y[w
(h)]T1n)
1
2 .
Update h as h+ 1.
Output: the robust cross-covariance operator.
Figure 2: The algorithm for estimating robust kernel cross-covariance operator.
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the IF [41, 34] and the finite sample breakdown point [42]. Due to its simplic-
ity, the IF is the most useful approach in statistical supervised learning [13, 12].
In this section, we briefly introduce the definition of IF and the IF of kernel
ME, kernel CO, and kernel CCO. We then propose the IF of robust kernel CO
and the robust kernel CCO.
Let X1, X2, · · · , Xn ∈ X is a IID sample from a population with distribution
function F , its empirical distribution function is Fn, and Tn = Tn(X1, X2, · · · , Xn)
is a statistic. Also let A(X ) be a class of all possible distributions containing Fn
for all n ≥ 1 and F . We assume that there exists a functional T : D → R, where
D is the set of all probability distributions in A(X ) for which T is defined, such
that
Tn = T (Fn),
where T does not depend on n. T is then called a statistical functional. If the
domain of T is a convex set containing all distributions, D and the data do not
follow the model F in D exactly but slightly going toward a distribution G. The
Gaˆteaux derivative, T ′F of T at F is defined as
T ′F (G− F ) = lim
ǫ→0
T ((1− ǫ)F + ǫG)− T (F )
ǫ
.
The Gaˆteaux differentiability at F ensures the directional derivative of T exists
in all directions that stay in D.
Suppose X ′ ∈ X and G = ∆X′ ∈ D is the probability measure which gives
mass 1 at the point {X ′}. Then, F ǫ = (1 − ǫ)F + ǫ∆X′ is a ǫ− contaminated
distribution. The influence function (special case of Gaˆteaux Derivative) of
T at F is defined by
IF (X ′, T, F ) = lim
ǫ→0
T (F ǫ)− T (F )
ǫ
(9)
provided that the limit exists. It can be intuitively interpreted as a suitably
normalized asymptotic influence of outliers on the value of an estimate or test
statistic. The IF exists with an even weaker condition than Gaˆteaux differen-
tiability. The IF reflects the bias caused by adding a few outliers at the point
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X ′, standardized by the amount of contamination. Therefore a bounded IF
accelerates the robustness of an estimator [34].
4.1. Influence function based robustness measures
The three metrics of the IF function that can be used for robustness measures
of the functional T are the gross error sensitivity, local shift sensitivity and
rejection point. The gross error sensitivity of T at F is defined as
γ∗ = supX∈X |IF (X,F,R)|. (10)
The gross error sensitivity measures the worst effect that a small amount of
contamination of fixed size can have on the estimator. The local shift sensitivity
of T at F for all X1, X2 ∈ X is defined by
λ∗ = supX1 6=X2
|IF (X1, F, T )− IF (X2;F, T )|
|X1 −X2|
.
λ∗ measures the worst effect of rounding error (small function in the observa-
tion). The rejection point of T at F is defined by
ρ∗F = inf{m > 0; IF (X,F, T ) = 0, when |X| > m}.
The ρ∗F is infinite if there exits no such m. We can reject those observations,
which are farther away than ρ∗F . For a robust estimator, ρ
∗
F will be finite.
4.2. Influence function of kernel (cross-) covariance operator
In kernel methods, every estimate is a function. For a scalar-valued estimate,
we define the IF at a fixed point. But if the estimate is a function, we are able
to express the change of the function value at every point. Suppose T (·, F ) and
T (·, F ǫ) are two function estimates on the distribution FX and the contaminated
distribution F ǫ at X ′, respectively. The influence function for T (·, F ) is defined
by
IF (·, X ′, T, F ) = lim
ǫ→0
T (·, F ǫ)− T (·, F )
ǫ
.
We can estimate the IF using the empirical distribution which is called em-
pirical IF (EIF). Suppose a sample of size n is drawn from the empirical
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distributions Fn. Also let F
ǫ
n be a contamination model with the empirical
data. The empirical IF for T (·, Fn) is defined as
IF (·, X ′, T, Fn) = lim
ǫ→0
T (·, F ǫn)− T (·, Fn)
ǫ
.
As a first example, let the kernel ME, T (·, FX) =
∫
kX(·, X)dFX = EX [kX(·, X)],
where X ∼ FX . The value of the parameter at the contamination model,
F ǫ = (1− ǫ)FX + ǫ∆X′ is
T (·, F ǫ) =
∫
kX(·, X)d[(1− ǫ)FX + ǫ∆X′ ]
= (1− ǫ)
∫
kX(·, X)dFX + ǫkX(·, X
′)
= (1− ǫ)T (·, FX) + ǫkX(·, X
′).
Thus the IF of kernel ME at point X ′ is given by
IF (·, X ′, T, FX) = lim
ǫ→0
T (·, F ǫ)− T (·, FX)
ǫ
= lim
ǫ→0
[
(1 − ǫ)T (·, FX) + ǫkX(·, X
′)− T (·, FX)
]
= kX(·, X
′)− T (·, FX)
= kX(·, X
′)− EX [kX(·, X)], ∀ kX(·, X
′) ∈ HX .
We can estimate the IF of the kernel ME with the empirical distribution, Fn,
at the data points X1, X2, · · · , Xn ∼ Fn, at X ′ for every point X as
IF (X,X ′, T, Fn) = k(X,X
′)−
1
n
n∑
i=1
k(X,Xi), ∀ k(·, Xi) ∈ HX , X ∼ Fn,
which is called the EIF of kernel ME.
As a second example, let the mean of the product of two random variables,
f(X) and f(Y ) with (X,Y ) ∈ X ⊗ Y, T (X,Y, FXY ) = EXY [fX(X)fY (Y )], for
all fX ∈ HX , and fY ∈ HY . The value of parameter at the contamination
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model at (X ′, Y ′) ∈ X ⊗ Y , F ǫXY = (1− ǫ)FXY + ǫ∆X′Y ′ is given by
T [F ǫXY ] = T [(1− ǫ)FXY + ǫ∆X′Y ′ ]
=
∫
fX(U)fY (V )d[(1 − ǫ)FXY + ǫ∆X′Y ′ ]
= (1− ǫ)
∫
fX(U)fY (V )dFXY + ǫ
∫
fX(U)fY (V )d∆X′Y ′ (U, V )
= (1− ǫ)
∫
fX(U)fY (V )dFXY + ǫfX(X
′)fY (Y
′)
= (1− ǫ)T (FXY ) + ǫfX(X
′)fY (Y
′).
Thus the IF of T (X,Y, FXY ) is given by
IF (X,Y, T, FXY ) = lim
ǫ→0
T [F ǫXY ]− T (Z, FXY )
ǫ
= lim
ǫ→0
(1 − ǫ)T (Z, FXY ) + ǫfX(X
′)fY (Y
′)− T (Z, FXY )
ǫ
= fX(X
′)fY (Y
′)− T (X,Y, FXY ). (11)
We can find the IF for a combined statistic given the IF for the statistic
itself. The IF of complicated statistics can be calculated with the chain rule,
say T (F ) = ℓ(T1(F ), · · · , Ts(F )), that is,
IFT (X) =
s∑
i=1
∂ℓ
∂Ti
IFTi(X).
For example, the IF of covariance of two random variables, fX(X) and fY (Y )
can be calculated using the above chain rule as
T (X,Y, FXY ) = EXY [fX(X)fY (X)]− EX [fX(X)]EX [fY (X)]
for fX ∈ HX , fY ∈ HY , and Z = (X,Y ) ∈ X × Y.
Using Eq. (11) and the reproducing property, the IF of T (z, FXY ) with
distribution, FXY at Z
′ = (X ′, Y ′) is given by
IF(·,Z′,T,FXY) = fX(X
′)fY (Y
′)− EXY [fX(X)fY (X)]
− EY [fY (Y )][fX(X
′)− EX [fX(X)]]− EX [fX(X)][fY (Y
′)− EY [fY (Y )]]
= [fX(X
′)− EX [fX(X)]][fY (Y
′)− EY [fY (Y )]]− T (Z, FXY )
= 〈kX(·, X
′)−M[FX ], fX〉HX 〈kY (·, Y
′)M[FY ], g〉HY
− EXY [〈kX(·, X)−M[FX ], fX〉HX 〈kY (·, Y )−M[FY ], fY 〉HY ]. (12)
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Letting fX = kX(·, X) and fY = kY (·, Y ), ∀X ∈ X andY ∈ Y be two
random variables taking values in HX and HY , the IF of kernel CCO at Z =
(X ′, Y ′) is formulated as
IF(·,X′,X′,T,FXY) = [kX(·,X
′)− EX[kX(·,X)]] ⊗ [kY(·,Y
′)− EY[kY(·,Y)]]− ΣXY, (13)
where kX(·, X), kX(·, X ′), kY (·, Y ), and kY (·, Y ′) are random vectors in HX
and HY , respectively.
Given data points (X1Y1), (X2, Y2), · · · , (Xn, Yn) ∈ X × Y from the joint
empirical distribution, FnXY , for every point (Xi, Yi), we can estimate the IF
of the kernel CCO, called EIF of kernel CCO as follows,
ÎF(Xi, Yi, X
′, Y ′, R, FXY )
= [kX(Xi, X
′)−
1
n
n∑
b=1
kX(Xi, Xb)][kY (Yi, Y
′)−
1
n
n∑
b=1
kY (Yi, Yb)]
− [kX(Xi, Xd)−
1
n
n∑
b=1
kX(Xi, Xb)][kY (Yi, Yd)−
1
n
n∑
b=1
kY (Yi, Yb)].
In case of the outliers, the bounded kernels take the values in a range. Thus,
the above IFs have the three properties: gross error sensitivity, local shift sen-
sitivity and rejection point only for the bounded kernels. These properties are
not true for the unbounded kernels, for example, linear and polynomial kernels.
The unbounded kernels take the arbitrary values and IFs reflects the bias. We
can make a similar conclusion for the kernel CO.
4.3. Influence function of robust kernel (cross-) covariance operator
To derive the IF of the robust kernel CCO like the robust kernel DE as
shown in [17], we generalize the definition of robust kernel CCO to a joint
general distribution µXY ,
Σ̂µXY = argmin
Σ
∈ HX ⊗HY
∫
ζ(‖Φ˜(X)⊗ Φ˜(Y )− Σ‖HX⊗HY )dµXY (X,Y ). (14)
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Let Σ̂RXY (X,Y ;FXY ) = ΣFXY (X,Y ), the IF for the robust kernel CCO at
(X ′, Y ′) is
IF (X,Y,X ′, Y ′; Σ̂RXY ;FXY ) = lim
ǫ→0
Σ̂RXY (X,Y, F
ǫ
XY )− Σ̂RXY (X,Y, FXY )
ǫ
= lim
ǫ→0
ΣF ǫ
XY
− ΣFXY
ǫ
Similarly for the definition of robust kernel CCO, we generalize the necessary
condition S(Σ̂RXY ) to SFXY (Σ̂RXY ). Besides the assumptions (i) − (iv) in
Section 2.3, assume that ΣF ǫ
XY
→ ΣFXY as ǫ→ 0. We need to find the Gaˆteaux
differentiability of SFXY as in proof of Lemma 3.1 (in the appendix). If Σ˙FXY
.
=
limǫ→0
ΣFǫ
XY
−ΣFXY
ǫ exists, the IF of robust kernel CCO is defined as
IF(X,Y,X′,Y′, Σ̂R,FXY) = Σ˙FXY ,
where Σ˙FXY ∈ HX ⊗HY satisfies[ ∫
ϕ(‖Φ˜(X)⊗ Φ˜(Y )− ΣFXY )‖HX⊗HY dFXY
]
Σ˙FXY +∫ [ 〈Σ˙FXY , Φ˜(X)⊗ Φ˜(Y )− ΣFXY 〉HX⊗HY
‖Φ˜(X)⊗ Φ˜(Y )− ΣFXY ‖
3
HX⊗HY
q(‖Φ˜(X)⊗ Φ˜(Y )−ΣFXY ‖HX⊗HY ‖)(Φ˜(X)⊗ Φ˜(Y )−ΣFXY )
]
dFXY (X,Y )
= (Φ˜(X ′)⊗ Φ˜(Y ′)− ΣFXY )(ϕ(‖Φ˜(X)⊗ Φ˜(Y )− ΣFXY )‖HX⊗HY ), (15)
where q(t) = tψ′(t) − ψ(t). Unfortunately, Eq. (15) has no closed form solu-
tion. By considering the empirical joint distribution, Fn = FnXY instead of
the joint distribution, FXY , we can find Σ˙Fn explicitly. To do this, besides
the assumptions (i) − (iv) we assume that ΣF ǫn → ΣFn as ǫ → 0 (satisfied
when J is strictly convex) and the extended kernel matrices K′X and K
′
Y with
(Xi, Yi)
n
i=1 ∪ (X
′, Y ′) are positive definite. Then, the IF of robust kernel CCO
with (X,Y ) at (X ′, Y ′) is defined as
IF(X,Y,X′,Y′Σ̂R,Fn) =
n∑
i=1
αik˜X(X,Xi)k˜Y(Y,Yi) +α
′k˜X(X,X
′)k˜Y(Y,Y
′)
where α′ = n
ϕ(‖Φ˜(X)⊗Φ˜(Y )−ΣFn‖HX⊗HY )
γ , γ =
∑n
i=1 ϕ(‖Φ˜(Xi)⊗Φ˜(Yi)−ΣFn‖HX⊗HY )
and α = [α1, α2, · · · , αn]T are the solution of the following system of linear equa-
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tions:
{
γIn + (In − 1w
T )TQ(In − 1w
T )K˜XK˜Y
}
α
= −nϕ(‖Φc(X)⊗Φc(Y )−ΣFn‖HX⊗HY )w−α
′(In−1w
T )TQ(In−1w)kXY ,
(16)
where 1 = [1, · · · , 1]T , kXY = [kX(X
′, X1)kY (Y
′, Y1), · · · , kX(X
′, Xn)kY (Y
′, Yn)],
In is a n ordered identity matrix,Q is a diagonal matrix withQii =
q(‖Φ˜(Xi)⊗Φ(Yi)−ΣFn‖HX⊗HY )
‖Φ˜(Xi)⊗Φ(Yi)−ΣFn‖
3
HX⊗HY
,
and w = [w1, · · · , wn]
T gives the weights as in robust kernel CCO. α′ captures
the amount of contaminated data in the robust kernel CCO, which is given as
α′ =
ϕ(‖Φ˜(X ′)⊗ Φ˜(Y ′)− ΣFn‖HX⊗HY )
1
n
∑n
i=1 ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− ΣFn‖HX⊗HY )
For a standard kernel CCO, we have ϕ ≡ 1 and α′ = 1, which is in agreement
with the IF of standard kernel CCO. The robust loss function ζ, ϕ(‖Φ˜(X ′) ⊗
Φ˜(Y ′)−ΣFn‖HX⊗HY ) can be regarded as a measure of “inlyingness”, with more
inlying points having larger values than α′ < 1. Thus, the robust kernel CCO
is less sensitive to outlying points than the standard kernel CCO.
5. Standard and robust kernel canonical correlation analysis
In this section, we review standard kernel CCA and propose the IF and
empirical IF (EIF) of kernel CCA. After that we propose a robust kernel
CCA method based on robust kernel CO and robust kernel CCO.
5.1. Standard kernel canonical correlation analysis
Standard kernel CCA has been proposed as a nonlinear extension of linear
CCA [8, 43]. Researchers have extended the standard kernel CCA with an
efficient computational algorithm, i.e., incomplete Cholesky factorization [9].
Over the last decade, standard kernel CCA has been used for various tasks
[44, 45, 46, 23]. Theoretical results on the convergence of kernel CCA have also
been obtained [20, 21].
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The aim of the standard kernel CCA is to seek the sets of functions in the
RKHS for which the correlation (Corr) of random variables is maximized. For
the simplest case, given two sets of random variablesX and Y with two functions
in the RKHS, fX(·) ∈ HX and fY (·) ∈ HY , the optimization problem of the
random variables fX(X) and fY (Y ) is
ρ = max
fX∈HX ,fY ∈HY
fX 6=0, fY 6=0
Corr(fX(X), fY (Y )). (17)
The optimizing functions fX(·) and fY (· ) are determined up to scale.
Using a finite sample, we are able to estimate the desired functions. Given
an i.i.d sample, (Xi, Yi)
n
i=1 from a joint distribution FXY , by taking the in-
ner products with elements or “parameters” in the RKHS, we have features
fX(·) = 〈fX ,ΦX(X)〉HX =
∑n
i=1 a
i
XkX(·, Xi) and fY (·) = 〈fY ,ΦY (Y )〉HY =∑n
i=1 a
i
Y kY (·, Yi), where kX(·, X) and kY (·, Y ) are the associated kernel func-
tions for HX and HY , respectively. The kernel Gram matrices are defined as
KX := (kX(Xi, Xj))
n
i,j=1 and KY := (kY (Yi, Yj))
n
i,j=1. We need the centered
kernel Gram matrices GX = CKXC and GY = CKYC, where C = In −
1
nDn
with Dn = 1n1
T
n and 1n is the vector with n ones. The empirical estimate of
Eq. (17) is then given by
ρˆ = max
fX∈HX ,fY ∈HY
fX 6=0, fY 6=0
Ĉov(fX(X), fY (Y ))
[V̂ar(fX(X)) + κ‖fX‖HX ]
1/2[V̂ar(fY (Y )) + κ‖fY ‖HY ]
1/2
(18)
where
Ĉov(fX(X), fY (Y )) =
1
n
aTXGXGY aY = a
T
XGXWGY aY ,
V̂ar(fX(X)) =
1
n
aTXG
2
XaX = a
T
XGXWGXaX ,
V̂ar(fY (Y )) =
1
n
aTYG
2
Y aY = a
T
YGYWGY aY ,
and W is a diagonal matrix with elements 1n , and aX and aY are the eigen-
direction of X and Y , respectively. The regularized coefficient κ > 0. Solving
the maximization problem in Eq. (18) is analogous to solving the following
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generalized eigenvalue problem:[
GYWGX(GXWGX + κI)
− 12GXWGY − ρ
2(GYWGY + κI)
]
aY = 0
(19)
[
GXWGY (GYWGY + κI)
− 12GYWGX − ρ
2(GXWGX + κI)
]
aX = 0
(20)
It is easy to show that the eigenvalues of Eq. (19) and Eq. (20) are equal
and that the eigenvectors for any equation can be obtained from the other. The
square roots of the eigenvalues of Eq.(19) or Eq. (20) are the estimated kernel
CC, ρˆ. The ρˆj is the jth largest kernel CC and the jth kernel CVs are a
T
XGX ,
and aTYGY .
Standard kernel CCA can be formulated using kernel CCO, which makes
the robustness analysis easier. As in [20], using the cross-covariance operator of
(X,Y), ΣXY : HY → HX we can reformulate the optimization problem in Eq.
(17) as follows:
sup
fX∈HX ,fY ∈HY
fX 6=0, fY 6=0
〈fX ,ΣXY fY 〉HX subject to
〈fX ,ΣXXfX〉HX = 1,〈fY ,ΣY Y fY 〉HY = 1. (21)
As with linear CCA [47], we can derive the solution of Eq. (21) using the
following generalized eigenvalue problem.ΣXY fX − ρΣY Y fY = 0,ΣXY fY − ρΣXXfX = 0.
The eigenfunctions of Eq. (22) correspond to the largest eigenvalue, which is
the solution to the kernel CCA problem. After some simple calculations, we
reset the solution as(ΣXY Σ
−1
Y Y ΣXY − ρ
2ΣXX)fX = 0,
(ΣXY Σ
−1
XXΣXY − ρ
2ΣY Y )fY = 0.
(22)
It is known that the inverse of an operator may not exist. Even if it exists,
it may not be continuous in general [20]. We can derive kernel CC using the
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correlation operator Σ
− 12
Y Y ΣYXΣ
− 12
XX , even when Σ
− 12
XX and Σ
− 12
Y Y are not proper
operators. The potential danger is that it might overfit, which is why intro-
ducing κ as a regularization coefficient would be helpful. Using the regularized
coefficient κ > 0, the empirical estimators of Eq. (21) and Eq. (22) are
sup
fX∈HX ,fY ∈HX
fX 6=0, fY 6=0
〈fY , ΣˆY XfX〉HY subject to
〈fX , (ΣˆXX + κI)fX〉HX = 1,〈fY , (ΣˆY Y + κI)fY 〉HY = 1, (23)
and (ΣˆXY (ΣˆY Y + κI)
−1ΣˆXY − ρ2(ΣˆXX + κI))fX = 0,
(ΣˆY X(ΣˆXX + κI)
−1ΣˆYX − ρ2(ΣˆY Y + κI))fY = 0,
(24)
respectively.
Now we calculate a finite rank operator BYX = (ΣˆY Y + κI)
− 12 ΣˆY X(ΣˆXX +
κI)−
1
2 . For κ > 0, the square roots of the j-th eigenvalue of BY X are the j-
th kernel CC, ρj . The unit eigenfunctions of BY X corresponding to the jth
eigenvalues are νˆjX ∈ HX and νˆjY ∈ HY . The jth (j = 1, 2, · · · , n) kernel CVs
are
fˆjX(X) = 〈fˆjX , k˜X(·, X)〉 and fˆjY(X) = 〈ˆfjY, k˜Y(·,Y)〉
where fˆjX = (ΣˆXX + κI)
− 12 νˆjX and fˆjY = (ΣˆY Y + κI)
− 12 νˆjY .
The generalized eigenvalue problem in Eq. (22) can be formulated as a
simple eigenvalue problem. Using the j-th eigenfunction in the first equation of
Eq. (22) we have
(Σ
− 12
XXΣXY Σ
−1
Y Y ΣYXΣ
− 12
XX − ρ
2
jI)Σ
1
2
XXfjX = 0
⇒ (Σ
− 12
XXΣXY Σ
−1
Y Y ΣYXΣ
− 12
XX − ρ
2
jI)ejX = 0 (25)
where ejX = Σ
1
2
XXfjX .
5.2. Influence function of the standard kernel canonical correlation analysis
By using the IF of kernel PCA, linear PCA and linear CCA, we can derive
the IF of kernel CCA (kernel CC and kernel CVs). For simplicity, let us define
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f˜X(X) = 〈fX , k˜X(·, X), LjX = Σ
− 12
XX(Σ
− 12
XXΣXY Σ
−1
Y Y ΣYXΣ
− 12
XX − ρ
2
jI)
−1Σ
− 12
XX ,
and LjY = Σ
− 12
Y Y (Σ
− 12
Y Y ΣY XΣ
−1
XXΣXY Σ
− 12
Y Y − ρ
2
jI)
−1Σ
− 12
Y Y .
Theorem 5.1. Given two sets of random variables (X,Y ) having the distribu-
tion FXY and the j-th kernel CC ( ρj) and kernel CVs (fjX(X) and fjX(Y )),
the influence functions of kernel CC and kernel CVs at Z ′ = (X ′, Y ′) are
IF(Z′, ρ2j ) = −ρ
2
j f˜
2
jX(X
′) + 2ρjf˜jX(X
′)˜fjY(Y
′)− ρ2j f˜
2
jY(Y
′),
IF(·,Z′, fjX) = −ρj[˜fjY(Y
′)−ρjf˜jX(X
′)]LjXk˜X(·,X
′)−[˜fjX(X
′)−ρj f˜jY(Y
′)]LjXΣXYΣ
−1
YYk˜Y(·,Y
′)
+
1
2
[1−f˜2jX(X
′)]fjX ,
IF(·,Z′, fjY) = −ρj [˜fjX(X
′)−ρjf˜jY(Y
′)]LjYk˜Y(·,Y
′)−[˜fjY(Y
′)−ρjf˜jX(X
′)]LjYΣYXΣ
−1
XXk˜Y(·,Y
′)
+
1
2
[1 − f˜2jY (Y
′)]fjY .
The above theorem has been proved on the basis of previously established ones,
such as the IF of linear PCA [48, 49], the IF of linear CCA [25], and the IF
of kernel PCA, respectively. To do this, we convert the generalized eigenvalue
problem of kernel CCA into a simple eigenvalue problem. First, we need to find
the IF of Σ
− 12
XXΣXY Σ
−1
Y Y ΣY XΣ
− 12
XX , henceforth the IF of Σ
−1
Y Y ,Σ
1
2
XX and ΣXY .
Using the above result, we can establish some properties of kernel CCA:
robustness, asymptotic consistency and its standard error. In addition, we are
able to identify the outliers based on the influence of the data. All notations
and proof are explained in the appendix.
The IF of inverse covariance operator exists only for the finite dimensional
RKHS. For infinite dimensional RKHS, we can find the IF of Σ
− 12
XX by introduc-
ing a regularization term as follows
IF(·,X′, (ΣXX + κI)
− 12 ) =
1
2
[(ΣXX + κI)
− 12 − (ΣXX + κI)
− 12 k˜X(·, X
′)⊗ k˜X(·, X
′)(ΣXX + κI)
− 12 ],
which gives the empirical estimator.
Let (Xi, Yi)
n
i=1 be a sample from the empirical joint distribution FnXY .
The EIF (IF based on empirical distribution) of kernel CC and kernel CVs
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at (X ′, Y ′) for all points (Xi, Yi) are EIF(Xi,Yi,X
′,Y′, ρ2j ) = ÎF(X
′,Y′, ρˆ2j ),
EIF(Xi,Yi,X
′,Y′, fjX) = ÎF(·,X′,Y′, fjX), and EIF(Xi,Yi,X′,Y′, fjY) = ÎF(·,X′,Y′, f̂jY),
respectively.
For the bounded kernels, the IFs defined in Theorem 5.1 have three proper-
ties: gross error sensitivity, local shift sensitivity, and rejection point. But for
unbounded kernels, say a linear, polynomial and so on, the IFs are not bounded.
Consequently, the results of standard kernel CCA using the bounded kernels are
less sensitive than the standard kernel CCA using the unbounded kernels. In
practice, standard kernel CCA is sensitive to the contaminated data even with
the bounded kernels [24].
5.3. Robust kernel canonical correlation analysis
In this section, we propose a robust kernel CCA method based on the
robust kernel CO and the robust kernel CCO. While many robust linear CCA
methods have been proposed to show that linear CCA methods cannot fit the
bulk of the data and have points deviating from the original pattern for further
investment [50, 24], there are no well-founded robust methods of kernel CCA.
The standard kernel CCA considers the same weights for each data point, 1n ,
to estimate kernel CO and kernel CCO, which is the solution of an empirical
risk optimization problem when using the quadratic loss function. It is known
that the least square loss function is not a robust loss function. Instead, we can
solve an empirical risk optimization problem using the robust least square loss
function where the weights are determined based on KIRWLS. We need robust
centered kernel Gram matrices of X and Y data. The centered robust kernel
Gram matrix of X is, GRX = CRKXCR where CR = In − 1nwTn , 1n is the
vector with n ones andw is a weight vector of robust kernel ME,MX . Similarly,
we can calculate GRY for Y . After getting robust kernel CO and kernel CCO,
they are used in standard kernel CCA, which we call robust kernel CCA.
The empirical estimate of Eq. (17) is then given by
ρˆrkcc = max
gX∈HX ,gY ∈HY
gX 6=0, gY 6=0
ĈovR(gX(X), gY (Y ))
[V̂arR(gX(X)) + κ‖gX‖HX ]
1/2[V̂arR(gY (Y )) + κ‖gY ‖HY ]
1/2
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with for all gX ∈ HX , gY ∈ HY and
ĈovR(gX(X), gY (Y )) = b
T
XGRXWXYGRY bY ,
V̂arR(gX(X)) = b
T
XGRXWXXGRXbX ,
V̂arR(gY (Y )) = b
T
YGRYWY YGRY bY ,
whereWXY ,WXX , andWY Y are diagonal matrices with elements correspond-
ing to the weights of robust kernel CCO, and kernel COs, respectively. Also bX
and bY are the eigen-direction of X and Y , respectively. As in Eq. (19), we
can solve the maximization problem of Eq. (26) as an eigenvalue problem. Let
ΣRXY , ΣRXX , and ΣRY Y be the robust kernel CCO, robust kernel CO of X ,
and robust kernel CO of Y , respectively. Like standard kernel CCA, the robust
empirical estimators of Eq. (21) and Eq. (22) are
sup
fX∈HX ,fY ∈HX
fX 6=0, fY 6=0
〈fY , ΣˆRXY fX〉HY subject to
〈fX , (ΣˆRXX + κI)fX〉HX = 1,〈fY , (ΣˆRY Y + κI)fY 〉HY = 1, (26)
and (ΣˆRXY (ΣˆRY Y + κI)
−1ΣˆRXY − ρ2(ΣˆRXX + κI))fX = 0,
(ΣˆRXY (ΣˆRXX + κI)
−1ΣˆRXY − ρ2(ΣˆRY Y + κI))fY = 0,
(27)
respectively. Figure 3 presents a detailed algorithm of the proposed methods
(all steps are similar to standard kernel CCA except the first one). This method
is designed for contaminated data, and the principles we describe also apply to
the kernel methods, which must deal with the issue of kernel CO and kernel
CCO.
It is well-known that robust methods have higher time complexity than the
standard methods. At each update of the robust kernel CO or robust kernel
CCO, we need to store the n × n matrix. The memory complexity of robust
kernel CCA is then O(n3). A naive implementation of the algorithm in Figure
3 would therefore require O(n3h)) operations (the time complexity), where h is
the number of iterations. The spectrum of Gram matrices tends to show rapid
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Input: D = {(X1, Y1), (X2, Y2), . . . , (Xn, Yn)} in Rm1×m2 .
1. Calculate the robust kernel cross-covariance operator, ΣˆRXY and kernel
covariance operators, ΣˆRXX and ΣˆRY Y using algorithm in Figure 2.
2. Find BY X = (ΣˆRY Y + κI)
− 12 ΣˆRYX(ΣˆRXX + κI)
− 12
3. For κ > 0, we have ρ2j the largest eigenvalue of BY X for j = 1, 2, · · · , n.
4. The unit eigenfunctions of BY X corresponding to the jth eigenvalues are
ξˆjX ∈ HX and ξˆjY ∈ HY
5. The jth (j = 1, 2, · · · , n) robust kernel canonical variates are given by
gˆjX(X) = 〈gˆjX , k˜X(·, X)〉 and gˆjY(X) = 〈gˆjY, k˜Y(·,Y)〉
where gˆjX = (ΣˆRXX + κI)
− 12 ξˆjX and gˆjY = (ΣˆRY Y + κI)
− 12 ξˆjY
Output: the robust kernel CCA
Figure 3: The algorithm for estimating robust kernel CCA.
decay, and low-rank approximations of Gram matrices can often provide suffi-
cient fidelity for the needs of kernel-based algorithms [38, 51, 9]. By assuming
that the outliers have a similar effect on marginal distribution and the joint
distribution, we can also reduce the memory complexity and time complexity.
Under this assumption, we estimate the weight of kernel CCO and consider this
weight for kernel CO of X and Y data.
6. Experiments
We conducted experiments on both the synthetic and real data sets. We
generated two types of simulated data: ideal data and those with 5% of con-
tamination. The description of real data sets are in Sections 6.3. The five
synthetic data sets are as follows:
Three circles of structural data (TCSD): Data are generated along
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three circles of different radii with small noise:
Xi = ri
cos(Zi)
sin(Zi)
+ ǫi,
where ri = 1, 0.5 and 0.25, for i = 1, . . . , n1, i = n1 + 1, . . . , n2, and i =
n2+1, . . . , n3, respectively, Zi ∼ U [−π, π] and ǫi ∼ N (0, 0.01 I2) independently
for the ideal data and Zi ∼ U [−10, 10] for the contaminated data.
Sine function of structural data (SFSD): 1500 data points are gener-
ated along the sine function with small noise:
Xi =

Zi
2 sin(2Zi)
...
10 sin(10Zi)
 + ǫi,
where Zi ∼ U [−2π, 0] and ǫi ∼ N (0, 0.01 I10) independently for the ideal data
and ǫi ∼ N (0, 10 I10) for the contaminated data.
Multivariate Gaussian structural data (MGSD): Given multivariate
normal data, Zi ∈ R12 ∼ N(0,Σ) (i = 1, 2, . . . , n), where Σ is the same as
in [23]. We divide Zi into two sets of variables (Zi1,Zi2), and use the first
six variables of Zi as X and perform the log transformation of the absolute
value of the remaining variables (loge(|Zi2|))) as Y . For the contaminated data
Zi ∈ R12 ∼ N(1,Σ) (i = 1, 2, . . . , n).
Sine and cosine function structural data (SCFSD): We use uniform
marginal distribution, and transform the data by two periodic sin and cos func-
tions to make two sets X and Y , respectively, with additive Gaussian noise:
Zi ∼ U [−π, π], ηi ∼ N(0, 10
−2), i = 1, 2, . . . , n,Xij = sin(jZi) + ηi, Yij =
cos(jZi) + ηi, j = 1, 2, . . . , 100. For the contaminated model ηi ∼ N(1, 10−2).
SNP and fMRI structural data (SMSD): Two data sets of SNP data X
with 1000 SNPs and fMRI data Y with 1000 voxels were simulated. To correlate
the SNPs with the voxels, a latent model is used as in [52]). For simulation of
contamination, we consider the signal level, 0.5 and noise level, 1 to 10 and 20,
respectively.
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In our experiments, first, we compare standard and robust kernel covariance
operators. After that, the robust kernel CCA is compared with the standard
kernel CCA. For the Gaussian kernel we use the median of the pairwise distance
as a bandwidth and for the Laplacian kernel we set the bandwidth equal to 1.
As shown in [45], we can optimize the regularization parameter but our goal is
the robustness issue of different methods. Thus the regularization parameter in
standard kernel CCA and robust kernel CCA is fixed as κ = 10−5. In robust
methods, we consider Huber’s loss function with the constant, c, equal to the
median of error.
6.1. Results of kernel CCO and robust CCO
We evaluate the performance of kernel CO and robust kernel CO in two
different settings. First, we check the accuracy of both operators by consider-
ing the kernel CO (KCO) with large data (say a population kernel CO of size
N) and kernel CO with small data (say a sample kernel CO of size n). Now,
we can estimate the distance between sample kernel CO and population ker-
nel CO as ‖Σ̂XX − ΣXX‖2HX⊗HX = ‖Σ̂XX‖
2
HX⊗HX
− 2〈Σ̂XX ,ΣXX〉HX⊗HX +
‖ΣXX‖
2
HX⊗HX
and similarly for the robust kernel CO (RKCO). Thus, the per-
formance measures of the kernel CO and robust kernel CO estimators are defined
as
ηKCO =
1
n2
n∑
i=1
n∑
j=1
kX(Xi, Xj)
2−2
1
Nn
n∑
i=1
N∑
J=1
kX(Xi, XJ)
2+
1
N2
N∑
I=1
N∑
J=1
kX(XI , XJ)
2,
and
ηRKCO =
n∑
i=1
n∑
j=1
wiwjkX(Xi, Xj)
2−2
1
N
n∑
i=1
wi
N∑
J=1
kX(Xi, XJ)
2+
1
N2
N∑
I=1
N∑
J=1
kX(XI , XJ )
2,
respectively.
In theory, the above two equations become zero for large population size, N ,
with the sample size, n→ N . To do this, we consider the synthetic data, TCSD
withN ∈ {1500, 3000, 6000, 9000} and n ∈ {15, 30, 45, 60, 90, 120, 150, 180, 210, 240, 270, 300}
(n = n1 + n2 + n3). For each n, we take 5% CD. We repeated the process for
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100 samples to confirm our findings. The results (mean with standard error)
were plotted in Figure 4. These figures show that both estimators give similar
performances for small sample sizes, but for large sample sizes the robust esti-
mator (i.e., robust kernel CO) shows much better results than the kernel CO
estimate at all population sizes.
In addition, we compare kernel CO and robust kernel CO estimators using
five kernels: linear (Poly-1), a polynomial with degree 2 (Poly-2) and poly-
nomial with degree 3 (Poly-3), Gaussian and Laplacian on two synthetic data
sets: TCSD and SFSD. To measure the performance, we use two matrix norms:
Frobenius norm (F) and maximum modulus of all the elements (M) [53]. We
calculate the ratio between ideal model and contaminated model for the kernel
CO. The ratio becomes zero if the estimator is not sensitive to contaminated
data. For both estimators, kernel CO and robust kernel CO, we use the following
performance measures,
ηKCOR =
∣∣∣∣∣∣1− ‖Σ̂XX
ID
‖
‖Σ̂XX
CD
‖
∣∣∣∣∣∣ ,
and
ηRKCOR =
∣∣∣∣∣∣1− ‖Σ̂RXX
ID
‖
‖Σ̂RXX
CD
‖
∣∣∣∣∣∣ ,
respectively. We repeated the experiment for 100 samples with sample size,
n = 1500. The results (mean ± standard deviation) for kernel CO (standard)
and robust kernel CO (Robust) are tabulated in Table 1. From this table, it is
clear that the robust estimator performs better than the standard estimator in
all cases. Moreover, both estimators using Gaussian and Laplacian kernels are
less sensitive than all polynomial kernels.
6.2. Visualizing influential subject using standard kernel CCA and robust kernel
CCA
We evaluated the performance of the proposed method for three different
settings. First, we compared robust kernel CCA with the standard kernel CCA
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Figure 4: Accuracy measure of the standard kernel covariance operator (solid line) and the
robust kernel covariance operator (dash-dotted line).
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Table 1: Mean and standard deviation of the measure of kernel covariance operator (Standard)
and robust kernel covariance operator (Robust).
Data TCSD SFSD
Measure Kernel Standard Robust Standard Robust
Poly-1 0.9874± 0.0017 0.8963± 0.0069 0.3067± 0.1026 0.1669± 0.0626
Poly-2 1.0000± 0.0000 0.9863± 0.0020 0.9559± 0.0622 0.5917± 0.1598
‖Σ̂XX‖F Poly-3 1.0000± 0.0000 0.9996± 0.0001 0.9973± 0.0094 0.8793± 0.1067
Gaussian 0.1153± 0.0034 0.1181± 0.0039 0.1174± 0.0266 0.1059± 0.0258
Laplacian 0.1420± 0.0032 0.1392± 0.0035 0.1351± 0.0459 0.1280± 0.0366
Poly-1 0.9993± 0.0001 0.9940± 0.0005 0.8074± 0.0838 0.6944± 0.1118
Poly-2 1.0000± 0.0000 0.9996± 0.0001 0.9921± 0.0122 0.9070± 0.0703
‖Σ̂XX‖M Poly-3 1.0000± 0.0000 1.0000± 0.0000 0.9994± 0.0020 0.9709± 0.0344
Gaussian 0.1300± 0.0133 0.1028± 0.0038 0.1065± 0.0583 0.0735± 0.0370
Laplacian 0.1877± 0.0053 0.1474± 0.0042 0.1065± 0.0583 0.0735± 0.0370
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using Gaussian kernel (same bandwidth and regularization). To measure the
influence, we calculated the ratio of IF for kernel CC between ideal data and
contaminated data. We also calculated a similar measure for the kernel CV.
Based on these ratios, we defined two performance measures on kernel CC and
kernel CVs
ηρ =
∣∣∣∣1− ‖EIF (·, ρ2)ID‖F‖EIF (·, ρ2)CD‖F
∣∣∣∣ and (28)
ηf =
∣∣∣∣1− ‖EIF (·, fX)ID − EIF (·, fY )ID‖F‖EIF (·, fX)CD − EIF (·, fY )CD‖F
∣∣∣∣ ,
respectively. For any method, that does not depend on the contaminated
data, the above measures, ηρ and ηf , should be approximately zero. In other
words, the best methods should give small values. To compare, we consid-
ered three simulated data sets: MGSD, SCFSD, SMSD with three sample sizes,
n ∈ {100, 500, 1000}. For each sample size, we repeated the experiment for 100
samples. Table 2 presents the results (mean ± standard deviation) of the stan-
dard kernel CCA and robust kernel CCA. From this table, we observed that the
robust kernel CCA outperforms the standard kernel CCA in all cases.
Second, we considered a simple graphical display based on the EIF of kernel
CCA, the index plots (the subject on the x-axis and the influence, ηρ, on the y
axis), to assess the related influence in data fusion regarding EIF based on kernel
CCA, ηρ. To do this, we considered a simulated data set, SMSD. The index
plots of the standard kernel CCA and robust kernel CCA using the SMSD are
presented in Figure 5. The 1st and 2nd rows are for the ideal and contaminated,
and 1st and 2nd columns are for the standard kernel CCA (Standard kernel
CCA) and robust kernel CCA (Robust kernel CCA), respectively. These plots
show that both methods have almost similar results for the ideal data. But for
contaminated data, the standard kernel CCA is affected by the contaminated
data significantly. We can easily identify the influence of observation using this
visualization. On the other hand, the robust kernel CCA has almost similar
results for the ideal and contaminated data.
Table 3 presents the mean and standard deviation for the difference between
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Figure 5: Influence points of standard and robust kernel CCA methods using (a) SMSD ideal
model, (b) SMSD contaminated model, (c) Real data: SNP & fMRI.
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Table 2: Mean and standard deviation of the measures, ηρ and ηf of the standard kernel CCA
(Standard) and robust kernel CCA (Robust).
Measure ηρ ηf
Data n Standard Robust Standard Robust
100 1.9114± 3.5945 1.2445± 3.1262 1.3379± 3.5092 1.3043± 2.1842
MGSD 500 1.1365± 1.9545 1.0864± 1.5963 0.8631± 1.3324 0.7096± 0.7463
1000 1.1695± 1.6264 1.0831± 1.8842 0.6193± 0.7838 0.5886± 0.6212
100 0.4945± 0.5750 0.3963± 0.4642 1.6855± 2.1862 0.9953± 1.3497
SCFSD 500 0.2581± 0.2101 0.2786± 0.4315 1.3933± 1.9546 1.1606± 1.3400
1000 0.1537± 0.1272 0.1501± 0.1252 1.6822± 2.2284 1.2715± 1.7100
100 0.6455± 0.0532 0.1485± 0.1020 0.6507± 0.2589 2.6174± 3.3295
SMSD 500 0.6449± 0.0223 0.0551± 0.0463 3.7345± 2.2394 1.3733± 1.3765
1000 0.6425± 0.0134 0.0350± 0.0312 7.7497± 1.2857 0.3811± 0.3846
the training and test of correlation for 10-fold cross-validation of MGSD and
SCFSD simulated data, using standard kernel CCA and robust kernel CCA.
From the table, we can conclude that standard kernel CCA is sensitive to the
contamination for both data sets. On the other hand, the robust kernel CCA is
not only less sensitive to the contaminated data, but also performs better than
the standard kernel CCA.
6.3. Application to imaging genetics data from MCIC and TCGA
To demonstrate the application of the proposed methods, we used three data
sets: the Mind Clinical Imaging Consortium (MCIC) and two data sets from the
Cancer Genome Atlas (TCGA) project. The MCIC has collected three types of
data: SNPs (723,404 loci), fMRI (51,056 voxels) and DNA methylation (9273
methylation profiles) from 208 subjects including 92 schizophrenic patients (age:
34±11, 22 females) and 116 (age: 32±11, 44 females) healthy controls. Without
missing information, the number of subjects is reduced to 183 (79 schizophrenia
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Table 3: Mean and standard deviation of the differences between the training and test cor-
relation in 10-fold cross-validation using standard kernel CCA (Standard) and robust kernel
CCA (Robust), respectively.
Data Standard Robust
MGSD ID 0.4151± 0.210 0.3119± 0.09140
CD 0.3673± 0.1196 0.2609± 0.09660
SCFSD ID 0.0002± 0.0.0001 0.0002± 0.0001
CD 0.0003± 0.0002 0.0002± 0.0001
(SZ) patients and 104 healthy controls). The detailed information of the MCIC
data set is given in [54]. In addition, we consider ovarian serous cystadenocarci-
noma (OVSC) and lung squamous cell carcinoma (LUSC) data sets from TCGA
data portal. The RNA-Seq gene expression data and methylation profiles are
selected from the OVSC and the LUSC patients. After merging the RNA-Seq
and methylation data, the number of OVSC patients and LUSC patients are
294 and 130, respectively (https://tcga-data.nci.nih.gov/tcga/).
To detect influential subjects, we use the EIF of the kernel CC for the stan-
dard and robust kernel CCA methods. For robust kernel CCA, we consider
robust kernel CC and kernel CVs as in Theorem 5.1. However, both standard
and robust kernel CCA have identified a similar subject, but robust kernel CCA
is less sensitive than standard kernel CCA. After getting the influence of the
subject, we extracted the outlier subjects of each data set based on the ‘getOut-
liers’ function of “extremevalues” R packages. The outlier subjects of SNP and
fMRI; SNP and Methylation; and fMRI and Methylation are
{7, 31, 36, 41, 55, 58, 60, 72, 80, 92, 140, 150, 162, 165, 168},
{3, 4, 7, 9, 12, 14, 51, 55, 56, 58, 60, 61, 62, 66, 80, 88, 90, 93}
and
{6, 15, 39, 41, 58, 59, 69, 72, 83, 107, 116, 132, 133, 134, 140, 148, 162},
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respectively. We observed that the SZ patient number 58 was common in all
cases. In the clinical assessment, this patient has high current psychosis disorder
diagnosis rate (259.9). For TCGA data, outlier patients of OVSC and LUSC
are
{6, 8, 11, 20, 25, 29, 31, 60, 94, 121, 159, 172, 175, 199, 231, 236, 264, 287}
and
{15, 37, 39, 54, 57, 58, 59, 71, 72, 81, 120},
respectively.
Finally, we investigated the difference between training and testing for cor-
relations using 10 fold cross-validation. Table 4 shows the results of all subjects
and all but outlier subjects of MCIC and TCGA data sets using standard kernel
CCA and robust kernel CCA. When comparing the subjects with the outliers
to the subjects without the outliers the standard kernel CCA method produces
drastically different results. Whereas when the robust kernel CCA method is
used to compare the two, the results are similar.
7. Concluding remarks and future research
The robust estimator employs a robust loss function instead of a quadratic
loss function for the analysis of contaminated data. The robust estimators are
weighted estimators where smaller weights are given more outlying data points.
The weights can be estimated efficiently using a KIRLS approach. In terms
of accuracy and sensitivity, it is clear that the robust estimators (e.g., robust
kernel CO and robust kernel CCO) perform better than standard estimators
(e.g., kernel CO and kernel CCO). We propose the IF of kernel CCA (kernel
CC and kernel CVs) and robust kernel CCA based on the robust kernel CO and
robust kernel CCO. The proposed IF measures the sensitivity of kernel CCA,
which shows that the standard kernel CCA is sensitive to the contamination, but
the proposed robust kernel CCA is not. The visualization method can identify
influential (outlier) data in both synthesized and real imaging genetics data.
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Table 4: Mean and standard deviation of the differences between taring and test correlation of
10 fold cross-validation of MICI and TCGA data sets using standard kernel CCA (Standard)
and robust kernel CCA (Robust).
Data Standard Robust
SNP & fMRI All 0.8107± 0.1782 0.7867± 0.13012
Without outliers 0.7361± 0.1494 0.7348± 0.1299
MCIC SNP & Methylation All 0.7337± 0.2000 0.7639± 0.1433
Without outliers 0.6606± 0.1772 0.7852± 0.1776
fMRI &Methylation All 0.8424± 0.1803 0.7842± 0.1219
Without outliers 0.7479± 0.1671 0.7617± 0.1759
OVSC All 0.1679± 0.0611 0.1792± 0.0631
TCGA Without outliers 0.2335± 0.0482 0.1976± 0.0525
LISC All 0.0779± 0.0411 0.0713± 0.0369
Without outliers 0.1349± 0.0547 0.0987± 0.0597
While M- estimator based methods are robust with a high breakdown point,
finding the theoretical IF of robust kernel CCA is a future research direction.
Although the focus of this paper is on kernel CCA, we are able to robustify
other kernel methods, which must deal with the issue of kernel CO and kernel
CCO. In future work, it would be interesting to develop robust multiple kernel
PCA and robust multiple weighted kernel CCA.
Appendix A: Proofs
We recall some definitions on Hilbert spaces. Hilbert-Schmidt operator and
Hilbert-Schmidt norm will be used in the proofs of Lemma 3.1, Theorem 3.1 and
3.2.
Let H1 and H2 be separable Hilbert spaces. A linear operator T : H1 → H2
is called the Hilbert-Schmidt operator if
∑
i ‖T φi‖
2 < ∞ for an orthonormal
basis {φi}i∈I of H1 with index set I. The sum
∑
i∈I ‖T φi‖
2 does not depend
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on the orthonormal basis {φi}i. The square root of this sum is the called
Hilbert-Schmidt norm, ‖T ‖HS =
√∑
i ‖T φi‖
2.
7.1. Proof of Lemma 3.1
To prove, we need to calculate the Gaˆteaux differential of J . Let Σ and T
be two Hilbert-Schmidt operators. We consider the two cases: Φ˜(Xi)⊗ Φ˜(Yi)−
(Σ + ǫT ) = 0 and Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT ) 6= 0. As in Section 2.3, Φ˜(·)’s are
centered feature maps, ζ(·) is a robust loss function, ζ′(·) is the derivative of
ζ(·), and ϕ(t) = ζ
′(t)
t .
Case 1: Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT ) 6= 0
∂
∂ǫ
ζ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS)
= ζ′(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS) ·
∂
∂ǫ
‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS
= ζ′(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS) ·
∂
∂ǫ
√
‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖2HS
= ζ′(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS) ·
∂
∂ǫ‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖
2
HS
2
√
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖2HS
=
ζ′(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS)
2‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS
·
∂
∂ǫ
(
‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ‖
2
HS
− 2〈Φ˜(Xi)⊗ Φ˜(Yi)− Σ, ǫT 〉HS + ǫ
2‖T ‖2HS
)
=
ζ′(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS)
‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS
·
(
−〈Φ˜(Xi)⊗ Φ˜(Yi)− Σ, T 〉HS + ǫ‖T ‖
2
HS
)
= ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS) ·
(
−〈Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT ), T 〉HS
)
(29)
Case 2: Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫL) = 0
∂
∂ǫ
ζ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS)
= lim
δ→0
ζ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + (ǫ+ δ)T )‖HS)− ζ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS)
δ
= lim
δ→0
ζ(‖δT ‖HS)− ζ(0)
δ
. (30)
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For T = 0 and T 6= 0 the above equation is equal to limδ→0
ζ(0)
δ and
ζ(‖δT ‖HS)
δ ·
‖T ‖HS, receptively. Using the assumption (i) we have
∂
∂ǫζ(‖Φ˜(Xi) ⊗ Φ˜(Yi) −
(Σ+ ǫT )‖HS) = 0. Since Φ˜(Xi)⊗ Φ˜(Yi)− (Σ+ ǫT ) = 0 and ϕ(0) is well-defined
by the assumption (ii). Combining Eq. (29) and Eq. (30) we get
∂
∂ǫ
ζ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS =
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS) ·
(
−〈Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT ), T 〉HS
)
.
(31)
Now it is clear that for any Σ, T ∈ HS,
∂
∂ǫ
ζ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS
= ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS) ·
(
−〈Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT ), T 〉HS
)
(32)
Therefore,
δJ(Σ; T ) =
∂
∂ǫ
J(ΣǫT )
∣∣
ǫ=0
=
∂
∂ǫ
(
1
n
n∑
i=1
ζ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS)
) ∣∣
ǫ=0
=
1
n
n∑
i=1
∂
∂ǫ
ζ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS)
∣∣
ǫ=0
=
1
n
n∑
i=1
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫT )‖HS) ·
(
−〈Φ˜(Xi)⊗ Φ˜(Yi)− (Σ + ǫL), T 〉HS
) ∣∣
ǫ=0
= −
1
n
n∑
i=1
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ‖HS) · 〈Φ˜(Xi)⊗ Φ˜(Yi)− Σ, T 〉HS
= −
〈
1
n
n∑
i=1
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ‖HS) · (Φ˜(Xi)⊗ Φ˜(Yi)− Σ), T
〉
HS
= −〈S(Σ), T 〉HS (33)
The necessary condition for Σ to be a minimizer of J , i.e., Σ = Σ̂RXY , is that
δJ(Σ; T ) = 0 ∀ T ∈ HS, which leads to S(Σ) = 0.
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7.2. Proof of Theorem 3.2
Using Lemma 3.1 we have ϕ(‖Φ˜(Xi)⊗Φ˜(Yi)−Σ̂RXY )‖HS)·(Φ˜(Xi)⊗Φ˜(Yi)−
Σ̂RXY )) = 0 By solving Σ̂RXY , we get Σ̂RXY =
∑n
i=1 wiΦ˜(Xi)⊗ Φ˜(Yi), where
wi =
(
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ̂RXY )‖HS)
)−1
·ϕ(‖Φ˜(Xi)⊗Φ˜(Yi)−Σ̂RXY )‖HS).
Since the function ζ is non-deceasing, wi ≥ 0 and
∑n
i=1 wi = 1.
7.3. Proof of Theorem 3.3
We will prove this theorem in three steps; (i) the monotone decreasing prop-
erty of J(Σ(h)), (ii) every limit point Σ∗ of {Σ(h)}∞h=1 ∈ U , and (iii) by contra-
diction . We define a function
p(t; c) = ζ(c) −
1
2
tζ′(c) +
1
2
ϕ(c)t2,
where c is a real number. As shown in [15], for non increasing ϕ, the function
p is a surrogate function of ζ with the following two properties
p(c; c) = ζ(c) (34)
and
p(t; c) ≥ ζ(t) ∀t. (35)
Now we define a bivariate function
Q(Σ;Σ(h)) =
1
n
n∑
i=1
p(‖Φ˜(Xi))× Φ˜(Yi)−Σ‖HS; ‖Φ˜(Xi)× Φ˜(Yi)−Σ
(h)‖HS),
which is a continuous function in both arguments because both ζ′ and ϕ are
continuous functions.
Step (i): using Eq. (34) and Eq. (35), we have
Q(Σ(h); Σ(h)) =
1
n
n∑
i=1
p(‖Φ˜(Xi)× Φ˜(Yi)− Σ
(h)‖HS; ‖Φ˜(X)i × Φ˜(Yi)− Σ
(h)‖HS)
=
1
n
n∑
i=1
ρ(‖Φ˜(Xi)× Φ˜(Yi)− Σ
(h)‖HS; ‖Φ˜(Xi)× Φ˜(Yi)− Σ
(h))
= J(Σ(h)) (36)
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and
Q(Σ;Σ(h)) =
1
n
n∑
i=1
p(‖Φ˜(Xi)× Φ˜(Yi)− Σ‖HS; ‖Φ˜(Xi)× Φ˜(Yi)− Σ
(h)‖HS)
≥
1
n
n∑
i=1
ρ(‖Φ˜(Xi)× Φ˜(Yi)− Σ‖HS)
= J(Σ), ∀Σ ∈ HS. (37)
Now,
Σ(h+1) =
n∑
i=1
w
(h)
i Φ˜(Xi)⊗ Φ˜(Yi)
=
n∑
i=1
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ
(h)‖HX⊗HY )∑n
b=1 ϕ(‖Φ˜(Xb)⊗ Φ˜(Yb)− Σ
(h)‖HS
Φ˜(Xi)⊗ Φ˜(Yi)
= argmin
Σ∈HS
n∑
i=1
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ
(h)‖HS) · ‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ‖
2
HS
= argmin
Σ∈HS
Q(Σ;Σ(h)) (38)
From Eq. (36), Eq. (37), and Eq. (38), we have
J(Σ(h)) = Q(Σ(h); Σ(h)) ≥ Q(Σ(h+1); Σ(h)) ≥ J(Σ(h+1)).
Thus, it is proved that J(Σ(h)) monotonically decreases at every iteration.
In addition, since J(Σ(h)) ≥ 0, for any h ≥ 1 (the sequence is bounded below
at 0), it converses.
Step (ii): as in [17], it is clear that {Σ(h)}∞h=1 has a convergent subsequence
{Σ(hℓ)}∞ℓ=1. Let Σ
∗ be the limit of {Σ(hℓ)}∞ℓ=1. Using Eq. (36), Eq. (37), Eq.
(38), and the monotone decreasing property of J(Σ(h)), we have also get
Q(Σ(hℓ+1); Σ(hℓ+1)) = J(Σ(hℓ+1))
≤ J(Σ(hℓ+1))
≤ Q(Σ(hℓ+1); Σ(hℓ))
≤ Q(Σ;Σ(hℓ)), ∀Σ ∈ HS.
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Taking the limit on both sides of the above inequality, we have
Q(Σ∗; Σ∗) ≤ D(Σ;Σ∗), ∀Σ ∈ HS.
Therefore,
Σ∗ = argmin
Σ∈HS
Q(Σ;Σ∗)
=
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ∗‖HS)∑n
b=1 ϕ(‖Φ˜(Xb)⊗ Φ˜(Yb)− Σ
∗‖HS)
Φ˜(Xi)⊗ Φ˜(Yi) (39)
and thus
ϕ(‖Φ˜(Xi)⊗ Φ˜(Yi)− Σ
∗‖HS) · (Φ˜(Xi)⊗ Φ˜(Yi)− Σ
∗) = 0.
This implies Σ∗ ∈ U.
Step (iii): suppose infΣ∈U ‖Σ(h) − Σ‖HS does not tend to 0. Then there
exists ǫ > 0 such that ∀I ∈ N, ∃h > I with infΣ∈U ‖Σ
(h) − Σ‖HS ≥ ǫ. Thus we
are able to regard a increasing sequence of indices such that the infΣ∈U ‖Σ(hℓ)−
Σ‖HS ≥ ǫ for all ℓ = 1, 2, · · · · · · . Since Σ(hℓ) lies in the compact subset of HS,
it has a subsequence converging to some Σ†, and we can choose j such that
‖Σ(hj)−Σ†‖HS < ǫ/2. Since Σ† is also a limit point of {Σ(h)}∞h=1, Σ
† ∈ U . This
is a contradiction because
ǫ ≤ inf
Σ∈U
‖Σ(h) − Σ‖HS ≤ ‖Σ
(h) − Σ†‖HS < ǫ/2.
7.4. Proof of Theorem 5.1
We present the derivation of the IF of standard kernel CCA in detail. Recall
the generalized eigenvalue problem in Eq. (22). We can formulate this problem
as a simple eigenvalue problem. Using the j-th eigenfunction of the first equation
of Eq. (22) we have
(Σ
− 12
XXΣXY Σ
−1
Y Y ΣYXΣ
− 12
XX − ρ
2
jI)Σ
1
2
XXfjX = 0
⇒ (Σ
− 12
XXΣXY Σ
−1
Y Y ΣYXΣ
− 12
XX − ρ
2
jI)ejX = 0 (40)
where ejX = Σ
1
2
XXfjX .
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To establish the IF of kernel CCA, we convert the generalized eigenvalue
problem of kernel CCA into a simple eigenvalue problem. Henceforth, we can use
the results such as the IF of linear PCA analysis [48, 49], the IF of linear CCA
[25] and the IF of kernel PCA (finite dimension and infinite dimension) [18],
respectively. To do this, first we calculate the IF of Σ
− 12
XXΣXY Σ
−1
Y Y ΣY XΣ
− 12
XX ,
henceforth, the IF of Σ−1Y Y ,Σ
1
2
XX and ΣXY .
Using simple algebra (as in Section4.2), we have the IF for the following
operators at point Z ′ = (X ′, Y ′):
IF(·,X′,ΣXX) = (kX(·,X
′)−MX)⊗ (kX(·,X
′)−MX)− ΣXX,
IF(·,Y′,ΣYY) = (kY(·,Y
′)−MY)⊗ (kY(·,Y
′)−MY)− ΣYY,
IF(·,Z′,ΣXY) = (kX(·,X
′)−MX)⊗ (kY(·,Y
′)−MY)− ΣXY and
IF(·,Z′,Σ
− 12
XX) =
1
2
[Σ
− 12
XX − Σ
− 12
XX(kX(·,X
′)−MX)⊗ (kX(·,X
′)−MX)Σ
− 12
XX ].
For simplicity, let us define k˜X(·, X ′) := kX(·, X ′)−MX , k˜Y (·,y′) := kY (·, Y ′)−
MY . Also define A := ΣXY Σ
−1
Y Y ΣY X , B := Σ
− 12
XXAΣ
− 12
XX , and L = Σ
− 12
XX(Σ
− 12
XXΣXY Σ
−1
Y Y ΣYXΣ
− 12
XX−
ρ2I)−1Σ
− 12
XX . Now
IF(·,Z′,A) = IF(X′,Y′,ΣXY)Σ
−1
YYΣYX +ΣXYIF(X
′,Y′,Σ−1YY)ΣYX +ΣXYΣ
−1
YYIF(X
′,Y′,ΣXY)
=
[
k˜X(·, X
′)⊗ k˜Y (·, Y
′)− ΣXY
]
Σ−1Y Y ΣYX +ΣXY
[
Σ−1Y Y − Σ
−1
Y Y k˜Y (·, Y
′)⊗ k˜Y (·, Y
′)Σ−1Y Y
]
ΣYX
+ΣXY Σ
−1
Y Y
[
k˜X(·, X
′)⊗ k˜Y (·, Y
′)− ΣYX
]
= 2ΣXY Σ
−1
Y Y
[
k˜X(·, X
′)⊗ k˜Y (·, Y
′)− ΣXY
]
+ΣXY
[
Σ−1Y Y − Σ
−1
Y Y k˜Y (·, Y
′)⊗ k˜Y (·, Y
′)Σ−1Y Y
]
ΣY X
Then,
Σ
− 12
XXIF(Z
′,A)Σ
− 12
XX = 2Σ
− 12
XXΣXYΣ
−1
YY[k˜X(·,X
′)⊗ k˜Y(·,Y
′)− ΣXY]Σ
− 12
XX
+Σ
− 12
XXΣXY [Σ
−1
Y Y − Σ
−1
Y Y [k˜Y (·, Y
′)⊗ k˜Y (·, Y
′)]Σ−1Y Y ]ΣY XΣ
− 12
XX
and
IF(X′,Σ
− 12
XX)AΣ
− 12
XX +Σ
− 12
XXAIF(X
′,Σ
− 12
XX) =
2IF(X′,Σ
− 12
XX)AΣ
− 12
XX = [Σ
− 12
XX − Σ
− 12
XX k˜X(·,X
′)⊗ k˜X(·,X
′)Σ
− 12
XX ]AΣ
− 12
XX.
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The influence of B is then given by
IF(X′,Y′,B) = 2IF(X′,Y′,Σ
− 12
XX)ΣXYΣ
−1
YYΣXYΣ
− 12
XX +Σ
− 12
XXIF(X
′,Y′,A)Σ
− 12
XX
= [Σ
− 12
XX − Σ
− 12
XX k˜X(·, X
′)⊗ k˜X(·, X
′)Σ
− 12
XX ]ΣXY Σ
−1
Y Y ΣXY Σ
− 12
XX
+ 2Σ
− 12
XXΣXY Σ
−1
Y Y [k˜X(·, X
′)⊗ k˜Y (·, Y
′)− ΣXY ]Σ
− 12
XX
+Σ
− 12
XXΣXY [Σ
−1
Y Y − Σ
−1
Y Y k˜Y (·, Y
′)⊗ k˜Y (·, Y
′)Σ−1Y Y ]ΣYXΣ
− 12
XX
= −Σ
− 12
XX k˜X(·, X
′)⊗ k˜X(·, X
′)Σ
− 12
XXΣXY Σ
−1
Y Y ΣXY Σ
− 12
XX
+ 2Σ
− 12
XXΣXY Σ
−1
Y Y k˜X(·, X
′)⊗ k˜Y (·, X
′)Σ
− 12
XX
− Σ
− 12
XXΣXY Σ
−1
Y Y k˜Y (·, Y
′)⊗ k˜Y (·, Y
′)Σ−1Y Y ΣYXΣ
− 12
XX
(41)
To define the IF of kernel CC (ρ2j) and kernel CVs (fX(X) and fY (Y )), we
convert a generalized eigenvalue problem and use the Lemma 1 of [18] and
Lemma 2 of [49]. Then the IF of kernel ρ2j is defined as follows
IF(Z′, ρ2j ) = 〈ejX, IF(Z
′,B)ejX〉HX⊗HY
= −〈ejX ,Σ
−1
XX k˜X(·, X
′)⊗ k˜X(·, X
′)Σ
− 12
XXΣXY Σ
−1
Y Y ΣXY Σ
− 12
XXejX〉HX⊗HX
+ 2〈ejX ,Σ
− 12
XXΣXY Σ
−1
Y Y k˜X(·, X
′)⊗ k˜Y (·, Y
′)Σ
− 12
XXejX〉HX⊗HY
− 〈eTjX ,Σ
− 12
XXΣXY ΣY Y k˜Y (·, Y
′)⊗ k˜Y (·, Y
′)ΣY XΣ
− 12
XXejX〉HY ⊗HY
= −〈ejX ,Σ
−1
XX k˜X(·, X
′)⊗ k˜X(·, X
′)Σ
− 12
XXΣXY Σ
−1
Y Y ΣXY Σ
− 12
XXejX〉HX⊗HX
+ 2〈eTjX ,Σ
− 12
XXΣXY Σ
−1
Y Y k˜X(·, X
′)⊗ k˜Y (·, Y
′)Σ
− 12
XXejX〉HX⊗HY
− 〈ejX ,Σ
− 12
XXΣXY [ΣY Y k˜Y (·, Y
′)⊗ k˜Y (·, Y
′)Σ−1Y Y ]ΣYXΣ
− 12
XXejX〉HY ⊗HY
(42)
For simplicity, Eq. (42) can calculate in parts. The first part is derived as
〈ejX ,Σ
−1
XX k˜X(·, X
′)⊗ k˜X(·, X
′)Σ
− 12
XXΣXY Σ
−1
Y Y ΣXY Σ
− 12
XXejX〉HX⊗HX
= 〈Σ
− 12
XXejX , k˜X(·, X
′)⊗ k˜X(·, X
′)Σ
− 12
XXΣXY Σ
−1
Y Y ΣXY Σ
− 12
XXΣ
− 12
XXejX〉HX⊗HX
= 〈fjX , k˜X(·, X
′)〉HX 〈k˜X(·, X
′),Σ
− 12
XXΣXY Σ
−1
Y Y ΣXY Σ
− 12
XXfjX〉HX
= ρ2j f˜
2
jX(X
′). (43)
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In the last equality, we used Eq. (40). The 2nd part of Eq. (42) is derived as
〈fjX ,Σ
− 12
XXΣXY Σ
−1
Y Y [k˜X(·, X
′)⊗ k˜Y (·, Y
′)]Σ
− 12
XXfjX〉HX⊗HY
= 〈Σ
− 12
XXejX , k˜X(·, X
′)⊗ k˜Y (·, Y
′)ΣXY Σ
−1
Y Y Σ
− 12
XXfjX〉HX⊗HY
= 〈fjX , k˜X(·, X
′)⊗ k˜Y (·, Y
′)ΣXY Σ
−1
Y Y fjX〉HX⊗HY
= ρj〈fjX , k˜X(·, X
′)〉HX 〈k˜Y (·, Y
′), fjY 〉HY
= ρj f˜jX(X
′)f˜jY (Y
′). (44)
In the last second equality, we used Eq. (22). Similarly we can write the 3rd
term as
〈ejX ,Σ
− 12
XXΣXY [ΣY Y k˜Y (·, Y
′)⊗ k˜Y (·, Y
′)Σ−1Y Y ]ΣYXΣ
− 12
XXejX〉HY ⊗HY = ρ
2
j f˜
2
jY (Y
′)
(45)
where f˜jX(X
′) = 〈fjX , k˜X(·, X ′)〉 and similar for f˜jY . Therefore, substituting
Eq. (43), (44) and (45) into Eq. (42), the IF of kernel CC is given by
IF(X′,Y′, ρj) = −ρ
2
j f˜
2
jX(Y
′) + 2ρjf˜jX(X
′ )˜fjY(Y
′)− ρ2j f˜
2
jY(Y
′) (46)
Now we derived the IF of kernel CVs. To this end, first we need to derive
IF(X′, fjx) = IF(X
′,Σ
− 12
XXfjX) = Σ
− 12
XXIF(X
′, fjX) + IF(X
′,Σ
− 12
XX)fjX (47)
By the first term of Eq. (47) we have
Σ
− 12
XXIF(X
′,Y′, fjX) = Σ
− 12
XX(B− ρ
2I)−1IF(X′,Y′,B)fjX
= −Σ
− 12
XX(B− ρ
2I)−1
[
Σ
− 12
XX k˜X(·, X
′)⊗ k˜X(·, X
′)Σ
− 12
XXΣXY Σ
−1
Y Y ΣXY Σ
− 12
XX
+ 2Σ
− 12
XXΣXY Σ
−1
Y Y k˜X(·, X
′)⊗ k˜Y (·, Y
′)Σ
− 12
XX − Σ
− 12
XXΣXY ΣY Y k˜Y (·, Y
′)Σ−1Y Y ΣYXΣ
− 12
XX
]
f˜jX
(48)
We derive each term of Eq. (48), respectively. The first term of Eq. (48) is
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given by
Σ
− 12
XX(B− ρ
2I)−1[Σ
− 12
XX〈k˜X(·, X
′)⊗ k˜X(·, X
′),Σ
− 12
XXΣXY Σ
−1
Y Y ΣXY Σ
− 12
XXfjX〉
= LjX〈k˜X(·, X
′)⊗ k˜X(·, X
′),Σ
− 12
XXΣXY Σ
−1
Y Y ΣYXfjX〉
= LjXρ
2
j〈k˜X(·, X
′)⊗ k˜X(·,x
′), fjX〉
= LjXρ
2
j〈k˜X(·, X
′)⊗ k˜X(·, X
′), fjX〉 (49)
= LjXρ
2
j f˜(X
′)k˜(·, X ′)
The 2nd term of Eq. (48) is
2LjXΣ
− 12
XXΣXY Σ
−1
Y Y k˜X(·, X
′)k˜Y (·, Y
′)Σ
− 12
XXfjX
= LjX〈Σ
− 12
XXΣXY Σ
−1
Y Y fjX , k˜Y (·, Y
′)〉k˜X(·, X
′) + LjX〈Σ
− 12
XXΣXY Σ
−1
Y Y k˜X(·, X
′), fjX〉k˜Y (·, Y
′)
= LjXρj f˜jY (Y
′)(k˜X(·, X
′) + LjXΣ
− 12
XXΣXY Σ
−1
Y Y f˜jX(X
′)k˜Y (·, Y
′)
and the 3rd term of Eq. (48) is
LjXΣXY Σ
−1
Y Y k˜Y (·, Y
′)⊗ k˜Y (·, Y
′)Σ−1Y Y ΣY XΣ
− 12
XX ]fjX
= LjX〈ΣXY Σ
−1
Y Y k˜Y (·, Y
′),Σ−1Y Y ΣYXfjX〉k˜Y (·, Y
′)〉
= LjX〈ΣXY Σ
−1
Y Y k˜Y (·, Y
′), ρjfjX〉k˜Y (·, Y
′)〉
= LjXρjΣXY Σ
−1
Y Y f˜jY (Y
′)k˜Y (·, Y
′)
By substituting the above three equations into Eq. (48), we have
Σ
− 12
XXIF(·,Z
′, fjX)
= Σ
− 12
XX(B− ρ
2
jI)
−1IF(·,Z′,B)fjX
= −ρj(f˜jY (Y
′)− ρj f˜jX(X
′))LjX k˜(·, X
′)− (f˜jX(X
′)− ρj f˜jY (Y
′))ΣXY Σ
−1
Y Y k˜Y (·, Y
′)
(50)
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The 2nd term of Eq. (47) is given
IF(X′,Σ
− 12
XX)fjX
= −〈fjX ,Σ
−1
XXfjX〉Σ
− 12
XXIF(X
′,Σ
1
2
XX)Σ
− 12
XXejX
= 〈fjX ,Σ
− 12
XXIF(X
′,Σ
1
2
XX)fjX〉fjX
= −
1
2
[〈fjX ,Σ
− 12
XXIF(X,Σ
1
2
XX)fjX〉+ 〈fjX, IF(X
′,Σ
1
2
XX)Σ
− 12
XXfjX〉]fjX
= −
1
2
[〈fjX ,Σ
− 12
XXIF(X
′,ΣXX)fjX〉]fjX
= −
1
2
[〈fjX , (k˜X(·, X
′)− ΣXXfjX)]fjX
= −
1
2
[f˜jX(X
′)− 〈fjX ,ΣfjX〉]fjX
=
1
2
[1− f˜jX(X
′)]fjX (51)
Therefore, substituting Eq. (50) and Eq. (51) into Eq. (47) we get the j-th IF
of kernel CV for the X data:
IF(·,X′,Y′, fjX) = −ρj(˜fjY(Y
′)−ρjf˜jX(X
′))LjXk˜X(·,X
′)−(˜fjX(X
′)−ρjf˜jY(Y
′))LjXΣXYΣ
−1
YYk˜Y(·,Y
′)
+
1
2
[1 − f˜2(Y ′)]fjX
Similarly, for the Y data we have,
IF(·,X′,Y′, fjY) = −ρj(˜fjX(X
′)−ρjf˜jY(Y
′))LjYk˜Y(·,Y
′)−(˜fjY(Y
′)−ρjf˜jX(X
′))LjYΣYXΣ
−1
XXk˜X(·,X
′)
+
1
2
[1 − f˜2(X ′)]fjY
Appendix B: Abbreviations and symbols
Table 5 and 6 preset the list of abbreviations, and symbols, respectively.
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Table 5: List of abbreviations
Abbreviation Elaboration Abbreviation Elaboration
CC Canonical correlation CCA Canonical correlation Analysis
CO Kernel covariance operator CCO Kernel cross-covariance operator
CV Canonical Variates DE Density estimation
DNA Deoxyribonucleic acid EIF Empirical influence function
IF Influence function fMRI Functional magnetic resonance imaging
IRWLS Iteratively re-weighted least squares KIRWLS Kerneled iteratively re-weighted least squares
LUSC lung squamous cell carcinoma MCIC The mind clinical imaging consortium
ME Mean element MGSD Multivariate Gaussian structural data
NIH National institutes of health NSF National Science Foundation
OVSC Ovarian serous cystadenocarcinoma PCA Principal component analysis
PDK Positive definite kernel RKHS Reproducing kernel Hilbert Space
SCFSD Sine cosine function structural data SFSD Sine function of structural data
SNP Single-nucleotide polymorphism SZ Schizophrenia
TCSD Three circles structural data TCGA The cancer genome atlas
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Table 6: List of symbols.
Symbol Explanation Symbol Explanation
R The set of real numbers Ω A sample space
A A set of events P A function from events to probabilities
Φ(·) Feature map Φ˜(·) Centered feature map
HX RKHS of X data HX RKHS of Y data
H Hilbert space BH σ-filed of Borel sets
kX(Xi, Xj) PDK of X data kY (Yi, Yj) PDK of Y data
k˜X(Xi, Xj) Centered PDK of X data k˜Y (Yi, Yj) Centered PDK of Y data
kX(·, X) HX -valued random variable kY (·, Y ) HY -valued random variable
FX Probability distribution of X FY Probability distribution of Y
FXY Joint probability distribution of (X,Y) FnXY Empirical joint probability distribution.
EX Expectation of X EY Expectation of Y
MX Kernel mean element of X MY Kernel mean element of Y
M̂X Estimated kernel mean element of X M̂R Robust kernel mean element
ζ(·) Robust loss function ϕ(t) ζ
′(t)
t , Weight function
KX Gram matrix of X data KY Gram matrix of Y data
GX Centered Gram matrix of X data GY Centered Gram matrix of Y data
ρ Robust kernel canonical correlation ρˆ Estimate robust kernel canonical correlation
aX Canonical direction of X data aY Canonical direction of Y data
GRX Robust centered Gram matrix of X data GRY Robust centered Gram matrix of Y data
bX Robust canonical direction of X data bY Robust canonical direction of Y data
ρrkcc Kernel canonical correlation ρˆrkcc Estimate kernel canonical correlation
ΣXX Kernel CO ΣXY Kernel CCO
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