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KINEMATIC FORMULAS FOR TENSOR VALUATIONS
ANDREAS BERNIG AND DANIEL HUG
Abstract. We prove new kinematic formulas for tensor valuations and sim-
plify previously known Crofton formulas by using the recently developed alge-
braic theory of translation invariant valuations. The heart of the paper is the
computation of the Alesker-Fourier transform on the large class of spherical
valuations, which is achieved by differential-geometric and representation the-
oretical tools. We also describe in explicit form the product and convolution
of tensor valuations.
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1. Introduction
Let V be a finite-dimensional (real) vector space and K(V ) the space of all
compact convex subsets in V . Let A be an abelian semigroup. A map φ : K(V )→ A
is called a valuation if
φ(K ∪ L) + φ(K ∩ L) = φ(K) + φ(L)
whenever K,L,K ∪ L ∈ K(V ). If A is a topological semigroup and V is endowed
with some Euclidean scalar product, then φ is called continuous if it is continuous
with respect to the topology induced by the Hausdorff metric.
Scalar valued valuations (where A = R or A = C) have played a prominent
role in integral geometry since Hadwiger’s characterization of intrinsic volumes.
In particular, the kinematic formulas due to Blaschke-Chern-Santalo´ can easily be
derived from Hadwiger’s theorem [31]. Recently discovered algebraic structures on
the space of translation invariant valuations have been used to prove kinematic
formulas in hermitian spaces [6, 16, 17, 18].
A quite active area of research is that of Minkowski valuations, where A = K(V )
together with the Minkowski addition. We refer to [1, 2, 25, 32, 45, 47] to cite just a
A. B. was supported by DFG grants BE 2484/3-1 and BE 2484/5-1. D. H. was supported by
DFG grants HU 1874/2-1 and HU 1847/3-1
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few papers in this direction. Other important cases of semigroups A are the space
of signed measures on V (see [18, 41] for curvature measures and corresponding
local kinematic formulas) and the space of signed measures on the unit sphere
(see [41, 50, 51] for area measures and the corresponding local additive kinematic
formulas).
In this paper, we investigate tensor valuations, where A = Sym∗ V , the space
of symmetric tensors over the given vector space V . Tensor valuations were first
studied by Hadwiger-Schneider [26] who considered vector valued valuations on the
basis of the accompanying work [38, 39]. McMullen [34] conjectured that certain
tensor valuations QiΦk,r,s span the space of all isometry covariant tensor valuations
and proved some linear dependences for these valuations. McMullen’s conjecture
was confirmed by Alesker [4], who made essential use of his results from [3]. The
question of determining all linear dependences among these basic tensor valua-
tions was settled by the second-named author, Schneider and R. Schuster [28]. In
the subsequent paper [29], the same authors studied integral-geometric formulas
(Crofton-type formulas) which are satisfied by the basic tensor valuations. Very
recently, local tensor valuations were classified in [27, 43].
More specifically, in the present paper we consider translation invariant tensor
valuations (although we believe that a similar study in the non-translation invari-
ant case will be fruitful as well). In Section 3 we generalize some of the algebraic
structures such as convolution, product and Alesker-Fourier transform from scalar
valued valuations to tensor valuations and establish links to new kinematic formu-
las. While it is not difficult to introduce these structures, the crucial aim of the
present work is to determine the algebraic structures and related integral-geometric
formulas as explicitly as possible. The main technical part is the computation of
the Alesker-Fourier transform of a tensor valuation. Here we need the recently
introduced Alesker-Fourier transform on odd (scalar valued) valuations [10]. Using
the formalism developed in [16], we provide explicit formulas for the convolution of
tensor valuations. Based on the convolution and the Alesker-Fourier transform, we
then obtain formulas for the product of tensor valuations as well. In the last sec-
tion, we translate these results into integral-geometric formulas, that is, kinematic
formulas involving addition or intersection of convex sets.
To describe our main results, we introduce some notation. Let V be an n-
dimensional Euclidean vector space. Throughout the paper we will assume that
n ≥ 2. The space K(V ) is endowed with the Hausdorff metric. The set of all
continuous, translation invariant valuations on K(V ) is denoted by Val(V ), the
subspace of smooth elements by Valsm(V ) (see Section 2 for details). If µ ∈ Val(V )
and k ∈ N0 are such that µ(tK) = tkµ(K) for all K ∈ K(V ) and all t > 0, then
µ is said to be homogeneous of degree k. By a result of McMullen, Val(V ) can be
decomposed into its homogeneous components, that is,
Val(V ) =
n⊕
k=0
Valk(V ),
where Valk(V ) is the space of k-homogeneous elements in Val(V ).
For K ∈ K(V ) and k ∈ {0, . . . , n− 1}, let Sk(K, ·) denote the k-th surface area
measure of K, normalized as in [41]. In the following, we will often use that the
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centroid of Sk(K, ·) is the origin, that is,∫
Sn−1
y dSk(K, y) = 0, (1)
see [41, (5.30)].
The volume of the unit ball Bn in Rn is denoted by κn := π
n
2 /Γ
(
n
2 + 1
)
and
the volume of the unit sphere Sn−1 in Rn is denoted by ωn = nκn. We also define
the flag coefficients [
n
k
]
:=
(
n
k
)
κn
κkκn−k
, k ∈ {0, . . . , n}.
The Grassmann manifold of all k-dimensional subspaces in a vector space V is
denoted by Grk(V ). The affine Grassmann manifold, denoted by Grk(V ), is the
space of all affine k-dimensional subspaces (which are also called k-flats). In the case
V = Rn, Grk(V ) is endowed with the rotation invariant probability measure. The
rigid motion invariant measure on the (non-compact) affine Grassmann manifold
Grk(V ) is normalized in such a way that the measure of all k-flats intersecting the
unit ball is κn−k (cf. [41, 44]).
A spherical harmonic of degree s in Rn is the restriction to the unit sphere of
a homogeneous harmonic polynomial of degree s ∈ N0. The space of spherical
harmonics of degree s in Rn is denoted by Hns .
Definition 1.1. Let f be a smooth function on Sn−1. For k ∈ {0, . . . , n− 1}, we
define a valuation µk,f ∈ Valk(Rn) by
µk,f (K) :=
(
n− 1
k
)
1
ωn−k
∫
Sn−1
f(y) dSk(K, y).
If f ∈ Hn1 , i.e., if f is the restriction of a linear function, then µk,f = 0 by (1).
Hence we will assume in the following that f ⊥ Hn1 , that is,∫
Sn−1
f(y)y d volSn−1(y) = 0.
Note that µk,1 = µk is the k-th intrinsic volume (which is also denoted by
Vk by some authors). Valuations of the form µk,f are smooth and will be called
spherical, since in a sense which will be made precise below (see Corollary 4.6),
they correspond to spherical representations of the (proper) rotation group SO(n).
The Alesker-Fourier transform F on smooth translation invariant valuations was
introduced by Alesker in [6] and [10]. Its construction is very involved. Previously,
explicit formulas were known in the even case only. In our first main theorem, we
compute the Alesker-Fourier transform of spherical valuations.
Theorem 1. Let f ∈ Hns , s 6= 1 and 1 ≤ k ≤ n− 1. Then
F(µk,f ) = i
sΓ
(
n−k
2
)
Γ
(
s+k
2
)
Γ
(
k
2
)
Γ
(
s+n−k
2
) µn−k,f , (2)
where i =
√−1.
We denote by TVals(V ) the vector space of translation invariant continuous
valuations on K(V ) taking their values in the vector space Syms V of symmetric
tensors of rank s over V . In the following, we identify TVals(V ) with the tensor
product Val(V )⊗ Syms V .
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Let TVals,sm(V ) denote the set of smooth elements of TVals(V ) (see Section
2 for further details), which can be identified with Valsm(V ) ⊗ Syms. If G is a
subgroup of the orthogonal group of V , we denote by TVals,G(V ) the space of
translation invariant and G-covariant (see Section 3) tensor valuations of rank s.
If G is a compact subgroup of the orthogonal group of V acting transitively on
the unit sphere, then TVals,G(V ) consists of smooth valuations only and is finite-
dimensional.
We define the basic translation invariant and O(n)-covariant continuous tensor
valuations Φk,s ∈ TVals,O(n)(Rn), for s ∈ N0, by
Φk,s(K) :=
(
n− 1
k
)
1
ωn−k+ss!
∫
Sn−1
ys dSk(K, y), k ∈ {0, . . . , n− 1},
Φn,0(K) := voln(K),
where ys denotes the s-fold tensor product y ⊗ · · · ⊗ y of y ∈ Rn for s ∈ N and
y0 := 1. Moreover, we put Φn,s := 0 for s 6= 0. Clearly, each coefficient of Φk,s
(with respect to some basis of SymsRn) is a spherical valuation. Furthermore,
Φk,0 = µk for all k.
We set Q :=
∑n
i=1 e
2
i ∈ Sym2 V , where e1, . . . , en is an orthonormal basis of V .
Then, for each fixed k ∈ {1, . . . , n − 1}, the valuations QiΦk,s form a basis of the
space of continuous, translation invariant and O(n)-covariant tensor valuations in
V = Rn which are homogeneous of degree k (if n ≥ 3, then SO(n)-covariance would
be enough). See [3, Lemma 4.8 and Proposition 4.9] for more information.
Algebraic structures on scalar valued valuations (such as convolution, product
and Alesker-Fourier transform) play an important role in integral geometry, in
particular in connection with intersectional and additive kinematic formulas [15,
16, 17, 18, 20, 50, 51]. These algebraic structures will be extended to the tensor
valued case in Section 3. The explicit knowledge of these operations given in our
second main theorem below, which summarizes Theorems 5.1, 5.4 and 5.5, will be
the basis for writing down kinematic formulas for tensor valuations.
Before stating Theorem 2, we remark that for integers a, b ≥ 0
(QaΦk,s1 ) · (QbΦk,s2 ) = Qa+b(Φk,s1 · Φk,s2),
(QaΦk,s1) ∗ (QbΦk,s2 ) = Qa+b(Φk,s1 ∗ Φk,s2 ),
F(QaΦk,s) = Q
a
F(Φk,s).
Hence it is enough to write down formulas for the Φk,s.
Theorem 2. Convolution, Alesker-Fourier transform and product of the basic
translation invariant, O(n)-covariant tensor valuations Φk,s are given by
Φk,s1 ∗ Φl,s2 =
ωs1+s2+2n−k−l
ωs1+n−kωs2+n−l
(n− k)(n− l)
2n− k − l ·
·
(
2n− k − l
n− k
)(
s1 + s2
s1
)
(s1 − 1)(s2 − 1)
1− s1 − s2 Φk+l−n,s1+s2
for k, l ≤ n with k + l ≥ n and s1, s2 6= 1,
F(Φk,s) = i
s
⌊ s
2
⌋∑
j=0
(−1)j
(4π)jj!
QjΦn−k,s−2j
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for 0 ≤ k ≤ n and s 6= 1, and
Φk,s1 · Φl,s2 =
kl
k + l
(
k + l
k
) ⌊ s1+s2
2
⌋∑
a=0
2a 6=s1+s2−1
1
(4π)aa!
(
a∑
m=0
min{m,⌊ s12 ⌋}∑
i=max{0,m−⌊ s22 ⌋}
(−1)a−m
(
a
m
)(
m
i
)
ωs1+s2−2m+k+l
ωs1−2i+kωs2−2m+2i+l
·
·
(
s1 + s2 − 2m
s1 − 2i
)
(s1 − 2i− 1)(s2 − 2m+ 2i− 1)
1− s1 − s2 + 2m
)
QaΦk+l,s1+s2−2a
for k + l ≤ n and s1, s2 6= 1.
In the extremal cases k, l ∈ {0, n}, some of the expressions on the right-hand
side of the preceding equations have to be interpreted properly as limits and are
formally included then. For instance, if k = n and s1 6= 0, then both sides of the
first equation are zero. However, if k = n and s1 = 0, then (n−k)/ωs1+n−k is taken
as 1/κn−k = 1/κ0 = 1. Moreover, the factors
kl
k+l
(
k+l
k
)
and
ωs1+s2−2m+k+l
ωs1−2i+kωs2−2m+2i+l
in
the last formula may be 0 and ∞ if k = 0 or l = 0 and will cancel out in the
appropriate way. Similar remarks apply in the following.
We note that the special case s = s1 = s2 = 0 reduces to the following well-known
formulas for intrinsic volumes:
Fµk = µn−k, µk · µl =
[
k + l
k
]
µk+l, µk ∗ µl =
[
2n− k − l
n− k
]
µk+l−n,
where k, l are subject to the same conditions as in Theorem 2.
As a first consequence, we obtain Crofton-type formulas in the translation in-
variant case. More general formulas of this type, but with rather complicated
coefficients, were proved in [29].
Theorem 3 (Crofton formula in the Φ-basis). If k, l ≥ 0 with k+ l ≤ n and s ∈ N0,
then∫
Grn−l(Rn)
Φk,s(K ∩ E¯) dE¯ =
[
n
l
]−1(
k + l
k
)
kl
2(k + l)
1
Γ
(
k+l+s
2
) ·
·
⌊ s
2
⌋∑
j=0
Γ
(
l
2 + j
)
Γ
(
k+s
2 − j
)
(4π)jj!
QjΦk+l,s−2j(K). (3)
Note that the symmetric tensor product with Qa, a > 0, can be interchanged
with the integration on the left-hand side of equation (3) in Theorem 3. Moreover,
if k = 0 and s is odd, then both sides of this equation are zero. If k = 0 and s is
even, then we consider k2Γ
(
k
2
)
as Γ
(
k
2 + 1
)
= 1. In case l = 0, a similar discussion
applies. Properly interpreted (and using kk+l +
l
k+l = 1), the equation even holds
for k = l = 0.
In Section 3 we will extend the fundamental theorem of algebraic integral geom-
etry [15, 20] to tensor valuations. Roughly speaking, it explains how the algebraic
structures from our second main theorem determine the integral-geometric formu-
las. As an application, we compute the intersectional kinematic formulas for some
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tensors of small rank. However, our approach makes clear how such formulas can
be determined for tensors of arbitrary rank.
Let O(n) := O(n)⋉Rn be the Euclidean motion group, endowed with the product
measure (as in [44]). For g¯ ∈ O(n), we let g ∈ O(n) be the rotation part. Then the
intersectional kinematic operator
kO(n)s1,s2 : TVal
s1+s2,O(n)(Rn)→ TVals1,O(n)(Rn)⊗ TVals2,O(n)(Rn)
is defined by
kO(n)s1,s2(Φ)(K,L) :=
∫
O(n)
(ids1 ⊗gs2)Φ(K ∩ g¯−1L) dg¯.
Here ids1 ⊗gs2 acts in the natural way on Syms1+s2(Rn) ⊂ (Rn)⊗s1 ⊗ (Rn)⊗s2 .
Theorem 4. For 0 ≤ i ≤ n − 1, the intersectional kinematic formulas of bi-rank
(2, 2), (3, 2) and (3, 3) respectively are given by
k
O(n)
2,2 (Φi,4) =
1
48π2Γ
(
n+3
2
)
Γ
(
i+1
2
) ∑
k+l=n+i
Γ
(
k+1
2
)
Γ
(
l+1
2
)
kl
·
·
(
4π2(ni2 + i2 − 2ni− 2i− 2n)Φk,2 ⊗ Φl,2
− π(ik + nik − 2k − 3ni− n2i)Φk,2 ⊗QΦl,0
− π(il + nil− 2l− 3ni− n2i)QΦk,0 ⊗ Φl,2
+
1
4
(n+ 3)(i− l)(i− k)QΦk,0 ⊗QΦl,0
)
,
k
O(n)
3,2 (Φi,5) =
∑
k+l=n+i
(i+ 1)Γ
(
l+1
2
)
Γ
(
k
2
)
40π(k + 1)lΓ
(
n+1
2
)
Γ
(
i
2
) ·
· Φk,3 ⊗ (4π(i− 3)Φl,2 + (n− k + 3)QΦl,0) ,
k
O(n)
3,3 (Φi,6) =
(i+ 1)(i − 1)(i− 3)
40Γ
(
n+1
2
)
Γ
(
i+1
2
) ∑
k+l=n+i
Γ
(
k
2
)
Γ
(
l
2
)
(k + 1)(l + 1)
Φk,3 ⊗ Φl,3.
The kinematic formulas for the group SO(n) with n ≥ 3 are formally identical,
since TValO(n)(Rn) ∼= TValSO(n)(Rn) for n ≥ 3 (see [3]).
We also point out that the strategy of proof for this theorem can be used to
derive formulas for k
O(n)
s1+a1,s2+a2(Q
aΦi,s1+s2) with 2a = a1 + a2 > 0.
Now we turn to additive kinematic formulas for tensor valuations. In this case,
we do not need the algebraic machinery developed in earlier sections, since we
can relate the additive kinematic formulas for tensor valuations to the well-known
additive kinematic formulas for area measures.
To state the result, we introduce the additive kinematic operator
aO(n)s1,s2 : TVal
s1+s2,O(n)(Rn)→ TVals1,O(n)(Rn)⊗ TVals2,O(n)(Rn)
as
aO(n)s1,s2(Φ)(K,L) :=
∫
O(n)
(ids1 ⊗gs2)Φ(K + g−1L) dg,
where the integration over O(n) is with respect to the Haar probability measure.
The result is the following theorem.
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Theorem 5 (Additive kinematic formula for tensor valuations). Let 0 ≤ i ≤ n− 1
and s1, s2 6= 1. Then
aO(n)s1,s2(Φi,s1+s2) =
(
s1 + s2
s1
)−1 ∑
k+l=i
(n− k − 1)!(n− l − 1)!
(n− i− 1)!(n− 1)! ·
· ωn−k+s1ωn−l+s2
ωnωn−i+s1+s2
Φk,s1 ⊗ Φl,s2 .
Here we do not state additive kinematic formulas for the valuations QaΦi,s1+s2
with a > 0. We do not know whether such formulas can be deduced from additive
kinematic formulas for area measures. Nevertheless, there is enough information in
Theorems 2 and 3.2 to write down such formulas as well (using a similar approach
as in the proof of Theorem 4).
Plan of the paper. In Section 2, we will review the necessary background from
algebraic integral geometry of translation invariant scalar valued valuations. The
extension of this theory to translation invariant tensor valuations is the subject
of Section 3. There we will introduce convolution, Alesker-Fourier transform and
product of translation invariant tensor valuations as well as additive and intersec-
tional kinematic formulas. The relation between the algebraic structures and the
kinematic formulas is explored in Theorem 3.2. This relationship is illustrated by a
commutative diagram which explains how convolution and additive kinematic for-
mulas on the one hand, and multiplication and intersectional kinematic formulas
on the other hand, are related via Poincare´ duality and Fourier transform.
The heart of the paper is Section 4, where we explicitly compute the Alesker-
Fourier transform of spherical valuations, which is the key step for determining the
Fourier transform of continuous, translation invariant and O(n)-covariant tensor
valuations. In this section, we consider scalar valued rather than tensor valued
valuations, but the main result, which is Theorem 1, is then translated into the
language of tensor valuations in Section 5. However, already in Section 4 it will be
convenient to take advantage of the close relationship between spherical valuations
and tensor valuations. Since the explicit determination of the Fourier transform
of spherical valuations requires several steps, we start with the relatively simple
case of even valuations, where the Klain map can be efficiently used. The two-
dimensional case, which allows a direct approach, is treated next. Then we give a
fairly detailed outline of our approach in the general case which explains how the
subsequent arguments and calculations are connected (see Subsection 4.5).
In Section 5, we also compute convolution, product and Poincare´ duality for
tensor valuations. The explicit form of the Poincare´ pairing for tensor valuations
will be crucial for the proof of intersectional kinematic formulas.
The final Section 6 is devoted to kinematic formulas. First, we simplify in the
translation invariant case the constants in the general Crofton formula established
in [29]. Then we prove additive kinematic formulas for tensor valuations. The in-
tersectional kinematic formulas are more difficult, and we will state them in explicit
form for small bi-ranks only. However, it will be clear from the proof how formulas
for tensors of higher rank can be computed as well.
Acknowledgments. We would like to thank Franz Schuster for useful remarks on
an earlier version of this paper. We are grateful to the referee for his remarks which
lead to an improved presentation.
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2. Background from translation invariant valuations
The theory of scalar valued, translation invariant, continuous valuations is a very
active and rich one, compare the surveys [15, 20]. For the reader’s convenience, we
collect those facts which are relevant in the present paper.
The space of continuous, translation invariant valuations on an n-dimensional
vector space V is denoted by Val(V ) or just by Val if there is no risk of confusion.
Similarly, we write K instead of K(V ). A valuation φ ∈ Val is called even if
φ(−K) = φ(K), for all K ∈ K(V ), and odd if φ(−K) = −φ(K), for all K ∈ K(V ).
If there is some k ∈ N0 such that φ(tK) = tkφ(K) for all t > 0 and all K ∈ K(V ),
then φ is said to be homogeneous of degree k. The space of even/odd valuations
of degree k is denoted by Val±k (V ). A fundamental result by McMullen [33] is the
decomposition
Val(V ) =
⊕
k=0,...,n
ǫ=±
Valǫk(V ). (4)
The space Val0(V ) is spanned by the Euler characteristic χ (which satisfies
χ(K) = 1 for all K ∈ K(V )\{∅}), while Valn(V ) is spanned by a Lebesgue measure
voln on V .
The Euler-Verdier involution σ is defined in [9] by
(σφ)(K) := (−1)kφ(−K), φ ∈ Valk(V ),K ∈ K(V ).
Let V ∼= Rn be an n-dimensional Euclidean vector space. Let SV be the sphere
bundle over V and nc(K) the normal cycle (which is sometimes also called the
normal bundle) of K ∈ K(V ) [53]. A valuation φ ∈ Val(V ) is called smooth if there
exist translation invariant differential forms γ ∈ Ωn−1(SV ) and τ ∈ Ωn(V ) such
that
φ(K) =
∫
nc(K)
γ +
∫
K
τ.
The space Valsm(V ) of smooth valuations is dense in Val(V ), compare [8].
Alesker [7] has shown that Valsm(V ) has the structure of an associative, com-
mutative graded algebra satisfying a version of Poincare´ duality. The product of
two smooth valuations satisfies the following formula (and, together with continuity
and bilinearity is characterized by this formula): if φi(K) = voln(K +Ai), i = 1, 2,
where Ai is a compact convex body with smooth boundary and positive curvature
and K ∈ K(V ), then
(φ1 · φ2)(K) = vol2n(∆K +A1 ×A2),
where ∆ : V → V ×V is the diagonal embedding. The Euler characteristic χ is the
identity for Alesker’s multiplication.
In [16] a convolution product was introduced on Valsm(V ). Without referring to a
Euclidean structure, the convolution is a product on the space Valsm(V )⊗Dens(V ∗),
where Dens(V ∗) is the 1-dimensional space of complex Lebesgue measures on V ∗.
If φ1, φ2 are as above and K ∈ K(V ), then
(φ1 ∗ φ2)(K) = voln(K +A1 +A2).
Together with continuity and bilinearity, the convolution is determined by this
formula. The neutral element of the convolution is the n-dimensional volume voln.
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The picture is completed by a Fourier-type transform, due to Alesker [6, 10],
which is a linear map F : Valsm(V )→ Valsm(V ∗)⊗Dens(V ) satisfying
F(φ1 · φ2) = F(φ1) ∗ F(φ2) (5)
and with F2 := F ◦ F also the Plancherel-type formula
(F2(φ))(K) = φ(−K), K ∈ K(V ).
Let φ ∈ Val+k (V ). If E ∈ Grk(V ), then the restriction of φ to E is a multiple of
the Lebesgue measure on E. We thus obtain a function Klφ ∈ C(Grk(V )), called
the Klain function of φ. The resulting map Val+k (V ) → C(Grk(V )) is injective,
as was shown by Klain [30]. It is called Klain embedding. The Alesker-Fourier
transform on even valuations φ ∈ Val+k (V ) is characterized by
KlF(φ)(E) = Klφ(E
⊥), E ∈ Grn−k(V ),
if V and V ∗ are identified via the scalar product. Although there is an analogous
embedding due to Schneider [42] in the odd case, no similar characterization of
the Alesker-Fourier transform on odd valuations is known. In a central part of the
present paper (Section 4), we will compute explicitly the Alesker-Fourier transform
of certain odd valuations.
3. Kinematic formulas for tensor valuations
3.1. Algebraic structures on tensor valuations. Let V be a finite-dimensional
Euclidean vector space of dimension n ≥ 2. The space of symmetric tensors of
rank s ∈ N0 over V will be denoted by Syms V , which is a subspace of V ⊗s, the
s-th tensor power of V . Here we put V ⊗0 := R. Moreover, we define Sym∗ V :=⊕∞
s=0 Sym
s V . A translation invariant (continuous) tensor valuation is a translation
invariant (continuous) valuation with values in Sym∗ V .
The space TVal(V ) of all translation invariant continuous tensor valuations will
be identified with
Val(V )⊗ Sym∗ V.
Similarly, the space TValsm(V ) of smooth translation invariant tensor valuations
will be identified with
Valsm(V )⊗ Sym∗ V.
We say that Φ ∈ TVal(V ) has rank s if Φ has values in Syms V , the corresponding
space will be denoted by TVals(V ). The set of smooth elements of TVals(V ) is
denoted by TVals,sm(V ). McMullen’s decomposition (4) of Val(V ) can be extended
to a decomposition
TVals(V ) =
⊕
k=0,...,n
ǫ=±
TVals,ǫk (V ).
If G is a group acting linearly on V , then there is a natural induced action on
all tensor powers and on Sym∗ V . The action of G on TVals(V ) is given by
(gΦ)(K) := g⊗s(Φ(g−1K)), K ∈ K(V ), g ∈ G.
A valuation Φ ∈ TVal(V ) is called G-covariant if gΦ = Φ. The subspace of G-
covariant tensor valuations of rank s and degree k will be denoted by TVals,Gk (V ).
It is shown as in the scalar valued case [20] that TVals,G(V ) is finite-dimensional
and consists of smooth valuations provided G is a compact subgroup of O(n) acting
transitively on the unit sphere of V (see [50, Lemma 4.1]).
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In this paper, we will be interested in the case G = O(n) (cf. [3, 4]). In the
literature [28, 29], O(n)-covariant tensor valuations are sometimes just called tensor
valuations, but in the recent work [50] it turned out that the study of G-covariant
tensor valuations for other groups (in particular, for the unitary group) is very
fruitful as well.
Convolution, product, Alesker-Fourier transform and Euler-Verdier involution on
translation invariant valuations can be extended component-wise to corresponding
algebraic structures on TValsm(V ). If Φ1(K) =
∑m
i=1 φi(K)wi, where w1, . . . , wm
is a basis of Syms1 V , and Φ2(K) =
∑l
j=1 ψj(K)uj , where u1, . . . , ul is a basis of
Syms2 V , then
(Φ1 · Φ2) (K) =
∑
i,j
(φi · ψj)(K)wiuj.
The dot on the right-hand side is the product of smooth valuations and wiuj ∈
Syms1+s2 V denotes the symmetric tensor product of the symmetric tensors wi ∈
Syms1 V and uj ∈ Syms2 V . Note that this definition is independent of the chosen
bases. In a similar way, convolution, Alesker-Fourier transform and Euler-Verdier
involution for tensor valuations can be defined.
If Φ1 ∈ TVals1,smk (V ), Φ2 ∈ TVals2,sml (V ) and k, l ∈ {0, . . . , n}, then
Φ1 ∗ Φ2 ∈ TVals1+s2,smk+l−n (V ), k + l ≥ n,
Φ1 · Φ2 ∈ TVals1+s2,smk+l (V ), k + l ≤ n,
F(Φ1) ∈ TVals1,smn−k (V ),
σ(Φ1) ∈ TVals1,smk (V ).
Furthermore, (5) generalizes to
F(Φ1 · Φ2) = F(Φ1) ∗ F(Φ2). (6)
Multiplication with powers of Q commutes with these operations, for instance, we
have (QiΦ1) ∗Φ2 = Qi(Φ1 ∗ Φ2) for i ∈ N0.
We let
m, c : TVals1,sm(V )⊗ TVals2,sm(V )→ TVals1+s2,sm(V )
be the maps corresponding to the product and the convolution.
The space TValG(V ) is closed under these operations. We will write mG, cG for
the restrictions to the invariant subspaces. The adjoint maps will be denoted by
m∗G, c
∗
G.
Unlike the case of O(n)-invariant and translation invariant scalar valued valua-
tions, the coefficients of O(n)-covariant tensor valuations are not necessarily even.
The computation of the Alesker-Fourier transform will be much more involved in
the odd case and forms the heart of the present paper.
3.2. Kinematic formulas. Let G be a subgroup of O(n) which acts transitively
on the unit sphere. Then the space TValG(V ) is finite-dimensional.
Let Φ ∈ TVals1+s2,G(V ). Following [50], we define a bivaluation with values in
Syms1 V ⊗ Syms2 V by
aGs1,s2(Φ)(K,L) :=
∫
G
(id⊗s1 ⊗g⊗s2)Φ(K + g−1L) dg
for K,L ∈ K(V ), where G is endowed with the Haar probability measure.
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Let Φ1, . . . ,Φm1 be a basis of TVal
s1,G(V ) and let Ψ1, . . . ,Ψm2 be a basis of
TVals2,G(V ). Then, by the classical Hadwiger argument (compare [31] or [50,
Theorem 4.3]), there are constants cΦij such that
aGs1,s2(Φ)(K,L) =
∑
i,j
cΦij Φi(K)⊗Ψj(L)
for K,L ∈ K(V ).
The additive kinematic operator is the map
aGs1,s2 : TVal
s1+s2,G(V )→ TVals1,G(V )⊗ TVals2,G(V )
Φ 7→
∑
i,j
cΦij Φi ⊗Ψj ,
which is independent of the choice of the bases.
Similarly, we can define a bivaluation with values in Syms1 V ⊗ Syms2 V by
kGs1,s2(Φ)(K,L) :=
∫
G¯
(id⊗s1 ⊗g⊗s2)Φ(K ∩ g¯−1L) dg¯,
for K,L ∈ K(V ), where G¯ is the group generated by G and the translation group,
endowed with the product measure, and where g is the rotational part of g¯. Choos-
ing bases and arguing as above, we obtain a linear map, called intersectional kine-
matic operator,
kGs1,s2 : TVal
s1+s2,G(V )→ TVals1,G(V )⊗ TVals2,G(V )
Φ 7→
∑
i,j
dΦij Φi ⊗Ψj ,
which is independent of the choice of the bases. Note that the constants dΦij depend
on Φ and the chosen bases. Hence,
kGs1,s2(Φ)(K,L) =
∑
i,j
dΦij Φi(K)⊗Ψj(L) (7)
for K,L ∈ K(V ).
3.3. Relation between algebraic structures and kinematic formulas. We
refer to [15, 16, 17, 18, 20] for the relation between algebraic structures on scalar
valued valuations and integral-geometric formulas.
Let V be a Euclidean vector space with scalar product 〈·, ·〉. In the following,
we will briefly write Val for Val(V ) and TVal for TVal(V ). For s ≤ r we define the
contraction map by
contr : V ⊗s × V ⊗r → V ⊗(r−s),
(v1 ⊗ . . .⊗ vs, w1 ⊗ . . .⊗ wr) 7→ 〈v1, w1〉〈v2, w2〉 . . . 〈vs, ws〉ws+1 ⊗ · · · ⊗ wr
and linearity. This map restricts to a map contr : Syms V × Symr V → Symr−s V .
In particular, if r = s, the map Syms V × Syms V → R is the usual scalar product
on Syms V , which will also be denoted by 〈·, ·〉. For symmetric tensors u, v, we
denote the symmetric tensor product by uv. We will make use of the equation
contr(u, contr(v, w)) = contr(uv, w),
where u ∈ Syms V , v ∈ Symr V , w ∈ Symt V and t ≥ s+ r [50].
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The trace map tr : Syms V → Syms−2 V is defined by restriction of the map
V ⊗s → V ⊗(s−2), v1 ⊗ . . .⊗ vs 7→ 〈v1, v2〉v3 ⊗ . . .⊗ vs, for s ≥ 2. It is obtained by
contraction with Q, that is, trw = contr(Q,w) (recall that Q =
∑
i e
2
i is the metric
tensor, where e1, . . . , en is an orthonormal basis of V ). We thus get
〈Qv,w〉 = 〈v, trw〉, v ∈ Syms V,w ∈ Syms+2 V. (8)
By Alesker’s Poincare´ duality [7], there are isomorphisms pdc, pdm : Val
sm →
(Valsm)∗ defined by
〈pdc φ, ψ〉 := (φ ∗ ψ)0, φ, ψ ∈ Valsm,
〈pdm φ, ψ〉 := (φ · ψ)n, φ, ψ ∈ Valsm .
Here the lower index 0 stands for the coefficient of χ in the decomposition into
homogeneous components, while the lower index n stands for the coefficient of
voln.
The scalar product on Syms V induces an isomorphism qs : Syms V → (Syms V )∗
and we set
pdsc : TVal
s,sm = Valsm⊗ Syms V pdc⊗q
s
−−−−−→ (Valsm)∗ ⊗ (Syms V )∗ = (TVals,sm)∗,
pdsm : TVal
s,sm = Valsm⊗ Syms V pdm⊗q
s
−−−−−→ (Valsm)∗ ⊗ (Syms V )∗ = (TVals,sm)∗.
Lemma 3.1.
pdsm = (−1)s pdsc .
Proof. It was shown in [50, (11), (12)] that for smooth translation invariant valua-
tions φ, ψ on Rn
〈pdm(φ), ψ〉 =
{ 〈pdc(φ), ψ〉, φ, ψ even,
−〈pdc(φ), ψ〉, φ, ψ odd.
If φ, ψ have opposite parity, then both pairings vanish. Hence the statement follows
from the observation that each coefficient of a tensor valuation of rank s is of parity
(−1)s. 
Theorem 3.2. Let G be a compact subgroup of O(n) acting transitively on the unit
sphere. Then the diagram
TVals1+s2,G
aGs1,s2
//
pds1+s2c

TVals1,G⊗TVals2,G
pds1c ⊗ pd
s2
c
(
TVals1+s2,G
)∗ c∗G
//
F
∗

(
TVals1,G
)∗
⊗
(
TVals2,G
)∗
F
∗⊗F∗
(
TVals1+s2,G
)∗ m∗G
//
(
TVals1,G
)∗
⊗
(
TVals2,G
)∗
TVals1+s2,G
kGs1,s2
//
pds1+s2m
OO
TVals1,G⊗TVals2,G
pds1m ⊗ pd
s2
m
OO
commutes and encodes the relations between product, convolution, Alesker-Fourier
transform, intersectional and additive kinematic formulas.
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Proof. The commutativity of the upper square was shown in [50, Theorem 4.6].
The commutativity of the middle square is equivalent to (6).
Let us show the commutativity of the lower square.
For this, let κ ∈ Syms1 V , λ ∈ Syms2 V and let A,B ∈ K(V ) be smooth with
positive curvature. We define valuations µA,κ := vol(• − A) ⊗ κ ∈ TVals1,sm and
µB,λ := vol(• −B)⊗ λ ∈ TVals2,sm.
Looking at the components with respect to bases of Syms1 V and Syms2 V , one
easily checks that
〈pds1m Φ, µA,κ〉 = 〈Φ(A), κ〉, Φ ∈ TVals1,sm,
〈pds2m Φ, µB,λ〉 = 〈Φ(B), λ〉, Φ ∈ TVals2,sm,〈
pds1+s2m Φ, µA,κ · µB,λ
〉
=
〈∫
V
Φ((y +A) ∩B) dy, κλ
〉
, Φ ∈ TVals1+s2,sm .
Define
µ˜A,κ :=
∫
G
µgA,gκ dg ∈ TVals1,G,
µ˜B,λ :=
∫
G
µgB,gλ dg ∈ TVals2,G .
Alesker’s irreducibility theorem [5] implies that linear combinations of valuations
of the form µ˜A,κ span TVal
s1,G and similarly for TVals2,G (compare also [20] for
this argument).
By the continuity of the product, we deduce that
〈pds1m Φ, µ˜A,κ〉 =
∫
G
〈Φ(gA), gκ〉 dg, Φ ∈ TVals1,sm, (9)
〈pds2m Φ, µ˜B,λ〉 =
∫
G
〈Φ(hB), hλ〉 dh, Φ ∈ TVals2,sm, (10)
〈
pds1+s2m Φ, µ˜A,κ · µ˜B,λ
〉
=
∫
G
∫
G
〈∫
V
Φ((y + gA) ∩ hB) dy, (gκ)(hλ)
〉
dg dh,
(11)
for Φ ∈ TVals1+s2,sm.
Let Φ ∈ TVals1+s2,G. Using (7), (9), (10), and then again (7), we obtain
〈(pds1m ⊗ pds2m) ◦ kGs1,s2(Φ), µ˜A,κ ⊗ µ˜B,λ〉
=
∑
i,j
dΦij〈pds1m Φi, µ˜A,κ〉〈pds2m Ψj , µ˜B,λ〉
=
∑
i,j
dΦij
∫
G
〈Φi(gA), gκ〉 dg
∫
G
〈Ψj(hB), hλ〉 dh
=
∫
G
∫
G
〈kGs1,s2(Φ)(gA, hB), gκ⊗ hλ〉 dg dh.
Next we use the definition of the kinematic operator, the covariance of Φ, the
invariance properties of the integrating measure on G and the normalization of the
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invariant measure on G to arrive at
〈(pds1m ⊗pds2m) ◦ kGs1,s2(Φ), µ˜A,κ ⊗ µ˜B,λ〉
=
∫
G
∫
G
∫
G
〈
(ids1 ⊗ rs2 )Φ(gA ∩ r¯−1hB), gκ⊗ hλ〉 dr¯ dg dh
=
∫
G
∫
G
∫
G
〈
Φ(gA ∩ r¯−1hB), gκ⊗ (r−1 ◦ h)λ〉 dr¯ dg dh
=
∫
G
〈
Φ(A ∩ g¯−1B), κ⊗ g−1λ〉 dg¯
=
∫
G
〈
Φ(A ∩ g¯−1B), κg−1λ〉 dg¯.
On the other hand, by (11) and since G = G ⋉ V is endowed with the product
measure,
〈m∗G◦ pds1+s2m (Φ), µ˜A,κ ⊗ µ˜B,λ〉
= 〈pds1+s2m (Φ), µ˜A,κ · µ˜B,λ〉
=
∫
G
∫
G
〈∫
V
Φ((y + gA) ∩ hB) dy, (gκ)(hλ)
〉
dg dh
=
∫
G
∫
G
〈Φ(g¯A ∩ hB), (gκ)(hλ)〉 dg¯ dh
=
∫
G
〈
Φ(A ∩ g¯−1B), κg−1λ〉 dg¯.
In the last step, we used again the covariance of Φ, the invariance properties of
the Haar measure on G and the fact that G is endowed with the Haar probability
measure.
It follows that
(pds1m ⊗ pds2m) ◦ kGs1,s2(Φ) = m∗G ◦ pds1+s2m (Φ),
which finishes the proof. 
Corollary 3.3. Intersectional and additive kinematic formulas are related by the
Alesker-Fourier transform in the following way:
aG =
(
F
−1 ⊗ F−1) ◦ kG ◦ F,
or equivalently
kG = (F⊗ F) ◦ aG ◦ F−1.
Proof. We claim that
〈pdsm ◦F(Φ1),F(Φ2)〉 = (−1)s〈pdsm(Φ1),Φ2〉,
whenever Φ1,Φ2 ∈ TVals,G. Indeed, if f, g ∈
⊕
i≡s mod 2Hni , then by Theorem 1
and Proposition 4.11 (whose proofs will be independent of this corollary),
Fµk,f · Fµn−k,g = (−1)sµn−k,f · µk,g = (−1)sµk,f · µn−k,g.
Applying this formula to the components of Φ1,Φ2 and observing (12) yields the
claim.
Since Lemma 4.1 iv) implies F2 = (−1)s id on TVals,G, we obtain that
〈pdsm ◦F(Φ1),Φ2〉 = 〈pdsm(Φ1),F(Φ2)〉,
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and hence
F
∗ ◦ pdsm = pdsm ◦F.
Using Lemma 3.1, we get
(pdsm)
−1 ◦ F∗ ◦ pdsc = (−1)s(pdsm)−1 ◦ F∗ ◦ pdsm = (−1)sF.
Hence, the signs in the outer square in Theorem 3.2 cancel out and the resulting
commutative diagram is
TVals1+s2,G
aGs1,s2
//
F

TVals1,G⊗TVals2,G
F⊗F

TVals1+s2,G
kGs1,s2
// TVals1,G⊗TVals2,G
which completes the proof. 
In order to write down explicit formulas, we need to compute product and con-
volution of tensor valuations. This will be achieved in the next two sections.
4. Alesker-Fourier transform of spherical valuations
The aim of this section is to prove Theorem 1, i.e., to compute in an explicit
way the Alesker-Fourier transform of spherical valuations. In Subsection 5.3 we
will restate this theorem in terms of tensor valuations. However, the connection
between spherical valuations and tensor valuations will already be used to complete
the proof of Theorem 1 in Section 4.9.
4.1. The Alesker-Fourier transform on translation invariant valuations.
The Fourier transform on translation invariant valuations was introduced by Alesker
([6], [10]). Given an n-dimensional vector space V , the Alesker-Fourier transform
is a map
F : Valsm(V )→ Valsm(V ∗)⊗Dens(V ),
where Dens(V ) denotes the 1-dimensional vector space of (complex) Lebesgue mea-
sures on V .
We will need the following properties of the Alesker-Fourier transform.
Lemma 4.1. (i) F commutes with the action of GL(V ).
(ii) If φ ∈ Valsmk (V ), then F(φ) ∈ Valsmn−k(V ∗)⊗Dens(V ), k ∈ {0, . . . , n}.
(iii) Let V be endowed with a Euclidean scalar product. Identifying V ∗ ∼= V and
Dens(V ) ∼= C, the Alesker-Fourier transform on even valuations satisfies
KlF(φ)(E) = Klφ(E
⊥), E ∈ Grn−k(V ), φ ∈ Val+,smk (V ),
for k ∈ {0, . . . , n}.
(iv) For φ ∈ Valsm, we have the Plancherel-type formula
F
2(φ)(K) = φ(−K), K ∈ K(V ).
(v) For φ1, φ2 ∈ Valsm, we have
F(φ1) ∗ F(φ2) = F(φ1 · φ2).
We will also use that the Alesker-Fourier transform is compatible with pull-backs,
see Proposition 4.21 for a precise statement.
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4.2. Representations of SO(n). Let V be a Euclidean vector space of dimension
n and put SO(n) := SO(V ). It is well-known that equivalence classes of complex
irreducible (finite-dimensional) representations of SO(n) are indexed by their high-
est weights. The possible highest weights are tuples (λ1, λ2, . . . , λ⌊n
2
⌋) of integers
such that
(i) λ1 ≥ λ2 ≥ . . . ≥ λ⌊n
2
⌋ ≥ 0 if n is odd,
(ii) λ1 ≥ λ2 ≥ . . . ≥ |λn
2
| ≥ 0 if n is even.
Given λ = (λ1, . . . , λ⌊n
2
⌋) satisfying this condition, we will denote the corre-
sponding equivalence class of representations by Γλ.
Proposition 4.2. There is an isomorphism of SO(n)-modules
L2(Sn−1) ∼=
∞⊕
s=0
Γ(s,0,...,0).
The SO(n)-isotypical component in this decomposition contains precisely the spher-
ical harmonics of degree s, i.e., Γ(s,0,...,0) ∼= Hns . Such representations are called
spherical.
We refer to [41] for more information on spherical harmonics. In particular, we
will need the following well-known fact. Let Syms V ∗ be the SO(n)-module of all
polynomials on V of degree s. Then
Syms V ∗ ∼=
⌊ s2⌋⊕
i=0
Hns−2i. (12)
Theorem 4.3 ([48, 49]). Let Grk denote the Grassmann manifold consisting of all
k-dimensional subspaces in Rn. The SO(n)-module L2(Grk) decomposes as
L2(Grk) ∼=
⊕
λ
Γλ,
where λ ranges over all highest weights such that λi = 0 for i > min{k, n− k} and
such that all λi are even.
The decomposition of the SO(n)-module Valk has recently been obtained in [13].
Theorem 4.4 ([13]). There is an isomorphism of SO(n)-modules
Valk ∼=
⊕
λ
Γλ,
where λ ranges over all highest weights such that |λ2| ≤ 2, |λi| 6= 1 for all i and
λi = 0 for i > min{k, n− k}. In particular, these decompositions are multiplicity-
free.
Definition 4.5. Let Valk,s for 1 ≤ k ≤ n − 1 and s 6= 1 be the SO(n)-isotypical
component of Valk corresponding to Γ(s,0,...,0). An element in
⊕
k,sValk,s is called
spherical valuation.
Corollary 4.6. For s 6= 1, the map Hns → Valk,s, f 7→ µk,f , is an isomorphism of
SO(n)-modules. Moreover,
F(µk,f ) = cn,k,sµn−k,f (13)
for some constant cn,k,s ∈ C which only depends on n, k, s.
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Proof. Since the non-trivial map Hns → Valk,s, f 7→ µk,f commutes with SO(n), it
is (by Schur’s lemma) an isomorphism.
The composition
Hns ∼= Valk,s F−→ Valn−k,s ∼= Hns
is an endomorphism of the irreducible SO(n)-module Hns which commutes with
SO(n). By Schur’s lemma again, it is given by multiplication by some scalar. 
4.3. Proof in the even case. We are going to prove the theorem in the even case,
i.e., evaluate the constants cn,k,s when s is even. This case is simpler, and it will
be useful to double check the constants in the more involved general case.
For k, l ∈ {0, . . . , n} and L ∈ Grl, we write Grk(L) := {H ∈ Grk : H ⊂ L} if
k ≤ l and Grk(L) := {H ∈ Grk : L ⊂ H} if k ≥ l. Then, for 0 ≤ k, l ≤ n, we let
Rl,k : C
∞(Grk)→ C∞(Grl) denote the Radon transform
Rl,kf(L) =
∫
Grk(L)
f(H) dH,
where dH is the Haar probability measure on Grk(L). Note that Rl,k1 = 1.
We will also need the map ⊥: C(Grk) → C(Grn−k) defined by (⊥ f)(U) :=
f(U⊥) for U ∈ Grn−k.
With respect to the L2-scalar products on Grk and Grl (all measures are nor-
malized), we have
〈Rl,kf, g〉 = 〈f,Rk,lg〉, f ∈ C∞(Grk), g ∈ C∞(Grl).
Furthermore, we have
Rk,l =⊥ ◦Rn−k,n−l◦ ⊥ .
Note also that
Rm,k = Rm,l ◦Rl,k
whenever k ≤ l ≤ m or k ≥ l ≥ m.
The next lemma is a simple case of a more general theorem by Grinberg [23]. For
the reader’s convenience, we give a direct proof. For an even function f : Sn−1 → R,
we define f(U) := f(u) if U is the linear span of u ∈ Sn−1. Hence f can also be
considered as a continuous function on Gr1.
Lemma 4.7. Let s ∈ N0 be even, f ∈ Hns and 1 ≤ k ≤ n− 1. Then
(R1,k ◦Rk,1)f =
Γ
(
n−1
2
)
Γ
(
k
2
)
Γ
(
s+n−k
2
)
Γ
(
s+1
2
)
Γ
(
1
2
)
Γ
(
n−k
2
)
Γ
(
s+k
2
)
Γ
(
s+n−1
2
)f. (14)
Proof. The case k = 1 is trivial, so let us assume 2 ≤ k ≤ n− 1. For v ∈ Sn−1, let
[v] ∈ Gr1 denote the span of v. Then
(R1,k ◦Rk,1)(f)([v]) =
∫
Grk([v])
∫
Gr1(L)
f(U) dU dL
=
1
ωk
∫
Grk([v])
∫
L∩Sn−1
f(u) du dL,
where du denotes spherical Lebesgue measure on L ∩ Sn−1.
A special case of Theorem 7.2.2 in [44] yields for an arbitrary continuous function
g on Rn that∫
Bn
g(x) dx =
ωn−1
ωk−1
∫
Grk([v])
∫
L∩Bn
g(y)| det(y, v)|n−k dy dL.
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Here | det(y, v)| = ‖y‖√1− 〈y/‖y‖, v〉2 and dy denotes Lebesgue measure on L.
Applying this to the homogeneous function f and introducing polar coordinates,
we get
(R1,k ◦Rk,1)(f)([v]) = ωk−1
ωn−1ωk
∫
Sn−1
f(u)
(
1− 〈u, v〉2) k−n2 du,
where du denotes spherical Lebesgue measure on Sn−1.
An application of the Funk-Hecke theorem to the integral on the right-hand side
(see [36, (1.10) and (1.21)]) yields
(R1,k ◦Rk,1)(f)([v]) =
Γ
(
n−1
2
)
Γ
(
k
2
)
Γ
(
s+n−k
2
)
Γ
(
s+1
2
)
Γ
(
1
2
)
Γ
(
n−k
2
)
Γ
(
s+k
2
)
Γ
(
s+n−1
2
)f(v).

We will also need the spherical Radon transform on even functions, which is
given by
⊥ ◦Rn−1,1 : C∞e (Sn−1)→ C∞e (Sn−1).
If f is a harmonic polynomial of even degree s, then
(⊥ ◦Rn−1,1)f = (−1) s2
Γ
(
n−1
2
)
Γ
(
s+1
2
)
Γ
(
1
2
)
Γ
(
s+n−1
2
)f, (15)
compare [24, Lemma 3.4.7].
Lemma 4.8. For k ∈ {1, . . . , n− 1}, the Klain function of µk,f is given by
Klµk,f = (⊥ ◦Rn−k,1)f.
Proof. Let E ∈ Grk, and let BE ⊂ E be the unit ball inside E. Then Sk(BE , ·)
equals κkωn−k
(
n−1
k
)−1
times the normalized volume measure of the unit sphere in
E⊥. Therefore
Klµk,f (E) =
1
volk BE
1
ωn−k
(
n− 1
k
)∫
Sn−1
f dSk(BE , ·) = (Rn−k,1f)(E⊥).

Proof of Theorem 1 in the even case. Let f ∈ Hns , where s is even. By (13),
F(µk,f ) = cn,k,sµn−k,f
for some constant cn,k,s. Then Lemma 4.1 (iii) and Lemma 4.8 imply that
Rn−k,1f = cn,k,s(⊥ ◦Rk,1)f.
We apply ⊥ ◦Rn−1,n−k = R1,k◦ ⊥ to both sides and obtain
(⊥ ◦Rn−1,1)f = cn,k,s(R1,k ◦Rk,1)f.
By Lemma 4.7 and (15) we find
(−1) s2 Γ
(
n−1
2
)
Γ
(
s+1
2
)
Γ
(
1
2
)
Γ
(
s+n−1
2
)f = cn,k,sΓ
(
n−1
2
)
Γ
(
k
2
)
Γ
(
s+n−k
2
)
Γ
(
s+1
2
)
Γ
(
1
2
)
Γ
(
n−k
2
)
Γ
(
s+k
2
)
Γ
(
s+n−1
2
)f,
and therefore
cn,k,s = (−1) s2
Γ
(
n−k
2
)
Γ
(
s+k
2
)
Γ
(
k
2
)
Γ
(
s+n−k
2
) ,
which finishes the proof of Theorem 1 in the even case. 
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4.4. The two-dimensional case. The Alesker-Fourier transform on smooth val-
uations on a two-dimensional Euclidean vector space admits a simple description,
compare [11] which corrects a formula from [10]. Using this description, we can give
a direct proof of Theorem 1, which will be useful as induction start in the general
proof.
Let V ∼= R2 ∼= C be a two-dimensional Euclidean vector space. Let
µ1,f (K) :=
1
2
∫
S1
f(y) dS1(K, y)
with a smooth function f : S1 → C. We may decompose f as
f = f+ + f
hol
− + f
anti
− ,
where f+ is the even part of f and fhol− , f
anti
− are the holomorphic and anti-
holomorphic part of the odd part of f , respectively.
Then, according to [11], the Alesker-Fourier transform satisfies
F(µ1,f )(K) =
1
2
∫
S1
(f+(iy) + f
hol
− (iy)− fanti− (iy)) dS1(K, y).
We claim that this formula is equivalent to the case n = 2, k = 1 of Theorem
1. The case s = 0 is trivial. The space Hs2 for s ≥ 2 is of dimension 2, with the
restrictions to the circle of the complex valued functions zs, z¯s as basis. We consider
four cases.
• Let s be even and f(z) = zs. Then f+(z) = zs, f−(z) = 0. Hence f+(iy) =
isys = isf+(y) and therefore F(µ1,f ) = i
sµ1,f .
• Let s be even and f(z) = z¯s. Then f+(z) = z¯s, f−(z) = 0. Thus f+(iy) =
(−i)sy¯s = isf+(y) and therefore F(µ1,f ) = isµ1,f .
• Let s be odd and f(z) = zs. Then f+(z) = 0, fhol− (z) = zs, fanti− (z) = 0.
Hence fhol− (iy) = i
sys = isfhol− (y) and F(µ1,f ) = i
sµ1,f .
• Let s be odd and f(z) = z¯s. Then f+(z) = 0, fhol− (z) = 0, fanti− (z) = z¯s.
Hence fanti− (iy) = (−i)sy¯s = −isfanti− (y) and F(µ1,f ) = isµ1,f .
In all cases, the result confirms the formula from Theorem 1.
4.5. Outline of the proof in the general case. For the remainder of the proof,
we assume that n ≥ 3. Our argument in this case is inspired by the computation
of the spectrum of the cosλ-transform due to O´lafsson-Pasquale [35]: we use the
action of the larger group SL(n) to move between K-types of SO(n). Anticipating
the results to be proved in Subsections 4.6, 4.7 and 4.8, we now deduce the recursion
formula
cn,k,s+2
cn,k,s
= − k + s
n− k + s . (16)
for the multipliers of the Alesker-Fourier transform.
The first step in the proof of (16) is Proposition 4.11, where we will show for
f, h ∈ C∞(Sn−1) that
〈pdm(µk,f ), µn−k,h〉 = 〈pdm(µn−k,f ), µk,h〉, (17)
which is equivalent to
µk,f · µn−k,h = µn−k,f · µk,h.
Next, let g be the Lie algebra of G = SL(n), i.e., the space of trace free square
matrices. Then g = so(n)⊕h, where so(n) is the Lie algebra of SO(n) (i.e., the space
of anti-symmetric matrices) and h is the space of trace free symmetric matrices.
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The actions of G on Val(V ) and Val(V ∗) are given by (gµ)(K) := µ(g−1K) for
µ ∈ Val(V ) and K ∈ K(V ), and by (gφ)(L) := φ(g∗K) for φ ∈ Val(V ∗) and L ∈
K(V ∗). These actions induce actions of the Lie algebra g on the smooth subspaces
Valsm(V ) and Valsm(V ∗) as follows. An element X ∈ g may be represented as g′(0)
for some smooth curve g : (−ǫ, ǫ) → G with g(0) = id. Then Xµ := ddt
∣∣
t=0
g(t)µ
for µ ∈ Valsm(V ), and similarly Xφ := ddt
∣∣
t=0
g(t)φ for φ ∈ Valsm(V ∗).
We will use the Euclidean scalar product to identify V and V ∗. The actions of
h on Valsm(V ) and on Valsm(V ∗) ∼= Valsm(V ) then differ by a sign.
The Alesker-Fourier transform F : Valsm(V ) → Valsm(V ∗) ∼= Valsm(V ) is con-
tinuous and commutes with the action of h, and hence
F(Xµk,f ) = −XF(µk,f), X ∈ h. (18)
For X ∈ h, we define ξX ∈ C∞(Sn−1) by
ξX(y) := 〈Xy, y〉, y ∈ Sn−1.
We let πk,s denote the projection of Valk onto its isotypical component of spher-
ical type Γ(s,0,...,0). Since F commutes with SO(n), we have πn−k,s ◦ F = F ◦ πk,s.
Let h ∈ Hns+2. By Schur’s lemma,
〈pdm(τ), µk,h〉 = 〈pdm ◦πn−k,s+2(τ), µk,h〉
for every τ ∈ Valsmn−k.
Given f ∈ Hns , we may write πk,s+2(Xµk,f ) = µk,g with a unique g ∈ Hns+2.
Using (17), we compute
〈pdm ◦F(Xµk,f), µk,h〉 = 〈pdm ◦πn−k,s+2 ◦ F(Xµk,f ), µk,h〉
= 〈pdm ◦F ◦ πk,s+2(Xµk,f ), µk,h〉
= 〈pdm ◦F(µk,g), µk,h〉
= cn,k,s+2〈pdm(µn−k,g), µk,h〉
= cn,k,s+2〈pdm(µk,g), µn−k,h〉
= cn,k,s+2〈pdm(Xµk,f ), µn−k,h〉. (19)
On the other hand,
〈pdm(XF(µk,f )), µk,h〉 = cn,k,s〈pdm(Xµn−k,f ), µk,h〉.
By (18) and (19) it follows that
cn,k,s+2〈pdm(Xµk,f ), µn−k,h〉 = −cn,k,s〈pdm(Xµn−k,f ), µk,h〉. (20)
The core of the proof is the equation
〈pdm(Xµk,f ), µn−k,h〉 =
[
n
k
]
(−1)s+1(s− 1)(n+ s+ 1)(n− k + s)
ωn(n− 1) 〈ξX · f, h〉,
which will be established in Proposition 4.14. Here the scalar product on the right-
hand side is the L2-scalar product for functions on the sphere. We choose X, f, h
in such a way that 〈ξX · f, h〉 6= 0 (we will see in Lemma 4.15 that this is possible).
Substituting this into (20), we find the recursion equation (16).
We may now use induction to prove (2). In the even case, the induction start is
s = 0: since F(µk) = µn−k, we have cn,k,0 = 1.
In the odd case, the induction start will be s = 3. In order to compute cn,k,3, we
use the Crofton formula from [29] to compute the quotients
cn,k+1,3
cn,k,3
(see Subsection
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4.9.). This fixes all constants up to a scaling which may depend on n. More
precisely,
cn,k,s = ǫni
sΓ
(
n−k
2
)
Γ
(
s+k
2
)
Γ
(
k
2
)
Γ
(
s+n−k
2
) , (21)
where ǫn depends only on n. Using functorial properties of the Alesker-Fourier
transform and the proof in the two-dimensional case, we finally deduce that ǫn = 1
for all n ≥ 2.
4.6. The Laplacian. The Laplacian acting on smooth functions on the sphere will
be denoted by ∆Sn−1 . This operator is self-adjoint with respect to the L
2-scalar
product
〈f, g〉 :=
∫
Sn−1
fg d volSn−1 .
We will also need the Laplacian on functions on Rn given by ∆Rn = −
∑n
i=1
∂2
∂y2i
.
If f is a smooth function which is defined in a neighborhood of the unit sphere,
then, on the sphere Sn−1,
∆Sn−1f = ∆Rnf + (n− 1)
∂
∂r
f +
∂2
∂r2
f. (22)
Here ∂∂r is the radial derivation. We refer to ([21], 4.E) for more information. In
particular, if f is homogeneous of degree s, then (22) implies that
∆Sn−1f = ∆Rnf + s(n+ s− 2)f on Sn−1. (23)
A homogeneous polynomial p of degree s with ∆Rnp = 0 is called harmonic. From
the previous equation, it follows that a harmonic polynomial of degree s is an
eigenfunction of the spherical Laplacian with eigenvalue s(n+ s− 2).
The natural operation of h on C∞(Rn) is given by
Xˆh :=
∑
i,j
Xijyj
∂
∂yi
h ∈ C∞(Rn),
where h ∈ C∞(Rn) and X = (Xij)ni,j=1 ∈ h. We will write hi := ∂∂yih and
hij :=
∂2
∂yi∂yj
h. It will be crucial that Xˆ maps homogeneous polynomials of degree
s to homogeneous polynomials of degree s.
Lemma 4.9. Let h be a homogeneous harmonic polynomial and X ∈ h. Then
[∆Sn−1 , Xˆ](h) = −2
n∑
i,j=1
Xijhij on S
n−1. (24)
Proof. Since h is harmonic, we get
∆Rn(Xˆh) = −
n∑
i,j=1
n∑
l=1
Xij
∂2
∂y2l
(yjhi) = −2
n∑
i,j=1
Xijhij . (25)
If h is homogeneous of degree s, then so is Xˆh. Hence (23) implies that
[∆Sn−1 , Xˆ](h) = ∆Sn−1(Xˆh)− Xˆ(∆Sn−1h)
= ∆Rn(Xˆh) + s(n− 2 + s)Xˆh− Xˆ(∆Rnh+ s(n− 2 + s)h)
= ∆Rn(Xˆh),
and the assertion follows from (25). 
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4.7. Poincare´ pairing. Let V be an oriented n-dimensional Euclidean vector
space. We use Euclidean coordinates (x1, x2, . . . , xn). On a second copy of V , we use
coordinates (y1, . . . , yn). Differential forms on the sphere bundle SV = R
n × Sn−1
will be written as restrictions of forms on Rn × Rn. The exterior differential will
be denoted by d; the contraction of a form ω with a vector field X will be denoted
by iXω. For an ordered set I = (i1, . . . , ik) of indices, we use the abbreviation
dxI := dxi1 ∧ · · · ∧ dxik , and similarly for dyI .
Let ρk ∈ Ωk,n−k−1(SV ), for k ∈ {0, . . . , n − 1}, be the Lipschitz-Killing form
defined by
ρk =
1
k!(n− k − 1)!ωn−k
∑
π∈Sn
sgn(π)yπ(1)dyπ(2)...π(n−k) ∧ dxπ(n−k+1)...π(n).
Here π ranges over the set Sn of all permutations of the elements {1, 2, . . . , n}
and sgn(π) is the sign of the permutation π. Moreover, for k = 0 we interpret
dxπ(n−k+1)...π(n) as 1 and if k = n− 1 then dyπ(2)...π(n−k) is taken as 1.
This definition is independent of the choice of a positively oriented orthonormal
basis of Rn. Hence, in the pointwise computations which will follow, we will usually
adapt our coordinate system in such a way that we only have to consider the point
y = e1 = (1, 0, . . . , 0). At that point we have dy1 = 0. Moreover, the contact form
α and its differential dα are given by
α = dx1, dα =
n∑
k=2
dyk ∧ dxk.
Recall that nc(K) denotes the normal cycle (normal bundle) of a compact convex
set K in V . Hence, for h ∈ C∞(Sn−1) and k ∈ {0, . . . , n− 1}, we have
µk,h(K) =
∫
nc(K)
hρk.
Let us briefly recall the Rumin differential D : Ωn−1(SRn) → Ωn(SRn). A
multiple of the contact form α is called vertical. For instance, it is easily checked
by a direct calculation that dρk is vertical for all k (see also Lemma 3.1 in [19]).
Given an (n − 1)-form γ, there exists a unique vertical form, which we write as
α ∧ ξ, such that d(γ + α ∧ ξ) is again vertical. The operator Dγ := d(γ + α ∧ ξ) is
called Rumin operator. A similar definition makes sense on any contact manifold.
We refer to [37] for the basic properties of D and to [12, 14, 16] for applications in
integral geometry, some of which will be explained in more detail below.
Proposition 4.10. Let h ∈ C∞(Sn−1). For k ∈ {0, . . . , n− 2}, define an (n− 2)-
form ξk,h by
ξk,h := igradhρk ∈ Ωk,n−k−2(SRn).
Then, for k ∈ {1, . . . , n− 1},
D(hρk) = d
(
hρk − ωn−k+1
ωn−k
α ∧ ξk−1,h
)
= hdρk +
ωn−k+1
ωn−k
α ∧ dξk−1,h.
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At the point (0, e1), we have
D(hρk) =
1
(k − 1)!(n− k − 1)!ωn−kα ∧
∑
π∈S′n
sgn(π)
(
h− h1 + hπ(2)π(2)
) ·
· dyπ(2)...π(n−k+1) ∧ dxπ(n−k+2)...π(n)
+
(−1)n−k+1(k − 1)
(k − 1)!(n− k − 1)!ωn−kα ∧
∑
π∈S′n
sgn(π)hπ(2)π(n−k+2)·
· dyπ(3)...π(n−k+2) ∧ dxπ(n−k+2)...π(n), (26)
where S ′n is the set of permutations π ∈ Sn such that π(1) = 1.
Proof. Let k ∈ {1, . . . , n− 1}. We claim that
ωn−kdh ∧ ρk = ωn−k+1dα ∧ ξk−1,h,
from which the first part of the proposition follows.
By O(n)-equivariance, it is enough to do the computation at the point y = e1.
We compute
dh ∧ ρk = 1
k!(n− k − 1)!ωn−k
n∑
i=2
hidyi ∧
∑
π∈S′n
sgn(π)
dyπ(2)...π(n−k) ∧ dxπ(n−k+1)...π(n)
=
1
k!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)
n∑
i=n−k+1
hπ(i)dyπ(i)π(2)...π(n−k) ∧ dxπ(n−k+1)...π(n)
=
1
(k − 1)!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)
hπ(n−k+1)dyπ(n−k+1)π(2)...π(n−k) ∧ dxπ(n−k+1)...π(n)
=
(−1)n−k−1
(k − 1)!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)
hπ(n−k+1)dyπ(2)...π(n−k+1) ∧ dxπ(n−k+1)...π(n).
Since
ξk−1,h =
1
(k − 1)!(n− k)!ωn−k+1
i∑n
j=2 hj
∂
∂yj
(∑
π∈Sn
sgn(π)yπ(1)dyπ(2)...π(n−k+1) ∧ dxπ(n−k+2)...π(n)
)
=
1
(k − 1)!(n− k − 1)!ωn−k+1∑
π∈Sn
sgn(π)yπ(1)hπ(2)dyπ(3)...π(n−k+1) ∧ dxπ(n−k+2)...π(n)
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we obtain that
dα ∧ ξk−1,h = 1
(k − 1)!(n− k − 1)!ωn−k+1
∑
π∈S′n
sgn(π)
n∑
i=2
dyπ(i) ∧ dxπ(i) ∧ hπ(2)dyπ(3)...π(n−k+1) ∧ dxπ(n−k+2)...π(n)
=
1
(k − 1)!(n− k − 1)!ωn−k+1
∑
π∈S′n
sgn(π)
dyπ(2) ∧ dxπ(2) ∧ hπ(2)dyπ(3)...π(n−k+1) ∧ dxπ(n−k+2)...π(n)
=
(−1)n−k−1
(k − 1)!(n− k − 1)!ωn−k+1
∑
π∈S′n
sgn(π)
hπ(n−k+1)dyπ(2)...π(n−k+1) ∧ dxπ(n−k+1)...π(n).
This proves the claim and thus the first part of the proposition. The second part
follows by an explicit calculation of dρk and dξk−1,h. 
Proposition 4.11. Let h ∈ Hns1 , g ∈ Hns2 with s1, s2 6= 1. Then, for 1 ≤ k ≤ n− 1,
µk,h · µn−k,g =


(−1)s1
ωn
[
n
k
]〈
h− 1n−1∆Sn−1h, g
〉
voln, s1 = s2,
0, s1 6= s2.
In particular, for h, g ∈ C∞(Sn−1),
〈pdm(µk,h), µn−k,g〉 = 〈pdm(µn−k,h), µk,g〉.
Proof. Let us recall a formula from [14]. Let π : SRn → Rn be the projection
and π∗ : Ω
∗(SRn) → Ω∗−n+1(Rn) be the corresponding fiber integration. If ρ is a
translation invariant (2n−1)-form on SRn, then π∗(ρ) is a multiple of the Lebesgue
measure, i.e., π∗ρ = c volRn for some constant c. We set
∫
ρ := c.
Given translation invariant valuations φ1, φ2, represented by differential forms
γ1, γ2 ∈ Ωn−1(SRn), we have, by [14, Theorem 1.3],
〈pdm(φ1), σφ2〉 = (−1)n
∫
γ1 ∧Dγ2.
We apply this formula with φ1 := µn−k,g, φ2 := µk,h. By the definition of the
Verdier involution, we have σµk,h = (−1)k+s1µk,h.
The statement of the proposition thus follows if we can show that
ρn−k ∧D(hρk) =
[
n
k
]
(−1)n+k
ωn
(
h− 1
n− 1∆Sn−1h
)
volSRn . (27)
From (26) we get
ρn−k ∧D(hρk) = 1
(k − 1)!(n− k)!ωk
∑
π∈S′n
sgn(π)dyπ(2)...π(k) ∧ dxπ(k+1)...π(n)
∧ α ∧ 1
(k − 1)!(n− k − 1)!ωn−k
∑
τ∈S′n
sgn(τ)
(
h− h1 + hτ(2)τ(2)
)
dyτ(2)...τ(n−k+1) ∧ dxτ(n−k+2)...τ(n).
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For a fixed τ , the wedge product will vanish except when {π(2), . . . , π(k)} and
{τ(2), . . . , τ(n− k+1)} are disjoint. There are (k− 1)!(n− k)! such permutations.
We thus get
ρn−k ∧D(hρk)
= (−1)n+k 1
(k − 1)!(n− k − 1)!ωkωn−k
∑
τ∈S′n
(
h− h1 + hτ(2)τ(2)
)
volSRn
= (−1)n+k 1
ωn
[
n
k
](
h− ∂h
∂r
+
1
n− 1h22 + . . .+
1
n− 1hnn
)
volSRn
=
(−1)n+k
ωn
[
n
k
]
h
(
1− s1 − s1(s1 − 1)
n− 1
)
volSRn
=
(−1)n+k
ωn
[
n
k
](
h− ∆Sn−1h
n− 1
)
volSRn ,
which proves (27). 
4.8. The Lie algebra action. The action of G = SL(n) on Rn induces an action
by contactomorphisms on the sphere bundle SRn = Rn × Sn−1 which is given by
τ(g)(x, u) =
(
gx,
g−⊤u
‖g−⊤u‖
)
.
This action is compatible with the map
Ωn−1(SRn)→ Val(Rn), γ 7→ [K 7→
∫
nc(K)
γ].
The corresponding action of the subspace h ⊂ g on Ω∗(SRn) will be denoted by
(X, γ) 7→ Xγ. Explicitly, if g : (−ǫ, ǫ) → G is a smooth curve with g(0) = id and
g′(0) = X , then Xγ = ddt
∣∣
t=0
(τ(g(t))∗γ for γ ∈ Ω∗(SRn).
In particular, X acts on C∞(SRn) = Ω0(SRn) as
Xxi =
∑
j
Xijxj , Xyi = −
∑
j
Xjiyj +
(∑
kl
Xlkylyk
)
︸ ︷︷ ︸
=ξX (y)
yi. (28)
Note that if f is the restriction of a function fˆ on Rn, then
Xf = −Xˆfˆ |Sn−1 + ξX
∂
∂r
∣∣∣∣
r=1
fˆ . (29)
If f, h ∈ C∞(Sn−1), then
0 = 〈Xf, h〉+ 〈f,Xh〉+ n〈f, ξXh〉. (30)
Indeed, let ω := fh volSn−1 ∈ Ωn−1(Sn−1). Since the action of SL(n) on Sn−1 is
by orientation preserving diffeomorphisms, we have
∫
Sn−1 g
∗ω =
∫
Sn−1 ω. Taking
the derivative yields ∫
Sn−1
Xω = 0, X ∈ h.
Since
Xω = X(f)h volSn−1 +fX(h) volSn−1 +fhnξX volSn−1 ,
equation (30) follows.
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Proposition 4.12. Let X ∈ h and 1 ≤ k ≤ n − 1. Then, at the special point
y = e1,
Xρk ≡ (n− k − 2)
k!(n− k − 1)!ωn−k ξX
∑
π∈S′n
sgn(π)dyπ(2)...π(n−k) ∧ dxπ(n−k+1)...π(n) (31)
− 2(n− k − 1)
k!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)Xπ(2)π(2)
dyπ(2)...π(n−k) ∧ dxπ(n−k+1)...π(n) (32)
+
2(−1)n−k+1(n− k − 1)
(k − 1)!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)Xπ(2)π(n−k+1)
dyπ(3)...π(n−k+1) ∧ dxπ(n−k+1)...π(n) mod α. (33)
Proof. The form ρk has three different types of factors: yπ(1), the (n−k−1) factors
dyi, and the k factors dxj . Correspondingly, Xρk splits as a sum of three terms
A1, A2, A3. Using (28), we get
A1 = − 1
k!(n− k − 1)!ωn−k
∑
π,j
sgn(π)Xjπ(1)yjdyπ(2)...π(n−k) ∧ dxπ(n−k+1)...π(n)
+
1
k!(n− k − 1)!ωn−k ξX(y)
∑
π
sgn(π)yπ(1)dyπ(2)...π(n−k) ∧ dxπ(n−k+1)...π(n),
where the summation extends over π ∈ Sn and j ∈ {1, . . . , n}. We evaluate this at
y = e1. Then X11 = ξX(y). In the first sum, all terms with j 6= 1 vanish, while
all terms with π(1) 6= 1 are divisible by dy1 = 0 or by dx1 = α. The terms with
j = 1, π(1) = 1 cancel with the second sum. Hence, at the special point y = e1 we
have
A1 ≡ 0 mod α.
Next,
A2 = − n− k − 1
k!(n− k − 1)!ωn−k
∑
π,j
sgn(π)yπ(1)Xjπ(2)dyjπ(3)...π(n−k) ∧ dxπ(n−k+1)...π(n)
+
n− k − 1
k!(n− k − 1)!ωn−k
∑
π
sgn(π)yπ(1)
d[ξX(y)yπ(2)]dyπ(3)...π(n−k) ∧ dxπ(n−k+1)...π(n)
= − n− k − 1
k!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)Xπ(2)π(2)
dyπ(2)π(3)...π(n−k) ∧ dxπ(n−k+1)...π(n)
+
(−1)n−k+1(n− k − 1)
(k − 1)!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)Xπ(n−k+1)π(2)
dyπ(3)...π(n−k+1) ∧ dxπ(n−k+1)...π(n)
+
(n− k − 1)ξX(y)
k!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)dyπ(2)...π(n−k) ∧ dxπ(n−k+1)...π(n).
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Finally,
A3 =
1
(k − 1)!(n− k − 1)!ωn−k
∑
π,j
sgn(π)yπ(1)Xπ(n−k+1)j
dyπ(2)...π(n−k) ∧ dxjπ(n−k+2)...π(n)
≡ 1
(k − 1)!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)Xπ(n−k+1)π(n−k+1)
dyπ(2)...π(n−k) ∧ dxπ(n−k+1)...π(n)
+
(−1)n−k+1(n− k − 1)
(k − 1)!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)Xπ(2)π(n−k+1)
dyπ(3)...π(n−k+1) ∧ dxπ(n−k+1)...π(n) mod α.
Since the trace of X is zero, it follows that
Xρk = A1 +A2 +A3
≡ ξX(y)(n− k − 2)
k!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)dyπ(2)...π(n−k) ∧ dxπ(n−k+1)...π(n)
− 2(n− k − 1)
k!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)Xπ(2)π(2)
dyπ(2)π(3)...π(n−k) ∧ dxπ(n−k+1)...π(n)
+
2(−1)n−k+1(n− k − 1)
(k − 1)!(n− k − 1)!ωn−k
∑
π∈S′n
sgn(π)Xπ(2)π(n−k+1)
dyπ(3)...π(n−k+1) ∧ dxπ(n−k+1)...π(n) mod α,
which yields the assertion of the proposition. 
Proposition 4.13. Let h ∈ Hns+2 and 1 ≤ k ≤ n− 1. Then
Xρk ∧D(hρn−k) =
(
a∆Sn−1(Xˆh) + b Xˆh+ c ξX ·h
)
Ω,
where
Ω :=
[
n
k
]
1
ωn
volSRn ,
a :=
(−1)k+1(n− k − 1)
(n− 1)(n− 2) ,
b :=
(−1)k(n− k − 1)((n+ s)(s+ 2)− 4(s+ 1))
(n− 1)(n− 2) ,
c := (−1)k+1 s+ 1
n− 1 ((n− k − 2)(n+ s+ 3) + 2) .
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Proof. Let h be a harmonic polynomial of degree s+ 2. According to Proposition
4.10 we have
D(hρn−k)
= − (1 + s)h
(k − 1)!(n− k − 1)!ωkα ∧
∑
π∈S′n
sgn(π)dyπ(2)...π(k+1) ∧ dxπ(k+2)...π(n) (34)
+
1
(k − 1)!(n− k − 1)!ωkα ∧
∑
π∈S′n
sgn(π)hπ(2)π(2)
dyπ(2)...π(k+1) ∧ dxπ(k+2)...π(n) (35)
+
(−1)k+1(n− k − 1)
(k − 1)!(n− k − 1)!ωk
α ∧
∑
π∈S′n
sgn(π)hπ(2)π(k+2)dyπ(3)...π(k+2) ∧ dxπ(k+2)...π(n). (36)
The non-zero terms in Xρk ∧D(hρn−k) are given by
(31) ∧ (34) = (−1)k+1(n− k − 2)(s+ 1)hξXΩ,
(31) ∧ (35) = (−1)k+1 (n− k − 2)(s+ 2)(s+ 1)
n− 1 hξXΩ,
(32) ∧ (34) = (−1)k+1 2(n− k − 1)(s+ 1)
n− 1 hξXΩ,
(32) ∧ (35) = 2(−1)
k(n− k − 1)
(n− 1)(n− 2)
n∑
j=2
XjjhjjΩ
+
2(−1)k+1(n− k − 1)(s+ 2)(s+ 1)
(n− 1)(n− 2) hξXΩ,
(33) ∧ (36) = 2(−1)
k(n− k − 1)
(n− 1)(n− 2)
∑
i6=j,i,j 6=1
XijhijΩ.
Summation of all contributions yields
Xρk ∧D(hρn−k)
= (−1)k+1 (s+ 1) [(n− k − 2)(n− 2)(n+ s+ 1) + 2(n− k − 1)(n+ s)]
(n− 1)(n− 2) hξXΩ
+
2(−1)k(n− k − 1)
(n− 1)(n− 2)
n∑
i,j=2
XijhijΩ. (37)
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Using Lemma 4.9, we write
n∑
i,j=2
Xijhij
=
n∑
i,j=1
Xijhij − 2
n∑
j=1
X1jh1j +X11h11
= −1
2
∆Sn−1(Xˆh) +
(n+ s)(s+ 2)
2
Xˆh− 2(s+ 1)Xˆh+ (s+ 2)(s+ 1)hξX
= −1
2
∆Sn−1(Xˆh) +
(n+ s)(s+ 2)− 4(s+ 1)
2
Xˆh+ (s+ 2)(s+ 1)hξX .
Replacing this in (37) yields
Xρk ∧D(hρn−k)
=
(−1)k+1(n− k − 1)
(n− 1)(n− 2) ∆Sn−1(Xˆh)Ω
+
(−1)k(n− k − 1) [(n+ s)(s+ 2)− 4(s+ 1)]
(n− 1)(n− 2) XˆhΩ
+
(−1)k+1(s+ 1) [(n− k − 2)(n+ s+ 1) + 2(n− k − 1)]
n− 1 hξXΩ,
which completes the proof. 
Proposition 4.14. Let f ∈ Hns , h ∈ Hns+2 and s 6= 1. Then
〈pdm(Xµk,f ), µn−k,h〉 =
[
n
k
]
(−1)s+1(s− 1)(n+ s+ 1)(n− k + s)
ωn(n− 1) 〈ξX ·f, h〉.
Proof. Clearly, for f ∈ C∞(Sn−1) we have
X(fρk) = X(f)ρk + fXρk.
Since Xˆf is (the restriction of) a homogeneous polynomial of degree s, we have
〈Xˆf, h〉 = 0. Using (29) and (30), we obtain that
〈Xf, h〉 = s〈ξX ·f, h〉,
〈f, Xˆh〉 = (n+ 2s+ 2)〈ξX ·f, h〉.
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Therefore, by (27), Proposition 4.13, the self-adjointness of the Laplacian and
the fact that f, h are harmonic of degree s resp. s+ 2, we get
〈pdm(Xµk,f ), µn−k,h〉 = (−1)n+k+s〈pdm(Xµk,f ), σµn−k,h〉
= (−1)k+s
∫
X(fρk) ∧D(hρn−k)
=
[
n
k
]
(−1)k+s
ωn
[
(−1)k
〈
Xf, h− 1
n− 1∆Sn−1h
〉
+
+ a〈f,∆Sn−1(Xˆh)〉+ b〈f, Xˆh〉+ c〈f, ξX ·h〉
]
=
[
n
k
]
(−1)k+s
ωn
[
(−1)k+1 (s+ 1)(n+ s+ 1)
n− 1 〈Xf, h〉+
+ (as(s+ n− 2) + b)〈f, Xˆh〉+ c〈ξX ·f, h〉
]
=
[
n
k
]
(−1)s+1(s− 1)(n+ s+ 1)(n− k + s)
ωn(n− 1) 〈ξX ·f, h〉,
which is the asserted relation. 
Lemma 4.15. For each s ≥ 0, there are f ∈ Hns , h ∈ Hns+2 and X ∈ h such that
〈ξX ·f, h〉 6= 0.
Proof. We argue by contradiction and assume that 〈ξX ·f, h〉 = 0 for all f ∈ Hns ,
h ∈ Hns+2 and X ∈ h.
Let f ∈ Hns and X ∈ h, X 6= 0. Since f is the restriction of a polynomial
of degree s and ξX is the restriction of a quadratic polynomial, (12) implies that
ξX · f ∈
⊕
iHns+2−2i.
From the assumption, we obtain that in fact ξX · f ∈
⊕
iHns−2i. On the other
hand, for any f˜ ∈⊕iHns−2−2i, we conclude from (12) that ξX · f˜ ∈⊕iHns−2i.
We thus get a linear map
⊕
iHns−2i →
⊕
iHns−2i, f 7→ ξX ·f . Since this map is
clearly injective, it has to be onto as well.
Since ξX(ei) = Xii and trX = 0, the continuous function ξX has a zero p0 ∈
Sn−1. Choose a non-zero function g ∈ Hns . By using a rotation, we may suppose
that g(p0) 6= 0. But then g is not a multiple of ξX , which is a contradiction. 
As explained in Subsection 4.5, the recursion formula (16) follows from the lemma
and the preceding propositions. It remains to consider the inductive start s = 3.
4.9. Relation to tensor valuations. We will consider the translation invariant
tensor valuations (Minkowski tensors)
Φk,s(K) =
(
n− 1
k
)
1
ωn−k+ss!
∫
Sn−1
ys dSk(K, y),
where 0 ≤ k ≤ n − 1 and s ≥ 0; moreover Φn,0 := vol. We follow the convention
from [29] and set Φk,s := 0 whenever k 6∈ {0, 1, . . . , n} or k = n, s 6= 0. Clearly
Φk,s ∈ TVals,O(n). By (1), Φk,1 = 0 for k ∈ {0, . . . , n − 1}, hence we will usually
assume that s 6= 1.
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For k ∈ {0, . . . , n}, Φk,0 = µk is the k-th intrinsic volume. By Weyl’s lemma
[52], for any nonempty K we have
Φ0,s(K) =
1
ωn+ss!
∫
Sn−1
ys d volSn−1(y) =
{
1
( s2 )!(4π)
s
2
Q
s
2 , s even,
0, s odd.
(38)
Clearly, each coefficient in the expansion of Φk,s as a linear combination of
monomials ei11 · · · einn (with respect to some orthonormal basis e1, . . . , en of Rn) is
of the type µk,f , for some function f ∈
⊕
i≤sHni . In order to compute the Alesker-
Fourier transform of such a valuation, we first reduce the problem to the case where
these functions are spherical harmonics.
Proposition 4.16. (i) For 0 ≤ k < n and s 6= 1, define
Ψk,s := Φk,s +
⌊ s
2
⌋∑
j=1
(−1)jΓ(n−k+s2 )Γ(n2 + s− 1− j)
(4π)jj!Γ(n−k+s2 − j)Γ(n2 + s− 1)
QjΦk,s−2j
and let Ψn,0 := Φn,0. Then Ψk,s is the component in Hns (equivalently, the
trace free part) of Φk,s. In particular, Ψk,s ≡ Φk,s mod Q.
(ii) For 0 ≤ k < n and s 6= 1, Φk,s can be written in terms of Ψk,s′ as
Φk,s = Ψk,s +
⌊ s
2
⌋∑
j=1
Γ
(
n−k+s
2
)
Γ(n2 + s− 2j)
(4π)jj!Γ(n−k+s2 − j)Γ(n2 + s− j)
QjΨk,s−2j .
Proof. The first assertion is an easy computation, which is based on the identity
∆Rn(y
s−2j‖y‖2j)
= −(s− 2j)(s− 2j − 1)ys−2j−2‖y‖2jQ+ 2j(2j − 2s− n+ 2)ys−2j‖y‖2j−2.
Let us prove the second assertion. First, we remark that except for the case
where j = 0, n = 2, s = 0 the coefficient in the definition of Ψk,s is well-defined and
equals 1 for j = 0. Still this is the reason for starting the summation from j = 1
and not from j = 0. However, considering n as a real parameter, we can avoid the
need to distinguish different cases in the subsequent calculations, since this way the
encountered singularity is a removable singularity with limit 1.
We now compute
Ψk,s +
⌊ s
2
⌋∑
j=1
Γ
(
n−k+s
2
)
Γ(n2 + s− 2j)
(4π)jj!Γ(n−k+s2 − j)Γ(n2 + s− j)
QjΨk,s−2j
= lim
ν→n
⌊ s
2
⌋∑
j=0
Γ
(
ν−k+s
2
)
Γ(ν2 + s− 2j)
(4π)jj!Γ(ν−k+s2 − j)Γ(ν2 + s− j)
QjΨk,s−2j
= lim
ν→n
⌊ s
2
⌋∑
j=0
Γ
(
ν−k+s
2
)
Γ(ν2 + s− 2j)
(4π)jj!Γ(ν−k+s2 − j)Γ(ν2 + s− j)
Qj
Γ(ν−k+s−2j2 )
Γ(ν2 + s− 2j − 1)
·
·
⌊ s−2j
2
⌋∑
l=0
(−1)lΓ(ν2 + s− 2j − l − 1)
(4π)ll!Γ(ν−k+s−2j2 − l)
QlΦk,s−2j−2l
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= lim
ν→n
⌊ s
2
⌋∑
j=0
⌊ s−2j
2
⌋∑
l=0
(−1)lΓ
(
ν−k+s
2
)
(ν2 + s− 2j − 1)Γ(ν2 + s− 2j − l − 1)
Γ(ν2 + s− j)Γ
(
ν−k+s
2 − j − l
) ·
· 1
(4π)j+l
1
j!l!
Qj+lΦk,s−2(j+l)
=
⌊ s
2
⌋∑
m=0
(−1)m
{
lim
ν→n
Γ
(
ν−k+s
2
)
Γ
(
ν−k+s
2 −m
) m∑
j=0
(−1)j
(
m
j
)
·
· (
ν
2 + s− 2j − 1)Γ(ν2 + s−m− j − 1)
Γ(ν2 + s− j)
}
1
(4π)m
1
m!
QmΦk,s−2m.
Hence, the assertion follows once the identity
m∑
j=0
(−1)j
(
m
j
)( ν
2 + s− 2j − 1
)
Γ
(
ν
2 + s−m− j − 1
)
Γ
(
ν
2 + s− j
) =
{
1, m = 0,
0, m > 0,
is established for s,m ∈ N0, 0 ≤ m ≤ ⌊ s2⌋ and all real numbers ν such that the sum
is well-defined.
The identity is clearly true if m = 0. Hence let m ≥ 1. Let the parameters
s ∈ N0 and ν be fixed and define
f(m, j) := (−1)j
(
m
j
)
(ν2 + s− 2j − 1)Γ(ν2 + s−m− j − 1)
Γ(ν2 + s− j)
,
G(m, j) := (−1)j+1
(
m− 1
j − 1
)
Γ
(
ν
2 + s−m− j
)
Γ
(
ν
2 + s− j
) ,
for j ∈ {0, . . . ,m}. Then, in particular, we have G(m, 0) = G(m,m+ 1) = 0. The
function G is suggested by Maple’s implementation of Zeilberger’s algorithm. By
elementary calculations we confirm that
f(m, j) = G(m, j + 1)−G(m, j), j ∈ {0, . . . ,m},
where the cases j ∈ {0,m} are checked separately, and hence
m∑
j=0
f(m, j) = G(m,m+ 1)−G(m, 0) = 0,
which proves the asserted identity. 
Corollary 4.17. For 0 < k < n and s 6= 1,
F(Ψk,s) = cn,k,s
Γ
(
k
2
)
Γ
(
s+n−k
2
)
Γ
(
n−k
2
)
Γ
(
s+k
2
)Ψn−k,s,
where cn,k,s is the constant from (13).
Proof. It follows from Proposition 4.16 (i) that
Ψk,s =
Γ
(
n−k+s
2
)
Γ
(
n−k
2
) 1
π
s
2 s!
µk,fs ,
where
fs(y) = 1 +
⌊ s2⌋∑
j=1
(−1)j Γ
(
n
2 + s− 1− j
)
4jj!Γ
(
n
2 + s− 1
)
(s− 2j)! Q
jys−2j, y ∈ Sn−1.
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Since the components of fs are in Hns (see Proposition 4.16 (ii)) and fs is indepen-
dent of k, we can apply (13) to get
F(Ψk,s) =
Γ
(
n−k+s
2
)
Γ
(
n−k
2
) 1
π
s
2 s!
cn,k,sµn−k,fs
=
Γ
(
n−k+s
2
)
Γ
(
n−k
2
) 1
π
s
2 s!
cn,k,sπ
s
2 s!
Γ
(
k
2
)
Γ
(
k+s
2
)Ψn−k,s,
which yields the asserted relation. 
Proposition 4.18. Let χ(1), χ(2) be the constants from [29]. Then, for 1 ≤ k ≤
n− 2 and s 6= 1,
cn,k,s
cn,k+1,s
=
Γ
(
k+1
2
)
Γ
(
n−k
2
)
Γ
(
n−k+s−1
2
)
Γ
(
n+1
2
)
Γ
(
n
2
)
Γ
(
n−k−1
2
)
Γ
(
n−k+s
2
)
Γ
(
k+2
2
) ·
· (χ(1)n,k,n−1,s,0 − 2πsχ(2)n,k,n−1,s,0). (39)
We remark that the constants χ(1), χ(2) are rather complicated iterated sums.
For this reason, we refrain from writing them down explicitly here.
Proof. By Theorem 2.3 of [29], we obtain for 1 ≤ k ≤ n− 2 that
µ1 ·Ψk,s ≡
[
n
1
]
(χ
(1)
n,k,n−1,s,0 − 2πsχ(2)n,k,n−1,s,0)Ψk+1,s mod Q.
Both sides of this equation belong to the same isotypical component of SO(n),
which is Valk+1,s. On the other hand, a non-zero multiple of Q of rank s cannot
belong to this isotypical component. Therefore we actually get the equality
µ1 ·Ψk,s =
[
n
1
]
(χ
(1)
n,k,n−1,s,0 − 2πsχ(2)n,k,n−1,s,0)Ψk+1,s. (40)
Let Λ be the derivation operator, which acts on translation invariant valuations
φ by
Λ(φ)(K) :=
d
dt
∣∣∣∣
t=0
φ(K + tB).
Recall from [16, Corollary 1.7] that Λ(φ) = 2µn−1 ∗ φ. We compute
Λ(Φk,s)(K) =
(
n− 1
k
)
1
ωn−k+ss!
∫
ys
d
dt
∣∣∣∣
t=0
dSk(K + tB, y)
=
(
n− 1
k
)
1
ωn−k+ss!
∫
ysk dSk−1(K, y)
=
ωn−k+s+1(n− k)
ωn−k+s
Φk−1,s. (41)
By Proposition 4.16 (ii), we obtain that
2µn−1 ∗Ψk,s = Λ(Ψk,s) = ωn−k+s+1(n− k)
ωn−k+s
Ψk−1,s.
Applying the Alesker-Fourier transform to (40) and using F(µ1) = µn−1, we
arrive at (39). 
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It remains to compute the constants explicitly in the case s = 3. In this case,
the iterated sums in [29] simplify to
χ
(1)
n,k,n−1,3,0 =
(k + 1)Γ
(
k+5
2
)
Γ
(
n
2
)
2Γ
(
n+1
2
)
Γ
(
k
2 + 3
) ,
χ
(2)
n,k,n−1,3,0 =
Γ
(
k+3
2
)
Γ
(
n
2
)
8πΓ
(
n+1
2
)
Γ
(
k
2 + 3
) .
From (39) it follows that
cn,k,3
cn,k+1,3
=
(n− k)(n− k − 1)(n− k + 1)Γ (n−k2 )2 Γ (k+32 )2
k(k + 2)(k + 1)Γ
(
n−k+3
2
)2
Γ
(
k
2
)2 .
The solution of this equation is
cn,k,3 = ǫni
3Γ
(
3+k
2
)
Γ
(
n−k
2
)
Γ
(
k
2
)
Γ
(
n+3−k
2
) , 1 ≤ k ≤ n− 1,
where ǫn only depends on n.
Together with (16) we find, for odd s 6= 1, n ≥ 3 and 1 ≤ k ≤ n− 1, that
cn,k,s = ǫni
sΓ
(
n−k
2
)
Γ
(
s+k
2
)
Γ
(
k
2
)
Γ
(
s+n−k
2
) ,
hence by Corollary 4.17
F(Ψk,s) = ǫni
sΨn−k,s.
It remains to compute ǫn. For this, we use a functorial property of the Alesker-
Fourier transform and a version of the Crofton formula, where we integrate tensor
valuations with respect to subspaces E parallel to affine subspaces E¯. In this case
the space in which the valuation is to be considered is indicated by a superscript.
Here we also use the translation invariance of the given valuations.
Lemma 4.19. If K ∈ K(Rn), then∫
Gr2(Rn)
ΦE1,3(K ∩ E¯) dE¯ =
(
n
2
)−1
Φn−1,3(K).
Proof. Let χ¯(1), χ¯(2) be the constants from [29]. From Theorem 2.6 of [29], it follows
that ∫
Gr2(Rn)
ΦE1,3(K ∩ E¯) dE¯ = (χ¯(1)n,1,2,3,0 − 6πχ¯(2)n,1,2,3,0)Φn−1,3(K).
Working out the constant on the right-hand side, we get the result. 
Lemma 4.20. Let πE : R
n → E be the orthogonal projection to a two-dimensional
subspace E of Rn. If K ∈ K(Rn), then
Φ1,3(K) =
(
n
2
)∫
Gr2(Rn)
ΦE1,3(πEK) dE.
Proof. A special case of Theorem 4.4.10 in [41] is the following. If f : Sn−1 → R is
a continuous function, then∫
Gr2(Rn)
∫
Sn−1∩E
f(y) dSE1 (πEK, y) dE =
ω2
ωn
∫
Sn−1
f(y) dS1(K, y),
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where the superscript in SE1 indicates that the area measure is determined with
respect to the subspace E. Applying this formula to the components of the function
f(y) = y3 gives (
n
2
)∫
Gr2(Rn)
ΦE1,3(πEK) dE = Φ1,3(K).

Let us recall Theorem 6.2.4 from [10]. It was stated in invariant terms, but can
be translated to the following Euclidean version.
Proposition 4.21. Let V be a Euclidean vector space. If φ ∈ Valsm,−k (V ), for
k ∈ {1, . . . , n− 1}, is given by
φ(K) =
∫
Grk+1(V )
ψE(πEK) dm(E),
where E 7→ ψE ∈ Val−k (E) is a smooth family of odd valuations of degree k and m
is a smooth measure, then
F(φ)(K) =
∫
Grk+1(V )
F(ψE)(K ∩ E¯) dm¯(E¯),
where m¯ is the product measure of m and the Lebesgue measure. Note that the
Alesker-Fourier transform on the left-hand side is with respect to V , while it is with
respect to E on the right-hand side.
We apply this formula with k = 1 and ψE = Φ
E
1,3 to the expression from Lemma
4.20. Using the two-dimensional case of Theorem 1 (which was shown in Subsection
4.4) and Lemma 4.19, we obtain
F(Φ1,3) =
(
n
2
)∫
Gr2(Rn)
F(ΦE1,3)(· ∩ E¯) dE¯
=
(
n
2
)
i3
∫
Gr2(Rn)
ΦE1,3(· ∩ E¯) dE¯
= i3Φn−1,3.
On the other hand, F(Φ1,3) = ǫni
3Φn−1,3, hence ǫn = 1 for all n. This finishes
the proof of Theorem 1.
5. Algebraic properties of tensor valuations
In this section, we give explicit formulas for convolution, Poincare´ duality, Ales-
ker-Fourier transform and product of tensor valuations.
5.1. Convolution. The convolution of translation invariant tensor valuations will
be determined explicitly by means of the techniques provided in [16]. We will also
use some of the calculations involved in Proposition 4.10, but the Fourier transform
is not required for this purpose.
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Theorem 5.1. The convolution product of tensor valuations is given for k, l ≤ n
with k + l ≥ n and s1, s2 6= 1 by
Φk,s1 ∗ Φl,s2 =
ωs1+s2+2n−k−l
ωs1+n−kωs2+n−l
(n− k)(n− l)
2n− k − l ·
·
(
2n− k − l
n− k
)(
s1 + s2
s1
)
(s1 − 1)(s2 − 1)
1− s1 − s2 Φk+l−n,s1+s2 .
Proof. The cases where k = n or l = n can be checked directly. The consistency
with the given formula can be seen from
ωs1+s2+2n−k−l
ωs1+n−kωs2+n−l
(n− k)(n− l)
2n− k − l =
n−k
2 Γ
(
s1+n−k
2
)
n−l
2 Γ
(
s2+n−l
2
)
2n−k−l
2 Γ
(
s1+s2+2n−k−l
2
) ,
since s1 = 0 if k = n and s2 = 0 if l = n.
Let us recall a formula from [16]. Let ∗V be the Hodge star on the space Ω∗(V )
of differential forms on V . Let π1 : SV → V, π2 : SV → Sn−1 be the projections.
Let ∗1 be the linear operator on Ω∗(SV ) which is uniquely defined by
∗1(π∗1τ1 ∧ π∗2τ2) = (−1)(
n−deg τ1
2 )π∗1(∗V τ1) ∧ π∗2τ2,
τ1 ∈ Ω∗(V ), τ2 ∈ Ω∗(Sn−1).
Suppose that valuations φ1 ∈ Valsmk , φ2 ∈ Valsml with 0 ≤ k, l ≤ n − 1 and
k + l ≥ n are given by differential forms γ1, γ2 of bidegree (k, n − k − 1) and
(l, n − l − 1), respectively, on the sphere bundle. Then the convolution product
φ1 ∗ φ2 is given by the form
γ1 ∗ˆ γ2 := ∗−11 (∗1γ1 ∧ ∗1Dγ2) . (42)
We first study the case k = l = n− 1. We thus apply the formula to the tensor
valuations Φn−1,s1 and Φn−1,s2 . In this case,
γ1 :=
2
ωs1+1s1!
ys1ρn−1, γ2 =
2
ωs2+1s2!
ys2ρn−1,
where y is a vector valued function and the differential forms are tensor valued.
Let T :=
∑n
i=1 yi
∂
∂xi
be the Reeb vector field on SRn. It satisfies iTα = 1 and
iTdα = 0. From ∗1ρn−1 = (−1)
n−1
2 α it follows that
γ1 ∗ˆ γ2 = 2
ωs1+1ωs2+1s1!s2!
iT y
s1D(ys2ρn−1). (43)
The Rumin differential was computed in Proposition 4.10, which gives
D(ys2ρn−1) = y
s2dρn−1 + πα ∧ dξn−2,ys2 . (44)
We have
dρn−k = k
ωk+1
ωk
α ∧ ρn−k−1. (45)
It is easily checked that for k ∈ {0, . . . , n− 2} we have
dξk,y ≡ −(n− k − 1)yρk mod α. (46)
In particular, dξn−2,y ≡ −yρn−2 mod α and therefore
dξn−2,ys2 = d
(
s2y
s2−1ξn−2,y
)
≡ s2(s2 − 1)ys2−2dy ∧ ξn−2,y − s2ys2ρn−2 mod α.
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Similarly,
dξn−2,ys1+s2 ≡ (s1 + s2)(s1 + s2 − 1)ys1+s2−2dy ∧ ξn−2,y
− (s1 + s2)ys1+s2ρn−2 mod α.
From these equations it follows that
ys1dξn−2,ys2 ≡ s1s2
1− s1 − s2 y
s1+s2ρn−2,
where we compute modulo the ideal generated by α, dα and exact forms.
Substituting these formulas into (43) and (44), we obtain that
γ1 ∗ˆ γ2 ≡ 2
ωs1+1ωs2+1s1!s2!
(
ys1+s2 iTdρn−1 + πy
s1dξn−2,ys2
)
≡ 2
ωs1+1ωs2+1s1!s2!
(
πys1+s2ρn−2 + π
s1s2
1− s1 − s2 y
s1+s2ρn−2
)
≡ 2π
ωs1+1ωs2+1s1!s2!
(s1 − 1)(s2 − 1)
1− s1 − s2 y
s1+s2ρn−2,
which translates to
Φn−1,s1 ∗ Φn−1,s2
=
2π
ωs1+1ωs2+1s1!s2!
(s1 − 1)(s2 − 1)
1− s1 − s2
ωs1+s2+2(s1 + s2)!
2π
Φn−2,s1+s2
=
(
s1 + s2
s1
)
ωs1+s2+2
ωs1+1ωs2+1
(s1 − 1)(s2 − 1)
1− s1 − s2 Φn−2,s1+s2 .
The general case can be derived from this as follows. Repeated application of
(41) shows that, for 0 ≤ a ≤ n− 2, we have
Λa(Φn−1,s) =
ωs+a+1
ωs+1
a!Φn−a−1,s.
Since Λ acts as convolution by 2µn−1, compare [16], we obtain
Φk,s1 ∗ Φl,s2
=
ωs1+1
ωs1+n−k(n− k − 1)!
Λn−k−1Φn−1,s1 ∗
ωs2+1
ωs2+n−l(n− l − 1)!
Λn−l−1Φn−1,s2
=
ωs1+1
ωs1+n−k(n− k − 1)!
ωs2+1
ωs2+n−l(n− l− 1)!
(
s1 + s2
s1
)
·
· ωs1+s2+2
ωs1+1ωs2+1
(s1 − 1)(s2 − 1)
1− s1 − s2 Λ
2n−k−l−2Φn−2,s1+s2
=
ωs1+1
ωs1+n−k(n− k − 1)!
ωs2+1
ωs2+n−l(n− l− 1)!
(
s1 + s2
s1
)
ωs1+s2+2
ωs1+1ωs2+1
·
· (s1 − 1)(s2 − 1)
1− s1 − s2
ωs1+s2+2n−k−l(2n− k − l− 1)!
ωs1+s2+2
Φk+l−n,s1+s2
=
ωs1+s2+2n−k−l
ωs1+n−kωs2+n−l
(n− k)(n− l)
2n− k − l
(
2n− k − l
n− k
)(
s1 + s2
s1
)
·
· (s1 − 1)(s2 − 1)
1− s1 − s2 Φk+l−n,s1+s2 ,
which yields the assertion of the theorem. 
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5.2. Poincare´ duality.
Proposition 5.2. For 0 ≤ k ≤ n and s 6= 1, the Poincare´ pairing with respect to
the convolution is given by
〈pdsc(Φk,s),Φn−k,s〉 =
1− s
πss!2
(
n
k
)
k(n− k)
4
Γ
(
k+s
2
)
Γ
(
n−k+s
2
)
Γ
(
n
2 + 1
) .
Proof. In the cases k = 0, n (with s = 0) the formula is easily confirmed. The
right-hand side is equal to one, if properly interpreted.
Let us assume 1 ≤ k ≤ n − 1. Recall that Φk,s is represented by γ1 :=
ωn−k
ωn−k+ss!
ysρk and Φn−k,s is represented by γ2 :=
ωk
ωk+ss!
ysρn−k.
By Proposition 4.10, (46) and the subsequent considerations, and by (45), we
get
D(ysρn−k) = y
sdρn−k +
ωk+1
ωk
α ∧ dξn−k−1,ys
= ysdρn−k +
ωk+1
ωk
α ∧ (s(s− 1)ys−2dy ∧ ξn−k−1,y − skysρn−k−1)
= (1− s)ysDρn−k + ωk+1
ωk
α ∧ s(s− 1)ys−2dy ∧ ξn−k−1,y .
Since
∑
y2i = 1, we obtain that contr(y
s, ys) = 1 and contr(ys, dy ∧ τ) = 0 for
all Syms−1V -valued forms τ . Therefore the contraction of ys with the second term
vanishes and we obtain
contr(γ1, Dγ2) =
ωn−k
ωn−k+ss!
ωk
ωk+ss!
contr(ysρk, D(y
sρn−k))
=
ωn−k
ωn−k+ss!
ωk
ωk+ss!
(1− s)ρk ∧Dρn−k
= (−1)k
[
n
k
]
1
ωn
ωn−k
ωn−k+ss!
ωk
ωk+ss!
(1− s) volSRn ,
where we used (27) in the last line. The statement now follows from Equation (43)
in [50] (note the different meaning of the constant ωn in [50]). 
Corollary 5.3. For 0 ≤ k ≤ n and s 6= 1, the Poincare´ pairing with respect to the
product is given by
〈pdsm(Φk,s),Φn−k,s〉 = (−1)s
1− s
πss!2
(
n
k
)
k(n− k)
4
Γ
(
k+s
2
)
Γ
(
n−k+s
2
)
Γ
(
n
2 + 1
) .
Proof. Immediate from Proposition 5.2 and Lemma 3.1. 
We remark that the Poincare´ duality of multiples of the basic invariants Φk,s
with powers of Q can be easily written down by using (8) and
trΦk,s =
n− k + s− 2
2πs(s− 1) Φk,s−2, s ≥ 2. (47)
5.3. Alesker-Fourier transform. As a straightforward consequence of the results
from Section 4, in particular of Corollary 4.17 and the fact that ǫn = 1 by the
arguments at the end of Section 4, we obtain the following theorem.
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Theorem 5.4. For 0 ≤ k ≤ n and s 6= 1, the Alesker-Fourier transform of tensor
valuations is given by
F(Ψk,s) = i
sΨn−k,s,
F(Φk,s) = i
s
⌊ s
2
⌋∑
j=0
(−1)j
(4π)jj!
QjΦn−k,s−2j .
Proof. Note first that Ψ0,s = 0 and Ψn,s = 0 if s > 0, while Ψ0,0 = χ and Ψn,0 =
voln. The cases k = 0 and k = n are thus directly confirmed, so let us assume that
1 ≤ k ≤ n− 1.
The first equation follows from Corollary 4.17 and (21), since we have seen in
the previous section that ǫn = 1. For the second equation, we use Proposition 4.16
and compute
F(Φk,s) = Γ
(
n− k + s
2
) ⌊ s
2
⌋∑
j=0
Γ(n2 + s− 2j)
(4π)jj!Γ(n−k+s2 − j)Γ(n2 + s− j)
Qjis−2jΨn−k,s−2j
= Γ
(
n− k + s
2
)
lim
ν→n
⌊ s
2
⌋∑
j=0
Γ(ν2 + s− 2j)
(4π)jj!Γ(ν−k+s2 − j)Γ(ν2 + s− j)
Qjis−2j ·
· Γ(
k+s−2j
2 )
Γ(ν2 + s− 2j − 1)
⌊ s
2
⌋−j∑
i=0
(−1)iΓ(ν2 + s− 2j − i− 1)
(4π)ii!Γ(k+s2 − i− j)
QiΦk,s−2j−2i
= isΓ
(
n− k + s
2
)
lim
ν→n
⌊ s
2
⌋∑
m=0
(−1)m
(4π)mm!Γ(k+s2 −m)
m∑
j=0
(
m
j
)
(ν2 + s− 2j − 1)Γ(k+s2 − j)Γ(ν2 + s− j −m− 1)
Γ(ν−k+s2 − j)Γ(ν2 + s− j)
QmΦk,s−2m
= is
⌊ s
2
⌋∑
m=0
(−1)m
(4π)mm!
QmΦk,s−2m,
where we used that
m∑
j=0
(
m
j
)
(ν2 + s− 2j − 1)Γ(k+s2 − j)Γ(ν2 + s− j −m− 1)
Γ(ν−k+s2 − j)Γ(ν2 + s− j)
=
Γ(k+s2 −m)
Γ(ν−k+s2 )
for all real ν such that the sum is well-defined.
To verify this, we define for ν and s,m, j, k as above
f(m, j) :=
(
m
j
)
(ν2 + s− 2j − 1)Γ
(
k+s
2 − j
)
Γ
(
ν
2 + s− j −m− 1
)
Γ
(
ν−k+s
2 − j
)
Γ
(
ν
2 + s− j
) .
Then Maple’s implementation of Zeilberger’s algorithm provides the auxiliary
function
G(m, j) := −2
(
m
j − 1
)
Γ
(
ν
2 + s−m− j − 1
)
Γ
(
k+s
2 − j + 1
)
Γ
(
ν−k+s
2 − j
)
Γ
(
ν
2 + s− j
)
which satisfies G(m, 0) = G(m,m+ 2) = 0 and
−2f(m, j) + (k + s− 2(m+ 1))f(m+ 1, j) = G(m, j + 1)−G(m, j)
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for j ∈ {0, . . . ,m+1} and m+1 ≤ ⌊ s2⌋. Here the case j = m+1 has to be treated
separately. Summation over j thus yields for f(m) :=
∑m
j=0 f(m, j) the recursion
f(m+ 1) =
1
k+s
2 − (m+ 1)
f(m)
for m ∈ N0. Moreover, we have f(0) = Γ(
k+s
2 )
Γ( ν−k+s2 )
. Thus we get
f(m) =
Γ(k+s2 −m)
Γ(ν−k+s2 )
,
which is the asserted identity. 
5.4. Product. Using the explicit formulas for the convolution and the Alesker-
Fourier transform from Theorems 5.1 and 5.4, we can finally compute the product
of tensor valuations.
Theorem 5.5. For 0 ≤ k, l with k + l ≤ n and s1, s2 6= 1, the product of tensor
valuations is given by
Φk,s1 · Φl,s2 =
kl
k + l
(
k + l
k
) ⌊ s1+s2
2
⌋∑
a=0
2a 6=s1+s2−1
1
(4π)aa!
(
a∑
m=0
min{m,⌊ s12 ⌋}∑
i=max{0,m−⌊ s22 ⌋}
(−1)a−m
(
a
m
)(
m
i
)
ωs1+s2−2m+k+l
ωs1−2i+kωs2−2m+2i+l
(
s1 + s2 − 2m
s1 − 2i
)
·
· (s1 − 2i− 1)(s2 − 2m+ 2i− 1)
1− s1 − s2 + 2m
)
QaΦk+l,s1+s2−2a.
Proof. The cases where k = 0 or l = 0 can be checked directly. Hence we restrict
ourselves to k, l ≥ 1, in the following. For i = 1, 2, set δi = 0 if si is even and δi = 32
if si is odd. By Theorem 5.4
Φk,s1 · Φl,s2 = F−1 ◦ F(Φk,s1 · Φl,s2)
= F−1 (F(Φk,s1 ) ∗ F(Φl,s2))
= is1+s2F−1

 s12 −δ1∑
i=0
s2
2
−δ2∑
j=0
(−1)i+j
(4π)i+j i!j!
QiΦn−k,s1−2i ∗QjΦn−l,s2−2j

 .
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Then Theorem 5.1 and the change of variables m := i+ j yield
Φk,s1 · Φl,s2
= is1+s2
kl
k + l
(
k + l
k
)
F
−1
(∑
i,j
Qi+j
(−1)i+j
(4π)i+j i!j!
ωs1−2i+s2−2j+k+l
ωs1−2i+kωs2−2j+l
·
·
(
s1 + s2 − 2i− 2j
s1 − 2i
)
(s1 − 2i− 1)(s2 − 2j − 1)
1− s1 − s2 + 2i+ 2j Φn−k−l,s1+s2−2i−2j
)
= is1+s2
kl
k + l
(
k + l
k
) s1+s2
2
−δ1−δ2∑
m=0
Qm
(−1)m
(4π)mm!
·
·
( min{m, s12 −δ1}∑
i=max{0,m− s22 +δ2}
(
m
i
)
ωs1+s2−2m+k+l
ωs1−2i+kωs2−2m+2i+l
·
·
(
s1 + s2 − 2m
s1 − 2i
)
(s1 − 2i− 1)(s2 − 2m+ 2i− 1)
1− s1 − s2 + 2m
)
F
−1 (Φn−k−l,s1+s2−2m) ,
where s1 + s2 − 2m 6= 1.
Now we apply once again Theorem 5.4 and obtain
Φk,s1 · Φl,s2 =
kl
k + l
(
k + l
k
) s1+s2
2
−δ1−δ2∑
m=0
Qm
1
(4π)mm!
·
·
( min{m, s12 −δ1}∑
i=max{0,m− s22 +δ2}
(
m
i
)
ωs1+s2−2m+k+l
ωs1−2i+kωs2−2m+2i+l
·
·
(
s1 + s2 − 2m
s1 − 2i
)
(s1 − 2i− 1)(s2 − 2m+ 2i− 1)
1− s1 − s2 + 2m
)
·
·
⌊ s1+s2−2m2 ⌋∑
j=0
2j 6=s1+s2−2m−1
(−1)j
(4π)jj!
QjΦk+l,s1+s2−2m−2j.
If m > s1+s22 − δ1 − δ2, then the inner sum is empty. Hence we can restrict m to
the range from 0 to
⌊
s1+s2
2
⌋
without changing the sum. Similarly, if 2i = s1 − 1 or
2i = 2m − s2 + 1, then the corresponding term in the inner sum vanishes. Hence
we can sum over all max
{
0,m− ⌊ s22 ⌋} ≤ i ≤ min{m, ⌊ s12 ⌋}. Using the change of
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variables a := m+ j, we get
Φk,s1 · Φl,s2
=
kl
k + l
(
k + l
k
) ⌊ s1+s22 ⌋∑
a=0
2a 6=s1+s2−1
1
(4π)aa!
(
a∑
m=0
min{m,⌊ s12 ⌋}∑
i=max{0,m−⌊ s22 ⌋}
(−1)a−m
(
a
m
)(
m
i
)
ωs1+s2−2m+k+l
ωs1−2i+kωs2−2m+2i+l
·
·
(
s1 + s2 − 2m
s1 − 2i
)
(s1 − 2i− 1)(s2 − 2m+ 2i− 1)
1− s1 − s2 + 2m
)
QaΦk+l,s1+s2−2a,
which proves the result. 
There seems to be no closed formula for the inner double sum, except for small
values of s1, s2. For further use, we give some explicit formulas in the case of tensors
of small ranks.
Corollary 5.6. (i) If 0 ≤ k, l with k + l ≤ n, then
Φk,2 · Φl,2 = −
Γ
(
k+l+1
2
)
π3/2(k + l + 2)(k + l)Γ
(
k+1
2
)
Γ
(
l+1
2
) ·
·
(
2π2klΦk+l,4 − k
2 + l2 + 4kl+ 2k + 2l
4
πQΦk+l,2 +
kl
16
Q2Φk+l,0
)
.
(ii) If 1 ≤ k, l with k + l ≤ n, then
Φk,3 · Φl,3 =
(k + 1)(l + 1)Γ
(
k+l+1
2
)
π
5
2 (k + l + 4)(k + l+ 2)(k + l)Γ
(
k
2
)
Γ
(
l
2
) ·
·
(
−32Φk+l,6π3 + 8QΦk+l,4π2 −Q2Φk+l,2π + 1
12
Q3Φk+l,0
)
.
(iii) If 1 ≤ k, 0 ≤ l, then
Φk,3 · Φl,2 =
(k + 1)Γ
(
k+l
2
)
4
√
π(k + l + 3)(k + l + 1)Γ
(
k
2
) · Γ ( l+12 ) ·
· (−20πlΦk+l,5 + (k + 6l+ 3)QΦk+l,3).
Proof. The case 1 ≤ k, l of all three equations follows by simplifying the formula
from Theorem 5.5. The remaining cases follow by a direct computation based on
(38). 
6. Explicit kinematic formulas
In this section, we translate the algebraic results from the last two sections into
geometric statements about kinematic formulas.
6.1. Crofton formulas. The special case of Theorem 5.5 where one of the two
tensor valuations is an intrinsic volume can be translated to Crofton-type formulas.
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Proof of Theorem 3. By Theorem 5.5 we get
Φk,s · µl = Φk,s · Φl,0
=
(
k + l
k
)
kl
k + l
⌊ s2⌋∑
a=0,2a 6=s−1
1
(4π)aa!
·
·
a∑
m=0
(−1)a−m
(
a
m
)
ωs−2m+k+l
ωs−2m+kωl
QaΦk+l,s−2a
=
(
k + l
k
)
kl
k + l
⌊ s2⌋∑
a=0,2a 6=s−1
1
(4π)aa!
Γ
(
l+2a
2
)
Γ
(
s+k−2a
2
)
2Γ
(
s+k+l
2
) QaΦk+l,s−2a.
Here we used the equation
a∑
m=0
(−1)a−m
(
a
m
)
ωs−2m+k+l
ωs−2m+kωl
=
Γ
(
l+2a
2
)
Γ
(
s+k−2a
2
)
2Γ
(
s+k+l
2
) .
To verify this, we show that
f(a) :=
a∑
m=0
(−1)m
(
a
m
)
Γ
(
s+k
2 −m
)
Γ
(
l
2
)
Γ
(
s+k+l
2 −m
) = (−1)aΓ ( l2 + a)Γ ( s+k2 − a)
Γ
(
s+k+l
2
) ,
for a ∈ {0, . . . , ⌊ s2⌋} with 2a 6= s− 1 and k, l ≥ 1.
A continuity argument shows that it is sufficient to prove the assertion for real
s > 2a such that 2a 6= s− 1. To verify the equation for these cases, we define
f(a,m) := (−1)m
(
a
m
)
Γ
(
s+k
2 −m
)
Γ
(
l
2
)
Γ
(
s+k+l
2 −m
) ,
G(a,m) := (−1)m2
(
a
m− 1
)
Γ
(
s+k
2 −m+ 1
)
Γ
(
l
2
)
Γ
(
s+k+l
2 −m
) ,
for m = 0, . . . , a+ 1 with a+ 1 ≤ ⌊ s2⌋. In addition, we put G(a, a + 2) := 0. Note
that s+k+l2 > a+1, since s > 2a. Therefore, we have f(a, a+1) = 0. As before we
use that
(
a
r
)
= 0 if r < 0 or r > a. One confirms by a direct calculation that
−(2a+ l)f(a,m) + (−s− k + 2 + 2a)f(a+ 1,m) = G(a,m+ 1)−G(a,m),
for m = 0, . . . , a + 1, where the case m = a + 1 has to be checked separately.
Summation over m ∈ {0, . . . , a+ 1} yields that
−
(
l
2
+ a
)
f(a) +
(
1 + a− s+ k
2
)
f(a+ 1) = 0,
that is,
f(a+ 1) = (−1)
l
2 + a
s+k
2 − a− 1
f(a).
Note that s+k2 > a+ 1. Using this relation recursively and
f(0) =
Γ
(
s+k
2
)
Γ
(
l
2
)
Γ
(
s+k+l
2
) ,
the assertion follows.
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Now the statement of the theorem is a direct consequence of this formula and
the definition of the product of valuations (see [15, Section 3.5]). 
We remark that another approach (which indeed leads to the same formula) is
to use the recent results from [22] on k-th section bodies, compare also [46].
Looking at the trace free-part of the formula in Theorem 3 (or by a direct
argument similar to the one for Theorem 3), we obtain a Crofton-type formula for
the tensor valuation Ψk,s.
Corollary 6.1 (Crofton formula in the Ψ-basis). If k, l ≥ 0 and k + l ≤ n, then∫
Grn−l(Rn)
Ψk,s(K ∩ E¯) dE¯ = ωs+k+l
ωs+kωl
(
k + l
k
)
kl
k + l
[
n
l
]−1
Ψk+l,s(K).
6.2. Additive formulas.
Proof of Theorem 5. Let Area denote the space of smooth area measures [50, 51].
Roughly speaking, an area measure is a valuation with values in the space of signed
measures on the unit sphere. A smooth area measure is one that can be represented
by integration over the normal cycle of some differential form.
If G is a subgroup of O(n) acting transitively on the unit sphere, then AreaG is
finite-dimensional. Wannerer [50] has shown the existence of a kinematic formula
for area measures of the following type. Let Φ ∈ AreaG, and let Ψ1, . . . ,Ψm be a
basis of AreaG. Then there exist constants cΦkl, depending only on Φ, such that for
compact convex bodies K,L and Borel subsets U1, U2 ⊂ Sn−1 we have∫
G
Φ(K + gL, U1 ∩ gU2) dg =
m∑
k,l=1
cΦklΨk(K,U1)Ψl(L,U2).
The corresponding map A : AreaG → AreaG⊗AreaG is called additive kinematic
operator for G-equivariant area measures.
The map
M s : AreaG → TVals,G, M s(Φ)(K) :=
∫
Sn−1
ys dΦ(K, y),
is called the s-th moment map.
The diagram
AreaG
A
//
Ms1+s2

AreaG⊗AreaG
Ms1⊗Ms2

TVals1+s2,G
aGs1,s2
// TVals1,G⊗TVals2,G
commutes [50, Prop. 6].
In the case G = O(n), AreaO(n) is spanned by the area measures Si, where
i = 0, . . . , n− 1. By definition of the moment map,
M s(Si) =
(
n− 1
i
)−1
ωn−i+ss!Φi,s, i ≥ 0.
The additive kinematic operator was computed by Schneider [40] and is given
by
A(Si) =
1
ωn
∑
k+l=i
(
i
k
)
Sk ⊗ Sl.
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Using the diagram above, we get
aO(n)s1,s2(Φi,s1+s2) =
(
n− 1
i
)
1
ωn−i+s1+s2(s1 + s2)!
aO(n)s1,s2 ◦M s1+s2(Si)
=
(
n− 1
i
)
1
ωn−i+s1+s2(s1 + s2)!
M s1 ⊗M s2 ◦A(Si)
=
(
s1 + s2
s1
)−1 ∑
k+l=i
(n− k − 1)!(n− l− 1)!
(n− i− 1)!(n− 1)! ·
· ωn−k+s1ωn−l+s2
ωnωn−i+s1+s2
Φk,s1 ⊗ Φl,s2 ,
which proves the asserted formula. 
We remark that we do not obtain the additive kinematic operator on multiples
of Q with this method. One possible way to overcome this difficulty is to apply
Corollary 3.3 to the intersectional kinematic formulas from the next subsection.
Alternatively, one may use Theorem 3.2 (more precisely the upper square in the
diagram) to compute the additive kinematic operator using the knowledge of the
convolution algebra from Theorem 2. The Poincare´ pairing, i.e., the vertical arrows
in that diagram, may be computed using Corollary 5.3 and (47). We will not go
into details.
6.3. Intersectional kinematic formulas. In the last few sections, we have intro-
duced the necessary machinery to compute all intersectional kinematic formulas.
Note that for any given ranks s1, s2, the formula in Theorem 5.5 is closed. The
kinematic formula k
O(n)
s1,s2 can be explicitly computed with Theorem 3.2 and Corollary
5.3.
Let us work this out in one of the simplest cases, namely s1 = s2 = 3, thus
showing the last equation in Theorem 4. It is clear that there is a formula of the
form
k
O(n)
3,3 (Φi,6) =
∑
k+l=n+i
an,i,kΦk,3 ⊗ Φl,3
with some constants an,i,k which remain to be determined.
Fix k, l with k + l = n+ i. Using Corollary 5.3, we find
〈pd3mΦk,3,Φn−k,3〉 =
1
72π3
(
n
k
)
k(n− k)Γ
(
k+3
2
)
Γ
(
n−k+3
2
)
Γ
(
n
2 + 1
) ,
〈pd3m Φl,3,Φn−l,3〉 =
1
72π3
(
n
l
)
l(n− l)Γ
(
l+3
2
)
Γ
(
n−l+3
2
)
Γ
(
n
2 + 1
)
and therefore
〈(pd3m⊗ pd3m) ◦ kO(n)3,3 (Φi,6),Φn−k,3 ⊗ Φn−l,3〉
= an,i,k
1
72π3
(
n
k
)
k(n−k)Γ
(
k+3
2
)
Γ
(
n−k+3
2
)
Γ
(
n
2 + 1
) 1
72π3
(
n
l
)
l(n−l)Γ
(
l+3
2
)
Γ
(
n−l+3
2
)
Γ
(
n
2 + 1
) .
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On the other hand, by Corollaries 5.6 and 5.3,
〈m∗ ◦ pd6m(Φi,6),Φn−k,3 ⊗ Φn−l,3〉 = 〈pd6m(Φi,6),Φn−k,3 · Φn−l,3〉
=
(n− k + 1)(n− l + 1)Γ (n−i+12 )
π
5
2 (n− i+ 4)(n− i+ 2)(n− i)Γ (n−l2 )Γ (n−k2 ) ·
·
〈
pd6m(Φi,6),−32Φn−i,6π3 + 8QΦn−i,4π2 −Q2Φn−i,2π +
1
12
Q3Φn−i,0
〉
=
1
207360
(k − n− 1)(i− k − 1)Γ (n+12 ) (i+ 1)(i− 1)(i− 3)
π5Γ
(
i+1
2
)
Γ
(
n−k
2
)
Γ
(
k−i
2
) .
From this, the explicit value of an,i,k given in the theorem follows.
Let us now prove the formula for k
O(n)
3,2 . There are constants an,i,k, bn,i,k such
that
k
O(n)
3,2 (Φi,5) =
∑
k+l=n+i
Φk,3 ⊗ (an,i,kΦl,2 + bn,i,kQΦl,0) .
Fix k, l with k + l = n + i. By Corollary 5.3 and the subsequent remark, we can
compute the relevant Poincare´ pairings. For instance
〈pd5mΦ5i , QΦn−i,3〉 = 〈pd3m tr Φ5i ,Φn−i,3〉
=
n− i+ 3
40π
〈pd3m Φ3i ,Φn−i,3〉
=
n− i+ 3
40π
1
72π3
(
n
i
)
i(n− i)Γ
(
i+3
2
)
Γ
(
n−i+3
2
)
Γ
(
n
2 + 1
) .
The products Φn−k,3 · Φn−l,2 and Φn−k,3 · QΦn−l,0 = Q(Φn−k,3 · µn−l) were
computed in Corollary 5.6 and in Subsection 6.1 respectively.
From the two equations
〈(pd3m⊗ pd2m) ◦ kO(n)3,2 (Φi,5),Φn−k,3 ⊗ Φn−l,2〉 = 〈pd5m Φi,5,Φn−k,3 · Φn−l,2〉,
〈(pd3m⊗ pd2m) ◦ kO(n)3,2 (Φi,5),Φn−k,3 ⊗QΦn−l,0〉 = 〈pd5m Φi,5,Φn−k,3 ·QΦn−l,0〉
we obtain a linear system of equations for the unknowns an,k,i, bn,k,i whose unique
solution is
an,k,i =
(i+ 1)Γ
(
l+1
2
)
Γ
(
k
2
)
40π(k + 1)lΓ
(
n+1
2
)
Γ
(
i
2
)4π(i− 3)
bn,k,i =
(i+ 1)Γ
(
l+1
2
)
Γ
(
k
2
)
40π(k + 1)lΓ
(
n+1
2
)
Γ
(
i
2
) (n− k + 3).
This finishes the proof of the second equation in Theorem 4. The first equation is
obtained in a similar way, with a linear system of four equations to solve.
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