Abstract. It is shown that for certain maps, including concave maps, on the d-dimensional lattice of positive integers points, 'approximate' eigenvectors can be found. Applications in epidemiology as well as distributed resource allocation are discussed as examples.
Define the Hilbert metric on R In [Kra86] , the following relation between the Hilbert metric d H and the ∞ norm was proven. In [Kra86] , it was additionally assumed that x 1 = y 1 = 1, but using exactly the same proof, the result holds under the weaker assumption that x 1 = y 1 are positive. Proposition 2.1 immediately implies the following result. . Since 1 − e −t ≤ t for all t ∈ R + and also 1 − e −t/2 ≥ α 2β t whenever t ≤ 2 log β α , the result follows from Proposition 2.1. Next, (2.4) follows from the fact the for every x ∈ R d , x ∞ ≤ x 2 ≤ √ d x ∞ , and this completes the proof.
Another tool which is needed in the proof of Theorem 2.2 is an extension result for Lipschitz maps. Given two metric spaces (X, d X ) and (Y, d Y ), a map f : X → Y is said to be L-Lipschitz if there exists L ∈ [0, ∞) such that for every x, y ∈ X, d Y f (x), f (y) ≤ Ld X (x, y).
Given a subset Z ⊆ X and an L-Lipschitz map f : Z → Y , a well-studied question is whether f can be extended onto all of X, while preserving the Lipschitz property. In the case where (X, d X ) and (Y, d Y ) are Hilbert spaces, the following theorem is a well-known result due to Kirszbraun, cf., e.g., [GK90, Thm. 12 .4]. Finally, denote by S 1 the sphere in R d + with respect to the 1 norm, that is,
+ | x 1 = 1 . For k ∈ N, define S k to be the 'projection' of the 1 k-sphere in Z 1 Figure 1 . The discrete set S k (here for k = 7) consists of the blue points sitting on the green line segment (and not of the red points). Remark 2.2. Note that if c > 1/d and c e ≤ x, then x 1 ≥ cd > 1. Therefore, D is not empty only when c ≤ 1/d. Also, note that if k < d and x ∈ S k , then x must have at least one zero coordinate. Therefore, S k ∩ D is not empty only when k ≥ d.
Next, we show that every point in D can be well approximated with a point in S k ∩ D.
Proof. The set S 1 is a simplex in R d + whose ∞ diameter is 1, i.e., the ∞ distance between any two points in S 1 is at most 1. Also, S 1 can be divided into k d−1 simplexes, C 1 , . . . , C k d−1 , whose ∞ diameter is 1/k, cf. Figure 3 . The vertices of these simplexes are the points of S k . Let x ∈ D. Then x belongs to a simplex C j for some j ∈ {1, . . . , k d−1 }, and C j has ∞ diameter 1/k. If one of the vertices of C j lies inside D, then since the diameter of C j is 1/k, we found a point in S k ∩ D such that x − x k ∞ ≤ 1/k. If this is not the case, then there must be a simplex which is adjacent to C j which has at least one vertex which lies in D, cf. Figure 3 . Since the ∞ distance between any two points in adjacent simplexes is at most 2/k, the result Figure 3 . For the case d = 3 the simplex S 1 is the convex hull of the standard unit vectors e 1 , e 2 , and e 3 in R 3 + . The points on the set S k (here for k = 5) are shown in grey, and the set D is shown in blue. While points in the green shaded simplexes intersected with D can be mapped to a vertex that is in D, this is not the case for the "corners" of the simplex D shown in red. The closest grid point for points x near the vertices of D can be taken to be the opposing vertex of the neighboring simplex that shares the face intersecting D. The distance to this vertex is always less than 2/k when the diameter of the simplexes C j is 1/k.
follows.
We are now in a position to state and prove the main result.
(2.6)
Assume also that there exists c
(2.7)
Then there exists
Inequality (2.8) says that when y k = k is large, the vectors y k and Ay k are 'almost' in the same direction, making y k an 'approximate' eigenvector of A, cf., Figure 4 .
Proof of Theorem 2.2. Note first that if d = 1, since Ax ≥ c Ax 1 e > 0, it follows that for every y ∈ N, we have Ay/ Ay 1 = y/ y 1 = 1. Thus, the bound (2.8) holds trivially. Assume then that d ≥ 2. Let B k : S k → S 1 be defined as follows,
where we note that A(kx) 1 = 0 due to (2.7). Also, B k is well defined since
Using (2.4) and (2.11) with α = c, β = 1, we obtain
This means that B k is Lipschitz on S k ∩ D with respect to the Euclidean metric. Next, we study the invariance properties of B k . First, note that by definition, B k x 1 = 1 for all x ∈ S k . In particular, this also means that B k x ≤ e. On the other hand, since it was assumed that c Ax 1 e ≤ Ax, we also have that B k x ≥ c e. Altogether, we have B k (S k ) ⊆ D, and so
Now, the set D is compact and convex since it is the intersection of two compact convex sets. By (2.12), B k is Lipschitz on S k ∩ D with respect to the Euclidean metric. Therefore, by Theorem 2.1 and Remark 2.1, it follows that there exists a mapB k : D → D such that for all x, y ∈ D,
(2.13)
In particular, the mapB k is a continuous map on a convex and compact set. Thus, by the Brouwer Fixed Point Theorem, there existsx k ∈ D such thatx k =B kxk . Now, by Proposition 2.3, there exists
Therefore,
where in ( * ) we used the fact thatB k = B k on S k andB kxk =x k . Altogether,
Choosing y k = kx k proves (2.8) and this completes the proof of Theorem 2.2.
We make the following remarks regarding Theorem 2.2 and its proof.
Remark 2.3. A particular class of maps that Theorem 2.2 and Corollary 2.1 (see below) apply to is the class of homogeneous maps. It is known that if A :
r Ax for all ρ > 0, and monotone, that is, Ax ≤ Ay whenever x, y ∈ R
In fact, it is enough to assume that the map is r-subhomogeneous, that is, A(ρx) ≤ ρ r Ax for all ρ ≥ 0. Clearly the same is true for integer maps.
Remark 2.4. For every k ∈ N, x k can be chosen to be in the set x ∈ R d | c e ≤ x ≤ e (where c ∈ (0, 1/d] may or may not depend on k). This means y k can be chosen positive.
Remark 2.5. Instead of the assumption that there exists c ∈ (0, 1/d] such that Ax ≥ c Ax 1 e for all x ∈ Z d + , it is enough to make the weaker assumption that Ax ≥ c Ax 1 e whenever x ≥ c x 1 e. All that is really needed is the invariance of the set D as defined in (2.5) under the map B k .
Remark 2.6. The choice of the 1 -norm is essential in this proof. This is because we need the set D to be convex in order to use the Brouwer fixed-point theorem. This is different, e.g., from the proofs in [Koh82, Kra86] , where any norm can be used.
Remark 2.7. In many cases, one considers a map which is a contraction under the Hilbert metric, that is, d H (Ax, Ay) < d H (x, y), and then proceeds to use the Banach contraction principle rather than the Brouwer fixed-point theorem. As a result, one obtains the "power method" for the computation of the Perron vector, i.e., that there exists
However, since in Theorem 2.2 Kirszbraun's extension theorem is used, the extended map is typically not a contraction and therefore this power method does not hold.
Next, it is shown that if we have good bounds on the norm of Ax for x ∈ Z d + , then we can find a sequence
+ with a controlled behavior in the following sense. Corollary 2.1.
Assume also that there exists a ∈ (0, ∞) such that
In both cases, we have
Proof. By Theorem 2.2, there exists y k ∈ Z d + with y k 1 = k such that Ay k 1 = 0 and
In particular, it follows that
and so
By Remark 2.4, if x k = y k / y k 1 = y k /k, then c e ≤ x k ≤ e and so e ≤ 1 c
which proves (2.15). Alternatively, assuming that
which proves (2.16), and completes the proof.
Remark 2.8. In the case we can choose a = 1 for all k ∈ N or b = 1 for all k ∈ N, Corollary 2.1 gives a sequence
This is close to a monotonicity property y k ≤ Ay k . Similarly in the case where b = 1, we obtain a sequence
Concave maps on integer lattices
Recall that a map F :
The notion of concavity can also be studied in Z d + , cf., also [BG16] .
+ is said to be concave if for every x 1 , . . . ,
+ is said to be affine if in (3.1) we have an equality rather than an inequality.
The following result follows directly from Theorem 1 and Corollary 2 in [PW86] . It shows that every concave map on Z d + can be extended to a concave map on
As a result, the following holds.
Proof. By Theorem 3.1 there exists F :
Assume that m, n ∈ Z + are such that mx ≤ ny. Since x 1 = y 1 , it follows that m ≤ n. Hence, there exists z ∈ R Remark 3.1. Proposition 3.1 remains true if A is a supremum of concave maps. However, this does not mean that Proposition 3.1 holds for convex maps. Indeed, any convex map
+ can be written as F = sup t∈T F t , where {F t } t∈T is a family of affine-and in particular concave-maps. If x 1 = y 1 and mx ≤ ny, then as before we get ny = mx + (n − m)z for some z ∈ R d + . However, there is no guarantee that F t z ≥ 0, that is, F t does not necessarily map R 
If there exists a ∈ (0, ∞) such that A t 0 x 1 ≥ a x 1 for some t 0 ∈ T and all x ∈ Z
Remark 3.2. The reader might wonder why the previous proof is not based on Banach's contraction principle, given the Lipschitz bound for A is bounded by one. The reason is that due to the extension via Kirszbraun's extension theorem-which requires the Euclidean norm and hence constants from the norm equivalence get introduced-the Lipschitz constant for the resulting extended map is not necessarily bounded above by one anymore. As a result, there seems little hope that without additional assumptions the result could be proven by appealing to Banach's contraction principle.
It is known that a minimum of affine maps is concave (see [BG16] ). As an immediate corollary of Theorem 3.2, we obtain the following results for a 'zigzag' map, that is, a map which is a maximum of minima of a finite number of affine maps. 
Then there exists y
If, in addition, there exists a ∈ (0, ∞) such that a x 1 ≤ min j∈{1,...,J} A i 0 ,j x 1 for some i 0 ∈ {1, . . . , I} and all x ∈ Z d + with x 1 = k, then there exists y k ∈ Z d + with y k 1 = k such that
Next, it is shown that any concave map on Z d + has a controlled growth rate, that is, there is always b ∈ (0, ∞) such that Ax 1 ≤ b x 1 . This is similar to the case of concave maps on R
Proof. 
Hence, we have F x ≤ b x 1 e. Since F x = Ax − A(0) for all x ∈ Z d + and since e 1 = d, it follows that
which completes the proof. 
Proof. Assume that x, y ∈ Z d + are such that x 1 = y 1 = k and m, n ∈ Z + are such that mx ≤ ny. Then in particular it follows that m ≤ n. As before, since F is concave on R where in ( * ) we used the fact that m ≤ n and the assumption on F , and in ( * * ) we used the fact that F y ≤ Ay and F y 1 ≥ a y 1 . Altogether, by (2.1) combined with (3.5), it follows that
Therefore, by (2.2), it follows that
where in ( * ) we used the fact that log(1 + x) ≤ x for all x ∈ R + . Now, since x 1 = y 1 , it follows that max{x, y} ≤ x 1 e. Also, since x, y ∈ Z d + , it follows that x − y ∞ ≥ 1 whenever x = y. Therefore, by the right-hand inequality in (2.3), d H (x, y) ≥ 1/ x 1 and also d H (z, y) ≥ 1/ y 1 . Using this in (3.6), it follows that
and this completes the proof.
Applications

4.1.
A discrete epidemic model. One of the oldest epidemic models is the SusceptibleInfected-Susceptible (SIS) model, which is a special case of the model studied in [KM27] and describes the infection rates in a system with several separate locations, say, different cities or countries. The continuous version of this model can be described by the following system of differential equations for d different locations. For i ∈ {1, . . . , d} let x i (t) ∈ [0, 1] denote the portion of population at location i which is infected at time t ∈ R + . Then x i (t) changes according toẋ
where δ i ∈ [0, 1] and b i,j ≥ 0, i, j ∈ {1, . . . , d} are model parameters, cf., e.g., [NPP16] for more information about this and other epidemic models. Assume now that x i ∈ Z + is the number of infected people at location i, which has a total population of M i . Then a discrete version of (4.1) would be
which gives
In the discrete setting, it is therefore natural to consider the difference equation x(n + 1) = A(x(n)) where n ∈ Z + , and for i ∈ {1, . . . , d}, A i :
with P i : R d → R being the (approximate) infected population, which is given by
3) where δ i , b i,j ∈ R + . The choice of a ceiling function in (4.2) rather than a floor function is not particularly important. It only makes some of the calculations below slightly simpler. Next, it is shown that under certain assumptions on the coefficients of the the operators P i , we can obtain a Lipschitz condition on the map A.
Proposition 4.1. Let A = (A 1 , . . . , A d ) is the map defined in (4.2). Assume that there exist numbers δ * , δ * , B * , B * , R * , R * ∈ (0, ∞) such that for all i, j ∈ {1, . . . , d},
Assume that k ∈ N is such that
Then for every x = (x 1 , . . . ,
If it is assumed further that k ∈ N is such that
Then for every x, y ∈ Z d + with x 1 = y 1 = k and x i , y i ≤ M i for all i ∈ {1, . . . , d},
δ * k, and so
, then by (4.7) it follows that 1 −
, and so
In both case, we obtain
min {δ * , R * B * } for all i ∈ {1, . . . , d}, and so by the definition of A i in (4.2), A i x ≥ 1 2 min {δ * , R * B * }. This proves the left-hand inequality in (4.8).
On the other hand, for every i ∈ {1, . . . , d}, we have
and so Ax ≤ (δ * + R * B * + 1) ke, which proves the right-hand inequality in (4.8). Next, let x, y ∈ Z d + with x 1 = y 1 = k, and assume that k ≤ min{M 1 , . . . , M d } and x i , y i ≤ M i for all i ∈ {1, . . . , d}. Then by Proposition 2.2 combined with (4.8), it follows that min {δ
To estimate Ax − Ay ∞ , note that for every i ∈ {1, . . . , d},
Since M i /M j ≤ R * , 1 − y i /M i ≤ 1, and y j /M j ≤ 1, it follows that
which implies
where in ( * ) we used the fact that since x, y ∈ Z d + , x−y ∞ ≥ 1 whenever x = y (the case x = y is trivial). Now, by (4.11) and the choice of k (4.9), it follows that Ax = P x , Ay = P y . Thus,
Again by Proposition 2.2, if x 1 = y 1 = k then in particular max{x, y} ≤ ke and so
Altogether,
which proves (4.10) and completes the proof.
Applying Theorem 2.2 and Corollary 2.1, we obtain the following.
Then Theorem 2.2 and Corollary 2.1 hold with
.
Proof. The choice of L follows from Proposition 4.1. Next, assume that x ∈ Z d + is such that x 1 = k. By taking the 1 -norm in (4.8) and using the fact that x 1 = k and e 1 = d, it follows that 1 2 min {δ * , R * ,
Hence, now using the left-hand inequality in (4.8),
Ax ≥ 1 2 min {δ * , R * , B * } ke ≥ min {δ * , R * , B * } 2d (δ * + R * B * + 1)
Ax 1 e.
The claim now follows.
Example 4.1. To consider a concrete example, assume that there are three countries, that is, d = 3. Assume also that all three countries have the same population, that is,
This means in particular that R * = R * = 1. Assume also that δ * = B * = 1/2 and δ * = B * = 3/4. In such case,
where for all i ∈ {1, . . . , d}, α i ∈ [0, 1) and β i > 0, and T (n) = t n+1 − t n . One can consider a nonlinear version of (4.15), as follows,
where now A i , B i : R + → R + . Such nonlinear versions were studied in [CS12, KSWA08, RS07] . As a discrete version of (4.16), we can consider the following system of equations, 
Then for capacity k and time n ∈ Z + , there exists a configuration
In the context of TCP the above result lends itself to the interpretation that even in the nonlinear, discrete-valued model there is a stationary distribution of transmission rates-provided k is sufficiently large that the right-hand-side of (4.18) is less than one.
Remark 4.1. Note that another discrete version of (4.17) would be to consider an equation of the form 4.3. Wireless Communication Systems. Consider a wireless, multi-user communication system in which transmitter power is allocated to provide each user with an acceptable connection. Several such allocation models have been studied, see, e.g., [Han96, Yat95] . Assume that there are d users and let x = (x 1 , . . . , x d ) denote the vector of transmitter power of the d users. Also, let I(x) = (I 1 (x), . . . , I d (x)) denote the interference map, where I i (x) denotes the interference of other users that user i has to overcome. It is common to require that
That is, every user has to employ transmission power which is at least as large as the interference. A vector x ∈ R d + is said to be a feasible vector if it satisfies (4.19), and a map I is said to be feasible if (4.19) has a feasible solution. Given the vector inequality (4.19), one can consider also the iteration system x(n + 1) = I(x(n)), n ∈ Z + .
(4.20)
Note that any fixed point of the system (4.20) also satisfies the condition (4.19). Condition (4.19) arises from the so called Signal to Interference Ratio (SIR), which can be described as follows. Assume that we are given d users and M base stations. As before, x j denotes the transmitted power of user j. Let h k,j denote the gain of user j to base k. The received power signal from user j at base k is h k,j p j , and the interference seen by user j at base k is given by i =j h k,i p i + σ k , where σ k denotes the receiver noise at base k. Then, given a power vector x = (x 1 , . . . , x d ), the SIR of user j at base station k, is given by
Since here we are interested in the study of integer maps, we will assume that x j , h k,j , σ k ∈ N for all j ∈ {1, . . . , d} and k ∈ {1, . . . , M }. In such case the SIR defined in (4.21) satisfies
One example of an interference function is the so called Fixed Assignment Interference, which can be described as follows. Assume that a j is the base assigned to user j. For j ∈ {1, . . . , d}, define
where γ j ∈ R + . This case was considered for example in [GVGZ93, NA83] . If we assume as before that x i , h k,i ∈ N for all i ∈ {1, . . . , d} and k ∈ {1, . . . , M }, then for all j ∈ {1, . . . , d}, we can choose γ j ∈ Z + such that I j (x) ∈ Z + . In such case, I is in fact an additively affine map, as defined in Section 3. Also, since I is affine, there exists b
+ . This follows for example from Proposition 3.2. Therefore, by Theorem 3.2 and Corollary 2.1, the following holds. One can also consider a more general interference map. The following definition appeared in [Yat95] . • Positivity: I(x) 0 for all x ∈ R d + .
• Monotonicity: I(x) ≥ I(y) whenever x ≥ y.
• Scalability: I(αx) αI(x) for all x ∈ R d + and α ∈ (1, ∞). Recall that x y ⇐⇒ x i < y i for all i ∈ {1, . . . , d}. The scalability property means that if users have an acceptable connection under the vector x, then users will have a more than acceptable connection if all powers are scaled up uniformly.
It was shown in [Yat95, Thm. 1, Thm. 2] that if I is standard and feasible, then (4.20) has a unique solution.
A discrete analogue of the scalability condition would be mI(x) ≥ I(mx) for all m ∈ N and x ∈ Z In particular, it follows that every concave map on Z d + is scalable (even though we might not have a strict inequality as in Definition 4.1). In such case we can also apply Theorem 3.2 to obtain an approximate solution to (4.20) for a more general interference map I.
Conclusion & Open questions
This note extends results from the Perron-Frobenius theory to a discrete setting, and discusses some of the applications of such extensions. We believe that further progress can be made in this direction. In particular, the following questions remain open.
We do not know whether for some classes of maps one can obtain a stronger quantitative bound in Theorem 2.2.
As noted in Remark 2.6, the choice of the 1 norm is essential in the proof of Theorem 2.2. This is in contrast to the case of maps on R d + [Koh82, Kra86] , where any norm can be used. It would be interesting to know whether one can obtain approximate eigenvectors without using a specific norm.
Many of the results of the Perron-Frobenius theory for maps on R d + remain true if the more general case of maps that leave a cone invariant is considered, see e.g. [LN12] . We believe similar generalizations can be obtained for integer maps.
It would be interesting to know whether a result in the spirit of Theorem 2.2 holds for maps defined on other spaces, such as infinite dimensional lattices or other commutative groups. Note that in an infinite dimensional space, we do not have an equivalence between the 2 and the ∞ norms, which is crucial in the proof of Theorem 2.2.
