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Using the classical density functional theory of freezing and Monte Carlo computer simulations,
we explore the liquid-crystalline phase behavior of hard rectangles on flat and cylindrical manifolds.
Moreover, we study the effect of a static external field which couples to the rectangles’ orientations,
aligning them towards a preferred direction. In the flat and field-free case, the bulk phase diagram
involves stable isotropic, nematic, tetratic, and smectic phases depending on the aspect ratio and
number density of the particles. The external field shifts the transition lines significantly and
generates a binematic phase at the expense of the tetratic phase. On a cylindrical manifold, we
observe tilted smectic-like order, as obtained by wrapping a smectic layer around a cylinder. We
find in general good agreement between our density functional calculations and particle-resolved
computer simulations and mention possible setups to verify our predictions in experiments.
I. INTRODUCTION
There are many ways to control structural ordering
and topological defects in liquid crystals. One way is to
expose them to an external field which aligns the particle
orientations and therefore favors the formation of orien-
tationally ordered phases.1–10 Another way is to confine
liquid crystals on a curved manifold which enforces the
formation of defects due to topological constraints.11–21
Our fundamental understanding of the structuring of liq-
uid crystals has been strongly aided by simulation stud-
ies of hard anisotropic particles, the minimal model re-
quired to obtain liquid-crystalline phase behavior.22–30
Moreover, dating back to the seminal work of Onsager,31
these systems have been studied extensively by the den-
sity functional theory of freezing (DFT).24,30,32–45
Although most studies on liquid crystals of hard par-
ticles are performed in three spatial dimensions, two-
dimensional systems have been considered extensively
as well.25,26,30,33–35,37,39,41,46,47 In two dimensions, the
phase behavior is often more subtle: Even in the isotropic
limit of hard disks, the crystallization transition is much
more complex48,49 than in the three-dimensional counter-
part being hard-sphere freezing. An additional source of
complexity can be formed by the shape of the substrate
supporting the particles. For example, two-dimensional
sheets of liquid crystals can be constrained on a curved
manifold resulting in liquid-crystalline shells50,51 with
many novel structural ordering phenomena.52,53 These
structures can be further tuned by aligning fields to, e.g.,
control the number of defects in the liquid-crystalline
structure.54 One of the simplest substrate shapes is a
cylindrical manifold, where one of the principal cur-
vatures vanishes. Interestingly, systematic studies for
highly ordered liquid-crystalline phases (like smectics) on
cylinders are not available for freely orientable rods or
rectangles. Previous work addressed liquid crystals con-
fined between two planar walls (see, e.g., Ref. 55) and
the anisotropic dynamics of isotropic disks56,57 or paral-
lel cylinders58 on a cylindrical manifold.
In this article we combine two aspects of controlling
liquid-crystalline ordering, namely aligning external
fields and constraints by curved manifolds. We do this
for a two-dimensional system of hard rectangles and first
study its bulk phase behavior in the flat and field-free
case as a function of the particles’ aspect ratio and num-
ber density. To tackle this problem, we propose a new
DFT and perform complementary Monte Carlo (MC)
computer simulations, showing stable isotropic,34,47,59
nematic,34,35,41,44,47,60 tetratic,25–27,33–35,37,41,44,60–62
and smectic34,39,41,60 phases. Upon applying an aligning
external field, the phase transition lines are shifted sig-
nificantly and a binematic phase occurs at the expense
of the tetratic phase. We then consider the same system
on a cylindrical manifold, adjusting the external field
to favor orientation along the cylindrical perimeter.
Interestingly, a new tilted smectic-like order is observed,
which emerges from wrapping a smectic layer around a
cylinder. This is similar in spirit to helical hard-sphere
configurations inside cylinders.63,64 In general, we find
good agreement between our DFT calculations and the
particle-resolved computer simulations. Our predictions
can be verified in real-space experiments on strongly
confined colloidal rods65–72 and granulates.60–62,73,74
The paper is organized as follows: In Sec. II, we present
our new DFT and describe the MC simulations. The re-
sults from the DFT calculations and MC simulations are
presented in Sec. III, including the phase diagrams for
the flat bulk system of hard rectangles with and with-
out an external field as well as the extension towards a
cylindrical manifold. Finally, we conclude in Sec. IV.
II. METHODS
A. Density functional theory
DFT75–77 provides a versatile framework for determin-
ing the equilibrium density profile ρeq(~r, φ) of a system
of interacting particles. The one-particle density profile
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2ρ(~r, φ) represents the probability density for finding a
particle with orientation φ at position ~r = (x, y)T. For
the rectangular particles considered in this work, φ de-
notes the angle measured counterclockwise from the pos-
itive x axis to the long axis of a particle. The key expres-
sion in DFT is the grand-canonical free-energy functional
Ω[ρ(~r, φ)] = F [ρ(~r, φ)]+
∫
R2
d2r
∫ 2pi
0
dφ ρ(~r, φ)(Vext(~r, φ)−µ) ,
(1)
which is minimized by ρeq(~r, φ) and whose value
Ω[ρeq(~r, φ)] matches the equilibrium value of the grand
potential of the system. In Eq. (1), F [ρ(~r, φ)] is the
Helmholtz free-energy functional, Vext(~r, φ) is the exter-
nal potential acting on the particles, and µ is the chemical
potential. Unfortunately, F [ρ(~r, φ)] is rarely known ex-
cept for a few special cases (e.g., for monodisperse hard
particles in one spatial dimension78) and therefore usu-
ally needs to be approximated. It is commonly split as
F = Fid + Fexc into a sum of the analytically known
ideal-gas contribution Fid and an unknown excess term
Fexc. The ideal-gas term is given by
βFid =
∫
R2
d2r
∫ 2pi
0
dφ ρ(~r, φ)
(
ln(2piΛ2ρ(~r, φ))− 1) (2)
with the inverse thermal energy β (also called thermo-
dynamic beta) and the thermal de Broglie wavelength
Λ.
For the excess term we propose a phenomenological
approximation
βFexc =
∫
R2
d2rΦ(~r) (3)
with the rescaled excess free-energy density Φ(~r),
which features all phases that were observed by
simulations25–27,35 and experiments60–62 for a fluid of
hard rectangles, i.e., an isotropic, a nematic, a tetratic,
and a smectic phase. An illustration of the different
phases is given by Fig. 1 further below. We write Φ(~r)
as a sum of four terms,
Φ(~r) = ΦOns(~r) + ΦFMT(~r) + ΦT(~r) + ΦP(~r) , (4)
which are explained and justified in detail in the follow-
ing.
To equip our functional with an appropriate
low-density limit, we start by using the Onsager
approximation31
ΦOns(~r) = −1
2
∫ 2pi
0
dφ ρ(~r, φ)
∫
R2
d2r′
∫ 2pi
0
dφ′ρ(~r ′, φ′)f(~r−~r ′, φ, φ′)
(5)
with the Mayer function
f(~r − ~r ′, φ, φ′) =

−1 , if particles with coordinates
(~r, φ) and (~r ′, φ′) overlap,
0 , otherwise,
(6)
which should perform well in the low-density limit of long
rods. As this term scales with second order in density,
our functional Fexc will inherit this low-density behavior
as long as all other terms on the right-hand side of Eq.
(4) scale with third or higher order in density. The term
ΦOns(~r) already yields an isotropic and a nematic phase
but does not feature spatial density modulations, which
are necessary, e.g., for a smectic phase.
Thus, another term is needed to allow a smectic
phase at high densities. As the particles should be well
aligned at high densities, we adopt the excess free-energy
functional for parallel hard rectangles, which was de-
rived by Cuesta and Mart´ınez-Rato´n by a dimensional
crossover,79,80 and therefore introduce the term
ΦFMT(~r) = n2(~r)
(
−n0(~r) ln
(
1−n2(~r)
)
+
n1x(~r)n1y(~r)
1− n2(~r)
)
(7)
in our rescaled free-energy density. Here, the ni(~r) with
i ∈ {0, 1x, 1y, 2} are weighted densities as typical for fun-
damental measure theory.77,81 In the case of freely ori-
entable rectangles, they are defined as in Ref. 34 by the
angle-integrated cross-correlations
ni(~r) =
∫ 2pi
0
dφ [ρ ? ω(i)](~r, φ)
=
∫ 2pi
0
dφ
∫
R2
d2r′ ρ(~r ′, φ)ω(i)(~r ′ − ~r, φ)
(8)
of the one-particle density ρ(~r, φ) with the geometric
weight functions
ω(0)(~r, φ) =
1
4
δ
(D
2
− |xφ|
)
δ
(L
2
− |yφ|
)
, (9)
ω(1x)(~r, φ) =
1
2
δ
(D
2
− |xφ|
)
Θ
(L
2
− |yφ|
)
, (10)
ω(1y)(~r, φ) =
1
2
Θ
(D
2
− |xφ|
)
δ
(L
2
− |yφ|
)
, (11)
ω(2)(~r, φ) = Θ
(D
2
− |xφ|
)
Θ
(L
2
− |yφ|
)
. (12)
Here, δ(x) is the Dirac delta function and Θ(x) is the
Heaviside function; D and L with D < L denote the
width and length of the rectangular particles, respec-
tively, and xφ and yφ are defined as xφ = x cos(φ) −
y sin(φ) and yφ = x sin(φ) + y cos(φ). Except for the
prefactor n2(~r), Eq. (7) is identical to the correspond-
ing expression from Cuesta and Mart´ınez-Rato´n.79,80 As
their original expression scales with O(ρ2), we need the
dimensionless prefactor n2(~r), which scales with order
O(ρ), in Eq. (7) to maintain the low-density behavior
from the Onsager term in Eq. (4).
Since the two previous terms do not feature a stable
tetratic phase yet, we introduce an empirical term ΦT(~r),
which suppresses nematic order and favors tetratic order.
We make use of the squared Fourier coefficients |A2(~r)|2
3and |A4(~r)|2, which are defined as
|An(~r)|2 = 1
ρ¯(~r)2
(∫ 2pi
0
dφ ρ(~r, φ) e−inφ
)(∫ 2pi
0
dφ ρ(~r, φ) einφ
)
(13)
with the angle-integrated center-of-mass density (i.e.,
concentration field) ρ¯(~r) =
∫ 2pi
0
dφ ρ(~r, φ). On the one
hand, |A2(~r)|2 → 1 and |A4(~r)|2 → 1 holds for twofold
nematic order in a perfect nematic phase. On the other
hand, |A2(~r)|2 → 0 and |A4(~r)|2 → 1 holds for fourfold
tetratic order in a perfect tetratic phase. Thus a term as
simple as ΦT ∝ a |A2|2 − |A4|2 will favor tetratic order
while suppressing nematic order if a > 0, whereas a < 0
will favor nematic order. Since tetratic order is present
only in the tetratic phase, while the nematic and smec-
tic phases include nematic order, we require the switch-
ing coefficient a = a(L/D, n2) to dependent on both the
aspect ratio L/D and the weighted density n2(~r) in or-
der to adjust the phases at the correct positions in the
phase diagram. Choosing a = χT(L/D) − n2(~r) allows
a to switch between negative values for local area frac-
tions n2(~r) above an aspect-ratio-dependent threshold
area fraction χT(L/D) > 0 and positive values below
this threshold. For the area fraction χT(L/D) describ-
ing the transition between nematic and tetratic states,
we shift a tanh to positive values by writing χT(L/D) =
0.5c1
(
1+tanh(c2(c3−L/D))
)
and use fitted values for its
amplitude (c1 = 0.85), steepness (c2 = 2/3), and turning
point (c3 = 9) to match our MC simulation data. The
full tetratic term then reads
ΦT =
5
2
ρ¯(~r)n2(~r)
2
(
1 +
(
χT(L/D)− n2(~r)
)|A2|2
− χT(L/D)|A4|2
) (14)
with the threshold area fraction
χT(L/D) = 0.425
(
1 + tanh
(
2
3 (9− L/D)
))
. (15)
In Eq. (14), the summand 1 in the outer parentheses
and the positive prefactor χT(L/D) in front of |A4|2 are
included to improve numerical stability. The prefactor
(5/2)ρ¯(~r)n2(~r)
2 with the angle-integrated local density
ρ¯(~r) ensures both that the dimensions of ΦT are correct
and that ΦT scales with O(ρ3) so that the low-density
behavior of the Onsager term is maintained in Eq. (4). In
this prefactor, the proportionality constant 5/2 is chosen
to match the MC simulation data and constitutes the
fourth fitted parameter in this model.
Finally, we add the penalty term
ΦP(~r) = −n2(~r)
2
D2
ln
(
1− n2(~r)
)
, (16)
which diverges for local area fractions n2(~r) → 1 and
avoids an unphysical overlap of the hard particles. Again,
a prefactor (n2(~r)/D)
2 is chosen for reasons of dimension-
ality and to maintain the low-density limit described by
the Onsager term in Eq. (4) through ΦP(~r) scaling with
O(ρ3).
After inserting Eqs. (5), (7), (14), and (16) into the
rescaled excess free-energy density (4) and choosing an
expression for the external potential Vext(~r, φ), the equi-
librium density ρeq(~r, φ) can be obtained by a free min-
imization of the functional (1) with respect to ρ(~r, φ).
When an aligning external field is taken into account, we
choose the external potential as
Vext(~r, φ) = V0 sin(φ)
2 (17)
with the amplitude V0. Otherwise, Vext(~r, φ) is set to
zero. Note that these expressions for Vext maintain the
φ→ φ+ pi invariance of the system.
As in Refs. 59 and 82, the minimization of the func-
tional (1) is performed numerically in real space by using
a Picard iteration scheme77
ρ(i+1)(~r, φ) = (1− α)ρ(i)(~r, φ)
+
α
2piΛ2
exp
(
β
(
µ(i) − Vext(~r, φ)− δFexc
δρ(~r, φ)
))(18)
with the mixing parameter α ≤ 0.01, Λ set to D/√2pi,
and the functional derivative δFexc/δρ(~r, φ). To maintain
a constant area fraction, the chemical potential µ(i) is re-
calculated in every iteration step i. It converges to a finite
value during the iteration. As in previous works,59,82–84
we combine this iteration with a direct inversion in the
iterative subspace85–88 to improve the convergence. The
orientations of the rectangles are discretized in equidis-
tant steps of ∆φ ≤ pi/24 and a spatial Cartesian grid with
step sizes ∆x = ∆y ≈ 0.03D is used. For the simulation
box, a rectangular domain with a size much larger than
that of a particle and with periodic boundary conditions
is used. When considering a flat system, we minimize the
grand-canonical free energy per area also with respect to
the width and length of the simulation box. In the case
of particles on a cylindrical manifold, the width of the
box is kept constant and equal to the circumference of
the cylinder, while its length is varied. In both cases,
the width and length of the box shall correspond to the
x and y directions of our Cartesian coordinate system,
respectively.
B. Monte Carlo simulations
In order to estimate the bulk phase behavior of hard
rectangles in the regime of interest, we make use of MC
simulations. In particular, we simulate perfectly hard
rectangular particles in rectangular boxes with periodic
boundary conditions, at constant number of particles N ,
pressure P , and temperature T ∝ 1/β. Overlaps between
rectangles are detected using the separating axis theorem
(see, e.g., Ref. 89). Simulations consist of single-particle
translations and rotations, as well as cluster movements
that collectively rotate all particles whose centers lie in a
4small circular region around the center of a random par-
ticle by 90 degrees. We estimate the isotropic-to-nematic
and isotropic-to-tetratic transitions by measuring the av-
erage nematic and tetratic order parameters in the sys-
tem, which are defined as
Sk =
∣∣∣∣∣∣ 1N
N∑
j=1
exp(ikφj)
∣∣∣∣∣∣
2
(19)
with k = 2 for the nematic and k = 4 for the tetratic
order parameter. Here, φj is the angle measured from
the x axis of the system to the long axis of the jth par-
ticle. These order parameters are zero for an isotropic
system. In a perfectly nematic phase, where all particles
are aligned along one axis, S2 = 1 and S4 = 1, while
in a perfectly tetratic phase S2 = 0 and S4 = 1. Since
the boundary between the smectic phase and the lower-
density phases is a first-order phase transition, hystere-
sis makes exact identification of this transition difficult.
To estimate the melting line for the smectic phase, we
start simulations in the smectic phase and determine at
which density the layering disappears by visual inspec-
tion. Note that while we refer to this phase as smectic
in this work, we did not closely examine the decay of
translational ordering in the system and hence do not re-
solve any distinction between a crystalline and a smectic
phase, which would both show similar layering.
We follow the same approach for determining the phase
diagram for rectangles in an aligning field, where we ap-
ply the external potential (17). To explore self-assembly
on a cylindrical surface, we fix the width of the peri-
odic simulation box to the desired circumference C of
the cylinder and allow volume fluctuations only along
the perpendicular direction. The length of the simula-
tion box is always much larger than C. To compare more
directly to the DFT results with constant area fraction,
we first compress the system from a low-density isotropic
fluid to the desired density by slowly ramping up the pres-
sure, and then fix the volume once the desired volume is
reached. In this effectively one-dimensional system, there
are no true phase transitions. As a result, the system
typically fluctuates between qualitatively different struc-
tures with respect to time or with respect to the position
in the simulation box. Hence, we usually find a variety
of likely states for a given combination of the cylinder
circumference in units of particle length C/L, the aspect
ratio L/D of the particles, their total area fraction η,
and the amplitude V0 of the external potential. To ad-
dress this ambiguity, we perform multiple independent
simulation runs at each state point and collect data on
the observed structures by visual inspection. The simu-
lations involve N = 1000-4000 particles for the flat space
and N = 120 particles on a cylindrical surface.
III. RESULTS
In this section, we explore the self-assembly of hard
rectangles. We first test the developed functional on flat
systems without an aligning external field and then ap-
ply it to both flat systems with an external field and to
systems on a cylindrical manifold.
A. Phase behavior on a plane without an external
field
For flat systems of hard rectangles in the absence of
any aligning fields, we find four distinct phases in the
parameter range considered here: an isotropic phase, a
nematic phase, a tetratic phase, and a smectic phase.
Typical equilibrated systems of rectangular particles ob-
tained from DFT calculations and MC simulations are
shown in Fig. 1 for all observed phases.
In the isotropic phase (see Fig. 1a), the particles are
disordered with respect to both position and orientation.
This phase is observed at low densities for all aspect
ratios. Also the nematic and tetratic phases are disor-
dered in space, but they show an anisotropic distribution
of the orientation. We find a nematic phase (see Fig.
1b) at intermediate area fractions for large aspect ratios,
which are L/D & 7 in DFT calculations and L/D & 9
in MC simulations. Although spatially disordered (i.e.,
spatial correlations are absent in DFT results and decay
exponentially in MC simulations), the orientational dis-
tribution shows a twofold symmetry, indicating that most
particles are aligned parallel to a certain axis. On the
other hand, the tetratic phase (see Fig. 1d) shows a four-
fold symmetry in the orientational distribution, which
indicates alignment along two perpendicular axes. This
phase is found at intermediate area fractions for small
aspect ratios. For high area fractions, we observe a tran-
sition to a spatially ordered smectic phase (see Fig. 1e),
where aligned particles form layers, with their orienta-
tions perpendicular to the layers. This is also known as
a smectic A phase. In this phase, we also find parti-
cles that are located between and oriented parallel to the
layers, which is in agreement with observations in three
spatial dimensions.24
Figure 2 shows the DFT and MC results for the phase
diagram of rectangular particles on a plane. Both ap-
proaches lead to qualitatively similar phase diagrams
that include the same phases. Note that, in principle,
we expect crystalline phases at very high area fractions
for all aspect ratios, including a solid where the parti-
cles are tetratically ordered25 and a periodic crystal of
aligned particles on a rectangular lattice. However, it is
difficult to distinguish these phases from the tetratic fluid
and smectic phases, respectively. Hence, we do not at-
tempt to distinguish between the tetratic solid and fluid
or between the orientationally ordered crystal and smec-
tic phase in this work. Instead, we refer to them simply
as tetratic and smectic phases, respectively.
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FIG. 1. Typical equilibrium density profiles ρ¯(~r) and orientation fields indicating the local particle alignment (green dashes)
obtained from DFT calculations as well as snapshots of MC simulations are shown for all observed types of structures of hard
rectangular particles in two spatial dimensions. When V0 6= 0, an external field that aligns the particles in parallel to the x
axis is present. Perfect isotropic and tetratic phases were only found without such an external field, while a binematic phase
was only found in the presence of an external field.
B. Phase behavior on a plane with an external field
We now extend our approach to systems of hard rect-
angles on a plane that are exposed to an aligning external
potential (see Eq. (17)), which acts purely on the orien-
tation of each particle. To investigate the effect of the
potential’s amplitude V0 on the phase diagram, we now
keep the aspect ratio of the particles fixed at L/D = 4
and show the phase diagram for varying potential ampli-
tudes V0 and area fractions η in Fig. 3. A striking effect of
the aligning field is the complete absence of the isotropic
and tetratic phases for potential amplitudes V0 > 0. As
the field favors alignment of the particles along the x axis,
it makes a purely isotropic phase impossible. Likewise,
the tetratic phase with four equally pronounced peaks in
the orientational distribution is no longer possible, as the
probability of alignment along the x axis will always be
larger than the probability of alignment along the y axis.
When considering, for example, a system with L/D = 4
and η = 0.7, the tetratic phase is stable without an exter-
nal field, but turns smoothly into a nematic phase (with
preferred orientation along the x axis) when increasing
the potential amplitude V0. During this transition, the
peaks in the orientational distribution that correspond to
the y direction gradually decrease. As long as the height
of the former tetratic peaks is still at least 10% of the
height of the main peaks corresponding to the x direc-
tion, we call this intermediate phase binematic (see Fig.
1c).
In the phase diagram (see Fig. 3), the results of the
DFT calculations and MC simulations show the same
trends. When increasing the external field from V0 = 0
to βV0 ≤ 1, the binematic phase becomes stable at lower
densities for low aspect ratios. Here, the field helps the
particles to align parallel or antiparallel to the x axis,
but it is too weak to cause full alignment, hence favor-
ing a binematic phase. As the external field is further
increased, it eventually causes (nearly) full alignment of
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FIG. 2. Bulk phase diagram of freely orientable hard rectan-
gular particles on a plane without an external field obtained
from both DFT calculations and MC simulations. The aspect
ratio L/D and area fraction η of the particles are varied.
the particles and a purely nematic phase becomes stable.
Similarly, increasing the field strength enhances the sta-
bility of the smectic phase, where the particles are aligned
along one axis. At large field strengths with βV0 ≥ 4 in
the case of DFT calculations and βV0 ≥ 2 for MC simula-
tions, this effect saturates and no further stabilization of
the smectic phase is observed. In this parameter region,
the particles in both the nematic and smectic phases are
essentially fully aligned, and hence further increasing the
field strength has no effect on the relative stability of the
phases. It is important to note that while the parame-
ters of our density functional were chosen in Eq. (14) to
improve the agreement with the MC simulation data for
systems without an external field, we made no adapta-
tions to the functional for the case with an aligning field.
Therefore, it is remarkable that the phase behavior pre-
dicted by our DFT calculations and MC simulations still
shows good agreement when an aligning external field is
present.
C. Phase behavior on a cylinder with an external
field
We now turn our attention from rectangles on the
plane to rectangles on the lateral surface of an infinitely
long cylinder, whose axis is parallel to the y axis. To
investigate the effect of the periodic confinement on a
cylinder, we vary the radius of the cylinder such that
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FIG. 3. Phase diagram of freely orientable hard rectangular
particles on a plane in the presence of an aligning external
field for both DFT calculations and MC simulations. The
aspect ratio of the particles is now L/D = 4, whereas the
amplitude V0 of the external potential and the particles’ area
fraction η are varied. Perfect isotropic or tetratic phases are
found only for V0 = 0.
its circumference C ranges between 9D = 2.25L and
21D = 5.25L for a fixed aspect ratio L/D = 4 of the
rectangles. The lower limit is sufficiently large to avoid
cases where two particles could interact with each other
on both sides of the cylinder. In order to prevent the
system from simply forming nematic and smectic phases
with the preferred particle orientation parallel to the axis
of the cylinder, which would result in a phase diagram
quite similar to that for the flat case, we include an exter-
nal field to align the particles along the x direction. This
promises interesting results, because it favors the forma-
tion of smectic phases where the particles are aligned
along the (short) circumference of the cylinder. Such
an alignment results in a competition between the fa-
vored layer spacing of the smectic phase and the fixed
circumference C, leading to more complex self-assembled
structures that attempt to satisfy both constraints.
As on a plane, we observe a binematic phase with-
out spatial order and a smectic phase where the parti-
cles are aligned according to the external field. In the
latter phase, the layers are parallel to the axis of the
cylinder. In addition to these phases, we observe two
new phases that occur only on a cylinder: firstly, a tilted
smectic phase with layers along any other direction than
the cylinder axis and particle orientations still orthogo-
nal to the layers (see Fig. 4a) and, secondly, a smectic C
phase, where the particles are no longer oriented perpen-
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FIG. 4. As in Fig. 1, but now for a (a) tilted smectic phase and
a (b) smectic C phase, which are observed only on a cylinder in
the presence of an external field that favors particle alignment
along the x direction. The plots show the unrolled cylindrical
surface (see Fig. 5b for the snapshots of MC simulations on
a cylinder). In both cases, the aspect ratio of the particles is
L/D = 4, their area fraction is η = 0.8, and the amplitude of
the external potential is V0 = 1/β.
dicular to the layers (see Fig. 4b). We observe these two
phases in both DFT calculations and MC simulations.
In the MC simulations, two further phases are found: a
columnar phase and a tilted columnar phase with particle
layers parallel to the particle orientation.
Figure 5 displays the phase behavior close to the tran-
sition between the binematic and the smectic phase ob-
tained from DFT calculations and MC simulations for
different cylinder radii. As one might expect, the smec-
tic phase is most stable for circumferences C just above
an integer number of particle lengths L and least stable
for circumferences equal to or just below an integer num-
ber of particle lengths. These circumferences correspond
to cases where an integer number of smectic layers fits, or
does not fit, onto the cylinder in the direction preferred
by the field, respectively. Although observed at η = 0.75
on a plane, no inhomogeneous density profiles with smec-
tic layers are found at circumferences 2.75L, 3L, and 4L,
when using the DFT. In the MC simulations, we observe
binematic smectic tiltedsmectic smectic C
tilted
columnarcolumnar
MCb
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FIG. 5. (a) Phase diagrams obtained from DFT calculations
and MC simulations as well as (b) MC snapshots illustrating
the individual phases for hard rectangular particles of aspect
ratio L/D = 4 on a cylinder, where an external field with
βV0 = 1 is present. We focus here on circumferences C and
area fractions η close to the transition between spatially or-
dered and disordered phases.
multiple competing states for most choices of the circum-
ference and area fraction (see Sec. II B). Figure 5 provides
an overview of structures visually identified from five in-
dependent simulation runs at each state point. Note that,
since in the finite systems considered here there are no
true phase boundaries between different states, classifi-
cation of different phases is partially subjective.
Interestingly, for increasing area fractions we observe
an increasing tilt of the smectic layers away from the
cylinder axis. This is understandable, as at lower area
fractions the system can more easily distort or incorpo-
rate defects that allow for a better total alignment of
the system. The observed increasing tilt of the parti-
cles is further characterized by Fig. 6. There, we show
the average particle orientation φavg ∈ [0, pi) (see Fig.
6a) relative to the x axis, i.e., to the direction along the
circumference, for the area fractions η = 0.75 and 0.8
and for both the DFT calculations and MC simulations.
As extracting the average particle orientation is difficult
in MC simulations, where the system continually shifts
between configurations with different average tilt angles,
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FIG. 6. (a) The average orientation angle φavg ∈ [0, pi) due
to the particle alignment in the external field and (b) the
average potential energy per particle Uavg in a system of hard
rectangular particles with aspect ratio L/D = 4 on a cylinder
are shown as a function of the cylinder circumference C for
different area fractions η and the potential amplitude V0 =
1/β. Circumferences that are exactly an integer multiple of
the particle length L are indicated by dashed lines.
which can be both positive and negative, we also show the
average potential energy per particle Uavg (see Fig. 6b).
We typically find larger tilting and a higher potential en-
ergy when we approach, but not exceed, an integer ratio
C/L from below. This effect is tendentially stronger at
larger area fractions. We observe these trends for both
methods. The tilting allows the system to reduce the
size of the gaps between the smectic layers. At larger
area fractions, the lack of free space makes gaps between
the smectic layers even more unfavorable, further favor-
ing tilting over the formation of defects.
IV. CONCLUSIONS
We combined DFT and MC computer simulations to
investigate the phase behavior of two-dimensional ori-
entable hard rectangular particles both on a plane and
on a cylindrical manifold for systems with and without
aligning external fields. As a basis for our DFT calcula-
tions, we designed a new density functional that yields
all liquid-crystalline phases observed in experiments with
layers of hard rectangular particles.60–62 The resulting
phase diagrams agree well with our particle-resolved sim-
ulations.
Depending on the aspect ratio and number density of
the particles, we found stable isotropic, nematic, tetratic,
and smectic phases in the flat and field-free case. Apply-
ing an aligning external field shifts the transition lines
and enhances nematic order at the expense of tetratic or-
der, which generates a binematic phase. For a cylindrical
manifold, we observed in our DFT calculations both un-
tilted and tilted smectic-like order around the cylinder.
Additionally, the MC simulations showed both untilted
and tilted columnar phases.
Future studies could generalize our DFT towards a
dynamical density functional theory,90–97 which would
provide insights into the nonequilibrium Brownian dy-
namics of such systems. It would also be interesting to
consider other two-dimensional manifolds like cones and
spheres or other particle interactions like those of ionic
liquid crystals98 and magnetic nanorods.99 Our results
can be verified in experiments using sterically-stabilized
rectangular colloidal particles65–70,72,99 or shaken granu-
lar particles.73,74
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