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Computational Methods for Realistic Image Synthesis
Abstract
In this thesis, we investigate the computational methods for both diffuse and general reflections in realistic
image synthesis and propose two new approaches: the overrelaxation solution and the Bernstein polynomial
solution.
One of the major concerns with the radiosity method is its expensive computing time and memory
requirements. In this thesis, we analyze the convergence behavior of the progressive refinement radiosity
method and propose two overrelaxation algorithms: the gathering and shooting solution and the positive
overshooting solution. We modify the conventional shooting method to make the optimal use of the visibility
information computed in each iteration. Based on a concise record of the history of the unshot light energy
distribution, a solid convergence speed-up is achieved.
Though a great effort has been made to extend the radiosity method to accommodate general non-diffuse
reflection, the current algorithms are still quite limited to simple environment settings. In this thesis, we
propose using the piecewise spherical Bernstein basis functions over a geodesic triangulation to represent the
radiance function. The representation is intrinsic to the unit sphere, and can be efficiently stored, evaluated,
and subdivided by the numerically stable de Casteljau algorithm. We demonstrate that the computation of
other fundamental radiometric quantities such as vector irradiance and reflected radiance can be reduced to
the integration of the piecewise spherical Bernstein basis functions. A novel geometric integration algorithm
based on adaptive domain subdivision is presented for the Bernstein-B´ezier polynomials over a geodesic
triangle on the unit sphere.
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ABSTRACT
Computational Methods for Realistic Image Synthesis
Min-Zhi Shao
Supervised by Dr. Norman I. Badler
In this thesis, we investigate the computational methods for both diffuse
and general reflections in realistic image synthesis and propose two new ap-
proaches: the overrelaxation solution and the Bernstein polynomial solution.
One of the major concerns with the radiosity method is its expensive com-
puting time and memory requirements. In this thesis, we analyze the con-
vergence behavior of the progressive refinement radiosity method and propose
two overrelaxation algorithms: the gathering and shooting solution and the
positive overshooting solution. Wemodify the conventional shooting method to
make the optimal use of the visibility information computed in each iteration.
Based on a concise record of the history of the unshot light energy distribution,
a solid convergence speed-up is achieved.
Though a great effort has been made to extend the radiosity method to
accommodate general non-diffuse reflection, the current algorithms are still
quite limited to simple environment settings. In this thesis, we propose using
the piecewise spherical Bernstein basis functions over a geodesic triangulation
to represent the radiance function. The representation is intrinsic to the unit
sphere, and can be efficiently stored, evaluated, and subdivided by the numer-
ically stable de Casteljau algorithm. We demonstrate that the computation
of other fundamental radiometric quantities such as vector irradiance and re-
flected radiance can be reduced to the integration of the piecewise spherical
Bernstein basis functions. A novel geometric integration algorithm based on
adaptive domain subdivision is presented for the Bernstein-Be´zier polynomials
over a geodesic triangle on the unit sphere.
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Chapter 1
Introduction
In this chapter, we shall give a brief background overview that motivated our
work and outline the rest of the thesis.
1.1 Background and Contribution
Realistic image synthesis [16] is an important topic of current research in the
field of computer graphics. It requires the ability to simulate the distribution
of light energy given a geometric and physical description of a real or virtual
scene environment.
The early realistic image synthesis approaches were concerned primarily
with the local illumination effects. Light reflection from a visible surface
in a scene environment is computed by the direct illumination from light
sources. The illumination of light from other surfaces in the environment is
often ignored or specified by an ambient constant. Simple reflectance models
such as the Lambertian model for diffuse reflection [32] and the Phong model
for specular reflection [46] were the most popular. Major research efforts were
devoted to the visible surface determination for polygonal environments [58].
In an attempt to simulate the global illumination effects, Whitted [63] first
introduced the ray tracing method to computer graphics. In this method, for
1
each pixel on the raster display a ray is traced from the eye into the envi-
ronment. In addition to the direct illumination from light sources, indirect
illumination contribution from other surfaces is added by recursively gener-
ating new rays in the mirror reflection whenever a ray strikes a surface. For
non-mirror reflection, distributed ray tracing [18] extends this procedure by
generating a bundle of new rays in accordance with the reflectance model.
Despite often impressive pictures, the ray tracing model does not obey the
energy conservation principle due to limited ray sampling. In particular, for
many real environments in which surface-to-surface diffuse reflections account
for a significant proportion of the total light energy distribution, the ray tracing
method does poorly in computing the global illumination effects.
In order to model the interaction of light between diffusely reflecting sur-
faces, Goral et al. [30] introduced to computer graphics the radiosity method
which was initially developed for radiative transfer computations. In this
method, an environment is first discretized into a set of small surface patches
and the light energy exchange between each pair of patches is then evaluated.
The light distribution over the entire environment is computed by solving a
system of linear equations based on energy transport and conservation princi-
ples. The radiosity model is physically sound and correctly predicts the global
illumination effects for ideal diffuse environments.
One of the major concerns with the radiosity method is its expensive com-
puting time and memory requirements. In this thesis, we shall analyze the
convergence behavior of the progressive refinement radiosity method and pro-
pose two overrelaxation algorithms: the gathering and shooting solution and
the positive overshooting solution. We notice that, in practice, often a very
small percentage of surface patches in an environment have ever been se-
lected and shot their energy and the contributions of the majority of patches
are estimated merely by a constant ambient term. As a result, though a rough
2
preview of the global illumination is generally available after only a few iter-
ations, the detailed illumination effects such as color bleeding are often lost.
A patch which has been selected earlier may have to be reselected again and
again later when enough energy from other patches has been gathered. This
makes the shooting method extremely slow if an accurate solution is required.
We modify the conventional progressive refinement method to make the
optimal use of the visibility information computed in each iteration: the light
energy is first gathered from all visible patches to the current shooting patch
and then immediately shot back to the environment together with its previ-
ously accumulated unshot light energy. Based on a concise record of the history
of the unshot light energy distribution in the environment, we demonstrate
that a solid convergence speed-up is achieved. This part of the work is adopted
from [53] and presented in Chapter 4 with corrections and additions.
Though a great effort has been made to extend the radiosity method to
accommodate general non-diffuse reflection, the current algorithms are still
quite limited to simple environment settings. The difficulty essentially comes
from the lack of computing power in solving higher dimensional radiance in-
tegral equations for environments beyond a few toy boxes. Recently, Arvo
[5] presented an analytic method for computing direct illumination effects
involving directional area light sources and surfaces ranging from diffuse to
nearly-specular. The entire computation is based on a spherical polynomial
representation of radiance and reflectance functions and a recurrence relation
for spherical monomials integrated over any measurable region on the unit
sphere. It is particularly suited for the Phong reflection since the distribution
can be exactly expressed as the moments about an axis which form a special
class of spherical polynomials.
In general, however, it is not numerically efficient and stable to represent an
arbitrary spherical function such as an incident radiance function in terms of
3
spherical monomials. Like spherical harmonics, the spherical monomials are
globally supported over the unit sphere and the representation is coordinate-
dependent. Moreover, there is an approximate linear dependence between
certain members of the spherical monomial family. We know that for the
efficient approximation of functions over a finite domain, one choice is to use
globally supported orthogonal bases such as harmonic functions and Legendre
polynomials. Another choice is to sacrifice the orthogonality for basis functions
with local support, good regularity, and strong linear independence. A popular
choice in this camp is the piecewise polynomials.
In this thesis, we propose using the piecewise spherical Bernstein basis
functions over a geodesic triangulation to represent the radiance function.
The representation is intrinsic to the unit sphere, and can be efficiently stored,
evaluated, and subdivided by the numerically stable de Casteljau algorithm.
We demonstrate that the computation of other fundamental radiometric quan-
tities such as vector irradiance and reflected radiance can be reduced to the
integration of the piecewise spherical Bernstein basis functions. A novel ge-
ometric integration algorithm based on adaptive domain subdivision is pre-
sented for the Bernstein-Be´zier polynomials over a geodesic triangle on the
unit sphere. This part of the work is adopted from [54] and presented in
Chapter 5 with corrections and additions.
1.2 Thesis Outline
The rest of the thesis is organized into five chapters: radiative transfer, radios-
ity method, overrelaxation radiosity solution, Bernstein polynomial solution,
and conclusions.
Chapter 2 lays the theoretical foundation of radiative transfer for realistic
image synthesis. Following the definitions of a number of basic radiometric
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concepts, we discuss the reflectance models for ideal diffuse, ideal specular,
and general surfaces, and introduce the radiance equation.
Chapter 3 gives a brief overview of the classical radiosity method. We
derive the Galerkin approach to the radiosity integral equation, and study the
numerical methods for solving the discretized radiosity matrix equation.
Chapter 4 analyzes the convergence behavior of the progressive refinement
radiosity method and presents two overrelaxation algorithms: the gathering
and shooting solution and the positive overshooting solution. We conduct a
comprehensive experimental comparison of the new overrelaxation algorithms
with the conventional method. With little additional computation and memory
usage, we report a drastic performance increase.
Chapter 5 uses the piecewise spherical Bernstein basis functions to repre-
sent the radiance distribution function and presents a new geometric integra-
tion algorithm for the Bernstein-Be´zier polynomials over a geodesic triangle
on the unit sphere for radiometric computations. In particular, we show that
the Phong distribution is a spherical Bernstein-Be´zier polynomial. By simple
examples, we also demonstrate certain numerical inefficiencies of the spherical
monomial representation.
The concluding chapter summarizes the contributions of this thesis and
discusses ideas for future work.
5
Chapter 2
Radiative Transfer
In this chapter, we shall first define a few basic radiometric concepts, then
discuss the reflectance models for ideal diffuse, ideal specular, and general
surfaces, and finally introduce the radiance equation, the fundamental equa-
tion for realistic image synthesis.
2.1 Radiometric Concepts
In this section, we shall define a few basic radiometric concepts for the rest of
the thesis.
Light is a form of electromagnetic radiation. When a ray of light strikes the
surface of an object, it may be reflected, transmitted, or absorbed. Figure 2.1
shows the local geometry in which a surface element dA at point x   R3 is
illuminated in the incident direction p   S2 and measured in the reflected
direction q   S2. Here S2 denotes the unit sphere.
Radiometry is the science of physical measurement of electromagnetic ra-
diant energy. We start with the radiant flux,  [47, p. 17]. It is the power
propagated as optical electromagnetic radiation and is measured in watts [W].
Radiance [47, p. 28], denoted by L, describes the flow of radiant flux into a
6
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Figure 2.1: Local geometry of the incident and reflected radiant flux.
projected area at point x   R3 through a solid angle in direction p   S2:
L xp 
d
2
 xp
n  p dA xd p
  2 1
where n is the unit normal vector of surface element dA x, and  p is the
solid angle measure in direction p. It is measured in watts per unit square
meter per unit steradian [W  m2  sr1]. Radiance is considered the most
important radiometric concept because all other radiometric quantities can be
naturally defined and calculated in terms of it. The totality of all values L xp
as p ranges over the unit sphere is called the radiance distribution function
[47, p. 29] at point x, denoted by L x .
Irradiance [47, p. 24], denoted byH, describes the flow of radiant flux into a
real surface area at point x with normal n. Net irradiance [47, p. 38], denoted
by H, describes the flow of radiant flux into a hypothetical surface area at
point x with normal n. Both quantities are measured in watts per unit square
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meter [W m2]. By definition, we have
H xn 
Z
S
2
 
 n
L xpn  p d p  2 2
and

H xn 
Z
S
2
L xpn  p d p  2 3
where S2

 n denotes the unit hemisphere oriented by normal vector n.
In terms of radiance, we may define another useful irradiance function,
vector irradiance [47, p. 39], as
H x 
Z
S
2
L xpp d p   2 4
In contrast with radiance, vector irradiance gives a measure of the predomi-
nant direction of radiant flux at point x without emphasizing the magnitude
of various component flows. From Equations (2.3) and (2.4), we have

H xn  n H x   2 5
The same equation holds for irradiance H xn if vector irradiance is inte-
grated over the hemisphere above a real surface at point x. For this reason,
the vector integration (2.4) is fundamental in many radiative transfer prob-
lems.
Opposite to irradiance, radiosity [16, p. 25], denoted by B, describes the
flow of radiant flux leaving a surface element. It is also measured in watts per
unit square meter [W m2].
The bidirectional reflectance distribution function (BRDF) [16, p. 28], de-
noted by f
r
, is defined as the ratio of the reflected radiance in direction q to
the irradiance due to the incident radiance in direction p at surface point x.
In symbols,
f
r
 xp q 
L xq
L xpn  p d p
   2 6
The quantity has the unit of inverse steradian [sr1]. Bidirectional reflectance
distribution function tells how bright a surface element will appear, viewed
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from a given direction, when it is illuminated from another direction. By the
law of reciprocity of light, we have
f
r
 xp q  f
r
 xq p   2 7
That is, f
r
will remain unchanged if the incident and reflected directions are
interchanged.
In the following sections, we parameterize the direction vector over the unit
hemisphere with the colatitude and longitude pair   , where 0    2
and 0    2. In particular,  
i
 
i
 denotes the incident direction and  
r
 
r

denotes the reflected direction; see Figure 2.1.
2.2 Reflectance Models
In this section, we shall focus on bidirectional reflectance distribution func-
tions, or reflectance models. Generally speaking, reflectance models may be
classified into two categories: geometric reflectance models and physical re-
flectance models. In the following subsections, we shall first introduce the
reflectance functions of ideal diffuse and ideal specular surfaces, and then
give a brief review of two general reflectance models: the Torrance-Sparrow
model and the Beckmann-Spizzichino model. Both models, one geometric and
one physical, have been developed over the past three decades and are well
recognized for their theoretical soundness and experimental fitness.
2.2.1 Ideal Diffuse Reflectance Model
An ideal diffuse surface is assumed to appear equally bright fromall directions,
and reflects all incident light. That is, the reflected radiance L
r
is independent
of the viewing angle  
r
 
r
. It is constant for all directions. It follows that
the radiosity B reflected from an ideal diffuse surface is also constant for all
9
directions:
B 
Z
S
2
 
L
r
cos 
r
d
r
 L
r
   2 8
Since an ideal diffuse surface reflects all incident light, the reflected radiosity
equals the incident irradiance. By definition (2.6), we have the BRDF for ideal
diffuse surface
f
rid

1

   2 9
It follows that the reflected radiance due to all incident radiance over the
hemisphere may be expressed as
L
r

1

Z
S
2
 
L
i
 
i
 
i
 cos 
i
d
i
 2 10
where L
i
denotes the incident radiance. It is the Lambert’s cosine law. For this
reason, the ideal diffuse reflection is often called the Lambertian reflection.
In general, however, a diffuse surface does not reflect all incident light.
Part of incident energy is absorbed and converted to heat. Define surface
reflectivity, denoted by , as the ratio of the reflected radiosity to the incident
irradiance:
 
B
H
   2 11
By the conservation law of energy, we have 0    1. For general diffuse
surface, we have
f
rid



   2 12
2.2.2 Ideal Specular Reflectance Model
An ideal specular surface is assumed to reflect only the incident radiance in
the mirror reflection angle. Furthermore, the reflected radiance is equal to the
incident radiance:
L
r
 
r
 
r
  L
i
 
i
 
i
  2 13
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where 
r
 
i
and 
r
 
i
 . By Equation (2.6), we also have
L
r
 
r
 
r
 
Z
S
2
 
f
r
 
i
 
i
; 
r
 
r
L
i
 
i
 
i
 cos 
i
d
i

Z 2 
0
Z
 2
0
f
r
 
i
 
i
; 
r
 
r
L
i
 
i
 
i
 cos 
i
sin 
i
d
i
d
i
  (2.14)
To satisfy both Equations (2.13) and (2.14), we have the BRDF for ideal spec-
ular surface
f
ris

1
sin 
i
cos 
i
 
i
 
r
 
i
 
r
   2 15
where  is the Dirac delta function satisfying
 x 
 




 x  0
0 otherwise
 2 16
Z
 x dx  1  2 17
Z
f  x   d  f x   2 18
The ideal specular reflection is often called the mirror reflection.
2.2.3 Torrance-Sparrow Reflectance Model
The Torrance-Sparrow model [59] is a geometric reflectance model based on
the ray theory of geometric optics. In this model, the surface is assumed
to be composed of a collection of randomly oriented mirror-like micro facets.
The wavelength of incident light is assumed to be much smaller than the
dimensions of those micro facets. The BRDF is expressed as sum of a diffuse
component and a specular component:
f
r
 	
d
f
rd
 	
s
f
rs
 2 19
where 	
d
and 	
s
are the fractions of diffuse and specular reflections  	
d
	
s
 1.
The diffuse component of reflected light comes from multiple reflections
between micro facets (if the surface is sufficiently rough) and/or from internal
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scatterings (if incident light penetrates beneath the material surface). It is
assumed to be Lambertian and f
rd
is given as in (2.9).
The specular component of reflected light comes from reflections from those
micro facets oriented in direction w which is the bisection of the incident
direction  
i
 
i
 and the reflected direction  
r
 
r
; see Figure 2.1. It can be
expressed as
f
rs

F

GD
cos 
i
cos 
r
   2 20
The Fresnel reflection coefficient, F , describes how light is reflected from a
micro facet. It is a function of bisection angle 
 and the index of refraction n:
F 
1
2
 g  c
2
 g  c
2f1
 c g  c 12
 c g  c  12
g  2 21
where c  cos 
 and g2  n2  c2  1.
The geometric attenuation factor,G, accounts for shadowings andmaskings
of a micro facet by its adjacent micro facets:
G  minf1
2 cos cos 
i
cos 


2 cos cos 
r
cos 

g  2 22
where  is the angle between surface normal n and bisection vector w.
The facet slope distribution function, D, represents the fraction of micro
facets that are oriented in bisection direction w. The Gaussian distribution
D  ce

 
2
m
2
 2 23
where c is an arbitrary constant was used in [59]. Cook and Torrance [17]
suggested using the Beckmann distribution [8]
D 
1
4m2 cos4 
e

tan2  
m
2
 2 24
in their improved model for computer graphics. In distributions (2.23) and
(2.24), m denotes the root-mean-square slope of micro facets. Small values of
m signify gentle facet slopes and give distributions that are highly directional
around the specular reflection direction. Large values of m imply steep facet
slopes and give distributions that are widely spread out.
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2.2.4 Beckmann-Spizzichino Reflectance Model
The Beckmann-Spizzichino model [8] is a physical reflectance model based on
the wave theory of physical optics. In this model, the interaction between the
incident light waves and the surface is described by the Maxwell’s equation.
The reflectance model is derived by solving the Maxwell’s equation using the
Helmholtz integral with the Kirchoff assumption. This model applies to a
large variety of surfaces from very smooth to very rough. It is more general
than geometric reflectance models such as the Torrance-Sparrow model which
has a considerably simpler mathematical expression.
Recently, He et al. [35] proposed a comprehensive physical reflectance
model for computer graphics. It builds upon and extends the Beckmann-
Spizzichino model by including the polarization, masking, and shadowing ef-
fects. The BRDF consists of three components:
f
r
 f
ru
 f
rd
 f
rs
 2 25
where the subscripts correspond to uniform diffuse, directional diffuse, and
specular spike, respectively. With the assumption of unpolarized incident
light, a simplified version of the model is sketched as following.
The uniform diffuse component comes frommultiple surface and subsurface
reflections. It is assumed to be the Lambertian
f
ru
 a   2 26
where  is the wavelength. The coefficient a may be either measured exper-
imentally or estimated theoretically when the subsurface scattering parame-
ters are known.
The directional diffuse component comes from the first surface reflections
due to diffraction scatterings by the surface roughness. It can be expressed as
f
rd

jF j
2

GSD
cos 
i
cos 
r
 2 27
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where jF j2 is the Fresnel reflectivity, G is the geometric factor, S is the shadow-
ing and masking factor, andD is the distribution function. For rough surfaces,
f
rd
describes the directional distribution of first surface reflection. For smooth
surfaces, f
rd
diminishes to zero.
The specular spike component comes from the specular reflections by the
mean surface. It can be expressed as
f
rs

jF j
2
e
g
S
sin 
i
cos 
i
 
i
 
r
 
i
 
r
   2 28
where g is the surface roughness function. For rough surfaces, f
rs
is reduced
by the roughness factor eg and the shadowing and masking factor S. For
smooth surfaces, f
rs
is not attenuated since g  0 and S  1.
2.3 Radiance Equation
In this section, we shall introduce the radiance equation. It describes light
transfer in general environments and is considered the most important equa-
tion for realistic image synthesis.
The radiance leaving a surface element, L x; 
r
 
r
, can be decomposed into
two components: emitted radiance and reflected radiance. The emitted radi-
ance, E x; 
r
 
r
, is relatively simple. It is nonzero only when the surface is a
light source. The reflected radiance, however, depends on all incident radiance
over the hemisphere, L x; 
i
 
i
, which in turn depends on the radiance leaving
from other surface element, L x ;  
r
 
 
r
, in the environment; see Figure 2.2. In
symbols, we have the radiance equation
L x; 
r
 
r
  E x; 
r
 
r
 
Z
S
2
 
v xx
 
f
r
 x; 
i
 
i
; 
r
 
r
L x
 ; 
i
 
i
 cos 
i
d
i
 2 29
where v xx  is the visibility function which equals 1 if surface points x and
x
  are visible from each other and 0 otherwise.
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Figure 2.2: Geometry of radiance leaving point x  and arriving at point x.
Notice that
d
i

cos  
r
dx
 
r
2
 xx
 

 2 30
where r xx  is the distance function between surface points x and x . Denote
kernel
K xx
 ; 
i
 
i
; 
r
 
r
  v xx
 
f
r
 x; 
i
 
i
; 
r
 
r

cos 
i
cos  
r
r
2
 xx
 

   2 31
The radiance equation (2.29) may be expressed as
L x; 
r
 
r
  E x; 
r
 
r
 
Z

K xx
 ; 
i
 
i
; 
r
 
r
L x
 ; 
i
 
i
 dx
 
 2 32
where 	 denotes the set of all surface points in the environment.
The radiance equation was first introduced to computer graphics by Ka-
jiya (who named it the rendering equation) [41] and Immel et al. [39]. In
mathematics, it is a Fredholm integral equation of the second kind [22, p. 3].
Except for few simple environment settings, however, we do not have
enough computing power to solve such high dimensional integral equations.
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One consideration, naturally, is to simplify the problem by reducing the dimen-
sion of the equation. This leads to our first topic: the radiosity model and its
overrelaxation solution. Another consideration goes further by assuming that
all incident radiance is given, avoiding the solution to the integral equation
entirely. The computation is reduced to numerical integration. This leads to
our second topic: the Bernstein polynomial solution.
16
Chapter 3
Radiosity Method
In this chapter, we shall first introduce the classical radiosity method, then
review the mathematical background of the Galerkin method to the radiosity
integral equation, and finally give a brief discussion of numerical methods for
solving the discretized radiosity matrix equation.
3.1 Classical Method
In this section, we shall introduce the classical radiositymethod for computing
the light interreflection in ideal diffuse environments.
Visual realism is a primary goal of rendering research in computer graphics.
In approaching this goal, it has been realized that the accurate and efficient
simulation of light interreflection between objects in a scene environment is a
crucial and difficult problem. The radiosity method, which was first proposed
for radiative transfer computations [38], has become a major global illumina-
tion technique in realistic image synthesis since it was introduced by Goral
et al. [30] in an effort to simulate the light interreflection for ideal diffuse
environments.
17
With the ideal diffuse assumption, by Equations (2.8) and (2.12), the radi-
ance equation (2.29) may be simplified as
B x  E x   x
Z

v xx
 

cos 
i
cos  
r
r
2
 xx
 

B x
 
 dx
 
 3 1
whereB x, E x, and  x are the radiosity, emission, and reflectivity at point
x, respectively, and 	 is the set of all surface points in the environment; see
Figure 2.2. Equation (3.1) is known as the radiosity equation.
Unfortunately, except for few special cases, there is no closed form solution
even to this simplified version of the radiance equation. In [30], a discretiza-
tion method is implemented. The basic idea is similar to that of the finite
element method, i.e., first discretize the environment into a set of finite sur-
face areas called patches, then evaluate the discretized kernel between each
pair of patches, and finally compute the patch radiosity by solving a system of
linear equations derived from the radiosity equation.
Suppose an ideal diffuse environment is discretized into n patches. For
each patch, we assume constant radiosity, emission, and reflectivity. Without
loss of generality, we relate surface point x to patch i of area A
i
and surface
point x  to patch j of area A
j
; see Figure 3.1. The radiosity equation (3.1) may
be discretized into
B x  E x   x
n
X
j1
B
j
Z
A
j
v
ij
cos 
ij
cos 
ji
r
2
ij
dA
j
   3 2
Integrating both sides of above equation over patch i, we have
B
i
A
i
 E
i
A
i
 
i
n
X
j1
B
j
Z
A
i
Z
A
j
v
ij
cos 
ij
cos 
ji
r
2
ij
dA
j
dA
i
  3 3
where B
i
, E
i
, and 
i
are the radiosity, emission, and reflectivity of patch i,
respectively, and v
ij
and r
ij
are the visibility function and distance function
between patch i and patch j, respectively.
Denote
F
ij

1
A
i
Z
A
i
Z
A
j
v
ij
cos 
ij
cos 
ji
r
2
ij
dA
j
dA
i
   3 4
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Figure 3.1: Geometry of form factor.
It is usually termed the form factor between patch i and patch j. Physically,
F
ij
represents the fraction of the radiant energy leaving from patch i that is
directly incident to patch j. For ideal diffuse surfaces, from Equation (3.4), it
is easy to see that the form factor is purely geometric in the sense that it only
depends on the shape, position, and orientation of the participating patches.
Also, from Equation (3.4), we have
A
i
F
ij
 A
j
F
ji
   3 5
It is called the reciprocity relationship of the form factors. By the Stokes’ the-
orem, the double area integral can be converted into a double contour integral
for the evaluation of form factors between unoccluded patches. Numerical
form factor techniques for environments with occlusion include the hemi-cube
method [13], the analytical method [7], and the ray tracing method [61].
With the definition of form factor (3.4), Equation (3.3) may be rewritten as
B
i
 E
i
 
i
n
X
j1
F
ij
B
j
   3 6
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Notice that for each patch i in the environment, we can derive such an equation.
Therefore, by discretizing the environment into n patches, we have shown that
we can formulate a system of n linear equations with n unknownsB
i
. In matrix
format, i.e.,










1 1F11 1F12    1F1n
2F21 1 2F22    2F2n
...
... . . .
...

n
F
n1 nFn2    1 nFnn









	










B1
B2
...
B
n









	











E1
E2
...
E
n









	
   3 7
The research in numerical solution to the radiosity equation (3.1) have pro-
gressed rapidly during the last decade. The numerical techniques developed
to date include the shooting method [15], the hierarchical method [14, 34], the
higher order method [36, 64], and the wavelet method [31, 49].
With the general bidirectional reflectance distribution function, the surface
radiance is no longer viewing angle independent. The idea of spatial surface
discretization, however, may be extended to include directional hemisphere
discretization for solving the radiance equation (2.29). The numerical tech-
niques developed to date include the global cube method [39], the two-pass
method [60], the form factor method [52], the shooting method [55], the hier-
archical method [6], and the wavelet method [50]. The Monte Carlo method
is another research avenue for the nondeterministic solution to this general
global illumination problem [41].
It is assumed in the radiance equation that the light travels in the three
dimensional space of vacuum, i.e., light is reflected and emitted only from
surfaces in the environment. A further generalization to the radiosity method
in this regard leads to the zonal method [38, 48] which includes the emission,
absorption, and scattering of light within the participating media.
Meyer et al. [45] have conducted a comprehensive study of the physical and
perceptual aspects of the radiositymethod. In their physical study, the spectral
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reflectance of the materials and the spectral and directional characteristics of
the light sources aremeasured by a hemispherically and spectrally integrating
radiometer and then used as the input to the radiosity simulation. In their
perceptual study, comparisons between the simulated radiosity image and the
actual physical scene are made by a group of experimental subjects. The
overall agreements in both studies have strongly demonstrated the physical
and perceptual validityof the radiositymethod and the displayprocess for ideal
diffuse environments. For general reflectance environments, a qualitative
side-by-side comparison of a radiance solution and a scanned physical scene
has been reported in [55].
3.2 Galerkin Method
In this section, we shall introduce the mathematical background of the pro-
jection method, in particular, the Galerkin method to the radiosity integral
equation.
In the discretized solution to the radiosity equation (3.1), the classical ra-
diositymethod assumes constant radiosity, emission, and reflectivity over each
patch of the environment. The disadvantage of this constant radiosity assump-
tion is that it limits the solution accuracy. To obtain a desired solution, one
usually has to drastically increase the mesh density which often exceeds the
memory and computational resources available.
The key idea of the projection method to an integral equation is to ap-
proximate the exact solution function by projecting it to a finite dimensional
function space [22, p. 176]. In the context of the radiositymethod, the radiosity
function B x is approximated by a linear combination of basis functions:


B x 
n
X
i1
B
i
N
i
 x  3 8
whereB
i
are the unknown coefficients andN
i
 x are the chosen basis functions.
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There are many possible basis functions. Common choices in radiosity so-
lutions are the piecewise polynomials. Low order polynomials are the most
common, including the constant (box), linear (hat), quadratic, and cubic func-
tions.
In general, however, it is not possible for the approximate solution 
B x to
agree with the exact solution B x everywhere in the domain. This is because


B x is restricted to the finite dimensional function space spanned by the
selected basis functions fN
i
g. We may then consider an approximate solution
that minimizes the error function
 x 


B xB x   3 9
But since the exact solution B x is unknown, this is again impossible.
One alternative left is to find a solution 
B x that minimizes the residual
function
r x 


B x E x  x
Z

v xx
 

cos 
i
cos  
r
r
2
 xx
 



B x
 
 dx
 
   3 10
It is the difference between the left and right hand sides of the radiosity
equation (3.1) after substituting 
B for both occurrences of B in it. In a sense,
we seek a solution 
B x such that equation (3.1) is nearly satisfied. Denote
the kernel function
K xx
 
  v xx
 

cos 
i
cos  
r
r
2
 xx
 

   3 11
The residual function (3.10) may be rewritten as
r x 


B x E x  x
Z

K xx
 



B x
 
 dx
 
   3 12
Define the inner product of two functions f and g over domain 	 as
hf x g xi 
Z

f xg x dx   3 13
The Galerkin method constraints the residual function r x to be orthogonal
to each of the n basis functions fN
i
g, i.e., for each i,
hN
i
 x r xi  0  3 14
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or, by Equation (3.12),
hN
i
 x


B xi  hN
i
 x E xi  hN
i
 x x hK xx
 



B x
 
ii  0   3 15
Expanding 
B x by Equation (3.8), we have
n
X
j1
B
j
hN
i
 x N
j
 xi  hN
i
 x E xi 
n
X
j1
B
j
hN
i
 x x hK xx
 
 N
j
 x
 
ii  0 
 3 16
Finally, grouping terms and factoring B
j
, we have
n
X
j1
B
j
hN
i
 x N
j
 xihN
i
 x x hK xx
 
 N
j
 x
 
iihN
i
 x E xi  0   3 17
Denote the mass matrix (M)
M
ij
 hN
i
 x N
j
 xi 
Z

N
i
 xN
j
 x dx  3 18
the kernel matrix (K)
K
ij
 hN
i
 x x hK xx
 
 N
j
 x
 
ii 
Z

N
i
 x x
Z

K xx
 
N
j
 x
 
 dx
 
dx
 3 19
and the emission vector (e)
E
i
 hN
i
 x E xi 
Z

N
i
 xE x dx   3 20
The Galerkinmethod thus transforms the radiosity integral equation (3.1) into
a system of n linear equations with n unknowns B
i
(radiosity vector b):
 MKb  e   3 21
The mass and kernel matrices may be evaluated by the Gauss quadrature
rule. Notice that the computation of the kernel matrix requires double inte-
grations. It is usually the most time-consuming part in a radiosity solution.
The resulting matrix equation may then be solved, often iteratively, by a linear
system solver which is the topic of the next section.
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Some remarks may be in order. First, the mass matrix M is an identity
matrix if the basis functions are orthonormal. The element M
ij
is zero unless
the supports of N
i
and N
j
have nonzero overlap. Since basis functions with
finite local support are usually chosen in practice, the mass matrix tends to
be diagonal for most radiosity applications. Second, the kernel matrix K only
depends on the geometry and material property of the environment and may
be computed independently before the radiosity solution. Similar to the form
factors in the classical radiosity method, here the kernel elements describe
how light energy is transferred between basis functions over different patches.
Third, the matrix equation (3.21) reduces to matrix equation (3.7) if constant
basis functions are used.
Heckbert [36] first introduced the Galerkinmethod to radiosity and applied
the piecewise linear basis functions to a two-dimensional world or the flatland.
Zatz [64] soon extended it to three-dimensional environments by using the
Legendre polynomials [20, p. 113] as the basis functions. With many surfaces
unmeshed, the results tend to favor the higher order basis solutions with
significantmemory savings comparing to the classical constant basis solutions.
Among the disadvantages, dealingwith shadows can be difficult since shadows
usually produce sharp edges which may not be represented by a small set of
polynomial basis functions.
When the basis functions are chosen to be the wavelet functions, Beylkin
et al. [10] have shown that kernel functions satisfying very general smooth-
ness conditions can be approximated to any finite precision with only O n
elements where n is the dimension of the wavelet basis. It implies that inte-
gral equations governed by smooth kernels lead to sparse matrices that can
be solved in linear time. Since the radiosity kernels are generally smooth
functions, this remarkable discovery has led to the recent development of the
linear complexity wavelet radiosity algorithms [31, 49].
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3.3 Iterative Solution
The approximation of the radiosity integral equation (3.1) by discretization
and projection methods gives rise to a system of linear equations (3.17). The
derived matrix A  M K for a complex environment is often large, sparse,
diagonally dominant, and well conditioned [16, p. 110]. In this section, we
shall consider the problem of solving systems of linear equations of the form
n
X
j1
a
ij
u
j
 f
i
 i  12        n  3 22
where the coefficients a
ij
and the values f
i
are known. The system may be
written as the matrix equation
Au  f  3 23
where A  a
ij

nn
is a nonsingular matrix and f  f
i

n1 is a column vector.
We want to solve the system for the column vector u  u
i

n1.
A system of linear equations may be solved by either direct methods or
iterative methods. A direct method solves the system by computing the exact
solution, up to the machine precision, after a fixed finite number of operations.
Well known direct methods include the Gaussian elimination method and its
variants. A iterative method solves the system by computing a sequence of
approximationsu 1u 2       to the exact solution u. A new and hopefully better
approximate solution is computed in each iteration. In general, however, the
exact solution cannot be obtained in a finite number of iterations.
For a systemAu  f where the matrixA is full, direct elimination methods
are usually the most efficient. On the other hand, when A is sparse which is
the case for most complex radiosity problems, iterative methods offer certain
advantages. In this section, we shall review three most common iterative
methods. More general and theoretical treatments may be found in [20, p. 137].
Assume that A has nonzero diagonal elements, i.e., a
ii
 0 i  12        n.
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The system of linear equations (3.22) may be rewritten in the following form:
a
ii
u
i
 
i1
X
j1
a
ij
u
j

n
X
ji1
a
ij
u
j
 f
i
 i  12        n   3 24
The Jacobi relaxation is defined by
u
 k1
i

1
a
ii
 
i1
X
j1
a
ij
u
 k
j

n
X
ji1
a
ij
u
 k
j
 f
i
 i  12        n   3 25
The initial approximation is often chosen to be u 0   . Taking the limit of
both sides of Equation (3.25), it can be seen that if lim
k
u
 k
 u, then u is a
solution to the original equation. Denote
A  DLU  3 26
where D is the diagonal of A and L and U are the strictly lower and upper
triangular parts ofA, respectively. The Jacobi iterative schememay bewritten
in matrix form as
u
 k1
 D
1
 LUu
 k
D
1
f    3 27
The Jacobi relaxation does not use the new improved approximation until
after a complete iteration sweep. In the Gauss-Seidel relaxation, the elements
of the new approximation are used in subsequent computations immediately
after they become available:
a
ii
u
 k1
i
 
i1
X
j1
a
ij
u
 k1
j

n
X
ji1
a
ij
u
 k
j
 f
i
 i  12        n   3 28
The Gauss-Seidel iterative scheme may be written in matrix form as
u
 k1
  D L
1
Uu
 k
  D L
1
f    3 29
Notice that here only one approximation for each u
i
needs to be stored at a
time.
It can be shown that the Jacobi and Gauss-Seidel relaxation methods are
convergent if A is diagonally dominant which is the case in the radiosity
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formulation. The Gauss-Seidel relaxation usually converges faster compared
with the Jacobi relaxation since the new approximate values are exploited
immediately in subsequent computations.
By a simple modification of the Gauss-Seidel method, it is often possible to
make a substantial improvement in the convergence rate. First we define the
residual vector at the kth iteration of the Gauss-Seidel relaxation as
r
 k
 u
 k1
 u
 k
 D
1
 Lu
 k1
Uu
 k
 f u
 k
   3 30
Then the Gauss-Seidel relaxation may be written as
u
 k1
 u
 k
 r
 k
   3 31
The key observation is that, if the elements of all successive residual vectors
are single signed, then it is reasonable to anticipate a convergence accelera-
tion of the Gauss-Seidel relaxation if the residual vector is scaled by a fixed
real number   1 before it is added to u k. We thus define the successive
overrelaxation as
u
 k1
 u
 k
 r
 k
 u
 k
 D
1
 Lu
 k1
Uu
 k
 f u
 k
  3 32
or
u
 k1
  I D
1
L
1
 1 I D1Uu k   I D1L1D1f    3 33
Here, the overrelaxationparameter, should be chosen so that the convergence
rate is maximized. Notice that if  1, the method reduces to the Gauss-Seidel
relaxation.
The successive overrelaxationmethod is one of the most successful iterative
methods for solving systems of linear equations. In the next chapter, we
shall relate this scheme with the physical process of radiosity propagation and
present two powerful overrelaxation radiosity algorithms: the gathering and
shooting solution and the positive overshooting solution.
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Chapter 4
Overrelaxation Radiosity Solution
In this chapter, we shall analyze the convergence behavior of the progressive
refinement radiosity method and present two overrelaxation algorithms: the
gathering and shooting solution and the positive overshooting solution.
4.1 Gathering Iteration
In the classical radiosity method, the Gauss-Seidel iterative method is usually
chosen to solve the matrix equation (3.7) [13]. The choice is based on the
following two observations. First, by definition,
0  
i
 1 i  12        n  4 1
and
n
X
j1
F
ij
 1 i  12        n   4 2
It follows that the radiosity matrix equation is row diagonally dominant for
which the Gauss-Seidel iteration converges. Second, due to surface occlusions,
the radiositymatrix equations are often sparse for complex environments. The
iterative methods, in general, are more efficient than the direct methods such
as the Gaussian elimination for sparse linear systems of equations.
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In the context of the radiosity method, as noted in [15], the Gauss-Seidel
iteration may be viewed as a series of light energy gathering processes. A
single term, 
i
B
j
F
ij
, in Equation (3.6) determines the radiosity contribution
from patch j to patch i. In each iteration, the radiosity of the current row patch
is gathered and updated based on the radiosity estimate of every other patch
in the environment. We refer this radiosity iterative solution the gathering
method.
Since only one patch is updated in each Gauss-Seidel iteration, the gather-
ing method often suffers from the implementation requirement of fast memory
access for a matrix of O n2 form factors. Even with the virtual memory sup-
ported in many current systems, the memory swap may still drastically slow
down the convergence. To a certain extent, this quadraticmemory requirement
has strictly limited our capability of rendering complex environments.
4.2 Shooting Iteration
By shooting the energy of light sources and other patches in the order of their
brightness, Cohen et al. [15] proposed a progressive refinement solution to the
radiosity matrix equation (3.7). In this shooting method, the iterative process
is reversed from that in the gathering method. In each iteration, one patch is
chosen to be the shooting source and the rest of the patches in the environment
are updated with the radiosity shot from the source patch. Consequently, a
rough approximation of the global illumination can be obtained quickly after
only a few light patch iterations, though the local illumination details still
need many additional iterations to converge. Perhaps even more importantly,
the shooting method needs only O n main memory for a smooth convergence,
comparing to the O n2 required by the gathering method. In practice, this
often means that the capability of rendering complex environments is squared,
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so to speak.
One of the major concerns with the shooting method is its convergence rate.
From the published results, we notice that often a very small percentage of
patches in an environment have ever been selected and shot their energy and
the contributions of the majority of patches are estimatedmerely by a constant
ambient term [15]. As a result, though a rough preview of the global illumina-
tion is generally available after only a few iterations, the detailed illumination
effects such as color bleeding are often lost. Surely, we can continuously pro-
cess the rest of the patches. The problem is, as always, the improvement of
illumination details versus the costs of computing time and memory. Notice
that a patch which has been selected earlier may have to be reselected again
and again later when enough energy from other patches has been gathered.
In practice, this makes the shooting method extremely slow if an accurate
solution is required.
For a concrete understanding of the convergence behavior of the shooting
method, we have constructed a typical test environment in radiosity research.
In Figure 4.1, from left to right and top to bottom, the first seven images are
generated by 25, 100, 200, 400, 800, 2,000, and 5,000 iterations, respectively;
for comparison, the image at the right bottom corner is the converged solution.
The environment has been evenly subdivided into 803 patches (among them
25 are light source patches). The final converged solution consists of 10,298
elements.
These eight images have offered us a perceptual evaluation of the inter-
mediate solutions in different stages of the shooting iteration. As we can see,
besides the gradually brighter global illumination which may be partially com-
pensated by the ambient term, differences are evident in detailed illumination
effects such as surface-to-surface color bleeding and shading in shadow areas.
For a quantitative measure of the goodness of an intermediate solution, we
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Figure 4.1: A test environment: from left to right and top to bottom, 25, 100,
200, 400, 800, 2,000, 5,000 iterations, and the converged solution.
31
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000 1200
25
100
200
400
800
2000
5000
Total patches: 803
[light patches: 25]
Patch vertices: 1098
Figure 4.2: Curves of the sorted patch vertex radiosity accuracy in different
iteration stages for the test environment. The vertical axis shows the ratio of
the intermediate and converged radiosity. The horizontal axis shows all the
patch vertices sorted in increasing ratio (thus the curves are all monotonically
non-decreasing). The curve family represents the increasing accuracy of the
algorithm as the number of iterations (as labeled on each curve) increases.
sort the ratios, B
v
B

v
 v  12        l, where B
v
and B
v
are the intermediate
and converged radiosity of patch vertex v, respectively, and l is the number of
patch vertices. The patch vertices may be viewed as a set of evenly distributed
samples in the environment. Similarly, wemay also use the element vertices as
an adaptive sampling. This measure gives us an evaluation of the convergence
accuracy at a relatively small scale (the patch-element level) while at the same
time keeping a global perspective.
Figure 4.2 illustrates a series of curves of the sorted patch vertex radiosity
accuracy corresponding to different iteration stages in Figure 4.1. Despite the
advanced preview, we see that it may take a substantial number of iterations
for the shooting method to converge to the final solution.
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0 1 2 3 4 5 6 7 8 9 10 11 12
25 96.9 3.1
100 87.5 12.5
200 75.1 24.9
400 52.2 45.8 2.0
800 39.4 25.3 31.8 3.6
2000 3.9 38.5 13.4 7.6 22.2 14.4
5000 1.3 0.9 2.0 31.6 11.1 6.1 7.7 0.0 1.6 7.2 13.1 16.3 1.0
Table 4.1: Percentages of patch shooting times in different iteration stages for
the test environment.
With these images and curves in mind, let us take a different perspective
of the convergence behavior in terms of the percentage of patch shooting times
in different iteration stages. For the test environment, Table 4.1 contains
the percentage distributions corresponding to the series of iteration stages in
Figure 4.1. In the table, the first column lists the iteration stages and the first
row lists the patch shooting times. The following rows which correspond to
different iteration stages contain the percentages of patch shooting times. For
instance, the second row tells us that, after 25 iterations, 96.9% of the patches
have not been shot and 3.1% of the patches have been shot once. Let us take a
closer look at these statistics. After 800 iterations, 25.3% of the patches have
been shot once, 31.8% of the patches have been shot twice, and 3.6% of the
patches have been shot three times. But, 39.4% of the patches have not been
shot at all. After 2,000 iterations, the situation is similar: 13.4%, 7.6%, 22.2%,
14.4% of the patches have been shot two, three, four, and five times. But still
38.5% of the patches have been shot only once. The percentage distribution
after 5,000 iterations is even more diverse.
From these percentage distributions, we see that the order and magnitude
of light energy contribution of an individual patch to the global illumination
may vary significantly. The order is determined by the following criteria for
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shooting patch selection
max
i
f B
r
i
B
g
i
B
b
i
A
i
g  4 3
i.e., the patch that holds the maximum unshot light energy always has the
highest priority [15].
It implies that the priority of a patch in the shooting queue depends on its
unshot radiosity, size, reflectivity, and position in the environment. Accord-
ingly, we may roughly divide the environment patches into three categories:
the light patch, the global patch, and the local patch.
The light patches are the light sources. They are often extremely bright and
shall be processed in the very first stage of the iteration. But after their first
shootings, they degenerate to the global or local patches which are described
below. The light patch’s function, in general, is the direct global illumination
for the environment.
The global patches are usually the enclosure patches, for instance, the wall
patches in our test environment. They are often relatively large, with wide
spectrum distributions, and located in positions which may overlook most of
the environment. Normally, a global patch may gather more light energy from
other patches to move itself up in the shooting queue than that of a non-
global patch. The global patch’s function, in general, is the secondary global
illumination for the environment.
The local patches comprise the rest of the environment. They are often
relatively small, with narrow spectrum distributions, and located in positions
visible to limited portions of the environment. The light energy interaction be-
tween a local patch and the environment is relatively small. But, local patches
can have significant influences on their neighboring patches. Their shooting
chances often come in later iteration stages. The local patch’s function, in
general, is the local illumination for the environment.
It should be noted that here the words “local” and “global” do not refer
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to illumination models but rather indicate the effective spatial illumination
scales of the environment patches. Although the above patch categorization is
somewhat vague and environment dependent, in practice, this kind of differ-
ences among patches are fairly common. So is the pattern of the percentage
distribution of patch shooting times depicted in Table 4.1.
To break up the unbalanced iterations, one might choose to subdivide the
global patches into smaller sizes. But doing so will add more patches which
are otherwise unnecessary for the same solution precision and thus slow down
the entire iterative process. Another choice might be using the maximum light
energy of a single wavelength as the criteria for shooting patch selection. By
doing so, certain color bleeding effects may appear earlier. But, since less light
energy is shot in each iteration, again it will slow down the entire iterative
process.
We conclude the discussion of the shooting method with two observations.
First, the post-shooting gathering of a class of global patches may be substan-
tial. Second, the pattern of the repeated shootings of same class of patchesmay
deadly decrease the convergence rate if the form factors have to be computed
on-the-fly [15]. Unfortunately, this is often the case for rendering complex
environments.
4.3 Gathering and Shooting Iteration
Accurate radiosity solutions can be crucial in many engineering applications,
for instance, the radiation computations in thermal engineering. Although
both the gathering iteration and the shooting iteration are capable of producing
accurate solutions provided enough computing time andmemory are available,
the question is, as always, the efficiency.
If the entire matrix of form factors has been computed and can be freely
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accessed, we know that the gathering iteration and the shooting iteration are
just two different kinds of iterative process for solving the matrix equation
(3.7). In the gathering iteration, the radiosity of only one patch is updated but
in relatively significant amount, since the energy is gathered from every other
patch in the environment. In the shooting iteration, the radiosity of every
patch other than the shooting patch is updated but in relatively small amount,
since the energy is shot from only one patch to the environment. Though in
practice the shooting iteration seems to outperform the gathering iteration,
we should say that they are both effective iterative approaches. As a matter
of fact, the Gauss-Seidel iteration is one of the most popularly used iterative
methods in solving large sparse systems of linear equations. In the following,
we show that by making the optimal use of the visibility information, the
gathering iteration and the shooting iteration can actually be integrated in
one single iteration step and further accelerate the convergence.
Suppose patch i holds the maximum unshot light energy, B
i
A
i
, and is se-
lected as the source patch for the current iteration. As in the shooting method,
we compute the set of form factors, F
ij
 j  12        n, for patch i. We note that,
with the reciprocity relationship for form factors (3.5), the unshot light energy
of every other patch in the environment, B
j
A
j
, which is supposed to be shot
in later iterations, can be gathered to patch iwith this same set of form factors.
Therefore, in one iteration, together with the previously accumulated unshot
light energy of patch i, the pre-gathered light energy can be immediately shot
back to the environment.
In symbols, for the current shooting patch i,
B
j
A
j
F
ji
 j  12        n  4 4
or by reciprocity (3.5), equivalently,
B
j
A
i
F
ij
 j  12        n  4 5
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is the amount of light energy that can be gathered from patch j. Together with
the unshot light energy, B
i
A
i
,
 B
i
 
i
n
X
j1
B
j
F
ij
A
i
 4 6
becomes the total amount of light energy to be shot from patch i to the envi-
ronment (since F
ii
 0, we may skip j  i from the summation subscript). We
refer this radiosity iterative solution the gathering and shooting method.
It should be noted that, in the same iteration, we can actually continue this
gathering and shooting process between patch i and the rest of the patches
to infinite times. It is easy to show that this back and forth light energy
propagation generates a geometric series with ratio
n
X
j1

i

j
F
ij
F
ji
   4 7
With (4.6) as the initial term, the total amount of light energy which can be
shot from patch i becomes the summation of the series
 B
i
 
i
P
n
j1BjFijAi
1
P
n
j1 ijFijFji
   4 8
Since term (4.8) is greater than term (4.6), we can process more light energy in
each iteration. We refer this radiosity iterative solution the geometric shooting
method.
Unfortunately, to implement this geometric shooting algorithm we need
an n  n array to keep track the light energy interaction between each pair
of patches in the environment. Furthermore, the ratio (4.7) of the geometric
series, in practice, is often extremely small (so is the extra light energy to be
shot). We may think that the conventional gathering iteration and shooting
iteration are first order approximations, the gathering and shooting iteration
is a second order approximation,       , and the geometric shooting iteration is an
infinite order approximation to the intermediate solution. We tend to believe
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that doing an infinite order approximation for O n patch interactions in the
middle of the iterative process, with the entire O n2 patch interactions be
only iterated by a limited number of times, may not be a balanced choice for
efficient solutions. Therefore, we choose to use (4.6) and explore the possibility
of reducing the quadratic book-keeping cost.
After patch i has been shot, we should be careful when patch j later gets
its turn, since a certain amount of its unshot light energy has already been
pre-shot to patch i. To create a record, an immediate solution would be a two-
dimensional square array, since there are n patches thus n  n interactions.
Denote P
ij
to be the pre-shot radiosity leaving patch i reaching patch j. The
gathering and shooting iteration is described by the following pseudo-code:
/* initialization */
select shooting patch i ;
compute one row of form factors F
ij
;
/* gathering */
S  0 ;
for each patch j :
S  S  
i
 B
j
 P
ji
F
ij
;
P
ji
 B
j
;
/* shooting */
B
i
 B
i
S ;
B
i
 B
i
S ;
for each patch j :
tmp  
j
 B
i
 P
ij
F
ij
A
i
A
j
;
B
j
 B
j
 tmp ;
B
j
 B
j
 tmp ;
P
ij
 0 ;
B
i
 0 ;
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Notice that in the gathering procedure B
j
 P
ji
must be used instead
of B
j
because patch j may have not been shot in the interim between two
shootings of patch i.
In practice, the direct illumination from the light sources usually occupies
a significant portion of the global illumination in the final solution. After
the light patches have been shot, we may expect that in the forthcoming
iterations the pre-gathering portion of the energy to be shot from patch i,

i
P
n
j1BjFijAi, may also occupy a significant portion of patch i’s total shoot-
ing energy. In fact, in the above gathering and shooting iteration, the shooting
patch not only updates itself as it does in the conventional gathering iteration
but also shoots more light energy than it does in the conventional shooting
iteration. As a result, a solid convergence speed-up should be expected.
After patch i has been shot, we may expect that in a certain number of
coming iterations the energy reaching to it should be relatively small since
patch ihas pre-gathered all the unshot light energy from the rest of the patches
in its last shooting. This implies that the priorities of other patches especially
those local patches are relatively increased. Consequently, the unbalanced
percentage distribution of patch shooting times should be eased and thus the
local illumination effects should show up earlier.
Unfortunately, this is a O n2 algorithm in terms of the space complexity.
The P
ij
matrix records the latest history of the pre-shot interactions between
each pair of patches in the environment. In each iteration, one row and one
column relating to the shooting patch are updated. However, we note that
because of the pre-gathering, the magnitudes of the row and column radiosity
updates for a recent shot patch tend to be rather trivial in a certain number
of coming iterations. We thus consider a more concise record of the history of
the pre-shot interactions.
With a predefined integer, , called the gathering-shooting interval, we
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Figure 4.3: Gathering and shooting interaction between the current shooting
patch i and any other patch j in the environment.
divide the sequence of iterations into a series of intervals. In each interval,
there are  iterations. For any iteration in a interval, we keep the pre-shot
radiosity of each patch to be fixed. This fixed pre-shot radiosity depends only
on the record of the patch’s unshot radiosity in the previous intervals. In other
words, in the pre-gathering process of each iteration, we neglect all the updates
of the unshot radiosity in the previous iterations of the current interval and
leave them for the consideration in the next interval. Figure 4.3 illustrates
the gathering and shooting interaction between the current shooting patch i
and any other patch j in the environment.
Denote T
ki
to be the total amount of the increased radiosity of patch i in
the kth interval, and I
i
to be the index of the latest interval in which patch i
has been shot. Both T0i and Ii are initialized to zero at the beginning of the
program.
Suppose the index of the current iteration interval is k1. In each iteration,
we first select the patch which holds the maximum unshot light energy in the
environment as the shooting patch, say it is patch i.
Then, we replace the gathering procedure in the original pseudo-code by
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/* gathering */
for each patch j :
last  max I
i
 I
j
 ;
S  S  
i
 
P
k
llast
T
lj
F
ij
;
In above, we first determine the index of the last interval in which patch
i and patch j have a light energy interaction. We then decide how much
radiosity should be gathered from patch j. It is the summation of T
lj
from the
interval of their last interaction to the last interval k.
Next, we replace the shooting procedure in the original pseudo-code by
/* shooting */
B
i
 B
i
S ;
B
i
 B
i
S ;
for each patch j :
tmp  
j
 B
i

P
I
j
1
lI
i
T
li
F
ij
A
i
A
j
;
B
j
 B
j
 tmp ;
B
j
 B
j
 tmp ;
T
k1j  Tk1j  tmp ;
B
i
 0 ;
T
k1i  0 ;
I
i
 k  1 ;
In above, we first update the shooting patch i with the gathered radiosity,
S. We then decide how much radiosity should be shot from patch i to patch
j. It is not difficult to see that the amount should be the current unshot
radiosity of patch i minus the summation of T
li
from the interval of patch i’s
last shooting, I
i
, to the interval prior to patch j’s last shooting, I
j
 1. This
summation must be taken out because it has already been pre-gathered by
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patch j in its last shooting. Notice that if patch j has not been selected to
shoot after the last shooting of patch i then this summation is zero.
Apart from the subtleties discussed above, the main idea of our algorithm
is clear. First, the algorithm should gather the majority of the unshot light
energy from the environment. Second, the algorithm should avoid the repeated
count of the light energy interactions. By sacrificing only the increased unshot
radiosity in the iterations of the current interval, we have realized both points
efficiently. The total storage of T
ki
is O kn. It depends on the value of the
gathering-shooting interval, , and the number of the total iterations. In
practice, k is usually a very small integer and the space complexity is linear to
the number of patches in the environment.
4.4 Positive Overshooting Iteration
Feda and Purgathofer [26] has presented an overshooting radiosity method
in which a certain amount of light energy is overshot in each iteration. The
idea is that the light energy received from other patches in later iterations will
tend to cancel this extra amount of the overshot radiosity. In their algorithm,
the ambient term [15] is used to estimate the overshooting parameter. The
iteration may be described by the following pseudo-code:
/* initialization */
select shooting patch i ;
estimate overshooting parameter B
i
;
compute one row of form factors F
ij
;
/* shooting */
for each patch j :
tmp  
j
 B
i
B

i
F
ij
A
i
A
j
;
B
j
 B
j
 tmp ;
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Bj
 B
j
 tmp ;
B
i
 B

i
;
The code is simple and clear. With the cost of not updating the shooting
patch itself, the algorithm strictly maintains a O n space complexity. In prac-
tice, this should be quite an attractive feature. Clearly, the estimation of the
overshooting parameter, B
i
, is the crucial step in this algorithm. Since the
ambient term is a very rough overall estimation for the entire environment,
large overestimations may occur to some patches causing oscillations of nega-
tive energy shootings in later iterations. On the other hand, underestimations
may occur to other patches causing less efficient regular positive shootings.
The difficulty is that it is hard to determine when to start the negative shoot-
ings, in other words, to predict if the current negative unshot patch radiosity
can be canceled in later iterations.
It should be noted that the iterative process may diverge if the maximum
absolute unshot light energy is used as the criteria for shooting patch selection.
This can be shown by a simple example. Suppose patch i holds the negative
but maximum absolute unshot radiosity, B
i
, in the environment and is se-
lected as the next shooting patch. Then we compute form factors and ambient
term to estimate the overshooting parameter, B
i
. The problem comes when
the estimated overshooting parameter is positive but has the same absolute
value of its negative unshot radiosity. According to the above pseudo-code, the
radiosity update for every patch in the current iteration is zero and patch i
will be selected again in the next iteration, and so on. The iteration diverges.
Notice that even if the two values do not exactly sum to zero, as is likely in
practice, the iteration may still oscillate depending on how close the two terms
are.
We believe that the gathering and shooting summation (4.6) should be a
better estimation for the overshooting parameter. First, it is a more accurate
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estimation since the overshooting parameter will be computed based on the
light energy interaction between the current shooting patch and the rest of the
patches in the environment. Second, no negative shooting will ever happen
since the negative light energy comes from the pre-shootings of the rest of the
patches. Notice that the shooting patch itself is not updated in the current
iteration. Therefore, the negative energy is guaranteed to be canceled in
later iterations. Consequently, we can ignore all the negative patches before
they become positive. We refer this radiosity iterative solution the positive
overshooting method.
More precisely, having selected the shooting patch i that holds the maxi-
mum positive unshot light energy in the environment, we use
B

i
 
i
n
X
j1
B
 
j
F
ij
 4 9
where
B
 
j

 




B
j
if B
j
 0
0 otherwise
 4 10
as the overshooting parameter.
It is interesting to note that this algorithm is quite similar to the gathering
and shooting iteration we have described in the previous section except that in
this algorithm the shooting patch never updates itself (recall the Gauss-Seidel
iteration). However, it is a strict O n algorithm in terms of memory usage.
4.5 Results
The two overrelaxation progressive refinement radiosity algorithms described
in this chapter have been implemented in C on a Silicon Graphics Indigo
workstation. The form factors are analytically computed [7] and the vertex
radiosity are progressively refined with the adaptive patch-element subdivi-
sion technique [61]. The final converged solutions are used as the references
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to measure the accuracy of the intermediate iterative solutions for our test
environments.
Figure 4.4 depicts a test environment. It is initially discretized into 1,080
patches and further subdivided into 25,536 elements in the final converged
solution. The hemi-cube resolution is set to 200200. Figure 4.5 shows the
convergence behavior of the conventional shooting iteration in terms of the
sorted patch vertex radiosity accuracy. Figure 4.6 shows the performance of
the gathering and shooting iteration. In Figure 4.6(a), the gathering-shooting
interval, , is set to 100 iterations. In Figure 4.6(b), with a convergence be-
havior curve of the conventional shooting iteration as reference, we compare
the convergence accuracies in terms of different gathering-shooting intervals
ranging from 20 to 500 after 2,000 gathering and shooting iterations. Fig-
ure 4.7 illustrates the performances of the ambient overshooting iteration and
the positive overshooting iteration, respectively.
Figure 4.8 depicts another test environment. It is initially discretized into
1,892 patches and further subdivided into 36,419 elements in the final con-
verged solution. The hemi-cube resolution is set to 400400. Figure 4.9 shows
the convergence behavior of the conventional shooting iteration in terms of the
sorted patch vertex radiosity accuracy. Figure 4.10 shows the performance of
the gathering and shooting iteration. In Figure 4.10(a), the gathering-shooting
interval, , is set to 100 iterations. In Figure 4.10(b), with a convergence be-
havior curve of the conventional shooting iteration as reference, we compare
the convergence accuracies in terms of different gathering-shooting intervals
ranging from 20 to 1,000 after 3,600 gathering and shooting iterations. Fig-
ure 4.11 illustrates the performances of the ambient overshooting iteration
and the positive overshooting iteration, respectively.
In above convergence graphs, the vertical axis shows the ratio of the in-
termediate and converged radiosity. The horizontal axis shows all the patch
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Figure 4.4: The first test environment.
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Figure 4.5: Conventional shooting method.
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Figure 4.6: Gathering and shooting method.
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Figure 4.7: Overshooting methods.
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Figure 4.8: The second test environment.
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Figure 4.9: Conventional shooting method.
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Figure 4.10: Gathering and shooting method.
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Figure 4.11: Overshooting methods.
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38 100 200 400 800 2000 5000
conventional shooting 1.0 3.2 6.5 12.9 26.1 63.3 155.7
gathering and shooting 1.0 3.2 6.7 13.0 25.6 58.7
positive overshooting 1.0 3.2 6.6 12.9 25.2 57.8
Table 4.2: The computing time statistics for the first test environment (unit:
minute).
41 100 200 400 800 2000 3600 10000
conventional shooting 1.7 4.3 8.8 17.2 34.9 83.0 141.9 366.2
gathering and shooting 1.7 4.4 9.2 18.0 35.7 79.6 135.1
positive overshooting 1.7 4.4 9.2 17.9 35.3 78.7 133.7
Table 4.3: The computing time statistics for the second test environment (unit:
minute).
vertices sorted in increasing ratio (thus the curves are all monotonically non-
decreasing). The curve family represents the increasing accuracy of the algo-
rithm as the number of iterations (as labeled on each curve) increases.
Table 4.2 and Table 4.3 show the computing time statistics of the conven-
tional shooting, gathering and shooting, and positive overshooting iterations
for the two test environments. It is interesting to observe that a conventional
shooting iteration even takes more time than that of a gathering and shooting
iteration or a positive overshooting iteration in later iterations. It actually
quite makes sense since the form factor computation usually dominates the
entire computation and the conventional shooting iteration tends to be occu-
pied by those global patches which often overlook the entire environment and
thus leads to more hemi-cube patch projections.
In our experiments, we choose the following condition as the termination
criteria for the final convergence:
n
X
i1
jB
i
A
i
j    4 11
whereB
i
is the unshot radiosity and A
i
is the area of patch i. In other words,
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the iteration process terminates when the total unshot light energy in the
environment is less than a predefined threshold .
In our two test environments, we note that it takes about twice as many
iterations as the number of patches in the environment for both the gathering
and shooting iteration and the positive overshooting iteration to reach a con-
verged radiosity solution. This is certainly environment dependent. Further
experience and mathematical analysis are needed for a more thorough under-
standing of the refinement processes of the two overrelaxation algorithms.
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Chapter 5
Bernstein Polynomial Solution
The representation of radiance and reflectance functions on the unit sphere
is essential in radiative transfer problems [47]. Available techniques include
spherical harmonics, geodesic subdivision, spherical wavelets, and spherical
monomials.
In this chapter, we shall propose using the piecewise spherical Bernstein
basis functions over a geodesic triangulation to represent the radiance func-
tion. The representation is intrinsic to the unit sphere, and can be efficiently
stored, evaluated, and subdivided by the numerically stable de Casteljau al-
gorithm. The computation of other fundamental radiometric quantities such
as vector irradiance and reflected radiance can be reduced to the integration
of the piecewise Bernstein basis functions on the unit sphere. The key result
is a novel geometric integration algorithm based on adaptive domain subdivi-
sion for the Bernstein-Be´zier polynomials over a geodesic triangle on the unit
sphere.
5.1 Spherical Representations
The spherical harmonics [44] are the products of associated Legendre func-
tions with periodic trigonometric functions. Since they form an orthonormal
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basis in the Hilbert space over the unit sphere, it is often convenient to use
them to describe and manipulate direction-dependent functions. In computer
graphics, spherical harmonics have been used to represent bidirectional re-
flectance distribution functions (BRDFs) [12, 62], incident radiance functions
[12], reflected radiance functions [55], and scattering radiance functions in
volume densities [40].
Because the basis functions are globally supported over the entire unit
sphere, the spherical harmonic representation is often prone to the Gibbs phe-
nomenon [56, p. 272], especially for discontinuous and highly directional func-
tions. In addition, since BRDFs and reflected radiance functions are usually
defined on the hemisphere, the overshoots and oscillations may be worsened
along the equator, although the symmetry in the basis functions can be clev-
erly exploited to a certain extent [62]. When spherical harmonics are used
to describe incident radiance functions, the situation may be even worse. By
analogy with the radiosity method, it is like using a single element for the
whole environment. Except for simple and special cases, we know that the re-
sults will be largely undesirable. It is also noted that the spherical harmonic
representation is not intrinsic; in other words, it is coordinate-dependent.
A different approach is to use discrete data structures rather than smooth
basis functions. Recently, a hierarchical geodesic sphere construction with
adaptive subdivision has been proposed to approximate the BRDFs in terms of
reflected and incident flux density ratios [29]. This representation tends to be
more compact and accurate but lacks analytical expressions. New techniques,
such as spherical wavelet algorithms [43, 51], may be used to further compress
the data.
A direct motivation of this work is Arvo’s recent paper on irradiance tensors
[5]. Due to the generalized Stokes’ theorem, the key result of the irradiance
tensor paper is a recurrence relation for spherical monomials xiyjzk integrated
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over any measurable region on the sphere. For certain geometries such as
polygons, it is shown that the resulting boundary integrals can be expressed
in closed form. This implies that for BRDFs and incident radiance functions
that are polynomials over the sphere, the reflected radiance functions can be
evaluated analytically in polyhedral environments. In particular, when the
integrated functions are defined as the moments about an axis (which form
a special class of spherical polynomials), direct lighting effects such as illu-
mination from directional area sources and view-dependent Phong-like glossy
reflection can be simulated analytically.
In general, however, it is not numerically efficient and stable to represent
an arbitrary spherical function such as an incident radiance function in terms
of spherical polynomials, for two identified reasons. First, like spherical har-
monics, the spherical polynomials are globally supported over the sphere and
the representation is coordinate-dependent. Second, there is an approximate
linear dependence between certain members of the spherical monomial family
fx
i
y
j
z
k
g. If we use the least squares approximation, this approximate linear
dependence implies that the resulting matrix equation will be ill-conditioned
and the round-off errorsmay be amplified significantly. For the simplest mono-
mials xi defined in a line segment, it is known that it is virtually hopeless to
solve the least squares matrix equation for the closest polynomial of degree ten
[57, p. 178]. For the same reason, there may also be difficulties in using the
approximating polynomial representation for computing values of the original
function [20, p. 119].
From a different point of view, if we want to approximate a function at
a point and its immediate neighborhood, by the Taylor expansion f x 
P

i0 x
i
f
 i
 0i!, the set of monomials xi should be a natural choice for ba-
sis functions (power basis). However, if we want to approximate a function
over an interval or a region, instead of using derivatives, we need integrals.
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For efficient approximation, this requires orthogonality or good linear indepen-
dence for basis functions. One choice is to use globally supported orthogonal
bases such as harmonic functions and Legendre polynomials. Another choice
is to sacrifice the orthogonality for basis functions with local support, good
regularity, and strong linear independence. A popular choice in this camp is
the piecewise polynomials. This is the choice that we are going to investigate
in this chapter.
5.2 Bernstein Polynomials
In this section, we shall introduce the Bernstein polynomials over planar and
spherical triangles. In the planar domain, we shall propose using piecewise
Bernstein basis functions and symmetric Gaussian quadrature formulas over
triangular elements for high quality radiosity solution.
5.2.1 Planar Triangle
Let a, b, c be vertices of a nonsingular triangle in plane P in R3. For any point
p inside the triangle, there always exist nonnegative real numbers u, v, w such
that
p  ua vb wc  5 1
and
u v  w  1   5 2
Since triangle abc is nonsingular, by solving the linear system (5.1) and
(5.2) (note that point p is constrained in the plane ofabc), we have
u 
area  pbc
area  abc
 v 
area  apc
area  abc
 w 
area  abp
area  abc
  5 3
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Figure 5.1: Planar barycentric coordinates.
where
area  abc 
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 5 4
is the projected area of abc on the xy plane.
The uniquely defined  u v w are called the barycentric coordinates of point
p with respect to a, b, c [23]; see Figure 5.1. With the geometric interpretation
from the equations in (5.3), it is clear that barycentric coordinates are intrinsic,
i.e., they only depend on the relative position of point p inabc; in other words,
they are coordinate-free or coordinate-independent.
In terms of barycentric coordinates, we may define the Bernstein polyno-
mials of degree n over domainabc
B
n
ijk
 u v w 
n!
i!j!k!
u
i
v
j
w
k
 i j  k  n  5 5
and Bn
ijk
 u v w  0 if any of i, j, k is negative [23]. Notice that they are
bivariate functions because of the identity (5.2). By induction on the degree
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n, it can be shown that Bn
ijk
 u v w are linearly independent. They form a
basis for all polynomials of total degree n that are defined overabc. We list a
few basic and relevant analytical properties of the Bernstein polynomials; for
details and other elegant geometric properties such as de Casteljau algorithm,
degree elevation, subdivision formulas, and continuity conditions, see, e.g.,
[23, 21].
1. Recursion:
B
n
ijk
 u v w  uB
n1
i1jk u v wvB
n1
ij1k u v wwB
n1
ijk1 u v w  5 6
i j  k  n.
2. Partition of unity:
X
ijkn
B
n
ijk
 u v w  1   5 7
3. Differentiation:
D
m
 uv w
B
n
ijk
 u v w 
n!
 nm!
X
rstm
B
m
rst
 u v wB
nm
irjskt
 u v w
 5 8
i j  k  n, where Dm
 uv w
is the mth order directional derivative along
vector  u v w   u2  u1 v2  v1 w2  w1 for two points  u1 v1 w1 and
 u2 v2 w2 in domainabc. Notice that u v  w  0.
4. Integration:
Z
A
B
n
ijk
 u v w dA 
A

n2
2

  5 9
ijk  n, whereA is the area of domainabc. Notice that

n2
2

is the
dimension of Bernstein polynomials over the triangle. This means that
the Bernstein polynomials partition the unity with equal integrals over
the domain; in other words, they are equally weighted as basis functions.
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Figure 5.2: Gaussian quadrature formulas for the triangle.
Bernstein polynomials over triangular domain (Be´zier triangle) are ex-
tremely important in surface design, data fitting and interpolation, and else-
where. It has been shown that numerically they are inherently much more
stable than the monomials [24, 25]. In high quality radiosity solutions, they
should be a natural choice for piecewise basis functions over triangular ele-
ments generated by discontinuity meshing [36, 42] or isolux meshing [4].
To evaluate the kernel projections in the radiosity method, the Gaussian
quadratures [20, p. 302] may be used. They have also been derived for sim-
plexes [33]. The formulas can be made symmetric in barycentric coordinates,
i.e., if a sample point     occurs, so do all its permutations. Figure 5.2 lists
the first few quadrature rules over a triangle of area A,
Z
A
f dA  A
n
X
i1
w
i
f 
i
 
i
 
i
  5 10
where  
i
 
i
 
i
 are the barycentric coordinates of the ith sampling point and
w
i
is the weight associated with it. For higher order formulas, see [19].
60
pO
γ
α
a
c
β
b
a
w = 0
u = 0
v = 0
c
(u,v,w)
(1,0,0)
(0,0,1)
(0,1,0)b p’(u’,v’,w’)
Figure 5.3: Spherical barycentric coordinates.
5.2.2 Spherical Triangle
Let S2 be the unit sphere in R3 with center at the origin, and a, b, c be a
set of linearly independent unit vectors which form a nonsingular geodesic
triangle 	 abc on S2; see Figure 5.3. For any unit vector p that points inside
the spherical triangle, there always exist nonnegative real numbers u, v, w
such that
p  ua vb wc   5 11
Since a, b, c are linearly independent, by solving the linear system (5.11),
we have
u 
det  pb c
det  ab c
 v 
det  ap c
det  ab c
 w 
det  abp
det  ab c
  5 12
where
det  ab c 
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The uniquely defined  u v w are called the spherical barycentric coordi-
nates of spherical point p with respect to a, b, c. They were first introduced by
Mo¨bius in the last century and rediscovered recently by Alfeld et al. [2], from
where we adopt the definitions.
The equations in (5.12) also give a geometric interpretation of the spherical
barycentric coordinates, i.e.,
u 
volume  Ofpb cg
volume  Ofab cg
 v 
volume  Ofap cg
volume  Ofab cg
 w 
volume  Ofabpg
volume  Ofab cg

 5 14
where Ofab cg denotes the (planar) tetrahedron defined by the origin and
spherical points a, b, c. This implies that the definition is intrinsic, i.e., the
spherical barycentric coordinates are invariant under rotation or coordinate-
free.
Notice that, in the planar case the barycentric coordinates interpolate
points in a plane P in R3, but in the spherical case they interpolate points
on the unit sphere S2 in R3 or equivalently interpolate unit vectors in R3.
Although the definitions look similar, S2 is always special. First, from the
equations in (5.12), it is easily seen that the spherical barycentric coordinates
u, v, w are homogeneous linear functions of p. Second, they are linearly in-
dependent (let p be a, b, c respectively in a linear combination of u, v, w).
Third,
u v  w  1  5 15
for any unit vector p that points inside the spherical triangle. This is imme-
diate from the geometric interpretation (5.14). Consequently, the spherical
barycentric coordinates are not barycentric coordinates in the conventional
sense. They do not partition the unity. In fact, it has been proved that such
coordinates (satisfying a basic set of conditions drawn from fundamental prop-
erties of barycentric coordinates in the plane) do not exist on the sphere [11].
Here we clearly see the imprint of S2. Recall that, e.g.,   
  , where ,
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, 
 are three internal angles of a spherical triangle (consider Girard’s formula
for the area of spherical triangle).
Similar to the planar case, in terms of spherical barycentric coordinates,
we may define the spherical Bernstein polynomials of degree n over domain
	 abc
B
n
ijk
 u v w 
n!
i!j!k!
u
i
v
j
w
k
 i j  k  n  5 16
and Bn
ijk
 u v w  0 if any of i, j, k is negative. It is shown in [2, 3] that they
are homogeneous trivariate basis functions and possess virtually all of the
properties of the classical planar Bernstein polynomials, despite the results
in [11]. However, formulas (5.7) and (5.9) are no longer valid. The failure
of partition of unity is because of the inequality (5.15). We shall discuss the
integration over spherical triangles in the next section.
5.3 Radiative Transfer Computations
In this section, we shall propose using the piecewise Bernstein basis functions
over a geodesic triangulation on the unit sphere to represent the radiance
function, and demonstrate that the computation of fundamental radiometric
quantities such as vector irradiance and reflected radiance may be reduced to
the integration of Bernstein basis functions over a spherical triangle.
5.3.1 Radiance Representation
As defined in previous chapter, radiance, denoted by L xp, describes the flow
of radiant flux into a unit projected area at point x   R3 through a unit solid
angle in direction p   S2 [W m2  sr1]. The totality of all values L xp as
p ranges over the unit sphere is called the radiance distribution function at
point x, denoted by L x .
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Radiance is considered the most important radiometric concept because
all other radiometric quantities can be naturally defined and calculated in
terms of it. We propose to represent L x  in terms of piecewise Bernstein
polynomials over a spherical triangulation (a set of geodesic triangles in which
any two of them intersect only at a common vertex or along an edge). Like their
planar counterparts, the spherical Bernstein polynomials can be efficiently
stored, evaluated, differentiated, subdivided, and joined together. We shall
not go into details of various aspects of the representation techniques, e.g.,
interpolation or approximation. For a comprehensive discussion, see [3].
Without loss of generality, we may assume that x is located at the origin
(and thus drop it from L xp) and consider the radiance distribution function
over a single spherical triangle 	 abc,
L p 
X
ijkn
c
ijk
B
n
ijk
 u v w  5 17
where unit vector p points inside the triangle, and c
ijk
are real coefficients of
the Bernstein basis functions. It is also called a spherical Bernstein-Be´zier
polynomial of degree n [2]. Geometrically, the function L pmay be viewed as
a surface over domain	 abc whose radial height is its value.
To evaluate the radiance distribution function at a direction p with spher-
ical barycentric coordinates  u v w, we may use the classical de Casteljau
algorithm [2].
de Casteljau Algorithm.
for i j  k  n :
c
0
ijk
 c
ijk
;
for r  12        n :
for i j  k  n r :
c
r
ijk
 u 
 c
r1
i1jk  v 
 c
r1
ij1k  w 
 c
r1
ijk1 ;
L p  c
n
000 ;
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end
The algorithm is surprisingly simple. Numerically, it is also very efficient
and stable due to the geometric nature of barycentric interpolation. The round-
off error bound grows only linearly with degree n, even though the number of
arithmetic operations grows quadratically [24].
Once again, we emphasize that the radiance representation is intrinsic to
S
2.
5.3.2 Vector Irradiance
As defined in previous chapter, irradiance, denoted by H xn, describes the
flow of radiant flux into a unit area at point x on a real surface with normal n
[W m2]. It follows that
H xn 
Z
S
2
 
 n
L xpn  p d p  5 18
where S2

 n denotes the unit hemisphere defined by n, and  p denotes the
solid angle measure in direction p.
In terms of radiance, we may define vector irradiance at point x on a real
surface with normal n as
H x 
Z
S
2
 
 n
L xpp d p   5 19
In contrast with radiance, vector irradiance gives a measure of the predomi-
nant direction of radiant flux at point x without emphasizing the magnitude
of various component flows. From Equations (5.18) and (5.19), we have
H xn  n H x   5 20
For this reason, the vector integration (5.19) is fundamental in many radiative
transfer problems.
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When the radiance distribution function is represented by Equation (5.17),
with the same assumptions, we have vector irradiance at the origin
H 
Z
A
L pp dA

Z
A
X
ijkn
c
ijk
B
n
ijk
 u v w  ua vb wc dA (5.21)

X
ijkn
c
ijk
Z
A
 uB
n
ijk
 u v wa vB
n
ijk
 u v wb wB
n
ijk
 u v w c dA
where A is the area of domain 	 abc. Since a, b, c are constant unit vectors
and
uB
n
ijk
 u v w 
i 1
n  1
B
n1
i1jk u v w
vB
n
ijk
 u v w 
j  1
n  1
B
n1
ij1k u v w (5.22)
wB
n
ijk
 u v w 
k  1
n  1
B
n1
ijk1 u v w
the evaluation of vector irradiance H may be reduced to the integration of
Bernstein basis functions over a spherical triangle.
5.3.3 Reflected Radiance
Consider a surface point located at the origin with normal n. Let L p in
Equation (5.17) be the radiance distribution function over a spherical triangle
	 abc. Then the reflected radiance at the surface point in the direction qmay
be expressed as
L q 
Z
A
f
r
 p qL pn  p dA (5.23)

Z
A
f
r
 p q
X
ijkn
c
ijk
B
n
ijk
 u v w  n  au  n  bv  n  cw dA
where f
r
denotes the bidirectional reflectance distribution function. Clearly, if
f
r
 p q is represented as a polynomial of u, v, w then the reflected radiance
L q may also be reduced to the integration of Bernstein basis functions over
a spherical triangle.
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For instance, when the reflectance admits the Phong distribution [46], i.e.,
f
r
 p q   v  p
n
  v  au v  bv  v  cw
n (5.24)

X
ijkn
 v  a
i
 v  b
j
 v  c
k
B
n
ijk
 u v w
where v   2nnT  Iq is the mirror reflection of vector q with respect to
surface normal n, we see that it is a Bernstein-Be´zier polynomial. For energy
conservation, the above distribution should be normalized by constant 2 n
2 [5].
Unfortunately, as noted in [3], integrating spherical polynomials is consid-
erablymore difficult than that in the planar case and a simple explicit formula
like (5.9) does not seem to exist. In general, the integrals of spherical Bern-
stein polynomials depend on not only the shape of the spherical triangle but
the individual basis functions as well. Recurrence relations, however, may
probably exist. We have found them for the circular Bernstein polynomials
[1]; though in two dimensions, the formulas are already quite complicated. We
decide to give up the effort after observing the following:
X
ijkn
Z
A
B
n
ijk
 u v w dA 
Z
A
 u v  w
n
dA   5 25
Because of the inequality (5.15), the integrals of the basis functions diverge
as n increases. Also note that u, v, w are not bounded (they approach infinity
as planar triangle abc gets close to the origin). Numerically, these are not
encouraging signs for an effective integration scheme.
In [3], a brute-force method has been suggested, i.e., first projecting the
spherical polynomials from	 abc onto abc and then using standard numer-
ical integration techniques for the planar triangle.
In the next section, we shall seek a geometric integration approach that is
compatible with the spherical barycentric coordinate system.
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5.4 Spherical Integration
In the previous section, we have noticed that the integrals of spherical Bern-
stein basis functions diverge as degree n increases. By the nature of the
radiance distribution function and Bernstein polynomials, however, integrals
such as
Z
A
L p dA 
Z
A
X
ijkn
c
ijk
B
n
ijk
 u v w dA  5 26
should converge as n goes to infinity. The value of above integral is called the
scalar irradiance (denoted by h x [W m2]) [47, p. 39]. Divided by the speed
of light, it describes the radiant energy per unit volume at point x, called the
radiant energy density (denoted by u x [J m3]) [47, p. 39].
The same argument goes for vector irradiance, reflected radiance, and other
physically meaningful integrals. This leads us to investigate an integration
algorithm that directly applies to the spherical Bernstein-Be´zier polynomials
rather than individual Bernstein basis functions. That is, we consider using
the coefficients c
ijk
to control and stabilize the integration.
We begin with barycentric domain subdivision [9, I, p. 82]. The barycentric
subdivision of a planar triangleabc is a set of six triangles having one vertex
at the center  a  b  c3 and opposite sides equal to each line segment in
the barycentric subdivisions of edges ab, bc, ca. We may iterate the process
and generate a hexatree of triangles; for the first three levels, see Figure 5.4.
Intuitively, the maximum diameter of all triangles approaches zero as the level
of hexatree increases.
Similarly, we may define barycentric subdivision of a spherical triangle.
For a nonsingular spherical triangle 	 abc, we may use
a b c
ka b ck
 5 27
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level 1 level 2
level 0
Figure 5.4: Planar barycentric subdivision.
for the center vertex and
a  b
ka  bk

b  c
kb ck

c a
kc ak
 5 28
for three additional middle vertices at the edges. Here k  k denotes the Eu-
clidean norm in R3. Figure 5.5 shows a second level barycentric subdivision of
a spherical triangle.
Next, we decompose the spherical Bernstein-Be´zier polynomial in accor-
dance with the subdivided domains. It turns out to be surprisingly simple due
to the classical subdivision theorem [2].
Subdivision Theorem. Suppose
P
ijkn
c
ijk
B
n
ijk
 u v w is a spherical
Bernstein-Be´zier polynomial over domain 	 abc, and cr
ijk
 r  01        n are
the intermediate de Casteljau coefficients with respect to a point v lying in the
spherical triangle. Then, for any spherical point p  ua vbwc   	 abc, we
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Figure 5.5: Spherical barycentric subdivision.
have
X
ijkn
c
ijk
B
n
ijk
 u v w 
 








P
ijkn
c
i
0jkB
n
ijk
 u
 
 v
 
 w
 
 p   	 vbc
P
ijkn
c
j
i0kB
n
ijk
 u
 
 v
 
 w
 
 p   	 avc
P
ijkn
c
k
ij0B
n
ijk
 u
 
 v
 
 w
 
 p   	 abv 
 5 29
The implication of above theorem to barycentric subdivision is obvious. We
may proceed with the basis function decomposition in two steps, first using
the center vertex and then the three additional edge vertices. It is noted
that the three decompositions in the second step with respect to edge vertices
are degenerate cases of the subdivision theorem. One circular Bernstein-
Be´zier polynomial [1] is generated in each decomposition. They can be simply
discarded.
Based on the hierarchical barycentric subdivision, we may iterate the de-
composition process and generate a hexatree of spherical Bernstein-Be´zier
polynomials. Intuitively, as the level of hexatree increases, a
l
b
l
c
l
tends to
	 a
l
b
l
c
l
(where l indexes the leaf triangles) with the maximum diameter of
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all triangles approaching zero. At the same time, the barycentric coordinates
 u
l
 p v
l
 p w
l
 p with respect to 	 a
l
b
l
c
l
approach  u 
l
 p
 
 v
 
l
 p
 
 w
 
l
 p
 
 with
respect toa
l
b
l
c
l
, where p    a
l
b
l
c
l
is the radial projection of spherical point
p   	 a
l
b
l
c
l
; see Figure 5.3. The proof is straightforward with the help of
geometric interpretations (5.3) and (5.14).
It follows that for a sufficiently small spherical triangle 	 a
l
b
l
c
l
, we can
approximate the spherical Bernstein-Be´zier polynomial by its planar counter-
part; from Equation (5.9),
Z
A
l
X
ijkn
c
ijk
B
n
ijk
 u v w dA
l
 

A
l

n2
2

X
ijkn
c
ijk
  5 30
where A
l
is the area of	 a
l
b
l
c
l
.
By the Taylor expansion, the relative error lr of approximation (5.30) is in
the order of
n 
u
l
 u
 
l
u
l

v
l
 v
 
l
v
l

w
l
 w
 
l
w
l
  5 31
which retains its maximum value along vector a
l
 b
l
 c
l
, in view of the
geometric interpretations (5.3) and (5.14). This leads to a global relative error
measure r which may be used as the terminating condition for the integration
algorithm:
max
l
n 1
ka
l
 b
l
 c
l
k
3
  5 32
or equivalently,
max
l
n 
2
a
l

2
b
l

2
c
l
  5 33
where 
a
l
, 
b
l
, 
c
l
are angles between vector a
l
 b
l
 c
l
and vectors a
l
, b
l
, c
l
,
respectively. The relative error r does not depend on cijk while the absolute
error a clearly does. Also notice that the degree of basis functions and the
area of domain triangle are reciprocal for a constant relative error measure.
This is consistent with the observation (5.25).
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The area of a spherical triangle can be obtained by Girard’s formula [9, II,
p. 278]
    
    5 34
and the fundamental formulas of spherical trigonometry (spherical cosine
laws) [9, II, p. 286]
cos a  cos b cos c sin b sin c cos
cos b  cos c cos a sin c sin a cos  (5.35)
cos c  cos a cos b sin a sin b cos 

where , , 
 and a, b, c are displayed in Figure 5.3.
The following is the pseudo-code of the integration algorithm.
Integration Algorithm.
Integral BBP 	 abc
if Termination ab c then
return  
P
ijkn
c
ijk
 
Area 	 abc

n2
2

;
else
Subdivision 	 abc ;
return
P6
i1 Integral BBP 	 aibici ;
end
It is noted that the adaptive domain subdivision implies a simple visibility
determination algorithm [58] if one is desired in the problem.
5.5 Results
As mentioned earlier, to represent an arbitrary spherical function f x y z
such as an incident radiance function in terms of monomials xiyjzk over the
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unit sphere is essentially equivalent to using a single element to represent
the entire environment in the radiosity method. Because the basis func-
tions are globally supported over the unit sphere, the representation tends
to oscillate and overshoot along discontinuities displaying the so called Gibbs
phenomenon.
In our first example, we shall demonstrate this by using the spherical
monomials with the least squares method to approximate incident radiance
functions from a surface patch.
With the representation of monomials in spherical coordinates
 









x  sin  cos
y  sin  sin
z  cos 
 5 36
for 0    , 0    2, we have the inner product of the basis functions
hx
i1
y
j1
z
k1
 x
i2
y
j2
z
k2
i 
Z
S
2
x
i
y
j
z
k
dA

Z 2 
0
Z
 
0
sini  cosi  sinj  sinj  cosk  sin  dd

Z
 
0
sinij1  cosk  d
Z 2 
0
sinj  cosi d (5.37)
in which we denote i  i1  i2, j  j1  j2, k  k1  k2. It follows that the
elements of the least squares matrix can be reduced to the integrals of the
type
Z
sinm t cosn t dt  mn  0  5 38
which may be evaluated by the following recurrence formulas
Z
sinm t cosn t dt 
sinm1 t cosn1 t
m n

n 1
m n
Z
sinm t cosn2 t dt  m n  0
 5 39
Z
sinm t cosn t dt  
sinm1 t cosn1 t
m n

m 1
m n
Z
sinm2 t cosn t dt  mn  0
 5 40
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with initial conditions
Z
dt  t
Z
cos t dt  sin t
Z
sin t dt  cos t
Z
sin t cos t dt 
sin2 t
2
   5 41
The inner product
hf x y z x
i
y
j
z
k
i  5 42
in general, has to be computed numerically, e.g., by using the Gaussian quadra-
ture method.
The dimension of thematrix (the dimension of the sphericalmonomial basis
functions fxiyjzkg of degree n) is the summation
n
X
l0

l  2
2

   5 43
Figure 5.6 shows a series of examples of spherical monomial approximation
of function
f   
 




1       3 
2 
3  0
 
4 
0 otherwise
 5 44
which can be viewed as an incident radiance function from an ambient source.
In each column, below the three dimensional object are the cross section at
 
 
2 and its corresponding error curve. We see that the graph of the sum of
the monomials approximates to the graph of f  , the greater the degree n
the closer being the approximation. It oscillates faster and faster, but does not
go to zero outside the nonzero support of the function. Additionally, although
they are getting proportionally thinner, the spikes at the discontinuities in the
error curve preserve as the degree n increases.
Figure 5.7 shows a similar example with      11 24 
13 
24   0
 
16 . The
nonzero support of the function subtends a solid angle of  8 cos
11 
24 which is
about 0.4% of the unit sphere (in the previous example, the subtended solid
angle is  4 , or
1
16 of the unit sphere). It can be viewed as an incident radiance
function from a spot light. This example indicates that as the nonzero support
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Figure 5.6: Spherical monomial approximations of function f    1 for
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of the function shrinks, the degree of monomials has to be raised accordingly
to meet the error bound.
Notice that if these functions are represented by the spherical Bernstein
basis functions, we only need a single constant (degree 0). In addition, the
representation is coordinate-independent. For the spherical monomial, this is
also not the case. Even if the incident radiance function is rotated by a small
angle, the entire coefficients have to be recalculated since the projections of
the function onto the monomial basis (5.42) will not be the same and have to
be reintegrated.
Lastly, we remark that the sharp discontinuity in the incident radiance
functions displayed in the above examples are not pathological but rather
typical in environments with occlusions (also directional illumination and re-
flection).
In our next example, we demonstrate a series of Phong reflections with
the Lambertian sources by using the integration algorithm developed in the
previous section; see Figure 5.8. The algorithm has been implemented in C on
a Silicon Graphics Indigo workstation. For the example, the maximum depth
of the adaptive domain subdivision is set to 12. There are 16 triangles in the
environment. The computing times range from a couple of minutes for the
Phong reflection index n  1, to about 12 hours for n  64. Although more
potential sources can be discarded early in the integration process for higher
degree glossy reflections, the de Casteljau algorithm is inherently of quadratic
complexity in terms of the degree of Bernstein-Be´zier polynomials.
Two final remarks.
First, for its conceptual simplicity we have used the barycentric subdivi-
sion to illustrate the integration algorithm. It should be noted that the corner
angles are repeatedly subdivided in each level of the barycentric subdivision;
see Figure 5.5. This is not desirable in practice. For our example, we choose
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to using the binary subdivision scheme in accordance with the largest angle
for its simplicity and efficiency; see Figure 5.9. Another attractive choice is
the symmetric quadruple subdivision [28, 27]; see Figure 5.10. In our imple-
mentation, we find that the binary subdivision method, though asymmetrical,
is faster.
Second, because the approximating planar triangles are inscribed about
the unit sphere, the integral computed in above algorithm increases mono-
tonically. Richardson extrapolation [20, p. 269] may be used to accelerate the
convergence.
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n  1 n  4
n  16 n  64
Figure 5.8: An example of Phong reflections with Lambertian sources.
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Figure 5.9: Spherical binary subdivision.
Figure 5.10: Spherical quadruple subdivision.
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Chapter 6
Conclusions
In this thesis, we have investigated the computational methods for both dif-
fuse and general reflections in realistic image synthesis and proposed two
new approaches: the overrelaxation solution and the Bernstein polynomial
solution.
For diffuse reflection, we have conducted a qualitative and quantitative
study of the convergence behavior of the conventional progressive refinement
radiosity method. According to our experimental results, we have made the
following two observations.
First, although the refinement procedure, in general, converges quickly in
the first few iterations, further improvement may dramatically slow down.
The visual and statistical differences between solutions in different iteration
stages and the final converged solution are evident. Particularly, those of
the detailed illumination effects, such as surface-to-surface color bleeding and
shading in shadow areas, usually appear in later iteration stages.
Second, in the refinement procedure, the order and magnitude of the light
energy contribution of each individual patch to the global illumination in the
environment can vary significantly. Accordingly, the environment patches can
be roughly divided into three categories: the light patches, the global patches,
and the local patches, depending on their emissions, sizes, reflectivities, and
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locations. Those global patches which are often relatively large and have a
wide spectrum distribution, in general, not only can shoot more light energy to
the environment but also can gather more light energy from the environment
than those of local patches which are often relatively small and have a narrow
spectrum distribution. As a result, it is not unusual that some global patches
are processed quite a few times while some local patches still have not yet
gotten a chance.
Our goal is to accelerate the convergence of the progressive refinement
iterative process. Our solution is a new iterative structure: gathering and
shooting. The idea is try to process as much unshot light energy as we could in
each iteration step so as to postpone the next shooting of the current patch as
long as possible. At the same time, by doing so, we have increased the relative
priorities of other patches in the waiting queue, especially those local patches.
Particularly, we have presented two overrelaxation algorithms, namely the
gathering and shooting solution and the positive overshooting solution.
The conventional shooting method is modified to make the optimal use of
the visibility information computed in each iteration: the light energy is first
gathered from all visible patches to the shooting patch and then immediately
shot back to the environment together with the previously accumulated un-
shot light energy. As a result, with little additional computation and memory
usage comparing to the conventional progressive refinement radiositymethod,
a drastic performance increase has been achieved. This new gathering and
shooting overrelaxation structure greatly extends the capability of the radios-
ity method in accurate and efficient simulation of the global illuminations of
complex environments.
For general reflection, we have proposed using the piecewise Bernstein ba-
sis functions to obtain an intrinsic radiance distribution representation. Under
the representation, the computation of vector irradiance and reflected radiance
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may be reduced to the integration of the Bernstein-Be´zier polynomials over
a geodesic triangle on the unit sphere. We have presented a simple and effi-
cient algorithm by adaptive domain subdivision for this spherical integration.
Due to the geometric nature of the de Casteljau algorithm, the evaluation and
integration of the radiance function are numerically stable.
In particular, we have shown that the Phong distribution is a spherical
Bernstein-Be´zier polynomial. With simple examples, we have also demon-
strated certain numerical inefficiency and instability of spherical monomials
in representing an arbitrary spherical function such as an incident radiance
function especially with sharp discontinuities.
For possible future works, the generalization of barycentric coordinates and
basic theory of the Bernstein polynomials to higher dimension is immediate
[21]. It is therefore natural to investigate the application to radiosity method
in the presence of a participating medium [48].
The similar extension also looks promising for the overrelaxation method.
Although the radiative transfer equation is now in integro-differential form,
we believe that the basic iteration structure should work for both particle
scattering and surface reflection.
For high quality radiosity solutions, together with the symmetric Gaus-
sian quadrature formulas, it seems that the planar Bernstein polynomials are
also an attractive choice as piecewise basis functions for triangular elements
generated by discontinuity meshing [36, 42] or isolux meshing [4].
Another interesting problem for future research is the design of wavelet
algorithms for the spherical Bernstein polynomials. The taskmay be benefited
from the integration algorithm presented in this thesis.
At the end of the thesis, we remark that there is yet another possible inte-
gration scheme: first transform the Bernstein basis functions to the monomial
form and use the analytical technique developed in [5]. The transformation
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formula is as simple as one could imagine:
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We should quickly point out that the resulted monomial representation is
only meaningful inside the domain 	 abc. For a detailed discussion of basis
transformations, see, e.g., [37, p. 438].
It is interesting to notice that although the monomial approximation is
prone to oscillate and overshoot, the integral usually converges. This is be-
cause the oscillations tend to cancel themselves out as degree n gets large. A
simple though extreme example is the Fourier series expansion of the Dirac
delta function (2.16), (2.17), and (2.18),
f
k
 x 
1
2

1

 cos x cos 2x     cos kx  6 2
see Figure 6.1. Despite the oscillations, for every k we always have
Z
 
 
f
k
 x dx  1  6 3
satisfying Equation (2.17).
This leads us to conjecture that the spherical monomial representation may
be more stable and efficient for the integration purposes in view of its closed
form solution. On the other hand, the spherical Bernstein basis functions may
be more accurate and efficient for the evaluation of functions. We know that
both operations are indispensable for radiance computations in realistic image
synthesis. This should be an interesting problem for the future research.
88
-1
0
1
2
3
4
5
-3 -2 -1 0 1 2 3
x
Figure 6.1: The Fourier series expansion of the Dirac delta function (k  16).
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