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We discuss several enumerative results for irreducible polynomi-
als of a given degree and pairs of relatively prime polynomials of
given degrees in several variables over ﬁnite ﬁelds. Two notions
of degree, the total degree and the vector degree, are considered.
We show that the number of irreducibles can be computed recur-
sively by degree and that the number of relatively prime pairs can
be expressed in terms of the number of irreducibles. We also ob-
tain asymptotic formulas for the number of irreducibles and the
number of relatively prime pairs. The asymptotic formulas for the
number of irreducibles generalize and improve several previous re-
sults by Carlitz, Cohen and Bodin.
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1. Introduction
Let Fq be the ﬁnite ﬁeld with q elements. In this paper we consider two problems:
Problem 1. Count the number of irreducible polynomials of a given degree in Fq[x1, . . . , xk].
Problem 2. Count the number of pairs of relatively prime polynomials of given degrees in
Fq[x1, . . . , xk].
When k = 1, both problems have been solved. The following formula for the number I(m) of monic
irreducible polynomials of degree m in Fq[x] is well known (see [14]):
I(m) = 1
m
∑
d|m
μ(d)qm/d. (1)
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the binary ﬁeld F2 with greatest common divisor ( f , g) = 1 is the same as the number of pairs of
polynomials of degree m in which ( f , g) = 1. The authors also asked for a “nice simple bijection
that proves this result.” In [15] a bijection using “resultant matrices” is found. More recently in [3],
using the Euclidean Algorithm, the authors exhibit a more natural bijection between pairs of binary
polynomials f (x) and g(x) of degree m with the greatest common divisor ( f , g) = 1 and pairs of
polynomials of degree m with ( f , g) = 1. In fact, the following result of [3] answers more than the
k = 1 case of Problem 2.
Theorem 1.1. (See [3, Corollary 5].) Let (0, . . . ,0) = (d1, . . . ,ds) ∈ Ns and let f i(x) ∈ Fq[x] be a randomly
chosen polynomial of degree di . Then the probability that gcd( f1, . . . , f s) = 1 is 1− 1qs−1 .
When k  2, the situation for both problems is quite different. First of all, there are no known
closed formulas for the numbers in the two problems. Formula (1) depends on the fact that the
polynomial xq
m − x is the product of all monic irreducible polynomials over Fq of degree d where d
divides m; see Theorem 3.20 of [14]. Unfortunately, there is no known analogous result for polynomi-
als in two or more variables.
Before we proceed, it should be pointed out that in Fq[x1, . . . , xk] with k 2, there are two notions
of degree. Let 0 = f (x1, . . . , xk) ∈ Fq[x1, . . . , xk]. The total degree of f , denoted by deg f , is the degree
of the polynomial f (tx1, . . . , txk) in t over Fq[x1, . . . , xk]. The vector degree of f , denoted by Deg f ,
is the k-tuple (degx1 f , . . . ,degxk f ). Thus each of the above two problems has a total degree version
and a vector degree version; treatments of the two versions are not entirely the same.
Carlitz [7] studied Problem 1 with total degree and obtained an asymptotic formula for the number
of irreducible f ∈ Fq[x1, . . . , xk] with deg f = m as m → ∞. Recently, Bodin [4] improved Carlitz’s
result by providing the next term in Carlitz’s asymptotic formula. Paper [4] also gives a recursive
formula for computing the number of irreducible f ∈ Fq[x1, . . . , xk] with deg f = m. The study of
Problem 1 with vector degree started with Carlitz [8] in which he obtained asymptotic results for the
number of irreducible f ∈ Fq[x1, x2] with Deg f = (m1,m2). This was later generalized to an arbitrary
number ( 2) of variables by Cohen [9]; for Cohen’s further work on the topic, see [10,11].
There is a fundamental difference between irreducible polynomials in one variable and those in
several variables. When k = 1, as m → ∞, almost all polynomials of degree m are reducible; this
follows easily from (1). However, when k 2, as m → ∞, almost all polynomials of total degree m are
irreducible; see [4, Theorem 7] or Theorem 2.2 of the present paper. When k  2 and m1, . . . ,mk−2
are ﬁxed, as mk−1,mk → ∞, almost all polynomials of degree (m1, . . . ,mk) are irreducible; see [9,
Theorem 1] and Theorem 5.4 of the present paper.
Problem 2 with k  2 was the initial motivation for our work. We want to see to what extent an
analogous kind of result on the number relatively prime pairs might hold in several variables. The only
published result we are aware of is Corollary 12 of [11]. It states that the proportion of the relative
prime pairs of polynomials of degree (m1, . . . ,mk) tends to 1− q1−2(m1+1)···(mk−1+1) as mk → ∞ (with
m1, . . . ,mk−1 ﬁxed). We will consider pairs of polynomials in several variables not necessarily of the
same degree. We ﬁnd that unlike the one variable case, almost all pairs of polynomials in several
variables are relatively prime.
We now introduce some basic notation. Let Nk = Fq[x1, . . . , xk]/∼, where f ∼ g if f = cg for
some c ∈ F×q . Elements in Nk are normalized polynomials in k variables which correspond to monic
polynomials in one variable. For m,n ∈ N and m = (m1, . . . ,mk), n = (n1, . . . ,nk) ∈ Nk , let
Nk(m) = { f ∈ Nk: deg f =m}, Nk(m) =
∣∣Nk(m)∣∣,
Nk(m) = { f ∈ Nk: Deg f = m}, Nk(m) =
∣∣Nk(m)∣∣,
Ik(m) =
∣∣{ f ∈ Nk(m): f is irreducible}∣∣, Ik(m) = ∣∣Ik(m)∣∣,
Ik(m) =
∣∣{ f ∈ Nk(m): f is irreducible}∣∣, Ik(m) = ∣∣Ik(m)∣∣,
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∣∣{( f , g) ∈ Nk(m) × Nk(n): gcd( f , g) = 1}∣∣,
Pk(m;n) =
∣∣{( f , g) ∈ Nk(m) × Nk(n): gcd( f , g) = 1}∣∣.
We next summarize the contributions of the current paper. A recursive formula for Ik(m) has been
given in [4]. We show that a similar formula holds for Ik(m). (In fact, the recursive formula works
for any grading of Fq[x1, . . . , xk] by a partially ordered monoid; see [5, Chapter II, §11.2]. For example,
one can grade Fq[x1, . . . , xk] by total degrees on several subsets of {x1, . . . , xk}.) We provide formulas
for Pk(m;n) in terms of Ik(i) (i min{m,n}) and for Pk(m;n) in terms of Ik(i) (im,n). We obtain
asymptotic formulas for Ik(m), Ik(m), Pk(m;n) and Pk(m;n). The asymptotic formula for Ik(m) (as
m → ∞) is an expansion of Ik(m) with explicit terms and accurate up to O (q(m−t−1+kk )) for any t  0.
The results of [7,4] are special cases of this expansion with one term and two terms, respectively. Our
asymptotic formula for Ik(m) is an improvement of the one in [9].
The paper is organized as follows. Section 2 deals with the total degree version of Problem 1. In
Section 3 we brieﬂy describe an algorithm for computing the gcd of two polynomials in Fq[x1, . . . , xk].
Section 4 is devoted to the total degree version of Problem 2. The vector degree version of both
Problems 1 and 2 is discussed in Section 5. Appendix A contains the deferred proof of Lemma 5.1
which is rather lengthy and technical.
For more calculations and numerical values of the functions Ik(m), Ik(m), Pk(m;n), Pk(m;n), we
refer the reader to [13] which is an extended version of the present paper.
We conclude this section with a quick review of the Möbius inversion formula which is a basic
tool of this paper. We refer the reader to [2] for more details on the subject. Let (X,) be a partially
ordered set such that for all x, y ∈ X , the interval [x, y] = {z ∈ X: x  z  y} is ﬁnite. The Möbius
function of (X,) is the function μ : X × X → Z such that
∑
z∈[x,y]
μ(x, z) =
{
1 if x = y,
0 if x = y.
Let A be an abelian group and let N= : X → A be a function. Fix l,m ∈ X and for x ∈ X deﬁne
N(x) =
∑
y∈[x,m]
N=(y),
N(x) =
∑
y∈[l,x]
N=(y).
Then we have
N=(x) =
∑
y∈[x,m]
μ(x, y)N(y) for all x ∈ X with xm,
and
N=(x) =
∑
y∈[l,x]
μ(y, x)N(y) for all x ∈ X with x l.
If (X,) has a minimum element 1, μ(1, x) is usually denoted by μ(x).
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2.1. Recursive formula for Ik(m)
In this subsection we recall the recursive formula for Ik(m) given in [4]. Let k 1 and m 0. It is
easy to see that
Nk(m) = q(
m+k−1
k )
q(
m+k−1
k−1 ) − 1
q − 1 =
q(
m+k
k ) − q(m+k−1k )
q − 1 .
Unique factorization in Fq[x1, . . . , xk] implies that
∑
1a1+2a2+···+mam=m
(
Ik(1) + a1 − 1
a1
)
· · ·
(
Ik(m) + am − 1
am
)
= Nk(m).
(In the above sum,
(Ik(i)+ai−1
ai
)
is the number of products of ai (not necessarily distinct) elements
from Ik(i).) This allows us to compute Ik(m) recursively. Starting with Ik(0) = 0, we have for m > 0,
Ik(m) = Nk(m) −
∑
1a1+2a2+···+(m−1)am−1=m
(
Ik(1) + a1 − 1
a1
)
· · ·
(
Ik(m − 1) + am−1 − 1
am−1
)
. (2)
It can be shown that Ik(m) is a monic polynomial of degree
(m+k
k
)− 1 in q.
2.2. Asymptotic formula for Ik(m)
Lemma 2.1. Let k 2 and t  0 be ﬁxed integers and also let q be ﬁxed. Then
∑
1a1+2a2+···+(m−t)am−t=m
(
Ik(1) + a1 − 1
a1
)
· · ·
(
Ik(m − t) + am−t − 1
am−t
)
= O (q(m−t+kk )),
where the O concerns only the variable m and the constant in O (q(
m−t+k
k )) depends only on q, k and t.
Proof. Assume m > 3t . Let
F = { f ∈ Nk(m): all irreducible factors of f have degm − t}.
The sum in Lemma 2.1 is |F |. We claim that every f ∈ F can be written as f = f1 f2 with t <
deg f1  m − t . Suppose to the contrary that f ∈ F does not allow such a factorization. Then all
irreducible factors of f have deg t . Hence f has a factor f1 with m2 − t2  deg f1  m2 + t2 . So we
must have m2 − t2  t or m2 + t2 >m − t , both of which are false since m > 3t . So the claim is proved.
Now we have
|F |
∑
t<dm−t
Nk(d)Nk(m − d) 2
∑
tdm
Nk(d)Nk(m − d) 2
∑
tdm
q(
d+k
k )+(m−d+kk ).2 2
308 X.-d. Hou, G.L. Mullen / Finite Fields and Their Applications 15 (2009) 304–331Let cd =
(d+k
k
)+ (m−d+kk ). Then for t < d m2 ,
cd − cd−1 =
(
d + k
k
)
+
(
m − d + k
k
)
−
(
d − 1+ k
k
)
−
(
m − (d − 1) + k
k
)
=
(
d − 1+ k
k − 1
)
−
(
m − d + k
k − 1
)
−1 (since d − 1+ k <m − d + k).
Thus by induction, cd − ct −(d − t). So we have
|F | 2
∑
tdm2
qcd  2
∑
tdm2
qct−(d−t) = 2
∑
tdm2
q(
t+k
k )+(m−t+kk )−(d−t)
= q(m−t+kk ) · 2q(t+kk )
∑
tdm2
q−(d−t) = O (q(m−t+kk )). 
Theorem 2.2. Let k 2 and t  0 be ﬁxed integers and also let q be ﬁxed. Then as m → ∞,
Ik(m) =
t∑
i=0
αi Nk(m − i) + O
(
q(
m−t−1+k
k )
)
, (3)
where the O concerns only the variable m and the sequence αi is given by
{
α0 = 1,
αi = −Nk(i)α0 − · · · − Nk(1)αi−1, i > 0.
Note. The recursive formula for αi in Theorem 2.2 is equivalent to
∞∑
i=0
αi x
i =
( ∞∑
i=0
Nk(i)x
i
)−1
. (4)
From (4) one can derive the following explicit formula for αi :
αi =
∑
1a1+···+iai=i
(a1 + · · · + ai)!
a1! · · ·ai ! (−1)
a1+···+ai Nk(1)a1 · · ·Nk(i)ai , i > 0.
Proof of Theorem 2.2. Use induction on t . By (2) and Lemma 2.1 we have
Ik(m) = Nk(m) + O
(
q(
m−1+k
k )
)
.
So the conclusion holds for t = 0. Now assume t > 0. When m is large, (2) and Lemma 2.1 give
Ik(m) = Nk(m) − Nk(1)Ik(m − 1) − · · · − Nk(t)Ik(m − t)
−
∑
1a1+2a2+···+(m−t−1)am−t−1=m
(
Ik(1) + a1 − 1
a1
)
· · ·
(
Ik(m − t − 1) + am−t−1 − 1
am−t−1
)
= Nk(m) − Nk(1)Ik(m − 1) − · · · − Nk(t)Ik(m − t) + O
(
q(
m−t−1+k
k )
)
.
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Nk(m) − Nk(1)
(
α0Nk(m − 1) + · · · + αt−1Nk(m − t)
)− · · · − Nk(t)α0Nk(m − t) + O (q(m−t−1+kk ))
= Nk(m) − Nk(1)α0Nk(m − 1) − · · · −
(
Nk(t)α0 + · · · + Nk(1)αt−1
)
Nk(m − t) + O
(
q(
m−t−1+k
k )
)
=
t∑
i=0
αi Nk(m − i) + O
(
q(
m−t−1+k
k )
)
. 
When t = 0 and 1 in (3), we obtain the asymptotic formulas in [7,4]. When t = 2, Eq. (3) becomes
Ik(m) = Nk(m) − q(q
k − 1)
q − 1 Nk(m − 1) +
[
q2(qk − 1)2
(q − 1)2 −
qk+1(q 12 k(k+1) − 1)
q − 1
]
Nk(m − 2)
+ O (q(m−3+kk )).
3. An algorithm for calculating GCDs of polynomials in several variables
In one variable, the Euclidean Algorithm can be used to calculate the greatest common divisor of
two polynomials. An analogous algorithm for computing the greatest common divisor of polynomials
in several variables is not so well known. We next describe such an algorithm based on the arith-
metic of the polynomial ring over a unique factorization domain and an induction on the number of
variables. (There is another algorithm for computing the greatest common divisor of polynomials in
several variables using Gröbner bases, see [1, Example 2.3.8].)
Let F be a ﬁeld and let
f (x, y) = f0(y) + · · · + fm(y)xm,
g(x, y) = g0(y) + · · · + gn(y)xn
be two polynomials in F [x, y], where y = (y1, . . . , yk) and fm, gn = 0. To ﬁnd gcdF [x,y]( f , g), we
may assume gcdF [y]( f0, . . . , fm) = 1 and gcdF [y](g0, . . . , gn) = 1, i.e., f , g are primitive polynomials
in (F [y])[x]. Then gcdF [x,y]( f , g) is the gcd of f and g in (F (y))[x] which belongs to (F [y])[x] and is
primitive. Therefore we have the following algorithm.
Let h0 = f , h1 = g and rewrite
hi = h(0)i (y) + h(1)i (y)x+ · · · + h(di)i (y)xdi , i = 0,1,
where h(di)i = 0.
Compute h2,h3, · · · ∈ (F [y])[x] inductively as follows. Switch hi−1 and hi if necessary to make
di  di−1. Compute
hi+1 = h(di)i hi−1 − h(di−1)i−1 xdi−1−di hi
and write the result as
hi+1 = h(0)i+1(y) + h(1)i+1(y)x+ · · · + h(di+1)i+1 (y)xdi+1 .
Note that degx hi is decreasing with respect to i. When it ﬁrst occurs hI+1 = 0, we have hI =
gcd(F (y))[x]( f , g). Hence
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1
gcdF [y](h
(0)
I (y), . . . ,h
(dI )
I (y))
hI (x, y),
where the denominator is the greatest common divisor in k variables. The algorithm proceeds with
induction on the number of variables.
4. The number of relatively prime pairs
4.1. Formula for the number of relatively prime pairs
In this subsection we establish a formula for the number Pk(m;n) of pairs of normalized poly-
nomials in k variables of total degrees m and n over Fq which have greatest common divisor 1. The
formula depends on Ik(d), 1 dmin{m,n}.
Let m,n 0. For h ∈ Nk(d) with dmin{m,n}, let
N=(h) =
∣∣{( f , g) ∈ Nk(m) × Nk(n): gcd( f , g) = h}∣∣,
N(h) =
∣∣{( f , g) ∈ Nk(m) × Nk(n): h | gcd( f , g)}∣∣.
Then
N(h) = Nk(m − d)Nk(n − d). (5)
Since N(h) =∑h|u N=(u), by Möbius inversion we have
Pk(m;n) = N=(1) =
∑
h: 0deghmin{m,n}
μ(h)N(h), (6)
where μ is the Möbius function of the partially ordered set (Nk, | ) and is given by
μ(h) =
{
(−1)s if h is a product of s distict irreducibles,
0 if h is divisible by the square of an irreducible.
By (6) and (5), we have
Pk(m;n) =
∑
0dmin{m,n}
Nk(m − d)Nk(n − d)Ak(d), (7)
where
Ak(d) =
∑
h∈Nk(d)
μ(h).
If h ∈ Nk(d) is such that μ(h) = 0, then h has to be a product of a1 + · · · + ad distinct irreducibles,
ai of which have degree i (1 i  d), for some a1, . . . ,ad ∈ N with 1a1 + 2a2 + · · · + dad = d; in such
case, μ(h) = (−1)a1+···+ad . Therefore
Ak(d) =
∑
1a +2a +···+da =d
(−1)a1+···+ad
(
Ik(1)
a1
)
· · ·
(
Ik(d)
ad
)
. (8)1 2 d
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Nk(m − d)Nk(n − d) = q(
m−d+k−1
k )+(n−d+k−1k ) (q
(m−d+k−1k−1 ) − 1)(q(n−d+k−1k−1 ) − 1)
(q − 1)2 .
In (8), Ik(1), . . . , Ik(d) can be computed inductively by (2) and Ak(d) can be made explicit for small d.
Remark. When k 2, no closed formula for Ak(d) is known. When k = 1, Carlitz [6] determined that
A1(d) =
⎧⎨
⎩
1 if d = 0,
−q if d = 1,
0 if d 2.
(9)
Eqs. (7) and (9) provide yet another quick determination for P1(m;n) (cf. [3,12,15]).
4.2. Asymptotic results
Here we prove some asymptotic results concerning the number Pk(m;n). When k = 1, Theorem 1.1
(with s = 2) states that P1(m;n)N1(m)N1(n) = 1 − 1q . When k  2 the situation is totally different as shown in
the next theorem. What causes this fundamental difference is the fact that almost all polynomials in
one variable are reducible but almost all polynomials in more than one variable are irreducible. We
will use the fact that when k  2, Ik(m)Nk(m) → 1 as m → ∞, which was established in [7] and of course
also follows from Theorem 2.2.
Theorem 4.1. Let k 2. Then
lim
m+n→∞
Pk(m;n)
Nk(m)Nk(n)
= 1.
Proof. Without loss of generality we may assume m n. Then
0 1− Pk(m;n)
Nk(m)Nk(n)
= |{( f , g) ∈ Nk(m) × Nk(n): gcd( f , g) = 1}|
Nk(m)Nk(n)
 |{( f , g) ∈ Nk(m) × Nk(n): f /∈ Ik(m)}| + |{( f , f ) ∈ Nk(m) × Nk(n): f ∈ Ik(m)}|
Nk(m)Nk(n)(∣∣{( f , f ) ∈ Nk(m) × Nk(n): f ∈ Ik(m)}∣∣= 0 if m = n)
 Nk(m) − Ik(m) + 1
Nk(m)
→ 0 as m → ∞. 
For values of P2(m;n) versus N2(m)N2(n) with q = 2 and m,n 5, see Table 1.
Theorem 4.1 can be restated as Pk(m;n) = Nk(m)Nk(n) + o(Nk(m)Nk(n)) as m + n → ∞. The fol-
lowing theorem gives an asymptotic formula for Pk(m;n) up to O (Nk(m− t −1)Nk(n− t −1)) for any
ﬁxed t  0.
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P2(m;n) v.s. N2(m)N2(n), q = 2, m,n 5.
m
∖
n 0 1 2 3 4 5
0 1
1
1 6 30
6 36
2 56 300 2900
56 336 3136
3 960 5424 51624 901560
960 5760 53760 921600
4 31744 184704 1741984 30141936 1002049232
31744 190464 1777664 30474240 1007681536
5 2064384 12195840 114443520 1970999232 65347584672 4255612716000
2064384 12386304 115605504 1981808640 65531805696 4261681299456
In each entry, the top number is P2(m;n); the bottom number is N2(m)N2(n).
Theorem 4.2. Let k 2 and t  0 be ﬁxed integers. Then
Pk(m;n) =
t∑
d=0
Nk(m − d)Nk(n − d)Ak(d) + O
(
Nk(m − t − 1)Nk(n − t − 1)
)
, (10)
where Ak(d) is deﬁned in (8). The constant in the O -term depends only on q,k, t.
Lemma 4.3. Let k  2 and t  0. There exist constants  = (k, t) > 0 and N = N(k, t) > 0 such that when
m + n N and 1 dmin{m,n} − t,
(
m − d + k
k
)
+
(
n − d + k
k
)
+
(
d + t + k
k
)

(
m + k
k
)
+
(
n + k
k
)
−  · (m + n).
Proof. Use induction on k+ t . First assume k = 2. Choose N(2, t) > 0 such that N(2, t) 4(t2 +5t−1)
and assume m + n N(2, t). We have
2
[(
m − d + 2
2
)
+
(
n − d + 2
2
)
+
(
d + t + 2
2
)]
= (m − d + 1)(m − d + 2) + (n − d + 1)(n − d + 2) + (d + t + 1)(d + t + 2)
= (m + 1)(m + 2) − d(2m + 3) + d2 + (n + 1)(n + 2) − d(2n + 3) + d2
+ d2 + d(2t + 3) + (t + 1)(t + 2)
 (m + 1)(m + 2) + (n + 1)(n + 2) − d[2(m + n + 3) − 3d − (2t + 3) − (t + 1)(t + 2)]
= (m + 1)(m + 2) + (n + 1)(n + 2) − d
[
3
2
(m + n) − 3d + 1
2
(m + n) − (t2 + 5t − 1)]
 (m + 1)(m + 2) + (n + 1)(n + 2) − d
[
1
2
(m + n) − (t2 + 5t − 1)]
 (m + 1)(m + 2) + (n + 1)(n + 2) − 1
4
(m + n) (∵m + n 4(t2 + 5t − 1))
= 2
[(
m + 2
2
)
+
(
n + 2
2
)
− 1
8
(m + n)
]
.
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(
m − d + k
k
)
+
(
n − d + k
k
)
+
(
d + k
k
)
=
(
m − d + k − 1
k − 1
)
+
(
n − d + k − 1
k − 1
)
+
(
d + k − 1
k − 1
)
+
(
m − d + k − 1
k
)
+
(
n − d + k − 1
k
)
+
(
d + k − 1
k
)

(
m + k − 1
k − 1
)
+
(
n + k − 1
k − 1
)
− (k − 1,0)(m + n)
+
(
m − d + k − 1
k
)
+
(
n − d + k − 1
k
)
+
(
d + k − 1
k
)
(
since m + n N(k − 1,0), the induction hypothesis applies). (11)
Note that (
n − d + k − 1
k
)
+
(
d + k − 1
k
)

(
n + k − 1
k
)
. (12)
The quickest way to see (12) is to observe that
(n−d+k−1
k
)
, respectively,
(d+k−1
k
)
,
(n+k−1
k
)
, is the number
of ways to “choose k from n − d, respectively, d, n, with repetition.” Thus (11) continues as
(
m − d + k
k
)
+
(
n − d + k
k
)
+
(
d + k
k
)

(
m + k − 1
k − 1
)
+
(
m + k − 1
k
)
+
(
n + k − 1
k − 1
)
+
(
n + k − 1
k
)
− (k − 1,0)(m + n)
=
(
m + k
k
)
+
(
n + k
k
)
− (k − 1,0)(m + n).
Now assume k > 2 and t > 0. Let N(k, t) = max{N(k − 1, t),N(k, t − 1) + 2} and assume m + n 
N(k, t). We have
(
m − d + k
k
)
+
(
n − d + k
k
)
+
(
d + t + k
k
)
=
(
m − d + k − 1
k − 1
)
+
(
n − d + k − 1
k − 1
)
+
(
d + t + k − 1
k − 1
)
+
(
m − 1− d + k
k
)
+
(
n − 1− d + k
k
)
+
(
d + t − 1+ k
k
)

(
m + k − 1
k − 1
)
+
(
n + k − 1
k − 1
)
− (k − 1, t)(m + n)
+
(
m − 1+ k
k
)
+
(
n − 1+ k
k
)
− (k, t − 1)(m − 1+ n − 1)
(
since m + n N(k − 1, t) and m − 1+ n − 1 N(k, t − 1), the induction hypothesis applies)

(
m + k
k
)
+
(
n + k
k
)
− (k − 1, t)(m + n). 
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by (7)
Pk(m;n) =
t∑
d=0
Nk(m − d)Nk(n − d)Ak(d) +
min{m,n}∑
d=t+1
Nk(m − d)Nk(n − d)Ak(d),
where
∣∣∣∣∣
min{m,n}∑
d=t+1
Nk(m − d)Nk(n − d)Ak(d)
∣∣∣∣∣
min{m,n}∑
d=t+1
Nk(m − d)Nk(n − d)
∣∣Ak(d)∣∣

min{m,n}∑
d=t+1
Nk(m − d)Nk(n − d)Nk(d).
So it suﬃces to show
min{m,n}∑
d=t+1
Nk(m − d)Nk(n − d)Nk(d) = O
(
Nk(m − t − 1)Nk(n − t − 1)
)
. (13)
We have
min{m,n}∑
d=t+1
Nk(m − d)Nk(n − d)Nk(d)
= Nk(m − t − 1)Nk(n − t − 1)Nk(t + 1) +
min{m,n}∑
d=t+2
Nk(m − d)Nk(n − d)Nk(d)
 O
(
Nk(m − t − 1)Nk(n − t − 1)
)+ min{m,n}∑
d=t+2
q(
m−d+k
k )+(n−d+kk )+(d+kk ). (14)
By Lemma 4.3, for t + 2 dmin{m,n},
(
m − d + k
k
)
+
(
n − d + k
k
)
+
(
d + k
k
)
=
(
m − t − 1− (d − t − 1) + k
k
)
+
(
n − t − 1− (d − t − 1) + k
k
)
+
(
(d − t − 1) + t + 1+ k
k
)

(
m − t − 1+ k
k
)
+
(
n − t − 1+ k
k
)
− (k, t + 1)(m + n − 2t − 2)
(
when m + n − 2t − 2 N(k, t + 1)).
So
min{m,n}∑
d=t+2
q(
m−d+k
k )+(n−d+kk )+(d+kk )  (m + n)q(m−t−1+kk )+(n−t−1+kk )−(k,t+1)(m+n−2t−2)
= o(1) · q(m−t−1+kk )+(n−t−1+kk )
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= o(Nk(m − t − 1)Nk(n − t − 1)).
Combining this with (14) we arrive at (13). 
5. Corresponding results for the vector degree
In Sections 2 and 4 we have considered the total degree versions of Problems 1 and 2. In this
section we turn to the vector degree versions of the problems. We will see that results similar to
those in Sections 2 and 4 also hold for the vector degree. However, the proofs are not always simple
parallels of those in the total degree case. In fact, asymptotic results in the vector degree case are
considerably more diﬃcult to prove than in the total degree case.
5.1. Recursive formula for Ik(m)
Recall that for m = (m1, . . . ,mk) ∈ Nk , Nk(m) = |Nk(m)| where Nk(m) = { f ∈ Nk: Deg f = m}
and Ik(m) = |Ik(m)| where Ik(m) = { f ∈ Nk(m): f is irreducible}. For m = (m1, . . . ,mk),n =
(n1, . . . ,nk) ∈ Nk , we write nm to mean that ni mi for all 1 i  k; n < m means that nm and
n = m. The zero tuple (0, . . . ,0) ∈ Nk is denoted by 0. Deﬁne
N(m) = {0 = f ∈ Nk: Deg f m}.
Then
∑
nm
Nk(n) =
∣∣N(m)∣∣= q(m1+1)···(mk+1) − 1
q − 1 .
The Möbius function of (Nk,) is
μ(m,n) =
{
(−1)m1+···+mk−n1−···−nk if m − n ∈ {0,1}k,
0 otherwise.
So by Möbius inversion,
Nk(m) =
∑
nm
μ(m,n)
q(n1+1)···(nk+1) − 1
q − 1
=
∑
(δ1,...,δk)∈{0,1}k
(−1)δ1+···+δk q
(m1−δ1+1)···(mk−δk+1) − 1
q − 1
= 1
q − 1
∑
(δ1,...,δk)∈{0,1}k
(−1)k+δ1+···+δk (q(m1+δ1)···(mk+δk) − 1)
= 1
q − 1
∑
(δ1,...,δk)∈{0,1}k
(−1)k+δ1+···+δkq(m1+δ1)···(mk+δk).
This formula is (3.1) in Cohen [9]. Our proof is different from that of [9].
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I2(m1,m2), q = 2, m1 m2  5.
m1,m2 I2(m1,m2) m1,m2 I2(m1,m2) m1,m2 I2(m1,m2)
0, 0 0 1, 2 24 2, 5 162816
0, 1 2 1, 3 96 3, 3 43798
0, 2 1 1, 4 384 3, 4 774240
0, 3 2 1, 5 1536 3, 5 13042176
0, 4 3 2, 2 243 4, 4 27518145
0, 5 6 2, 3 2256 4, 5 927161664
1, 1 6 2, 4 19476 5, 5 62409885906
Unique factorization in Fq[x1, . . . , xk] gives
∑
(ai)0<im∑
i aii=m
∏
i
(
Ik(i) + ai − 1
ai
)
= Nk(m). (15)
Hence Ik(m) can be obtained inductively by Ik(0) = 0 and
Ik(m) = Nk(m) −
∑
(ai)0<i<m∑
i aii=m
∏
i
(
Ik(i) + ai − 1
ai
)
, m > 0. (16)
Values of I2(m1,m2) with q = 2 and 0m1 m2  5 are given in Table 2.
Cohen [9] computed Ik(m,n) explicitly for m = (1), (2), (3), (1,1), (1,2) and arbitrary n ∈ N. In
general if m ∈ Nk−1 is small, an explicit formula for Ik(m,n) can be obtained using (15) and induction.
To illustrate the method, we include the computation for I2(1,n).
When m = (1,n), (15) can be written as
N2(1,n) =
∑
0tn
I2(1, t)N1(n − t) =
∑
0tn
I2(1, t)q
n−t .
So
∑
0tn
q−t I2(1, t) = q−nN2(1,n).
It follows that for n > 0
q−n I2(1,n) = q−nN2(1,n) − q−(n−1)N2(1,n − 1).
Thus
I2(1,n) = N2(1,n) − qN2(1,n − 1) =
(
q2 − 1)q2n−1. (17)
Remark.
(i) Recall that I2(0,n) = I1(n) = 1n
∑
d|n μ(nd )q
d . In comparison, the formulas for I2(1,n), I2(2,n), . . .
are more explicit and do not involve the Möbius function.
(ii) For ﬁxed (and small) m > 0 and arbitrary n ∈ Nk−1 where k  3, it is not clear what kind of
formula one might expect for Ik(m,n).
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When k  2, the notion (m1, . . . ,mk) → ∞ is rather ambiguous; its precise meaning depends on
further assumptions on m1, . . . ,mk . For example, in some theorems of [9], m1, . . . ,mk−1 are ﬁxed and
mk is allowed to approach ∞. In our discussion of asymptotic formula for Ik(m1, . . . ,mk), we will not
ﬁx any of m1, . . . ,mk . The notation O (A(m1, . . . ,mk)) always denotes a function B(m1, . . . ,mk) such
that
∣∣B(m1, . . . ,mk)∣∣ C A(m1, . . . ,mk)
for all m1, . . . ,mk in the described range, where C > 0 is a constant independent of m1, . . . ,mk .
We will need the following key lemma which plays the same role as Lemma 2.1 played in the total
degree case.
Lemma 5.1. Let k  2 and let t = (t1,0, . . . ,0) ∈ Nk be ﬁxed. Let m = (m1, . . . ,mk) ∈ (Z+)k. Assume
m1 > 2t1 when k = 2 and m1  2t1 when k 3. Then
∑
(ai)0<im−t∑
i aii=m
∏
0<im−t
(
Ik(i) + ai − 1
ai
)
= O (q(m1−t1+1)(m2+1)···(mk+1)). (18)
The sum in (18) is the number of f ∈ Nk(m) whose irreducible factors all have degx1 m1 − t1.
Lemma 5.1 is not diﬃcult to see from an intuitive point of view, but its proof is rather tedious. The
proof of Lemma 5.1 is given in Appendix A.
Lemma 5.2. Let k 2, m1, . . . ,mk ∈ Z+ and a,b ∈ N. Assume m1 = max1ik mi and let 1 s < k. Then
(a + 1)
s∏
i=1
(mi + 1) + (b + 1)
k∏
i=s+1
(mi + 1)

{
(a + b + 1)m1∏ki=2(mi + 1) − a − b + 1 if m1  2,
(a + b + 1)m1∏ki=2(mi + 1) −min{a,b} + 2 if m1 = 1 and k 3.
Proof. First assume m1  2. Let mi0 = min1ik mi . We claim that
(a + 1)
s∏
i=1
(mi + 1) + (b + 1)
k∏
i=s+1
(mi + 1) (a + b + 1)
∏
i =i0
(mi + 1) +mi0 + 1. (19)
Without loss of generality, assume
∏s
i=1(mi + 1)
∏k
i=s+1(mi + 1). Then
(a + 1)
s∏
i=1
(mi + 1) + (b + 1)
k∏
i=s+1
(mi + 1)
 (a + b + 1)
s∏
i=1
(mi + 1) +
k∏
i=s+1
(mi + 1)
= (a + b + 1)
s∏
(mi + 1) +
[
k−1∏
(mi + 1)
]
(mk + 1)i=1 i=s+1
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[
(a + b + 1)
s∏
i=1
(mi + 1)
]
k−1∏
i=s+1
(mi + 1) +mk + 1
(
∵ (a + b + 1)
s∏
i=1
(mi + 1)mk + 1
)
= (a + b + 1)
k−1∏
i=1
(mi + 1) +mk + 1.
The last expression does not decrease when interchanging mk and mi0 . So (19) holds.
For simplicity, assume i0 = k in (19). We have
(a + b + 1)
k−1∏
i=1
(mi + 1) +mk + 1− (a + b + 1)m1
k∏
i=2
(mi + 1)
= [m1 + 1−m1(mk + 1)](a + b + 1) k−1∏
i=2
(mi + 1) +mk + 1
= −(m1mk − 1)(a + b + 1)
k−1∏
i=2
(mi + 1) +mk + 1
−[(m1mk − 1) + (a + b + 1) − 1]+mk + 1 (∵m1mk − 1 1)
= −a − b −m1mk +mk + 2
−a − b + 1.
Now assume m1 = 1 and k 3. Thus m1 = · · · =mk = 1. Then
(a + 1)
s∏
i=1
(mi + 1) + (b + 1)
k∏
i=s+1
(mi + 1) − (a + b + 1)m1
k∏
i=2
(mi + 1)
= 2s(a + 1) + 2k−s(b + 1) − 2k−1(a + b + 1)
 2k−1
(
max{a,b} + 1)+ 2(min{a,b} + 1)− 2k−1(a + b + 1)
= −2k−1 min{a,b} + 2(min{a,b} + 1)
−min{a,b} + 2. 
For m = (m1, . . . ,mk) ∈ Nk , m( j) = (m( j)1 , . . . ,m( j)k ) ∈ Nk , 1 j  s, we write m = m(1) ⊕ · · ·⊕m(s) if
m = m(1) + · · · + m(s) and m( j)i = 0 or mi for each 1 i  k and 1 j  s.
Lemma 5.3. Let k  2, n ∈ N and m = (m1, . . . ,mk) ∈ (Z+)k with m1 = max1ik mi . Assume that m1  2
when k = 2. Let s 2 and let m( j) = (m( j)1 , . . . ,m( j)k ) ∈ Nk, 1 j  s, such that m = m(1) ⊕ · · · ⊕ m(s) . Then∣∣{ f ∈ Nk+1(m,n): f = f1 · · · f s g, f j ∈ Nk+1(m( j),∗), g ∈ Nk+1(0,∗)}∣∣
= O (q(n+1)m1∏ki=2(mi+1)). (20)
Proof. We have
LHS of (20)
∑
a +···+a =n
Nk+1
(
m(1),a1
) · · ·Nk+1(m(s),as)Nk+1(0,as+1)
1 s+1
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∑
a1+···+as+1=n
q(a1+1)
∏k
i=1(m
(1)
i +1)+···+(as+1)
∏k
i=1(m
(s)
i +1)+(as+1+1). (21)
Note that
(a1 + 1)
k∏
i=1
(
m(1)i + 1
)+ · · · + (as + 1) k∏
i=1
(
m(s)i + 1
)+ (as+1 + 1)
 (a1 + 1)
k∏
i=1
(
m(1)i + 1
)+ (a2 + · · · + as+1 + 1) k∏
i=1
(
m(2)i + · · · +m(s)i + 1
)+ s − 1 (by Lemma A.1)
 (a1 + · · · + as+1 + 1)m1
k∏
i=2
(mi + 1) −min{a1,a2 + · · · + as+1} + 2+ s − 1 (by Lemma 5.2)
 (n + 1)m1
k∏
i=2
(mi + 1) −min{a1,n − a1} + k + 1.
In the above it is clear that a1 can be replaced with any al , 1 l s. Thus
(a1 + 1)
k∏
i=1
(
m(1)i + 1
)+ · · · + (as + 1) k∏
i=1
(
m(s)i + 1
)+ (as+1 + 1)
 k + 1+ (n + 1)m1
k∏
i=2
(mi + 1) − 1
s
s∑
l=1
min{al,n − al}
 k + 1+ (n + 1)m1
k∏
i=2
(mi + 1) − 1
k
s∑
l=1
min{al,n − al}.
Returning to (21), we have
LHS of (20) qk+1q(n+1)m1
∏k
i=2(mi+1)
∑
a1+···+as+1=n
q−
1
k
∑s
l=1 min{al,n−al}
 qk+1q(n+1)m1
∏k
i=2(mi+1)
∑
a1,...,asn
q−
1
k
∑s
l=1 min{al,n−al}
= O (q(n+1)m1∏ki=2(mi+1)). 
Theorem 5.4. Let k  2 and (m1, . . . ,mk) ∈ (Z+)k with m1 = max1ik−1mi. Assume that m1  3 when
k = 2 and that m1  2 when k = 3. Then
Ik(m1, . . . ,mk) = Nk(m1, . . . ,mk) − qNk(m1, . . . ,mk−1,mk − 1) + O
(
qm1(m2+1)···(mk+1)
)
.
Note. Theorem 5.4 indicates that most of polynomials in Nk(m1, . . . ,mk) that fail to be irreducible
are of the form (xk +α) f for some α ∈ Fq and f ∈ Nk(m1, . . . ,mk−1,mk − 1). The asymptotic formula
in Theorem 5.4 is interesting only when mk m1 since otherwise the O -term is bigger that the term
qNk(m1, . . . ,mk−1,mk − 1).
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Nk(m) = N (1) ∪˙ N (2) ∪˙ N (3), (22)
where
N (1) = { f ∈ Nk(m): f = f1g, f1 ∈ Ik(m′,a) for some 0 amk},
N (2) = { f ∈ Nk(m): f = f1 · · · f s g, s 2, f j ∈ Ik(m( j),∗), m′ = m(1) ⊕ +· · · ⊕ m(s), m( j) = 0},
N (3) = { f ∈ Nk(m): f has a factor f1 such that 0 < degxi f1 <mi for some 1 i  k − 1}.
First of all, we have
∣∣N (1)∣∣= mk∑
a=0
Ik(m
′,a)qmk−a. (23)
When k = 2, N (2) = ∅; when k 3, by Lemma 5.3, we have
∣∣N (2)∣∣ O (qm1(m2+1)···(mk+1)) · (the number of partitions of {1, . . . ,k})
= O (qm1(m2+1)···(mk+1)). (24)
We also claim that
∣∣N (3)∣∣ O (qm1(m2+1)···(mk+1)). (25)
When k 3, we have
∣∣N (3)∣∣ ∑
1ik−1: mi2
∣∣{ f ∈ Nk(m): all irreducible factors of f have degxi mi − 1}∣∣
=
∑
1ik−1: mi2
O
(
q
mi
mi+1 (m1+1)···(mk+1)) (by Lemma 5.1)
= O (qm1(m2+1)···(mk+1)).
When k = 2, the sum in the above has only one term with i = 1. Since m1  3 by assumption,
Lemma 5.1 still applies. Combining (22)–(25), we have
Nk(m) =
mk∑
a=0
Ik(m
′,a)qmk−a + O (qm1(m2+1)···(mk+1)).
Thus
mk∑
a=0
Ik(m
′,a)q−a = Nk(m)q−mk + q−mk O
(
qm1(m2+1)···(mk+1)
)
.
It follows that
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′,mk)q−mk = Nk(m)q−mk − Nk(m′,mk − 1)q−(mk−1) + q−mk O
(
qm1(m2+1)···(mk+1)
)
,
i.e.,
Ik(m) = Nk(m) − qNk(m′,mk − 1) + O
(
qm1(m2+1)···(mk+1)
)
. 
Theorem 5.4 improves the main result (Theorem 1) of [9] by removing the factor mimk in the
O -term. It is also an improvement of Theorem 2 of [9] since m1, . . . ,mk−1 in Theorem 5.4 are not
ﬁxed.
Note. Although we will not pursue further improvement of Theorem 5.4 in the present paper, we
mention that it is possible to improve the O -term in Theorem 5.4 to O (q(m1−t1+1)(m2+1)···(mk+1)) for a
ﬁxed t1 > 0.
5.3. Number of relatively prime pairs
Let m,n ∈ Nk . For h ∈ Nk(d) with dm and d n, let
N=(h) =
∣∣{( f , g) ∈ Nk(m) × Nk(n): gcd( f , g) = h}∣∣,
N(h) =
∣∣{( f , g) ∈ Nk(m) × Nk(n): h | gcd( f , g)}∣∣=∑
h|u
N=(u).
Then
N(h) = Nk(m − d)Nk(n − d).
By Möbius inversion we have
Pk(m;n) = N=(1) =
∑
h: 0Deghm,n
μ(h)N(h) =
∑
0dm,n
Nk(m − d)Nk(n − d)Ak(d), (26)
where
Ak(d) =
∑
h∈Nk(d)
μ(d) =
∑
(ai)0<id∑
0<id aii=d
(−1)
∑
0<id ai
∏
0<id
(
Ik(i)
ai
)
. (27)
In (26), Ik(i) (0 < i d) can be computed inductively by (16). The function Ak(d) in (27) can be made
explicit for small d.
5.4. Asymptotic formula for Pk(m;n)
Let k 2 and (m1, . . . ,mk) ∈ Nk . It follows from Theorem 5.4 that
Ik(m1, . . . ,mk)
Nk(m1, . . . ,mk)
→ 1 as m1 → ∞ and mk → ∞.
By symmetry, the above statement holds as any two of the components of (m1, . . . ,mk) approach
to ∞.
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lim
mk−1,mk→∞
Pk(m;n)
Nk(m)Nk(n)
= 1.
Proof. Let
(m′;n′) =
{
(n;m) if n > m,
(m;n) otherwise.
We have
0 1− Pk(m;n)
Nk(m)Nk(n)
= 1− Pk(m
′;n′)
Nk(m′)Nk(n′)
= |{( f , g) ∈ Nk(m
′) × Nk(n′): gcd( f , g) = 1}|
Nk(m′)Nk(n′)
 |(Nk(m
′) \ Ik(m′)) × Nk(n′)| + |{( f , f ) ∈ Nk(m′) × Nk(n′): f ∈ Ik(m′)}|
Nk(m′)Nk(n′)
 1− Ik(m
′)
Nk(m′)
+ 1
Nk(m′)
→ 0 as mk−1,mk → ∞. 
We also have the following result which corresponds to Theorem 4.2 of the total degree case.
Theorem 5.6. Let k  2, m = (m1, . . . ,mk), n = (n1, . . . ,nk), t = (t1, . . . , tk) ∈ Nk such that t  m,n and
max{mi,ni} > 2ti + 1 for all 1 i  k. Then
Pk(m;n) =
∑
0dt
Nk(m − d)Nk(n − d)Ak(d) + O
(
q
max1 jk(
m j−t j
m j+1
∏k
i=1(mi+1)+
n j−t j
n j+1
∏k
i=1(ni+1)))
.
Note. The asymptotic formula in Theorem 5.6 is interesting only when
∏
i = j(mi +1)+
∏
i = j(ni +1) 
mj + n j for all 1  j  k since otherwise the O -term is comparable to Nk(m)Nk(n). In particular,
Theorem 5.6 does not imply Corollary 12 of [11].
Lemma 5.7. Let k  2, m = (m1, . . . ,mk), n = (n1, . . . ,nk) ∈ Nk and t1 ∈ N such that max{m1,n1} >
2t1 + 1. Let d = (d1, . . . ,dk) ∈ Nk such that dm,n and d1  t1 + 1. Then
k∏
i=1
(mi − di + 1) +
k∏
i=1
(ni − di + 1) +
k∏
i=1
(di + 1)
 (m1 − t1)
k∏
i=2
(mi + 1) + (n1 − t1)
k∏
i=2
(ni + 1) −
(
d1 − (t1 + 1)
)− d2 − · · · − dk + t1 + 2.
Proof. Let (τ1, . . . , τk) = (t1 +1,0, . . . ,0). Let xi =mi −di +1, yi = ni −di +1, zi = di −τi . Then xi  1,
yi  1, zi  0. Without loss of generality, assume m1 > 2t1 + 1. We have
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i=1
(mi − di + 1) +
k∏
i=1
(ni − di + 1) +
k∏
i=1
(di + 1) − (m1 − t1)
k∏
i=2
(mi + 1) − (n1 − t1)
k∏
i=2
(ni + 1)
=
k∏
i=1
xi +
k∏
i=1
yi +
k∏
i=1
(zi + τi + 1) −
k∏
i=1
(xi + zi) −
k∏
i=1
(yi + zi)
=
k∏
i=1
xi +
k∏
i=1
yi +
∑
I⊂{1,...,k}
(∏
i∈I
zi
)[∏
i∈I ′
(τi + 1) −
∏
i∈I ′
xi −
∏
i∈I ′
yi
] (
I ′ = {1, . . . ,k} \ I)
= τ1 + 1+
∑
∅=I⊂{1,...,k}
(∏
i∈I
zi
)[∏
i∈I ′
(τi + 1) −
∏
i∈I ′
xi −
∏
i∈I ′
yi
]
= t1 + 2+
∑
1∈I⊂{1,...,k}
(∏
i∈I
zi
)[
1−
∏
i∈I ′
xi −
∏
i∈I ′
yi
]
+
∑
∅=I⊂{2,...,k}
(∏
i∈I
zi
)[
t1 + 2−
∏
i∈I ′
xi −
∏
i∈I ′
yi
]
= t1 + 2+ z1
[
1−
k∏
i=2
xi −
k∏
i=2
yi
]
+
∑
∅=I⊂{2,...,k}
z1
(∏
i∈I
zi
)[
1−
∏
i∈I ′′
xi −
∏
i∈I ′′
yi
]
+
∑
∅=I⊂{2,...,k}
(∏
i∈I
zi
)[
t1 + 2− x1
∏
i∈I ′′
xi − y1
∏
i∈I ′′
yi
] (
I ′′ = {2, . . . ,k} \ I)
= t1 + 2+ z1
[
1−
k∏
i=2
xi −
k∏
i=2
yi
]
+
∑
∅=I⊂{2,...,k}
(∏
i∈I
zi
)[
t1 + 2+ z1 − (z1 + x1)
∏
i∈I ′′
xi − (z1 + y1)
∏
i∈I ′′
yi
]
 t1 + 2− z1 +
∑
∅=I⊂{2,...,k}
(∏
i∈I
zi
)[
t1 + 2+ z1 − (z1 + x1) − (z1 + y1)
]
 t1 + 2− z1 +
∑
∅=I⊂{2,...,k}
(∏
i∈I
zi
)[
t1 + 1− (z1 + x1)
]
= t1 + 2− z1 −
∑
∅=I⊂{2,...,k}
(∏
i∈I
zi
)
(m1 − 2t1 − 1)
 t1 + 2− z1 −
∑
∅=I⊂{2,...,k}
∏
i∈I
zi
 t1 + 2− z1 − z2 − · · · − zk
= t1 + 2−
(
d1 − (t1 + 1)
)− d2 − · · · − dk. 
Proof of Theorem 5.6. We have
Pk(m;n) =
( ∑
0dt
+
∑
dt
)
Nk(m − d)Nk(n − d)Ak(d).
So it suﬃces to show that
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dt
Nk(m − d)Nk(n − d)Ak(d) = O
(
q
max1 jk(
m j−t j
m j+1
∏k
i=1(mi+1)+
n j−t j
n j+1
∏k
i=1(ni+1)))
.
Clearly,
∣∣∣∣∑
dt
Nk(m − d)Nk(n − d)Ak(d)
∣∣∣∣ k∑
j=1
∑
(0,...,t j+1,...,0)dm,n
Nk(m − d)Nk(n − d)Nk(d).
So it suﬃces to show that
∑
(0,...,t j+1,...,0)dm,n
Nk(m − d)Nk(n − d)Nk(d) = O
(
q
m j−t j
m j+1
∏k
i=1(mi+1)+
n j−t j
n j+1
∏k
i=1(ni+1))
.
Without loss of generality let j = 1. We have
∑
(t1+1,0,...,0)dm,n
Nk(m − d)Nk(n − d)Nk(d)

∑
(t1+1,0,...,0)dm,n
q
∏k
i=1(mi−di+1)+
∏k
i=1(ni−di+1)+
∏k
i=1(di+1)

∑
(t1+1,0,...,0)dm,n
q(m1−t1)
∏k
i=2(mi+1)+(n1−t1)
∏k
i=2(ni+1)−(d1−(t1+1))−d2−···−dk+t1+2 (by Lemma 5.7)
= q(m1−t1)
∏k
i=2(mi+1)+(n1−t1)
∏k
i=2(ni+1)qt1+2
∑
(t1+1,0,...,0)dm,n
q−(d1−(t1+1))−d2−···−dk
= O (q(m1−t1)∏ki=2(mi+1)+(n1−t1)∏ki=2(ni+1)). 
The next theorem is a variation of Theorem 5.6; it implies Corollary 12 of [11].
Theorem 5.8. Let k  2, m = (m1, . . . ,mk),n = (n1, . . . ,nk) ∈ Nk such that mk > 0, nk > 0 and
max{mi,ni} > 1 for all 1 i  k − 1. Then
Pk(m;n) = Nk(m)Nk(n) − qNk(m1, . . . ,mk−1,mk − 1)Nk(n1, . . . ,nk−1,nk − 1)
+ O (qmax1 jk−1( m jm j+1 ∏ki=1(mi+1)+ n jn j+1 ∏ki=1(ni+1))).
Proof. We have
Pk(m;n) =
( ∑
d=(0,...,0,dk)
0dkmk,nk
+
∑
d=(d1,...,dk)m,n
(d1,...,dk−1)=0
)
Nk(m − d)Nk(n − d)Ak(d).
By (9),
∑
d=(0,...,0,dk)
0dkmk,nk
Nk(m − d)Nk(n − d)Ak(d)
= Nk(m)Nk(n) − qNk(m1, . . . ,mk−1,mk − 1)Nk(n1, . . . ,nk−1,nk − 1).
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∣∣∣∣ ∑
d=(d1,...,dk)m,n
(d1,...,dk−1)=0
Nk(m − d)Nk(n − d)Ak(d)
∣∣∣∣= O (qmax1 jk−1( m jm j+1 ∏ki=1(mi+1)+ n jn j+1 ∏ki=1(ni+1))).
Therefore the conclusion follows. 
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Appendix A. Proof of Lemma 5.1
We need two additional lemmas for the proof of Lemma 5.1
Lemma A.1. Let (m( j)1 , . . . ,m
( j)
k ) ∈ Nk, 1 j  l. Then
∏
i
(∑
j
m( j)i + 1
)
−
∑
j
∏
i
(
m( j)i + 1
)
−(l − 1).
Proof. Using induction on l we only have to prove the case l = 2, i.e.,
∏
i
(mi + ni + 1) −
∏
i
(mi + 1) −
∏
i
(ni + 1)−1,
where mi,ni ∈ N. If all nonzero entries of
[
m1 · · · mk
n1 · · · nk
]
appear in a single column, say
[m2 ··· mk
n2 ··· nk
]= 0, the conclusion is obviously true. So assume m1 > 0 and
n2 > 0. Then
(m1 + n1 + 1)(m2 + n2 + 1) − (m1 + 1)(m2 + 1) − (n1 + 1)(n2 + 1) =m1n2 +m2n1 − 1 0.
So
∏
i
(mi + ni + 1) −
∏
i
(mi + 1) −
∏
i
(ni + 1)

[
(m1 + n1 + 1)(m2 + n2 + 1) − (m1 + 1)(m2 + 1) − (n1 + 1)(n2 + 1)
] k∏
i=3
(mi + ni + 1)
 0. 
326 X.-d. Hou, G.L. Mullen / Finite Fields and Their Applications 15 (2009) 304–331Lemma A.2. Let k  2 and let (m1, . . . ,mk), (n1, . . . ,nk) ∈ Nk such that mi + ni > 0 for all 1  i  k. For
each a ∈ R, write a = max{a,0}. Then
∏
i
(mi + ni + 1) −
∏
i
(mi + 1) −
∏
i
(ni + 1)
⎧⎪⎨
⎪⎩
= −1 if (m1, . . . ,mk) = 0 or (n1, . . . ,nk) = 0,
min{ 12 (m1 − 1), 12 (n1 − 1)} +min{ 12 (m2 − 1), 12 (n2 − 1)} +m3 + · · · +mk
if (m1, . . . ,mk) = 0 and (n1, . . . ,nk) = 0.
Proof. We only have to prove the claim when (m1, . . . ,mk) = 0 and (n1, . . . ,nk) = 0. First assume
k = 2. We have
(m1 + n1 + 1)(n2 + n2 + 1) − (m1 + 1)(m2 + 1) − (n1 + 1)(n2 + 1) =m1n2 +m2n1 − 1.
Assume m1 m2. If n1 = 0 or m2 = 0, then m1,n2 > 0. So
m1n2 +m2n1 − 1m1 − 1 1
2
(m1 − 1) + 1
2
(m2 − 1).
If n1 > 0 and m2 > 0, then
m1n2 +m2n1 − 1m2n1 − 1 (n1 − 1) + (m2 − 1).
Now assume k 3.
Case 1. Assume that there exist 1 a < b  k such that manb +mbna − 1 > 0, say m1n2 +m2n1 −
1 > 0. Then
∏
i
(mi + ni + 1) −
∏
i
(mi + 1) −
∏
i
(ni + 1)
 (m1n2 +m2n1 − 1)
k∏
i=3
(mi + ni + 1)
 (m1n2 +m2n1 − 1) +
k∏
i=3
(mi + ni + 1) − 1
m1n2 +m2n1 − 1+m3 + · · · +mk
min
{
1
2
(m1 − 1), 1
2
(n1 − 1)
}
+min
{
1
2
(m2 − 1), 1
2
(n2 − 1)
}
+m3 + · · · +mk.
Case 2. Assume that there do not exist 1 a < b k such that manb +mbna − 1 > 0. Then
[
m1 · · · mk
n1 · · · nk
]
=
[
1 · · · 1
0 · · · 0︸ ︷︷ ︸
α>0
0 · · · 0
1 · · · 1︸ ︷︷ ︸
β>0
]
or
[
1 · · · 1
0 · · · 0︸ ︷︷ ︸
α′
1
1
0 · · · 0
1 · · · 1︸ ︷︷ ︸
β ′
]
.
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k∏
i=1
(mi + ni + 1) −
k∏
i=1
(mi + 1) −
k∏
i=1
(ni + 1)
= 2k − 2α − 2β  2k − 2k−1 − 2 = 2k−1 − 2 k − 1 α =m1 + · · · +mk.
In the second case,
k∏
i=1
(mi + ni + 1) −
k∏
i=1
(mi + 1) −
k∏
i=1
(ni + 1)
= 3 · 2k−1 − 2α′+1 − 2β ′+1  3 · 2k−1 − 2k − 2 = 2k−1 − 2
 k − 1 1
2
(m1 − 1) +m2 + · · · +mk. 
Proof of Lemma 5.1. As mentioned before, the sum in Lemma 5.1 is the cardinality of
F = { f ∈ Nk(m): all irreducible factors of f have degx1 m1 − t1}.
Let
F1 =
{
f ∈ F : f = f1 f2, t1 < degx1 f1 m1 − t1
}
.
Then it suﬃces to show that
|F1| = O
(
q(m1−t1+1)(m2+1)···(mk+1)
)
, (A.1)
|F \ F1| = O
(
q(m1−t1+1)(m2+1)···(mk+1)
)
. (A.2)
We claim that
F \ F1 ⊂ { f ∈ F : f = f1 f2 f3, degx1 f i  t1, i = 1,2,3}. (A.3)
Let f ∈ F \ F1. Then all irreducible factors of f have degx1  t1. Write f = f1 f2 f3 where degx1 f1 
degx1 f2  degx1 f3 such that degx1 f3 is as small as possible. Let di = degx1 f i . If d3  t1, we are
done. So assume d3 > t1. We must have d3 >m1 − t1 since otherwise f ∈ F1. Then f3 = f ′3 f ′′3 where
degx1 f
′
3 < d3 and degx3 f
′′
3 < d3. We may assume degx1 f
′
3 
d3
2 . Then
f = ( f1 f ′3) · f2 · f ′′3 ,
where
degx1
(
f1 f
′
3
)= d1 + d3
2
 d1 + d2
2
+ d3
2
= m1
2
m1 − t1 < d3,
degx1 f2 m1 − d3 < t1 < d3,
degx1 f
′′
3 < d3.
This contradicts the minimality of d3. So (A.3) is proved.
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By (A.3) we have
|F \ F1|
∑
∑3
j=1(m
( j)
2 ,...,m
( j)
k )=(m2,...,mk)
3∏
j=1
Nk
(
t1,m
( j)
2 , . . . ,m
( j)
k
)

∑
∑3
j=1(m
( j)
2 ,...,m
( j)
k )=(m2,...,mk)
q
∑3
j=1(t1+1)
∏k
i=2(m
( j)
i +1)

∑
∑3
j=1(m
( j)
2 ,...,m
( j)
k )=(m2,...,mk)
q(t1+1)[
∏k
i=2(mi+1)+2] (by Lemma A.1)
= q2(t1+1)
∑
∑3
j=1(m
( j)
2 ,...,m
( j)
k )=(m2,...,mk)
q(t1+1)
∏k
i=2(mi+1)
 q2(t1+1)
∑
∑3
j=1(m
( j)
2 ,...,m
( j)
k )=(m2,...,mk)
q(m1−t1+1)
∏k
i=2(mi+1)−
∏k
i=2(mi+1) (∵m1 − t1 > t1)
 q2(t1+1)q(m1−t1+1)
∏k
i=2(mi+1)
∑
∑3
j=1(m
( j)
2 ,...,m
( j)
k )=(m2,...,mk)
q−m2−···−mk
 q2(t1+1)q(m1−t1+1)
∏k
i=2(mi+1)
∑
m(i)i , 2ik, j=1,2,3
q−
∑
i, j m
(i)
i
= O (q(m1−t1+1)∏ki=2(mi+1)).
Now we prove (A.1). Write
F1 = F ′1 ∪ F ′′1 ,
where
F ′1 =
{
f ∈ F1: f = f1 f2, t1 < degx1 f1 m1 − t1, (degx2 f i, . . . ,degxk f i) = 0 for i = 1 and 2
}
,
F ′′1 =
{
f ∈ F1: f = f1 f2, t1 < degx1 f1 m1 − t1, (degx2 f i, . . . ,degxk f i) = 0 for i = 1 or 2
}
.
We prove in turn that both |F ′′1 | and |F ′1| are O (q(m1−t1+1)
∏k
i+2(mi+1)).
We have
∣∣F ′′1 ∣∣ ∑
t1<dm1−t1
(
Nk(d,0, . . . ,0)Nk(m1 − d,m2, . . . ,mk) + Nk(d,m2, . . . ,mk)Nk(m1 − d,0, . . . ,0)
)

∑
t1<dm1−t1
(
q(d+1)+(m1−d+1)
∏k
i=2(mi+1) + q(d+1)
∏k
i=2(mi+1)+(m1−d+1)),
where
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t1<dm1−t1
q(d+1)+(m1−d+1)
∏k
i=2(mi+1)
= q(m1−t1+1)
∏k
i=2(mi+1)
∑
t1<dm1−t1
q(d+1)−(d−t1)
∏k
i=2(mi+1)
 q(m1−t1+1)
∏k
i=2(mi+1)
∑
t1<dm1−t1
q(d+1)−2(d−t1)
= q(m1−t1+1)
∏k
i=2(mi+1)qt1+1
∑
t1<dm1−t1
q−(d−t1)
= O (q(m1−t1+1)∏ki=2(mi+1)) (A.4)
and
∑
t1<dm1−t1
q(d+1)
∏k
i=2(mi+1)+(m1−d+1)
= q(m1−t1+1)
∏k
i=2(mi+1)+(t1+1) +
∑
t1<d<m1−t1
q(d+1)
∏k
i=2(mi+1)+(m1−d+1)
= q(m1−t1+1)
∏k
i=2(mi+1)q(t1+1) +
∑
t1<d′<m1−t1
q(d
′+1)+(m1−d′+1)∏ki=2(mi+1) (d′ =m1 − d)
= O (q(m1−t1+1)∏ki=2(mi+1)) (by (A.4)).
It remains to show that |F ′1| = O (q(m1−t1+1)
∏k
i=2(mi+1)). We ﬁrst assume k  3. Write m( j) =
(m( j)2 , . . . ,m
( j)
k ) ∈ Nk−1, j = 1,2. We have
∣∣F ′1∣∣ ∑
t1<dm1−t1
∑
m(1),m(2) =0
m(1)+m(2)=(m2,...,mk)
Nk
(
d,m(1)
)
Nk
(
m1 − d,m(2)
)

∑
t1<dm1−t1
∑
m(1),m(2) =0
m(1)+m(2)=(m2,...,mk)
q(d+1)
∏k
i=2(m
(1)
i +1)+(m1−d+1)
∏k
i=2(m
(2)
i +1)

∑
t1<dm1−t1
∑
m(1),m(2) =0
m(1)+m(2)=(m2,...,mk)
q(m1−t1+1)[
∏k
i=2(m
(1)
i +1)+
∏k
i=2(m
(2)
i +1)]−(d−t1)
∏k
i=2(m
(2)
i +1)

∑
t1<dm1−t1
∑
m(1),m(2) =0
m(1)+m(2)=(m2,...,mk)
q(m1−t1+1)
∏k
i=2(mi+1)q−(d−t1)
∏k
i=2(m
(2)
i +1) (by Lemma A.2)
 q(m1−t1+1)
∏k
i=2(mi+1)
∑
t1<dm1−t1
∑
m(2)i , 2ik
q−(d−t1)−m
(2)
2 −···−m(2)k
= O (q(m1−t1+1)∏ki=2(mi+1)).
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∣∣F ′1∣∣ ∑
t1<dm1−t1
∑
a+b=m2
q(d+1)(a+1)+(m1−d+1)(b+1)
= q(m1−t1+1)(m2+1)qt1+1
∑
t1<dm1−t1
∑
a+b=m2
q−(d−t1)b−(m1−t1−d)a
 q(m1−t1+1)(m2+1)qt1+1
( ∑
t1<dm1−t1
∑
b>0
q−(d−t1)b +
∑
t1<dm1−t1
q−(m1−t1−d)m2
)
 q(m1−t1+1)(m2+1)qt1+1
( ∑
t1<dm1−t1
∑
b>0
q−(d−t1)−b+1 +
∑
t1<dm1−t1
q−(m1−t1−d)
)
= O (q(m1−t1+1)∏ki+2(mi+1)).
This completes the proof in case 1.
Case 2. Assume that m1 = 2t1 and k 3. In this case F1 = ∅, so it suﬃces to prove (A.2). By (A.3)
we have
F \ F1 = A ∪ B,
where
A = { f ∈ F : f = f1 f2 f3, degx1 f i < t1, i = 1,2,3},
B = { f ∈ F : f = f1 f2, degx1 f1 = degx1 f2 = t1}.
The proof that |A| = O (q(t1+1)
∏k
i=2(mi+1)) is the same as the proof that |F \F1| = O (q(t1+1)
∏k
i=2(mi+1))
in case 1. As for |B|, we have
|B|
∑
(a2,...,ak)+(b2,...,bk)=(m2,...,mk)
Nk(t1,a2, . . . ,ak)Nk(t1,b2, . . . ,bk)
 2q(t1+1)
∏k
i=2(mi+1) +
∑
(a2,...,ak)+(b2,...,bk)=(m2,...,mk)
(a2,...,ak),(b2,...,bk)=0
q(t1+1)[
∏k
i=2(ai+1)+
∏k
i=2(bi+1)]
 2q(t1+1)
∏k
i=2(mi+1) + q(t1+1)
∏k
i=2(mi+1)
·
∑
(a2,...,ak)+(b2,...,bk)=(m2,...,mk)
(a2,...,ak),(b2,...,bk)=0
q−min{
1
2 (a2−1), 12 (b2−1)}−min{ 12 (a3−1), 12 (b3−1)}−a4−···−ak
(by Lemma A.2)
= O (q(t1+1)∏ki=2(mi+1)).
This completes the proof of the lemma. 
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Since the acceptance of our paper, the authors have learned of some related material to which we
now refer.
In [16] J. von zur Gathen presents several other results related to some of the counting and asymp-
totic formulas in our current paper. In particular, he provides explicit error terms (of second order in
the context of our Theorem 2.2) in counting formulas for bivariate polynomials.
In Section 3 we present a Euclidean Algorithm for GCD’s of multivariate polynomials. There is a
conceptually simpler version of this algorithm which occurs as Algorithm 6.11 in J. von zur Gathen’s
book [17] (with Jürgen Gerhard). A more practical algorithm for GCD’s of bivariate polynomials with
small degrees (relative to q) appears as Algorithm 6.59 in the same book. We presume that our
algorithm is not necessarily a practical one, especially for polynomials with more than two variables,
but readers may be interested in learning how one would actually solve the Euclidean Algorithm
problem in practice.
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