ABSTRACT Since the permanent magnet synchronous motor system in this research needs about 40 ms to finish a control cycle, such a long delay in time strongly causes the bad performance for the conventional controllers, especially for position control. To well control the speed and position, an adaptive neural predictive control is proposed. A two-layer recursive neural network is employed as a speed predictor, and an extended Kalman filter is utilized to tune the parameters of the predictor adaptively. Chaos optimization algorithm and Newton-Raphson optimization are combined to solve the problem of predictive control. As for the speed control, the proposed method shows better performance. The position control is designed based on the speed control. Due to the physical limitation of the plant, the steady state error is still large. Hence, a fuzzy compensator is applied. From the experiment, the error is reduced obviously.
I. INTRODUCTION
Generally, sampling period is set to about 0.1ms to control the motors. However, the permanent magnet synchronous motor (PMSM) servo system which is composed of a PMSM motor, and the variable frequency drive (VFD) in this study needs about 40ms to finish a control cycle. Such delay time is much greater than 0.1ms, so the system with long delay time is called. Under the effect of long delay time, it is hard to handle the status of the output response between the time steps so that the performance is usually bad for the conventional control methods, especially for position control, and it becomes worse in the real system due to mechanical limitations. Hence, the predictive control is applied.
PMSM has been widely accepted in lots of applications, and gradually replacing DC and induction motors owing to its advantages of compact structure, high air-gap flux density, high power density, high torque-to-current ratio, and high efficiency. However, since PMSM is a nonlinear multivariable time varying system and the existence of uncertainties and disturbances, it is difficult to control it to achieve good performance. The classical proportional-integral (PI) control
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methods are usually applied in the control of PMSM, but the high performance for the system cannot be guaranteed. Therefore, many control methods are developed in recent years.
Based on linear control theory, neural-network-based selftuning algorithm is proposed to adjust the parameters of PI controller so that the control system response can perform better [1] . With the switching functions, a hybrid fuzzy-PI control is established for PMSM [2] . If the precise knowledge of load torque is known, the adaptive controller in [3] gives good performance. To enhance the adaptive controller, an online PMSM parameter estimator is designed in [4] . Observers are introduced in [5] and [6] to estimate the disturbance torque. The control strategy in [5] is an exact feedback linearization law. A hybrid control structure with adaptive model is proposed in [6] . In [7] and [8] , the observers are combined with the compensators to get over the load disturbance. A fuzzy-inference-based supervisor is designed in [9] to tune the gain of feedforward compensator automatically according to the identified inertia and is combined with the extended-state-observer (ESO) to realize the speed control of PMSM. An IP-position controller of PMSM is proposed in [10] , and its robustness is guaranteed by designing a feedback controller with H ∞ . To reach the better tracking performance of d −q axis stator currents to the command current, a robust feedforward control is combined with a simple adaptive observer which is used to estimate the disturbance in [11] while a robust controller based on time delay control approach is proposed in [12] .
Model predictive control (MPC) is known to be a powerful strategy for the control of systems with complex constraints, large delay time, non-minimum phase, or nonlinearity. Basically, MPC is a programming process. An optimal control sequence is obtained by minimizing the designed cost function at each time step. Only the first control signal is applied to the plant, and the optimization is repeated in the next time. That is the reason why the computing effort of MPC is high. Nevertheless, with the increasing of computing power of devices and the development of modeling techniques, MPC becomes much more popular. Some details and the overview of MPC can be found in [13] , [14] .
Due to the advantages of MPC mentioned above, the control strategies of MPC are utilized to control the PMSM nowadays. In [15] , a linear model is used to implement a linear predictive controller. The conventional cost function of MPC is rewritten with a novel concept in [16] to predict future current and speed states. To shorten the computational time, a recursive method based on Recursive Levenberg Marquardt Algorithm (RLMA) and Iteration Learning Control (ILC) is proposed in [17] to solve the optimization in MPC. The original idea of MPC only takes the future outputs generated form the model of the plant into considerations, and the past response is ignored, so there is no guarantee of the steady state error in cases of disturbances and inexact system modeling. To fix this problem, [18] , an integrator based compensator is added in the MPC structure. A disturbance observer is combined with a nonlinear predictive controller in [19] . For the purpose of observing the non-measured variables and reducing the measurement noise, [20] , the state feedback with a reduced order extended Kalman filter is connected to MPC. The predictive functional control (PFC) is enhanced by adding ESO which is regarded as a feedforward compensator, [21] . A predictive controller designed by cascading outer and inner loop nonlinear predictive controllers of PMSM with Antiwindup compensator is proposed to control the speed, [22] . In [23] , the torque ripple in the direct torque control (DTC) is successfully reduced by finding the optimum voltage under the scheme of torque predictive control. An online accurate parameter determining method of PMSM is used to assist the predictive current controller in [24] . Moreover, a model-free predictive current control, [25] , that alleviates the need for excessive prior knowledge about the system is developed by a technique of current difference.
Most MPC applications in the control of PMSM are based on the clear plant structure and the physical meaning of parameters. In many applications, however, the plants are usually unknown, so the methods of system identification are applied. To handle the nonlinearities in practical plants, nonlinear models are utilized in MPC. Gradient methods are usually proposed to solve the optimization problems of MPC with a neural network model [26] - [28] , or a fuzzy logic model [29] . Nevertheless, such conventional nonlinear programming methods are quite sensitive to initial values, and easy to be trapped in local minimal points. In recent years, evolutionary algorithms, like chaos optimization algorithm (COA), genetic algorithm (GA), and particle swarm optimization (PSO), widely employed in many optimization problems have overcame the shortcoming. In [30] - [32] , PSO and GA are used to search the best control signal in the neural network or fuzzy logic based MPC. Besides, the number of iterations is reduced and the optimal solution is better if PSO was combined with chaos [33] - [35] .
In this paper, there is a PMSM servo system. Control signal can be set and the motor sates can be read through a communication cable. It takes around 40ms to finish a cycle. Such long delay time makes the effects of backlash, friction, and signal resolution be too serious to be handled. The performance of classical controller is not good and even terrible. To deal with this problem, an adaptive neural predictive control is proposed to gain a better speed and position responses. The direction of control signal cannot be changed due to the consideration of safety and the signal resolution is low, so once the output position exceeds the reference position, the controller cannot fix the error. By observing the system performance, a fuzzy compensator is applied to fix the steady state error so that the position can be better controlled.
This paper is organized as: Section II presents the details of adaptive neural network predictive control. The designing principles of the controllers is addressed in Section III. The simulation and experimental results are given in Section IV. The conclusion is summarized in Section V.
II. ADAPTIVE NEURAL PREDICTIVE CONTROL
The components of adaptive neural predictive control (ANPC) and the basic control scheme would be described in this section.
A. MODEL PREDICTIVE CONTROL
Most current predictive control methods are modified from generalized predictive control (GPC), [14] . Basically, MPC is composed of an optimization procedure and a prediction model called predictor which is used to predict the future response of the plant. The future control sequence is achieved by minimizing a cost function containing the summation of the square tracking error and constraints. With feeding the optimal control sequence into the plant, the output response would be close to the reference input as near as possible. The following cost function is proposed in [14] :
where N 1 is the minimum prediction horizon, N 2 is the maximum prediction horizon,
is the control signal, and λ j weights the difference of control signals to gain the smother control sequence. The PMSM servo system is a non-linear system which is hard to be modeled by a linear model. In fact, linear model can only fit a specific aspect of the response, so it is better to employ a non-linear model to be a predictor for predictive control. Since a neural network is a non-linear model and has larger capacity to handle the nonlinearity, a neural network predictor will be applied.
B. NEURAL NETWORK PREDICTOR
An unknown nonlinear system can be expressed as a function describing the relationship between input and output,
where y (k) and u (k) are the output signal of the plant and the input control signal respectively, g is a nonlinear function estimated by a Neural Network (NN) to model the response of the plant, n is the order of the system. In this paper, NN with a single hidden layer is utilized to approximate the plant and regarded as the predictor in MPC. The NN model for the plant can be expressed as:
whereŷ (k + 1) is the predicted output from NN, N H is the number of hidden neurons, h j (k), is the output from the j th hidden neuron, w j , a i,j , and b i,j are the weights on the links of NN, and σ is the sigmoid activation function.
During the optimization procedure in MPC, the NN predictor can be performed as a multistep predictor by feeding the predicted output back to the input which is illustrated in Fig. 1.   FIGURE 1 . Multistep neural network predictor.
C. EXTENDED KALMAN FILTER LEARNING ALGORITHM
Uncertainties are always in the practical system. There are many fuzzy based adaptive methods nowadays [41] and [42] , but the most important thing for predictive control is the approximation ability of the model. The suitable way to adapt the real system is to tune the model parameters online.
A learning algorithm of NN can be regarded as a parameter estimation problem for such a nonlinear system. Multiple estimation methods have been reported so far. Among them, Extended Kalman Filter (EKF) is the best known one. The EKF based learning algorithm [37] approximately gives the minimum variance estimate of the weights in NN, so it converges in fewer iterations than steepest descent based methods. Moreover, the parameters of the algorithm would not govern the convergence properties. This algorithm would be utilized both for system identification of the plant and model adaption. In the case of model adaption, only the weights in the output layer would be adjust so that the computation load can be lightened.
D. ADAPTIVE NEURAL PREDICTIVE CONTROL
Tent-map Chaotic Newton-Raphson (TCNR) optimization [39] is utilized to solve the cost function of the ANPC in this research. The cost function can be simplified as following for convenient:
The Jacobian vector and Hessian matrix are denoted as:
respectively. Where
Once the derivative terms of the NN predictor are derived, NR can be applied after the procedure of chaos search. TCNR based ANPC has the following steps, and the control scheme is illustrated in Fig. 2 . 
1) PATH PLANNING
The desired trajectory must be planned in advance. VOLUME 7, 2019 2) ADAPTIVE PREDICTOR Read the current output from the plant, and apply the EKF online tuning algorithm to update the weights on the output layer of the NN predictor.
3) OPTIMIZATION
Optimize the cost function, and get the optimal control signal.
4) CONTROL SIGNAL OUTPUT
Feed the first element of the optimal control sequence into the plant.
5) REPEAT
Before the path is finished, repeat the steps from 2) to 4).
III. PREDICTIVE CONTROLLER DESIGN A. PREDICTIVE SPEED CONTROLLER
A predictive speed controller based on ANPC is proposed in this section. The control scheme of the speed controller is the same as ANPC, Fig. 2 , where
To make the controller more flexible and gain the better performance, the cost function can be rewritten as following:
The added constraint,
sents that the excepted optimal control signal in the future should be as small as possible.
B. PREDICTIVE POSITION CONTROLLER
To gain the higher resolution of rotation angle, the expected speed is as slow as possible when the output angle is approaching the desired angle, or the oscillation would be large in transient state. Such requirements can be fulfilled if λ 2 is large enough, but that would lead to large steady state error since U 2 dominates the cost function. The constraint of predicted speed is considered to overcome these problems. In the practical application, the system would not work unless the control signal can get over the maximum static friction first. To get the optimal control signal under these constraints, the cost function would be modified as:
where g u represents the lower bound that the control signal can overcome the maximum static friction, τ is utilized to dispel the constraint of g u after the plant is working, and the constraint to get the slower speed is = N j=1
To optimize the proposed cost function in the application of position control, the predicted position,θ (k + j), and speed, ω (k + j), must be generated from the predictor simultaneously. Hence, an integrator based on trapezoid method,
will be added behind the speed predictor, where T s is the sampling period. The predictive position controller is shown in Fig. 3 . The error of the predicted position is fed back to correct the difference between desired and predicted position. The online learning algorithm is also applied based on the error of the predicted speed. Besides, the current position will replace the predicted position in each time step to have a correct position base so that the accuracy of the predicted position can be high enough. The convergence analysis of general model predictive control has been discussed in [40] , so it need not been repeated again herein.
C. FUZZY COMPENSATOR
Since there are problems in the practical system, like backlash, friction, signal resolution, and the sampling period, the position cannot be well controlled. If the proposed ANPC above is applied, the steady state error will be large in the experiment. The reason is: as the angle of rotor is approaching to the desired angle, the error would be getting small; then, the optimal control signal would also be small. With the limitation of resolution, the control signal would be truncated into a small value. In addition, the effects of the backlash and friction would make the control signal be equivalent to zero. In order to fix this problem, a fuzzy compensator (FC) is developed.
Five membership functions would be utilized to determine the magnitude of the current speed, ω (k), and the error, e θ (k), between the current angle, θ (k), and the desired angle, θ r (k), and to decide how much should be compensated into the control signal. Then, the modified control scheme is shown in Fig. 4 and the fuzzy rules are listed in TABLE 1, where V, S, M, B represent very, small, medium, and big respectively. 
IV. EXPERIMENT AND RESULT

A. PMSM SERVO SYSTEM
The plant used in this paper is a PMSM servo system which is composed of a VFD, A510, and a PMSM (DVLF-3607K5BH002), shown in Fig. 5 . By using the RS485 communication interface, control signal can be fed into the system, and the speed and position can also be read.
Since it takes about 40ms to complete a cycle, this system will be regarded as a long-delay-time system. For safety reasons, the direction of the control signal cannot be changed after activating the motor, which make it difficult to control the position. Hence, once the position exceeds the reference input, it cannot be fixed. 
B. SIMULATION OF COMPARISON FOR THE PLANT WITH UNCERTAINTIES
In order to have a fair comparison with the linear controllers, PSO-PIC [38] and GPC [14] , a linear model is produced by identifying the PMSM servo system:
where a 2 = 0.003541, a 1 = 0.1511, and a 0 = 0.2356, and the sampling period is set to 50ms. Since the system cannot fully modeled by a linear model, the parameters are simply estimated by least square estimation based on step response, and the speed is set to 300rpm. The comparisons of the speed and position control are shown in Fig. 6 . To test the response when the plant is uncertain, a 1 is set to 50% larger. The results are shown in Fig. 7 . For the experiments of speed control, the parameters of PSO-PIC are set as: the swarm size is 10, the generation is 20, the acceleration coefficients are 0.01, and the upper boundary of K P and K I are 1 and 0.1 respectively, the parameters of GPC are set as: N = 7, λ = 1, and the parameters of ANPC are given as : N = 7, λ 1 = 0.001, λ 2 = 0. For step response, the prediction error of neural predictor for ANPC is 2.12% in average. The results are shown in Fig. 6 (a) and Fig. 7 (a) , and the step response criteria is listed in TABLE 2. In the VOLUME 7, 2019 case of controlling the identified plant, our approach performs shortest rise, and settling time, as well as the minimum overshoot comparing with the other controllers. As the plant is uncertain, GPC causes obvious oscillation in the transient state, and the overshoots of both GPC and PSO-PI become larger. Although the rise time is longer in ANPC, the settling time is the shortest and the overshoot is also close to zero. Based on these observations, ANPC has the better performance in speed control even if the model in the controller is not accuracy or there are variations in the plant.
In the case of position control, the parameters of PSO-PIC are set as: the swarm size is 10, the generation is 20, the acceleration coefficients are 0.01, and the upper boundary of K P and K I are 0.1 and 0 respectively, the parameters of GPC are set as: N = 15, λ = 0.1, and the parameters of ANPC are given as :
The results are shown in Fig. 6 (b) , Fig. 7 (b) and TABLE 3. The overshoot of PSO-PIC is close to zero and it is also the smallest, but long settling is required. ANPC has shortest settling time with small overshoot, 0.99%. Unlike the results in speed control, the change of response of ANPC is larger, but it takes the shortest time to settle down, too.
C. RESULT OF CONTROLLING PMSM SERVO SYSTEM
The NN predictor is designed with 6 input, n = 3, and 4 hidden neurons, N H = 4. For the ANPC speed controller, the parameters are chosen as: N = 7, λ 1 = 0, λ 2 = 1. A PI speed controller is introduced to have a comparison with proposed controller, and the parameters of it are K P = 0.9635 and K I = 0.0868 which are determined by particle swarm optimization (PSO). The performance is shown in Fig. 8, Fig. 9 , and the corresponding criteria is listed in TABLE 4 and TABLE 5 . According to the results, the rise time of proposed speed controller is around 100ms, two time step, while the settling time is about 200ms, four time step, and both of them are smaller than that of PI controller, so the high performance of ANPC is guaranteed. Besides, it is obviously that the proposed controller is relatively insensitive to the input signal. In the practical experiment, as the desired output is 600rpm, the maximum overshoot of PI controller become larger, 4.65%, which is usually unacceptable, but the overshoot is only 1.17% in the response of ANPC.
In the case of position control, the problems of backlash, friction, signal resolution, and the sampling period will considerably influence the performance of the response. Due to the effects of backlash and friction in mechanical system as well as the limitation of linear control strategies, PI controller, whose parameters, K P = 0.320 and K I = 0.001, are given by PSO, has lower ability to manipulate the position control, which can be observed in simulation and experiments in Fig. 10 and Fig. 11 respectively. And the performances of position control based on PI or ANPC are listed in TABLE 6 and TABLE 7 . Positive control signal is the limitation of the PMSM system, TABLE 2. It reveals that the negative velocity is not allowable in this system. If the proposed position control is applied directly, N = 5, λ 1 = 1, λ 2 = 1, λ 3 = 1, g u = 0.25, τ = 0.5, as the blue line shown in Fig. 10 and Fig. 11 , the steady state error will be resulted. If the fuzzy compensator is employed, the steady state error is successfully reduced.
V. CONCLUSION
The TCNR algorithm combining the reliability of NR and the ergodicity property of COA is proposed in this study. Chaos search based on Tent map has shown the good performance. By using TCOA, the number of iterations in the NR optimization is dropped down, and the initial condition sensitivity of NR is successfully reduced. By employing TCNR to be the role of optimizer in MPC combined with EKF-based ANP, ANPC is developed.
According to the simulation results, ANPC has the better performance than GPC [14] and PSO-PIC [38] . The speed control of ANPC can maintain the good performance successfully when the plan contains uncertainty. In the real PMSM servo system, ANPC also presents the great performance comparing with the PI controller. Under the limitations of low signal resolution and strictly positive value, the ANPC position controller provides the smaller steady state error. Furthermore, the error would be close to zero if the fuzzy compensator is applied.
