A new method is introduced for large scale convex constrained optimization. The general model algorithm involves, at each iteration, the approximate minimization of a convex quadratic on the feasible set of the original problem and global convergence is obtained by means of nonmonotone line searches. A specific algorithm, the Inexact Spectral Projected Gradient method (ISPG), is implemented using inexact projections computed by Dykstra's alternating projection method and generates interior iterates. The ISPG method is a generalization of the Spectral Projected Gradient method (SPG), but can be used when projections are difficult to compute. Numerical results for constrained least-squares rectangular matrix problems are presented.
Introduction
We consider the problem Minimize f (x) subject to x ∈ Ω,
where Ω is a closed convex set in IR n . Throughout this paper we assume that f is defined and has continuous partial derivatives on an open set that contains Ω. The Spectral Projected Gradient (SPG) method [6, 7] was recently proposed for solving (1) , especially for large-scale problems since the storage requirements are minimal. This method has proved to be effective for very large-scale convex programming problems. In [7] a family of location problems was described with a variable number of variables and constraints. The SPG method was able to solve problems of this family with up to 96254 variables and up to 578648 constraints in very few seconds of computer time. The computer code that implements SPG and produces the mentioned results is published [7] and available. More recently, in [5] an active-set method which uses SPG to leave the faces was introduced, and bound-constrained problems with up to 10 7 variables were solved.
The SPG method is related to the practical version of Bertsekas [3] of the classical gradient projected method of Goldstein, Levitin and Polyak [21, 25] . However, some critical differences make this method much more efficient than its gradient-projection predecessors. The main point is that the first trial step at each iteration is taken using the spectral steplength (also known as the Barzilai-Borwein choice) introduced in [2] and later analyzed in [9, 19, 27] among others. The spectral step is a Rayleigh quotient related with an average Hessian matrix. For a review containing the more recent advances on this special choice of steplength see [20] . The second improvement over traditional gradient projection methods is that a nonmonotone search must be used [10, 22] . This feature seems to be essential to preserve the nice and nonmonotone behaviour of the iterates produced by single spectral gradient steps.
The reported efficiency of the SPG method in very large problems motivated us to introduce the inexact-projection version of the method. In fact, the main drawback of the SPG method is that it requires the exact projection of an arbitrary point of IR n onto Ω at every iteration.
Projecting onto Ω is a difficult problem unless Ω is an easy set (i.e. it is easy to project onto it) as a box, an affine subspace, a ball, etc. However, for many important applications, Ω is not an easy set and the projection can only be achieved inexactly. For example, if Ω is the intersection of a finite collection of closed and convex easy sets, cycles of alternating projection methods could be used. This sequence of cycles could be stopped prematurely leading to an inexact iterative scheme. In this work we are mainly concerned with extending the machinery developed in [6, 7] for the more general case in which the projection onto Ω can only be achieved inexactly.
In Section 2 we define a general model algorithm and prove global convergence. In Section 3 we introduce the ISPG method and we describe the use of Dykstra's alternating projection method for obtaining inexact projections onto closed and convex sets. In Section 4 we present numerical experiments and in Section 5 we draw some conclusions.
A general model algorithm and its global convergence
We say that a point x ∈ Ω is stationary, for problem (1), if
In this work · denotes the 2-norm of vectors and matrices, although in some cases it can be replaced by an arbitrary norm. We also denote g(x) = ∇f (x) and IN = {0, 1, 2, . . .}.
Let B be the set of n × n positive definite matrices such that B ≤ L and B −1 ≤ L. Therefore, B is a compact set of IR n×n . In the spectral gradient approach, the matrices will be diagonal. However, the algorithm and theorem that we present below are quite general. The matrices B k may be thought as defining a sequence of different metrics in IR n according to which we perform projections. For this reason, we give the name "Inexact Variable Metric" to the method introduced below.
Algorithm 2.1: Inexact Variable Metric Method
Assume η ∈ (0, 1], γ ∈ (0, 1), 0 < σ 1 < σ 2 < 1, M a positive integer. Let x 0 ∈ Ω be an arbitrary initial point. We denote g k = g(x k ) for all k ∈ IN . Given x k ∈ Ω, B k ∈ B, the steps of the k−th iteration of the algorithm are:
Step 1. Compute the search direction Consider the subproblem
where
Letd k be the minimizer of (3) . (This minimizer exists and is unique by the strict convexity of the subproblem (3), but we will see later that we do not need to compute it.) Let d k be such that
If d k = 0, stop the execution of the algorithm declaring that x k is a stationary point.
Step 2. Compute the steplength
Remark. In the definition of Algorithm 2.1 the possibility η = 1 corresponds to the case in which the subproblem (3) is solved exactly.
Lemma 2.1. The algorithm is well defined.
Proof. Since Q k is strictly convex and the domain of (3) is convex, the problem (3) has a unique solutiond k . Ifd k = 0 then Q k (d k ) = 0. Since d k is a feasible point of (3), and, by (4), Q k (d k ) ≤ 0, it turns out that d k =d k . Therefore, d k = 0 and the algorithm stops. Ifd k = 0, then, since Q k (0) = 0 and the solution of (3) is unique, it follows that
Therefore, the condition (5) must be satisfied if α is small enough. This completes the proof. 2
Theorem 2.1. Assume that the level set {x ∈ Ω | f (x) ≤ f (x 0 )} is bounded. Then, either the algorithm stops at some stationary point x k , or every limit point of the generated sequence is stationary.
The proof of Theorem 2.1 is based on the following lemmas.
Lemma 2.2. Assume that the sequence generated by Algorithm 2.1 stops at x k . Then, x k is stationary.
Proof. If the algorithm stops at some x k , we have that
For the remaining results of this section we assume that the algorithm does not stop. So, infinitely many iterates {x k } k∈IN are generated and, by (5) 
Thus, under the hypothesis of Theorem 2.1, the sequence {x k } k∈IN is bounded. Lemma 2.3. Assume that {x k } k∈IN is a sequence generated by Algorithm 2.1. Define, for all j = 1, 2, 3, . . .,
Then,
for all j = 1, 2, 3, . . ..
Proof. We will prove by induction on ℓ that for all ℓ = 1, 2, . . . , M and for all j = 1, 2, 3, . . .,
By (5) we have that, for all j ∈ IN ,
so (7) holds for ℓ = 1. Assume, as the inductive hypothesis, that
for ℓ ′ = 1, . . . , ℓ. Now, by (5) , and the definition of V j , we have that
But, by the inductive hypothesis,
Therefore, the inductive proof is complete and, so, (7) is proved. Since ν(j + 1) = jM + ℓ for some ℓ ∈ {1, . . . , M }, this implies the desired result.
2
From now on, we define
where {ν(j)} is the sequence of indices defined in Lemma 2.3. Clearly,
Proof. By (6), since f is continuous and bounded below,
But, by (4),
as we wanted to prove. 2 Lemma 2.5. Assume that K 1 ⊂ IN is a sequence of indices such that
Then, x * is stationary.
Proof. By the compactness of B we can extract a subsequence of indices
where B also belongs to B.
We define
Suppose that there existsd ∈ IR n such that x * +d ∈ Ω and
But, by the definition ofd k , we have that
for k ∈ K 2 large enough. This contradicts the fact that lim k∈K 2 Q k (d k ) = 0. The contradiction came from the assumption thatd with the property (11) exists. Therefore,
therefore, by the definition of B,
So, by Cauchy-Schwarz inequality
Therefore,
Since {x k } k∈IN is bounded and f has continuous derivatives, {g k } k∈IN is bounded. Therefore, the set {d k } k∈IN is bounded. 2
Then, lim
and, hence, x * is stationary.
Proof. Suppose that (13) is not true. Then, for some infinite set of indices
for all k ∈ K 4 . Since the set {d k } k∈K 4 is bounded, there exists a sequence of indices
Taking limits for k ∈ K 5 in both sides of (14), we obtain g(
Therefore, lim
By (4) this implies that lim
is bounded away from zero for k ∈ K 4 . Therefore, (13) 
Proof. Assume that Q k (d k ) does not tend to 0 for k ∈ K 6 . Then, there exists ε > 0 and an infinite set of indices K 7 ⊂ K 6 such that
Since {d k } k∈IN is bounded and x k + d k ∈ Ω, extracting an appropriate subsequence we obtain d ∈ IR n and B ∈ B such that x * + d ∈ Ω and
Therefore, g(x * ) T d < 0, which contradicts the fact that x * is stationary. Then,
So, by (4), the thesis is proved. 2 Lemma 2.10. Assume that {x k } k∈K 8 converges to some stationary point x * . Then,
Proof. Suppose that lim k∈K 8 d k = 0 is not true. By Lemma 2.6, {d k } k∈K 8 is bounded. So, we can take a subsequence K 9 ⊂ K 8 and ε > 0 such that
and lim
By (15), (16), (17), we have that
Proof. By Lemma 2.10, the limit points of {x k } k∈K are the same as the limit points of {x k+1 } k∈K . Then, by Lemma 2.9,
and, by Lemma 2.10, lim
So, by an inductive argument, we get
Proof. Suppose that (19) is not true. Then there exists a subsequence
is bounded away from zero for k ∈ K 10 . But, by (9) , every k ∈ IN can be written as
for some k ′ ∈ K and r ∈ {0, 1, . . . , 2M }. In particular, this happens for all k ∈ K 10 . Since {0, 1, . . . , 2M } is finite, there exists a subsequence K 11 ⊂ K 10 such that for all k ∈ K 11 , k = k ′ + r for some k ′ ∈ K and the same r ∈ {0, 1, . . . , 2M }. Then, the fact that
Proof of Theorem 2.1. Let {x k } k∈K 0 an arbitrary convergent subsequence of {x k } k∈IN . By (19) we see that the hypothesis of Lemma 2.5 above holds with K 0 replacing K 1 . Therefore, the limit of {x k } k∈K 0 is stationary, as we wanted to prove. 2
Remark. We are especially interested in the spectral gradient choice of B k . In this case,
otherwise,
3 Computing approximate projections
, with respect to the Euclidean norm. Projecting onto Ω is a difficult problem unless Ω is an easy set (i.e. it is easy to project onto it) as a box, an affine subspace, a ball, etc. Fortunately, in many important applications, either Ω is an easy set or can be written as the intersection of a finite collection of closed and convex easy sets. In this work we are mainly concerned with extending the machinery developed in [6, 7] for the first case, to the second case. A suitable tool for this task is Dykstra's alternating projection algorithm, that will be described below. Dykstra's algorithm can also be obtained via duality [23] (see [12] for a complete discussion on this topic). Roughly speaking, Dykstra's algorithm projects in a clever way onto the easy convex sets individually to complete a cycle which is repeated iteratively. As an iterative method, it can be stopped prematurely to obtain d k , instead ofd k , such that x k + d k ∈ Ω and (4) holds. The fact that the process can be stopped prematurely could save significant computational work, and represents the inexactness of our algorithm.
Let us recall that for a given nonempty closed and convex set Ω of IR n , and any y 0 ∈ IR n , there exists a unique solution y * to the problem
which is called the projection of y 0 onto Ω and is denoted by P Ω (y 0 ). Consider the case Ω = ∩ p i=1 Ω i , where, for i = 1, . . . , p, Ω i are closed and convex sets. Moreover, we assume that for all y ∈ IR n , the calculation of P Ω (y) is a difficult task, whereas, for each Ω i , P Ω i (y) is easy to obtain. Dykstra's algorithm [8, 13] , solves (21) by generating two sequences, {y ℓ i } and {z ℓ i }. These sequences are defined by the following recursive formulae:
for associated with Ω i in the previous cycle is always subtracted before projecting onto Ω i . Therefore, only one increment (the last one) for each Ω i needs to be stored.
2.
If Ω i is a closed affine subspace, then the operator P Ω i is linear and it is not necessary in the ℓ th cycle to subtract the increment z ℓ−1 i before projecting onto Ω i . Thus, for affine subspaces, Dykstra's procedure reduces to the alternating projection method of von Neumann [30] . To be precise, in this case,
3. For ℓ = 1, 2, . . . and i = 1, . . . , p, it is clear from (22) that the following relations hold
where y 0 p = y 0 and z 0 i = 0, for all i = 1, . . . , p.
For the sake of completeness we now present the key theorem associated with Dykstra's algorithm.
Theorem 3.1 (Boyle and Dykstra, 1986 [8] ) Let Ω 1 , . . . , Ω p be closed and convex sets of IR n such that Ω = ∩ p i=1 Ω i = ∅. For any i = 1, . . . , p and any y 0 ∈ IR n , the sequence {y ℓ i } generated by (22) converges to y * = P Ω (y 0 ) (i.e., y ℓ i − y * → 0 as ℓ → ∞).
A close inspection of the proof of the Boyle-Dykstra convergence theorem allows us to establish, in our next result, an interesting inequality that is suitable for the stopping process of our inexact algorithm. 
Then, in the ℓ th cycle of Dykstra's algorithm,
Moreover, at the limit when ℓ goes to infinity, equality is attained in (26) .
Proof. In the proof of Theorem 3.1, the following equation is obtained [8, p. 34 ] (see also Lemma 9.19) in [12] )
where all terms involved are nonnegative for all ℓ. Hence, we obtain
Finally, (26) is obtained by replacing (23) and (24) in (28) . Clearly, in (27) all terms in the right hand side are bounded. In particular, using (23) and (24) , the fourth term can be written as 2 p i=1 z ℓ i , y ℓ i − y * , and using the CauchySchwarz inequality and Theorem 3.1, we notice that it vanishes when ℓ goes to infinity. Similarly, the first term in (27) tends to zero when ℓ goes to infinity, and so at the limit equality is attained in (26) .
Each iterate of the Dykstra's method is labeled by two indices i and ℓ. From now on we considered the subsequence with i = p so that only one index ℓ is necessary. This will simplify considerably the notation without loss of generality. So, we assume that Dykstra's algorithm generates a single sequence {y ℓ }, so that
Moreover, by Theorem 3.2 we have that lim ℓ→∞ c ℓ = y 0 − y * 2 . In the rest of this section we show how Dykstra's algorithm can be used to obtain a direction d k that satisfies (4). First, we need a simple lemma related to convergence of sequences to points in convex sets whose interior is not empty.
Lemma 3.1 Assume that Ω is a closed and convex set, x ∈ Int(Ω) and {y ℓ } ⊂ IR n is a sequence such that lim
For all ℓ ∈ IN we define
and
Proof. By (30) , it is enough to prove that
Assume that this is not true. Since min(α ℓ max , 1) ≤ 1 there existsᾱ < 1 such that for an infinite set of indices ℓ, min(α
Now, by the convexity of Ω and the fact that x belongs to its interior, we have that
But lim
then, for ℓ large enough
This contradicts the fact that (31) holds for infinitely many indices. 2
Moreover,
Proof.
Therefore, (32) is proved. By this identity, if y * is the minimizer of y 0 − z 2 for z ∈ Ω, then y * − x k must be the minimizer of
So, (33) also holds. 2
Proof. By Lemma 3.2,
By (26), y ℓ − z 2 ≥ c ℓ for all z ∈ Ω and for all ℓ ∈ IN . Therefore, for all z ∈ Ω, ℓ ∈ IN ,
In particular, if z − x k =d k , we obtain (35). Moreover, since lim ℓ→∞ c ℓ = y 0 − y * 2 , we have that lim
This completes the proof. 2
By the three lemmas above, we have established that, using Dykstra's algorithm we are able to compute a sequence {x ℓ k } ℓ∈IN such that
Moreover, we proved that
Since x ℓ k ∈ Ω we also have that
, given an arbitrary η ′ ∈ (η, 1), the properties (36) and (37) guarantee that, for ℓ large enough,
So,
The inequality (38) can be tested at each iteration of the Dykstra's algorithm. When it holds, we obtain x ℓ k satisfying (39). The success of this procedure depends on the fact of x k being interior. The point x ℓ k so far obtained belongs to Ω but is not necessarily interior. A measure of the "interiority" of x ℓ k can be given by α ℓ max (defined by (29) ). Define β = η/η ′ . If α ℓ max ≥ 1/β, the point x ℓ k is considered to be safely interior. If α ℓ max ≤ 1/β, the point x ℓ k may be interior but excessively close to the boundary or even on the boundary (if α ℓ max ≤ 1). Therefore, the direction d k is taken as
Note that ] . In this way, x k + d k ∈ Int(Ω) and, by the convexity of Q k ,
Therefore, the vector d k obtained in (40) satisfies (4) . Observe that the "reduction" (40) is performed only once, at the end of the Dykstra's process, when (39) has already been satisfied. Moreover, by (29) and (30), definition (40) is equivalent to
The following algorithm condenses the procedure described above for computing a direction that satisfies (4).
Algorithm 3.1: Compute approximate projection
Assume that ε > 0 (small), β ∈ (0, 1) and η ′ ∈ (0, 1) are given (η ≡ β η ′ ).
Step 1.
and compute x 0 k by (30) for x = x k .
Step 2. If (38) is satisfied, compute d k by (40) and terminate the execution of the algorithm. The approximate projection has been successfully computed.
If −a ℓ ≤ ε, stop. Probably, a point satisfying (38) does not exist.
Step 3.
Compute y ℓ+1 using Dykstra's algorithm (22) , c ℓ+1 by (25) , a ℓ+1 by (34), and x ℓ+1 k by (30) for x = x k .
Step 4. Set ℓ ← ℓ + 1 and go to Step 2.
The results in this section show that Algorithm 3.1 stops giving a direction that satisfies (4) whenever Q k (d k ) < 0. The case Q k (d k ) = 0 is possible, and corresponds to the case in which x k is stationary. Accordingly, a criterion for stopping the algorithm when Q k (d k ) ≈ 0 has been incorporated. The lower bound a ℓ allows one to establish such criterion. Since a ℓ ≤ Q k (d k ) and a ℓ → Q k (d k ) the algorithm is stopped when −a ℓ ≤ ε where ε > 0 is a small tolerance given by the user. When this happens, the point x k can be considered nearly stationary for the original problem.
Numerical Results

Test problem
Interesting applications appear as constrained least-squares rectangular matrix problems. In particular, we consider the following problem:
where A and B are given nrows × ncols real matrices, nrows ≥ ncols, rank(A) = ncols, and X is the symmetric ncols × ncols matrix that we wish to find. For the feasible region, L and U are given ncols×ncols real matrices, and SDD + represents the cone of symmetric and diagonally dominant matrices with positive diagonal, i.e.,
Throughout this section, the notation A ≤ B, for any two real ncols × ncols matrices, means that A ij ≤ B ij for all 1 ≤ i, j ≤ ncols. Also, A F denotes the Frobenius norm of a real matrix A, defined as
where the inner product is given by A, B = trace(A T B). In this inner product space, the set S of symmetric matrices form a closed subspace and SDD + is a closed and convex polyhedral cone [1, 18, 16] . Therefore, the feasible region is a closed and convex set in IR ncols×ncols .
Problems closely related to (41) arise naturally in statistics and mathematical economics [13, 14, 17, 24] . An effective way of solving (41) is by means of alternating projection methods combined with a geometrical understanding of the feasible region. For the simplified case in which nrows = ncols, A is the identity matrix, and the bounds are not taken into account, the problem has been solved in [26, 29] using Dykstra's alternating projection algorithm. Under this approach, the symmetry and the sparsity pattern of the given matrix B are preserved, and so it is of interest for some numerical optimization techniques discussed in [26] .
Unfortunately, the only known approach for using alternating projection methods on the general problem (41) is based on the use of the singular value decomposition (SVD) of the matrix A (see for instance [15] ), and this could lead to a prohibitive amount of computational work in the large scale case. However, problem (41) can be viewed as a particular case of (1), in which f : IR ncols×(ncols+1)/2 → IR, is given by
and Ω = Box SDD + , where Box = {X ∈ IR ncols×ncols | L ≤ X ≤ U }. Hence, it can be solved by means of the ISPG algorithm. Notice that, since X = X T , the function f is defined on the subspace of symmetric matrices. Notice also that, instead of expensive factorizations, it is now required to evaluate the gradient matrix, given by
In order to use the ISPG algorithm, we need to project inexactly onto the feasible region. For that, we make use of Dykstra's alternating projection method. For computing the projection onto SDD + we make use of the procedure developed introduced in [29] .
Implementation details
We implemented Algorithm 2.1 with the definition (20) of Q k and Algorithm 3.1 for computing the approximate projections.
The unknowns of our test problem are the n = ncols×(ncols+1)/2 entries of the upper triangular part of the symmetric matrix X. The projection of X onto SDD + consists on several cycles of projections onto the ncols convex sets
|x ij |} (see [29] for details). Since projecting onto SDD + i only involves the row/column i of X, then all the increments z ℓ−1 i can be saved in a unique vector v ℓ−1 ∈ IR n , which is consistent with the low memory requirements of the SPG-like methods.
We use the convergence criteria given by
where x ℓ k is the iterate of Algorithm 3.1 which satisfies inequality (38). The arbitrary initial spectral steplength λ 0 ∈ [λ min , λ max ] is computed as
,t small is a small number defined as t small = max(ǫ rel x ∞ , ǫ abs ) with ǫ rel a relative small number and ǫ abs an absolute small number. The computation of α new uses one-dimensional quadratic interpolation and it is safeguarded taking α new ← α/2 when the minimum of the one-dimensional quadratic lies outside [σ 1 , σ 2 α].
In the experiments, we chose ǫ 1 = ǫ 2 = 10 −5 , ǫ rel = 10 −7 , ǫ abs = 10 −10 , β = 0.85, γ = 10 −4 , σ 1 = 0.1, σ 2 = 0.9, λ min = 10 −3 , λ max = 10 3 , M = 10. Different runnings were made with η ′ = 0.7, 0.8, 0.9 and 0.99 (η = βη ′ = 0.595, 0.68, 0.765 and 0.8415, respectively) to compare the influence of the inexact projections in the overall performance of the method.
Experiments
All the experiments were run on a Sun Ultra 60 Workstation with 2 UltraSPARC-II processors at 296-Mhz, 512 Mb of main memory, and SunOS 5.7 operating system. The compiler was Sun WorkShop Compiler Fortran 77 4.0 with flag -O to optimize the code.
We generated a set of 10 random matrices of dimensions 10 × 10 up to 100 × 100. The matrices A, B, and the initial guess X 0 are randomly generated, with elements in the interval [0, 1]. We use the Schrage's random number generator [31] (double precision version) with seed equal to 1 for a machine-independent generation of random numbers. Matrix X 0 is then redefined as (X 0 + X T 0 )/2 and, its diagonal elements A ii are again redefined as 2 j =i |A ij | to guarantee an interior feasible initial guess. Bounds L and U are defined as L ≡ 0 and U ≡ ∞. Tables 1-4 display the performance of ISPG with η ′ = 0.7, 0.8, 0.9 and 0.99, respectively. The columns mean: n, dimension of the problem; IT, iterations needed to reach the solution; FE, function evaluations; GE, gradient evaluations, DIT, Dykstra's iterations; Time, CPU time (seconds); f , function value at the solution; d ∞ , sup-norm of the ISPG direction; and α max , maximum feasible step on that direction. Observe that, as expected, α max is close to 1 when we solve the quadratic subproblem with high precision (η ′ ≈ 1).
In all the cases we found the same solutions. These solutions were never interior points. When we compute the projections with high precision the number of outer iterations decreases. Of course, in that case, the cost of computing an approximate projection using Dykstra's algorithm increases. Therefore, optimal efficiency of the algorithm comes from a compromise between those two tendencies. The best value for η ′ seems to be 0.8 in this set of experiments.
Final remarks
We present a new algorithm for convex constrained optimization. At each iteration, a search direction is computed as an approximate solution of a quadratic subproblem and, in the implementation, the set of iterates are interior. We prove global convergence, using a nonmonotone line search procedure of the type introduced in [22] and used in several papers since then. Table 4 : ISPG performance with inexactness parameter η ′ = 0.99.
A particular case of the model algorithm is the inexact spectral projected gradient method (ISPG) which turns out to be a generalization of the spectral projected gradient (SPG) method introduced in [6, 7] . The ISPG must be used instead of SPG when projections onto the feasible set are not easy to compute. In the present implementation we use Dykstra's algorithm [13] for computing approximate projections. If, in the future, acceleration techniques are developed for Dykstra's algorithm, they can be included in the ISPG machinery (see [12, pp.235 
]).
Numerical experiments were presented concerning constrained least-squares rectangular matrix problems to illustrate the good features of the ISPG method.
