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Consider a network G of n units, each of which can be tested by those units 
from which there is a test connection. The outcome of each test is binary 
(good or faulty) and is the judgment of the testing unit on the tested unit. We 
present an algorithm for identifying the minimum number of faulty units 
based on the test outcomes. It works in time proportional to ~'(G)m, provided 
the number of faulty units is no more than r(G), where m is the number of 
test connections and 7(G) is a parameter of G such that if the number of faulty 
units is no more than r(G), then they are uniquely identifiable. 
1. INTRODUCTION 
Consider a network of n operating units (computers, people, tc.) capable 
of testing the correctness of one another. The testing arrangements can be 
represented by a directed graph G(V, E), where the set of vertices, 
V = {1, 2,..., n}, represents he units (Preparata, Metze, and Chien, 1967). 
For  i, ] e V, there is an edge f rom vertex i to j ,  i.e., (i,j) E E, iff i tests j .  The  
test  outcome is 2-va lued (good or faulty) and is the judgment  of i on j .  The  
test  outcomes reported by a good un i t  are rel iable but  those reported by  a 
faulty un i t  are meaningless.  The  test outcomes are indicated by  the labels 
on the edges by 0 (good) and 1 (faulty). Fol lowing Preparata et al. (1967), we 
now int roduce a b inary  variable x~ for each ver tex/un i t  i such that  x i = 0 if 
the un i t  i is good and x i = 1 if the un i t  i is faulty. The  prob lem now is how 
to f ind the values of {xi} (unknown)  consistent  wi th  the test outcomes (known).  
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We note that if there is a 0-labeled edge from vertex i to j, then xj- = 1 =~ 
(implies) xi = 1 (and x l -~  0 ~ xj = 0 by its contrapositive). Similarly, 
if there is a I-labeled edge from vertex i to j, then xi = 0 ~ x i = 1 and 
X~ =O ~ xi = 1. 
Hakimi and Amin (1974) posed the problem of finding an efficient algorithm 
to identify a minimum set of faulty units based on the test outcomes. We 
present an algorithm, similar to the one reported by Allan (1974), which is 
conceptually quite straightforward. We show that the maximum running 
t ime of our algorithm is of O(tm), where t < n and m is the number of edges. 
2. DEFINITIONS AND RELEVANT FACTS 
In addition to what was stated in Section 1, we make the assumption that 
no unit tests itself (i.e., G(V, E) has no self-loop). 
Assume that the value 0 or 1 has been assigned to each variable x/.  The 
set Vf = {il x~ = 1} is called a feasible solution iff the assignments are con- 
sistent with the test outcomes. A feasible solution with ] VII = minimum 
is called a minimum solution (Allan, Kameda, and Toida, 1975). A network 
G(V, E) is called t-diagnosable iff all the faulty units can be uniquely identified 
provided there are no more than t faulty units (Preparata et al., 1967). The 
maximum such t is called the diagnosability number (G) of the network 
(Allan et aL, 1975). Here we need only the following properties of r(G). In the 
following Ix] shall denote the maximum integer not larger than x (a real 
number). 
THEOREM (Preparata et al., 1967). Let G(V, E) be the graph representing the 
testing arrangements among the units. 
(a) z(G) ~< [ (n -  1)/21. 
(b) ~-(G) ~< drain(G), where drain(G) is the minimum indegree of G(V, E) 
defined by drain(G) = Min{i [ i is the number of edges directed toward a vertex 
of a}. 
3. DESCRIPTION OF THE ALGORITHM 
We shall describe an algorithm which finds a solution g f ,  if i VI[ ~ z(G). 
By the definition of ~(G), such a solution is unique. I f  there is no such 
solution, our algorithm will terminate, indicating that all solutions V I satisfy 
I V,I > ~(C). 
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We shall make some assignments explicitly (xj +- 0 or xj +- 1) and others 
will be consequences of those explicitly made assignments. We call the former 
explicit assignments and the latter implicit assignments. In  Fig. 1, implicit 
assignments are indicated in some of the vertices. 
( 
J 
xj .9-0 ×j ~,FI 
FIG. 1. Consequences of an explicit assignment to x~. 
In the search for a solution we keep two sets, Kg and Kf, which contain good 
and faulty vertices, respectively, which have so far been determined without 
leading to contradiction. They are initially both empty. Generally we try to 
put a new vertex in Vg (i.e., xi ~-- 0 for vertex i). As a result of this explicit 
assignment we will have some implicit assignments. Let 
N(i) = {i} u {j [ x i +- 0 implies xj ~-- O} 
F(i) = {j ] x~ ~-- 0 implies xj ~-- 1}. 
If N(i) c~ F(i) =/- ;g, then x i = 0 is not consistent with the test outcomes and 
so we adopt xi = l (this sort of explicit assignment is called a forced assignment) 
and N(i) and F(i) are recomputed as N(i) = ~ and 
F(i) -- {i} u {j ] x~ +- 1 implies x~ ~-- 1}. 
In either case we proceed with the assumption that a solution Vy with 
[ VII ~< ~-(G) exists. Therefore if ] Vf uF( i ) l  exceeds ~-(G), then we have 
to give up some assignments made so far. More precisely, let V I be the set 
of all vertices that have been assigned the value 1 prior to some explicit 
assignment x~ ~-- 0. I f  this explicit assignment leads to either N(i) n F(i) :/= ;g 
or ] Vf uF( i ) ]  > ~-(G), then we have to make xi~-- 1. I f  as a result we still 
have ] Vf u F(i)] > .r(G), then we have to change the last explicit assignment 
of the form xj ~-- 0 to xj ~-- 1 and all the assignments made after this one have 
to be cancelled, except those explicit assignments (i.e,, forced assignments) 
made as a result of N(i) n F(i) =/: ;g and their consequences. (If there were 
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no such x 5 , it would indicate that the minimum number of faulty units in the 
network is greater than r(G).) 
In the following description of our algorithm we make use of the sets N(i) 
and F(i) as defined above. Vg and V~ are updated during the execution of the 
algorithm. To keep track of them the tag "g" (for good) will be attached to the 
vertices of V~, and the tag " f "  (for faulty) will be attached to the vertices of 
V I . At any point we define G'(V', E') to be the subgraph of G(V, E) such 
that V' ---- V -  ~'g u Vj and E'  consists of those edges of E whose end 
vertices are both in V'. In order to perform "back-tracking" efficiently we 
make use of a last-in-first-out storage device called a stack (see, for instance, 
Knuth, 1968). It  will be referred to as S and will be initially empty. Its function 
is to "remember" the last explicit assignment of the form xi +- 0 and all the 
subsequent explicit assignments. 
Algorithm 
1. Let Vg ~- ~ and V~ ~- ~.  [Thus initially no vertex is tagged and 
G'(V', E') = G(V, E).] 
2. Let (i,j) ~ E' be an edge with a 1-1abel. I f  there is no such edge, then 
stop. [Vf is the solution.] 
3. Make the explicit assignment, xj +-0 ,  and compute the sets N(j) and 
F(j) as described above. 
4. I f  a vertex is encountered in F(j) which also belongs to N(j) [i.e., 
N(j) • F(j) # ~],  then let xj ~- 1 and recompute N(j) andF( j )  as described 
above. [This is a forced assignment.] 
5. (a) If  I Vs w F(j)I ~ -c(G) and x~ ~ 0, then tag all vertices in N(j) by 
"g" and all vertices inF( j )  by '~f", place the 2-tuple (j, N(j) wF(j)) on top 
of the stack S and go to 2. 
(b) I f  ] Vf ~9 F(j)I ~ ~'(G) and xj = 1, then tag all vertices in F(j) by 
"f" and check further where xj ~-- 1 was made. If  xj ~-- 1 was made in Step 4, 
then go to 2. Otherwise [i.e., it was made in Step 5(c)], place F(j) [these 
vertices may have to be untagged uring back-tracking] on top of S and go to 2. 
(c) I f  ] Vf u F(j)] > T(G), then remove the top entries of S one by one 
up to and including the first 2-tuple. Let it be (i, N(i) t.) F(i)) Ix i *-- 0 was the 
last explicit assignment of 0]. I f  there is no 2-tuple in S, then stop. [There is no 
solution with no more than ~-(G) faulty units.] Otherwise untag (i.e., erase 
the tags from) all the vertices in the sets removed from N. Let j +-  i, xj ~-  1, 
N(j) ~-- ~ and computeF( j )  [consequence ofxj  +-- 1]. Repeat 
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4. ANALYSIS OF THE ALGORITHM 
We shall first prove the correctness of the algorithm. Clearly it stops 
eventually either at Step 2 or Step 5(c). I f  it stops at Step 2, we have found the 
unique solution. Suppose the algorithm stopped at Step 5(c), although there 
is a solution V I with ]Vy] <~ r(G). During the execution of the algorithm, 
explicit assignments are made and modified. Consider the sequence 
of thefinaIized explicit assignments, xil = 1, xi~ = 1,..., x~, ~ 1 in the order 
they were made. With our assumption there can be no finalized explicit 
assignment of the form x~ ~-- 0. Our assumption also implies that i r ~ Vy for 
1 ~< r ~ s. For, if not, let r be the smallest index such that i r ~ V I . Then we 
would not have had to change x# = 0 to xi~ = 1. Thus it follows that V~ 
contains the nodes i1 , i~ ,..., is and others which were implicitly assigned the 
1 value. However I Vs I ~< 7(G) contradicts the assumption that the algorithm 
stopped at Step 5(c). 
x I "-\ x i ..,z--. j 
D / /  " \  
©© © 
(a) 
xj wr.-- 0 ~ ,  x | ...z-- J d2~"~ I J 
(b) (c)  
Fic. 2. Analysis of the algoritl~m. 
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Since our algorithm in general involves a number of "back-trackings," 
it appears that in the worst case the number of steps taken grows exponentially 
with n = I V I. However, it turns out that it grows only modestly with the 
parameters. In fact we show below that the growth rate is only of O(tm), 
where m = I E I  and t ~ r(G). Thus t is bounded by [ (n -  1)/2] (see 
Theorem (a)). 
The execution of the algorithm may be considered as traversing apart of a 
binary tree of height n. Fig. 2(a) indicates the first three explicit assignments. 
The upward dotted directed edge indicates that the second explicit assignment 
x j+-0  led to either N(j) nF(j) # ~ (Step 4) or [ VfuF(j) I  > r(G) 
(Step 5(e)), thus forcing the explicit assignment xi +-- 1. The weight r(G) 
of the root vertex shows that there are at most r(G) faulty units to be deter- 
mined. Take any vertex that is reached uring the execution of the algorithm. 
Its weight is the maximum number of faulty units yet to be determined. Thus 
in Fig. 2(b) just before making the explicit assignment xj +--0, we have 
r = r(G) --  [ V I ]. Consider the vertexj  involved here. In the graph G(V, E) 
its incoming edges look like Fig. 2(c). Among the incoming edges of the 
vertex j, d00-1abeled edges and d 1 l-labeled edges originate in V '= 
V --  Vf • Vg, and d 2 I-labeled edges originate in V I . None of the edges can 
originate in V~, because then xj would have some value by an implicit 
assignment. It follows that 
4 ~< I v , l  = , (a )  - -  r 
do + dl -l- d2 >/r(G) (Theorem (b)). 
(1) 
(2) 
By the definitions of r, r o , and r 1 (they are all weights), we have 
- ro > d~ (3) 
r - -  r 1 /> d o + 1. (4) 
Note that the 1 on the right-hand side of (4) is the contribution from the 
vertex j  itself. Combining (1), (2), (3), and (4), we get 
ro + rl ~< r - -  1 
This means that at each branching point, like that in Fig. 2(b), the sum of 
weights decreases by at least 1. Starting with the root having the weight of 
r(G), we traverse the tree in a certain manner, until the weight becomes 0, 
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at which point we will either have found a solution or have to start back- 
tracking. The portion of the tree we traverse therefore can contain at most 
7(G) branching points, which implies that we make at most 2~(G) explicit 
assignments in our algorithm. The most time-consuming operation is to find 
the sets N(j) andF( j )  as a result of an explicit assignment. This operation can 
be done within time proportional to m by the use of an appropriate data 
structure for the representation f G(V, E). Using the idea of Tarjan (1972), 
we represent G(V, E) as a set of lists, two lists for each vertex. One of the lists 
associated with i~ V contains the vertices {Jl ( j , i )E  E} and the other 
contains the vertices {ji( i , j )~ E}. Then N(j) for xj <--0, for instance, 
can be obtained by constructing a maximal tree rooted at vertex j, whose 
edges consist only of 0-labeled edges. Using the lists of the latter kind, such a 
tree can be found within time proportional to m (Tarjan, 1972). The time 
required for other operations to take care of the consequences of one explicit 
assignment is dominated by 0(m). Since we have to make at most 2T(G) 
explicit assignments, we have a time bound of O(-r(G)m). If  it is known that 
there are at most t(<~(G)) faulty units, then all the occurrences of ~-(G) in the 
algorithm may be replaced by t. The time bound then becomes O(tm). 
5. FINAL REMARKS 
It is noted that if there are no 0-labeled edges, then our problem is exactly 
the "node converging problem," which is known to be "polynomial complete" 
in the sense of Karp (1972). This would indicate that finding the minimum 
solution becomes much harder i fmin ]Vy I > 7(G). (See Hakimi, Maheshwari, 
and Amin, 1973, for related discussions.) However it should be emphasized 
that even for a solution Vf with I Vtl ~ ~(G), there can be as many as 
2~(=ao ) (~) candidates for the solution. 
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