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Abstract
Over-the-horizon radar systems are capable of localizing targets in range and azimuth but are unable to achieve
reliable altitude estimation. Past work has shown that the time-varying Doppler signatures of micro-multipath signals
provide rich information for reliable estimation of altitude changes. In this paper, we develop a new technique for the
estimation of instantaneous altitude of maneuvering targets by exploiting the estimated multicomponent Doppler
signatures. A key contribution of this paper is to apply effective non-stationary signal analysis techniques for estimating
the time-varying Doppler signature of each individual multipath. This enables reliable target altitude estimation in an
extended Kalman filter setup. The maximum a-posteriori criterion is used for the estimation of initial target states.
Keywords: Over-the-horizon radar, Time-frequency analysis, Multipath exploitation, Target tracking, Extended
Kalman filter
1 Introduction
High-frequency (HF) over-the-horizon radar (OTHR)
systems that exploit skywave propagation, i.e., reflection
and refraction of radar signals from the ionosphere, pro-
vide wide area surveillance capabilities to detect and track
targets at farther range (thousands of kilometers) [1,2].
The capability of OTHR systems to cover a surveillance
area beyond the range of conventional line-of-sight radars
makes them uniquely important in a number of applica-
tions.
In OTHR operations, narrowband signals are used
because the available signal bandwidth is constrained
by the prevalent ionospheric conditions and the range
extents. As such, the range resolution of an OTHR system
is typically measured in tens of kilometers [2]. Traditional
OTHR systems use a two-band linear array for transmit
and a very long array on receive, which provide large aper-
tures for high azimuth resolution. Recent developments in
OTHR systems suggest the use of two-dimensional (2-D)
transmit and receive array configurations, combined with
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advanced signal processing techniques, such as multiple-
input multiple-output (MIMO) radar approaches, to
effectively mitigate noise and spread-Doppler clutter sen-
sitivity problems [3]. In these configurations, the aperture
in the range direction provides observation and process-
ing in the elevation dimension to support target altitude
tracking.
The limitations in signal bandwidth and array aper-
ture, as well as the low signal-to-noise ratio (SNR) make
it difficult for an OTHR system to provide good range
and cross-range resolutions. Because radar signals are
reflected bymultiple ionospheric layers, a number of tech-
niques have been developed over the years to exploit
the rich multipath propagation associated with moving
targets to improve the target localization and tracking per-
formance [4-6]. Multipath exploitation radar is also found
in other applications, such as through-the-wall and urban
terrain sensing [7,8].
Practically, the range and azimuth resolutions may not
necessarily require a very high resolution. This is not the
case for target altitude. Target altitude provides important
information for the determination of the type and flying
course of a target. For this information to be useful, an
accuracy of a few kilometers or less, rather than in the
order of tens of kilometers, would be desirable. Toward
© 2013 Zhang et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.
Zhang et al. EURASIP Journal on Advances in Signal Processing 2013, 2013:100 Page 2 of 13
http://asp.eurasipjournals.com/content/2013/1/100
this end, effective techniques based on micro-multipath
model can be devised to provide accurate altitude infor-
mation. These models make use of multipath returns due
to ocean or ground reflections that are local to the tar-
get [4]. The micro-multipath propagation is illustrated in
Figure 1. In essence, instead of using multipath propa-
gation through different ionospheric layers, the micro-
multipath propagation model focuses on the relatively
stable E layer and earth surface reflection that is local to
the target. For convenience of analysis and description,
we use, in this paper, the simplified flat-earth ionosphere
model, as depicted in Figure 2 [9]. The approach presented
for the flat-earth model can nevertheless be implemented
in an actual propagation environment after the spheric
earth model is properly considered.
In the flat-earth model, the reflected propagation paths
can be equivalently considered as straight lines to their
mirrored positions, where the top line corresponds to
the micro-multipath (reflected at the ionosphere and the
earth surface), and the second line from the top corre-
sponds to the direct path (only reflected at the iono-
sphere). Assume that in addition to the target motion in
the range direction, which generates a nominal Doppler
signature, the target ascends in altitude. This occurs dur-
ing the target’s departure and landing, as well as in
its flying course. In this case, the direct path becomes
longer, while the multipath becomes shorter. These paths
behave conversely when the target descends. As such,
changes in the target altitude will alter the distance of
both direct path and multipath, generating Doppler vari-
ations with opposite signs around the nominal Doppler
signature [4]. These propagation paths of the emit-
ted/received signals associate themselves with different
non-linear time-frequency trajectories, each correspond-
ing to a Doppler signature of the target along a prop-
agation path. For maneuvering targets, high-resolution
time-frequency analyses have been shown to be effective
in resolving the multicomponent Doppler signatures, and
thus revealing rich and important information about the
relative target altitude [9,10]. Recently, new approaches
for accurate parametric estimations of time-varying mul-
ticomponent signals with closely separated Doppler signa-
tures encountered in OTHR systems have been developed
and have yielded high accuracy estimation of the rela-
tive target altitude [11,12]. We maintain, however, that
the estimation of the actual instantaneous target altitude
has not been considered within the non-stationary signal
analysis framework.
In this paper, we develop a robust altitude estimation
technique for maneuvering targets in an MIMO radar
environment. Specifically, we focus on the array aper-
tures in the range direction that allow for spatial process-
ing in the elevation dimension. The proposed technique
is based on recent advances in non-stationary signal
analyses for instantaneous multicomponent Doppler sig-
nature estimations. Because Doppler information alone
does not provide sufficient information of the absolute
target altitude as well as the elevation maneuvering direc-
tion (ascending or descending), the target positions are
estimated using the extended Kalman filer that exploits
different hypotheses of the initial conditions. We then
utilize the maximum a-posteriori (MAP) criterion to esti-
mate the initial target altitude and the maneuvering direc-
tion. Reliable target altitude estimation is enabled using
the initial estimate and the knowledge guided by the time-
varying Doppler signature of each individual multipath.
The following notations are used in this paper. A lower
(upper) case bold letter denotes a vector (matrix). E[ ·]
represents the statistical mean operation. (·)∗, (·)T , and
(·)H respectively denote complex conjugation, trans-
pose, and conjugate transpose (Hermitian) operations.
a˙ denotes the derivative of a with respect to time. IN
expresses the N × N identity matrix. In addition, R
denotes the complete set of real scalars, whereas CN×M
denotes the complete set of N × M complex entries.
2 Signal model
2.1 OTHRmicro-multipath model
Consider an OTHR system as illustrated in Figure 2. Our
main interest lies in the target altitude estimation. There-
fore, for simplicity and without loss of generality, we only
consider 2-D position and velocity (range direction x and
altitude direction z) in Cartesian earth-centered earth-
fixed coordinates. The target states at slow-time index t
and is then described by the 2-D position and velocity as:
x˜k =[ xk zk x˙k z˙k]T . (1)
Correspondingly, only the array apertures that lie in the
range direction are considered, and the cross-range array
apertures are ignored. As such, both transmit and receive
arrays are considered to be linear, and their apertures
extend along the x-axis.
Due to the presence of micro-multipath propagation,
the combination of the direct path and the multipath in
both forward and return links yields the following four
combinations of the two-way propagation: path I (l1 : l1),
path II (l2 : l2), path III (l1 : l2), and path IV(l2 : l1). Among
them, paths III and IV yield virtually identical two-way
slant range.
To further describe the advantages of exploiting micro-
multipath information, we can represent the multipath
propagation in an alternative view, as shown in Figure 3.
The micro-multipaths result in two sets of virtual sen-
sors that are respectively located on the top and bottom
in this figure. The very large separation of these virtual
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Figure 1Micro-multipath propagation in OTHR.
sensors achieves a large virtual array aperture in the eleva-
tion dimension and thus permits accurate target altitude
estimations.
2.2 MIMO signal model
Consider a monostatic MIMO radar system consisting
of Nt closely spaced transmit antennas and Nr closely
spaced receive antennas. Denote S ∈ CNt×T as the
narrowband waveform matrix which contains orthogo-
nal waveforms to be transmitted from the Nt antennas
over a pulse repetition period of T fast-time samples. We
assume that the waveform orthogonality is achieved in
the fast-time domain, i.e., by denoting si as the ith row
of matrix S, si and sm are orthogonal for any i = m
with different delays, and si is orthogonal to its delayed
versions. We also assume that si has a unit norm, i.e.,
SSH = INt .
Thus, for the kth slow-time pulse, the signal received at










i,n,k + wm,k , (2)
where I = 4 is the number of multipath components, ρi,k
is the complex response of the ith multipath that accounts
for target reflection and propagation delays and will be
discussed later in Section 3. Superscripts [D] and [A]
respectively denote the departure and the arrival modes.
Figure 2 Flat-earth model.
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Figure 3 Extended array aperture due to micro-multipath propagation.
The phase term φ[A]i,m,k in (2) is determined by the mth
receive antenna location, d[A]m , and is expressed as:
φ
[A]
i,m,k = (2π/λ)d[A]m sin(θ [A]i,k ), (3)
where θ [A]i,k is the elevation angle of arrival of the ith path.
Similarly, φ[D]i,n,k is determined by the nth transmit array
sensor location, d[D]n , and is expressed as:
φ
[D]
i,n,k = (2π/λ)d[D]n sin(θ [D]i,k ), (4)
where θ [D]i,k is the elevation angle of departure of the ith
path. To simplify processing, we assume that the clut-
ter is sufficiently removed through, e.g., notch filtering
of the low-frequency components around the direct cur-
rent (DC) region. As such, wm,k in (2) at the mth receive
element can be considered as additive noise, which is inde-
pendent and identically distributed (i.i.d.) white complex
Gaussian CN (0, σ 2n ) and is independent of each other and
of the target returns.
For path I, the departure and arrival elevation angles of
the target are identical, i.e.,
θ
[D]





Similarly, for path II, the departure and arrival elevation
angles of the target share the following expression:
θ
[D]





For path III, the elevation angle of the departure path is
θ
[D]
3,k = θ1,k and that of the return path is θ [A]3,k = θ2,k . For
path IV, the elevation angles corresponding to the depar-
ture and return paths are θ [D]4,k = θ2,k and θ [A]4,k = θ1,k ,
respectively.








i,n,k + wm,n,k , (7)
where wm,n,k = wm,ksHn .
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i,Nt ,k)]T ∈ CN×1
as the steering vector of the virtual array correspond-
ing to the ith path, where N = NtNr , and let Ak =
[ a1,k , ..., aI,k]. Further, denote ρk = [ ρ1,k , ..., ρI,k]T , and
wk = [w1,1,k , ...,wNt ,Nr ,k]T . Then, the measurement data
vector is expressed as:
rk = [ r1,1,k , ..., rNt ,Nr ,k]T = Akρk + wk . (8)
3 Doppler frequencymodel and instantaneous
frequency estimation
3.1 Doppler frequency model
Now, we consider the Doppler frequency contained in ρi,k
in (7). Toward this end, we express ρi,k as
ρi,k = σi,ke−j2πηi,k/λ, (9)
for i = 1, ..., I, where λ = c/fc is the wavelength cor-
responding to carrier frequency fc, and σi,k represents the
propagation channel coefficients representing the com-
bined effect of transmit power, target reflection, which is
a function of radar cross section, and the ionosphere as
well as surface reflections of the ith path at time index k.
In addition, ηi,k is the two-way slant range. For the ease of
presentation, we approximate the actual propagation envi-
ronment with a flat-earth model as illustrated in Figure 2.
In practice, the transmit and receive arrays are separated
by a distance, which is much smaller than the range, to
mitigate power leakage. We assume that the difference of
the range due to the array positions is negligible. Thus, ηi,k
is related to the multipath lengths as:
ηi,k = luT ,i,k + luR,i,k , (10)
where luT ,i,k and luR,i,k , respectively denote the slant range
of the forward and return links associated with path i at
time instant k. In particular,
uT ,1 = uT ,3 = 1,uT ,2 = uT ,4 = 2,
uR,1 = uR,4 = 1,uR,2 = uR,3 = 2. (11)
The slant ranges l1,k and l2,k can be expressed in terms
of the ground range xk , the ionosphere altitudeH , and the
target altitude zk , as
l1,k =
√
x2k + (2H − zk)2, l2,k =
√
x2k + (2H + zk)2.
(12)
For convenience of computation, we use the following
two variables as our observations:
fave,k = −1
λ
(l˙1,k + l˙2,k), fdiff,k = 1
λ
|l˙1,k − l˙2,k|. (13)
Equations 12 and 13 are used for numerical evaluations
of the slant ranges. Nevertheless, for illustrative purposes,
we also use the following approximations, which hold true
for xk  H  zk , to reveal a clear relationship between
the slant ranges and the other parameters:
l1,k ≈ xk + 2H
2 − 2Hzk
xk









Kkx˙k , fdiff,k ≈ 4Hxkλ |z˙k|, (15)
where Kk = 1 − 2H2/x2k .
From the above discussion, it is evident that, while the
dominant Doppler component fave,k = 2Kkx˙k/λ is shared
by all the four paths and reveals the target velocity in the
range direction, the small Doppler difference between the
paths, fdiff,k = 4Hz˙k/(xkλ), is a function of z˙k . Effective
time-frequency analysis allows separation of the multi-
component Doppler signatures based on the Doppler fre-
quency difference [11]. In this paper, the resolved Doppler
signatures are used for improved target altitude tracking.
In practice, there is ambiguity in the sign of the esti-
mated Doppler difference, i.e., the Doppler frequency
difference fdiff,k which by itself does not reveal whether a
target is ascending and descending. This ambiguity will be
considered and resolved in the target tracking process.
3.2 Instantaneous frequency estimation
Similar to many other narrowband radar systems, an
OTHR system heavily relies on Doppler analysis to sep-
arate targets from clutter and to reveal many important
information. Because of the low SNR, OTHR systems
often utilize a long coherent integration time (CIT) to
achieve a high processing gain. The use of chirplet trans-
form allows a longer CIT for weak target detection when
the target returns can be modeled as linear frequency
modulated signals [13]. In this paper, we use the signal sta-
tionarization technique to achieve further enhancement
of non-stationary signals that demonstrate high-order
time-varying characteristics [10,11]. In the following, the
instantaneous frequency (IF) estimation and signal sta-
tionarization techniques are briefly summarized. The pro-
posed technique is based on the local analysis of time,
frequency, and phase coherence, and uses this information
to merge local components in order to estimate the global
time-frequency structures characterizing the signal.
The primary challenges of this problem lie in the dif-
ficulty of separating and resolving the multicomponent
returns that are very close in their time-varying Doppler
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signatures as well as their spatial signatures.We use a two-
step procedure for an improved IF estimation, i.e., coarse
signal stationarization and fine IF estimations.
In the first step of our approach, we assume that
the multicomponent signals are difficult to separate and
only a coarse estimation of their direction, θˆcoarse, can
be obtained by treating the received signal as a single-
component signal. For this purpose, θˆcoarse is considered
invariant for the time period being considered because of
its small variation. The corresponding steering vector is
denoted by a0 = a(θˆcoarse). Capon beamforming is applied







where R is the expected covariance matrix of rk , i.e.,
R = Ek[ rkrHk ]. In practice, R is obtained through sample
averaging.
The next step is to obtain the IF estimates of the time-
varying Doppler signatures from the combined signal r˜k .
The known information that the three distinct Doppler
signatures are closely separated allows us to stationar-
ize all the Doppler components with the IF estimate of
a single signal component. The process is illustrated in
Figure 4. Denote the resulting Doppler signature estimate
of one component (which can be any of the three distinct
components) as fD,coarse and the corresponding phase sig-
nature as ψcoarse. The procedure of estimating the IF
estimation of a single-component signal is summarized
in the Appendix. By multiplying r˜k by exp(−jψcoarse),
all the three components r˜k,coarse = r˜k exp(−jψcoarse)
become approximately stationarized and are located in
the low frequency region (Figure 4b). With the wave-
form being more stationary, the IF estimation procedure
can be performed again to obtain finer IF and phase
estimates (denoted as fD,fine and ψfine, respectively). By
multiplying r˜k,coarse by exp(−jψfine), improved signal sta-
tionarization is achieved (Figure 4c). As a result, one of
the signal components is stationarized with a high accu-
racy, i.e., it approximately becomes a DC component,
whereas the Doppler signatures of the other two com-
ponents have non-zero frequencies. The original Doppler
signature of the stationarized component can be deter-
mined from the IF estimates used in the stationarization,
i.e., fD,coarse + fD,fine.
Now, we can filter out the stationarized signal compo-
nent by removing the DC component, yielding the two
remaining components (Figure 4d). We then repeat the
IF estimation and stationarization process to obtain the
IF estimate of the second signal (Figure 4e) and remove
the stationarized signal component to estimate the last
signal component (Figure 4f ). After all the three compo-
nents are estimated, they are sorted such that fD,1,k and
fD,2,k have the highest and the lowest values, respectively,
whereas fD,1,k takes value between them.
3.3 Signal filtering
With the separation of the IF signatures, each multipath
signal component can be separated as well. In particular,
we are interested in signal components corresponding to
paths I and II, which allow us to analyze the target maneu-
vering, in terms of the Doppler frequency and elevation
angle, for each individual path.
By multiplying the vector signal rk by the conjugate of
the phase estimate of the ith path, exp(−jψi,k) for i=1 and
2, the signal associated with the ith path is concentrated
around the DC component. We can design a narrowband
filter to keep the ith component and to filter out the other
multipath components. Note that unlike in the direction-
of-arrival estimation approaches [14] where only a single
zero-frequency bin is used, we need to capture multiple
frequency bins of the stationarized ith component so as
to keep the time-varying Doppler information, which is
particularly important to determine the direction of the
elevation velocity of the target. The captured signal vector
is multiplied by exp(jψi,k) to restore the original Doppler
information in each signal component., i.e.,
r[i]k = exp(jψi,k)P[ rk exp(−jψi,k)] , (17)
where P denotes the filtering processing. In this paper,
the filtering is implemented in the frequency domain by
masking the Fourier transform coefficients, i.e., P(·) =
F−1MF(·), where F denotes the Fourier transform, and
M is a proper binary mask with ones in the passband
around the DC component.
By eliminating the effect of interactions between differ-
ent paths, r[i]k enables better association of the measure-
ment data with the target maneuvering.
4 Target altitude estimation
Naturally, the array data vector, rk , is considered as
the observation vector. Target geolocation based on
extended Kalman filtering exploiting the array data vec-
tor, however, does not yield satisfactory target altitude
information. To take advantage of the resolved esti-
mates of the Doppler signatures, the following steps
are performed to yield high-accuracy target altitude
estimates.
• The average and difference Doppler signatures,
denoted as a vector fD,k =[ fave,k , fdiff,k]T , are used as
additional observations. The incorporation of the
instantaneous Doppler estimates generally provides
good estimation of relative target altitude, but the
instantaneous target altitude is still very sensitive to





















































Figure 4 Illustration of the IF estimation process. (a) Original Doppler signature, (b) after coarse stationarization, (c) Stationarization with
accurate Doppler estimate, (d) after removal of the stationarized component, (e) stationarized with one of the remaining components, and (f) after
removal of the stationarized component.
the initial target position vector x˜0, particularly the
initial altitude z0, assumed in time k = 0. In addition,
as we discussed before, the Doppler difference has an
ambiguity in the target direction of its elevation
maneuvering.
• To overcome these problems, we use multiple
hypotheses of the initial target position and vertical
orientation and find the best solution that maximizes
the MAP criterion. Note that due to the low SNR
involved in this problem, the a-posteriori probability
offered by the measured data at each time instant is
not reliable enough to provide meaningful
information. Rather, we use the a-posteriori
probability of all the observed time instants so that a
reliable MAP metric is achieved.
In the following, we introduce the target state
model, and the estimation for instantaneous tar-
get estimation, assuming an initial target position, is
described. The MAP-based estimation of the initial
target altitude and the elevation orientation are then
addressed.
4.1 Target state model
The target state vector, xk , consists of the target posi-
tion vector, x˜k , and the complex response vector σ k =
[ σ1,k , σ2,k , σ3,k]T . Note that σ4,k is excluded from σ k
because it equals to σ3,k due to propagation reciprocity.
Therefore, we have:
xk =[ x˜Tk σTk ]T . (18)
Then, the target state evolves according to the following
linear stochastic model:










 is the pulse repetition interval.
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The process noise vk is assumed to be zero-mean white
Gaussian noise with covariance matrix Q. In this paper,
we defineQ to have the form:
Q =
⎡
⎣ σ 2p I2 0 00 σ 2v I2 0
0 0 σ 2g I3
⎤
⎦ , (21)
where σ 2p , σ 2v , and σ 2g are, respectively, the process noise
variance for the position, velocity, and mode power level
components of the state vector. Under these assumptions,
the state transition probability density function (pdf) has
the following form:
q(xk|xk−1) ∼ N (Fxk−1,Q). (22)
4.2 Instantaneous target altitude estimation
In this step, the target altitude will be estimated with
hypotheses of the initial target position, x0, and the direc-
tion of the target elevation velocity, i.e., ascending or
descending. The ambiguities will be solved in the follow-
ing subsection.
In addition to the array data, the resolved Doppler esti-
mates, which are related to the target states through (13),
can be used as additional constraints. Because of the
ambiguity of target vertical orientation as represented by
the absolute value operation in (13), we divide the prob-
lem into two cases, i.e., when the target ascends or when
it descends. For the former,
fave,k = −1
λ
(l˙1,k + l˙2,k) = g1(xk),
fdiff,k = −1
λ
(l˙1,k − l˙2,k) = g2(xk),
(23)
whereas when the target descends, we have:
fave,k = −1
λ
(l˙1,k + l˙2,k) = g1(xk),
fdiff,k = −1
λ
(l˙2,k − l˙1,k) = −g2(xk).
(24)
Such relationships can be treated as additional constraints
or penalty functions to improve tracking performance
[6,15]. In this paper, however, we simply augment the
Doppler estimates, fD,k =[ fave,k , fdiff,k]T , to be part of
the observation vector of the maneuvering target at time
instant k. As a result, the observation vector is defined as
zk =[ (r[1]k )T (r[2]k )T fTD,k]T , which contains the array data
individually separated for the two multipath modes and
the Doppler signatures. The corresponding observation
equation is expressed as:
zk = hk(xk) + wˇk , (25)
where hk(xk) collectively define the non-linear rela-
tionship between zk and xk as described in differ-
ent parts of Section 3, and wˇk represents the obser-
vation noise which is assumed to be zero mean and
with covariance matrix Rn. More specifically, hk(xk)
is divided into four components, i.e., hk(xk) =
[hT1,k(xk) hT2,k(xk) h3,k(xk) h4,k(xk)]T . These four compo-
nents are respectively expressed as:






















x2k + (2H + zk)2
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⎢⎣2xkx˙k − 2(2H − zk)z˙k√
x2k + (2H − zk)2
+2xkx˙k + 2(2H + zk)z˙k√
x2k + (2H + zk)2
⎤

























4.3 MAP-based initial state estimation
We attempt to solve the aforementioned two problems,
i.e., the initial target altitude estimation and target eleva-
tion movement direction (ascending or descending), by
making multiple hypotheses of the initial target position
and vertical orientation and find the best solution that
maximizes the MAP criterion.
Define
X =[ xT1 , ..., xTK ]T (30)
Z =[ zT1 , ..., zTK ]T (31)
to be the collection of the state and observation vectors,
and
Xx0,ν =[ (x[x0,ν]1 )T , ..., (x[x0,ν]K )T ]T (32)
to be the collection of the estimated state under the
assumption of initial target position x0 and vertical orien-
tation ν, where ν ∈[ 1, 2] with 1 denoting target descend-
ing and 2 target ascending. In MAP estimation, the goal
is to find Xˆ that maximizes the posterior density, f (X|Z).
Based on the Bayesian theorem, the Xˆ that maximizes
f (X|Z) also maximizes ln f (Z,X) = ln f (Z|X) + ln f (X).
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With the initial target altitude and moving direction in
mind, we have
f (X[x0,ν]) = q0(x0)
K∏
k=1
q(x[x0,ν]k |x[x0,ν]k−1 ), (33)
where q0(x0) is the pdf of the initial target altitude. On the
other hand, ln f (Z|X[x0,ν]) is given by
ln f (Z|X[x0,ν]) = −12
K∑
k=1
(zk − hk(x[x0,ν]k ))HR−1n
×(zk − hk(x[x0,ν]k )).
(34)
Our objective is to find x0 and ν such that ln f (X[x0,ν]|Z)
is maximized.
The MAP-based initial state estimation can be
expressed as:
[ xˆ0, νˆ]= argmaxx0,ν [ ln f (Z|X
[x0,ν]) + ln f (X[x0,ν])] . (35)
5 Simulation results
As an example, we consider a maneuvering target which
makes a 360o circular turn of radius 5 km in approx-
imately T = 179.5 s to descend by approximately
2,250 meters. At a waveform repetition frequency of
fs = 40 Hz, the total number of data sampled is K =
7, 180. The centers of the transmit and receive arrays
are set as the coordinate origins. The other key sim-
ulation parameters are listed in Table 1. All the mul-
tipath signals are considered to fall within the same
range cell. The target maintains a horizontal velocity
of 175 m/s (630 km/hr). Its elevation velocity varies
sinusoidally, and the corresponding target altitude is
expressed as:









Table 1 Key parameters
Parameter Notation Value
Initial range R(0) 1,500 km
Ionosphere height H 160 km
Target initial height h(0) 10,000 m
Horizonal target velocity vR,max 175 m/s
Maximum descending velocity vc,max 19.68 m/s
Carrier frequency fc 16 MHz
Waveform repetition frequency fs 40 Hz
To account for the Doppler shift due to ionosphere,
we use a general Gaussian scatter model proposed in
the ITU [16] for the simulation of HF ionospheric chan-
nels. This model is based on Watterson’s channel model
[17]. The Matlab code and parameters provided in [18]
are used to generate the propagation channel coeffi-
cients, σi, where i = 1, 2, and 3. The correlation
between σ3 and the other two coefficients is assumed
to be 0.64 and that between σ1 and σ2 is assumed to
be 0.49. The yielding Doppler signatures are depicted
in Figure 5.
We assume an OTHR system that uses 2-D arrays in
the cross-range and range directions. For target altitude
estimation purpose, we are only concerned with the array
aperture in the range direction. As such, by assuming that
the signals across the cross-range dimension are coher-
ently combined, we consider a small-size MIMO array
that consists of six transmit antennas and ten receive
antennas. Both arrays are linear, and the antennas are
extended in the range direction. The minimum redundant
array configurations [19,20] are used at the transmit and
receive arrays, with the unit separation being one wave-
length. The transmit and receive arrays are separated by
a 100-km cross-range distance. The typical ground range
is in the order of thousands of kilometers. Therefore, the
radar can be considered monostatic. In particular, the ele-
vation angles are virtually identical for both arrays. Notice
that because of the multipath propagation, the co-array
equivalence between the transmit and receive arrays is
only achieved at each resolved path (i.e., path I and
path II).
Figure 6 shows the spectrogram of the Capon beam-
former output (r˜k), where the input SNR at each antenna
is -10 dB, and a Hamming window of length 255 is
applied when performing the short-time Fourier trans-
form. Signals falling in between -1 and 1 Hz are filtered
out for clutter removal. Figure 7a shows the estimated IF
signatures of the three Doppler components. Figure 7b
shows the estimation frequency error for the three com-
ponents. The estimation error is in the order of a few
hundredth of a hertz. It is relatively larger in the two
edges due to the lack of paring segment and around
the two instants where the data is suppressed due to
clutter removal.
The estimated target positions are depicted in Figure 8.
In determining the target initial states, we assume
that the initial target altitude is uniformly distributed
between 5,000 and 15,000 m, and a step size of 50
m is used. Because the initial target altitude and the
elevation motion direction are coupled, these two vari-
ables are jointly determined. As a result, the radar sys-
tem can correctly identify that the target flies in a
descending mode. In 100 Monte Carlo trials with dif-
ferent noise realizations, the motion directions are all
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Figure 5 Three distinct Doppler signatures due to micro-multipath propagation.
correctly identified. The average value of the estimated
initial altitude is 9,825 m, and the standard deviation
is 219 m.
Figure 8a shows the ground range estimate (xk), whereas
the corresponding range velocity (x˙k) is plotted in
Figure 8c. The initial target altitude estimate in this exam-
ple is 9,850 m. Very high accuracy estimation is achieved
for both parameters largely because of the small Doppler
estimation error relative to the overall Doppler frequen-
cies. Figure 8b shows the target altitude (zk), and the cor-
responding elevation velocity (z˙k) is shown in Figure 8d.
Overall, good instantaneous target altitude estimation is
achieved.
6 Conclusion
In this paper, we have developed a novel technique
that provides an accurate estimation of the instanta-
neous altitude of a maneuvering target in an over-the-
horizon radar system. The proposed method utilizes
the micro-multipath Doppler signatures due to earth
surface reflection, which are analyzed and separated
by advanced non-stationary signal analysis techniques.
Accurate estimation of the instantaneous frequency of
such Doppler signatures allows high-quality target trajec-
tory estimation through an extended Kalman filter with
hypotheses of target elevation motion direction and initial
target altitude. These hypotheses are then estimated based
on themaximum a-posteriori criterion. Simulation results
verified the high-accuracy target position estimation
results.
Appendix
IF estimation of single-component polynomial phase signal
We first consider a single-component polynomial phase
signal (PPS) that is characterized by the IF:

























Figure 6 Spectrogram of the received signal at the Capon beamformer output.
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Figure 7 Doppler frequency estimation results. (a) Estimated Doppler frequency. (b) Estimated Doppler error.
where φ(t) is continuous on [ 0,T]. A number of
techniques have been developed for the estimation of the
polynomial phase coefficients, {a[w]m },m=0, ...,M (see e.g.,
[21,22] and references therein). Below, we briefly sum-
marize the concept of IF estimation based on multi-lag
high-order ambiguity function (mlHAF) [22], which was
developed based on the HAF, or polynomial phase trans-
form, concept presented in [21]. Define the Mth-order
multi-lag high-order instantaneous moment (mlHIM) of
signal s(t) as:
mlHIMM[ s(t); τM−1] = mlHIMM−1[ s(t + τM−1); τM−2]
× mlHIM∗M−1[ s(t − τM−1); τM−2] ,
(38)
where τM is the set of lags, and mlHIM1[ s(t)]= s(t). The
corresponding mlHAF of s(t) is the Fourier transform of




mlHIM[ s(t), τM] exp(−jωt)dt.
(39)




|mlHAF[ s(t);ω, τM] | = M! τM−1aM. (40)
Therefore, an estimate of aM can be obtained from the
peak position of |mlHAF[ s(t);ω, τM] |. Then, the Mth-
order polynomial phase component can be removed by
multiplying the original signal s(t) with the conjugate
of the estimated Mth order polynomial phase signal as
s[M−1](t) = s(t) exp(−jaˆMtM), where aˆM denote the esti-
mate of aM. This procedure can be repeated by estimating
am−1 from s[m−1](t) form = M, ..., 2.
Now, we consider a single-component non-stationary
signal which is characterized by its IF, but the IF law is
rather complicated and is difficult to be represented by
a PPS with a reasonable polynomial order. We divide the
signal into W half-overlapped adjacent segments, each
with data length T, such that the segmented signal can be
considered as a PPS with a low polynomial order M (We
use M = 3 as the highest order of the PPS in each seg-
ment). In the wth segment, w = 1, ...,W , we consider that
the signal is represented as a PPS of orderM, i.e.,
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a[w]m (t − t[w]0 )m
]
,
t[w]0 ≤ t ≤ t[w]0 + T ,
(41)
where t[w]0 = (w − 1)T/2 is the starting time of segment
w, and T is assumed to be even. The polynomial phase
coefficients, a[w]m , can be determined using the procedure
described above.
To improve the robustness of IF estimation against
noise and other possible perturbation sources, multi-
ple estimates of the polynomial phase coefficient sets
are obtained for each segment. Denote a[w,n
[m]
c ]m , n[w]c =
1, ...,Nc, as the Nc coefficient sets estimated in the wth
segment. Because of the half overlapping between neigh-
boring segments, the second half of the wth segment and
the first half of the (w+1)th segment reflect the same por-
tion of the signal and thus, ideally, should be identical. The
coefficient set is chosen at each segment to minimize the
following penalty function
{nˆ[1]c , ..., nˆ[W ]c } = arg min





















Finally, the IF at an arbitrary time instant t′,wT−T/2 ≤
























h(τ ) = 1 − |2τ − T |T , 0 ≤ τ ≤ T (44)
is a triangular window function that uses a higher weight
towards the center of each segment, and t[w]0 = (w − 1)T
is the start time of the wth segment. Note that h(τ ) takes a
value of one in edge segments when a pairing counterpart
is not available.
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