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INTRODUCTION 
The use of distributed lag models* as a tool for economic 
analysis has been increasing in recent years. This increased 
interest in lag models is the result of empirical attempts to 
investigate models formulated from hypotheses derived from 
dynamic economic theory. The basic hypotheses used in the 
formulation of lag models are not new. However, only recently 
have these hypotheses been translated into mathematical forms 
and probability models which permit the statistical estimation 
of the parameters necessary to test the dynamic hypotheses. 
As a result, most of the empirical demand analyses have been 
based on static hypotheses and annual time-series or cross-
sectional survey data. 
Since the introduction of lag models, estimates have been 
made of such parameters as short-run and long-run price and 
income elasticities of demand (33), elasticities of adjustment 
(33), elasticities of supply (32), and average delays in price 
changes (48) for various groups of commodities. These esti­
mates are useful in many segments of the economy. Retailers, 
wholesalers, packers, processors, and farmers are interested 
not only in the immediate effects on demand and supply of a 
given price or income change, but also the effect which the 
*Nerlove (31) presents detailed discussions of models 
of this type. 
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change will have over time. 
In demand analysis, short-run and long-run elasticities 
are especially Important. Estimates of short-run elasticities 
and the seasonality of the consumer' s demand for meat items 
may be used by retailers, wholesalers, packers, and processors 
in the formulation of optimum storage programs. These esti­
mates may also be used by agricultural economists as a basis 
for predicting the seasonal movements in the farm prices of 
various commodities. 
Estimates of long-run elasticities are useful to agricul­
tural economists and other economic advisors in the evaluation 
and recommendation of agricultural policies and programs. 
Wold and Jureen (46, p. 227) state that it is the long-run 
elasticities which are of primary Importance in the practical 
application of demand analysis. Hence, the ability to dis­
tinguish between and to determine the properties of the elas­
ticity estimates obtained from lag models is of considerable 
Importance. 
Unfortunately, the statistical estimation of distributed 
lag models may pose serious problems. The problem of non-
independent (autocorrelated) errors in the equation which is 
to be estimated is one of the most important problems in time-
series analysis. Econometrlcians have long recognized that 
the use of models which contain the lagged dependent variable 
as an independent variable will result in biased as well as 
3 
inefficient parameter estimates if the errors in the equation 
are autocorrelated. However, due to the lack of statistical 
models which allow for non-independent errors, most applied 
work has proceeded under the assumption that the errors are 
independent. 
Tintner (41, p. 239) points out the lack of small sample 
tests for the interdependence of observations. At the present 
time, small sample tests of the independence of the calculated 
residuals from a fitted equation are inadequate. Furthermore, 
there is no appropriate test of the independence of the calcu­
lated residuals from a lag model. 
A further complication is the fact that the nature of 
economic time-series data casts considerable doubt as to the 
validity of the assumption of non-autocorrelated errors in 
many economic relationships. Cochran and Orcutt (5) present 
three reasons for expecting autocorrelated errors in economic 
equations: 1) the choice of an incorrect functional form for 
the relationship, 2) the omission of economic or non-economic 
variables which tend to be autocorrelated, and 3) errors of 
measurement in the data which are used. Consequently, even 
though the theoretical formulation, mathematical derivation, 
and economic interpretation of a lag model in terms of short-
run and long-run demand elasticities appears feasible, the 
empirical results obtained from time-series data by classical 
estimation techniques which are based on the assumption of 
independent errors are often questionable. 
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Purpose of the Study 
This study is designed to Investigate the applicability 
of selected distributed lag models to short-run consumer 
demand analysis. More specifically, the analysis is directed 
towards the estimation of short-run consumer demand relation­
ships for beef, pork, fryers, and total fresh red meat at the 
retail level. An attempt is made to Identify lags and season­
al shifts in the consumer1s demand for the selected meat 
items. The null hypothesis of the study is, "Consumers adjust 
their consumption patterns for the selected meat items to new 
equilibrium levels immediately after a change in the price and 
Income relationship." 
An investigation by Fuller and Martin (12), in which lag 
models and annual United Kingdom data were utilized, tended 
to reject the hypothesis of a lag of one year in the English 
consumer's adjustment to changes in prices and income for 
selected categories of food items. Hence, the present study 
uses two periods of observation which are shorter than a year. 
One is thirteen weeks long, and the other is four weeks long; 
both come from the same population. The probability of 
obtaining estimates of "true" short-run price and Income 
elasticities of demand for the selected meat items, if such 
elasticities exist for the observational periods considered, 
should be increased by the shorter periods of observation. 
However, estimates of "true" short-run elasticities cannot be 
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obtained if the lag in the consumer's adjustment to new 
equilibrium levels of consumption is less than four weeks 
after a change in prices and Income. 
In this study, selected static and dynamic demand equa­
tions are estimated by least squares using: 1) data from the 
thirteen-week observations and 2) data from the four-week 
observations. The effects of the shorter observational period 
on the estimated elasticities are then observed. If the 
elasticity estimates obtained from the two sets of data and 
the static formulation of the demand equations differ, the 
validity of the null hypothesis may be questionable given the 
economic and statistical assumptions used in estimating the 
elasticities. 
A test of the null hypothesis is provided in the form of 
lagged relationships and the estimated parameters derived 
from the dynamic demand equations. A statistically signifi­
cant coefficient of a lagged variable, given the least squares 
assumptions, would reject the null hypothesis. However, the 
estimates of "true" long-run elasticities should theoretically 
remain invariant to the length of the period of observation. 
Thus, different estimates of the same long-run elasticity 
obtained from least squares and the two sets of data may be 
Indicative of: 1) the selection of an incorrect functional 
form for the demand equation or 2) the use of an Inappropriate 
estimation technique. 
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As the period of observation is shortened, the hypothesis 
that the errors in the selected demand equations tend to be­
come correlated appears reasonable. To avoid the often ques­
tionable least squares assumption of independent errors, the 
effects of two additional error assumptions on the statistical 
estimation of the parameters of selected demand equations were 
investigated. These equations were re-estimated under the 
assumption that : 1) the errors follow a first order auto-
regressive scheme* and 2) the errors follow a second order 
autoregresslve scheme. 
Klein (24), Koyck (25), and Nerlove (31) have proposed 
rather complex alternative methods for the estimation of equa­
tions containing autocorrelated errors. Compared with the 
estimation techniques suggested by these authors, a computa­
tionally simple procedure, autoregresslve least squares,** Is 
used to estimate the demand relations which are assumed to 
contain autoregresslve errors. In the autoregresslve least 
squares estimation procedure, the autocorrelation coefficients 
and their asymptotic variances and covarlances are estimated 
simultaneously with the structural parameters of each equa­
tion. To the author's knowledge, little empirical work has 
•Hlldreth and Lu (20) have investigated several demand 
relationships under this error assumption. 
**This procedure is outlined by Fuller (11). Hartley 
(18), however, presents a description of the general approach. 
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been done in determining the applicability or usefulness of a 
gradient type estimation procedure, of which the autoregres­
slve least squares procedure is a modification, in the esti­
mation of economic relationships which are assumed to contain 
autoregresslve errors. Finally, an attempt was made to pro­
duce two IBM 650 programs for the estimation of the parameters 
of selected static and dynamic equations which are assumed to 
possess first and second order autoregresslve errors. 
Usefulness of the Results 
The results of this study may be useful in the develop­
ment of a more realistic set of functional short-run and long-
run demand relationships for meats and other food items. For 
example, the use of the less restrictive error assumptions in 
conjunction with the autoregresslve least squares estimation 
procedure may make it possible to distinguish between the 
statistical problems of estimation associated with autocorre­
lated errors and the estimation of "true11 lagged relationships 
in consumer behavior. If this distinction can be made, the 
elasticity estimates derived in this study may supplement 
elasticity measurements which are already available from other 
studies based on the same or other sources of data. 
Information concerning the regularity and stability of 
seasonal shifts in the retail demand for meat is at present 
rare but useful material. Since little formal work has been 
8 
done in investigating consumer demand for meat items at the 
retail level within the span of a year, this study may provide 
new insights into the seasonal shifts in the demand for the 
selected meat items. 
The results of this study may also provide enough infor­
mation concerning the computational requirements and costs 
involved in the autoregresslve least squares estimation pro­
cedure to determine its usefulness in other empirical eco­
nomic analyses. Favorable results from the autoregresslve 
least squares estimation procedure may stimulate the interest 
of statistical theorists and other empirical investigators. 
If additional interest is aroused, the study may provide a 
basis for future studies which deal with the estimation 
problems of economic relationships which are assumed to 
possess non-independent errors and/or Involve non-linear 
parameters. 
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THEORETICAL DEMAND CONSIDERATIONS 
The basic problems of empirical demand investigations 
involve the derivation of quantitative estimates of the effect 
of various price and income relationships on consumption. To 
provide a basis for making these estimates, the theory of con­
sumer demand presupposes hypothetical propositions which are 
made for the purpose of explaining consumer behavior. Specif­
ically, the theory of consumer demand is designed to explain 
consumer reaction to changes in prices, income, and price 
relationships. 
This chapter Is divided into two sections. The first 
section presents selected static theories concerning the 
structure of consumer demand. The second section presents 
selected dynamic modifications of the static theories. The 
theories selected hypothesize various structural relations 
which describe consumer behavior and the adjustments of the 
consumer's consumption pattern to various levels of prices 
and Income. 
The Static Theory of Consumer Behavior 
The Paretoan theory of consumer demand (46, p. 81) is a 
static formulation of consumer behavior based upon a well-
defined utility or preference system: 
(1) U = u(<^, Qgf ..., %) 
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where U represents the utility derived from the quantities, 
>0, of the n commodities consumed. Pare to was the first 
to discover that consumer reaction remains invariant to any 
positive monotonie transformation of equation 1. Hence, only 
ordinal utility is required to explain consumer behavior. 
It is also assumed that during a given period the con­
sumer possesses a fixed income, Y >0, which is used to pur­
chase the n commodities given a set of market prices, P^ ^ 0, 
or: 
n 
(2) ?iQi + PgQg + ••• + PnQn = X Pi&i = Y 
1=1 
The consumer's behavior is, therefore, Implicitly defined by 
the assumption that the consumer maximizes utility, equation 
1, subject to the income restraint, equation 2. 
If the utility function is non-decreasing and possesses 
continuous first and second order partial derivatives, the 
problem of explaining consumer behavior becomes a problem 
of defining a constrained maximum of equation 1. The use of 
the Lagrangian multiplier, , to obtain this constrained 
maximum yields a system of equations: 
(3.1) U± = /Xpi 1 = 1.. .n 
(3.2) 2 P<Qi = Y 1 = 1. . .n 
1 
where Uj_ Is the first order partial derivative of U with 
respect to Q&. By eliminating jJL from equations 3.1, the 
11 
necessary conditions for the maximization of utility are 
defined as: 
IL 
where the projections of the ratios the marginal rates of 
Uj 
substitution, define indifference curves and imply that the 
commodities are homogenous and divisible. The sufficient 
condition for equations 4 to define a maximum requires that 
the utility system is convex In the sense that constrained 
maxima are unique. 
After eliminating fl, the system of equations 3.1-3.2 
above may be reduced to n equations which may be solved for 
the n unknown quantities, This yields a system of 
structural demand equations: 
(5) % = q^Pi, P2, . -, Pn, Y) 1 = l...n 
Each equation in this system has three important properties. 
First, the demand for the 1th commodity is a single-valued 
function of the n prices and the consumer's income which are 
assumed to be given. Second, since the utility function is 
assumed to be independent of prices and Income, the demand 
functions are said to be homogenous of degree zero in prices 
and income. Hence, the multiplication of all prices and 
income by a positive constant does not affect the quantities 
of the commodities demanded. Finally, the sum of the consumer 
12 
demand curves defines the market demand curve. 
Marshall (28, p. 102) was instrumental in developing the 
concept of elasticities of demand. These elasticities are a 
set of parameters which partially determine the shape of the 
demand curve. Price elasticities of demand, e^j, are defined 
as : 
(6) = 
' ï 
If 1 = j, the parameter is known as the price elasticity, 
otherwise, the parameter is termed a cross-elasticity. These 
parameters are Independent of units of measure and express, 
ceteris paribus. the percentage change In the quantity de­
manded of the 1th commodity due to a one percent change In 
the price, Pj. 
Another parameter of the consumer1s demand equations is 
the income elasticity which is defined as: 
(7) eiy = FT ' ^  
This parameter expresses, ceteris paribus, the percentage 
change in the quantity of the 1th commodity demanded due to 
a one percent change in the consumer's Income. 
Hicks (19, pp. 307-312) has shown by partial differenti­
ation of the system of equations 3.1-3.2 with respect to 
income and solving for ^^1 by Cramer's Rule (29, p. 134) that 
o Y  
nothing can be said, in general, about the effect a change in 
13 
Income will have on the demand for the 1th commodity. How­
ever, partial differentiation of the same system of equations 
with respect to Pj and solving for yields: 
(8) = "®J "5r1 + siJ 
where Sj_j is the substitution effect. This equation, origin­
ally due to Slutsky, Hicks regards as the "Fundamental Equa­
tion of Value Theory". It gives the effect of a change in the 
price, Pj, on the quantity of commodity, 0^, split into an 
income effect and a substitution effect. Following the argu­
ments of Hicks, two of the properties of the substitution 
term are: 
(9.1) SljL <0 all i 
(9.2) Sjj = Sji 1 / j 
Due to the symmetry of the substitution terms in equation 9.2, 
it can be shown that: 
< « >  "  »  
only if the income elasticities, e^y and ejy, ere equal. This 
property of the Slutsky equation may be useful in evaluating 
the results of empirical demand investigations. 
There are also certain other assumptions which are an 
integral part of static demand theory, These assumptions are: 
1) the consumer possesses perfect knowledge and 2) such things 
14 
as preference patterns, the distribution of real Income, 
population, technology, and Institutions are considered 
fixed. These assumptions are perhaps the more seriously 
criticized assumptions in static demand theory. 
Dynamic Modifications 
Numerous dynamic modifications of the static theory of 
consumer demand have been proposed. These modifications 
attempt to formulate concepts which explain consumer behavior 
under non-static and Imperfectly competitive conditions. 
More specifically, the modifications attempt to explain "how" 
consumers adjust their consumption as a result of price and 
income changes. 
Stigler (37, p. 93) hypothesizes: l) that the demand 
curves for a commodity increase in elasticity as the period 
of observation is lengthened and 2) that consumers are influ­
enced by anticipated as well as current prices and income. 
He bases these hypotheses on technological considerations, 
imperfect knowledge, and habit. 
The technological restrictions which result in short-run 
and long-run elasticities may be due to expensive comple­
mentary commodities which require advanced planning before 
entering the consumer's consumption plan at a new level. 
Also, durable goods may have to be worn out before a shift is 
made to a new product whose price has fallen. 
15 
Imperfect knowledge and habit are self-explanatory; how­
ever, the result of each may be quite different. With fre­
quently purchased staples such as meats, imperfect knowledge 
may be of little importance in producing short-run elastic­
ities or lagged effects. Habit, on the other hand, may be an 
important factor in producing these lagged effects even with 
frequently purchased staples. For example, small changes in 
the price of a frequently purchased item may not result in a 
re-evaluation of the consumer's consumption pattern. How­
ever, if these small changes persist in the same direction 
over a period of time, the price differential may become 
large enough to warrant the consumer's re-evaluation of his 
entire consumption pattern. 
Stigler's second hypothesis concerning anticipations 
serves as a basis for including lagged values of prices and 
income into the structural demand equations. Since antici­
pated prices and income will, in general, be unknown, lagged 
prices and lagged income become the logical choice of vari­
ables to include in the demand equation. In this connection 
Stigler (37, p. 95) states: "All rational men base their 
anticipations of the future on their experience in the past; 
there is no other basis for prophecy." 
Friedman (10), though concerned primarily with aggregate 
consumption in his "Permanent Income Hypothesis", suggests 
that it is not current income upon which consumers base their 
16 
consumption, but "permanent11 income. He divides the observ­
able income variable into a "permanent11 and "transitory11 
component. The permanent"income component cannot be observed 
directly. Therefore, Friedman uses a moving average of past 
income values in his empirical analysis as an approximation 
to the permanent Income value upon which consumers actually 
base their consumption. 
Duesenberry (6) suggests that consumers base their cur­
rent consumption not only on current income, but also partly 
upon their memories of the highest levels of income which they 
obtained in the past. This hypothesis suggests a discontinu­
ous time relationship. The consumer is presumed to attempt 
to maintain the standard of the peak period until a higher 
level of income is reached which sets a new standard. 
Modigliani (30) carries the argument further and suggests 
that the long-run trend in income is upward. Hence, the con­
sumer considers a decrease in income a temporary phenomenon 
and does not immediately reduce consumption because of a 
decline in Income. 
Duesenberry1 s arguments about utility also suggest a 
second time effect on consumption. He argues that the con­
sumer is continuously in a learning process. Katona (22, 
p. 43) and Bilkey (3, p. 150) also hypothesize that the con­
sumer acquires new attitudes and motives through the learning 
process. Therefore, the lag in the consumer demand is 
17 
produced by past consumption habits, habit persistence, and 
the consumer1s knowledge and observations of the consumption 
patterns of others. Duesenberry, however, suggests that 
this, too, has a discontinuous time effect, and that the 
relevant variable to be considered in the demand relationship 
is the past peak level of consumption which the consumer has 
experienced. 
Brown (4) concluded after an attempt to test Duesen­
berry1 s two hypotheses with aggregate data that the habit-
persistence hypothesis with a continuous time lag produced 
the best statistical fit and had the more logical economic 
interpretation. He concluded, further, that habits may per­
sist long enough to slow down the effects of current Income 
changes on consumption. 
To illustrate some of the possible forms of empirical 
demand equations which may be derived from selected dynamic 
hypotheses, consider the simple linear static equation of the 
form: 
( 11 ) Qj. — 8-Q + ajPjj_ + agPg + a^ Y 
where is the quantity of commodity 1 that will be demanded 
if the price of commodity 1, P^, the price of a substitute 
commodity, Pg, and Income, Y, have been constant for a long 
enough period to enable the consumer to reach an equilibrium 
consumption pattern. This equation can be considered only an 
18 
approximation since, undoubtedly, there are other factors, 
especially other prices, which also affect the consumer's 
demand for Q-j_. 
If the variables are now dated so that they correspond 
to a given time period, equation 11 may be written as: 
(12) Qlt = a0 + &]_?]_% + a2P2t + a3Yt 
If it is now assumed that the quantity of commodity 1 demanded 
during time period t, , depends not only on current prices, 
the and income, , but also on n past prices and in­
comes, the new demand equation for Q^.t becomes: 
n n n 
(13) Qlt = ao + 2 aljplt-j + Xa2jP2t-j + 2 a3jYt-j 
J=U j=o j=u 
This equation does not assume any specific form for the effect 
of lagged prices and incomes on current consumption. 
Alt (1) has suggested the estimation of lagged equations 
such as equation 13 for J=0, then for j=l, ... etc. until the 
estimated coefficients become meaningless In an economic 
sense. However, economic series are usually rather short 
and for each additional lag assumed to exist, three additional 
variables are added to equation 13 and one observation is lost. 
Also, the length of the lag, n, will generally be unknown, 
and the statistical problems of large variances resulting 
from the high correlation of the price series and their lagged 
values Increase with each additional lag. 
To overcome these difficulties, Koyck (25) suggests that 
19 
the lagged coefficients be approximated by a converging geo­
metric series. For the coefficients of the Plt_j and Yt_j in 
equation 13, Koyck assumes that the a^j are given by: 
(14) aij+i = X a1j -1 < X< 1; i = 1, 2, and 3 
Equation 14 need not hold for all j, but only for j Ssk. The 
reduction of the Koyck model will be demonstrated for one 
variable and k=0. Thus, equation 13 becomes: 
co j_l 
(15) Q,lt = a0 + a10Plt + an 2. A. Pit-J 
J = 1 
Lagging equation 15 one period and multiplying the results 
by X gives: 
(16) Xo,lt_1 = ayX + aioXPit-l + all Z XJ lpit-J j -2  
rewriting equation 15 as: 
(17) Qlt = a.Q + a10plt + allplt-l + all Z X^ lpit-j 
j = 2 
and subtracting equation 16 from equation 17 yields: 
(18) 0,-j.t = aQ(l - X ) + a1QPlt + (an™ alo^plt-l + ^ lt-1 
and given the assumption of equation 14, equation 18 reduces 
to: 
(19) Qit = ao(i - X) + aloplt + 
Equation 19 contains only current price and lagged quantity as 
20 
independent variables even though thé assumption is made that 
current consumption is a function of all past prices. Due to 
the assumption of equation 14 concerning the geometric dis­
tribution of the lag, a much simpler function is obtained by 
the Koyck. reduction. The coefficient of P-^, &io> -Ln equation 
19 represents the effect on of a change in P^t during the 
first time period. However, unless X = 0, the effect of the 
price change will be distributed through time. 
From equation 15 it is possible to determine the equi­
librium quantity, the asymptotic limit of actual consumption 
(26), which will be demanded as a result of a given but sus­
tained change in price. At equilibrium P-^ = Pit_ j , and if 
this relationship has held for a period of time of sufficient 
length for the consumer to completely adjust his consumption 
pattern to the price, the equilibrium quantity demanded, 
E Qlt, becomes:* 
(£0) Qlt = (X -°X> + (1 P" 
8*1 n 
where — may be Interpreted as the long-run effect on 
(1 - X) 
the equilibrium quantity demanded due to a sustained change in 
*The sum of an Infinite geometric series is given by: 
CO 
X  X 1  =  — - i <  X <  i  
i—0 1 - A 
21 
the price, P-^.. Equation 20 may also be obtained by observ­
ing that at equilibrium = ^lt-1 so l°nS as price is con-
E 
stant. Therefore, if is substituted for the Q^t and Q]_-fc-l 
E 
of equation 19, the solution in aSain produces equation 
20. 
If the rather strong assumption is made that the dis­
tribution of the lag is the same for all prices and income 
in equation 13, or: 
( 2!) Qlt = aQ + a-LQ^ X^ it-j + a20j?0 XJp2t-J 
+ a30j?o 
the Koyck model reduces to: 
(22) Q.lt = & q ( 1  - X) + aiOPlt + a20P2t + a30Yt + X Q-it-1 
Nerlove (31) derives an equation which is similar to 
equation 22 by a slightly different approach. He assumes, 
initially, the existence of a long-run equilibrium equation: 
(23) Qit = *0 + alPlt + a2P2t + a3Yt 
where for each combination of prices and income there exists 
g E 
an equilibrium demand for Q]_t ' Since Q^t cannot be 
observed, the change In actual quantity is assumed to be a 
fixed proportion of the difference between the current 
equilibrium quantity and the quantity last period i.e., there 
22 
exists an adjustment equation: 
(24) Qg_t - = r(ftlt ~ ^ lt-l) 0< y< 2 
where "y is defined as the adjustment coefficient. The sub­
stitution of equation 23 into equation 24 and subsequent col­
lection of terms yields the short-run equation: 
(^6) = aoy + siypit+ a2yp2t+ a3yYt 
+ (1 -
If Nerlove1s adjustment coefficient is defined as (1 - "y ), 
the Nerlove and Koyck models reduce to equations which are 
identical. 
The Koyck and Nerlove models permit three types of ad­
justment of actual consumption to a new equilibrium consump­
tion level after a change in price or Income. The hypotheti­
cal situations in Figures la and lb F.re drawn to represent a 
situation where price has remained constant for all periods 
for tPrice, the solid lines P%, is then assumed to de­
crease one unit between periods -1 and 0 and then to remain 
constant at the lower level. The equilibrium level of con-
E 
sumption, the solid lines , change two units simultaneously 
with the price change. In each of the figures, if consumers 
adjust actual consumption immediately to the new equilibrium 
consumption level, actual consumption coincides with equi­
librium consumption i.e., there is no lagged effect, and the 
23 
Units 
It 
0 
-1 
I I I I I I I I I L 
-2 -1 0 1 2 3 4 5 6 7 t 
Period 
Figure la. Hypothetical example of underadjustment of actual 
"consumption toward the equilibrium level 
Units 
It 
V 
0 
-1 
-2 -1 0 1 2 3 4 5 6 7 t 
Period 
Figure lb. Hypothetical example of overadjustment of actual 
consumption toward the equilibrium level 
24 
coefficients of Q-it-l ln equations 22 and 25 will be zero. 
In Figure la the coefficients of the Q,]_t-1 in equations 
22 and 25 are assumed to be 0.5. Actual consumption, the 
dashed line, moves toward the new equilibrium consumption 
level by one-half the distance between the current equilibrium 
level and the actual level the past period. This type of 
adjustment may be considered an underadjustment or lag in the 
adjustment of actual consumption after a given but sustained 
change in price. This type of adjustment is consistent with 
Stigler's first hypothesis, i.e., that the demand for e com­
modity increases in elasticity as the period of observation 
is lengthened. 
In Figure lb the coefficients of Q.it-1 in equations 22 
ana 25 are assumed to be -0.5. Actual consumption, the 
dashed line, moves toward the new equilibrium consumption 
level by overshooting the equilibrium level one-half the dis­
tance between the equilibrium level and the actual level last 
period. This type of adjustment may be considered an over-
adjustment of actual consumption after a given but sustained 
change in price. The overadjustment of actual consumption 
could ce the result of inaccurate anticipations or expecta­
tions on the part of the consumer. For example, if the price 
of a commodity decreases between periods -1 and 0, the con­
sumer with inelastic expectations may anticipate a higher 
price between periods 0 and 1. As a result of these expecta­
tions, the quantity of the commodity purchased might exceed 
25 
the new equilibrium level. In practice "special sales" for 
short periods could produce consumer behavior of this type. 
The Duesenberry, Katona, and Bilkey hypothesis that the 
consumer continuously acquires new attitudes and motives is 
inconsistent with either of the types of adjustment which are 
depicted In Figures la and lb. Essentially, this hypothesis 
is a relaxation of the assumption of fixed preferences, and 
the equilibrium quantity is undefined. 
Tests of the economic hypotheses which permit the types 
of adjustment depicted in Figures la and lb cannot be per­
formed until severa^ statistical assumptions have been made. 
Therefore, the next chapter is devoted to discussions of 
econometric estimation procedures for selected economic and 
probability models. 
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ECONOMETRIC CONSIDERATIONS 
Introduction 
The method of least squares (L.S.) is perhaps the most 
widely used estimation technique in empirical economic anal­
ysis . The popularity of the technique is primarily due to: 
l) its computational simplicity, 2) the small variances of 
its estimates, and 3) the fact that under certain conditions 
regarding the recursive or identification properties of a 
system of equations, the structural parameters of the system 
may be derived either directly or from the transformed coeffi­
cients of equations which may be estimated by L.S. 
Haavelmo (16), however, has shown that the direct appli­
cation of L.S. to an equation which forms part of a simul­
taneous system of equations will give biased estimates of the 
parameters. Wold and Jureen (46, p. 70) state, on the other 
hand, that if the matrix of coefficients of the endogenous 
variables in the simultaneous system is triangular, unbiased 
and consistent estimates of the parameters in the system may 
be obtained with L.S. These estimates are obtained by fitting 
the equations one at a time by L.S. beginning with the equa­
tion containing the single endogenous variable. Then, proceed 
by fitting the equation containing only two endogenous vari­
ables where calculated values of the first endogenous variable 
are substituted into the second equation, etc. If in addition 
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to the recursive properties of the system 8.11 off-diagonal 
elements in the variance-covariance matrix are also zero, 
unbiased and consistent estimates of the coefficients may 
be obtained by fitting each equation by L.S. without resort­
ing to the use of calculated values of the endogenous vari­
ables . 
If the matrix of endogenous variables is not triangular, 
but the equations are just identified i.e., the number of 
predetermined variables in the system but not in the particu­
lar equation is one less than the number of endogenous vari­
ables in the equation, Haavelmo (16) suggests using L.S. to 
estimate the reduced form equations. These equations ere 
obtained by solving for each of the endogenous variables in 
the system in terms of the predetermined variables. The 
coefficients obtained by estimating the reduced form equa­
tions may then be transformed into unambiguous coefficients 
which are consistent estimates of the coefficients of the 
original system. 
The method of limited information has been developed to 
estimate the coefficients of a structural equation which is 
over-identified i.e., where the number of predetermined vari­
ables in the system but not in the equation is equal to or 
exceeds the number of endogenous variables in the equation. 
The limited information estimates are consistent and as effi­
cient as any method using the same amount of information. 
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However, considerable computational work is required to obtain 
these estimates. 
Other modifications of the L.S. technique are also used 
by Klein ( 23, pp.. 122-125) in his discussion of the method 
of instrumental variables and by Theil (39, 40) and Basmann 
(2) in their discussions of the "two-rounds" method of esti­
mation. The details of these techniques will, however, be 
left to the interested reader. 
The L.S. approach and a modification of this approach, 
autoregressive least squares (A.L.S.), are employed in this 
study. The properties of these two methods of estimation 
will be considered in greater detail since most of the equa­
tions selected for investigation in the empirical sections 
will be estimated by each of these methods. The use of both 
estimation techniques will facilitate statistical comparisons 
of the estimates obtained when the same economic relationship 
is fitted under, different error assumptions. 
Classical Least Squares 
The method of least squares (L.S.) selects that linear 
combination of independent variables which minimizes the sum 
of squared deviations of the dependent variable from its pre­
dicted values. Hence, the L.S. model may be written in matrix 
notation as: 
(1) Y = Xb + u 
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where Y Is a column vector of t observations on the dependent 
variable, b Is a column vector of r unknown coefficients for 
the matrix, X, of independent variables, x^t (i=l...r), and 
u is the column vector of errors in the equation. The L.S. 
solution requires that: 
(2) Q = u'u = [Y - Xb]1 [Y - XbJ = Minimum 
where 0, is the residual sum of squares. The minimum of Q, 
occurs where: 
(3) b = [x'x]-1 X'Y 
If it is assumed that: 
(4.1) E[ut] = 0 all t 
(4.2) E[ut] - cr2 < CO 
(4.3) E[utus] = ° 
-
p CO 
(4.4) E [xitut] = ° all 1 
and that the x^ are constants measured without error, the 
A 
L.S. estimate of b, b, is unbiased and "best" i.e., possess 
the smallest variances, among all linear unbiased estimates. 
If in addition the u% are assumed to be normally distributed, 
A 
the b^ possess the maximum likelihood properties of suffi­
ciency and consistency. Also, due to the normality assump-
A 
tion, the bj_ become linear functions of normal varlates, 
thus, they are normally distributed and it is possible to 
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construct confidence intervals about them. 
According to the Markoff Theorem (41, p.  83) only assump­
tion 4.3 above is necessary for b to remain the "best" linear 
unbiased estimates of b. Wold (45, p. 280) demonstrates 
A 
that b remains unbiased when assumption 4.3 is relaxed, the 
are autocorrelated and intercorrelated, and where some 
x^t are lagged values of other x^1 s. However, relaxing 
A 
assumption 4.3 causes b to lose its efficiency properties. 
If the u-£ are known to follow an autoregressive scheme, 
the Markoff Theorem again applies, provided the true auto­
correlation coefficients are known and the appropriate linear 
transformation is made in the data before the L.S. procedure 
is applied (15, p. 219). Seldom, however, will the true auto­
correlation coefficients be known. In practice the order of 
the autoregressive scheme will also, in general, be unknown. 
If, as is the case in many distributed lag models e.g., 
the Koyck and Nerlove models, the matrix of independent vari­
ables contains a vector of lagged values of the dependent 
variable e.g., xrt = yt-1, additional statistical problems 
may be encountered. Koyck (25, p. 32) has shown that if the 
A 
ut are independent, the b^ are consistent estimates of the b^. 
However, Hurwlcz (21, p. 365) has demonstrated that the L.S. 
estimate of the coefficient of the lagged dependent variable, 
br, will be biased in small samples. Hence, the L.S. estima­
tion of short-run equations resulting from a Koyck or Nerlove 
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type reduction will produce biased and inefficient estimates 
of the bj_ in small samples even when the errors are inde­
pendent . 
One of the simplest error assumptions, other than the 
assumption of independence, is the assumption that the errors 
follow the first order autoregressive scheme: 
(5) ut = fi ut_i + et -i</3<i 
where P is the first order autocorrelation coefficient and 
the et have• a mean of zero, are of constant variance, and are 
uncorrelated with the independent variables in the model. 
Grillches (13, p. 65) has shown that the L.S. estimates of 
the b^ are biased even in large samples if equation 5 repre­
sents the true error structure. Griliches demonstrates that 
A 
the bias in br is of the same sign as the autocorrelation 
coefficient, P. In addition, regardless of the sample size, 
A 
the b^ lose their efficiency properties. 
Consequently, dynamic models containing the lagged 
dependent variable as an independent variable will result in 
biased tests of the dynamic hypothesis if the errors in the 
equation are correlated. The autoregressive least squares 
estimation procedure which is presented in the next section 
is one method of obtaining estimates of the parameters of a 
lag model when the errors in the equation are assumed to 
follow an autoregressive scheme such as equation 5 above. 
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Autoregressive Least Squares 
The derivation of the A.L.S. 
procedure for a simple lag model 
The autoregressive least squares (A.L.S.) estimation 
procedure will be presented In detail for the simple model:* 
(6) = aQ + a^X-ç + bYt_^ + u% t=l.. . n; -1< b< 1 
where Y% is the dependent variable, the a^ and b are the un­
known linear coefficients of the independent variables, X% 
and Y%_%, and the ut are the errors in the equation. By 
properly defining the a^ and b, equation 6 may be considered 
the reduced equation of a Koyck or Nerlove distributed lag 
model. Hence, the restriction of b is required for stability. 
The usual assumption of independent errors is now re­
placed by the less restrictive first order autoregressive 
error assumption: 
(?) ut = /3ut-1 + et -!</?< 1 
where the e% are assumed to be normally distributed with zero 
mean, have constant variances, and are uncorrelated with the 
independent variables of the model. f2 is the first order 
autocorrelation coefficient. 
*This example is presented for the benefit of the reader 
who may be interested in the A.L.S. approach but possesses 
limited mathematical training. 
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Solving equation 6 for u% and lagging each variable one 
period yields: 
(8) ut-l = Yt-1 ~ a0 " alxt-l ~ bYt-2 
Substituting from equation 8 into equation 7 gives: 
(9) u-t = P^t-1 ~ &oP " &lP*t-l ~ ^ P^t-2 + et 
Substituting from equation 9 into equation 6 and collecting 
terms yields: 
(10.1) Yt = c0 + c^ + c2Xt_1 + c3Yt_1 + c4Yt-2 + et 
where 
°0 = a0^ ^ ~ P ) °3 = (b + P) 
(10.%) °i = ai C4 = - bP 
=2 = - ai/3 
Inspection of equation 10.1 indicates that if P = 0, 
equation 10.1 reduces to the form of equation 6. If P = 1, 
the variables in equation 10.1 may be arranged in the form of 
equation 6 with the variables expressed as first differences. 
If b = P - 0, Yt-l drops out of equation 6 and the L.S. 
regression of Y^ on Xt will produce maximum likelihood esti­
mates of rq and a-^. On the other hand, if b = 0 and P = 1, 
the L.S. regression of the first differences of the Yt on the 
first differences of the X% will again produce maximum likell-
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hood estimates of aQ and a^. 
With the above exceptions, the form of equation 10.1 
differs from that of the usual linear model in two important 
respects: 1) two lagged values of the dependent variable 
appear as independent variables and 2) three non-linear 
restrictions are imposed on the coefficients, namely: 
-Co 
a-, = c-> = —6 
P 
(11) b . °3 + \/°3 ' 404 
2 
n o3 -H Vc| + 4C4 
2 
The direct application of L.S. to equation 10.1 does not in­
sure that the non-linear restrictions will be fulfilled. 
Hence, L.S. will produce, in general, numerous estimates of 
the a^, b, and /?, the true parameters of the model, since 
the L.S. system of normal equations consists of five equations 
in four unknowns. 
The A.L.S. estimation procedure is an iterative method 
for obtaining estimates of the four parameters of the model 
which fulfill the non-linear restrictions at a point where 
the residual sum of squares of equation 10.1 is at least a 
local minimum. If the variables are expressed as deviations 
from their respective means, cq may be eliminated, and esti-
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mates of the remaining three parameters in the model can be 
obtained by selecting a vector of initial estimates for the 
parameters, PQ: * 
(12) P0  - (a l 0 ,  b0 ,  0O) 
where the subscript o denotes the initial estimates selected 
for the parameters, a^, b, and 
The Initial estimates of the parameters may be obtained 
by inspection of the L.S. solution of equation 10.1. Inspec­
tion of the L.S. solution of equation 6 with the variable Yt-1 
omitted and the Durbin-Watson statistic computed on the 
residuals of this regression may also be used to obtain 
these initial estimates. 
Next, expand equation 10.1 about the vector Pq in a 
multiple first order Taylor expansion i.e., retaining only 
the first order terms. This yields: 
(13.1) yt - y to = zlo^alo + z2o^bo + z3o ^  + vt 
*After these three parameters have been estimated, the 
estimate of cQ in equation 10.1 may be computed from: 
c0 = Yt ™ alxt + al^xt-l - (b + /?)Yt-1 + b/?Yt_2 
and 
A 
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where 
yt - y to = yt - aioxt + a ioPo*t - i  
(bQ + PQ ) + b0/30yt-2 
^a? = Zlo = xt * A>xt-1 
(13.2) 
X? = Z2o = yt-l " Po^t-2  Ôb0  
ôyt 
- 
z3o ~ yt-l - aloxt-l - b yt-2 
The Z^0 are the first derivatives of equation 10.1 with 
respect to each unknown parameter, the Aa l 0 ,  AbQ ,  and AySQ 
are the deviations of the alo, bQ, and PQ from the true 
parameters, and the small letters indicate that the variables 
are expressed as deviations from their respective means. The 
v^ are the remainders in the Taylor expansion. Now, compute 
the regression of yt - yto on the Z^0 to obtain estimates of 
the Aal0, Ab0, and APQ. ^ 
If the Aa l o ,  AbQ ,  and AyQ0  obtained from this regres­
sion are not small, the process is repeated using as a second 
set of trial values : 
(14) P-l = (a l 0  + kAa l o), (bQ + kAbQ), (/?0  + kApQ) 
A A n 
where Aa l o ,  Ab@, and AyU0  are the L.S. estimates of the 
Aa^o, Ab0 ,  and AP0 of equation 13.1. The constant, k, is 
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discussed in the next section and is selected in such a manner 
that the residual sum of squares from equation 10.1 decreases 
for successive iterations i.e., converges to a local minimum. 
Inspection of equation 13.2 reveals that the transformed 
variables required for A.L.S., the Zl0 and yt - yto, are 
linear functions of the original variables. Hence, the prob­
lem may be presented in more compact matrix notation. The 
matrix of observations on the independent variables may be 
defined as X where: 
(15) X = 
xt-l 
yt-i 
yt-2 
and xt denotes the row "vector of n observations on x%, etc. 
Thus, the matrix of observations on the three Z1s for the 
first iteration is obtained from: 
(16.1) 
where 
Zq - AqX 
1 0 
<
3
.
 
1 0 0 
(16.2) A0 = 0 0 1 
~Po 
0 
~
alo 1 _bo 
The dependent variables for the first iteration are 
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(17.1) yt - yto = yt + °ox 
where 
(17.2) C0 = ^ -alo > alo Po > ' ^oPo j 
The changes to make in the initial estimates of the three 
parameters are the solution of: 
(18.1) z0zi,Ae0 = A0xx'A^Ae0 = A0x(y + c0x)' 
where 
(18.%) Aq0  = [Aa l o ,  Ab0 ,  A/3o] 
It is not necessary to transform the original variables 
for each iteration i.e., each time A8 is to be estimated. 
The XX' matrix, the sums of squares and cross products matrix 
of the original variables, may be transformed directly into 
the ZZ1 matrix by the matrix multiplication, ((A(XX1))A'). 
Hence, if the transformation of the data is to be done on an 
electronic computer, the A and X matrices may be augmented 
(9, p. 104) with the C and y vectors, respectively, and the 
independent and dependent variables of equation 18.1 and the 
residual sum of squares for equation 10.1 about any trial 
vector of estimates, P^, may be obtained from the matrix 
multiplication : 
(19.1) Ai(XX ')Â[ 
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where 
(19.%) A-i = 
Ci 
0 
1 
X = 
X 
y 
and Âj_ and X denote the augmented matrices for the ith itera­
tion. 
If the iteration process is continued until the vector 
6 becomes small, the variances of the final estimates of 
the true parameters are obtained in the usual manner. These 
variances are the products of the elements, clif of the 
(ZZ1 matrix at the final iteration and the estimated vari­
ance, S , where: 
(20) 
• 2 (yt - yt)2 
s£ = — 
n - p 
where n is the total number of observations and p is the 
total number of parameters estimated. In the example pre­
sented above p is four. 
Procedures which Insure the 
convergence of the iteration process 
The residual sum of squares for equation 10.1 is 
Z(yt - yt0)2 for the vector p0, Z(yt - yti)2 for the 
vector Pq_, etc. Inspection of equation 14 indicates that 
after the 1th iteration, it is possible to compute the i+lth 
residual sum of squares for equation 10.1 for any value of k, 
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Therefore, consider the function: 
(21) Q(k' )1+1 = f(Pi + k'A@i) 0< k'< 1 
where Pj_ is the 1th trial vector of estimates of the three 
A A 
parameters and is the resulting vector of L.S. estimates 
of the true vector, A@i. Q,(k' )1+1 is the residual sum of 
squares for equation 10.1 given k1. Hence, the iterative 
procedure will always converge if: 
(22) ft(k')1+1^ Q(k')1 
Hartley (18) suggests two procedures for selecting new 
trial vectors, P^, for successive Iterations. First, he sug­
gests evaluating Q(k)i+i in equation 21 for k=0, k=l/2, and 
k=l. Then, determine that k, k1, for which the parabola 
through Q(0), Q( 1/2), and Q(l) is a minimum from: 
(23) k. . 1/2 • 1/4^°> - ^  
0,(1) - 2%( 1/2) + 0,(0) 
and use the calculated value of k1 froc equation 23 to compute 
the new trial vector. This procedure is repeated at each 
iteration until the A@ become small. 
The second procedure which Hartley mentions consists of 
computing k1 from: 
(24) k' = -S 
2 [0,(1) - 0,(0) _ 3] 
where 0,(1) and 0,(0) are defined as before and S is the slope 
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of Q at the point 0,(0). As the elements of the vector A© 
approach zero, S and k1 approach zero, and the changes to be 
made in the trial vector, P^, approach zero i.e., the sum of 
squared residuals from equation 10.1 possesses a local minimum 
near P^. 
Another method of selecting k1 for successive iterations 
is to make k1 the largest value in the geometric series, 
1, 1/2, 1/4, ..., etc. which will satisfy the condition of 
equation 22. Since the estimated changes to make In the para­
meters is always in the right direction (18), this method of 
selecting k1 also guarantees the convergence of the iterative 
procedure. Since this method is easy to program on electronic 
computers, it is the method used throughout this study. 
First order autoregressive least squares 
error model without dummy variables* 
The general first order autoregressive least squares 
error model (A.L.S.-l) for an equation of the form: 
(25) yt = alXlt + a^ + ... + arxrt + by^ + u% 
-1< b < 1 
may now be presented by simply re-defining the X, A^, and 
matrices of equation 19.2 as: 
^Program I described in Appendix B Is written to perform 
A.L.S.-l estimation of the parameters of models of this type. 
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(26.1) X = 
xlt 
xlt-l 
x2t 
x2t-i 
xrt 
xrt-l 
yt-l 
?t_2 
0 
0 
(26.2) AA  = 
1 
0 
0 
(26.3) Ci - ^ -a11# an P± > ~a2i > a2i Pi > " ' > ~ari> 
arl A.> "(t>i + /?i), bi/?ij 
where the subscript i denotes the trial value of the para­
meters for the 1th iteration. The Ai matrix now contains 
r+2 rows. The first r rows are rows for the parameters of 
the x^ (1=1...r), row r+1 Is the row for the parameter of 
the lagged dependent variable, b, and row r*2 is the row for 
the autocorrelation coefficient, P. 
1 
-Pi 0 0 
0 0 1 A 
0 0 0 0 
0 0 0 0 
0 
~
ali 0 ~a2i 
0 0 0 
0 0 0 
-Pi 0 0 
0 1 -p. 
-ari 1 -bi 
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First order autoregressive least squares 
error model with dummy variables* 
In empirical demand analyses It Is often desirable to 
allow for seasonal shifts in the demand relation. Suits (38) 
describes the method of allowing for shifts in an equation 
by the use of dummy variables and the original observations 
of the independent and dependent variables i.e., observations 
which are not corrected for their respective means. 
Assume that the A.L.S.-l error assumption, equation 7, 
is to be made for an equation of the form: 
(27) Yt = a^X^t + ... + arXrt + bYt_1 > d-j_Dlt 
+ • • • + dgDgt + ut 
where the observations are divided into s periods, and D]_t is 
one for the first period and zero for all other periods, Dgt 
is one for the second period and.zero for all other periods, 
etc• The lagged values of each dummy variable of this type 
are identical to one of the other dummy variables in the 
equation e.g.: 
(28) Dl>t " Ds,t-1 
^1+1,t ^i,t-1 i = 1...s-1 
^Program I described in Appendix B will also perform 
A.L.S.-l estimation of the parameters of models of this type. 
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Thus, the dummy variables need not be lagged in the reduction 
following the autoregressive error assumption. The vector, 
M, of coefficients of the dummy variables becomes: 
1 0 0 ... 0 -/3± 
-/?1 1 0 ... 0 0 
(29) M = 
ml 
m2 ii 
ms 0 0 . . . -01 
V 
d2 
ds 
The sums of squares and cross products, the ZZ1 and 
Z(Y + CX - MD)1 , required to estimate the vector A© for any 
trial vector of estimates of the parameters of this model may 
be obtained from equation 19.1 where: 
X Ai 0 0 
(30.1) X = D ii 0 I 0 
Y Ci -Mi 1 
"AI O* X 
•
 
0 I 1 
Q 
and Zj_ = 
where and Cj_ are as previously defined and X, and D are 
defined as: 
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(30.2) X = 
X It 
X 
D = 
ult 
D2t 
D st 
lt-1 
A2t 
X2t-1 
^rt 
vrt-l 
•t-1 
-t-2 
The capital letters in the X matrix above represent original 
observations, and I is an s by s identity matrix. After the 
necessary iterations have been performed to make the A© 
sufficiently small, estimates of the d^ in equation 27 may 
be obtained by assuming that the estimate of j3 from the 
final Iteration is a constant and performing the matrix 
multiplication: 
(31) 
A 
*] 
A 
d, 
a, 
P 
P 
/5s-1 
P 8 — 1 
A -
P. Q 
P 3 P; 
0 1 
"a 
™1 
A 
m2 
À 
ms 
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Second order autoregressive 
least squares error model* 
The general second order autoregressive least squares 
error model (A.L.S.-2) is presented in matrix notation for 
the equation of the form: 
(32) yt = alX]Lt + ... + arxrt + byt_1 + ut -l<b<l 
where the errors in the equation, u%, are assumed to follow 
a second order autoregressive scheme : 
The A.L.S—2 solution is obtained by performing iterations 
become sufficiently small. The X, A^, and matrices above 
are defined as: 
•"•Program II described in Appendix B is written to perform 
A.L.S.-2 estimation of the parameters of models of this type. 
Program II may also be used to estimate models which contain 
dummy variables. 
(33) 
A A 
until the vector, of: 
(34) = A1XX,A[Aq1 = A^X(y + C^X) 
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(35.1) 
(35.2) Ai 
xlt 
xlt-l 
xlt-2 
xrt 
xrt-l 
xrt-2 
yt-i 
yt-2 
yt-3 
1 -p  11 -a  21 
6 0 . . 1 
-011 -n. 
-*ii 0 . . 1 ™
bi 0 
0 
-*21 ' . . 0 1 -bi 
23 
(35.3) all^ll> all/^2i» ' » **ari> 
arl^21' "^bl + 
(bi/^n - /321) > bl/^2iJ 
where the subscript 1 denotes the trial value of the para­
meters for the 1th iteration. The matrix for A.L.S.-2 
contains r*3 rows• The first r rows are rows for the para­
meters of the x^t (1=1...r), row r+1 is the row for the 
parameter of the lagged dependent variable, b, row r+2 is the 
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row for the first order autocorrelation coefficient, , 
and row r+3 is the row for the second order autocorrelation 
coefficient, 
Properties of A.L.S. estimates 
Mann and Wald (27) prove that the L.5. estimates of the 
coefficients of an equation in which all independent variables 
are lagged values of the dependent variable are consistent 
and normally distributed. Hlldreth and Lu (20, p. 52) have 
shown that the addition of fixed exogenous variables to an 
autoregressive equation with non-linear restrictions on the 
coefficients does not destroy the consistency of the re­
stricted estimates. However, the proof requires the assump­
tions that the are bounded, the e% are normally distrib­
uted, and that all sample moments converge to their respective 
11 true11 values in probability as the sample size is increased. 
The A.L.S. estimation procedure insures that the non­
linear restrictions on the coefficients of the autoregressive 
equation are fulfilled. Therefore, if the X^ are bounded 
and the et are normally distributed, the final set of esti­
mates for the vector, Pj_, possess the large sample properties 
of consistency and asymptotic normality. In addition, if the 
likelihood function is unlmodal, the estimates, P^, become 
maximum likelihood estimates which are efficient. However, 
if the likelihood function possesses local maxima, the A.L.S. 
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estimation procedure does not insure that the final set of 
estimates, , occur at the global maximum. 
Statistical Tests 
p 
A t test criterion is used to determine when the A.L.S. 
solution is obtained during the iteration process. This test 
is : 
,  x  2  ( A e , ) 2  
(37) < 0.001 for all i 
where the subscript i denotes the parameter being estimated, 
and V(O^) is the large sample variance of the 1th parameter. 
The common t and F tests are made upon, the statistics 
obtained by L.S. and A.L.S. in the empirical sections to fol­
low. The conditions required of the error terms in order 
for these tests to be precise may not be satisfied by the 
data used. In addition, the tests cannot be rigorously 
applied since several sets of regression estimates are com­
puted from the same set of data. It should also be emphasized 
that statistics obtained by A.L.S. are only asymptotic esti­
mates, hence, exact t and F tests cannot be made even under 
the most ideal error conditions. 
Approximate confidence Intervals are computed for 
selected estimates of the long-run price and income elas­
ticities. These confidence intervals are obtained by noting 
that at the means the long-run elasticity, L^, is computed 
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from a short-run dynamic equation of the form: 
(38) Yt = a0 + a1Xt + b Yt-1 
from the formula: 
(39) L1 = 
alRl 
(1 - b Rb) 
where is the ratio Xt/Yt and Rb is the ratio 
Equation 39 may be written as: 
(40) a^R^ — L^( 1 — b R-j-j) = 0 
The values of for which: 
talRl — ( 1 — b R^ ) — oj (41) p 
S^C11R? + ^JlclbRlRb + LlcbbRb^ 
< t 
a = i - & 
define the (l - CI) confidence interval for the estimate of 
Ll'* 
Even though the tests used and the confidence intervals 
computed are approximations, they furnish considerable Infor­
mation about the reliability of the estimates. Since exact 
statistical tests are not available, the reader would prob­
ably like to see such tests performed before evaluating the 
empirical results. In the text statistics which differ from 
*This approach is due to Fieller (8) and is based upon 
the assumption that the two coefficients are normally dis­
tributed, a condition that is only asymptotically correct 
with A.L.S. estimation. 
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the null hypothesis by at least the 10 per cent level and 1 
per cent level when tested by the usual methods will be 
termed, respectively, "significant" and "highly significant11. 
The Durbin-Watson "d" (7, p. 159): 
, 2 
(42) d = " ut-i) 
2»? 
is computed from the residuals of all of the static regres­
sions and for selected dynamic regressions which are fitted 
by L.5. Durbin and Watson point out that a test of the "d" 
statistic is inappropriate and can only be considered an 
approximation when the regression contains a lagged dependent 
variable. This does not imply that the statistic is without 
value• However, one should be extremely cautious in inter­
preting the results of a lagged equation even In the light 
of a non-significant "d" statistic. 
The Hart-von Neumann ratio (17, 43): 
(43) s2 = S. = ^ut ut-l) 
A  Zug 
n 
n - 1 
is also computed for the equations which are fitted to the 
thirteen-week data. Thus, the results from equations fitted 
by A.L.S. may be compared with the two more widely used tests 
for non-independent residuals. 
No tests of the residuals from equations which are fitted 
by A.L.S. are made because asymptotic estimates of the auto-
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correlation coefficients are obtained directly. However, in 
several cases where the first order autocorrelation coeffi­
cient is large and highly significant, the equation is re-
estimated under the assumption that the errors follow a second 
order autoregressive scheme. 
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DATA 
This study utilizes data which are based on information 
collected by the Agricultural Economics Department at Michigan 
State University during the operation of the M.S.U. Consumer 
Panel.* This panel consisted of a group of consumers who were 
selected as representative of the population of Lansing, 
Michigan; it was in operation from February 1951 through 
December 1958. Since the data were obtained from a sample, 
extrapolation of any conclusions to the city of Lansing or to 
consumers in general depends upon the representiveness of the 
sample for the population under consideration. Therefore, the 
analyses performed with the data are limited to hypothesized 
explanations of the consumer demand for selected groups of 
meat items for the M.S.U. Consumer Panel. 
The panel data utilized consist of average price, per 
capita quantity, per capita income after federal Income taxes, 
and temperature observations for thirteen-week and four-week 
periods. The periods of time covered by the analyses begin 
with the first seven-day period of 1952 for the thirteen-week 
observations and the twenty-fifth seven-day period of 19 51 
for the four-week observations. 
The original panel data which are used include weekly 
*Quackenbush and Shaffer (34) present a detailed discus­
sion of the M.S.U. Consumer Panel, the sampling problem, and 
the reliability of the data. 
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observations over the entire panel of the per capita quantity 
(in pounds) of beef, pork, lamb and mutton, veal, and broilers 
and fryers (hereafter referred to simply as fryers) actually 
purchased. Thus, each observation of the per capita quantity 
of beef, pork, and fryers used in the analysis is the sum of 
the weekly quantities purchased of that meat item for consecu­
tive thirteen-week and four-week periods. To obtain the per 
capita quantity of total fresh red meat (hereafter referred 
to simply as total meat), the sum of the weekly quantities 
purchased of beef, pork, lamb and mutton, and veal was com­
puted for consecutive thirteen-week and four-week periods. 
Average price indexes with a base of 1955-1957 equal one 
hundred for beef, pork, and other meat and meat mixtures 
(hereafter referred to simply as other meats) for four-week 
periods were obtained directly from Wang (44). To obtain 
price indexés for these meat items for a thirteen-week 
period, weighted averages of the four-week average price 
Indexes given by Wang were computed. Average prices for total 
meat were computed by dividing the total per capita expendi­
tures on beef, pork, lamb and mutton, and veal for the 
thirteen-week and four-week periods by the total per capita 
quantities of beef, pork, lamb and mutton, and veal purchased 
during the respective periods. Average price indexes for 
total meat were then computed by deflating the average prices 
for the thirteen-week and four-week periods, respectively, by 
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weighted averages of the Detroit, Bureau of Labor Statistics 
Consumer Price Index (42). The deflated price series were 
then converted to a base of 1955-19 57 equal one hundred. A 
similar procedure was used to compute average price indexes 
for fryers. The total per capita expenditures for the 
thirteen-week and four-week periods were divided by the total 
per capita quantities of fryers purchased during the respec­
tive periods. Then, these series of prices were : l) deflated 
by weighted averages of the Detroit, Bureau of Labor Statis­
tics Consumer Price Index and 2) converted to a base of 
1955-1957 equal one hundred. 
The income data used in the analyses were obtained from 
the panel data of weekly observations of per capita disposable 
income after federal income taxes.* These data were computed 
by summing the weekly panel data for the thirteen-week and 
four-week periods. The thirteen-week and four-week Income 
series were then deflated by weighted averages of the Detroit, 
Bureau of Labor Statistics Consumer Price Index. 
Riley (35) found that temperature was significantly re­
lated to the meat purchases of the M.S.U. Consumer Panel. 
Therefore, a thirteen-week and four-week mean daily tempera­
ture variable was computed. The temperature data were fur-
*Income from wages, salaries, commissions, pensions, 
interest and dividends, annuities, profit from business and 
professional services, profit from rent, government payments, 
gifts, and other sources minus federal Income taxes on such 
Income. 
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nished by week and four-week periods for Lansing, Michigan, 
by Professor James D. Shaffer of Michigan State University. 
To obtain the mean temperatures for thirteen-week periods, 
the mean temperatures for thirteen consecutive weeks were 
averaged. 
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THE MODEL 
Empirical demand investigations may be conducted only 
after certain economic assumptions have been made. Due to 
the complexity of the marketing system, these assumptions are 
necessary in order to specify the approximate economic inter­
relationships which are assumed to have generated the observed 
data. Once these economic assumptions are made, additional 
statistical assumptions are required before tests of the eco­
nomic hypotheses of the model may be made. 
The Economic Model 
According to conventional static demand theory, the usual 
economic assumptions specify that the individual consumer1s 
purchases of a given commodity depend upon the price of the 
commodity, the prices of competing commodities, the consumer's 
income, and other factors which reflect changes in the con­
sumer's tastes and preferences. Thus, for the data under 
consideration, the static consumer demand for beef, pork, 
fryers, and total meat at the retail level may be defined, 
respectively, as: 
^ %t = f ^ PBV PPt' PFt' P0t' Yt ' ult^ 
(2) Opt = f(PBt ' PPV PFt' P0f YV U2t^ 
^ S*t = f^PBV PPt' PFt' P0t' Yt' U3t^ 
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^ Sit ~ f^PFt' PMt' P0t' Yt' U4t ^ 
where the quantities, the Q1s, represent per capita consump­
tion of beef (Qgt), pork (Qpt)> fryers (Qpt)» and total meat 
( %t), the P'b represent the prices of beef ( PBt ), pork (Ppt ), 
fryers (Ppt), other meat (Pot)» and total meat (P^t), Yt rep­
resents Income, and the Uj_^ represent errors in the equations. 
The assumption that these equations define the respective 
static demand relationships implies that the prices of all 
commodities which are omitted from the equations have little 
or no effect on the consumption of the commodity in question. 
Since each observation of the M.S.U. Consumer Panel rep­
resents an Intersection of a supply and demand curve, supply 
equations must also be defined to complete the static economic 
model. Riley (35) found that meats were typically purchased 
on a weekly basis. Hence, the assumption that retailers 
specify prices and offer sufficient supplies to satisfy con­
sumer demand at these prices appears to be a reasonable 
assumption. Based upon this assumption, consumers are pre­
sented with a given set of prices for beef, pork, fryers, 
other meats, and total meat and make purchases accordingly. 
The supply equations must, therefore, contain those variables 
which the retailer considers in setting his prices. 
The supply equations for beef, pork, fryers, other 
meats, and total meat may be defined, respectively, as: 
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(5) PBt = f(PBt, c+
 
Wt> r* Bt ' Vlt> 
(6) PPt = f(P%t, Mpt' fl* CPt' V2t^ 
(7) PFt = f(P%t' kFt' Wt> 
n* 
Ft' V3t^ 
(8) P0t = f(pSt, Not' Wt> C* 0t' V4t ^ 
(9) PMt = f(pBt' hMt' Wt> C* Mt ' V 5t ^ 
where the previously undefined variables are defined as the 
wholesale prices of beef pork (Ppt), fryers (Ppt), 
other meats (P^), and total meat (P^) . The are market­
ing margins, the are wages paid by retail food stores, 
the Clt are the expected competitors' prices, and the vlt 
are the errors in the supply equations. 
In the complete static model the endogenous variables 
are assumed to be the current prices and quantities, and 
the exogenous variables are assumed to be income, wholesale 
prices, margins, wages, and the prices the competitors are 
expected to set. 
Statistical Model 
This study is primarily concerned with the estimation of 
demand relationships. Thus, statistical estimates of the 
parameters of equations 1-4 may be obtained only after certain 
assumptions have been made concerning the functional form of 
the equations in the model and the properties of the variables 
and errors in the respective equations. 
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The assumption that all equations are linear is perhaps 
the most naive assumption that can be made about the func­
tional form of the equations. Riley (35) concluded, from his 
study of the meat purchases of the M.S.U. Consumer Panel, 
that there appeared to ce no strong preference for a logarith­
mic form over the linear form of the equations which he in­
vestigated. Therefore, to avoid the additional costs involved 
in converting the data to logarithms, the assumption will be 
made that the equations of the model are linear. 
If the system of equations 1-9 Is now written as a linear 
system of equations with the endogenous variables to the left 
of the equality and the exogenous variables to the right of 
the equality, the complete model may be considered a recursive 
model i.e., in the matrix of coefficients of the endogenous 
variables all elements below the main diagonal are zero. 
Thus, unbiased and consistent estimates of the parameters of 
the demand equations may be obtained by: 1) estimating the 
supply equations by L.S. with prices as the dependent vari­
ables and then using the predicted prices in the estimation 
of the demand equations, or 2) assuming that the uit and vit 
are uncorrelated and applying L.S. directly to the demand 
equations. 
The assumption will be made throughout the study that 
the errors in the supply equations are independent of the 
errors In the demand equations. This assumption does not 
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appear to ce too unrealistic if: l) consumers are assumed to 
be unable to effect meat prices during the current period, and 
2) only a small portion of the consumers income originates 
from wages paid by retail food stores. Under these assump­
tions the demand equations may be estimated directly by L.S. 
under the assumption of Independent errors. However, as was 
indicated earlier, the assumption of independent errors in 
the individual demand equations will not always be made. 
The estimation of demand relationships in this manner is 
based upon the assumption that the demand function is fixed 
and the supply function varies. Otherwise, as Working (47) 
points out, single equation techniques could not be used. 
However, within the period of a year, seasonal variations due 
to changes in the consumer1s tastes and preferences may occur 
in the demand for meat items. For example, Stanton (36) 
found that, in general, the demand for beef and pork is 
stronger during the fall and winter while the demand for 
fryers appeared to be stronger during the summer months. 
Such shifts in the demand for meat items may be due to 
several factors. Riley (35) found a significant relation be­
tween temperature and the purchases of selected meat items by 
consumers in the M.S.U. Consumer Panel. It is possible that 
during the summer months housewives tend to reduce the amount 
of oven cooking and baking by substituting cold plates and 
meals containing more vegetables and less fatty foods includ­
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ing meats. Also, holidays such as New Years, Easter, July 
4th, Thanksgiving, and Christmas probably cause regular 
shifts in the demand for certain meat items. 
At present, little is known about the magnitude of these 
shifts in the demand for meat items within the span of a year. 
In fact, few studies have been made for periods of less than 
three months in length. Consequently, temperature and dummy 
variables are placed into the demand relations to permit 
seasonal shifts in the demand for the selected meat items. 
The dummy variables used are of the type discussed by Suits 
(38) which are one for a specified period e.g., the first 
thirteen-week period of the year, and zero the remaining 
three thirteen-week periods. Thus, if a dummy variable is 
Included for each period, the estimated demand relationship 
may be shifted to a different position for each period. 
Introduction of Lags 
Lags are introduced to form dynamic demand equations by 
means of an equilibrium demand equation and an adjustment 
equation. For example, the system: 
E (10.1) 0,Bt = a0 + a1PBt + a2Ppt + a3PFt + a4P0t + a5Yt 
(10.2) Qgt - Q,Bt-i = If (o!t - Qst-i) 
may be reduced to: 
63 
tu) =  ao7 + aiy pst +  a 2r ppt + a 3r pFt +  h7pot 
+ a5yït + (1 - y)QBt-l 
Hence, the coefficients of equation 11, a Nerlove model, are 
considered short-run coefficients, and the coefficients 
divided by one minus the coefficient of lagged quantity, the 
coefficient of adjustment, are considered long-run coeffi­
cients. Similar formulations and reductions are performed 
for all the dynamic consumer demand equations which are con­
sidered in the empirical sections to follow. The specific 
form of each basic equation will be presented prior to the 
analyses. However, it should be emphasized again that the 
dynamic models considered in the empirical sections contain 
the implicit assumption that the distribution of the lag is 
the same for all variables. 
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THE DEMAND FOR BEEF 
The cattle cycle peaked during the last quarter of 1955 
and the first quarter of 1956. Due to the relatively large 
supply of cattle during this period, the retail prices of beef 
were lower during the entire year of 1956 than at any other 
time the M.S.U. Consumer Panel was in operation. When the 
quarterly per capita consumption of beef was plotted against 
the price index for beef, it appeared that the observations 
during the second and third quarters were, generally, to the 
left and below the observations for the first and fourth quar­
ters. The slopes of the simple demand relationships depicted 
by this scatter diagram, however, appeared to be approximately 
equal for all quarters. 
Static Analyses of the Demand for Beef 
The basic static equation which is assumed to represent 
the demand for beef is of the form: 
(1) Qfit = a0 + alPBt +_ a2PPt + a3PFt + a4P0t + a5Yt 
The temperature variable and seasonal dummy variables are used 
as alternative variables in an attempt to identify the seasonal 
shifts which appeared to exist in the simple demand relation­
ship. 
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Analyses of thirteen-week observations 
Equations one, two, and three In Table 1 were obtained by 
using thirteen-week observations with temperature as the shift 
variable- The equations were estimated, respectively, by L.S. 
under the assumption of independent errors, A.L.S.-1 under 
the assumption of first order autoregresslve errors, and 
A.L.S.-2 under the assumption of second order autoregresslve 
errors. 
Except for the non-significant coefficients of the price 
of other meat and income variables, the signs of the coeffi­
cients in equation one agree with a priori expectations. In 
agreement with Riley's findings (35), the temperature vari­
able Is highly significant in the L.S. fit, equation one. 
The coefficient of the temperature variable indicates that a 
one percent Increase In temperature will reduce beef consump­
tion by approximately twelve percent. However, the "d" and 
O 
sfc statistics for this equation indicate significant negative 
autocorrelation in the residuals, and the t and F tests are 
probably biased. The coefficients are consistent though per­
haps inefficient estimates of the true parameters. 
The results obtained by re-estimating equation one by 
A.L.S.-l, equation two, and A.L.S—2, equation three, tend 
to substantiate the Durbln-Watson and Hart-Von Neumann tests. 
In each of these equations the estimate of the first order 
autocorrelation coefficient, is negative and highly 
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Table 1. Selected statistics from regression estimates of static consumer demand equat: 
Dependent Regression coefficients and standard errors 
variable PBt pPt PFt pot ?t Tt P1 / 
I %t -.0932*** .0307 .001*3 -.0183 -.0005 -. 0339***-
(.0281) (.0211*) (.0097) ( .0501*) (.0099) (.0092) 
II Qst -.0777*** .01*61**** .001*5 -.0331 .0103 - .0355*"""* -.5811*#* 
(.0176) (.0139) (.0060) V.0311) (.0068) (.0067) (.190k) 
III %t -.0760#*# .01:92*** .0043 -.0352 .0119* -.0352*** —.6902*** —. 
(.0151*) (.0125) (.0052) (.0271) (.0063) (.0077) (.21*09) (. 
17 Qet -.0750*** .01*62** -.0016 -.0392 .0078 
(.0235) (.0181) (.0081) (.0lt09) (.0086) 
7 Qst -.0706*** .0517*** .0012 -.01*03 .0129* -.1*087* 
(.0176) (.0138) (.0059) (.0303) (.0069) (.2195) 
71 %t —.1083*** .0122 .0107 .0180 -.0009 -.21*32 
(.0297) (.0222) (.010b) (.0526) (.0112) (.211*0) 
***Significantly different from zero et less than 1 per cent level. 
**Significantly different from zero at less than 5 per cent level. 
^Significantly different from zero at less than 10 per cent level. 
^Significant test for negative autocorrelation of residuals at 5 per cent level. 
^Significant test for negative autocorrelation of residuals at 5 per cent level. 
luations for beef and a thirteen-week observation period 
Quarterly intercepts Constant 0 Method of 
D]_ Dg term E d s1™ estimation 
23.518 .81*56 2.821* 2.925B L.S. 
19.701 .8919 —  — —  A.L.S.-1 
* -.1855 
(.2517) 
19.181* .8951* —— — — A.L.S.-2 
18.81*0 17.181* 17.210 17.405 .9109 2.680a 2.780b L.S. 
15.581 13.909 13.919 Hi.091 
22.550 
.9238 
.7551* —  —  —  —  
A.L.S.-1 
A.L.S.-1 
il. 
;1. 
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significant. A.L.S.-1 and A.L.S.-2 estimation significantly 
Improve the fit of the equation as compared to the L.S. fit, 
result in the expected positive coefficient for the income 
variable, and suggest a more inelastic demand for beef than 
the coefficient for the price of beef in equation one. In 
addition, A.L.S. estimation produces a highly significant 
coefficient of the price of pork and a noticeable reduction 
in the size of the asymptotic standard errors of all coeffi­
cients in equations two and three compared to the standard 
errors of equation one. The F for the additional contribu­
tion of in equation two to the L.S. fit was 8.134 with 1 
and 20 degrees of freedom. The F for the additional contribu­
tion of fig in equation three after (2-^ was 0.638 with 1 and 
19 degrees of freedom. 
Equation four was estimated by L.S. with seasonal dummy 
variables substituted for the temperature variable of equation 
one. Dummy variables are poor explanatory variables In an 
O 
economic sense, but the R of equation four indicates an Im­
proved fit of the data as compared to the fit of equation one. 
Further Investigation revealed that the dummy variables con­
tributed significantly to the regression which included 
temperature. The F for the additional contribution of the 
dummy variables after the temperature variable was 6.047 
with 3 and 18 degrees of freedom. Temperature did not con­
tribute significantly to the regression which included the 
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dummy variables. The temperature variable, therefore, does 
not appear to be a completely satisfactory explanation of 
seasonal shifts in the demand for beef. 
The quarterly intercepts of equation four are consistent 
with the negative sign of the temperature coefficients in the 
first three equations. Each equation indicates that during 
the first and fourth quarters the consumer's demand for beef 
tends to increase (shift to the right) relative to the demand 
of the second and third quarters. Tests of the differences 
between the Intercepts indicated that only the first intercept 
is significantly different from the second intercept. The 
negative, though non-significant, coefficient of the price of 
fryers does not agree with a priori expectations. Stanton 
(36) found this coefficient to be negative and significant in 
most of the demand relationships for beef which he investi­
gated. 
Equation five was estimated by A.L.5.-1 using the same 
variables which appear in equation four. The highly signifi­
cant and negative estimate of ^  In equation five is consis­
tent with the Durbln-Watson and Hart-Von Neumann tests of 
equation four. The F for the additional contribution of 
to the L.S. fit was 7.747 with 1 and 18 degrees of freedom. 
A.L.S.-l produces a noticeable reduction in the size of the 
asymptotic standard errors of equation five compared to the 
standard errors obtained by L.S. in equation four. The 
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coefficient for the price of fryers, though non-significant 
and near zero, is positive and the income coefficient is 
larger in magnitude and significant. The seasonal shifts in 
the demand relation are consistent with the previous estimates 
with respect to direction and significance. 
In an attempt to determine whether the A.L.S. error 
scheme would substitute as a shift variable, equation six was 
estimated by A.L.S.-1 without temperature or seasonal dummy 
variables. This procedure resulted In a significantly poorer 
fit than any of the previous equations. Of interest, however, 
is the fact that the estimate of (3-^ becomes non-significant 
with the deletion of the shift variables. This equation sug­
gests that there may be situations where non-independent 
errors result not only from the omission of autocorrelated 
variables, but also from the use of such variables. Also, 
the non-significant in equation six indicates that the 
error structure associated with separate quarterly demand 
relations may be completely different from the error structure 
associated with the average quarterly relationship. 
Analyses of four-week observations 
Equations one and two of Table 2 were obtained from the 
four-week observations and the static demand equation for beef 
containing the temperature variable. The L.S. fit, equation 
one, results, except for the non-significant and negative 
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coefficient for the price of other meat, in the a priori 
expected signs for all coefficients. Compared to equation 
one in Table 1, the price of pork appears to be a more sig­
nificant determinant in the consumption of beef for observa­
tions of shorter Intervals. 
Re-estimation of equation one by A.L.S.-1, equation two, 
did not significantly improve the fit of the equation; neither 
did it substantially change the coefficients or their stand­
ard errors, nor was the estimate of significant. These 
results are consistent with the non-significant Rd" statistic 
for equation one. The estimate of does, however, possess 
the negative sign which the "d" statistic of equation one sug­
gests . 
In equation three the substitution of dummy variables for 
the temperature variable of equations one and two Improves the 
fit of the equation. The coefficients in equation three dif­
fer from those of equations one and two by about one standard 
error, and the use of dummy variables produces a somewhat 
more inelastic estimate of the price elasticity for beef than 
does the use of the temperature variable. An investigation 
of the intercepts for equation three which are plotted in 
Figure 2 indicated that intercepts one and two were signifi­
cantly larger than the fifth intercept. However, none of the 
other intercepts differed significantly from the fifth inter­
cept. Hence, there appears to be a significant shift to the 
Pounds 
of beef 
per 
capita 
5.0 
4.0 
I » « • 1 1 1 * Ê 1 1 I 
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Four-week, period 
Figure 2. Four-week intercepts for static consumer demand equation 
for beef 
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right in the demand for beef during the first eight weeks of 
the year compared to the demand around the first of May. The 
non-significant Md" statistic for equation three and the non­
significant estimate of in equation two suggest that 
A.L.3.-1 estimation of equation three would produce only 
insignificant differences compared with the L.S. results. 
Therefore, A.L.S.-l was not applied to the equation which 
contains dummy variables. 
Equation four was estimated by A.L.S.-l without tempera­
ture or dummy variables. The fit is significantly poorer 
than that of the previous equations. The poorer fit of equa­
tion four compared to the fit of equations one, two, and three 
indicates the presence of significant seasonal shifts in the 
demand for beef. In the case of four-week observations, as 
opposed to thirteen-week observations, the error structure 
appears to remain independent regardless of the shift vari­
ables which were used. 
Comparisons of static elasticities 
In Tacle 3 the coefficients of selected static equations 
which produced the best fit by L.S. and A.L.S. for the 
thirteen-week and four-week observations have been converted 
to elasticities. Comparisons of the significant price elas­
ticities in equations one and two with the comparable price 
elasticities of equation three reveal that the price elas-
Table 3. Selected static elasticities for beef computed from regressions on 
thirteen-week and four-week observations 
Elasticities of beef with respect to 
pBt pPt pFt p0t Yt 
Source 
Table Equation 
Equation number number 
I 1 IV 
II 1 V 
III 2 III 
-.6058*** .3773** -.0127 
-.5703*** .4222*** .0096 
-.6217*** .4468*** -.0133 
Method of 
estimation 
-.3060 .2334 L.S. 
-.3146 .3860* A.L.S.-l 
-.3514 .3634** L.S. 
***Significantly different from zero at less than 1 per cent level. 
**Signifleantly different from zero at less than 5 per cent level. 
*Significantly different from zero at less than 10 per cent level. 
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ticities from the four-week observations are relatively more 
elastic than the price elasticities from the thirteen-week 
observations. These comparisons suggest an overadjustment of 
actual consumption given a change in the price of beef or pork. 
A comparison of the Income elasticities obtained by L.S. 
from the two sets of observations also suggest an overadjust­
ment of actual consumption due to a change in income. The 
income elasticity obtained from thirteen-week observations by 
A.L.S.-l, however, is more elastic than the L.S. estimate 
from the four-week observations which suggests a lagged ad­
justment of actual consumption after an income change. 
As a result of the above comparisons of the elasticities 
obtained by L.S., the assumption that the distribution of the 
lag is the same for all variables does not appear to be an 
unreasonable assumption in the derivation of dynamic equations 
to represent the demand for beef. However, a comparison of 
the more efficient A.L.S. estimates of the thirteen-week 
elasticities, equation two, with the best estimates of the 
four-week elasticities, equation three, suggests different 
types of adjustment of actual consumption for price and income 
changes. 
Dynamic Analyses of the Demand for Beef 
The basic dynamic equation which is assumed to represent 
the demand for beef is of the form: 
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(2) Q,Bt - aQ + a1PBt + a£Ppt + a3PFt + a4P0t 
+ a5Yt + a6^Bt-l 
where a significant coefficient of lagged quantity would not 
reject the hypothesis of a distributed lag in demand due to 
price or income changes. The assumption is made in equation 
2 that the distribution of the lag is identical for all vari­
ables. 
Analyses of thirteen-week observations 
Equations one, two, and three of Table 4 were obtained 
from the thirteen-week observations using temperature as the 
shift variable. Equation one was fitted by L.S. and except 
for the non-significant coefficients for the price of other 
meats and lagged quantity, all variables possess the expected 
signs. The negative sign of the coefficient of lagged quan­
tity suggests an overadjustment in the demand for beef due 
to price and Income changes. The "d" and s statistics, 
though non-significant, computed from the residuals of equa­
tion one suggest possible negative autocorrelation of the 
residuals in equation one. 
Re-estimation of equation one by A.L.S.-l, equation two, 
resulted in a negative and highly significant estimate of /£?]_ 
The F for the additional contribution of was 6.926 with 
1 and 20 degrees of freedom. This test suggests that the 
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Table 4. Selected statistics from regression estimates of dynamic consumer demand i 
Dependent Regression coefficients and standard errors 
variable PBt pPt PFt pot H Tt %t-l 
I Qst —.1106*** .0360 .0036 -.0196 .0003 -.0307*** -.1810 
(.0314) (.0217) (.0097) (.0499) (.0010) (.0095) (.1523) 
II Qgt —.0683*** .0449*** .0053 -.0337 .0108 -.0371*** .0866 
(.0218) (.0136) (.0099) (.0299) (.0066) (.0068) (.1278) 
III %t —.0689*** .Ok?3*** .0052 -.0350 .0120* -•O363*** .0704 
(.0203) (.0127) (.0055) (.0269) (.0063) (.0072) (.1299) 
IV %b -.0974*** .0632*** -.0061 -.0503 .0131 -.3225 
(.0275) (.0211) (.0085) (.01*04) (.0091) (.2207) 
V 9st -.0822*** .0586*** -.0015 -.0451 .0142* -.1516 (.0268) (.0180) (.0074) (.0325) (.0075) (.2424) 
VI 9st -.1522*** .0140 .0086 .0264 -.0047 -.3541 (.01*84) (.021*2) (.0116) (.0582) (.0119) (.3689) 
***Significantly different from zero at less than 1 per cent level. 
•«^Significantly different from zero at less than 5 per cent level. 
•^Significantly different from zero at less than 10 per cent level, 
^on-significant test for negative autocorrelation of residuals at 5 per cent 
^Non-significant test for negative autocorrelation of residuals at 5 per cent 
imand equations for beef and a thirteen-week observation period 
)rs Quarterly intercepts Constant p o Method of 
1 ~ ' _ 'n_ T) " "Tl ' Tl. 4» «>wi TD n ^  + n + n av\ 
tet-1 D1 D2 P D3 d4 term R d s estimation 
1810 
1523) 
26.993 .8558 2.450* 2.54lb L.S. 
0866 
1278) 
—. 6326*-;:-;;-
(.1885) 
16.391 .8943 — —— A.L.S.-l 
0704 
1299) 
-.7283** 
(.2554) 
-.1654 
(.2518) 
16.213 .896? ~ — A.L.S.-2 
3225 
2207) 
23.166 22.000 21.499 21.589 — —  .9203 2.342* 2.429^ L.S. 
1516 
2424) 
-.3428 
( .2818) 
18.079 16.657 16.427 16.551 .9260 - - —— A.L.S.-l 
3541 
3689) 
.0399 
(.4768) 
20.674 .7800 — A.L.S.-l 
" cent level. 
' cent level. 
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coefficients of equation one are not only inefficient but 
biased as well. The significant contribution of (3-^ also 
indicates the low power of the Durbin-Watson and Hart-Von 
Neumann tests when applied to the residuals of an equation 
containing the lagged dependent variable as an independent 
variable. Comparisons of the coefficients of equations one 
and two reveal a difference in the estimate of the coeffi­
cient for the price of beef of about 1.5 standard errors. 
Again, A.L.S.-l resulted in: 1) a more inelastic price 
elasticity for beef than L.S. and 2) a highly significant 
coefficient for the price of pork. 
The sign of the coefficient of lagged quantity became 
positive in equation two as a result of A.L.S.-l estimation. 
Since this coefficient is non-significant, the coefficients 
of equations one and two should in feet be estimates of long-
run changes rather than short-run changes. However, this 
change in sign indicates that incorrect dynamic conclusions 
are likely to be drawn from the L.S. fit of lag models if the 
errors are significantly autocorrelated. The fact that the 
coefficients of equation two ere estimates of long-run changes 
is also suggested by the coefficient of the income variable 
which is of about the same order of magnitude as the sig­
nificant estimates obtained from the static equations. The 
income coefficients from the thirteen-week and four-week 
equations require no correction for time since the income 
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variable itself reflects the length of the time interval. 
A.L.S.-l also produced a noticeable reduction in the standard 
errors of all the coefficients of equation two except the 
income coefficient as compared to the standard errors ob­
tained by L.S. in equation one. 
Since the first order autocorrelation coefficient in 
equation two is quite large and highly significant, equation 
one was re-estimated by A.L.S.-2, equation three. Comparisons 
of the coefficients and standard errors of equation two and 
equation three reveal only insignificant differences. The F 
for the additional contribution of g after was 0.440 
with 1 and 19 degrees of freedom. The coefficient of the in­
come variable does become significant in equation three, and 
it varies little from the significant coefficients of the 
static equations. 
In equations four and five the temperature variable was 
replaced by seasonal dummy variables. The L.S. fit, equation 
four, yields negative but non-significant coefficients for 
the price of fryers, price of other meats, and lagged quan­
tity. The substitution of the dummy variables for the tem­
perature variable improves the L.S. fit of the dynamic equa­
tion and produces a more elastic estimate of the price elas­
ticity for beef than the A.L.S. equations containing tempera­
ture. Because of the Improved fit of the equation containing 
dummy variables, temperature appears to be an unsatisfactory 
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explanation of seasonal shifts in the demand for beef for 
thirteen-week observational periods. The intercepts for 
equation four indicate a stronger demand for beef during the 
first and second quarters than during the third and fourth 
quarters. However, only the first intercept is significantly 
different rrom the second Intercept. 
? 
Although the "d11 and s statistics on the residuals of 
equation four are non-significant, they suggest possible neg­
ative autocorrelation. Therefore, equation four was re-
estimated by A.L.S.-l, equation five. Comparisons of the 
results for equations four and five indicate little improve­
ment due to A.L.S.-l estimation. The estimate of /•?-[_ is 
non-significant, the coefficients are of the same sign, and 
the standard errors are roughly of the same magnitude as the 
standard errors of equation four. The F for the additional 
contribution of was 1.289 with 1 and 17 degrees of free­
dom. In equation five, the coefficient of the income variable 
is significant and of the same order of magnitude as the pre­
vious significant estimates. This result also suggests that 
the coefficients of equations four and five may be considered 
estimates of long-run changes. The intercepts of equation 
five indicate a stronger demand for beef during the first 
and second quarters than during the third and fourth quar­
ters, however, only the first intercept differs significantly 
from the second. 
81 
Equation six was estimated by A.L.S.-l with the omission 
of temperature and seasonal dummy variables. The fit is sig­
nificantly poorer than any of the previous equations. The 
only significant variable is the coefficient of the price of 
beef. Again, it appears that the addition of an autocorrelated 
variable such as temperature into an equation with independent 
errors e.g., equation six, may result in the errors in the 
equation becoming autocorrelated. The addition of the dummy 
variables did not seem to effect the independence of the error 
structure of the basic dynamic equation. 
Analyses of four-week observations 
Equations one and two. of Table 5 were obtained by fitting 
the dynamic beef equation with temperature to the four-week 
observations. The L.S. fit, equation one, produces the ex­
pected signs for all coefficients except for the non-signifi­
cant coefficients of lagged quantity and the price of other 
meats. The non-significant coefficient of lagged quantity 
tends to reject the hypothesis of a lag of four weeks in the 
consumer's adjustment of actual consumption to a new equi­
librium level after a change in prices or income. The tem­
perature variable remains significant as a shift variable 
and pork appears to be the stronger substitute for beef. 
Re-estimation of equation one by A.L.S.-l results in a 
non-significant estimate of (3~i and little change in the 
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Table 5* Selected statistics from regression estimates of dynamic con 
Dependent Regression coefficients and stand 
variable PBt PPt PFt P0t Yt 
I %t -.0336*** .0132*** .0003 -.0080 .0020 (.0058) (.0044) (.0025) (.0103) (.0055) 
II %t —.0342*** .0133**-* .0007 -.0081 .0018 
(.0096) (.0048) (.0025) (.0105) (.0055) 
III 9et —.0265*** •0183*#* -.0007 -.0145 .0131#* 
(.0053) (.0042) (.0023) (.0092) (.0054) 
IV 9et -.0399*** .0054 .0019 -.0021 -.0035 
(.0081) (.0053) (.0034) \.0139) (.0064) 
***Significantly different from zero at less than 1 per cent levé! 
«^Significantly different from zero at less than 5 per cent level 
aFour-week intercepts are presented in Table 24 in Appendix A ai 
nie consumer demand equations for beef and a four-week observation period 
3 standard errors Constant Method of 
l Tt Qgt_i Hi term R estimation 
)20 
)#) 
-.0102*%* 
(.0022) 
-.1547 (.0998) 7.997 
.7204 L.S. 
)18 
)55) 
—. 0104*** 
(.0027) 
-.1719 
(.2631) 
.0218 
(.2796) 
8.065 .7207 A.L.S.-l 
.31** 
>54) 
-.1474 
(.1084) 
—a 
.8192 L.S. 
>35 
164) 
-.2385 
(.1940) 
.2553 
(.1989) 
7.961 .6560 A.L.S.-l 
it level. 
it level. 
ix A and are plotted in Figure 3» 
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coefficients and standard errors compared to those of equation 
p 
one. Comparison of the R 1 s of equations one and two also 
indicates that A.L.S. estimation had little effect on the fit 
of the equation. 
In equation three the temperature variable of equations 
one and two were replaced by the seasonal dummy variables. 
This sucstitution improves the overall fit of the equation, 
however, the signs of the coefficients of the price of fryers 
and the price of other meats become negative. Thus, pork 
appears to be the stronger substitute for beef. Since the 
coefficient of lagged quantity is non-significant, the 
hypothesis of a lag of four weeks in the demand for beef due 
to changes in prices and income is rejected. An investiga­
tion of the intercepts of equation three which are plotted in 
Figure 3 revealed that the first, second, and third Intercepts 
were significantly larger than the fifth intercept. None of 
the other intercepts differed significantly from the fifth 
intercept. 
Deletion of the temperature and dummy variables, equation 
four, results in a poorer fit of the equation. Only the 
price of beef possesses a significant coefficient. Since 
none of the regressions on four-week observations suggest 
autocorrelated errors in the dynamic or static equations, 
A.L.S. estimation was not applied to the equations containing 
seasonal dummy variables. 
Pounds 
of beef 
per 
capita 
7.0 
6 . 0  
5.0 
» i. i » i i i t i i i i 
1 2 3 4 5 6 7 8 9 10 11 12 13 
Four-week period 
Figure 3. Four-week intercepts for dynamic consumer demand equation 
for beef 
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Summary of the analyses of the demand for beef 
None of the regression estimates from the equations 
selected to represent the demand for beef indicate a signifi­
cant lagged relationship of four weeks between price and in­
come changes and the resulting equilibrium level of beef con­
sumption. The negative coefficients of lagged quantity in 
most of the equations are, however, consistent with the type 
of adjustment suggested by the comparisons of the static price 
elasticity estimates from the two sets of observations. 
A priori expectations were that the signs of the coefficients 
of all price variables other than the coefficient of the price 
of beef would be positive. These expectations were not ful­
filled. The price of other meats possessed negative, but 
non-significant coefficients in all equations which contained 
shift variables. On the other hand, estimates of the coeffi­
cients for the price of fryers alternated positive and nega­
tive, but were also non-significant in all equations. 
Only the estimates of the coefficients for the price of 
pork remained positive in all equations. Since in the equa-
O 
tions which possessed the higher R 1 s this coefficient was 
statistically significant, pork appears to be the stronger 
substitute for beef. At least pork appears to be a much 
stronger substitute for beef than fryers and other meats. 
All the regression estimates indicated a stronger demand 
for beef during the first eight weeks of the year than during 
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any other period. However, the use of dummy variables and 
four-week observations in the dynamic demand equation indi­
cated a stronger demand for beef during the first twelve 
weeks of the year. The explanation of these shifts in the 
demand for beef are probably related to the reduction in oven 
cooking and a substitution of other foods into the diet dur­
ing the summer months. However, since temperature was not 
the best explanation of the seasonal shifts in the demand for 
beef for the thirteen-week observations, other factors of a 
more irregular nature probably affect the consumption of beef 
within the span of a year. 
The A.L.S. estimation procedure significantly improved 
the L.S. fit of all equations with "d" and s^ statistics 
which indicated significant autocorrelation in the residuals. 
In the thirteen-week analyses of the dynamic equations which 
contained temperature as the shift variable, the A.L.S. esti­
mation procedure appeared to be a more powerful test of the 
hypothesis of independent residuals than either the "d" or 
s^ statistics. 
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THE DEMAND FOR PORK 
In 1956 the hog cycle peaked while the cattle cycle was 
at its peak. Consequently, prices were, generally, lower 
during 1956 for both beef and pork than during any other 
period the M.S.U. Consumer Panel was in operation. When 
per capita pork consumption was plotted against the price 
index for pork, the simple demand relation appeared to shift 
to the rig£it during the first and fourth quarters compared to 
its position during the second and third quarters. In this 
scatter diagram of observations it also appeared that the 
simple demand relationship between pork prices and consump­
tion tended to have less slope during the first and second 
quarters than during the third and fourth quarters. However, 
large deviations between the demand relationships of the 
third and fourth quarters and the actual observations were 
observed. Except for these large deviations, the seasonal 
shifts in the demand for pork appeared to be more pronounced 
than the seasonal shifts in the demand for beef. 
Static Analyses of the Demand for Pork 
Temperature and seasonal dummy variables are used as 
shift variables for the basic static equation which is 
assumed to represent the demand for pork: 
(l) Qpt = aQ + aiPBt * a2PPt + a3PFt + a4P0t + a5Yt 
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However, in selected equations, a slope dummy, SD%, is used 
in an attempt to detect seasonal changes in the slope of the 
demand relation for pork. 
Analyses of thirteen-week observations 
Equations one and two In Table 6 were obtained from 
thirteen-week observations and the static demand equation for 
pork containing temperature as the shift variable. In the 
L.S. fit, equation one, all coefficients are significant and, 
except for the coefficient of the price of other meats, possess 
the expected signs. Beef appears to be a stronger substitute 
for pork than fryers, and other meats appear to be signifi­
cantly complementary with pork consumption. The "d" and s^ 
statistics computed on the residuals from equation one do not 
reject the hypothesis of independent residuals. 
When equation one was estimated by A.L.S.-l, equation 
two, the estimate of though positive, was non-signifi­
cant . As a result, there is little difference between the 
coefficients and standard errors of equation two and the 
comparable parameter estimates of equation one. The level of 
significance of the coefficients for the price of fryers, 
price of other meats, and income, however, did decrease 
slightly. 
2 
The R of equation three indicates that the substitution 
of seasonal dummy variables for the temperature variables of 
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Table 6. Selected statistics from regression estimates of static consumer demand equati 
Dependent Regression coefficients and standard errors 
variable Pet pPt î>t Pot Tt n SDt P 
I Opt .0848*** 
(.0199) 
-.0419** (.0152) 
.0152** (.0069) —.0761** (.0351) 
.0145** 
(.0070) 
—.0374*** 
(.0065) 
II Opt .0862*** 
(.0221) 
-.0432** 
(.0166) 
.0138* 
(.0077) 
-.0707* 
(.0413) 
.0153* 
(.0074) 
—.0385*** 
(.0067) (1 
III Qpt .0668*** 
(.0178) 
-.0576*** 
(.0137) 
.0255*** 
(.0062) 
-.0545* 
(.0310) 
.0064 
(.0065) 
IV Opt .0559*** 
(.0184) 
-.0637*** 
(.0144) 
.0218*** 
(.0062) 
-.0419 
(.0321) 
.0042 
(.0066) 
.0093 
(.3074) 
V 9pt .0594*** (.0198) 
—.0645*-:;-* 
(.0154) 
.0217*** 
(.0068) 
-.0391 
(.0354) 
.0043 
(.0072) 
.0095 
(.0079) (1 
VI Opt .0506 
(.0327) 
-.0805*** 
(.0230) 
.0227* 
(.oii4) 
-.0026 
(.0572) 
.0091 
(.0134) c 
***Significantly different from zero at less than 1 per cent level. 
^«•Significantly different from zero at less than 5 per cent level. 
•^Significantly different frcm zero at less than 10 per cent level. 
aNon-significant test for positive autocorrelation of residuals at 5 per cent lei 
^Non-significant test for positive autocorrelation of residuals at 5 per cent lei 
equations for pork and a thirteen-week observation period 
Quarterly intercepts Constant „ Method of 
term Eds estimation 
-jjl % d2 D3 % 
6.788 .8729 1.987s 2.061b L.S. 
.1769 6.6k3 .5772 — — A.L.S.-l 
(.1977) 
9.55k 8.57k 8.k22 9.79k — .9157 1.862* 1.931b L.S. 
'3 9.357 8.355 10.32k ll.6k0 — .922k — — L.S. 
k) 
'5 .0589 9.210 8.187 10.189 ll.k98 — .9229 — — A.L.S.-l 
9) (.206k) 
•lk98 6.969 .6713 — — A.L.S.-l 
(.28k6) 
ient level. 
:ent level. 
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equations one and two resulted In a significant Improvement in 
the L.S. fit of the equation. The F for the additional con­
tribution of the dummy variables after temperature was 3.196 
with 3 and 18 degrees of freedom. An investigation of the 
Intercepts revealed that only intercepts one and four were 
significantly different from Intercept two. This result 
agrees with the observation made from the scatter diagram of 
observations. The use of dummy variables also Indicates that 
fryers may be a stronger substitute for pork, and that income 
is a less important determinant in pork consumption than equa­
tions one and two suggest. The coefficient of the income vari­
able became non-significant, primarily, because of more than a 
50 percent reduction in the size of the coefficient itself 
rather than a change in the standard error of the coefficient. 
An investigation of the residuals of equation three indi­
cated that for the first and second quarters the residuals, in 
general, were negative for the higher pork prices and positive 
for the lower prices. The signs of the residuals for the 
third and fourth quarters, in general, were just the reverse. 
These results Indicate that the slope of the demand relation 
obtained from equation three tends to under-estlmate the 
"true" slope of the demand relation for the first and second 
quarters and to over-estimate the "true" slope of the demand 
relation for the third and fourth quarters. 
In equation four the slope dummy, SD^, where 
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SDç = + Ppt for the first and second quarters 
SD% = - Ppt for the third and fourth quarters 
was added to equation three in an attempt to determine whether 
the apparent seasonal change In the slope of the demand rela­
tion was significant. In the L.S. fit of the equation, the 
slope dummy does not significantly improve the fit of the 
equation. The F for the additional contribution of SD% to 
equation three was 1.559 with 1 and 18 degrees of freedom. 
The coefficient of the slope dummy has the positive sign sug­
gested by the residuals of equation three, but the coefficient 
is non-significant. Thus, the hypothesis of equal slopes for 
all quarters la not rejected. 
Comparisons of the quarterly intercepts of equation three 
and four seem to reveal different patterns of seasonal shifts 
in demand. However, in equation four only the first intercept 
differed significantly from the second Intercept despite the 
fact that Intercepts three and four are larger than the first 
intercept. This result is consistent with the larger devi­
ations observed about the demand relations for the third and 
fourth quarters in the simple scatter diagram. 
In equation five A.L.S.-l was employed to estimate the 
equation containing the slope dummy. Comparisons of the esti­
mated parameters of this equation with the estimated para­
meters of equation four reveal only insignificant differences. 
The hypothesis of equal slopes for all quarters is not re­
jected. 
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Because of the significant shifts in the demand relation 
which were detected in equation three and the indications of 
a possible change in the slope of the relation, the possibil­
ity of a non-linear demand relation was considered. Although 
the equation is not presented, equation three was re-estimated 
by L.S. with Ppt added as an additional variable. This equa­
tion, though permitting a non-linear demand relationship, also 
failed to significantly improve the fit of the equation. The 
F for the additional contribution of Pp% to equation three 
was 1.422 with 1 and 18 degrees of freedom. 
The A.L.S.-l fit, equation six, with the omission of 
temperature and seasonal dummy variables results in a poorer 
overall fit of the equation. The only significant coeffi­
cient, other than the price of pork, is the coefficient of the 
price of fryers. This equation suggests as do all previous 
equations the possibility of a rather strong substitution 
relationship between pork and fryers. 
Analyses of four-week observations 
Equations one and two in Table 7 were obtained with the 
static pork equation and four-week observations with tempera­
ture added as the shift variable. The L.S. fit, equation one, 
resulted in the i priori expected signs of all coefficients 
except for the coefficient of the price of other meats. The 
R^ for equation one is smaller for four-week observations 
than for the same equation fitted to the thirteen-week 
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Table 7* Selected statistics from regression estimates of static consume: 
Dependent 
variable 
Regression coefficients and standard error: 
PBt PPt PFt P0t Yt 
I Opt .0202*** -.0157*** .0036* -.0155** .0060 -  • (  
(.0035) (.0031) (.0018) (.0075) (.0040) u 
II Opt .0203*** -.0155*** .0035* -.0159** .0060 -  • (  
(.0034) (.0030) (.0017) (.0073) (.0039) (.c 
III Qpt .0190*** -.0172*** .0065*** -.0146** .0064* 
(.0029 ) (.0026) (.0015) (.0060) (.0034) 
17 %>t .0190*** -.0173*** .0064*** —.0148*** .0062* 
(.0028) (.0024) (.ooi4) (.0056) (.0033) 
V Qpt .0159*** -.0247*** .0046 -.0015 .0058 
(.0058) (.0048) (.0032) (.0125) (.0054) 
***Significantly different from zero at less than 1 per cent level. 
**Significantly different from zero at less than 5 per cent level. 
•«•Significantly different from zero at less than 10 per cent level. 
aNon-significant test for negative autocorrelation of residuals at 
^Four-week intercepts are presented in Table 24 in Appendix A and a 
isumer demand equations for pork and a four-week observation period 
rrors 
Tt 
Constant 
term R2 d 
Method of 
estimation 
-.0132*** 
(.0015) 
3.468 .7276 2.092* L.S. 
-.0132*## 
(.0015) 
.0492 
(.0172) 
3.147 .7282 — A.L.S.-l 
„b 
.8606 2.194* L.S. 
-.0920 
(.1114) 
b 
.8618 —— A.L.S.-l 
,4l47*** 
(.0998) 
2.766 • 5794 — — A.L.S.-l 
si. 
;1. 
rel. 
i at 5 per cent level, 
md are plotted in Figure it. 
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observations. This difference suggests additional variability 
in the demand for shorter periods which is lost in the aggre­
gation for longer periods. 
Re-estimation of equation one by A.L.S.-l, equation two, 
resulted in little change in the coefficients, the standard 
errors, or the . The estimate of possesses a positive 
sign whereas the 11 d11 statistic of equation one suggests nega­
tive autocorrelation, however, neither statistic is remotely 
significant. 
In equation three the temperature variable of equations 
one and two was replaced by seasonal dummy variables and the 
equation was fitted by L.S. A comparison of the R^'s of 
equations one and two indicates that the use of seasonal 
dummy variables improves the overall fit of the equation. 
The coefficient of the income variable Is significant and of 
about the same order of magnitude as the non-significant 
income coefficient of equation three in Table 6. 
The four-week intercepts for equation three are plotted 
with a solid line in Figure 4. Comparisons of these inter­
cepts indicated that all intercepts except numbers six, seven, 
eight, and nine were significantly higher than intercept number 
five. These results indicate a significantly stronger demand 
for pork, from September through April than from April to 
September. 
Re-estimation of equation three by A.L.S.-l, equation 
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four, had very little effect on the estimates of the coeffi­
cients. The estimate of (3^ is non-significant but possesses 
the negative sign which is suggested by the "d" statistic of 
equation three. Comparisons of the coefficients and standard 
errors of equations three and four reveal only minor differ­
ences . 
The four-week intercepts for equation four are plotted 
with the dashed line in Figure 4. These intercepts have the 
same seasonal demand shifts as the L.S. intercepts of equation 
three. However, Easter occurs during the fourth four-week 
period when there is a shift to the right in the per capita 
demand for pork of about three tenths of a pound compared to 
the previous four-week demand. This shift may be the result 
of an increased demand for ham at Easter. Also, beginning 
around the first of September when schools open, intercept 
number nine, the demand for pork becomes stronger. The inter­
cepts for pork continue to increase by about one tenth of a 
pound per capita per four-week period until Intercept number 
eleven. At that point the demand tends to remain constant 
through Thanksgiving, period twelve, until period thirteen 
when, again, the demand shifts to the right by about three 
tenths of a pound per capita. The shift in December may, 
again, be due to increased ham consumption during the Christ­
mas season. 
Equation five was estimated by A.L.S.-l after deleting 
Pounds 
of pork 
per 
capita 
A.L.S.-l 
1.0 
I i i i i i 1 1 1 1 i i i 
1 k 3 4 5 6 7 8 9 10 11 12 13 
Four-week period 
Figure 4. Four-week intercepts for static consumer demand equation 
for pork 
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the temperature and seasonal dummy variables. The fit of this 
equation is very poor even though the estimate of ls 
highly significant. Thus, the error structure is significant­
ly different from the error structure associated with the 
temperature and dummy variables. In contrast to the fit of 
this equation for thirteen-week observations, the price of 
beef appears to be a more important determinant of pork con­
sumption than the price of fryers. 
Comparisons of static elasticities 
In Table 8 the coefficients of selected static equations 
which produced the best fit by L.S. and A.L.S. for the 
thirteen-week and four-week observations have been converted 
to elasticities- Equation one and two (three and four) 
present the elasticity estimates obtained by L.S. (A.L.S.) 
for the thirteen-week and four-week observations, respec­
tively. 
Comparisons of the price elasticities of equations one 
and two, except for the cross-elasticities of the price of 
fryers which are of about equal magnitude, suggest a lagged 
adjustment of actual consumption due to changes in the prices 
of beef, pork, and other meats. If the income elasticity 
from the thirteen-week observations, equation one, is not in 
fact different from zero, the income elasticities would sug­
gest an over-adjustment of actual consumption due to an income 
Table 8. Selected static elasticities for pork computed from regressions on 
thirteen-week and four-week observations 
Source 
Table Equation Elasticities of pork with respect to Method of 
Equation number number c+
 
PPt PFt Yt estimation 
I 6 III .8019*** -.6991*** .2426*** 0.6323* .2846 L.S. 
II 7 III .7516*** -.6769*** .2501*** -.5489** .2799* L.S. 
III 6 V .7190*** -.7731*** .2579*** -.4861 .1967 A .L.S.-l 
IV 7 IV .7516*** -.6808*** .2463*** -.5564*** .2711* A .L.S•—1 
***Significantly different from zero at less than 1 per cent level. 
**Significantly different from zero at less than 5 per cent level. 
^Significantly different from zero at less than 10 per cent level. 
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change. However, a comparison of the magnitudes of the income 
elasticities of equations one end two does not suggest a 
dynamic demand relationship. 
Another aspect of the two L.S. equations is the fact that 
in each equation the cross-elasticity for the price of beef 
is larger than the direct price elasticity. These results 
do not agree with a priori expectations. Furthermore, beef 
and pork appear to be fairly strong substitutes and the com­
parison of the cross-elasticities for the price of pork in the 
static beef equations (Table -3) at least indicate an over-
adjustment type of dynamic relationship. Based upon these 
results, a priori expectations were that the comparison of 
the cross-elasticities for the price of beef in the static 
pork equation (Table 8) would indicate the same type of 
dynamic relationship. 
The elasticities obtained by A.L.S. are not completely 
comparable since the elasticities for the thirteen-week 
observations, equation three, were computed from the A.L.S. 
regression which contained the slope dummy. However, com­
parisons of the beef, other meat, and income elasticities of 
equations three and four suggest an over-adjustment of actual 
consumption due to a respective price or income change. 
Again, the cross-elasticities of the price of fryers are of 
almost equal magnitude. However, the direct price elas­
ticities suggest a lagged adjustment of actual consumption 
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due to a change In the price of pork. 
In the A.L.S. equation for four-week observations, equa­
tion four, the cross-elasticity for the price of beef is 
larger than the direct price elasticity. However, the type 
of adjustment suggested by the cross-elasticities of the price 
of beef in the static pork equation is identical to the type 
of adjustment suggested by the cross-elasticities of the price 
of pork in the beef equation i.e., over-adjustment of actual 
consumption. 
Dynamic Analyses of the Demand for Pork 
The basic dynamic equation which is assumed to represent 
the demand for pork is of the form: 
(2) Qpt = aQ + aipst + a2PPt + a3PFt + a4P0t 
+ a&Yt + agQ,pt_1 
Again, temperature and seasonal dummy variables are used as 
alternative shift variables. 
Analyses of thirteen-week observations 
Equations one and two of Table 9 were obtained from the 
thirteen-week observations and the dynamic demand equation 
with temperature. In the L.S. fit, equation one, all coeffi­
cients except the coefficient for the price of other meats 
and lagged quantity possess the expected signs. The negative 
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Table 9. Selected statistics from regression estimates of dynamic consumer demand equat: 
Dependent Regression coefficients and standard errors 
variable PBt PPt PFt P0t Yt Tt SDt 0] 
I Qpt .0930*** -.01*95*** .0181*** -.0901*** .0130* -.0371*** 
(.0207) (.0162) (.0073) (.0370) (.0070) ( .0061*) u 
II Opt .091*8*** - .05149*** .0170* -.0823* .0129* -.0385*** 
(.0229) (.0183) (.0082) (.01*30) (.0073) (.0065) (.J 
III Opt .061*6*** -•0568*** .0202*** -.0511 .0063 .c 
(.0212) ( .011*6) (.0065) (.0358) (.0067) (.1 
I? Opt .0$#* -.0628*** .0212** -.031*7 .001*0 .0098 .c 
(.0284) (.0168) (.0078) (.01*05) (.0081) (.0081) (.2 
7 9pt .0606 -.0886*** .0267** -.0277 .0053 -.1 
( .01*20) (.0275) (.0128) (.0606) (.011*5) (.3 
***Significantly different from zero at less than 1 per cent level. 
**Sigmd?icantly different from zero at less than 5 per cent level. 
«•Significantly different from zero at less than 10 per cent level. 
aNon-significant test for positive autocorrelation of residuals at 5 per cent levé 
^Non-significant test for positive autocorrelation of residuals at 5 per cent leve. 
equations for pork and a thirteen-week observation period 
Quarterly intercepts Constant 2 ? Method of 
Qpt-1 °l D2 d3 D4 term R d s estimation 
-.1392 
(.1116) 
9.71*2 .8820 1.906a 1.976b L.S. 
-.1761 
(.1115) 
.2701 
(.2049) 
9.696 .8917 —- — • A.L.S.-l 
.0253 
( .121:6) 
9.169 8.178 8.053 9.433 .9159 1.898a 1.968b L.S. 
.0456 
(.2247) 
.0118 
(.1149) 
8.665 7.638 9.758 11.083 - - .9232 — -- A.L.S.—1 
-.1747 
(.3108) 
.0544 
(.5133) 
11.045 .6859 — - — A.L.S.—1 
b level. 
: level. 
102 
sign of the coefficient of lagged quantity suggests an over-
adjustment of consumption due to price and income changes. 
Again, beef appears to be a stronger substitute for pork than 
fryers, and other meats appear to be quite complementary with 
pork consumption. 
Re-estimation of equation one by A.L.S.-l, equation two, 
resulted in little change in the coefficients or standard 
errors. The estimate of Plt though non-significant, has the 
positive sign which is suggested by the 11 d11 and s^ statistics 
of equation one. Since the coefficient of lagged quantity 
remains non-significant, the hypothesis of a lag of thirteen 
weeks in the demand for pork as s result of price or income 
changes is rejected. 
In the L.S. fit of equation three, seasonal dummy vari­
ables are substituted for the temperature variable in equa­
tions one and two. The overall fit of the equation is im­
proved as is Indicated by the larger R^. The only coefficient 
to change signs due to the substitution of dummy variables is 
the coefficient of lagged quantity which is positive. How­
ever, this coefficient is non-significant, and the hypothesis 
of a lagged relationship of thirteen weeks in the demand for 
pork is rejected. The coefficients of the income and price 
of other meats variables are non-significant, primarily, be­
cause of a reduction in the magnitude of the coefficients 
themselves. 
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Comparisons of the Intercepts of equation three indicated 
that intercepts one and four were significantly larger than 
the second intercept. The use of dummy variables also indi­
cates a stronger substitution relationship between pork and 
fryers than was indicated by equations one and two which 
contain temperature• 
In equation four the slope dummy, SD%, was included with 
the seasonal dummy variables, and A.L.S.-l was applied. The 
coefficient of the slope dumiiy has the expected positive sign, 
cut the coefficient is non-significant. Even though this 
result suggests that the demand for pork may have less slope 
during the first and second quarters compared to the third 
and fourth quarters, the hypothesis of equal slopes is not 
rejected. The coefficient of lagged quantity is non-signifi­
cant, and the hypothesis of a lagged relationship in the 
demand for pork of thirteen weeks is rejected. 
The comparisons of the intercepts of equation four were 
consistent with the previous A.L.S. fit of the static equa­
tion containing seasonal dummy variables and the slope dummy 
i.e., only the first Intercept differed significantly from 
the second intercept. 
When temperature and the seasonal dummy variables were 
deleted from the equation, equation five, a significantly 
poorer fit resulted. Only the coefficients of the price of 
pork and the price of fryers remain significant. This result 
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suggests a rather strong substitution relationship between 
pork and fryers for the thirteen-week observations. The esti­
mate of $2. ls non-significant. Consequently, in this par­
ticular set of equations no evidence was obtained which would 
tend to reject either the hypothesis of independent residuals, 
or the hypothesis of the immediate adjustment in the consump­
tion of pork to new equilibrium levels as changes occur in 
prices and/or income. 
Analyses of four-week observations 
Equations one and two of Table 10 were obtained from the 
dynamic demand equation with temperature and four-week observa­
tions. The L.S. fit, equation one, produced negative coeffi­
cients for the price of other meats and lagged quantity. The 
coefficient of the price of other meats is significant, but 
since the coefficient of lagged quantity is non-significant, 
the hypothesis of a lagged relationship of four weeks is 
rejected. Consistent with the rejection of the dynamic 
hypothesis is the fact that all coefficients of equation one 
are of about the same order of magnitude as the coefficients 
of equation one in Table ?, the static equation. 
Re-estimation of equation one by A.L.S.-l, equation two, 
produced little change in the coefficients, the standard 
errors, or the tests of significance. Little change is to 
be expected, however, since the estimate of is very near 
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Table 10. Selected statistics from regression estimates of dynamic consumer demam 
Dependent Regression coefficients and standard err 
variable PBt pPt PFt P0t rt Tt 
I Qpt .0220*** -.0171*** • OOJ4.O** —.0177** .0060 -.0144*** 
(.0039) (.0034) (.0018) (.0078) (.0040) (.0019) 
II Opt .0221*** -.0173*** • OOlj.0** -.0178** .0059 -.0145*#* 
(.0044) (.0039) (.0020) (.0081) (.0040) (.0022) 
III Qpt .0196*** -.0176*** .0066*** -.0153** .0065* 
(.0036) (.0029) (.0016) (.0064) (.0035) 
IV Opt .0121**# -.0126*** .0046*** -.0081* .0039 
(.0033) (.0026) (.0012) (.0050) (.0027) 
V Qpt .0179** -.0262*** .0040 -.0030 .0060 
(.0069) . (.0053) (.0036) (.0137) (.0054) 
VI Qpt .0151** —.0226*** .0023 -.0005 .0070 
(.0071) (.0059) (.0034) (.0131) (.0054) 
***Significantly different from zero at less than 1 per cent level. 
•insignificantly different from zero at less than 5 per cent level. 
•«•Signifieantly different from zero at less than 10 per cent level. 
aFour-week intercepts are presented in Table 24 in Appendix A and are plott 
emand equations for pork and a four-week observation period 
errors Constant 
R2 
Method of 
9pt-i P2 
term estimation 
** -.0966 
(.0959) 
3.938 .7306 L.S. 
-.1099 
(.1470) 
.0258 
(.1655) 
3.987 .7308 A.L.S.-l 
-.0305 
(.0928) 
__a 
.8608 L.S. 
.3271*** 
(.1179) 
-.4430*** 
(.1338) 
a 
.8827 A.L.S.-l 
-.1208 
(.1410) 
.5154**-*-
(.1408) 
3.009 .5820 A.L.S.-l 
.143U 
(.1972) 
.2263 
(.2143) 
.2392** 
(.1161) 
2.481 .5926 A.L.S.-2 
lotted in Figure 5» 
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zero. 
In the Improved L.S. fit of equation three, seasonal 
dummy variables were substituted for the temperature variable 
of equations one and two. As a result of this substitution 
of shift variables, the coefficient of the income variable 
is significant. The negative coefficient of the price of • 
other meats also remains significant. The coefficient of 
lagged quantity is non-significant which, again, rejects the 
hypothesis of a lag of four weeks in demand due to changes in 
prices and income. Also, the use of dummy variables tends to 
reveal a stronger substitution relationship between fryers and 
pork, than is indicated when temperature is used as a shift 
variable• 
The four-week intercepts for equation three are plotted 
in Figure 5 with the solid line. Comparisons of these inter­
cepts revealed that the sixth, seventh, eighth, and ninth 
intercepts were not significantly different from the fifth 
intercept. However, all other intercepts were significantly 
larger than the fifth Intercept. Since the coefficient of 
lagged quantity is non-significant, the magnitude of all inter­
cepts differ little from the intercepts obtained with the 
static equation. 
Re-estimation of equation three by A.L.S.-l, equation 
four, resulted in several rather striking differences. First, 
the fit of the equation is a highly significant improvement 
Pounds 
of • pork, 
per 
capita 
A.L.S.-l X 
1.0 
I I I I ' • ' 1 ' ' ' ' ' 
1 2 3 4 5 6 7 8 9 10 11 12 13 
Four-week period 
Figure 5. Four-week intercepts for dynamic consumer demand equatio 
for pork 
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over the L.S. fit, equation three. The F for the additional 
contribution of (3-^ to the L.S. fit was 10.108 with 1 and 78 
degrees of freedom. Since the estimate of is highly sig­
nificant, the reduction in the magnitude of all coefficients 
of the price sad income v f riables of equation four compared 
to the coefficients of equation three may be attributed to 
bias and inefficiency. Also, note that the coefficient of 
lagged quantity is highly significant ar.d positive- This 
result is consistent with the comparisons of the static direct 
price elasticities in Table 8. The F for the additional con­
tribution of lagged quantity, compared to the static equation 
(equation four in Table 7), was 12.291 with 1 and 78 degrees 
of freedom. Thus, there appears to have been a highly sig­
nificant lagged adjustment in the demand for pork. The esti­
mate of the elasticity of adjustment is 0.6729, hence, for a 
given price or income change, approximately sixteen weeks are 
required for the consumer to adjust to within one per cent 
of the new equilibrium consumption level. 
The four-weeK intercepts for equation four are plotted 
with the dashed line in Figure 5. These intercepts display, 
in general, the pattern of seasonal shifts In the demand for 
pork as the L.S. and A.L.S.-l intercepts obtained with the 
static and dynamic equations which were previously investi­
gated . The intercepts are higher during the winter and fall 
and, compared to the previous four-week intercept, there is 
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an Increase In the per capita consumption of pork of about 
three tenths of a pound during the four-week period In which 
Easter occurs. 
When A.L.S.-l was applied to the equation without temper­
ature or seasonal dummy variables, equation five, a rather 
poor fit was obtained- Only the coefficients of the prices 
of beef and pork remain significant. This result indicates 
a strong substitution relationship of beef for pork. Equa­
tion five also results in a highly significant and positive 
estimate of however, there does not appear to be any 
substitution between the estimate of and the shift vari­
ables considered-
Equation six was estimated without temperature or season­
al dummy variables by A.L.S.-2. This equation provides a 
test of the hypothesis of independent residuals in equation 
five. The F for the additional contribution of after 
was 2.329 with 1 and 89 degrees of freedom- This test Is non­
significant, thus, equation six is not a significant improve­
ment of the fit of equation five. The coefficient of lagged 
quantity, thougn non-significant, did become positive and 
agrees in sign with the fit of equation four -
Summary of the analyses of the demand for pork 
None of the regression estimates for the equations 
selected to represent the demand for pork suggested a dynamic 
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relationship when fitted to the thirteen-week observétions. 
However, when the equation containing the seasonal dummy vari­
ables was fitted to the four-week observations by A.L.S.-l, 
a significant lagged relationship was detected. This result 
did not occur in the L.S. fit of the same equation. Thus, 
the L.S. fit of the equation produced biased estimates of 
the parameters of the equation. Since the elasticity of 
adjustment was 0.6729, approximately 99 per cent of the 
adjustment to a new equilibrium demand for pork should take 
place within sixteen weeks of the price or income change. 
In the demand equations for pork, the coefficients of 
the price of pork, price of beef, price of fryers, income, 
and temperature variables were always of the same signs. 
Except for the negative signs of the coefficient of the price 
of other meats, and often lagged quantity, the signs of all 
coefficients agreed with a priori expectations. Also, both 
the price of beef and the price of fryers seem to be signifi­
cant determinants in the demand for pork. 
The seasonal variation in the demand for pork is more 
pronounced than that of beef. It appears that certain holi­
days, especially Easter and Christmas, cause an increase in 
the demand for pork of about three tenths of a pound per 
capita per four-week period as compared to the previous four-
week demand. In addition, the demand for pork becomes weaker 
during the second quarter and tends to be somewhat inelastic 
Ill 
during the second and third quarters than at any other time 
of the year. However, the attempts to estimate the seasonal 
change in the elasticity of the demand for pork were fruit­
less . 
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THE DEMAND FOR FRYERS 
The price of fryers tended to decrease during the period 
the k.S.U- Consumer Panel was in operation. This price de­
crease was probably the result of a continuous shift to the 
right in the supply curve due to a rather rapid rate of adop­
tion of new technology throughout the broiler industry. When 
the quarterly per capita consumption of fryers was plotted 
against the retail price index, it was found that the observa­
tions for the second and third quarters were generally to the 
right and above those of the first and fourth quarters. The 
fact that broilers and fryers lend themselves well to summer 
use, but must compete more directly with turkey, roasting 
fowl, pork, and beef during the fall and winter months is 
perhaps a logical explanation of this phenomonen. The 
seasonal shifts in the demand for fryers, therefore, appeared 
to be fairly pronounced. 
Static Analyses of the Demand for Fryers 
The static demand equation which is assumed to represent 
the demand for fryers is of the form: 
(1) 0,Ft = a0 + a1PBt + a2Ppt + a3PFt + a4P0t + a5Yt 
Temperature and seasonal dummy variables are used as alterna­
tive seasonal shift variables in equation 1 above. 
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Analyses of thirteen-week observations 
Equations one, two, and three of Table 11 were obtained 
from the thirteen-week observations with temperature used as 
the shift variable. In the L.S. fit, equation one, the 
coefficients of the price of pork and price of other meats 
had unexpected, though non-significant, negative signs. The 
coefficient of the temperature variable possesses the expected 
positive sign and is highly significant. Consequently, during 
the summer months there appears to be a significantly stronger 
demand for fryers than is exhibited during the winter months. 
The "d" and s^ statistics computed from the residuals of equa­
tion one do not reject the hypothesis of independent residuals. 
The application of A.L.S.-l, equation two, resulted In a 
highly significant estimate of and suggests positive auto­
correlation of the residuals of equation one. The F for the 
additional contribution of to the regression was 12.562 
with 1 and 20 degrees of freedom, thus, the use of A.L.S.-l 
significantly improves the overall fit of the equation. As 
a result, the coefficient of the price of fryers is only one 
third the size of the coefficient of equation one. 
Due to the magnitude of (3^ in equation two, A.L.S.-2 
was used in the estimation of equation three• The estimates 
of both and yGg are significant in equation three. The 
F for the contribution of after was 4.563 with 1 and 
19 degrees of freedom. Thus, the hypothesis of independent 
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Table 11. Selected statistics from regression estimates of static consumer demand equat 
Dependent Regression coefficients and standard errors 
variable PBt pPt pFt Pot Yt Tt Z?1 P 
I 9n .0017 -.0003 -.0347"*** -.0372 .0071 .0179*** (.0142) (.0108) (.0049) (.0255) (.0050) (.0046) 
II Opt .0193 .0205 -.0116* -.0274 -.0045 .0102** .9191*** 
(.0209) (.0129) (.0060) (.0359) (.0038) (.0045) (.0729) 
III Qpt .0140 .0125 —«OI24** -.0191 -.0024 .0126*-** .4206* .] 
(.0169) (.0103) (.0052) (.0276) (.0032) (.0036) (.2298) (.: 
IV %t .0163 .0122 -.0391*** .0203 .0139*** (.0109) (.0084) (.0038) (.0190) (.0040) 
V Qgt .0121 .0093 —.0385*** .0233 .0112*-* .2519 
(.0135) (.0106) (.0051) (.0232) 1.0047) (.2751) 
VI Opt .0448** .040?*** -.0082 -.0594 -.0060 .9064*** 
(.0193) (.0105) (.0064) (.0361) (.0041) (.0527) 
#a*Significantly different from zero at less than 1 per cent level. 
•^Significantly different from zero at less than 5 per cent level. 
•«•Significantly different from zero at less than 10 per cent level. 
^Non-significant test for positive autocorrelation of residuals at 5 per cent lev; 
^Non-significant test for positive autocorrelation of residuals at 5 per cent levé 
jquations for fryers and a thirteen-week observation period 
Quarterly intercepts Constant - ? Method of 
2>l D2 d3 b4 term R d S estimation 
-1.762 .8643 1.987a 2.06lb L.S. 
-> 2.529 .9167 A.L.S.-l 
• 5375** 
(.2468) 
2.380 .9328 — — A.L.S.-2 
-4.398 -4.053 -3.942 -4.815 — .9339 1.6l9a 1.679b L.S. 
-2.928 -2.571 —2 .T442 —3.288 — .9360 — —  — —  A.L.S.-l 
•* 2.425 .8940 — — A.L.S.—1 
level. 
level. 
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residuals in equation two is rejected. None of the signs of 
the coefficients of equation three differ from those of equa­
tion two, but the A.L.S. estimates of the coefficients of the 
price of fryers in equations two arid three suggest a more 
inelastic demand relationship than the coefficient of equa­
tion one. 
In equation four seasonal dummy variables were substi­
tuted for the temperature variable of the first three equa­
tions, and the equation was estimated by L.S. All of the 
coefficients in this equation possess the a priori expected 
2 
signs. As is indicated by the R , the overall fit of the 
equation is improved when dummy variables are used as shift 
variables. The F for the additional contribution of the 
dummy variables after the temperature variable was 6.470 with 
3 and 18 degrees of freedom. In this Improved fit of the 
equation, the coefficient of the price of fryers suggests an 
even more elastic demand relation than the same coefficient 
of equation one, and a considerably more elastic demand rela­
tion than the coefficients of equations two and three. The 
use of the dummy variables also produces a highly significant 
coefficient of the income variable. 
A comparison of the Intercepts of equation four revealed 
that intercepts one, two, and' three were significantly larger 
than intercept four. This weakening of the demand for fryers 
during the fourth quarter can be attributed partly to a sub­
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stitution of beef and pork into the diet during the winter 
months. However, the demand for turkey and roasting fowl is 
also stronger during Thanksgiving and Christmas which may 
also contribute to a weakening of the demand for fryers dur­
ing the fourth quarter. 
Re-estimation of equation four by A.L.S.-l, equation 
five, had little effect on the coefficients, the standard 
errors, or the R^. Consequently, contributed little to 
the L.S. regression. This result is.consistent with the "d" 
and s^ statistics computed from the residuals of equation 
four. The quarterly intercepts of equation five follow the 
same general pattern as the intercepts of equation four and 
indicate a significant shift to the right in the demand for 
fryers during the first, second, and third quarters as com­
pared to the fourth quarter. 
In equation six the shift variables were deleted and 
A.L.S.-l was applied. Again, the estimate of is highly 
significant, however, the coefficient of the price of fryers 
is non-significant, and the results are questionable. The 
coefficients for the prices of beef and pork ere significant, 
but due to the magnitude of /3^ and the results of equations 
two and three, the assumption of only first order autoregres­
sive errors in equation six appears to be a rather strong 
assumption. 
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Analyses of four-week observations 
Equations one and two in Table 12 were obtained with the 
four-week observations using temperature as a shift variable. 
The L.S. fit, equation one, resulted in the expected signs 
for all significant coefficients. The coefficients of the 
price of beef and pork were negative but non-significant. 
Re-estimation of equation one by A.L.S.-l, equation two, 
significantly improved the fit of the equation. The F for 
the additional contribution of was -3.552 with 1 and 90' 
degrees of freedom. This test is consistent with the "d11 
statistic computed on the residuals of equation one and the 
significant estimate of 
In equation three seasonal dummy variables were substi­
tuted for the temperature variable in equations one and two. 
All variables possess coefficients with the expected signs. 
However, the coefficients for the prices of beef and pork are 
non-significant. The four-week intercepts for equation three 
are plotted with the solid line in Figure 6. Comparisons of 
these intercepts revealed that the first three and last two 
four-week intercepts were significantly lower than the fifth 
intercept. None of the other intercepts differed signifi­
cantly from the fifth intercept. It is interesting to note 
that the peak demand for fryers occurs during the seventh 
four-week period, the period in which July 4th occurs. 
When A.L.S.-l was applied to equation three, equation 
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Table 12. Selected statistics from regression estimates of static consumer deman 
Dependent Regression coefficients and standard errors 
variable PBt ppt PFt pot ?t Tt 
I 9n -.0015 (.0018) 
-.0016 
(.0016) 
—*0116*** 
(.0009) 
.0121;*** 
(.0039) 
i
l
 
,0066*** 
(.0008) 
II Opt -.0024 
(.0019) 
-.0021 
(.0017) 
-.0111*** 
(.0010) 
.0148*** 
(.0043) 
.0033 
(.0021) 
iz^ 0
 co 
|1
 
III Opt .0005 
(.0017) 
.0002 
(.0015) 
-.0129*** 
(.0009) 
.0110*** 
(.0035) 
.0069*** 
(.0020) 
IV 9n -.0001 (.0018) 
-.0001 
(.0016) 
-.0126*** 
(.0010) 
.0123*** 
(.0039) 
.0066*** 
(.0021) 
V -.0003 
(.0027) 
.0028 
(.0022) 
-.0117*** 
(.0015) 
.0094 
(.0058) 
.0043 
(.0028) 
***Significantly different from zero at less than 1 per cent level. 
**Significantly different from zero at less than 5 per cent level. 
«•Significantly different from zero at less than 10 per cent level. 
^Significant test for positive autocorrelation of residuals at 5 per cent ] 
^Four-week intercepts are presented in Table 24 in Appendix A and are ploti 
iraand equations for fryers and a four-week observation period 
Constant 
term R2 d 
Method of 
estimation 
** .151 .8105 1.270s L.S. 
. 0903* 
(.0173) 
.765 .8176 — —  A.L.S.-l 
__b 
.8775 1.472* L.S. 
H
 
O
 O
 
__b 
.8786 —  —  A.L.S.-l 
.13U1** 
(.0643) 
.248 .6768 A.L.S.-l 
it level. 
Lotted in Figure 6. 
Pounds 
of 
fryers 
per 
capita 
0.20 
0 . 1 0 .  
L.S. A.L.S.-l 
-0.10 
-0.30 
' • • * • * • * 1 * • • * 
1 2 3 4 5 6 7 8 9 10 11 12 1-3 
Four-week period 
Figure 6. Four-week Intercepts for static consumer demand 
equations for fryers 
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four, the overall fit of the equation was not significantly 
improved. Thus, an apparent contradiction exists between the 
"d11 statistic computed on the residuals of equation three, 
which rejects the hypothesis of independent residuals, and 
the non-significant estimate of in equation four. Since 
the coefficients and standard errors of equation four differ 
little from the coefficients and standard errors of equation 
three, either the A.L.S.-l failed to detect the correlation 
in the residuals of equation three e.g., the residuals may 
not follow the first order autoregressive scheme, or the 11 d11 
statistic of equation three has caused the hypothesis of inde­
pendent errors to be rejected when in fact the hypothesis is 
true. 
The intercepts for equation four are plotted with the 
dashed line in Figure 6. These intercepts indicate that if 
prices and income are constant, the per capita fryer consump­
tion increases on the average by about two tenths of a pound 
per four-week period from the first of the year until July. 
From the first of September until the end of the year, the 
per capita consumption of fryers decreases by about four 
tenths of a pound. The largest single shift (a decrease of 
about a quarter of a pound per capita) in the demand relation 
occurs between the eleventh and twelfth four-week periods 
i.e., during November. A large part of this reduction in the 
demand for fryers is probably related to an Increased demand 
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i'or turkey and roasting fowl. 
The deletion of the shift variables from the demand equa­
tion results in a significantly poorer fit of the equation. 
Tne coefficient for the price of fryers and the estimate of 
are the only significant coefficients in equation five. 
Based upon the results of equation five, there appears to be 
a definite seasonal shift in the demand for fryers. 
In the equations which contain shift variables, other 
meats appear to be a strong substitute for fryers. One 
explanation for this relationship may be the increased use of 
lunch meats and cold cuts during the summer months. However, 
this substitution relationship between other meats and fryers 
was not significant with the thirteen-week observations. 
Comparisons of static elasticities 
In Table 13 the coefficients of selected static equations 
which produced the best fit by L.S. and A.L.S. for the 
thirteen-week and four-week observations have been converted 
to elasticity estimates. Equations one and two (three and 
four) present the elasticity estimates obtained by L.S. 
(A.L.S.) for the thirteen-week and four-week observations, 
respectively. 
Comparisons of the direct price elasticities, regardless 
of the method of estimation, suggest an over-adjustment of 
actual consumption due to a change in the price of fryers. 
Table 13. Selected static elasticities for fryers computed from regressions 
on thirteen-week and four-week observations 
Source 
Equa­ Table Equation Elasticities of fryers with respect to Method of 
tion number number *Bt Ppt PFt pot Yt estimation 
I 11 IV .7584 . 5739 
C 
-1.7928*** .9129 2.3956*** L.S. 
II 12 III .0795 .0316 -1.9952*** 1.6620*** 1.2128*** L.S. 
III 11 V . 5630 .4375 -1.7653*** 1.0478 1.9303** A.L.S.—1 
IV 12 IV -.0159 --.0158 -1.9488*** 1.8584*** 1.1601*** A.L.S.-l 
***Signifleantly different from : aero at less than 1 per cent level. 
"•^Significantly different from : zero at less than 5 per cent level. 
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In each set of observations the A.L.S. estimation procedure 
produced estimates of the direct price elasticities which are 
less elastic than the comparable estimate obtained with L.S. 
These differences do not, however, appear to be of economic 
significance. 
Comparisons of the income elasticities, regardless of 
the method of estimation, suggest a lag in actual consumption 
due to a change in income. Again, the A.L.S. estimates are 
slightly less elastic than the L.S. estimates from the same 
set of oDservatlons.  
The static price and Income elasticities for fryers are 
larger than the elasticities which were expected. However, 
Stanton (36) obtained estimates of the direct price elas­
ticities for fryers of between -1.1 and -1.5 and income elas­
ticities of between 1.0 and 2.1 using quarterly data and the 
L.S. approach with per capita quantity as the dependent vari­
able. 
A larger direct price elasticity for fryers relative to 
the price elasticities of beef and pork does not appear to be 
unreasonable• Fryers, by and large, represent a fairly homo­
genous single meat item while beef and pork each represent a 
variety of individual cuts and grades. Therefore, one would 
expect a priori the direct price elasticity of fryers to be 
more elastic than the direct price elasticities of beef and 
pork. 
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The Income elasticities do, however, appear to be quite 
large• The magnitude of these elasticities could be the 
result of a positive trend in the two variables rather than 
the relatively elastic income relationship suggested by the 
coefficients of the equations investigated. 
Dynamic Analyses of the Demand for Fryers 
The form of the basic dynamic equation which is assumed 
to represent the demand for fryers is: „ 
(2) Q.Ft = aQ + a1PBt + a2Ppt + a3PFt + a4P0t 
+ a5Yt + a6Q,Ft_1 
The temperature variable and seasonal dummy variables are 
used as alternative shift variables for the dynamic equation. 
Analyses of thirteen-week observations 
Equations one, two, and three of Table 14 were obtained 
from the thirteen-week observations using temperature as the 
shift variable. Equation one, the L.S. fit, rejects the 
hypothesis of a lag of thirteen weeks in the adjustment of 
consumption to price and income changes. The sign of the 
coefficient of lagged quantity does not agree with the type 
of adjustment indicated by the comparisons of the static 
elasticities. However, as was the case with the comparable 
static model, the coefficients of the price of fryers and 
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Table lit. Selected statistics from regression estimates of dynamic consumer demand equations 
Dependent Regression coefficients and standard errors 
variable pBt Ppt Ppt Pût Yt Tt Qpt-i 
I Opt -.0013 -.0027 -.0271** .0298 .0036 .0186*** .2218 
(.0148) (.0113) (.0105) (.0272) (.0066) (.0047) (.2677) 
II 9n .0211 .2016 0.0151** -.0171 -.0026 .0094** .2150 .9317* (.0203) (.0126) (.0064) (.0361) (.0040) (.0044) (.1568) (.0663) 
III %t .0171 .0154 -.0188** -.0113 .0009 .0118*** -.2399 .4152 
(.0162) (.0101) (.0068) (.0268) (.0038) (.0035) (.1745) (.2514) 
IV Opt .0139 .0103 -.0325*** .0136 .0108** .1933 
(.0113) (.0087) (.0080) (.0204) (.0051) (.2057) 
V .0219 .0205* -.0203** -.0138 .0016 -.3570* .9446*» 
(.0174) (.0114) (.0078) (.0335) (.0041) (.1865) (.0703) 
VI 9pt .0445** .0399*** -.0130* -.0425 -.0032 -.2627 .9157*4 
(.0186) (.0101) (.0069) (.0369) (.0044) (.1706) (.0494) 
***Significantly different from zero at less than 1 per cent level. 
**Significantly different from zero at less than 5 per cent level. 
«•Significantly different from zero at less than 10 per cent level. 
aNon-signifie ant test for positive autocorrelation of residuals at 5 per cent level. 
^Non-significant test for positive autocorrelation of residuals at 5 per cent level. 
itions for fryers and a thirteen-week observation period 
Quarterly intercepts Constant « Method of 
1 Dl D2 d3 d4 term R d s estimation 
-.313 .8688 1.621* 1.68lb L.S. 
§~ S
3
 Os 
o
 
2.355 .9242 — A.L.S.-l 
4152 
2514) 
.5538* 
(.2716) 
2.329 .9395 — —  -— A.L.S.-2 
-3.156 -2.767 -2.692 -3.558 — —  .9370 1.65la 1.712b L.S. 
?446*** 
3703) 
3.003 3.146 3.436 3.038 - - .0466 — —  -- A.L.S.-l 
)157*** 
3494) 
2.272 .9053 — — -- A.L.S.-l 
i l .  
i l .  
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temperature variables are significant. 
Re-estimation of equation one by A.L.S.-l, equation two, 
significantly improved the fit of the equation. The F for 
the additional contribution of to the L.S. regression was 
lo.858 with 1 and 19 degrees of freedom. Although equation 
two does not indicate a significant dynamic relationship be­
tween price and income changes and changes in consumption, 
the coefficient of lagged quantity still possesses a positive 
sign. The 55 and 50 per cent reductions in the coefficients 
of the price of fryers and temperature variables, in addition 
to the highly significant estimate of (3-^, indicate that the 
coefficients of equation one are biased and inefficient. 
was used to estimate the equation containing temperature as 
the shift variable. The results of this regression are pre­
sented as equation three. The fit of equation three is sig­
nificantly better than the fit of equation two. The F with 
1 and 18 degrees of freedom for the additional contribution 
of yGg after was 4.582. Since the coefficients of the 
price of fryers and temperature variables becajne larger in 
absolute magnitude, the coefficients of equation two probably 
contain a downward bias. The non-significant coefficient of 
lagged quantity in equation three rejects the hypothesis of 
a dynamic demand relationship, however, the negative sign of 
the coefficient agrees with the previous static elasticity 
Due to the magnitude of A. L. S •—2 
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comparisons. 
In equation four seasonal dummy variables were substi­
tuted for the temperature variables of equations one, two? 
2 
and three. The R of the L.S. fit, equation four, indicates 
that a smaller percentage of the total variation is explained 
than was explained by equation three. Also, the coefficient 
of the price of fryers suggests a more elastic price relation-
snip than any of the previous coefficients, and the coeffi­
cient of the income variable is significant. In the previous 
equations the income coefficient was positive and negative 
but always non-significant. These coefficients are probably 
p 
biased even though the "d" and s statistics do not reject 
the hypothesis of independent residuals. 
Comparisons of the intercepts of equation four Indicated 
that the fourth intercept was significantly lower than the 
first three intercepts. This weaker demand for fryers during 
the fourth quarter is probably due to a stronger demand for 
turkey during Thanksgiving and an increased demand for ham 
during Christmas. 
Re-estimation of equation four by A.L.S.-l, equation 
five, resulted in a large and highly significant estimate of 
The F for the additional contribution of to the 
L.S. regression was 10.363 with 1 and 17 degrees of freedom. 
As a result of this improved fit, the coefficients of the 
price of pork and lagged quantity become significant. The 
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negative sign of the coefficient of lagged quantity suggests 
an over-adjustment of consumption due to price and income 
changes. Comparisons of the Intercepts of this equation 
indicated that only the second and third intercepts differ 
significantly from the fourth intercept. 
Because of the magnitude of the estimate of In equa­
tion five and the results from equations two and three, the 
assumption of only a first order autoregres sive error appeared 
to be a strong assumption. Thus, equation five was re-
estimated by A.L.S.-2. The fit of this equation is not pre­
sented although the coefficient of lagged quantity became non­
significant. The F for the additional contribution of 
after was only «068 with 1 and 16 degrees of freedom. An 
F test of the additional contribution of the lagged coeffi­
cient of equation five compared to the fit of the static 
equation, equation five of Table 11, was 3.377 with 1 and 17 
degrees of freedom. These tests indicate that the over-
adjustment wnlch the coefficient of lagged quantity in equa­
tion five suggests is perhaps questionable. 
When all shift variables were deleted from the fryer 
equation and A.L.S.-l was applied, equation six, the fit was 
significantly poorer. Thus, additional evidence is obtained 
which indicates the importance of the seasonal shifts in the 
demand relationship. The coefficients for the prices of beef 
and pork are also significant, but the estimate of is 
129 
large and highly significant. Therefore, the assumption of 
only first order autoregressive errors may be a rather strong 
assumption. If, in fact, the errors of equation six follow a 
higher order autoregressive error, the coefficients of the 
equation are biased and inefficient. 
Analyses of four-week observations 
Equations one and two of Table 15 were obtained with the 
four-week observations using temperature as the shift vari­
able . The L.S. fit, equation one, resulted in negative but 
non-significant coefficients for the prices of beef and pork. 
The remaining coefficients possess the expected signs. The 
non-significant coefficient of lagged quantity rejects the 
hypothesis of a lagged price-income-consumption relation of 
four weeks in the demand for fryers. 
Re-estimation of equation one by A.L.S.-l, equation two, 
significantly improved the overall fit of the equation. The 
F for the additional contribution of to the L.S. fit was 
7.8^9 with 1 and 89 degrees of freedom• Thus, the coeffi­
cients of equation one are probably biased. The signifi­
cantly negative coefficient of lagged quantity indicates an 
over-adjustment of consumption due to price and income 
changes. This result is consistent with the comparisons of 
the static price elasticities. However, the significantly 
negative coefficient for the price of beef does not agree 
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Table 15. Selected statistics from regression estimates of dynamic consumer demand e 
Dependent Regression coefficients and standard errors 
variable PBt Ppt Ppt p0t Yt Tt Q 
I 9n -.0018 -.0017 -.0106*** .0130** .0038** .0065*** . 
(.0018) (.0016) (.0012) (.0039) (.0021) (.0008) (. 
II Opt - .OOltO* -.0036 -.0143*** .0185*** .0009 .0086*** -. 
(.002j (.0020) (.0015) (.0051) (.0016) (.0011) (. 
III On .0003 .0002 -.0126*** .0113*** .0068*** 
(.0010) (.0015) (.0012) (.0036) (.0021) (  • '  
IV Opt -.0025 -.0021 -.0161*** .0190*** .0050** 
(.0023) (.0020) (.ooi4) (.0050) (.0023) (  • '  
V Opt - « OGljJ .oo±5 —.0i44*** .0128 -.0035 
(.0039) (.0029) (.0022) (.0078) (.0027) (  • '  
VI %t -.ooiu .0058** .0120*** .0016 -.0035 (.0042) (.0028) (.0022) (.0081) (.0027) 
***Significantly different from zero at less than 1 per cent level. 
^Significantly different from zero at less than 5 per cent level. 
•^Significantly different from zero at less than 10 per cent level. 
^our-week intercepts are presented in Table 24 in Appendix A and are plotted : 
demand equations for fryers and a four-week observation period 
d errors 
Q Ft-1 Pi 
Constant 
term R2 
Method of 
estimation 
5*** 
8) 
i
l
 
.034 .8133 L.S. 
6*** 
1) 
— «3016*** 
(.0891) 
.3876#*# 
(.0897) 
.781 .8284 A.L.S.-l 
.0140 
(.0430) 
.8777 L.S. 
-.3573*** 
(.U0U3) 
•4i45*** 
(.0904) 
a 
.8890 A.L.S.-l 
-.5431*** 
(.0896) 
.6781*** 
(.0826) 
1.155 .7211 A.L.S.-l 
-.1972 
(.1845) 
.2907 
(.1927) 
•43i3*5i* 
(.1563) 
1.051 .7337 A.L.S.-2 
slotted in Figure 7» 
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with a priori expectations. 
In equation three seasonal dummy variables were substi­
tuted for the temperature variables of equations one and two 
and L.S. was applied. In this equation the coefficients of 
all variables except lagged quantity agree with a priori 
expectations. Comparisons of the intercepts, which are 
plotted with the solid line in Figure 7, indicated that the 
first three and last two intercepts were significantly lower 
than the fifth intercept. However, the remaining intercepts 
did not differ significantly from the fifth intercept. The 
general pattern of these intercepts differs little from that 
obtained in the static analyses. 
Re-estimation of equation three by A.L.S.-l, equation 
four, significantly improved the overall fit of the equation. 
The F for the additional contribution of was 7.963 with 
1 and 78 degrees of freedom. This Improved fit resulted in 
a significantly negative coefficient for lagged quantity 
which is consistent with the results of the comparisons of 
the static direct price elasticities. The F for the addi­
tional contribution of lagged quantity to the comparable 
static equation, equation four of Table 12, was 73.016 with 
1 and 78 degrees of freedom. These tests are indicative of 
an over-adjustment in consumption due to price and Income 
changes. 
Due to the magnitude of the coefficient of lagged 
Pounds of 
fryers 
per capita 
1.0 
0.5 
A.L.S.-l 
-0.5 
1 * • * * • • i i 1 i • • 
1 2 3 4 5 6 7 8 9 10 11 12 13 
Four-week period 
Figure 7. Four-week Intercepts for dynamic consumer demand 
equations for fryers 
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quantity, 98 per cent of the adjustment to the new equilibrium 
consumption level should take place within seventeen weeks 
after the price or income change. Given the assumption of 
first order autoregressive errors, the coefficients of equa­
tion four are estimates of "true" short-run changes, and the 
short-run price and income elasticities for the demand for 
fryers are more elastic than the long-run elasticities. The 
influence of 1 special sales' on fryers may attribute in part 
to the explanation of this type of adjustment. 
The four-week intercepts for equation four are plotted 
with the dashed line in Figure 7. In general, the same pat­
tern of seasonal shifts in the demand relation for fryers is 
exhibited by the L.S. and A.L.S. estimates. However, the 
shifts of the A.L.S. estimates are slightly larger In mag­
nitude than the L.S. estimates. The A.L.S. intercepts indi­
cate that for constant prices and income, the demand for fryers 
is about three tenths of a pound per capita greater during 
July as compared to the January demand. The demand then 
tends to weaken at the rate of about one tenth of a pound 
per four week period through October. The largest single 
shift, a decrease of a quarter of a pound per capita, occurs 
between the eleventh and twelfth periods i.e., in November, 
and during December the demand is one half of a pound less 
than the peak demand at the end of July. 
When A.L.S.-l was applied to the demand equation after 
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deleting the temperature and dummy variable s, equation five, 
the overall fit of the equation was significantly poorer. 
Thus, the shift variables are significant variables in the 
demand equation. Only the coefficients for the price of 
fryers, lagged quantity, and the estimate of are signifi­
cant . 
Since the estimate of /J-j_ was large and highly signifi­
cant in equation five, A.L.S .-8 was employed in the estimation 
of equation six. The result is a significantly better fit 
than that of equation five. The F for the additional con-
of freedom. This test suggests that the coefficients of 
equation five are biased and inefficient. Because of the 
smal1er percentage of the total variation which equation six 
explains, little economic meaning can be attributed to the 
significant coefficient of the price of pork other than that 
its sign agrees with a priori expectations. 
Summary of the analyses of the demand for fryers 
In all of the dynamic equations which contained shift 
variables, the L.S. regression estimate of the coefficient of 
lagged quantity was non-significant and positive. However, 
the better of the A.L.S. estimates of these same equations 
always produced a negative coefficient of lagged quantity. 
Furthermore, the negative coefficient was statistically 
trlbution was 4.196 with 1 and 89 degrees 
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significant irrespective of the shift variables for the four-
week observations. The A.L.S. estimation of the dynamic 
equation which contained dummy variables also produced a sig­
nificantly negative coefficient of lagged quantity for the 
thirteen-week observations, but the results were somewhat 
questionable. Otherwise, only the estimates from the A.L.S. 
equations were consistent with the type of adjustment i.e., 
over-adjustment, suggested by the comparisons of the static 
price elasticity estimates from the two sets of observations. 
The coefficient of the price of fryers was always sig­
nificant in all equations which contained shift variables. 
However, in the regressions on four-week observations, the 
coefficient of the price of other meats was also, significant 
and positive. These results are indicative of a fairly strong 
substitution relationship between fryers and other meats in 
the short run. 
Beef and pork do not appear to compete very strongly 
with the demand for fryers. The sharp decrease in demand 
during Novemcer is probably due to an increased demand for 
turkeys and roasting fowl at Thanksgiving rather than an in­
creased demand for pork. The Increased demand for pork at 
Christmas, possibly in the form of hams, may be an explana­
tion for the additional weakening of the demand for fryers 
during December. However, as was the case with beef and 
pork, temperature does not appear to be a satisfactory 
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explanation of the shifts in the demand for fryers for 
periods of observation of four weeks. 
The A.L.S. estimation procedure failed to detect signifi­
cant autoregressive errors in one of the two equations where 
the "d" statistic rejected the hypothesis of independent 
errors. However, in all of the equations which contained 
either no shift variable or the temperature variable, A-L.S.-l 
produced a significant estimate of the first order autocorre­
lation coefficient. In three of these equations the "d" 
statistic (in two of the equations both the "d" and s^ 
statistics) failed to reject the hypothesis of independent . 
errors. In the three equations which were estimated by 
A.L.S.-2, the estimate of the second order autocorrelation 
coefficient was also significant. Thus, the estimates ob­
tained by L.S. for the demand equations for fryers are : 
l) inefficient in the static equations and 2) biased and 
inefficient in the dynamic equations. 
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THE DEMAND FOR TOTAL MEAT 
The price of total meat was lower during 1956 than at 
any other time during the operation of the M.S.U. Consumer 
Panel. The lower price during 1956 was the result of the 
cattle and hog cycles reaching their peak simultaneously. 
When the thirteen-week per capita consumption of total meat 
was plotted against the thirteen-week price index, the ob­
servations for the first and fourth quarters appeared to be 
to the right and above the observations for the second and 
third quarters. This apparent stronger demand for total meet 
during the first and fourth quarters was no surprise after 
analyzing the demand for beef and pork, the two major compo­
nents of total meat. 
Static Analyses of the Demand for Total Meat 
The static demand equation which is assumed to represent 
the demand for total meat is of the form: 
( 1) = a0 + alPFt + s2PMt + a3POt + 84Yt 
Temperature and seasonal dummy variables are used as alterna­
tive shift variables in equation 1 above. 
Analyses of thirteen-week observations 
Equations one and two of Table 16 were obtained from the 
thirteen-week observations with temperature added to equation 
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Table 16. Selected statistics from regression estimates of static consumer demand eqi 
and a thirteen-week observation period 
Dependent Regression coefficients and standard errors 
variable pFt %t Pot Yt Tt D] 
I %t .0193 -.0834 -.0399 .0097 -.0574*** 
(.0112) (.0706) (.0772) (.0104) (.0183) 
II %t .0237*** -.0352 -.0829 .0185** -.0661-»** -.4108-0-(.0083) (.0562) (.0600) (.0084) (.0147) (.1999) 
HI %t .0187* -.0631 -.0596 .0119 30.9 
(.0107) (.0669) (.0729) (.0100) 
17 %t .0221** -.01*21 -.0772 .0164* -.2632 28.4 
(.0091) (.0597) (.0640) (.0090) (.2293) 
V %t .0185 -.2717*** .153b*** -.0065 .0401 (.0133) (.0466) (.0582) (.0111) (.2068) 
#**Significantly different from zero at less than 1 per cent level. 
^«•Significantly different from zero at less than 5 per cent level. 
•^Significantly different from zero at less than 10 per cent level. 
^Inconclusive test for negative autocorrelation of residuals at 5 per cent level 
^Non-significant test for negative autocorrelation of residuals at 5 per cent 1< 
equations for total meat 
Quarterly intercepts Constant Method of 
%1 D2 D3 % term R d S estimation 
33.266 .8509 2.525* 2.6l9b L.S. 
31.369 .8720 A.L.S.-l 
30.957 26.611 28.556 29.857 .8793 2.327^ 2.4l3b IL». 
28.427 25.998 25.893 27.293 
36.358 
.8860 
.7843 - -  — 
A.L.S.-l 
A.L.S.-l 
Level. 
it level. 
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1 as the shift variable. In the L.S. fit of the equation, 
equation one, only the coefficient of temperature is signifi-
2 
cant. The R of equation one Indicates that a fairly large 
percentage of the variation is explained by the equation. 
However, the "d11 statistic computed from the residuals indi­
cates an inconclusive test for negative autocorrelation, and 
the sc statistic indicates a non-significant test for auto­
correlation. If these residuals are in fact autocorrelated, 
then the coefficients of this equation are inefficient and 
the t and F tests are biased. 
In the A.L.S.-l fit of the equation containing tempera­
ture, equation two, the estimate of is negative and sig­
nificant. The F for the additional contribution of j3-^ to 
the L.S. equation was 3.461 with 1 and 21 degrees of freedom. 
As a result of A.L.S.-l estimation, the coefficients of the 
price of fryers, income, and temperature variables are sig­
nificant. The fact that all of the standard errors of equa­
tion two are less than the comparable standard errors of equa­
tion one indicates the inefficiency of the L.S. estimates. 
However, the coefficient of the price of total meat is still 
non-significant, and the coefficient of the price of other 
meat still possesses an unexpected negative sign. 
In equation three, a L.S. fit, the seasonal dummy vari­
ables were substituted for the temperature variable of equa­
tions one and two. The only significant coefficient in the 
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equation is, again, the coefficient of the price of fryers. 
However, as the scatter diagram of observations indicated, 
the first and fourth intercepts were significantly higher than 
p 
the second intercept. The R of equation three also indicates 
an improvement of tne L.S. fit of the equation as compared to 
the equation containing temperature. An Investigation of the 
dummy variables as compared to temperature, however, revealed 
that the apparent improvement due to the dummy variables was 
not significant. The F for the additional contribution of the 
dummy variables after the temperature variable was 1.814 with 
3 and 19 degrees of freedom. Reversing the test, the F for 
the additional contribution of temperature after the dummy 
variables gave an F of only 0.771 with 1 and 19 degrees of 
freedom. Thus, temperature cannot be considered the best 
explanation of seasonal shifts in the demand for total meat. 
In equation four, A.L.S.-l was applied to the equation 
containing the dummy variables. The F for the additional 
contribution of to the L.S. fit, equation three, was 
1.109 with 1 and 19 degrees of freedom. Again, the standard 
errors of equation four are smaller than the comparable 
standard errors of equation three. However, only the coeffi­
cients of the price of fryers and income variables are sig­
nificant . In equation four only the first and fourth inter­
cepts are significantly higher than the second intercept. 
Equation five was estimated by A.L.S.-l after the dele-
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ûion of the shift variables. The fit of the equation is 
poorer than any of the previous equations. However, except 
for the coefficient of the income variable, all coefficients 
possess the a priori expected signs. In this equation the 
coefficients of the price of total meats and other meats are 
significant, but the coefficient of the price of fryers is. 
non-significant. 
The equations which yield the better fits indicate that 
the price elasticity for total meat is not significantly dif­
ferent from zero for a thirteen-week period. Such a. result 
might not be unrealistic for an aggregate of meat items such 
as total meat. An increase in the price of total meat may 
reduce meat consumption for a shorter period of time, but 
before thirteen weeks have elapsed the average consumer may 
prefer to resume the consumption of meat at the levels expe­
rienced in the past even though the price is higher. In addi­
tion, sucstitutions may occur between grades and types of 
meat such that total expenditure and consumption remain fairly 
constant at different prices. One such substitution could be 
a reduction in the services purchased along with the meat 
items. 
Analyses of four-week observations 
Equations one and two in Table 17 were obtained with 
four-week observations using temperature as a shift variable. 
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Table 17. Selected statistics from regression estimates of static consumer deman 
and a four-week observation period 
Dependent Regression coefficients and standard errors 
variable pFt %t Pot ?t Tt 
I %t .001*0 -.0533*** .0177 .0011 -.0133*3# 
(.0026) (.0108) (.0139) (.0057) (.0031) 
II %t .0040 -.0511 .0158 .0021 —.0137*** -.0658 
(.0025) (.0107) (.0137) (.0055) (.0030) (.1044) 
III %t .0063** —•0419*** .0095 .0112** 
(.0024) (.0105) (.0133) (.0055) 
IV î^t .0049 —.0864*** .0536*** .0052 .1223 
(.0031) (.0091) (.0132) (.0064) (.1018) 
***Significantly different from zero at less than 1 per cent level. 
•«•«•Significantly different from zero at less than 5 per cent level. 
aNon-significant test for negative autocorrelation of residuals at 5 per ce 
^Four-week intercepts are presented in Table 24 in Appendix A and are plotl 
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Table 17. Selected statistics from regression estimates of static cons 
and a four-week observation period 
Dependent Regression coefficients and standard errors 
variable PFt %t p0t ?t Tt 
I %t .001*0 -.0533*** .0177 .0011 -.0133*** 
(.0026) (.0108) (.0139) (.0057) (.0031) 
II %t .001*0 -.0511 .0158 .0021 -.0137*** 
(.0025) (.0107) (.0137) (.0055) (.0030) 
III %t .0063** -.01*19*** .0095 .0112** 
(.0021*) (.0105) (.0133) (.0055) 
IV .001*9 —• 0861**** .0536*** .0052 
(.0031) (.0091) (.0132) ( .0061*) 1 
***Significantly different from zero at less than 1 per cent level, 
««Significantly different from zero at less than 5 per cent level, 
aNon-significant test for negative autocorrelation of residuals = 
^Four-week intercepts are presented in Table 21* in Appendix A anc 
c consumer demand equations for total meat 
>rs Constant 
term R2 d 
Method of 
estimation 
L) 
11.110 .7363 2.083* L.S. 
3) 
-.0658 
( .1044) 
11.235 .7373 A.L.S.-l 
—b 
.8223 2.002a L.S. 
.1223 
(.1018) 
9.347 . .6867 — A.L.S.-l 
level. 
level. 
luals at 5 per cent level. 
: A and are plotted in Figure 8. 
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The L.S. fit, equation one, resulted in the expected signs for 
all coefficients. The significant coefficient of the price of 
total meat indicates that for periods as short es four weeks 
an increase in the price of total ment will result in a sig­
nificant reduction in meat consumption. The significant 
coefficient of the temperature variable, again, indicates that 
within the span of a year there are significant shifts in the 
demand relation for total meat. 
Equation two was obtained by estimating the equation 
which contained temperature by A.L.S.-l. Since the estimate 
of is non-significant, very little change is observed in 
the coefficients, the standard errors, or the tests of sig­
nificance as a result of A.L.S.-l estimation. The F for the 
additional contribution of (3-^ to the L.S. fit, equation one, 
was only 0.0361 with 1 and 91 degrees of freedom. 
L.S. was used in the estimation of equation three after 
trie seasonal dummy variables were substituted for the tempera- • 
ture variables of equations one and two. As is indicated by 
C 
the larger R , equation three explains a larger percentage 
of the total variation in the quantity of total meat consumed 
than either of the equations containing temperature. In this 
improved fit of the equation the coefficients of the price of 
fryers, price of total meat, and income variables are sig­
nificant, and all of the coefficients in the equation possess 
the expected signs. 
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An investigation of the intercepts of equation three 
which sre plotted in Figure 8 indicated that the first, 
second, third, fourth, tenth, eleventh, and thirteenth inter­
cepts were significantly higher than the fifth intercept. 
The sixth, seventh, eighth, ninth, and twelfth intercepts 
were not significantly different from the fifth. Thus, the 
demand for total meat is stronger during the fall and winter 
and weaker during the summer. During November, the twelfth 
intercept, the demand for total meat, again, weakens. This 
widening of demand during November is probably due to an in­
creased demand for turkey and roasting fowl at Thanksgiving. 
The effects of the seasonal shifts in the demand for pork at 
Easter appear in the fourth intercept for total meat. Since 
the 11 d11 statistic of equation three was so near two and the 
estimate of was so small in equation two, A.L.S.-l was 
not applied to the equation containing dummy variables. 
In equation four the shift variables were deleted and 
A.L.S.-l was applied. The lower indicates that equation 
four gives a poorer fit than any of the previous equations. 
This result is indicative of significant shifts in the demand 
for total meat within the span of a year. As was the case in 
equation five of Table 16, the coefficients of the price of 
total meat and the price of other meats are significant. 
These results tend to indicate a strong substitution relation­
ship between total meat and other meat. 
Pounds of 
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per capita 
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Figure 8. Four-week intercepts for static consumer demand 
equation for total meat 
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Comparisons of static elasticities 
In Table 18 the coefficients of selected static equations 
which produced the best fit by L.S. and A.L.S. for the 
thirteen-week and four-week observations have been converted 
to elasticities. Equations one and three present the elas­
ticity estimates obtained by L.S. for the thirteen-week and 
four-week observations, respectively. Comparisons of the 
magnitudes of the elasticities with respect to the price of 
fryers and the price of total meat suggest an over-adjustment 
of actual consumption after a price change. On the other 
hand, comparisons of the elasticities with respect to the in­
come variable suggest a lagged adjustment of actual consump­
tion after an income change. However, only the cross-
elasticity of the price of fryers is significant in equation 
one and little confidence can be placed in predicting the 
type of adjustment from these comparisons. 
Comparisons of the elasticities obtained by A.L.S.-l 
from the thirteen-week observations, equation two, with the 
elasticities obtained by L.S. from the four-week observations 
yield little additional Information. The elasticities with 
res-pect to the price of fryers and income, the significant 
elasticity estimates in the two equations, suggest a lagged 
adjustment of actual consumption. However, if in fact the 
direct price elasticity for total meat is not significantly 
different from zero for a thirteen-week period, comparisons 
Table 18. Selected static elasticities for total meat computed from regressions 
on thirteen-week and four-week observations 
Source 
Table Equation Elasticities of total meat with respect to Method of 
Equation number number Pp^ Pj^ Pot estimation 
I 16 III .0860* -.2905 -.2689 .2058 L.S. 
II 16 IV .1017** -.1938 -.•3484 .2836* A.L.S.-l 
III 17 III .0959** -.6416*** .141-3 .1938** L.S. 
***Significantly different from zero at less than 1 per cent level. 
**Significantly different from zero at less than 5 per cent level. 
*Significantly different from zero at less than 10 per cent level 
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of the direct price elasticities suggest an over-adjustment 
of actual consumption after a change in the price of total 
meat • 
Dynamic Analyses of the Demand for Total Meat 
The form of the basic equation which is assumed to repre­
sent the demand for total meat is: 
(£) = a0 + alPFt + a2Pj>it + a3P0t + a4Yt + a5%t-l 
The temperature variable and seasonal dummy variables are 
used as alternative shift variables for the dynamic demand 
equation. 
Analyses of thirteen-week observations 
Equations one and two in Table 19 were obtained from 
the thirteen-week observations with temperature added to 
equation 2 as the shift variable. In the L.S. fit, equation 
one, the coefficients of all variables except the price of 
other meats possess the expected signs, but only the coeffi­
cients of the price of fryers and temperature are significant. 
The negative sign of the coefficient of lagged quantity 
agrees with the comparisons of the direct price elasticities 
obtained from the static analyses. However, the coefficient 
of lagged quantity is non-significant which rejects the 
hypothesis of a lag of thirteen weeks In the adjustment of 
149 
Table 19. Selected statistics from regression estimates of dynamic consumer demand fc 
Dependent Regression coefficients and standard errors 
variable ?Pt %t p0t Yt Tt %t-l 
I %t .0217* -.0763 -.0742 .0115 -.0573*** -.1587 (.0110) (.0687) (.0784) (.0102) (.0178) (.1050) 
II %t .021:2*** -.0377 -.0960 .0186** -.0647*** -.0914 -35 
(.0087) (.0582) (.0648) (.0087) (.0152) (.1101) (.23 
III %t .0190* -.0568 -.0950 .0163 -.2296 
(.0108) (.0670) (.0801) (.0108) (.2179) 
I? %t .0209** -.0462 -.0874 .0167 -.0991 -.19 
(.0097) (.0636) (.0908) (.0119) (.4680) (.50 
V %t .0203 -.2724*** .1204* -.0065 -.1759 .13 
(.0149) (.0470) (.0653) (.0117) ( .1470) (.27 
*a*Significantly different from zero at less than 1 per cent level. 
**Significantly different from zero at less than 5 per cent level. 
•^Significantly different from zero at less than 10 per cent level. 
id for total meat and a thirteen-week observation period 
Quarterly intercepts Constant Method of 
^2 D]_ Dg Dg term estimation 
38.809 .8655 L.S. 
-.3502 35.878 .8767 A.L.S.-l 
(.2337) 
37.637 35.683 34.982 36.140 — .8806 L.S. 
-.1979 38.530 36.564 35.764 36.987 — .8831 A.L.S.-l 
(.5030) 
.1359 41.497 .8022 A.L.S.-l 
(.2720) 
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consumption to price and income changes. 
Re-estimatlon of equation one by A.L.S.-l, equation two, 
caused the coefficient of the price of fryers to become highly 
significant and the coefficient of the income variable to 
become significant. The estimate of is also non-signifi­
cant, thus, the hypothesis of independent errors in equation 
one is not rejected. Although a larger percentage of the 
total variation in the consumption of total meat was explained 
by equation two, the F for the additional contribution of /?]_ 
was only -3.18^ with 1 and 20 degrees of freedom. 
In equation three seasonal dummy variables were substi­
tuted for the temperature variable of equations one and two 
and L.S. was applied. Again, the hypothesis of a thirteen 
week lag in the adjustment of consumption to price and income 
changes is rejected even though the use of dummy variables 
produces an improved fit of the equation. However, the F for 
the additional contribution of the dummy variables after 
temperature was only 1.814 with 3 and 19 degrees of freedom. 
Investigation of the intercepts of equation three re­
vealed that only the first intercept was significantly larger 
than the second intercept. Thus, in the first quarter the 
demand for total meat appears to be stronger than during ajny 
other period of the year. 
Re-estimation of equation three by A.L.S.-l, equation 
2 four, had very little effect on the R , the coefficients, or 
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the standard errors. Again, the first intercept is the only-
intercept significantly larger than the second intercept. 
Equation five was estimated by A.L.S.-l after the dele­
tion of the temperature and dummy variables. The fit of the 
equation is poorer than any of the previous fits, but the 
coefficients of the price of meats and the price of other 
meats are significant. The fact that the coefficient of 
lagged quantity in equation five is non-significant and the 
coefficients differ little from the coefficients of the com­
parable static equation, equation five in Table 16, rejects 
the hypothesis of a lag of thirteen weeks of actual consump­
tion due to price and income changes• 
Analyses of four-week observations 
Equations one and two in Table 20 were obtained by adding 
the temperature variable to equation 2 and using four-week 
observations. In the L.S. fit, equation one, all coeffi­
cients possess the expected signs, and the coefficients of 
the price of fryers, price of total meat, temperature, and 
lagged quantity are significant. The negative sign of the 
coefficient of lagged quantity indicates an over-adjustment 
of actual consumption after a price or income change. 
Re-estimation of equation one by A.L.S.-l produced rela­
tively insignificant changes in the magnitudes of the coeffi­
cients. The estimate of was non-significant and the F 
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Table 20. Selected statistics from regression estimates of dynamic consumer d 
and a four-week observation period 
Dependent Regression coefficients and standard errors 
variable PJ* PMt P0t ?t Tt %t-l 
I %t .0048* —. o54l*'*"* .0107 .0030 -.0165*** —.1642* (.0026) (.0106) ( .0142) (.0057) (.0034) (.0884) 
II ^lt « OOiiB- -.0581*** .0110 .0014 —.0168-*** -.2188* 
(.0029) (.0119) (.0151) (.0060) (.0038) (.1327) 
III %t .0067*** -.0438*** .0051 .0133** -.1648* 
(.0024) (.0104) (.0133) (.0056) (.0952) 
IV %t .0054* -.0953*** .0519*** -.0054 -.1148 (.0034) (.0110) (.0142) (.0068) (.1245) 
*fc*Significantly different from zero at less than 1 per cent level. 
**Significantly different from zero at less than 5 per cent level. 
-^Significantly different from zero at less than 10 per cent level. 
aFour-week intercepts are presented in Table 24 in Appendix A and are p] 
iumer demand equations for total meat 
•rs 
%t-l fa 
Constant 
term R2 
Method of 
estimaticn 
.1642* 
.0864) 
12.942 .7468 L.S. 
.2168* 
.1327) 
.1192 
(.1697) 
13.135 .74*28 A.L.S.-l 
. 1648*-
.0952) 
__a 
.8287 L.S. 
.1148 
.1245) 
.2342 
(.1569) 
11.527 .6905 A.L.S.-l 
are plotted in Figure y. 
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for the additional contribution of to the L.S. fit was 
0.704 with 1 and 90 degrees of freedom. 
In equation three the seasonal dummy variables were sub­
stituted for trie temperature variables of equations one and 
two and L.S. was applied. The significant coefficient of 
lagged quantity, again, indicates an over-adjustment of 
actual consumption after a price or income change. As a 
result of the improved fit of equation three, compared to the 
fit of equations one and two, the coefficient of the income 
variable is significant. The only other equation in which 
this coefficient became significant for four-week observations 
was in the static equation which contained dummy variables, 
equation three in Table 17. A comparison of the static and 
dynamic equations revealed that the F for the additional con­
tribution of lagged quantity to the static equation was 2.999 
with 1 and 80 degrees of freedom. Since this test is sig­
nificant, tne hypothesis of an over-adjustment of actual 
consumption due to price and income changes for periods of 
four weeks is not rejected. The estimate of the elasticity 
of adjustment is 1.165. 
An investigation of the intercepts of equation three 
which are plotted in Figure 9 revealed that only the first, 
second, third, fourth, and eleventh Intercepts were signifi­
cantly higher than the fifth intercept. Thus, the demand for 
total meat tends to be stronger during the first sixteen weeks 
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Figure 9. Four-week intercepts for dynamic consumer demand 
equation for total meat 
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of the year and during October than any other time. This 
result is not surprising after the analyses of the demand for 
oeef arid pork since these two meat items are the major com­
ponents of total meat. 
A.L.S.-l was not applied to the equation which contained 
2 
seasonal dummy variables. Since the 11 d11 and s statistics 
from the comparable static equation were so near two and the 
estimate of (3-^ was not significant in any of the equations 
fitted to the four-week observations, it was felt that little 
additional information would ce obtained from A.L.S. estima­
tion . 
In equation four A.L.S.-l was applied to the equation 
after deleting the shift variables. Again, the only signifi­
cant coefficients are the coefficients of the price of total 
meat and the price of other meats. However, the fit of the 
equation is poorer than any of the previous fits and explains 
only acout 69 per cent of the total variation in consumption. 
Summary of the analyses of the demand for total meat 
In all of the equations which contained shift variables 
and were fitted to the thirteen-week observations, the co­
efficient of the price of total meat was not significantly 
different from zero. However, estimation of the same equa­
tions using four-week observations resulted in a significant 
coefficient of the price of total meat. Based upon these 
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results, it appears that for periods of four weeks a change 
in the price of total meat causes significant changes in the 
quantity of total meat demanded which are in the opposite 
direction to the price change. However, for periods of 
thirteen weeks, total meat consumption does not appear to be 
significantly related to the price of total meat. An explana­
tion of these results may be related to changes in the compo­
sition of the consumers1 purchases of total meat in the 
thirteen-week period rather than in the quantity of meat pur­
chased. Thus, when the price of meat rises, the consumer may 
purchase approximately the same quantity of a lower grade 
meat. 
The negative coefficient of lagged quantity in all of 
the dynamic equation is consistent with the comparisons of 
the magnitudes of the static direct price elasticities. How­
ever, only in the equations fitted to the four-week observa­
tions was this coefficient significant. Based upon the esti­
mate of the elasticity of adjustment of 1.164, actual con­
sumption would be within one-half of one per cent of the new 
equilibrium level of consumption within twelve weeks after a 
change in the price or income. 
The equations which contained the dummy variables re­
vealed a significant shift in the demand for total meat 
within the span of a year even though prices and income remain 
constant. In all equations the demand tended to be stronger 
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during the winter than at any time of y ear. However, the 
demand for total meat tends to strenghthen during the fall, 
especially during October, compared to the spring and summer 
demand. 
The magnitude of the seasonal shifts in the demand for 
total meat were somewhat more pronounced in the equations 
which were estimated by A.L.S.-l. However, in only one equa­
tion, equation two in Table 16, was the A.L.S.-l estimates 
significantly better than the comparable L.S. estimates. In 
this particular equation the 11 d11 gave an inconclusive test 
for correlation in the residuals and the s^ statistic gave a 
non-significant test for correlation in the residuals of the 
L.S. equation. Thus, the A.L.S. estimation procedure appeared 
to be a more powerful test of the independence of the resid-
p 
uals than either the "d11 or s statistics. 
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SUGGESTIONS FOR FURTHER STUDY 
The results of this study provide a certain amount of 
empirical evidence that the distribution of the lag is not 
identical for all variables in the demand equations. However, 
the A.L.S. estimation procedure can be adapted to estimate 
the parameters of models which contain different distribu­
tions of lags. For example, consider the simple demand 
equation : 
CO x Î CO 
(l) Yt = ao + ai Z X xit_j + bi 2 fi. x^t-j 
j=o j=o 
-i < X > jJi> < i 
where is defined as the quantity of the commodity purchased 
during time period t, the are current and lagged prices 
of the commodity, the X^t_j are current and lagged income, 
and the assumption is made that the lagged coefficients can 
be approximated by converging geometric series such that : 
a^y-i — X a^_ —1 ^  X1 
(%) 
fci+l = /^bi -Kflcl 
wnere X and jj, are the parameters of the distribution of the 
lag with respect to changes in prices and income, respec­
tively . 
Equation 1 may be simplified by extending the procedure 
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suggested by Koyck. Lagging equation 1 one period and multi­
plying the results by X yields: 
(•3) X= 3qX + a^ S X x]_t-j + b^X 2 ^  X2t-j 
j=l j=l 
Subtracting equation 3 from equation 1 gives : 
(4) Yt = aQ(l - X) + aixit + blX2t 
+  D1 (  f l  - X ) S fi. X2t-j + X Yt-1 
j = l 
Lagging equation 4 one period and multiplying the results by 
fX yields: 
(5; ftYt_1 = aQ( 1 -  \ ) f j .  +  a1f^xit-l + bl^ x2t-l 
+ + X^.yt_E 
j=% 
Subtracting equation 5 from equation 4 and collecting terms 
yields : 
(6) Yt = Bq( 1 - \ ) { 1  -  j j . )  +  sixit ~ al/^Xlt-l 
+ blX2t - bl^X2t-l + ( + X)Yt_i 
-  X /XY c_ 2  
In equation 6 current consumption is g function of cur­
rent and lagged price and income and tne two previous levels 
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or consumption. The addition of an error term, u%, and esti­
mation of equation 6 by L.S. does not insure unambiguous esti­
mates of the five parameters in the equation. However, a pro­
cedure similar to A.L.S. is applicable in the estimation of 
equation 6. For example, if the variables ere defined es 
deviations from their respective means (these deviations will 
be denoted by small letters), the Aj_, X, and Ci matrices for 
A.L-S. oecome: 
(7.1) Aj_ = 
1 
- H - i .  0 0 0 0 
0 0 1 -X, 0 0 
0 0 0 
~'
Dli 1 -F-i 
0 
~
ali 0 0 1 - X i  
(?.%) X = 
llt x 
xlt-l 
x2t 
xkt-l 
yt-i 
yt-2 
(7.-3) Ci = [-ali, -bji, cliXi, 
"
(F*i + X i ), XifljJ 
where the subscript i denotes the ith trial value for the 
parameters, and x^ is a row vector of observations on X^, 
etc. 
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However, only IT the errors in equation 1 possess a very 
special structure will the errors in equation 6 be uncorre­
cted . Consequently, iï tne errors in equation 6 Pre assumed 
to follow a first order sutoregressive scheme : 
(8) ut = /3uz_± + et 
where ( 3  is the autocorrelation coefficient, the u% are the 
errors in equation 6, and the e% sre normally and independent­
ly distributed with zero mean, constant variance, and are 
uncorrelated with the predetermined variables of the equation. 
The reduction of equations 6 and 8 similar to the reduction 
presented in the Chapter of Econometric Considerations yields: 
(9) Y-ç = &q(1 — A. ) ( 1 — l*L ) ( 1 - + aiX]_t 
- a-j_( f l  + f 3 ) Xit_i + a-^/? xlt-2 + blx2t 
-  X  +  P  ) x 2 t - l  +  b l ^ P  X - c t - 2  
+ { [L + X + ~ OfL + X)y5 
+ + 
^X/?Yt_3 + et 
A.L.S.-l may now be applied in the estimation of the para­
meters of equation 9. The transpose of the Aj_ matrix, A^, 
and the X and C1 matrices for A.L.S.-l are defined as: 
(10.1) A± = 
(lO.b) 
(10.3) C* = 
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1 0 0 0 0 
-94/A) 0 0 ~8li ~ali 
0 0 sliA sllALi 
0 1 0 0 0 
0 - (X1+P1 ) 
~
bli 0 ~bli 
0 xA bliA. 0 blAi 
0 0 1 1 . 1 
0 0 
-(^ 1 +/^ i ) -(X, +p^ ) -(Xj. +f-i) 
0 0 xA Xjf^i 
"xlt 
xlt-l 
xlt-2 
x%t 
X = 
x2t-l 
x2t-2 
%t-l 
yt-% 
yt-3 
pali > an( /li + P i) > "alifLi^ i> -bli > 
but Xi + /^1 ) » - b liXi/?!, -( fx i +• Xi + /3i), 
E ^ i  +  Xi)/?i + XiHi] » - Xif.iA] 
where the subscript i denotes the ith trial value of the 
parameter. 
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The use of A.L.S.-l in the estimation of lag models such 
as equation 9 above would provide a vaxia statistics! test of 
the hypothesis of equal lag distributions for two or more 
variables. This model would reduce any specification bias 
caused by the assumption of identical lag distributions for 
all variables in the demand equation. 
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SUMMARY 
Dynamic Aspects of the Demand for the Selected Meat Items 
The comparisons of the static elasticities from thirteen-
week and four-week observations indicated a different type of 
lag distribution for direct price and income changes in every 
set of equations. When the direct price elasticities sug­
gested an under-adjustment of actual consumption due to s 
change in price, the income elasticities always suggested an 
over-adjustment of actual consumption due to a change in 
income. However, of the lag distributions which were sig­
nificant in the dynamic analyses, the types of adjustment 
were the types suggested by the static comparisons of the 
direct price elasticities. As a result, the assumption which 
was made in tne dynamic analyses that the distribution of the 
lag is identical for all variables does not appear to be 
realistic. 
The dynamic analyses indicated that consumers tend to 
adjust beef consumption within four weeks to the new equi-
licrium level which results from a change in prices or in­
come . However, changes in prices and income cause an over-
adjustment of fryer and total meat consumption end an under-
adjustment of pork consumption for periods of four weeks. 
For these meat items, the length of time required for the 
consumer to adjust to within five per cent of the new equi­
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librium level of consumption after a change In prices or 
income was estimated to be eleven weeks, thirteen weeks, 
and seven weeks, respectively, for pork, fryers, and total 
meats* 
Tables 21 and 22 present selected short-run and long-run 
elasticity estimates obtained from the dynamic equations which 
gave the better fits of the thirteen-week and four-week 
observations, respectively. In comparing the elasticities 
presented in these tables, the reader should note that in 
Table 21 the results of the equation representing the demand 
for fryers, although yielding the better fit, is questionable. 
The period covered by the data was relatively short, however, 
the demand for fryers may contain a specification bias because 
of a significant trend which was not properly accounted for. 
Also, in Table 21 the equation representing the demand 
for pork contained, in addition to the variables indicated, 
the slope dummy. Since the coefficient of the slope dummy 
was non-significant, only the coefficient of the price of 
pork was used in computing the direct price elasticity 
estimate. 
*If K is the number of periods required for adjustment 
to within five per cent of the new equilibrium level of con­
sumption, the formula for determining N is 
wnere is the elasticity of adjustment. 
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Table 21. Selected statistics from regression estimates of dynamic consumer demand equat 
Source Elasticity 
Equa­ Table Equation Dependent of Elasticit 
tion number number variable adjustment PBt Ppt 
Short-run 
I 4 V Ret l.l508b (.2411) 
-.6640*** 
(.2165) 
.4786*** 
(.1470) 
II 9 IV Qpt .95l2b 
(.2240) 
.6662* 
(.3409) 
— e7622*"«"* 
(.2039) 
III lit V %t 1.3455° 
(.1805) 
1.0190 
(.8096) 
.9644* 
(.5363) 
17 19 IV %t l.0990b 
( .4674) 
Long-run 
V 4 V OBt [- -5767 _ •14.48o<a11< o.4441 0 
1 
1 
1 
1
—
1
 
8
 
V
 C
M
 
&
 
-
3
V
 
'
 
8
 1 
1 
1 
VI 9 IV Qpt [ .6986 0.229<a21<0.903J -.7986 |-2.450<a22<0.56y 1 - a 
VII 14 V Opt [ .7491 -0.526<a3l<2.i85l .7104 |-0.lll<a32<1.683j 1-1.; 
VIII 19 IV %t [" 
^Standard errors are presented in parentheses below the short-run estimates and appro: 
long-run estimates. 
bNot significantly different from one at the 10 per cent level. 
^Significantly different from one at less than 10 per cent level. 
***Significantly different from zero at less than 1 per cent level. 
•frit-Significantly different from zero at less than 5 per cent level. 
^Significantly different from zero at less than 10 per cent level. 
luations for selected meat items and a thirteen-week observation period* 
Lcity estimates with respect to: Method of 
Fpt %t Pot ^t estimation 
-.0119 -.3521 .4249* A.L.S.-l (.0589) (.2537) (.2244) 
.2508** -.4026 .1779 A.L.S.-l (.0923) (.4699) (.3602) 
-.9308** -.6206 .2758 A.L.S.-l 
(.3576) (1.5066) (.7066) 
.0962* -.2127 
-.3944 .2888 A.L.S.-l 
(.0446) (.2928) (.4097) (.2058) 
-.0103 
-0.lii3<&i3<0.l8lj 
.2626 
-00 <a23< oo 
-.6878 — 
-1.994<a33<0.452j 
.087K 
- 00 <a^3< œ 
.1934 
-.3060 .3680 
£-1.17ôca-^O.5ldj [ - 00 <al6< co 
.4223 .1867 
^1.680<a2^<l. 213j [-0.746<a26<0.788] 
.4587 .2068 
[-3.084<a3£<2.092j [-0.9l8<a3 6<1.29ÔJ 
.3587 .2629 
-, r '*-7^ "l r ' -, r -1 J |-2.911<aa<0.837j [-1.713^<2.736J [ -00 <a^&< 00 j 
A.L.S.-l 
A.L.S.-l 
A.L.S.-l 
A.L.S.-l 
proximately 95 per cent confidence intervals are presented in brackets below the 
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Table 22. Selected statistics from regression estimates of dynamic consumer demand equations 
Source Elasticity 
Equa- Table Equation Dependent of Elasticity es-
tion number number variable adjustment ?Bt Ppt 1 
Short--run 
I 5 III Q&t l.i475b 
(.1085) 
-.7258*** 
(.1452) 
.4986#**-
(.1144) 
-  • (  
( • (  
II 10 IV Qpt .6729° 
(.1179) 
.4787*-*-»-
(.1305) 
-.4958*** 
(.1023) 
.] 
( . (  
III 15 IV 9pt 1.3923° 
(.0926) 
-.3975 
(.3657) 
-.3321 
(.3163) 
-2.1 
(.2 
17 20 III %t l.l648d 
(.0952) 
.] 
( . c  
Long-run 
V 5 III . %t —  —  r '*6327 -1 l-1.219<a11<0.523j 
.U332 
- 00 < a^2 < oo 
r -,C 
1-0.200< 
VI 10 IV Qpt — —  .7120 
- 00 <&21< 00 
-7359 
|-1.699<a22<0.632j r *2 1 - 0 0  <  
VII 15 IV Opt -.2862 
J-1.023<a31<0.480] 
-.2372 
U0.879<a32<0.428j 
-1.8 
|-3.962< 
VIII 20 III QMt r *° 
[_0.079< 
^Standard errors are presented in parentheses below the short-run estimates and approxima 
long-run estimates. 
bNot significantly different from one at the 10 per cent level. 
^Significantly different frcm one at less than 1 per cent level. 
^Significantly different from one at less than 10 per cent level. 
•SBBî-Significantly different from zero at less than 1 per cent level. 
•^Significantly different frcm zero at less than 5 per cent level. 
•«•Significantly different from zero at less than 10 per cent level. 
ions for selected meat items and a four-week observation period3 
y estimates with respect to: 
Ft Mt Pet *t 
Method of 
estimation 
-.018? 
(.0613) 
.l77CHHttt 
(.0462) 
-2 .4901-sbh:-
(.2165) 
.1020*-** 
(.0365) 
-.6707*** 
(.1593) 
-.3774 
(.2395) 
-•3045* 
(.1880) 
2.8707*** 
(.7555) 
.0759 
(.1978) 
.3967** 
(.1635) 
.1706 
(.1181) 
.8788## 
(.4043) 
.2302** 
(.0969) 
L.S. 
A.L.S.—1 
A.L.S.-l 
L.S. 
-.0160 
,200<a13<0 
.2617 
CO < < CD. 
).139] 
] 
-1.8405 
,962<a33<0.356j 
.0883 -.5758 
_ -.3280 
[-1.109<al5<0.43lJ 
-.4511 
[-1.54l<a2^ <0.722j 
r 2.1153 -, 
[ 0.083<a3^ <4.042J 
.0655 
,079<aU3<0.208] [-1.557<aitit< 0.375] [-0.l85<ai;5<0.328] 
.31.52 
[ -<» <ai6<® J 
[ • 2537 -co <a25<<*> ] 
r *6503 -1 |0.106<a35<1.184j 
.1973 
L"00 <£46<® J 
L.S. 
A.L.S.-l 
A.L.S.-l 
L.S. 
)ximately 95 per cent confidence intervals are presented in brackets below the 
168 
One comparison, however, Is available between the short-
run parameters of the pork arid fryer equations in Table 21. 
Since the income elasticities of equations two and three are 
not significantly different from zero, according to the 
Slutsky equation, the coefficient of the price of fryers in 
equation two should be approximately equal to the coeffi­
cient of the price of pork in equation three. In fact, the 
estimates of these coefficients were 0.0212 and 0.0205, re­
spectively. In addition, each coefficient was significantly 
different from zero. Thus, the two cross-price elasticity 
estimates presented in Tfble 21 do not appear to be inconsis­
tent with tne theoretical derivation of the S lutsky equation. 
Since "true" long-run elasticities should remain invari­
ant to the length of the period of observation, comparisons 
can be made between the estimated long-run elasticities pre­
sented in equations five-eight of Tables 21 end 22. The 
largest difference between the elasticity estimates in the 
beef equations, equation five, is less than 0.06. Thus, the 
point estimates of the elasticities of demand for beef appear 
to be fairly consistent. Comparisons of the long-run elas­
ticity estimates in the pork equations, equation six, reveal 
that the largest difference in the point estimates of the 
elasticities is less than 0.07. However, similar comparisons 
of tne long-run elasticity estimates in the fryer and total 
meat demand equations, equations seven end eight, reveal 
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differences as large as 2.58 and 0.38. 
The differences in the estimates of the long-run elas­
ticities are probauly due to specification bias in the two 
equations. In the total meat equations, substitutions between 
grades and types of me?t purchased and changes in the quan­
tity of the additional services purchased (e.g., individually 
wrapped and packaged cuts, pre-sliced meets, etc.) along with 
the meat items may account in part for different estimstes of 
the long-run elasticities for different periods of observa­
tion. In such situations, the dependent variable in the 
demand equations for periods of ocservation of different 
lengths may in fact be measurements on two completely differ­
ent types of commodities. 
Tables 21 and 22 also indicate that little confidence 
can be placed in the estimates of the long-run elasticities 
octained from the distributed lag model investigated in this 
study. Only four out of a total of thirty-eight confidence 
intervals computed for the estimates of the long-run elas­
ticities did not include zero. Furthermore, ten of the 
thirty-eight confidence intervals ranged from plus to minus 
infinity. 
Seasonal Shifts in the Demand for the Selected Meat Items 
Given constant prices and income there were significant 
shifts in the demand for each of the meat items investigated. 
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However, these shifts were not adequately explained by the use 
of the temperature variable- On the other hand, the use of 
seasonal dummy variables indicated that certain holidays, 
especially Easter, July 4th, Thanksgiving, and Ghirstmas, can 
be related to shifts in tne demand for the selected meat items. 
The demand for beef was significantly stronger during the 
first eight weeks of the year than during hay. The largest 
single shift detected was approximately a one pound per capita 
increase in demand during the first four-week period compared 
with the previous four-week period which included Christmas. 
During the second four-week period, the demand decreased by 
about four tenths of a pound per capita compared to the demand 
during the first four-week period. This shift in demand was 
the second largest shift during the year. Except for these 
two periods, the demand for beef, in general, appears to 
weaken slightly during the summer and become stronger in the 
fall. However, the shifts in the summer and fall were not 
significantly different from the demand during Kay. 
In general, the demand for pork was significantly 
stronger during the winter and fall than during the spring 
and summer. During the four-week period which included Easter 
there was an increase in the demand for pork of approximately 
three tenths of a pound per capita compared to the previous 
four-week period. Also during December, probably as a result 
of Christmas hams, the demand for pork was approximately 
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three tenths of a pound per capita greater than the previous 
four-w^ek demand. There was some indication that the demand 
for pork became somewhat more inelastic during the first and 
second quarters, however, the hypothesis of equal slope 
throughout the year was never rejected. 
The demand for fryers tended to be stronger during the 
summer than at any other period of the year. This strengthen­
ing of the demand for fryers was procably the result of a 
shift to the left in the demand for pork, the strongest sub­
stitute for fryers, a reduction in oven cooking, end an in­
creased number of outings such as picnics, etc., during the 
summer. Such explanations of the shifts in the demand for 
fryers are consistent with the fact that the strongest demend 
for fryers occurred during July. However, the largest single 
shift compared to the previous four-week period, a decrease 
of approximately one quarter of a pound per capita, occurred 
during November. This shift is pro cacly related to a rather 
strong increase in the demand for turkey and roe sting fowl 
during Thanksgiving. The second largest shift compared to 
the previous four-week demand, a decrease of approximately a 
tenth of a pound per capita, occurred during December. This 
shift is probably the result of the substitution of turkey, 
roasting fowl, and ham for fryers during Christmas. 
The seasonal shifts in the demand for total meat display 
the general pattern one would expect from the beef and pork 
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analyses. The demand was significantly stronger during the 
fall and most of the winter than during hay. As was the case 
of both beef and pork, the demand for total meat was the 
strongest during the first four-week period of the year. 
Also, compared to the previous four-week period, Easter and 
Thanksgiving probably caused the demand for total meat to 
increase by about two tenths of a pound per capita and de­
crease by one tenth of a pound per capita, respectively. 
These shifts are procably related to a stronger demand for 
ham and turkey during the respective periods. 
Autoregressive Least Squares Estimation 
The L.S. estimation procedure indicated a significant 
dynamic demand relationship in only one equation, the demand 
for total mer-t using dummy variables and four-week observa­
tions . However, A.L.S.-l estimation significantly improved 
the fit of the demand equations for pork and fryers and indi­
cated significant dynamic demand relationships in these equa­
tions for four-week observations. Thus, the L.S. assumption 
of independent errors in these equations was a highly ques­
tionable assumption. 
As is indicated by the comparisons in Table 2-3, estima­
tion by A.L.S.-l revealed that autocorrelated errors occurred 
in more than half of the equations which were fitted to 
thirteen-week observations and in only one equation which was 
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Table 23. Comparisons of selected parameter estimates obtained by three procedures 
L.S. vs. A.L.S.-l 
Number of Number of cases 
Comparison comparisons L.S. A. L.S.-
Thirteen-week observations 
I Equation contains significant 
autocorrelation in residualsa 12 2 7 
II Static income elasticity significantly 
different from zero 8 2 5 
III Short-run income elasticity 
significantly different from zero 6 2 3 
17 Elasticity of adjustment significantly 
different from one 
Four-week observations 
6 0 1 
I Equation contains significant 
autocorrelation in residuals3 6 2 1 
II Static income elasticity significantly 
different from zero 6 3 2 
III Short-run income elasticity 
significantly different from zero 6 3 1 
IV Elasticity of adjustment significantly 
different from one o 1 3 
aAt the 5 per cent level as measured by the d-statistic in the L.S. equations an 
in the respective A.L.S.-l and A.L.S.-2 equations. The probability level is only app 
lures 
A.L.S.-l vs. A.L.S.-2 
cases Number of Number of cases 
L.S.-l comparisons A.L.S.-l A.L.S.-2 
7 5 5 2 
5 2 0 1 
3 3 0 1 
1 2 10 
1  1 1 1  
2 0 0 0 
1 2 0 0 
3  2  1 0  
ns and as measured by the estimates of j3-j_ and j, 
y approximate. 
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fitted to the four-week observations. The comparisons also 
indicate that in approximately 44 per cent of the equations 
investigated the assumption of independent errors in the equa­
tion was unrealistic. Furthermore,, the A.L.S. estimation 
procedure provides a more powerful test of the hypothesis of 
independent residuals than either the Durbin-Watson or Hart-
von Neumann tests. 
The cost of estimating an equation by A.L.S.-l depended 
upon the accuracy of the initial estimates. However, with 
the IBM 650 programs used in this investigation, the cost of 
estimation by A.L.S.-l was approximately three to five times 
the cost of obtaining L.S. estimates of the parameters. The 
additional cost of A.L.S.-2 estimation compared to A.L.S.-l 
estimation was very small. 
In the equations which were estimated by A.L.S.-l and 
A.L.S.-2 the estimates of the parameters differed very little 
even when the second order autocorrelation coefficient was 
significantly different from zero. Thus, the assumption of 
higher order autoregressive errors does not appear at present 
to be the most profitable area for further investigation with 
models of the type used in this study. Perhaps the more re­
warding area for future investigations would be the investiga­
tion of models of the type suggested for further study, i.e., 
those models which permit different distributions of lags for 
the variables. 
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CONCLUSIONS 
The results of this study indicate that properly formu­
lated lag models are useful in explaining consumer demand. 
These models can provide valuable information which is impos­
sible to obtain from static models. For periods of observa­
tion as short as four weeks, there appear to be significant 
lags in tne consumer demand for certain meat items. In addi­
tion to these lags, there are significant and interrelated 
shifts in the demand for meat items which can be identified 
by the use of dummy variables. 
The short-run information of the type obtained in this 
study is important to the retailer, packer, processor, and 
producer in making optimum economic decisions as to the timing 
of purchases and sales. Also, optimum storage programs which 
involve changes in inventory car. only be made by correctly 
anticipating lags and shifts in the consumer demand for meet 
items and acting accordingly. 
Little confidence can be placed in the point estimates 
of the long-run elasticities which were obtained in this study 
because of the large confidence intervals associated with 
these elasticities. Thus, the results of the study are prob­
ably more useful for short-run predictive purposes than for 
long-run policy purposes. 
In the estimation of static demand equations, the A.L.S. 
estimation procedure provides estimates of the parameters 
176 
which are just as efficient or more efficient than the L.S. 
estimates. Given the A.L.S. assumptions, the estimstes of 
the parameters in distributed lag models are asymptotically 
normal, consistent, and completely efficient when the likeli­
hood function is unimodal. Thus, the estimstes obtained for 
the parameters of lag models by A.L.S. have more desirable 
properties than the comparable L.S. estimstes. 
The comparisons of L.S. and A.L.S. estimstes presented 
in the study indicate that even in static economic equations 
the assumption of independent residuals is often unrealistic. 
However, the A.L.S. estimation procedure, though quite naive, 
provides an operational method of obtaining parameter esti­
mates under more general assumptions than the usual L.S. 
assumptions. In addition, estimates of the autocorrelation 
coefficients and the variances and covariances of the coeffi­
cients are obtained in the estimation process. This addi­
tional information is not obtained in the procedure used by 
Hildreth and Lu (20). 
The Durbin-Watson and Hart-von Neumann tests of the 
hypothesis of independent residuals are not powerful tests. 
Even in those equations where the Durbin-Watson test is 
appropriate i.e., the static equations, the test was of very 
low power. 
The two IBM 650 programs used in the estimation of equa­
tions by A.L.S. are fairly efficient and quite flexible in 
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the types of estimation which may be performed. Modifications 
of these or similar programs could be used in the estimation 
of other economic models e.g., the models suggested for fur­
ther study, which are non-linear in the pprameters. 
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Table 21*. Four-week intercepts for static and dynamic consumer demand equations foi 
Source Four-week i 
Equation Table Equation D1 D2 D3 d4 D5 D6 I 
I 2 III 5.609 5.059 4.894 4-718 4.667 4.664 4.< 
II 5 III 6.382 5.963 5.718 5.543 5.444 5.444 5.1 
III 7 III 3.062 2.718 2.650 2.969 2.417 2.368 2.5 
IV 7 IV 3.119 2.777 2.710 3.027 2.476 2.426 2 .2  
V 10 III 3.176 2.831 2.753 3.070 2.528 2.463 2.3 
VI 10 IV 2.069 1.747 1.784 2.112 1.461 1.582 1.5 
VII 12 III -.0718 -.0638 -.0441 .0221 .0603 .0841 .1 
VIII 12 IV -.lOliô -.0963 -.0763 -.0110 .0319 .0604 .1 
IX 15 III -.0927 -.0872 -.0667 -.0005 .0384 .0628 .1 
X 15 IV .4010 .4688 .4774 .5307 *6115 .6699 .7 
XI 17 III 9.5 70 8.808 8.662 8.809 8.326 8.290 8.2 
XII 20 III ll.lLi 10.534 10.22a 10.391 9.902 9.791 9.6 
for beef, pork, fryers, and total meat 
ek intercepts 
D? d8 d9 D10 D11 d12 d13 
4.621 4.641 4.595 4.659 4.776 4.790 4.590 
5.415 5.414 5.372 5.417 5.566 5.582 5.372 
2,265 2.266 2.517 2.686 2.771 2.787 3.107 
2.326 2.325 2.576 2.746 2.828 2.845 3.167 
2.356 2.354 2.606 2.785 2.669 2.890 3.210 
1.537 1.550 1.796 1.871 1.940 1.912 2.246 
.1401 .1353 .1056 .0933 .0132 -.2111 -.2981 
.1157 .1119 .0827 .0724 -.0104 -.2409 -.3229 
.1181 .1129 .0838 .0730 -.OO83 -.2337 -.3153 
.7372 .7598 .7205 .6970 .6087 .3501 .1921 
8.207 8.240 8.382 8.646 8.756 8.590 8.662 
9.696 9.689 9.837 10.127 10.281 10.133 10.182 
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Operating Instructions for the IBM 650 
Autoregressive Least Squares Programs I and II* 
Program decks 
Two FOR TRANSIT programs have been written for A.L.S. 
estimation using the IBm 650 computer equipped with a 4000 
word storage capacity. Hereafter, these programs will be 
referred to as: 
( 1) Program I 
(2) Program II 
Types of estimation 
(1) Type 1: Least squares estimation with independent 
errors — Type 1 estimation may be performed with 
programs I and II by making use of control card 2 
and the three start vector cards. If r is the num­
ber of parameters for the exogenous variables, X^, 
r+1 is assumed to be the parameter of the lagged 
dependent variable, Yt_]_. In program I, r+2 
(program II, r+2 and r+3) is (are) the parameter(s) 
of the autoregressive error. Thus, by fixing row 
r+2 in program I ( r+2 and r+3 in program II) in 
*These IBM 650 A.L.S. programs were written by Mr. Dale 
D• Grosvenor (14), a graduate student in the Department of 
Statistics at Iowa State University, Ames, Iowa. 
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control card 2 and by setting ail initial parameter 
estimates in the three start vector cprds at zero, 
least squares estimates of the parameters are ob­
tained under the assumption that the errors in the 
equation are independent. Type 1 estimation is 
non-iterative, hence, the address selection switches 
of the IBM 650 console should ce set at 274 7 for 
program I (2268 for program II) and the control 
switch set to ADDRESS STOP after the program deck 
has been read into the IBM 650. When the program 
stops, perform Special Operations (2-e)-(2-i) to 
obtain the inverse matrix. Special Operations (3) 
applies for Type 1 estimation. 
(2) Type 2: Least squares estimation using first dif­
ferences with independent errors — Type 2 estima­
tion may be performed with programs I and II by mak­
ing use of control card b and the three start vector 
cards. Type & estimation is accomplished by fixing 
row r+2 in program I (r+2 and r+3 in program II) in 
control card 2. Nest, the r+2 initial parameter 
estimate is fixed at one, and all other initial 
parameter estimates are set at zero in the three 
start vector cards. Type 2 estimation is also non-
iterative, thus, the use of the address selection 
and control switches presented for Type 1 estimation 
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must be performed in order to obtain the inverse 
matrix. 
(3) Type 3: Autoregressive least squares estimation 
with a first order autoregressive error — Type 3 
estimation may be performed with programs I and II. 
Program I does not require any special operations 
for Type 3 estimation. To perform Type 3 estimation 
with program II, the r+3 row must be fixed in con­
trol card 2, and the r+3 initial parameter estimate 
must be set to zero in the appropriate start vector 
card. Type 3 estimation is iterative. 
(4) Type 4: Autoregressive least squares estimation 
with a second order autoregressive error — Type 4 
estimation may be performed with program II only. 
Program II, however, does not require any special 
operations for Type 4 estimation. Type 4 estimation 
is iterative. 
Matrix format 
The elements of the sums of squares and cross-products 
matrix, the XX1 matrix, are punched in row order starting with 
row one. All elements of the XX' matrix must be punched. The 
cards of the XX' matrix are 7 per card non-load cards consist­
ing of eight ten-digit words. No blank columns are permitted, 
thus, all unspecified columns and columns 71-80 are zeros. 
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All words are in floating point arithmetic where the units and 
tens position in each word are used to locate the decimal 
(1.0 is punched as 1000000051). All words have an overpunch 
in the units position to indicate the sign ( Y overpunch for 
positive and X overpunch for negative). Tables 25 and 26 
present, respectively, the formats for all input and output 
cards associated with programs I and II. 
In order that the XX' matrix conform with the A.L.S. 
programs, the variables in the X' matrix must appear as column 
vectors in the following order: 
(1) Program I; 
x' = (xlt, xlt_1, x^t, x2t_1, xrt, xrt_1, 
Yt-1' Yt-2' D1V D2V Dst' Yt^ 
(2) Program II ; 
X1 = (Xlt, X-j_t_2, ^it-2' %2t' X2t-1> ^ct-2' *'•' 
^rt' ^ rt-1» Xrt-2' Yt-lJ Yt-2' Yt-5' 
Dlt' D^t' *"3sV Yt^ 
Note that tne dependent variable, Y^, always appears in the 
last row and column of the XX' matrix. 
Dummy variables 
Dummy variables, the Dj_t above, are not required in the 
XX' matrix. The dummy variables which appear to the right of 
the lagged dependent variables above are defined as intercept 
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dummies. For example, given quarterly observations, four 
intercepts may be desired. Thus, D]_^ would be one for the 
observations during the first quarter and zero for all other 
quarters, would be one for the observations during the 
second quarter and zero for s 11 other quarters, etc. Conse­
quently, when Types 1 and 2 estimation are desired and all 
observations ';re expressed as deviations from their respec­
tive means, only three dummy variables need appear in the XX1 
matrix. The fourth intercept, the constant term of the fitted 
equation, is obtained as a result of types 1 and 2 estimation. 
The intercepts for the three dummy variables which appear in 
the XX' matrix are then computed in the usual manner from the 
constant term of the equation and the coefficients of the 
dummy variables. 
To obtain estimates of the four quarterly Intercepts using 
estimation procedures Types 3 and 4, all four dummy variables 
should appear in the XX' matrix. The XX' matrix should also 
be expressed as the uncorrected sums of squares and cross-
products for all the variables. The coefficients of the dummy 
variables obtained by fitting the equation in this manner are 
the four intercepts including the effect of the autocorrela­
tion coefficients. This procedure is recommended to avoid 
obtaining a singular matrix when dummy variables involving 
ones and zeros are desired in equations to be fitted by Types 
3 and 4 estimation. Dummy variables which may be lagged 
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without causing singularity in the matrix to be inverted may 
be entered directly into the XX' matrix just es any other exo­
genous variable i.e., the dummy variable followed by its 
appropriate lagged values. 
Dimensions 
As is indicated above, program I can perform all the 
operations of program II except for Type 4 estimation. How­
ever, for Types 1, 2, and 3 estimation, program I may be used 
to estimate equations containing a larger number of parameters 
than program II. Due to the 4000 word storage capacity of the 
IBM 650, the A.L.S. programs I and II are written for an XX' 
matrix which may not exceed 26x26. The maximum number of 
parameters, L, which may be estimated with the A.L.S. programs 
must meet the following restrictions: 
( 1) Program I.: 
k = 20 > r + s + 2 where 2r + s + 3< 26 
(2) Program II: 
k = 14 > r + s + 3 where 3r + s + 4 < 26 
r is the total number of current exogenous variables, 
Xj_^(i = l. . -r), and s is the total number of dummy variables, 
D ( 1=1. . • s ) . 
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Console settings 
Storage Entry : 70 3952 3999+ 
Address Selection: xxxx 
Switches : Programmed STOP 
Half Cycle RUN 
Display 
Overflow 
Control RUN (except Types 1 and 
2 estimation) 
PROGRAM REGISTER 
SENSE 
Error STOP 
Control panel wiring 
Standard FOR TRANSIT objective program panel wiring. 
Listing of output 
Standard listing for 8 ten-digit signed words. 
Operation of Programs I and II (all types estimation) 
(1) hake proper console settings, insert FOR TRANSIT 
objective program panel into the IBM 533 (or the 
Statistics Laboratory, Iowa State University, 
combination panel with switch settings 4 and 3), 
and place blank cards into the punch hopper. 
(2) Ready the read hopper with: 
(a) Appropriate program deck 
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(b) Control cards 1 and 2 
(c) Data cards 
(d) Three start vector cards 
(3) Depress computer reset key ; program start key ; and, 
when the read hopper empties, end-of-file key. 
(4) At the conclusion of the program, run cards out of 
the punch feed and discard the first and last cards. 
(5) The remaining cards will be: 
(a) For each job: Control cards 1 and 2 
(b) For each trial: 1/&, d.f., TSS, ESS, MSE, 
RSS, R2 
(c) For each iteration: i, , kAo^, test^, 7(6, ) 
(d) For each job: 
1. Dimension of inverse matrix 
2. Inverse matrix in row order 
Special operations 
(1) If more than one job is to be estimated with the 
same A.L.S. program, it is only necessary to read 
the program deck into the IBM 650 once. Stroking 
jobs into the read hopper of the IBM 533 may be 
accomplished in either of two ways : 
(a) Method 1: 
1. Read the program deck into the IBM 650 
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2. Change the Storage Entry settings to 
00 3952 3999 
3. Stack jobs to be estimated into read hopper 
of the IBM 533 as follows : 
a. Control cards 1 and 2; job 1 
b. Data cards ; job 1 
c. Three start vector cards; job 1 
d. Control cards 1 and 2; job 2 
e• Data cards; joc 2 
f. Three start vector cards ; job 2 
4. Depress start key on IBM 533 
(b) Method 2: 
1. Ready read hopper of IBM 533 with: 
a. Program deck 
b. Control cards 1 end 2; job 1 
c. Data cards ; job 1 
d. Three start vector cards ; job 1 
e• Blank card 
f. Control cards 1 and 2; job 2 
g. Data cards; job 2 
h. Three start vector cards ; job 2 
i. Blank card 
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2. Depress computer reset key and program 
start key. 
The inverse matrix may be obtained at any iteration 
by the following procedure: 
(a) Depress program stop key 
(b) Set Address Selection switches to 2747 for 
program I (2268 for program II) 
(c) Set Control switch to ADDRESS STOP 
(a) Depress program start key; the program will 
stop at location 2747 (2268) 
(e) Set Control switch to MANUAL OPERATION 
(f) Set Address Selection switches to 2847 (2368) 
(g) Depress computer reset key and transfer key 
(h) Set Control switch to RUN 
(i) Depress program start key 
Type 1 estimation may be performed for a maximum of 
20 independent variables with program I (14 inde­
pendent variables with program II) by a special 
ordering of the variables in the X1 matrix and the 
proper utilization of control cards 1 and 2. To 
use this procedure, the variables in the X1 matrix 
must appear as column vectors in the following 
order : 
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(a) Program I: 
X' = ^'lt ' X2t> X3t> " ' ' ' Xrt' Yt^ 
r < 20 
(b) Program II: 
X' = (X1V Wlt' W2t> X2t> X3t> Xrt » Yt^ 
r< 14 
where columns and above must be filled with 
"garbage11 and the X^t are current or lagged values 
of the exogenous variables. Next, control card 1 
must have ten zeros punched in word 3 and r, the 
number of exogenous variables, punched in word 4. 
Control card 2 for program I must have a one punched 
in word 1 (two for program II) and a two punched 
in word 2 (two in word 2 and three in word 3 for 
program II). Finally, all start vector cards must 
be zero. The "garbage11 in the X1 matrix, which is 
necessary for the XX' matrix to conform with the 
programs, will not appear in any computations or the 
results of the programs. This procedure is non-
iterative, thus, the use of the address selection 
and control switches presented for Type 1 estimation 
must be performed in order to obtain the inverse 
matrix. 
Numerous methods may be used to obtain data cards 
in the proper format for programs I and II. How­
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ever, a special program III is available to obtain 
the d a t a cards for programs I and II from the 
standard regression programs used by the Department 
of Statistics at Iowa State University. 
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Table 25» Order and format of input cards for autoregressive least squares Programs I and II 
Card description Word 1 Word 2 Word 3 Word 4 
Control card 1 Job number Program number 
(1 or 2) 
Number of 
parameters for 
exogenous 
variables 
Number of 
dummy variable 
Control card 2b Number of rows 
to be fixed or 
skipped 
(max. of 6) 
First row to be 
fixed or skipped 
Second row to be 
fixed or skipped 
Third row to b 
fixed or skipp 
Data cards: 
Type Ie Element of matrix Element of matrix Element of matrix Element of mat: 
Type 2 Job number 1111111111 Variable number Variable mean 
Start vector 
(3 cards) 
cards Initial parameter 
estimate^ 
Initial parameter ^ Initial parameter 
estimate estimate 
Initial parame' 
estimate 
aAll cards are non-load cards consisting of eight ten-digit words. All words which repr* 
units and tens positions locating the decimal (1.0 is punched as 1000000051)• All words whicl 
considered to be on the right-hand end of the word. All words have an overpunch to indicate : 
A^ll words must contain ten punches. Words not used in fixing or skipping rows must be y 
^Matrix elements are punched in row order. Every column must be punched in every card. 
^Bach start vector card must contain a punch in every column. All unused words for a gii 
and Iia 
i 4 "word 5 Word 6 Word 7 Word 8 
* Degrees of Test criterion Blank Blank 
tables freedom for error 
i to be Fourth row to be Fifth row to be Sixth row to be Zeros 
skipped fixed or skipped fixed or skipped fixed or skipped 
if matrix Element of matrix Element of matrix Element of matrix Zeros 
mean Zeros Zeros Zeros Zeros 
arameter Initial parameter Initial parameter Initial parameter Zeros 
estimate estimate estimate 
represent continuous variables are in floating point arithmetic with the 
which represent non-continuous variables or constants are punched with the decimal 
cate sign (Y overpunch for positive, X overpunch for negative). 
t be punched as zeros. 
ard. 
a given job must be punched as zeros. 
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Table 26. Format of output cards for autoregressive least squares Programs I and II 
Card frequency Ward 1 Word 2 Word 3 
Per job Job number Program number Number of 
parameters for 
exogenous 
variables 
Numbe 
dummy 
Per job Number of rows 
fixed or skipped 
First row 
fixed or skipped 
Second row 
fixed or skipped 
Third 
fixed 
Per job Job number 1111111111 Variable number Varia 
Per trial iAb Degrees of 
freedom for error 
Total sum of 
squares 
Res id 
of sq 
Per iteration Parameter number Estimate of the 
parameter 
K multiplied by 
the estimated 
change in the 
parameter 
Test 
chang 
par am 
Per job Number of rows 
in inverse0 
Number of 
columns in 
inverse0 
Zeros 
Per job Element of 
inverse^ 
Element of 
inverse 
Element of 
inverse 
Eleme; 
inver: 
aThe NNNNM represent card number. These numbers will be in ascending order. 
^The programs require that successive error sums of squares decrease. Thus, K : 
multiplied times the estimated change in the parameter, causes the error sum of 
cThe inverse will always be symétrie. This value may not exceed 21 in program ! 
^The elements of the inverse matrix are punched in row order. The least elemenl 
II 
Word U Word 5 word 6 Word 7 Word 8 
mber of Degrees of Test criterion 
irmiy variables freedom for error 
Zeros NNNMNÛ006 
ird row 
xed or skipped 
riable mean 
sidual sum 
squares 
st of the 
ange in the 
rameter 
Fourth row 
fixed or skipped 
Zeros 
Mean square 
for error 
Variance of the 
parameter 
Fifth row 
fixed or skipped 
Zeros 
Regression sum 
of squares 
Zeros 
Sixth row 
fixed or dcipped 
Zeros 
Square of the 
multiple 
correlation 
coefficient 
Zeros 
NNNNHN0007 
NNNNNN0065 
NNNNNN0567 
MNNNN0599 
Zeros Zeros Zeros Zeros NNMNN0635 
2ment of Element of Element of Element of NNNMN0678 
rerse inverse inverse inverse 
K is taken as the largest value in the geometric series 1, 1/2, l/h, ••• which 
of squares to decrease. 
am I or 111 in program II. 
lents of the inverse may appear on card type 0686. 
