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Thesis Overview 
This thesis consists of 7 chapters and the appendices. Each chapter starts with a summary sheet 
consisting of a title, author list, and summary; if parts or the whole of the chapter has been published, 
the summary sheet details where and when, and my contribution where other authors were involved. 
Chapter 1 is an overview of chromatin organization and dynamics in the context of double-strand 
break (DSB) repair, and largely stems from a published review. It also contains additional sections 
discussing the role of modeling chromatin using polymer models, and repair choice in 
heterochromatin.  
Chapter 2 is a more specific published review of the roles of nucleosome remodeling enzymes in DSB 
repair. It also contains two important tables. One lists the composition and classifications of Swr1-
like, Snf2-like and Rad54-like chromatin remodelers in S. cerevisiae and humans. The other contains 
information about the specific subunits of these remodeling complexes and their roles in DSB repair. 
The second part of Chapter 2, a published editorial, covers my 2013 Genes and Development 
manuscript where I not only discuss the potential roles of increased DSB and genome-wide chromatin 
mobility, but also speculate on the possible mechanisms that drive this increased motion. 
Chapters 3, 4, 5 and 6 are experimental chapters: 
– Chapter 3 is a study on the dynamics of spontaneous repair foci. Importantly, this 
work also shows that cohesin and the nucleolus constrain chromatin motion. 
 
– Chapter 4 describes a set of experiments where the phenomenon of genome-wide 
increased chromatin movement in response to DNA damage checkpoint activation is 
investigated. This study shows that checkpoint activation is both necessary and 
sufficient for increased chromatin movement in response to DNA damage. It also 
implicates INO80 as being the key regulator of chromatin movement downstream of 
the checkpoint. 
 
– Chapter 5 contains a set of follow-up experiments that continues the research done in 
Chapters 3 and 4, building on previous work of Vincent Dion, Frank Neumann and 
Patrick Heun. This follow-up research combines an updated imaging regime with a 
collaboration between the group of Susan Gasser and that of French theoretical 
physicist David Holcman. This fruitful collaboration allowed us to develop a workflow 
based on polymer models that can predict local changes in chromatin structure using 
single particle analysis of chromatin loci.  
 
– Chapter 6 is a large body of experiments that elucidate how the Mre11-Rad50-Xrs2 
(MRX) and Replication Protein A (RPA) complexes can interact both at DSBs and at 
replication forks. In addition, we show for the first time that the MRX complex can 
physically link two sister chromatids together at a DSB, and that failure to do so 
reduces repair efficiency. 
Chapter 7 summarizes the main conclusions of this thesis and discusses the future directions 
subsequent research stemming from this work may follow.  
Finally, the appendices contain a list of abbreviations, my non-thesis related contributions, my 
curriculum vitae, and acknowledgments.  
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CHAPTER 1: AN INTRODUCTION TO CHROMATIN 
ORGANIZATION AND DYNAMICS IN DOUBLE-STRAND BREAK 
REPAIR 
Based on:  
Andrew Seeber and Susan M. Gasser 
 
Friedrich Miescher Institute for Biomedical Research, Maulbeerstrasse 66, 4058 Basel, Switzerland 
 
Current Opinion in Genetics and Development 2016, Volume 43, pp 9-16 
 
Summary 
Chromatin is organized and segmented into a landscape of domains that serve multiple purposes. In 
contrast to transcription, which is controlled by defined sequences and initiates at distinct sites, DNA 
damage can occur anywhere in the genome. Repair accordingly must occur everywhere, yet it is 
inevitably affected by its chromatin environment. In this introduction, an expanded version of a 
published review, we summarize recent work investigating how changes in chromatin organization 
facilitate and/or guide DNA double-strand break repair. I specifically assess how breaks are repaired, 
and by which repair pathways, in heterochromatin or euchromatin. I examine recent live-cell studies 
on the dynamics of chromatin and the mechanisms that regulate its movement, and discuss the role 
of polymer models in our quest to understand DNA damage repair and repair pathway choice.  
 
 
 
 
 
 
 
 
 
 
 
 
Author contributions: A.S. and S.M.G. wrote the manuscript. A.S. designed the figures. 
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Chromatin on the move 
It has been almost 20 years since John Sedat’s laboratory showed that chromatin in the interphase 
nucleus is mobile using live-cell imaging of GFP-tagged loci (Marshall et al., 1997). At the time this 
stood in contradiction to datasets from fluorescence recovery after photobleaching (FRAP) (Abney et 
al., 1997), and from imaging UV-induced damage in interphase chromosomes (Cremer et al., 1982), 
which both argued that chromatin position is static. On the other hand, it was obvious that chromatin 
must be able to move to enable biological events like meiotic homolog pairing, homologous 
recombination (HR), chromatin condensation and gene activation through long-range enhancer–
promoter interactions. The Sedat laboratory resolved this issue by showing that chromatin does indeed 
move randomly in both S. cerevisiae and D. melanogaster within constrained volumes, which are on a 
scale below the resolution of FRAP. This seminal work additionally showed that size does not matter 
(i.e. a yeast CEN-containing plasmid, which clusters with other centromeres, was no more mobile 
than a whole chromosome), although excised chromatin rings without a centromere move more than 
whole chromosomes (Gartenberg et al., 2004; Neumann et al., 2012). This underscores the fact that 
centromeres connect to interphase microtubules and constrain chromatin movement, at least in yeast 
(Marshall et al., 1997). Recent articles have now addressed many of the questions raised by these early 
studies, the foremost being, ‘Does chromatin movement have a biological function and how is it 
regulated?’ 
DNA damage induces chromatin mobility 
Double-strand break (DSB) repair by homologous recombination (summarized in Figure 1) with an 
ectopic or non-sister donor sequence requires a physical search for the homologous template. This 
has long been considered one of the central mechanisms that would require chromatin movement. 
Investigations into this hypothesis have led to the discovery that endonuclease-induced DSBs in 
budding yeast move more than uncleaved loci (Dion et al., 2012; Mine-Hattab and Rothstein, 2012). 
This is regulated by the DNA damage checkpoint kinase Mec1-Ddc2 (or ATR-ATRIP in mammals). 
Intriguingly, an induced DSB affects more than just the surrounding chromatin: the Rothstein group 
was the first to report an apparent increase in chromatin mobility for genomic loci far from the break 
site (Miné-Hattab and Rothstein, 2012). Later work confirmed this generalized increase in chromatin 
mobility (Seeber et al., 2013a) which, although less pronounced than DSB movement, was ATP-
dependent, sensitive to the number of DSBs induced, and dependent on checkpoint kinase activation, 
including the downstream kinase Rad53 (Seeber et al., 2013a). This link was recently shown to be 
relevant for mammalian cells, as ionizing radiation (IR) -induced damage triggers increased locus 
movement, in a manner dependent on the repair factor 53BP1 and the ATM kinase (Lottersberger et 
al., 2015). 
A recent study by the Durocher group proposed that an essential budding yeast kinetochore protein, 
Cep3, as the relevant target of the checkpoint kinase that controls chromatin movement, both locally 
and globally (Strecker et al., 2016). The authors suggested that a point mutation, cep3-S575A, which 
compromises a Rad53 phosphoacceptor site in Cep3, completely abrogated the enhanced movement 
that accompanies a targeted DSB, as well as the global chromatin movement response (Dion et al., 
2012). The authors hypothesized that damage-induced phosphorylation of Cep3 triggers a release of 
centromeres from the interphase spindle that links them to a membrane-spanning spindle pole body 
(SPB). This release is proposed to generally enhance chromatin movement. They did not detect any 
change in distance between the SPB and yeast centromeres following cut induction, but they did score, 
using a relative mean square displacement assay, an enhanced relative mobility between the SPB and 
a centromere, which was dependent on the phosphoacceptor site in Cep3. Linking this to damage, 
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they showed that cells treated with Zeocin, a radiomimetic drug previously used to induce global 
chromatin mobility (Seeber et al., 2013a), led to the declustering of kinetochores near the SPB. 
However, the cep3-S575A mutation had no effect on repair by homologous recombination. 
Unfortunately, the study failed to monitor the efficiency of DSB induction in the cep3-S575A mutant, 
leaving open alternative interpretations for the lack of increased mobility (e.g. less efficient cleavage 
or impaired checkpoint activation would similarly fail to increase mobility). Nor did they separate the 
cells they analyzed by their phase of the cell cycle. Given that there are significant differences in basal 
level mobility between G1- and S-phase chromatin (Dion et al., 2013; Heun et al., 2001), cell cycle 
effects must also be carefully controlled for. Nonetheless, this study raises the question of whether 
enhanced movement is really necessary for homology search 
.  
Figure 1: Double-strand break repair pathways. Blue protein names refer to S. cerevisiae proteins. 
If different, the corresponding human name is in brackets and brown. Proteins without a yeast 
homologue are brown with no bracket. Dashed lines indicate DNA synthesis. DSBs can be repaired 
by at least three pathways: non-homologous end joining (NHEJ) where the ends of a break are 
religated together; single-strand annealing (SSA), a template-independent (but homology-dependent) 
repair mechanism in which the copy number of tandem repeats can be reduced after DSB resection. 
Alternatively, a variety of homologous recombination mechanisms can be used to repair the break 
including break induced replication (BIR) when homology is restricted to one end, for example at a 
collapsed replication fork or uncapped telomeres. This can result in loss of heterozygosity. On the 
other hand, synthesis dependent strand annealing (SDSA), a template-dependent repair mechanism 
that proceeds without Holliday junction intermediates leads to non-crossover products. Finally, 
resolution of double Holiday junctions by resolvases lead to either crossover or non-crossover 
products. Adapted from (Heyer et al., 2010).  
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It is certainly possible that increased chromatin mobility does not necessarily facilitate homologous 
recombination. However, due to a lack of consensus in the field, this hypothesis is neither proven nor 
rejected. In opposition to the hypothesis that chromatin movement is sufficient to increase homology 
search efficiency, it has been shown that deletion of the Swr1 chromatin remodeler prevents increased 
DSB movement, yet it almost doubles the rate of HR with an ectopic repair template (Horigome et 
al., 2014). In addition, as stated above, cep3-S575A does not have increased DSB movement but 
appears to be as proficient as wildtype for HR using a number of strains carrying breaks and repair 
templates on different chromosomes (Strecker et al., 2016). In support of the link, a deletion of the S. 
cerevisiae gene RAD9, which is required for increased DSB movement, has been shown to increase the 
time it takes for a DSB to invade its template (Dion et al., 2013). However, Rad9 affects many aspects 
of DNA repair, including checkpoint activation (Sun et al., 1998) and long-range resection (Chen et 
al., 2012). Also in support of the homology search hypothesis is the finding that artificial targeting of 
INO80 to an inducible DSB increases the rate of recombination with an ectopic donor (Neumann et 
al., 2012). Moreover, cells treated with Latrunculin A, an actin depolymerizing drug which strongly 
decreases chromatin movement (Spichal et al., 2016), also exhibit a strong decrease in HR. Use of 
drugs such as Latrunculin A will, of course, affect more than just chromatin movement, and none of 
the above assays directly measures search time. A live-cell, quantitative experiment that measures 
homology search still needs to be done, and only that will prove the hypothesis right or finally lay it 
to rest. 
The 2016 Strecker et al., paper has raised a number of other confounding issues.  
1) Strecker et al. show that both telomere and centromere detachment are necessary to give rise to the 
same amount of mobility as that of a DSB. However, they later show that cep3-S575A is sufficient to 
ablate increased movement of a DSB. Since it is unlikely that cep3-S575A will lead to detachment of 
telomeres, is the release of telomeres necessary of damage induced movement? In fact, there is no 
evidence that telomeres detach from the nuclear periphery after DSB induction. In the case of global 
chromatin mobility, it has been shown for at least a single telomere that Zeocin did not change its 
nuclear position (Seeber et al., 2013b).  
2) Strecker et al. show that DSB mobility relies partially on the checkpoint kinase Mec1 (ATR), but 
deletion of TEL1 (ATM) seemingly has no effect. However, the double knockout of both proteins 
completely abrogates increased DSB movement. Furthermore, they show that Rad53, a downstream 
kinase and target of Mec1, is required for increased DSB movement. This result directly contradicts 
an earlier report that showed Rad53 is not required for DSB movement although it does stimulate 
non-break site or general chromatin movement (Dion et al., 2012; Seeber et al., 2013a). Thus, while 
genome-wide increased chromatin movement in response to DNA damage clearly requires a full 
blown checkpoint, including Mec1 and Rad53, it is unclear whether the same degree of checkpoint 
activation is required to increase the movement of DSBs.  
3) Strecker et al. confirm the necessity of the chromatin remodeler, INO80, in DSB mobility. 
However, the link between INO80 and cep3-S575A is unclear. The authors show that mutants of 
INO80 that cannot remodel nucleosomes also have less damage-induced phosphorylation of Cep3; 
however, there is still sufficient phosphorylation of Cep3 that some increase in mobility of a DSB 
should be observable. Therefore, the role of INO80 in DSB mobility cannot simply be through Cep3. 
In addition, it is troubling that the authors have an inconsistent set of results: on the one hand, INO80 
is resistant to Zeocin by drop assay, but on the other hand has reduced rates of recombination. It is 
difficult to imagine a scenario in which this result makes sense, but it may be due to the proclivity of 
INO80 mutants to become polyploid (Chambers et al., 2012). INO80 mutants have been shown to 
be sensitive to Zeocin, γIR or induced DSBs by a number of groups (Papamichos-Chronakis et al., 
14 
 
2006; Papamichos-Chronakis et al., 2011; Seeber et al., 2013b; Shen et al., 2000; van Attikum et al., 
2007). This raises questions about the INO80 deficient strain used. Lastly, the shorter DSB-induced 
cell cycle arrest lengths of INO80 mutants found by Strecker et al. directly contradict earlier reports 
that show INO80 mutants fail to escape DSB-induced checkpoint arrest (Papamichos-Chronakis et 
al., 2006) and cannot efficiently resume replication after checkpoint activation following treatment 
with HU (Shimada et al., 2008) or MMS (Falbo et al., 2009). Lastly, Strecker et al., failed to measure 
the cut efficiencies of the HO endonuclease for any of their strains, nor did they track Rad52 foci that 
colocalised with their locus of interest. Therefore, if one of their mutants had less HO induction, or 
if day-to-day variation resulted in some experiments having poor cut efficiency, they would never 
know. This caveat combined with the fact that Strecker et al., merged the trajectories of G1 and S 
phase cells, means that the core conclusions of this paper are not supported by the evidence presented 
and need to be repeated in a correct and controlled manner. 
Clearly, not all damage in yeast triggers enhanced movement (Dion et al., 2013), nor does all damage 
activate the Mec1-Ddc2/Rad53 checkpoint. Spontaneous damage or DNA-protein adducts that are 
repaired by exchange with a sister chromatid, or by precise non-homologous end-joining, appear not 
to trigger changes in chromatin mobility (Dion et al., 2013), nor do they shift to the nuclear periphery 
for repair (Nagai et al., 2008). Too much movement at a DSB is, moreover, deleterious, particularly in 
repetitive regions in mammalian cells where extensive movement correlates with translocations and 
deletion events (Roukos et al., 2013). Intriguingly, the rate of misrepair is strongly affected by the 
position of the observed locus on a chromosome arm in both yeast and mammals (Hakim et al., 2012; 
Lee et al., 2016; Rocha et al., 2012; Zhang et al., 2012). This initiated an examination of how nuclear 
compartments, which often stem from local chromatin structure (Burman et al., 2015), influence 
pathways of repair. It has been observed that breaks in heterochromatin behaved differently from 
breaks in euchromatic zones, particularly in mammals and flies (Chiolo et al., 2011; Lemaitre et al., 
2014; Ryu et al., 2015; Tsouroula et al., 2016). Thus, chromatin movement can provide a means to 
escape an unfavorable chromatin compartment or access a set of factors that were unavailable in the 
lesion’s original context.  
Telomeres are an excellent case in point: they are highly repetitive yet, when unprotected, they act like 
a single-ended DSB (Marcomini and Gasser, 2015). Budding yeast telomeres are clustered at the 
nuclear periphery and form heterochromatic regions (Taddei and Gasser, 2012). The clustering of 
telomeric ends has raised the question of whether the mobility of telomeres is controlled in response 
to damage or uncapping. 
A study by the Greenberg laboratory investigated what happens to telomere movement during repair 
or maintenance by the recombination-dependent pathway called alternative lengthening of telomeres, 
or ALT. They found that DSB signaling at an ALT telomere causes long-range movement and 
clustering of chromosome ends, which is thought to favor homology-driven maintenance of telomere 
repeats (Cho et al., 2014). The alternative, i.e. activating end-joining at a telomere, can be dangerous. 
Previous work from the de Lange laboratory had shown that uncapped telomeres (which lack the 
protective telomere binding protein TRF2) show increased movement, which correlated with 
enhanced rates of telomere end-to-end fusion. Both movement and end-to-end fusion depended on 
53BP1 (Dimitrova et al., 2008). Recent work from this group has further investigated telomere 
damage. They find that SUN-domain-containing proteins, which are a component of LINC complex 
(see below) and bridge the nucleoskeleton to the cytoskeleton, promote increased dynamics of 
dysfunctional uncapped telomeres, enhancing the rate of untimely end-to-end fusions by NHEJ 
(Lottersberger et al., 2015). The authors also showed a role for cytoskeleton-bound kinesins in 
telomere fusions and the repair of internal breaks, suggesting that an active, kinesin-driven movement 
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of the nucleus or elements in the nuclear envelope affect DSB repair. This is reminiscent of a study in 
yeast which showed that kinesins can promote movement of subtelomeric DSBs (Chung et al., 2015). 
In summary, increased movement of a telomere can be useful for ALT-like telomere recombination, 
yet is deleterious in conditions that generate uncapped or dysfunctional ends, for it leads to telomere-
telomere fusions. The difference between the two may be related to the degree of resection at the 
telomere. The next section will discuss new articles that look at the effect of chromatin structure, actin, 
and microtubules on chromatin motion. 
Chromatin structure, actin, and microtubules affect chromatin mobility 
The budding yeast genome is organized in a Rabl configuration where the centromeres are attached 
to the SPB and the telomeres are attached to the periphery (Bystricky et al., 2005; Duan et al., 2010). 
Forced detachment of the centromere from the SPB increases chromatin movement (Strecker et al., 
2016; Verdaasdonk et al., 2013a), as does telomere release from the periphery (Hediger et al., 2002) or 
the loss of anchorage by ablation of SIR-mediated silencing (Hediger et al., 2002; Taddei et al., 2004). 
However, a chromosome that is detached from its perinuclear anchor is still more confined than a 
free-floating plasmid ring (Neumann et al., 2012; Strecker et al., 2016), suggesting that there are 
additional constraints on chromosomes. One constraint stems from the inherent structure of the 
chromatin fiber, while the second is the tethering of sister chromatids through cohesin (Dion et al., 
2013). Consistently, there is accumulating evidence that supports the notion that altered chromatin 
fiber organization, i.e. nucleosome eviction or remodeling, increases movement. Notably, the targeting 
of a functional nucleosome remodeler, INO80, to a chromosomal locus (Neumann et al., 2012; Spichal 
et al., 2016) or the INO80-dependent eviction of nucleosomes at the PHO5 locus in the absence of 
phosphate both increase the movement of an appropriately tagged locus. 
Interestingly, DNA damage also changes chromatin structure. A new study in yeast shows that Zeocin-
induced damage leads to the degradation of 30% of the four core histones within 30-60 mins (Hauer 
et al., 2017). This induces chromatin decompaction, and increases both the flexibility of the chromatin 
fiber and its mobility, in a manner dependent on the DNA damage checkpoint and INO80. 
Furthermore, either the artificial reduction of histone proteins H3/H4, or the use of a mutant that 
naturally has lower levels of histones (nhp6Δ), triggers decompaction and increased chromatin 
movement (Hauer et al., 2017). This result contradicts an earlier report where the shutdown of histone 
H3 production was thought to decrease locus mobility (Verdaasdonk et al., 2013a). The difference 
may reflect the fact that nucleosome depletion and enhanced chromatin flexibility requires the loss of 
both H3 and H4. Furthermore, it was shown that H4 (but not H3) shutdown leads to a declustering 
of kinetochores (Bouck and Bloom, 2007), an event that may also contribute to the increased 
chromatin movement observed by Hauer et al. The influence of inherent chromatin structure on 
mobility is consistent with the finding that histone modifications correlate with the propensity for 
translocations in mammalian cells (Burman et al., 2015). A very recent paper (Adam et al., 2016) also 
documents a similar unfolding and expansion of chromatin in response to UV-induced damage in 
mammalian cells, although in this case the effect stemmed largely from histone mobilization and 
replacement, rather than degradation (Adam et al., 2016). 
Besides inherent changes in chromatin structure, accumulating evidence also implicates microtubules 
and the actin cytoskeleton as drivers of nuclear and/or chromatin movement. In Sedat’s study, the 
depolymerization of microtubules by Nocodazole was shown to increase chromatin movement in 
budding yeast (Marshall et al., 1997). This suggested that microtubules mediated constraint, although 
it was not clear whether this effect arose from direct interactions between chromatin and microtubules 
or indirect contact through the nuclear envelope. The LINC complex can connect cytoskeletal 
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filaments (Chang et al., 2015) through Klarsicht, ANC-1, and Syne homology proteins (KASH, also 
known as Nesprin) on the outer nuclear membrane, to their ligands, the SUN-domain proteins, which 
span the perinuclear space and protrude into the nucleoplasm. Some SUN-domain proteins interact 
with chromatin, specifically telomeres (Chang et al., 2015), and resected DSBs in budding yeast 
(Horigome et al., 2014; Kalocsay et al., 2009; Oza et al., 2009; Swartz et al., 2014).  
Work from the de Lange laboratory showed for the first time that, in contrast to yeast, the treatment 
of mammalian cells with dysfunctional telomeres with the microtubule poisons Taxol or Nocodazole 
actually decreased their movement in a reversible manner (Lottersberger et al., 2015). Importantly, the 
authors showed that removal of SUN1/2, an essential bridge from the cytoskeleton to the inner 
nuclear membrane, decreased movement, similar to the microtubule poisons. The reduced movement, 
due either to depolymerization of the cytoskeleton or loss of this cytoskeleton-to-nucleus link, also 
reduced the rate of telomere-telomere fusions. Importantly, Taxol treatment also seemed to decrease 
the movement of IR-induced foci, and not only dysfunctional telomeres. This implies that the forces 
applied to the chromosomes through the microtubules can be transduced to internal chromatin. 
Although a mechanism through which cytoskeleton-associated kinesins drive SUN-domain-bound 
telomeres into a clustered, bouquet arrangement is well-characterized in meiotic prophase (Scherthan 
et al., 2001), this checkpoint kinase-induced event in mitosis does not entail bouquet formation and is 
most likely differently regulated. 
In budding yeast, as mentioned above, the depolymerization of microtubules had the opposite effect 
on chromatin movement: mobility increased after Nocodazole treatment, consistent with data 
showing that the deletion of CSM4, a putative LINC protein, similarly led to increased subtelomere 
movement (Spichal et al., 2016). Nocodazole has also been shown to increase distance of a centromere 
to the nuclear periphery (Bystricky et al., 2004; Heun et al., 2001) This may be due to the loss of 
microtubules that tether interphase centromeres to the SPB (Jin et al., 2000), or the disruption of a 
network of intranuclear microtubules (Laporte et al., 2013), something unique to budding yeast. It is 
noteworthy that, in meiosis, bouquet formation is also driven by cytoplasmic actin filaments in 
budding yeast, rather than microtubules, suggesting that in this species actin filaments replace 
microtubules in some aspects of nuclear movement. 
Nonetheless, in all eukaryotes, actin forms a cytoplasmic network of filaments and it is found, at least 
in its monomeric ‘G’ form, inside the nucleus in a range of protein complexes, the most prominent of 
which are chromatin remodelers (Kapoor et al., 2013). Work from the Fabre laboratory has recently 
shown that both cytoplasmic and nuclear actin contribute to chromatin motion, through a mechanism 
that appears to be independent of the putative budding yeast LINC (Spichal et al., 2016). Treatment 
of yeast cells with the actin filament poison Latrunculin A (LatA) was sufficient to decrease the 
movement of a locus. While this suggests that cytoplasmic actin filaments might move the yeast 
nucleus, much like microtubules do in S. pombe and mice, it is also possible that LatA affects movement 
indirectly by altering nuclear G-actin. Intriguingly, the targeting of the actin-containing remodeler 
INO80, which increases the movement of a locus under normal conditions (Neumann et al., 2012), 
fails to do so when cells are treated with LatA. This result suggests that LatA may bind nuclear actin 
and disrupt the function of the INO80 complex (Kapoor et al., 2013). This mechanism might affect 
other actin-containing chromatin modulating complexes as well, such as NuA4 (TIP60), Swi/Snf, or 
SWR1 (SRCAP). Since INO80 is necessary for the eviction and degradation of histones in response 
to DNA damage (Hauer et al., 2017), LatA could interfere with INO80-mediated changes in the 
nucleosome packing, thereby abrogating the damage-associated increase in chromatin mobility.  
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A summary of chromatin movement studies unrelated to DNA repair and 
in other organisms 
This introduction has so far focused on studies of chromatin movement that are either linked to DNA 
damage in some way, most of which were performed in yeast. In this section I will list and briefly 
summarize some studies on chromatin movement that are unrelated to DNA repair or are performed 
in organisms other than yeast. Early work on chromatin motion in living human cells relied on the 
incorporation of fluorescently labeled deoxy- or ribo-NTP analogs (Manders et al., 1999; Zink et al., 
1998) or by the addition of peptide nucleic acid (PNA) probes (Molenaar et al., 2003). Other studies 
have used histones tagged with photoactivatable or photoconvertible fluorophores to study motion 
in living cells (Kruhlak et al., 2006; Liu et al., 2015; Wiesmeijer et al., 2008). More recent studies on 
chromatin motion have started to employ advanced techniques such as displacement correlation 
spectroscopy (DCS) (Zidovska et al., 2013), which allowed the authors to detect coherent movement 
of chromatin across micron-scale ranges (Bruinsma et al., 2014). Other laboratories have developed 
new microscopes such as the Double-Helix Point Spread Function (DH-PSF) microscope (Backlund 
et al., 2014) and the aberration-corrected Multifocus Microscope (MFM)(Abrahamsson et al., 2013), 
to study chromatin motion in 3D without needing to acquire z-stacks. This enables fast 3D image 
acquisition without a moving piezo stage. 
In addition to the development of new microscopes, researchers are developing new methods of 
visualizing chromatin in living cells. The ParB-parS system works in a similar way to the traditional 
GFP-LacI/laco method but differs substantially in one respect. The ParB protein, which may be tagged 
with a fluorophore, can oligomerize at parS (also called INT) sites, recruiting 100-200 molecules (Saad 
et al., 2014). The parS DNA is ~1kb in length, considerably shorter than the ~10kb of a lacO array. 
The current state-of-the-art for live imaging of chromatin in mammalian cells is the use of 
fluorescently tagged Cas9 enzymes with guide RNAs specific for a genomic locus of interest (Chen et 
al., 2013; Chen et al., 2016; Ma et al., 2015). These systems are flexible, since only the guide sgRNA 
needs to be changed to target a different genomic locus. It is now possible to do two-color CRISPR 
imaging by using fluorescently tagged Cas9 proteins from either Staphylococcus aureus or Streptococcus 
pyogenes (Chen et al., 2016). 
Chromatin movement appears to be conserved across species with the diffusion coefficient ranging 
from 10-4 to 10-3 µm2/s, such as in mammalian cells, bacteria, yeast, and Drosophila (Bornfleth et al., 
1999; Bronstein et al., 2009; Chubb et al., 2002; Dion et al., 2012; Heun et al., 2001; Levi et al., 2005; 
Marshall et al., 1997; Pliss et al., 2013; Seeber et al., 2013a; Vazquez et al., 2001; Weber et al., 2012). 
However, chromatin movement can change during cell differentiation. Dynamic imaging of Drosophila 
imaging discs has shown that in cells that are differentiated, chromatin is more constrained (Thakar 
and Csink, 2005). This result is consistent with the observation that mature Drosophila spermatocytes 
show more constrained chromatin motion than spermatocytes not yet fully differentiated (Vazquez et 
al., 2001). Currently, chromatin motion has not been studied in a quantitative manner in embryonic 
stem cells or in induced pluripotent cells. 
In budding yeast, less movement is observed in S phase than in G1 (Dion et al., 2013; Heun et al., 
2001). This correlates inversely with the number of active replications forks (Heun et al., 2001),  which 
could constrain movement through replication origin clustering which itself may require cohesin. 
Importantly the cleavage of cohesin in S phase is sufficient to reduce constraint in S phase cells to G1 
levels (Dion et al., 2013). Early work in mammalian cells showed that there did not appear to be much 
change between chromatin motion in mid to late G1, and early S through G2 phase (Walter et al., 
2003; Wiesmeijer et al., 2008). However, chromatin motion in early G1 was significantly higher, 
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suggesting that there are physical parameters that control the motion of a locus. Other researchers 
have refined this by tracking large ~1 Mbp chromatin domains in mammalian cells. They have found 
that chromosome domains that replicate early are less constrained than those that replicate late (Pliss 
et al., 2013). Importantly it reduces movement (Horigome et al., 2014). 
The effects of subnuclear chromatin organization on DNA repair 
There is no doubt that chromatin movement exists, and is enhanced by some types of DNA damage; 
but the question persists, why? It has been proposed that chromatin compartments affect the 
efficiency of certain repair pathways or, at the very least, favor/disfavor certain damage processing 
steps. This last section will examine how subnuclear compartments, like the nuclear envelope and the 
nucleolus, affect DSB repair. 
The nuclear pore complex (NPC) contains >30 different nuclear pore proteins (nucleoporins), 
creating a complex with eight-fold symmetry that spans the nuclear envelope and gates traffic between 
the cytoplasm and the nucleus (Bukata et al., 2013). In budding yeast, the NPC is a binding site for 
persistent DSBs (Kalocsay et al., 2009; Nagai et al., 2008; Oza et al., 2009) including breaks that occur 
at collapsed forks (Nagai et al., 2008; Su et al., 2015) or in subtelomeric regions (Therizols et al., 2006). 
In addition, the Sad1-Unc-84-related (SUN) domain protein Mps3, which acts as an alternative binding 
site for resected DSBs in S phase, is embedded in the inner nuclear membrane (Oza et al., 2009). This 
same phenomenon occurs in fission yeast (Swartz et al., 2014). DSB-break recruitment to either the 
NPC or to Mps3/Sad1 has different requirements to recruitment to pores (Horigome et al., 2014; Oza 
et al., 2009), and appears to favor distinct features of repair (summarized in Figure 2).  
DSB recruitment to the NPC is independent of cell-cycle stage, does not require the recombinase 
Rad51 nor the INO80 chromatin remodeling (Horigome et al., 2014) complex, and is independent of 
extensive resection (at least in G1 phase cells (Neumann et al., 2012; Strecker et al., 2016)). In contrast, 
Mps3-DSB interaction occurs in S/G2 phase, and requires resection, the ssDNA binding factor 
Rad51, and INO80. Importantly, the SWR1 chromatin remodeler and its deposition of Htz1 (H2A.Z) 
at breaks contribute to the peripheral relocation for either site of anchorage. The outcomes of 
relocation are deduced from the phenotypes that arise from ablation of one anchor. Based on such an 
analysis, it would seem that Mps3 helps suppress illegitimate recombination, perhaps by anchoring or 
protecting the resected ends until an appropriate template appears (Swartz et al., 2014). The NPC 
complex, on the other hand, appears to promote alternative repair pathways, such as template 
switching at a broken replication fork, or BIR at single-ended breaks (Horigome et al., 2016). The 
Mekhail group found that Cohibin (a complex consisting of Lsr4-Csm1 and kinesin-14) is necessary 
for a subtelomeric DSB and the NPC to interact (Chung et al., 2015). Lsr4-Csm1 is involved in rDNA 
stabilization through perinuclear anchoring (Chan et al., 2011), but it has not been implicated in the 
recovery from persistent DSBs or collapsed replication forks. 
Earlier work had shown that the Slx5/Slx8 SUMO-targeted ubiquitin ligase (STUbL) not only interacts 
with nuclear pores, but is also recruited to persistent DSBs, both in yeast (Horigome et al., 2016; Nagai 
et al., 2008) and in Drosophila (Ryu et al., 2015). It was therefore examined whether Slx5/Slx8 
(degringolade or Dgrn in flies; RNF4 in mammals) was required for the relocation of DSBs to the 
periphery or if it acts only after recruitment. Considering that STUbLs contain small ubiquitin-like 
modifier (SUMO) interacting motifs (SIMs) (Mullen and Brill, 2008), and that many repair proteins 
are SUMOylated (Sarangi and Zhao, 2015), this role of Slx5/Slx8 immediately raised the question 
whether or not SUMO ligases are involved in DSB relocation. Four recent papers (Churikov et al., 
2016; Horigome et al., 2016; Ryu et al., 2015; Su et al., 2015) have examined the roles of Slx5/Slx8 
and SUMO ligases at DSBs, eroded telomeres, and collapsed replication forks in budding yeast and 
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Drosophila, producing a coherent picture of the role of SUMO and its ligands in break relocation 
(Figure 3). 
 
 
 
Figure 2: The roles of SWR-C and INO80-C in DSB relocation during G1 and S/G2 phase. 
DSBs signal the recruitment of a multitude of repair factors including the Swr1 complex (SWR-C) and 
the INO80 complex (INO80-C). SWR-C and INO80-C are preferentially recruited to DSBs in S/G2 
phase. A DSB has different protein requirements for relocation to the periphery during the cell cycle. 
In S/G2 phase, INO80 promotes the relocation of the DSB to Mps3 and requires resection and Rad51 
binding. SWR-C and the deposition of Htz1 (H2A.Z) are required for relocation to either the nuclear 
pores or Mps3. Mps3 may suppress illegitimate recombination, possibly by anchoring or protecting 
the resected ends until an appropriate template appears. The nuclear pore complex promotes 
alternative repair pathways such as BIR. Adapted from Gerhold et al., 2015. 
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In S. cerevisiae, there are four SUMO E3 ligases, Siz1, Siz2 (mammalian PIAS homologs), Mms21 
(which binds the Smc5/6 complex), and the meiosis-specific Cst9. SUMOylation events mediated by 
both Siz2 and Mms21 are implicated in DSB relocation to the nuclear periphery (Horigome et al., 
2016). Interestingly, the relocation has different requirements at different points during the cell cycle. 
PolySUMOylation by Siz2 or Mms21 in G1 phase recruits Slx5/Slx8 to the break, which then allows 
relocation to pores. An artificial poly-SUMO construct was sufficient to shift an undamaged site to 
NPCs, in a Slx5-dependent manner, while a similarly targeted mono-SUMO construct was not able to 
(Horigome et al., 2016). In S phase, on the other hand, monoSUMOylation was sufficient to shift 
resected damage to the SUN-domain protein, Mps3, in a manner independent of Slx5/Slx8 (Horigome 
et al., 2016). This is reminiscent of an earlier report that a targeted yKu80-SUMO fusion shifts internal 
loci and/or telomeres to Mps3 (Ferreira et al., 2011). Thus, there are cell cycle-, and SUMO chain-
dependent pathways that direct damage to one or another perinuclear processing sites, obviously with 
different repair outcomes. 
At pores, both imprecise non-homologous end joining (NHEJ) and break-induced replication (BIR) 
are compromised by mutations in Nup84 (the binding site for Slx5) and by loss of the STUbL itself 
(Horigome et al., 2016). This observation is bolstered by the fact that the tethering of a subtelomeric 
DSB to the NPC results in hyperactive BIR, as well as moderately increasing imprecise NHEJ (Chung 
et al., 2015). In an analogous study using Drosophila cells, Chiolo and colleagues first showed that DSB 
relocate away from heterochromatin to enable recombination to occur (Chiolo et al., 2011). This 
required both SUMOylation by SUMO E3 ligases, and the Drosophila Slx5/Slx8 equivalent Dgrn (Ryu 
et al., 2015). However, in flies not only the NPC, but also the Mps3 homologues, Koi and Spag4, 
appear to recruit the STUbL (Dgrn) and its RENi cofactor (Rad60) to the periphery. These work 
together with the Smc5/6-SUMO ligase complex (Mms21), triggering the recruitment of hetero-
chromatic DSBs to pores (Ryu et al., 2015) (Figure 3). In yeast, the proximity of the proteasome to 
the NPC may justifies relocation of the break, while in flies it is unclear whether further processing of 
the break or protein degradation of a STUbL target is necessary for repair. 
Importantly, it is not only artificially induced breaks that find their way to the nuclear periphery: two 
important recent studies have shown that both eroded telomeres and replication damage associated 
with expanded triplet repeats shift transiently in S phase to pores for processing and release (Churikov 
et al., 2016; Su et al., 2015). The Lisby and Geli laboratories looked at telomeres in a telomerase-
deficient yeast strain, and found that shortened telomeres are relocated to the NPC in a very similar 
SUMO-dependent pathway. The shift, and Slx5/Slx8 itself, were both required to enable 
recombination-mediated elongation of the short terminal TG-tract, generating type II survivors in 
which TG repeats are maintained by recombination (ALT in mammals) (Churikov et al., 2016; Figure 
4). Finally, an analysis of expanded CAG triplet repeats (Figure 4), which serve as hotspots for 
replication fork collapse in S phase, showed that these also relocate transiently in late S phase to the 
NPC, again in a Slx5/Slx8-dependent manner (Su et al., 2015). Unlike flies, the Mps3 protein was not 
involved although Mps3 does interfere with the relocation of DSBs to pores in S phase in yeast 
(Horigome et al., 2014). This may argue for S-phase modification or possibly the interaction of a 
subpopulation of Mps3 with nuclear pores. Failure to recruit the CAG repeat to the periphery led to 
both expansions and deletions of the CAG tract (Su et al., 2015). Taken together, these studies 
collectively define a conserved pathway through which damage is shifted from its normal subnuclear 
context to the nuclear pore, in a manner dependent on SUMOylation. Failure to move appears to be 
detrimental to recovery (Figures 3 and 4), and the shift of damage to a favored site of repair in all cases 
depends on SUMOylation. 
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Figure 3: Relocation of a DSB to the nuclear periphery in yeast and Drosophila. DSBs can 
occur in heterochromatin or euchromatin. SMC5/SMC6 and its associated E3 ligase, Mms21, mediate 
monoSUMOylation which allows DSBs to shift out of heterochromatin and enables repair. 
Recruitment of additional SUMO E3 ligases (e.g. Siz2/PIAS homologues) to the DSBs promotes 
polySUMOylation, which facilitates STUbL-dependent relocalization of the lesion to the NPC, where 
proteins are ubiquitylated and degraded by the proteasome. This is thought to allow alternative repair 
factors to bind the DSB, mediating BIR or imprecise NHEJ. MonoSUMOylated DSBs can also shift 
to SUN-domain proteins embedded in the nuclear envelope independent of STUbL interactions. This 
occurs particularly in S-phase cells, where breaks are readily resected and bound by Rad51. 
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Nonetheless, many open questions remain. It is unclear whether one or many proteins are 
SUMOylated, and which are degraded following STUbL-mediated ubiquitination. Interestingly, recent 
work shows that nuclear pore proteins are targets of Slx5/Slx8 (Nino et al., 2016). Epistasis mapping 
studies place the proteasome in the same pathway as Nup84 and Slx5/Slx8 for the recovery from 
difficult-to-repair breaks (Nagai et al., 2008), yet why must targeted protein degradation occur near 
the pore? What is gained by clustering or targeting damage through SUMOylation and SIM-containing 
proteins? An alternative hypothesis proposes that the nuclear periphery serves a structural role, that 
allows it to bring free ends or common sequences together, so that the homology search for difficult-
to-repair breaks becomes a 2-, rather than 3-dimensional search. 
Besides the nuclear envelope, the nucleolus (which harbors the rDNA repeats) is a major organizing 
element of the nucleus. Previous studies in S. cerevisiae found that DSBs induced in the rDNA context 
also shift away from the nucleolus to allow break processing and Rad51 loading, and repair by 
homologous recombination (Torres-Rosell et al., 2007) (Figure 4). The shift out of the nucleolus 
depended on the SMC5/6- Mms21 SUMO ligase, and in this case it appeared that Rad52 was the 
essential target of SUMOylation. Failure to modify Rad52 and shift away from the nucleolus resulted 
in aberrant recombination events (Torres-Rosell et al., 2007). Two new studies have addressed this 
issue in mammalian cells (Harding et al., 2015; van Sluis and McStay, 2015) with results remarkably 
similar to those from budding yeast. Persistent nucleolar DSBs were observed to shift from the core 
of the nucleolus to its periphery (Harding et al., 2015; van Sluis and McStay, 2015). While Harding et 
al. found that most DSBs in the rDNA were efficiently repaired by NHEJ, both studies showed that 
persistent DSBs led to an ATM-dependent inhibition of Pol1 transcription and nucleolar 
rearrangements. The relocation of the rDNA break from the interior of the nucleolus to its periphery 
allowed HR factors to be recruited (van Sluis and McStay, 2015). This supports the notion that certain 
chromatin compartments are refractory to repair, apparently in all eukaryotic organisms. Domains that 
are rich in repeats appear to require special measures and tailor-made pathways for DSB repair. The 
parallels in the roles of chromatin movement, SUMOylation, and nuclear pores in DSB repair from 
yeast to humans, as highlighted above and in many other recent studies (Goodarzi et al., 2008; Janssen 
et al., 2016; Lomax et al., 2013; Noon et al., 2010), secures this as a highly promising field of research. 
 
 
Figure 4: Relocation of eroded telomeres, collapsed forks/expanded CAG repeats and the 
rDNA. For explanation see above paragraphs. Figure adapted from Gerhold et al., 2015. 
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Repair pathway choice in Heterochromatin vs Euchromatin 
When a break occurs, the repair choice can be affected by the surrounding chromatin. A 
comprehensive study by Janssen et al. measured the relative contributions of different repair 
mechanisms at controlled endonuclease DSBs in both euchromatin and heterochromatin in Drosophila 
melanogaster larval imaginal discs. Using a variety of tests, including live-cell imaging and repair product 
sequencing, the authors showed that both HR and NHEJ are used to repair DSBs in both euchromatin 
and heterochromatin. Interestingly, the authors conclude that the majority (~80%) of DSBs in 
heterochromatin are repaired by NHEJ and that 70% of all breaks move to the nuclear periphery 
independent of Rad51, Ku70, or CtIP (Sae2 in S. cerevisiae). This implies that DSB relocalization occurs 
independently of the repair pathway used (Janssen et al., 2016). Importantly, the authors provide 
strong evidence that there is no difference in repair kinetics between euchromatic and heterochromatic 
lesions for a single endonuclease-induced DSB. This contrasts what has been observed for irradiation- 
(IR) induced damage where is has been observed that heterochromatic breaks are repaired more slowly 
(Chiolo et al., 2011; Goodarzi et al., 2008; Noon et al., 2010). This difference may be due to the fact 
that DSBs represent only a small fraction (1%) of the lesions induced by IR: the predominant type of 
damage is single-strand breaks or purine/pyrimidine lesions (Lomax et al., 2013; Povirk et al., 1996). 
In addition, it remains possible that the position of the break is indeed important, and that using a 
single-break induced site does not represent an average view for all positions. In line with this, another 
study using mammalian cells looked at the repair of CRISPR/Cas9-induced DSBs in a variety of 
heterochromatic regions (Tsouroula et al., 2016). The authors found that there is a striking difference 
between pericentric and centromeric heterochromatin with repair choices being affected, in addition, 
by cell cycle stage. Specifically, centromeric DSBs recruit RPA and Rad51 throughout the cell cycle, 
independent of DNA replication. Pericentric heterochromatic DSBs appear to only recruit Rad51 in 
post-replicative chromatin at the periphery of the heterochromatic domain (Tsouroula et al., 2016). 
While contradictions persist, the tools developed in these studies are powerful systems in which to 
study DSBs within the context of chromatin in living animal tissue and eukaryotic cells. 
The role of polymer models in understanding chromatin dynamics 
Mean square displacement (MSD) analysis is the most common way to examine the properties of a 
trajectory obtained from single-particle tracking of chromosomal loci. An important parameter that 
can be obtained is the radius of confinement (Rc) which is proportional to the MSD plateau (Dion 
and Gasser, 2013). Other than the Rc, there are a number of parameters that can be determined, the 
two most prominent being the diffusion coefficient, and the scaling factor or anomalous exponent 
(α), which describes the character of the movement, i.e. sub-diffusive, Brownian, super-diffusive (Dion 
and Gasser, 2013; Wang et al., 2015). While other reviews cover this topic more comprehensively 
(Wang et al., 2015), it should be noted that there is considerable effort being put into getting more out 
of chromatin motion studies than just the degree of confinement. Methods to integrate biological data 
and polymer models are still under development but appear promising. Three recent papers have used 
Rouse polymer models (for discussion on whether Rouse models are correct for modeling yeast 
chromatin motion see (Wang et al., 2015)) to either extract forces acting on chromatin (Amitai et al., 
2015; Verdaasdonk et al., 2013b) or to try to assess chromatin flexibility (Hajjoul et al., 2013). While 
such studies are still in their infancy, we are close to a point where modeling of chromatin structure 
with polymers will enable novel biological predictions. This will require refinement and development 
of local interaction models, coupled with large, whole genome models such as those generated by 
chromosome conformation capture techniques. The outcome should eventually be a multi-scale 
model of the nucleus with which to study chromatin organization under changing conditions, i.e. DSB 
repair.  
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Chromatin organization and dynamics in double-strand
break repair
Andrew Seeber1,2 and Susan M Gasser1,2
Chromatin is organized and segmented into a landscape of
domains that serve multiple purposes. In contrast to
transcription, which is controlled by defined sequences at
distinct sites, DNA damage can occur anywhere. Repair
accordingly must occur everywhere, yet it is inevitably affected
by its chromatin environment. In this review, we summarize
recent work investigating how changes in chromatin
organization facilitate and/or guide DNA double-strand break
repair. In addition, we examine new live cell studies on the
dynamics of chromatin and the mechanisms that regulate its
movement.
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Chromatin on the move
It has been almost 20 years since John Sedat’s laboratory
showed that chromatin is mobile using live cell imaging of
GFP-tagged loci [1]. At the time this stood in contradiction
to datasets from fluorescence recovery after photobleach-
ing (FRAP) [2], and from imaging UV-induced damage
within interphase chromosomes [3], which both argued
that chromatin position is static. On the other hand, it was
obvious that chromatin must be able to move to enable
biological events like meiotic homolog pairing, homolo-
gous recombination (HR), chromatin condensation and
gene activation through long-range enhancer–promoter
interactions. The Sedat laboratory resolved this issue by
showing that chromatin does indeed move randomly in
both S. cerevisiae and D. melanogaster within constrained
volumes, which are on a scale below the resolution of
FRAP. This seminal work additionally showed that size
does not matter (i.e. a yeast CEN-containing plasmid,
which clusters with other centromeres, was no more
mobile than a whole chromosome), and that microtubules
constrain chromatin movement, at least in yeast [1]. Re-
cent articles now address many of the questions raised by
these early studies, the foremost being, ‘Does chromatin
movement have a biological function and how is it regu-
lated?’
DNA damage induces chromatin mobility
Double-strand break (DSB) repair by homologous recom-
bination with an ectopic or non-sister donor sequence
requires a physical search for the homologous template.
This has long been considered one of the central mecha-
nisms that would require chromatin movement. Investi-
gations into this hypothesis led to the discovery that
endonuclease-induced DSBs in budding yeast move
more than uncleaved loci [4,5]. This is regulated by
the DNA damage checkpoint kinase, Mec1-Ddc2 (or
ATR-ATRIP in mammals). Intriguingly, an induced
DSB affects more than just the surrounding chromatin:
the Rothstein group was first to report an apparent in-
crease in chromatin mobility for genomic loci far from the
break site [5]. Later work confirmed this generalized
increase in chromatin mobility [6], which, although less
pronounced than DSB movement, was ATP-dependent,
sensitive to the number of DSBs induced, and dependent
on checkpoint kinase activation, including the down-
stream kinase, Rad53 [6]. This link was recently shown
relevant for mammalian cells, as ionizing radiation (IR)-
induced damage triggers increased locus movement, in a
manner dependent on the repair factor 53BP1 and the
ATM kinase, 53BP1 [7].
A recent study by the Durocher group proposed an essen-
tial budding yeast kinetochore protein, Cep3, as the rele-
vant target of the checkpoint kinase that controls
chromatin movement, both locally and globally [8].
The authors suggested that a point mutation, cep3-
S575A, which compromises a Rad53 phosphoacceptor site
in Cep3, completely abrogated the enhanced movement
that accompanies a targeted DSB, as well as the global
chromatin movement response [4]. The authors hypothe-
sized that damage-induced phosphorylation of Cep3 trig-
gers a release of centromeres from the interphase spindle
that links them to a membrane spanning spindle pole body
(SPB). This release is proposed to generally enhance
chromatin movement. They did not detect any change
in distance between the SPB and yeast centromeres
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following cut induction, but they did score, using a relative
mean square displacement assay, an enhanced relative
mobility between the SPB and a centromere, which was
dependent on the phosphoacceptor site in Cep3. Linking
this to damage, they showed that cells treated with Zeocin,
a radiomimetic drug previously used to induce global
chromatin mobility [6], led to the declustering of kineto-
chores near the SPB. However, the cep3-S575A mutation
had no effect on repair by homologous recombination.
Unfortunately, the study failed to monitor the efficiency of
DSB induction in the cep3-S575A mutant, leaving alterna-
tive interpretations possible for the lack of increased
mobility (i.e. less efficient cleavage or impaired check-
point activation, would similarly fail to increase mobility).
Given that there are significant differences in basal level
mobility between G1- and S-phase chromatin [9], cell
cycle effects must also be carefully controlled for. None-
theless, this study raises the question whether enhanced
movement is really necessary for homology search.
Clearly, not all damage in yeast triggers enhanced move-
ment [9], nor does all damage activate the Mec1-Ddc2/
Rad53 checkpoint. Spontaneous damage or DNA-protein
adducts that are repaired by exchange with a sister
chromatid, or by precise non-homologous end-joining,
appear not to trigger changes in chromatin mobility [9],
nor do they shift to the nuclear periphery for repair [10].
Too much movement at a DSB was, moreover, deleteri-
ous, particularly in repetitive regions in mammalian cells
where extensive movement correlated with translocations
and deletion events [11]. Intriguingly, the rate of mis-
repair was strongly affected by the position of the ob-
served locus in the nucleus in both yeast and mammals
[12,13,14,15]. This initiated an examination of how nu-
clear compartments, which often stem from local chro-
matin structure [16], influence pathways of repair. It was
observed that breaks in heterochromatin behaved differ-
ently from breaks in euchromatic zones particularly in
mammals and flies [17,18,19,20]. Thus, chromatin
movement can provide a means to escape an unfavorable
chromatin compartment or access a set of factors that were
unavailable in the lesion’s original context. Telomeres are
an excellent case in point: they are highly repetitive, yet
when unprotected, they act like a single-ended DSB [21].
This raised the question whether the mobility of telo-
meres is controlled and whether their movement affects
telomere maintenance during end uncapping.
A study by the Greenberg laboratory investigated what
happens to telomere movement during repair or mainte-
nance by recombination-dependent pathway called alter-
native lengthening of telomeres, or ALT. They found
that DSB signaling at an ALT telomere causes long range
movement and clustering of chromosome ends, which is
thought to favor homology-driven maintenance of telo-
mere repeats [22]. The alternative, i.e. activating a DSB
response at a telomere, can be dangerous. Previous work
from the de Lange laboratory had shown that uncapped
telomeres (which lack the protective telomere binding
protein TRF2) show increased movement, which corre-
lated with enhanced rates of telomere end-to-end fusion.
Both movement and end-to-end fusion depended on
53BP1 [23]. Recent work from this group investigated
telomere damage further and showed that SUN-domain-
containing proteins, which bridge from the nucleoskele-
ton to the cytoskeleton in the LINC complex (see below),
promote increased dynamics of dysfunctional uncapped
telomeres, enhancing the rate of untimely end-to-end
fusions by NHEJ [7]. The authors also showed a role for
cytoskeleton-bound kinesins in telomere fusions and the
repair of internal breaks, suggesting that an active, kine-
sin-driven movement of the nucleus or elements in the
nuclear envelope affect DSB repair. This is reminiscent
of a study in yeast which showed that kinesins can
promote movement of subtelomeric DSBs [24]. In sum-
mary, increased movement of a telomere can be useful for
ALT-like telomere recombination, yet is deleterious in
conditions that generate uncapped or dysfunctional ends,
for it leads to telomere-telomere fusions. The next sec-
tion will discuss new articles that look at the effect of
chromatin structure, actin and microtubules on chromatin
motion.
Chromatin structure, actin and microtubules
affect chromatin mobility
The budding yeast genome is organized in a Rabl con-
figuration where the centromeres are attached to the SPB
and the telomeres are attached to the periphery [25,26].
Forced detachment of the centromere from the SPB
increases chromatin movement [8,27], as does telomere
release from the periphery [28] or the loss of anchorage by
ablation of SIR-mediated silencing [8,29]. However, a
chromosome that is detached from its perinuclear anchor
is still more confined than a free-floating plasmid ring
[8,30], suggesting that there are additional constraints
on chromosomes. One constraint stems from the inherent
structure of the chromatin fiber, while the second is the
tethering of sister chromatids through cohesin [9]. Con-
sistently, there is accumulating evidence that supports
the notion that altered chromatin fiber organization, that
is, nucleosome eviction or remodeling, increases move-
ment. Notably, the targeting of a functional nucleosome
remodeler, INO80, to a chromosomal locus [30,31] or
the INO80-dependent eviction of nucleosomes at the
PHO5 locus in the absence of phosphate, both increase
the movement of an appropriately tagged locus.
Interestingly, DNA damage also changes chromatin struc-
ture. A new study in yeast shows that Zeocin-induced
damage leads to the degradation of 30% of the four core
histones within a short time [32]. This induces chromatin
decompaction, and increases both the flexibility of the
chromatin fiber and its mobility, in manner dependent on
the DNA damage checkpoint and INO80. Furthermore,
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either the artificial reduction of histone proteins H3/H4,
or the use of a mutant that naturally has lower levels of
histones (nhp6D), triggers decompaction and increased
chromatin movement [32]. This result contradicts an
earlier report where the shutdown of histone H3 produc-
tion was proposed to decrease locus mobility [27]. The
difference may reflect that fact nucleosome depletion and
enhanced chromatin flexibility requires the loss of both
H3 and H4. Furthermore, it was shown that H4 (but not
H3) shutdown leads to a declustering of kinetochores
[33], an event that may also contribute to the increased
chromatin movement observed by Hauer et al. The influ-
ence of inherent chromatin structure on mobility is
consistent with the finding that histone modifications
correlate with the propensity for translocations in mam-
malian cells [16]. A very recent paper [34] also
documents a similar unfolding and expansion of chroma-
tin in response to UV-induced damage in mammalian
cells, although in this case the effect stem largely from
histone mobilization and replacement, rather than degra-
dation [34].
Besides inherent changes in chromatin structure, accu-
mulating evidence also implicates microtubules and the
actin cytoskeleton as drivers of nuclear and/or chromatin
movement. In Sedat’s study, the depolymerisation of
microtubules by Nocodazole was shown to increase chro-
matin movement in budding yeast [1]. This suggested
that microtubules mediated constraint, although it was
not clear whether this effect arose from direct interactions
between chromatin and microtubules or indirect contact
through the nuclear envelope. The LINC complex can
connect cytoskeletal filaments [35] through Klarsicht,
ANC-1, and Syne homology proteins (KASH also known
as Nesprin) on the outer nuclear membrane, to their
ligands, the SUN-domain proteins, which span the peri-
nuclear space and protrude into the nucleoplasm. Some
SUN-domain proteins interact with chromatin, specifical-
ly telomeres [35], and resected DSBs in budding yeast
[36,37,38,39].
Work from the de Lange laboratory showed for the first
time that, in contrast to yeast, the treatment of mamma-
lian cells with dysfunctional telomeres with the microtu-
bule poisons Taxol or Nocodazole actually decreased
their movement in a reversible manner [7]. Importantly,
the authors showed that removal of SUN1/2, an essential
bridge from the cytoskeleton to the inner nuclear mem-
brane, decreased movement, similar to the microtubule
poisons. The reduced movement, due either to depo-
lymerization of the cytoskeleton or loss of this cytoskele-
ton-to-nucleus link, also reduced the rate of telomere-
telomere fusions. Importantly, Taxol treatment also
seemed to decrease the movement of IR-induced foci,
and not only dysfunctional telomeres. This implies that
the forces applied to the chromosomes through the micro-
tubules can be transduced to internal chromatin. Whereas
a mechanism through which cytoskeleton-associated
kinesins drive SUN-domain-bound telomeres into a clus-
tered, bouquet arrangement is well-characterised in mei-
otic prophase, this checkpoint kinase-induced event in
mitosis does not entail bouquet formation and is most
likely differently regulated.
In budding yeast, as mentioned above, the depolymeriza-
tion of microtubules had the opposite effect on chromatin
movement: mobility increased after Nocodazole treat-
ment, consistent with data showing that the deletion of
CSM4, a putative LINC protein, similarly led to increased
subtelomere movement [31]. This may be due to the loss
of microtubules that tether interphase centromeres to the
SPB [40], or the disruption of a network of intranuclear
microtubules [41], something quite unique to budding
yeast. It is noteworthy that in meiosis, bouquet formation
is also driven by cytoplasmic actin filaments in budding
yeast, rather than microtubules, suggesting that in this
species actin filaments replace microtubules for some
aspects of nuclear movement.
Nonetheless, in all eukaryotes, actin forms a cytoplasmic
network of filaments and it is found, at least in its
monomeric ‘G’ form, inside the nucleus in a range of
protein complexes, the most prominent of which are
chromatin remodelers [42]. Work from the Fabre labora-
tory has recently shown that both cytoplasmic and nuclear
actin contribute to chromatin motion, through a mecha-
nism that appears to be independent of the putative
budding yeast LINC [31]. Treatment of yeast cells
with the actin filament poison Latrunculin A (LatA)
was sufficient to decrease the movement of a locus. While
this suggests that cytoplasmic actin filaments might move
the yeast nucleus, much like microtubules do in S. pombe
and mice, it is also possible that LatA affects movement
indirectly by altering nuclear G-actin. Intriguingly, the
targeting of the actin-containing remodeler INO80,
which increases the movement of a locus under normal
conditions [30], fails to do so when cells are treated with
LatA. This result suggests that LatA may bind nuclear
actin and disrupt the function of the INO80 complex [42].
This mechanism might affect other actin-containing chro-
matin modulating complexes, as well, such as NuA4
(TIP60), Swi/Snf, or SWR1 (SRCAP). Since INO80 is
necessary for the eviction and degradation of histones in
response to DNA damage [32], LatA could interfere with
INO80-mediated changes in the nucleosome packing,
thereby abrogating the damage-associated increase in
chromatin mobility.
The effects of subnuclear chromatin
organization on DNA repair
There is no doubt that chromatin movement exists, and is
enhanced by some types of DNA damage; but the question
persists, why? It has been proposed that chromatin com-
partments affect the efficiency of certain repair pathways,
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or, at the very least, favor/disfavor certain damage proces-
sing steps. This last section will examine how subnuclear
compartments, like the nuclear envelope and the nucleo-
lus, affect DSB repair.
The nuclear pore complex (NPC) contains > 30 different
nuclear pore proteins (nucleoporins), creating a complex
with eight-fold symmetry that spans the nuclear envelope
and gates traffic between the cytoplasm and the nucleus
[43]. In budding yeast, the NPC is a binding site for
persistent DSBs [10,36,37] including breaks that occur at
collapsed forks [10,44] or in subtelomeric regions [45]. In
addition, embedded in the inner nuclear membrane is the
Sad1-Unc-84-related (SUN) domain protein Mps3, which
acts as an alternative binding site for resected DSBs in S
phase [37]. This same phenomenon occurs in fission yeast
[39]. DSB break recruitment to either the NPC or to
Mps3/Sad1 has different requirements than recruitment
to pores [37,38], and appears to favor distinct features of
repair.
DSB recruitment to the NPC is independent of cell-cycle
stage, does not require the recombinase Rad51 nor the
INO80 chromatin remodeling complex, and is indepen-
dent of extensive resection (at least in G1 phase cells;
[8,30,38]). In contrast, Mps3-DSB interaction occurs in
S/G2 phase, requires resection, the ssDNA binding factor,
Rad51, and INO80. Importantly, the SWR1 chromatin
remodeler and its deposition of Htz1 (H2A.Z) at breaks,
contributes to the peripheral relocation to either site of
anchorage. The outcomes of relocation are deduced from
the phenotypes that arise from ablation of one or the other
anchors. Based on such an analysis, it would seem that that
Mps3 helps suppress illegitimate recombination, perhaps
by anchoring or protecting the resected ends until an
appropriate template appears [39]. The NPC complex,
on the other hand, appears to promote alternative repair
pathways, such as template switching at a broken replica-
tion fork, or BIR at single-ended breaks [46]. The
Durocher group finds that Cohibin (a complex consisting
of Lsr4-Csm1 and kinesin-14) is necessary for a subtelo-
meric DSB and the NPC to interact [24]. Lsr4-Csm1 is
involved in rDNA stabilization through perinuclear an-
choring [47], but it has not been implicated the recovery
from persistent DSBs or collapsed replication forks.
Earlier work had shown that the Slx5/Slx8 SUMO-tar-
geted ubiquitin ligase (STUbL) not only interacts with
nuclear pores, but is also recruited to persistent DSBs,
both in yeast [10,46] and in Drosophila [20]. It was
therefore examined whether Slx5/Slx8 (Degringolade or
Dgrn in flies; RNF4 in mammals) was required for the
relocation of DSBs to the periphery or if it acts only after
recruitment. Considering that STUbLs contain small
ubiquitin-like modifier (SUMO) interacting motifs
(SIMs) [48], and that many repair proteins are SUMOy-
lated [49], this role of Slx5/Slx8 immediately raised the
question whether or not SUMO ligases were involved in
DSB relocation. Four new papers [20,44,46,50] have
examined the roles of Slx5/8 and SUMO ligases at DSBs,
eroded telomeres and collapsed replication forks in bud-
ding yeast and Drosophila, producing a coherent picture of
the role of SUMO and its ligands in break relocation
(Figure 1).
In S. cerevisiae, there are four SUMO E3 ligases, Siz1, Siz2
(mammalian PIAS homologs), Mms21 (which binds the
Smc5/6 complex), and the meiosis specific Cst9. SUMOy-
lation events mediated by both Siz2 and Mms21 are
implicated in DSB relocation to the nuclear periphery
[46]. Interestingly, the relocation has different require-
ments during the cell cycle. PolySUMOylation by Siz2 or
Mms21 in G1 phase recruits Slx5/Slx8 to the break which
then allows relocation. An artificial poly-SUMO construct
was sufficient to shift an undamaged site to NPCs, in a
Slx5-dependent manner, while a similarly targeted mono-
SUMO construct was not able to [46]. In S phase, on the
other hand, monoSUMOylation was sufficient to shift
resected damage to the SUN-domain protein, Mps3, in
a manner independent of Slx5/Slx8 [46]. This is remi-
niscent of an earlier report that a targeted yKu80-SUMO
fusion shifts internal loci and/or telomeres to Mps3 [51].
Thus, there are cell cycle-, and SUMO chain-dependent
pathways that direct damage to one or another perinuclear
processing sites, obviously with different repair out-
comes.
At pores both imprecise non-homologous end joining
(NHEJ) and break-induced replication (BIR) are com-
promised by mutations in Nup84 (the binding site for
Slx5) and by loss of the STUbL itself [46]. This obser-
vation is bolstered by the fact that the tethering of a
subtelomeric DSB to the NPC resulted in hyperactive
BIR, as well as moderately increasing imprecise NHEJ
[24]. In an analogous study using Drosophila cells, Chiolo
and colleagues first showed that DSB relocate away from
heterochromatin to enable recombination to occur [19].
This required both SUMOylation by SUMO E3 ligases,
and the Drosophila Slx5/Slx8 equivalent Dgrn [20].
However, in flies not only the NPC, but also the Mps3
homologues, Koi and Spag4, appear to recruit the STUbL
(Dgrn) and its RENi cofactor (Rad60) to the periphery.
These work in concert with the Smc5/6-SUMO ligase
complex (Mms21), triggering the recruitment of hetero-
chromatic DSBs to pores [20]. It is proposed that in
yeast, the proximity of the proteasome to the NPC
justifies relocation, while in flies it is unclear whether
further processing of the break or protein degradation of a
STUbL target, is necessary for repair.
Importantly, it is not only artificially induced breaks that
find their way to the nuclear periphery: two important
recent studies show that both eroded telomeres and
replication damage associated with expanded triplet
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repeats, shift transiently to pores for processing and
release [44,50]. The Lisby and Geli laboratories looked
at telomeres in a telomerase-deficient yeast strain, and
found that shortened telomeres are relocated to the NPC
in a very similar SUMO-dependent pathway. The shift,
and Slx5/Slx8 itself were both required to enable recom-
bination-mediated elongation of the short terminal
TG-tract, generating type II survivors in which TG
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repeats are maintained by recombination (ALT in mam-
mals) [50]. Finally, an analysis of expanded CAG triplet
repeats, which serve as hot spots for replication fork
collapse in S phase, showed that these also relocate
transiently in late S phase to the NPC, again in a Slx5/
8-dependent manner [44]. Unlike flies, the Mps3 protein
was not involved. Failure to recruit the CAG repeat to the
periphery led to both expansions and deletions of the
CAG tract [44]. Taken together, these studies collec-
tively define a conserved pathway through which damage
is shifted from its normal subnuclear context to the
nuclear pore, in a manner dependent on SUMOylation.
Failure to move appears to be detrimental to recovery
(Figure 1), and the shift of damage to a favored site of
repair in all cases depends on SUMOylation.
Nonetheless, many open questions remain. It remains
unclear whether one or many proteins are SUMOylated,
and which are degraded following STUbL-mediated ubi-
quitination. Epistasis mapping studies place the protea-
some in the same pathway as Nup84 and Slx5/Slx8 for the
recovery from difficult-to-repair breaks [10], yet it is
unclear why targeted protein degradation must occur near
the pore. What is gained by clustering or targeting damage
through SUMOylation and SIM-containing proteins? An
alternative hypothesis proposes that the nuclear periphery
serves to bring free ends or common sequences together,
so that the homology search for difficult-to-repair breaks
becomes a 2-, rather than 3-dimensional search.
Besides the nuclear envelope, the nucleolus which har-
bors the rDNA repeats, is a major organizing element of
the nucleus. Previous studies in S. cerevisiae found that
DSBs induced in the rDNA context, also shift away from
the nucleolus to allow break processing and Rad51 load-
ing, and repair by homologous recombination [52]. The
shift out of the nucleolus depended on the SMC5/6-
Mms21 SUMO ligase, and in this case it appeared that
Rad52 was the essential target of SUMOylation. Failure
to modify Rad52 and shift away from the nucleolus,
resulted in aberrant recombination events [52]. Two
new studies have addressed this issue in mammalian cells
[53,54] with results remarkably similar to those from
budding yeast. Persistent nucleolar DSBs were observed
to shift from the core of the nucleolus to its periphery
[53,54]. While Haring et al., found that most DSBs in the
rDNA were efficiently repaired by NHEJ, both studies
showed that persistent DSBs led to an ATM-dependent
inhibition of Pol1 transcription, and nucleolar rearrange-
ments. The relocation of the rDNA break from the
interior of the nucleolus to its periphery allowed HR
factors to be recruited [53]. This supports the notion
that certain chromatin compartments are refractory to
repair, apparently in all eukaryotic organisms. Domains
that are rich in repeats appear to require special measures
and tailor-made pathways for DSB repair. The parallels in
the roles of chromatin movement, SUMOylation, and
nuclear pores in DSB repair from yeast to humans, as
highlighted above and in many other recent studies
[55,56,57,58], secures this as a highly promising field of
research.
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CHAPTER 2: NUCLEOSOME REMODELERS IN DOUBLE-STRAND 
BREAK REPAIR 
This chapter consists of two parts based on the following publications:  
 
Seeber, A., Hauer, M., and Gasser, S.M. (2013). Nucleosome remodelers in double-strand break 
repair. Current Opinion in Genetics & Development 23, 174-184. 
Author contributions: A.S., M.H. and S.M.G. wrote the manuscript. A.S. and M.H. designed the 
figures.  
 
Seeber, A., Dion, V., and Gasser, S.M. (2014). Remodelers move chromatin in response to DNA 
damage. Cell Cycle 13, 877-878. 
Author contributions: A.S. and S.M.G. wrote the manuscript. A.S. designed the figure.  
 
Summary 
ATP-dependent nucleosome remodelers use ATP hydrolysis to shift, evict, and exchange histone 
dimers or octamers and have well-established roles in transcription. Earlier work has suggested a role 
for nucleosome remodelers such as INO80 in double-strand break (DSB) repair. The first publication 
within this chapter is a review that begins with an update on recent studies that explore how 
remodelers are recruited to DSBs. We examine their impact on various steps of repair, focusing on 
resection and the formation of the Rad51-ssDNA nucleofilament. Finally, we will explore new studies 
that implicate remodelers in the physical movement of chromatin in response to damage. The second 
part of this chapter is an editorial covering the publication in Chapter 4 and discusses the role of 
chromatin mobility in DSB repair. Specifically, repair of DSBs occurs either by homologous 
recombination (HR) or non-homologous end-joining (NHEJ). A fundamental distinction between the 
two pathways lies in the requirement for a homologous sequence that templates the repair: this is 
needed for HR but not for NHEJ. In S-phase cells, the template most often used is the sister 
chromatid. If the break occurs in G1 phase (particularly in haploid cells, like yeast), or if both sisters 
are damaged, the homologue or an ectopic sequence with appropriate homology must be used as a 
template. For that to occur, the damage and the intact homologous sequence must first physically 
meet, through a process called homology search. This occurs after resection and binding of Rad51, 
Rad52 and requires Rad51. Various nucleosome remodelers are implicated in each step including RSC, 
INO80 (resection) and Fun3 (long range resection). In mammalian nuclei homology search involves 
the scanning of thousands of millions of base pairs for an exact copy of the damaged site. Not 
surprisingly, ectopic recombination (i.e. recombination with a homologue or a non-sister 
chromosome) is relatively rare in complex genomes, while it occurs quite efficiently in yeast.      
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ATP-dependent nucleosome remodelers use ATP hydrolysis to
shift, evict and exchange histone dimers or octamers and have
well-established roles in transcription. Earlier work has
suggested a role for nucleosome remodelers such as INO80 in
double-strand break (DSB) repair. This review will begin with an
update on recent studies that explore how remodelers are
recruited to DSBs. We then examine their impact on various
steps of repair, focusing on resection and the formation of the
Rad51-ssDNA nucleofilament. Finally, we will explore new
studies that implicate remodelers in the physical movement of
chromatin in response to damage.
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Introduction
In eukaryotic cells, the genomic DNA is wrapped around
histone proteins to form a compact nucleosomal fiber.
This form of chromatin is bound and protected by a
variety of factors, yet is nonetheless susceptible to envir-
onmentally induced damage. Once damaged, repair and
checkpoint signaling machineries recruit chromatin mod-
ifying enzymes to render damaged DNA accessible to
repair. This is mediated both by enzymes that modify
histones and by ATP-dependent nucleosome remodelers
that can shift, evict and exchange histone dimers or
octamers, facilitating the different steps of the repair
process. Histone modifications coordinate repair with
other DNA-based functions, such as transcription and
replication. Recent work also suggests that nucleosome
remodelers enhance micromovement [1] and possibly
evict proteins that inhibit the repair process [2]. Finally,
the re-establishment of the initial chromatin structure
requires histone chaperones and various modifying
enzymes that deposit or remove acetyl-groups, methyl-
groups and ubiquitin from histone tails [3]. It is likely that
active nucleosome remodeling is required as well for
proper recovery after repair.
All remodelers of the SWI2/SNF2 family contain related,
large catalytic ATPase subunits. A new phylogenetic
analysis has replaced the classical grouping (SWI/SNF,
ISWI, CHD and INO80) of the various remodelers, split-
ting them into six major families, namely the Snf2-like,
Swr1-like, SMARCAL1, Rad54-like, Rad5/16-like and
ERCC6/SSO1653-like [4] (Table 1). SWI/SNF members
of the Snf2-like family contain a bromodomain which binds
acetylated histone tails. ISWI remodelers have HAND,
SANT and SLIDE domains involved in DNA binding in
the context of nucleosomes. The Snf2-like family also
includes CHD remodelers, which contain a tandem chro-
modomain that mediates binding to methylated histones.
INO80 complexes fall into the Swr1-like class, which has a
characteristic insert in the middle of the ATPase domain,
and contain a RuvB-like DNA helicase, Rvb1/2 in yeast or
TIP49a,b in mammals. Most remodeling complexes harbor
a number of additional subunits, among them actin and
actin related proteins (Arps), some of which are shared,
others unique to specific remodelers (Table 1) [5].
Previous work had shown that mutation or down-regula-
tion of some remodeler subunits renders cells hypersen-
sitive to DNA damage [6]. This phenotype, however, can
stem from effects either on transcription, replication, or
the repair pathway itself. To study the direct involvement
of chromatin remodelers in double strand break (DSB)
repair, chromatin immunoprecipitation (ChIP) and fluor-
escent imaging studies have monitored whether or not a
given ATP-dependent nucleosome remodeler was
recruited to a unique DSB or to a zone of laser-induced
damage. These approaches have implicated many remo-
delers directly in steps of repair, and most frequently in
repair by homologous recombination (HR), but more
recently, also by non-homologous end joining (Table
2). Given the broader effect of remodelers on chromatin
composition, we will hereafter refer to them as chromatin
remodelers, rather than nucleosome remodelers. In this
review, we provide an overview about the various roles
that remodeling complexes play during DSB repair. Cru-
cial to understand is how remodelers are initially recruited
to DSBs, how they impact the various steps of repair and
how they affect the formation of the Rad51-ssDNA
nucleofilament. Recent studies also implicate chromatin
remodelers in changing the physical movement of DNA
in response to damage.
Available online at www.sciencedirect.com
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Recruitment of chromatin remodelers to a
DSB
The INO80 nucleosome remodeler is recruited to DSBs
in both yeast and man. In yeast, the INO80 complex is
made up of 15 subunits including Ino80, Rvb1/2, Arp5/8,
Arp4, Act1, Nhp10 and Ies3. Its recruitment to DSBs in
yeast requires an interaction with phosphorylated H2A
(gH2A); mutation of the phosphoacceptor site on yeast
H2A reduced INO80 binding at an induced DSB [7]. The
subunits implicated in this interaction are Nhp10 and Ies3
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Table 1
Composition and classification of nucleosome remodelers in S. cerevisiae and Human.
Grouping Organism
Family Subfamily & Composition S. cerevisiae Human
Swr1
like
Ino80 Complex INO80 INO80
ATPase Ino80 hINO80
Orthologous 
subunits
Rvb1*, Rvb2* TIP49A*, TIP49B*
Arp4*, Arp5*, Arp8, Act1 BAF53a*, ARP5, ARP8
Taf14
Ies2 hIES2
Ies6 hIES6
Unique Ies1, Ies3-5, Nhp10 Amida, NFRKB, MCRS1, FLJ90652, FLJ20309
Swr1 Complex SWR1 SRCAP TRRAP/Tip60
ATPase Swr1 SRCAP p400
Orthologous 
subunits
Rvb1*, Rvb2* Tip49a*, Tip49b* Tip49a*, Tip49b*
Arp4*, Arp6, Act1 BAF53a*, Arp6 BAF53a*, Actin
Yaf9 GAS41* GAS41*
Swc4/Eaf2 DMAP1* DMAP1*
Swc2/Vps72 YL-1* YL-1*
Bdf1 BRD8/TRCp120
H2AZ, H2B H2AZ, H2B
Swc6/Vps71 Znf-HIT1
Unique Swc3,5,7 Tip60, MRG15, MRGX, FLJ11730, 
MRGBP, EPC1,EPC-like, ING3
Etl1 Complex FUN30 SMARCAD1
ATPase Fun30 SMARCAD1
Subunits Not identified Not identified
Snf2
like
Mi-2 Complex No homolog NuRD
ATPase CHD3/Mi-2 α
CHD4/Mi-2β
Subunits MBD2,MBD3, MTA1-3, HDAC1-2, RbAp46 or 48, p66α, p66 β
Chd1 Complex CHD1 CHD1
ATPase Chd1 CHD1 
Subunits monomeric monomermic
Alc1 Complex No homolog ALC1
ATPase ALC1
Subunits Not identified
Snf2 Complex SWI/SNF RSC BAF PBAF
ATPase Swi2/Snf2 Sth1 BRG1/SMARCA4 or hBRM/SMARCA2 BRG1
Orthologous 
subunits
BAF250a/ARID1A or BAF250b/ARID1B 
or
Rsc1, Rsc2, Rsc4 BAF180*, BAF200/ARID2* BAF180*, BAF200/ARID2*
Swi3 Rsc8 BAF155/SMARCC1*and/or 
BAF170/SMARCC2*
BAF155/SMARCC1*and/or 
BAF170/SMARCC2*
Swp73 Rsc6 BAF60a/SMARCD1* BAF60a/SMARCD1*
Arp7*, Arp9* Arp7*, Arp9* BAF53a* BAF53a*
Snf5 Sfh1 BAF47/hSNF5/SMARCB1* BAF47/hSNF5/SMARCB1*
BAF57/SMARCE1* BAF57/SMARCE1*
β-actin* β-actin*
Unique Swi1/Adr6, Swp82, 
Taf14, Snf6, Snf11
Rsc3, Rsc5, Rsc7, Rsc9, 
Rsc10, Rsc30, Htl1, Lbd7, 
Rtt102
BAF45a or BAF45d
Iswi Complex ISW1a ISW1b ISW2 ACF CHRAC NURF
ATPase Isw1* Isw1* Isw2 hSNF2H hSNF2L
Orthologous 
subunits
Itc1 WCRF180/ hACF1* WCRF180/ hACF1* BPTF
Dpb4 hCHRAC17 RbAp46
Dls1 hCHRAC15 RbAp48
Unique Ioc3 Ioc2, Ioc4
Rad54
like
Rad54 Complex Rad54 Rad54
ATPase Rad54 Rad54
*Subunits shared within different remodeling complexes of the same organism.
www.sciencedirect.com Current Opinion in Genetics & Development 2013, 23:174–184
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Table 2
A summary of [chromatin remodelers], the relevant subunit and key findings reported in this review
Family & Subun its Remode ler subun it functions  add ressed  in this revi ew
Group ing[4] Nam e of 
Remod eli ng 
complex
Co
re 
Subu
nits
[4,5] Remod eler co mplex fun ction/R ema rks
Subu nit 
(organism) (Proposed) function of su bunit  during DNA damage repair 
R
ef.Famil y Subfamil y
Swr1
like
 Etl1 Fun30 non 
identified
In bud ding yeast, Fun30  promotes long range DNA end 
resec tion & regulates centromere function. In fiss ion yeast, 
Fft3 ac ts as a protec tor of heterochroma tic regions.
Fun30(Sce) A novel remodeling enzyme  with higher ac tivity in histone dime r exchange than nucleosome  repositioning.
Promotes long range DNA end resec tion and checkpoint adaptation through removal of Ra d9.
Regulates the fun ction and architec ture of centrome ric chroma tin via nu cleosome  remodeling and blocking of transcription over 
centrome res.
[38]
[2,42]
[40]
Fft3/ Fun30 non 
identified
Fft3(Spo) Localizes at known insulator elements, protec ting centrome res and sub telome res from euchroma tin spreading. Fft3 controls the  identity of  
heterochroma tic regions.
[41]
SMAR CAD1 non 
identified
Closest homolog to yeast Fun30  with roles in  the  
maintenance of silent chroma tin and novel fun ctions in DNA 
end resec tion and repair
SMAR CAD1( Hsa) Role in DNA end resec tion, knockdowns result in homologous rec ombination and  RPA  foci forma tion defects. [42 ]
Ino80 INO80 15 INO80 has been stud ied for ma ny years in yeast, plants and 
humans. It plays  a role in ma ny steps of DSB repair via 
homologous recombination: implications have been ma de in 
resec tion, nu cleofilam ent forma tion and  the dynamics of a 
DSB fiber.
Arp4  (Sce) Arp4 is lost upon Arp8  deletion and it ph ysicall y associates with γH2A, promoting INO80 recruitmen t to the site of a DSB. [7 ,63]
ARP5 (Hsa) Mam malian ARP5 shuf fles between the cytoplasm and the nu cleus, promoting initial H2A.X phosphorylation and INO80  binding to γ  H2A.X 
upon dam age.
[11]
Arp5  (Ath) Arp5 is essential in plants to promote resistance to DNA damaging agents. [12 ]
ARP8 (Hsa) Maj or role in rec ruiting INO80  to sites of dam age, ind ependent of H2A.X phosph orylation. Novel findings link ARP 8 to RPA  foci  forma tion 
and ss DNA ac cumulation, implying a role in resec tion.
[10,35]
Arp8  (Sce) Stabili zes Arp4  and Ac tin in  INO80. 
Increases the movement and the recombination rate of a locus when targeted onto chroma tin.
Promotes Ra d51  recruitment  to sites of dam age in haploid cells.
[1,7,8,
47,63  ]
Nhp10  (Sce)
Ies3  (Sce)
Required for Arp4 dependent interaction of INO80  with γH2A. [7 ]
Promotes γH2A dependent rec ruitment  of INO80 to DSBs (lost from the complex in nhp 10Δ). [7]
Act1  (Sce) Like Arp4, is lost upon deletion of Arp8. [7 ,63]
Swr1 Swr1 19 Amon g other roles, the yeast SWR1 remodeli ng complex deposits  H2A.Z (H tz1 in yeast) at DSBs by catalyzing the replacem ent of H2A– H2B dime rs  with H2A.Z– H2B dimm ers. This reaction occurs stepwise and in an un idirec tional  
manner.
[13]
TTRAP/Tip60 22 P400  (Hsa) The catalytic subu nit P400 can exchange H2A.Z onto nu cleosome s at DSBs. Incorporation of H2A.Z along with other modifications
sub sequently  facili tates loading of brca1 complexes.
[17]
Ino80 , 
Swr1
INO80, SRCAP
TTRAP/Tip60
15,13 ,22 TIP49a/b  ac ts as a part of ma ny hu man remodeling 
complexes with potential roles in DNA repair
TIP49a;  TIP49b (Hsa) The yeast homolog Rvb1/ Rvb2 un wind s DNA at 3’ ss DNA overhangs, implying a role in processing resec ted ends.
Promotes RA D51  foci ac cumulation at DSBs by relaxing chroma tin and ma king it ac cessible for  the repair  ma chinery.  
[37,45,
46]
Snf2
like
 Mi-2 NuRD 12 The NuRD  complex has a well establi shed role in 
deacety lating chroma tin, repressing transcription and 
regulating development  in vitro as well as remodeli ng 
nucleosome s in vitro . Its fun ction during DNA damage repair  
can vary with the composition of the complex (CHD3  or CHD4 
containing).
CHD3( Hsa) Ac ts as a heterochroma tin fac tor and  is released via ATM dependent KAP1  phosph orylation upon dam age. Loss  of CHD3  leads to chroma tin -
relaxation and priming breaks for repair.
[31]
CHD4( Hsa) Is  rec ruited to sites of DNA dam age (PARylation dependent) where it promotes Ubiquitination of histones and thereby the rec ruitment  of 
BRCA1 and RNF168.
[26,64]
CHD4  has a function in G2/ M chec kpoint ma intenance. [26 ]
Alc1 ALC1/ CHD1L 1 AL C1  was identified as a novel, CHD1- like (CHD1L) remodeler. 
Its rec ruitment  to breaks is adenosine 5’- diphosphate (ADP)-
ribose (PAR)  dependent.
ALC1( Hsa) AL C1  re- positions nu cleosome s in- vitro.
Interac ts with NHEJ proteins, probably priming breaks for repair by NHEJ.
[28-
30]
Snf2 RSC 18 The yeast RS C complex is known to prime  the DSB site for repair by mobilizing nucleosome s and loading Mre11. Novel results impli cate RS C in DNA end  resec tion, even though cell s depleted for RS C are still  proficient in SS A. [2 ,34,6
5]
SWI/SNF 11 Yeast SWI/SNF has broad roles in regulating transcription, 
mitotic exit and  ac tivation of weak repli cation origins. In 
yeast and huma ns, SWI/SNF remodeling complexes localize 
to DSBs and play distinct roles in repair events as well as 
regulating the dam age  response chec kpoint. 
BAF 170 (Hsa) Mediates SWI/SNF recruitment  to DSB sites after dam age in an ATM/ATR ph osphorylation dependent ma nner (enhanced by BRIT1/ MCPH 1). [23 ]
BRG1( Hsa) Impac ts the DNA damage  chec kpoint through interac tion with p53 and the ace tyl transferase CBP. 
Bind s and propagates γH2A.X via its interac tion with H3K14–Indication of a novel, cooperative ac tivation loop with H3  HAT Gcn5 upon DNA  
dam age.
[21,66,
67]
hBRM(Hsa) In contrast to BAF17 0, this alternative SWI/SNF catalytic subu nit plays  no role in regulating the DNA dam age  response. [66 ]
Rad54
like
 Rad54 Rad54 1 Ra d54  is not a classic  SNF2 remodeli ng enzyme  but able to   
sli de and remodel nu cleosomes  in vitro . Ra d54  plays a ma jor  
role in middle to late steps du ring homologous 
rec ombination and was rece ntly implicated in regulating the 
dynam ics of a DNA DSB fiber.
Rad54  yeast & 
human
Fac ilitates strand invasion and  slides nucleosomes  in vitro. 
Stabili zes the Ra d51 ss DNA nucleofilam ent.
Promotes homologous rec ombination.
[50,51,
59]
Rad54( Sce) Ess ential for the increased movement and nuclear search volume  of an Is ce1 indu ced DSB. [50 ]
Rad54( Hsa) Re cruitment  to DSBs is ind ependent of ATP usage bu t diss ociation from chroma tin and the relo cali zation of dam age foci to the  nuclear  
periphery requires ATP hydrolysis.
[47 ]
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(a subunit which is lost upon deletion of NHP10) [8], and
Arp4, with Arp4 having been shown to physically associ-
ate with gH2A [9]. The story appears to be different in
mammals, where INO80 is recruited to laser-induced
sites of damage independently of gH2A.X, but in a
manner sensitive to loss of Arp8 [10]. shRNA against
other INO80 subunits did not have an effect on recruit-
ment, but it should be noted that the INO80 subunits
studied were only reduced to levels ranging from 20% to
40% of wild-type levels. It remains possible that other
INO80 subunits play a role in the recruitment to DSBs,
but that the shRNA knock-down was not sufficient to
impair binding at the break. Another mammalian study
shows that Arp5 interacts with gH2A.X and promotes its
initial phosphorylation [11]. In the same vein, a new
report using Arabidopsis shows that Arp5 is required to
prevent sensitivity to DNA damaging agents, highlight-
ing the importance of this subunit [12]. Collectively these
findings argue that in higher eukaryotes the initial recruit-
ment of INO80 is mediated by Arp8, while Arp5 sub-
sequently interacts with and facilitates the spread of
gH2AX.
Also recruited by interaction with gH2A.X is the INO80-
related yeast remodeler SWR1 (p400 or SRCAP in man).
The SWR1 remodeler has been shown to deposit H2A.Z
(Htz1 in yeast), a conserved variant of H2A, by catalyzing
the replacement of H2A–H2B dimers with H2A.Z–H2B
dimers in a stepwise and unidirectional manner [13].
H2A.Z is found enriched near the TSS of genes, as well
as in some heterochromatic regions. A number of papers
implicate H2A.Z or Htz1 in repair pathways [14] and, not
surprisingly, mutants in Swr1 or Swr1 complex com-
ponents are sensitive to DNA damaging agents [15,16].
In mammalian cells, H2A.Z can be exchanged onto
nucleosomes at DSBs by TRRAP/TIP60’s p400 ATPase
domain, the recruitment of which depends on gH2A.X, as
in yeast [36]. At the DSB, H2A.Z exchange is required for
the acetylation of histone H4 by TIP60, and for histone
ubiquitination by RNF8. H2A.Z then ultimately leads to
enhanced Ku recruitment, favoring repair by NHEJ,
whereas its absence, leads to extensive resection and
inaccurate repair [17].
The SWI/SNF remodeling complex has also been shown
to be recruited to DSBs [18], although the mechanism of
recruitment is unknown, particularly in yeast. In one
report, a null mutant of the yeast SWI/SNF subunit
Snf2 did not result in enhanced sensitivity to UV or
ionizing radiation (IR) [19], while in other yeast back-
grounds SNF2 or SNF5 deletions rendered cells suscept-
ible to either HU or bleomycin treatment [18]. Indeed, in
this paper, SWI/SNF2 subunits could be detected at
DSBs by ChIP one hour after damage induction [18].
What SWI/SNF achieves at DSBs in yeast is unclear, as it
appears to be dispensable for HR if the donor sequence is
euchromatic. On the other hand, SWI/SNF was shown to
be necessary for the eviction of heterochromatin factors
(Sir3) from donor sequences in vitro [20]. This occurs
during mating type switching, which requires invasion of
the resected DNA strands from MAT into silent chroma-
tin at HM loci.
In humans, the SWI/SNF complex contains one of two
catalytic subunits, BRG1 or BRM, along with many
BRG1/BRM associated factors (BAFs) [5]. A recent study
proposed a positive feedback loop, in which the histone
acetyl transferase (HAT) GCN5 binds to gH2A.X upon
damage, acetylating adjacent H3 molecules, which would
be recognized by the bromodomain of BRG1. SWI/SNF
is then thought to facilitate access to the damage extend-
ing phosphorylation of H2A.X and thus more acetylation
[21]. However, other HATs, such as Tip60, p300 and
CBP have been shown to work with SWI/SNF at DSBs in
NHEJ [22].
In a more general way, DSBs undergo a series of de-
pendent events which involve ubiquitination, acetylation
of H3K14 and finally the acetylation-dependent recruit-
ment and active remodeling by the SWI/SNF subunit
BRG1.
In one study, SWI/SNF was shown to be recruited to
neocarzinostatin induced DSBs in a manner promoted by
BRIT1/MCPH1, an early DNA damage response protein.
This entailed the ATR/ATM dependent phosphorylation
of the SWI/SNF subunit, BAF170. Chromatin cannot
relax as monitored by MNase sensitivity assays upon
BRIT/MCPH1 depletion, which coincides with defects
in both HR and NHEJ in mammalian cells [23].
In conclusion, human SWI/SNF has previously unappre-
ciated roles in promoting the early spread of gH2A.X and
histone acetylation at DSBs. Whether NHEJ and HR
pathways have a differential dependence on SWI/SNF is
not yet clear.
Repressive Snf2-like remodeling complexes of the Mi-2
and CHD class (such as CHD1 and NuRD complexes)
are unique in the sense that their catalytic subunits
contain a characteristic N-terminal tandem chromodo-
main, which directs them to methylated histones. This
domain, at least for Chd1, regulates its ATPase motor
dynamics [24]. CHD1 and NuRD have clear roles in
transcriptional regulation, histone dynamics and gene
silencing [5], whereas their impact on DSB repair is only
starting to be revealed.
In mammalian cells, shRNA knockdowns of NuRD sub-
units, CHD4 or MTA2, resulted in increased levels of
spontaneous damage and persistent p53 activation [25].
CHD4 also promotes ubiquitination of histones, which
correlates with recruitment of BRCA1 and RNF168 and
maintenance of the G2/M checkpoint. Further studies
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showed that the NuRD components CHD4 and MTA1
are recruited to sites of IR-induced DNA damage. This
recruitment takes place in a previously unappreciated,
polyadenosine 50-diphosphate (ADP)-ribose (PARyla-
tion)-dependent manner, but is independent of H2A.X
phosphorylation [26,27]. It was also shown that com-
ponents of the Polycomb Repressive Complex 1 (PRC1),
such as MEL-18, are recruited to DSBs in a PARylation-
dependent manner, and that PARylation is required to
exclude nascent RNA as well as RNA polymerase II from
regions of laser induced damage [27]. Thus PARylation
and NuRD recruitment appear to repress transcription at
breaks. Speculation on the role of heterochromatin
proteins in DSB repair is discussed elsewhere [3]. PAR-
ylation is also crucial for the recruitment of another
human Snf2-like chromatin remodeler, ALC1, also
known as CHD1L. ALC1 is targeted to sites of phleo-
mycin-induced damage through its interaction with poly-
ADP ribose. ALC1 overexpression delays or impedes
repair, based on the comet assay. It is thought that
ALC1 may promote NHEJ through its physical inter-
actions with Ku70, XRCC1, DNA-PKcs and the histone
chaperone APLF. Its interaction with subunits of the
RPA complex may also suggest a role in HR, or another
pathway of repair requiring DNA resection [28–30].
Finally, the related NuRD complex ATPase, CHD3, was
shown to be lost from lesions induced in KAP-1-enriched
heterochromatic domains [26]. This effect is regulated
by ATM dependent phosphorylation of KAP-1 at Ser824.
Once KAP-1 is phosphorylated (pKAP-1), its direct inter-
action with CHD3 is disrupted, resulting in CHD3 loss
from the domain. The ensuing chromatin relaxation is
thought to promote DNA accessibility of heterochromatic
regions, thereby facilitating repair [31,32]. This is con-
sistent with the role proposed for CHD3 and MI-2 in
promoting chromatin compaction and gene repression
[33].
The closest yeast equivalent to mammalian CHD3,
CHD4 and ALC1 ATPases is the monomeric Chd1
remodeler (Table 1). Computational studies showed that
yeast and other lower eukaryotes lack KAP-1-like
proteins and PAR, and so far there have been no recent
studies that link yeast Chd1 to DSB repair. In summary,
these results identify ALC1 and CHD4 as active factors
in genome maintenance that recruit DNA damage
response factors, possibly favoring repair, while the
related CHD3-containing NuRD remodeler complex
needs to be lost from heterochromatic sites in order to
aid repair. This suggests that the chromatin context of
the DNA damage strongly influences which remodeler is
important for subsequent repair events. Furthermore,
depending on whether the situation calls for NHEJ-
mediated or HR-mediated repair, resection may either
need to be attenuated or promoted by remodeling
complexes.
Role of chromatin remodelers in resection
The Swr1-like remodeler INO80 [7] and the Snf2-like
remodeler RSC [34] were the first chromatin remodeling
complexes to be associated with resection (for an in depth
analysis see [6]). A recent study on mammalian INO80
and one of its subunits, Arp8, shows the importance of
INO80 in RPA filament formation after damage [35].
This is consistent with its previously demonstrated role in
resection in yeast [36]. We note that, TIP49a,b which is
part of the human INO80, SCRAP and TTRAP/Tip60
complexes [5] and yeast Rvb1/Rvb2 of INO80 and SWR1,
have been shown to be ATP-dependent helicases that
unwind DNA at 30 ssDNA overhangs of at least 30
nucleotides in length, in a 30 to 50 direction [37]. These
in vitro findings suggest that complexes containing
TIP49a,b (or Rvb1/Rvb2) may be generally involved in
processing resected DNA ends.
Fun30 is a poorly characterized chromatin remodeler of
the Etl1 Snf2-like nucleosome remodeler family
[4,38,39]. The previous best described role of Fun30
was the protection of centromeres by maintaining the
integrity of centromeric chromatin [40,41]. Three new
studies highlight the role of Fun30 in Sgs1 and Exo1
dependent long-range resection at a DSB [2,40,42].
Fun30 appears to be the most important chromatin
remodeler for long-range resection in yeast, although this
role is partially redundant with that of INO80 and RSC
near the DSB [2]. This also appears to hold true in
mammals for SMARCAD1, the closest human homologue
of Fun30 [42]. Intriguingly, Fun30 becomes partly
dispensable when recruitment of the checkpoint
mediator Rad9 is ablated. Rad9 inhibits resection at DSBs
[43,44] thus favoring NHEJ over HR. Fun30 is proposed
to remove Rad9 (Figure 1) and thus promote resection
and HR [2,39]. Consistently, when Fun30 is deleted,
Rad9 spreads outwards from the DSB, presumably antag-
onizing resection [2]. This paper also offers evidence
indicating that CHD1, SWR1, Rad54 and ISW1 remodel-
ing factors do not play any significant role in resection,
though Rad54 is epistatic with Fun30 with respect to its
damage sensitivity [2].
Cells without intact INO80, SWR1 and RSC are still
proficient in single-strand annealing (SSA), a repair
mechanism that requires extensive resection to repair
a DSB. However, fun30D strains are defective in repair by
SSA, highlighting the importance of this protein’s invol-
vement in long range resection [2,39]. Importantly,
Fun30 does not seem to be involved in strand invasion
or in later steps of HR. However, like rdh54D strains,
fun30D strains are defective in adaptation to a single
DSB, due to the hyperactivation of Mec1 (ATR kinase)
through Mre11 [39]. These papers have now added
Fun30 to the list of DNA damage response factors,
although little is known about the complex(es) it
forms.
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Rad51-ssDNA filament formation
After resection, one of the next steps in HR is the formation
of a Rad51 filament along the ssDNA strand. This is
facilitated by a number of remodelers. For example when
Fun30 is deleted, Rad51 levels at distal sites from a
DSB (5 kb) are greatly reduced and accumulate slowly
over time. Even though basal protein levels are reduced,
this defect in recruitment and accumulation is not seen
within proximal sites to the DSB (1 kb) [2].
The same holds true for Tip49a-depleted or Tip49b-
depleted human cells where Rad51 focus accumulation
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Chromatin remodeling at different steps during HR. (a) Formation of a DSB activates the DNA damage response followed by an orchestrated
localization of repair factors to the site of damage, priming it for repair. The events occurring in budding yeast are on the left and those in mammals on
the right. One of the first steps during DSB repair is the acetylation of histones, combined with phosphorylation by checkpoint kinases. The
combination recruits chromatin remodeling complexes to the site of damage. Upon binding, remodelers change the local occupancy and histone
composition of nucleosomes around the DSB, facilitating the accessibility for subsequent repair factors. In mammals both acetylation and the
recruitment of remodelers associated with transcriptional repression is documented. In heterochromatic regions the CHD3-containing NuRD complex
is evicted from heterochromatin. This may facilitate the opening of these compacted chromatin regions. PARylation is also important in recruiting
NuRD complex components such as CHD4 and ALC1 (CHD1L) near the lesion. (b) The next step in HR requires resection of the dsDNA at the break
site, generating a 30 overhang. RSC and INO80 have a role in short range resection while Fun30 is essential for long range resection. Following DSB
formation, Fun30 accumulates at distal sites from the break, removing the resection barrier imposed by Rad9 binding. Once Rad9 is removed, the
exonucleases Dna2/Sgs1 and Exo1 can produce long ssDNA overhangs. (c) Following resection, the ssDNA binding protein Rad51 is loaded onto DNA
and forms the ssDNA nucleofilament. Rad54 stabilizes the Rad51 filament. In haploid yeast cells, Arp8 within the INO80 complex is required for
efficient accumulation of Rad51 at DSBs. In mammals Tip49a,b in the human TRRAP/Tip60 promotes Rad51 focus formation at DSBs.
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is strongly reduced in response to IR, rendering cells
sensitive to damaging agents. Indeed, the amount of
soluble Rad51 accumulates, and the level of chromatin-
bound Rad51 decreases, upon Tip49a/b depletion. The
authors also show that relaxing chromatin before DSB
induction, using sodium butyrate to provoke hyperace-
tylation, restores the number of Rad51 foci to wild-type
levels, possibly achieving the same opening of chromatin
as that effected by the Tip49/TRRAP/Tip60 complex
[45,46]. Alternatively, SRCAP may be involved. One
model proposes that the role of Tip49 within the
TTRAP–Tip60 complex is to relax chromatin by acety-
lation, enabling the access of the repair machinery at the
break site. Mammalian INO80 does not seem to be
important for the recruitment of Rad51, but rather affects
the recruitment of early repair proteins such as 53BP1,
which may antagonize HR [35]. In contrast, in haploid
yeast Rad51 recruitment to an irreparable DSB is dimin-
ished in arp8D cells [47]. We note that when a donor is
present and the DSB was repairable by HR in yeast, as in
the mammalian study, INO80 mutants did not show a
defect in Rad51 recruitment [48]. Given that yeast Rad51
activity is enhanced in diploids, it may be that Arp8
becomes dispensable in diploid cells for Rad51-filament
formation [49].
Rad54 also plays a role in stabilizing Rad51 ssDNA
filaments [50,51]. Evidence from a new mammalian study
indicates that Rad54 dependent accumulation of Rad51
does not require the ATPase domain of Rad54, although
ATP hydrolysis is required for the dissociation of Rad54
from the filament. Following IR induced damage over
five hours, the authors observed an increase in the num-
ber of Rad54-GFP foci at the nuclear periphery. After
another five hours the number of foci at the periphery
dropped to the same levels as at the beginning of the
experiment. In a Rad54-GFP ATPase mutant, the num-
ber of foci at the periphery continued to accumulate over
the course of the experiment. The authors interpret this
effect as relocation of a DSB to the nuclear periphery.
However, this result could also indicate that DSBs are
repaired faster in internal regions (euchromatin) than at
the periphery (heterochromatin), or that foci persist
longer in less accessible peripheral heterochromatin
[52]. Finally, displacement of yeast heterochromatin
factors by the SWI/SNF remodeler complex was shown
to promote Rad51 mediated joint-molecule formation and
Rad54 dependent strand invasion, priming the DSB for
repair by HR in vitro [20]. Taken together, these obser-
vations support the model that SWI/SNF ATPases facili-
tate Rad51 focus formation while Rad54 promotes
filament assembly.
Dynamics of the DSB fiber
The least understood step in HR is homology search [53]
(Figure 2). This process implies that a DSB scans the
nucleus for its homologous template, in order to anneal
and finally carry out repair by recombination. Undamaged
chromatin moves within the nucleus, but it is constrained
by the continuity of the chromatin fiber [54]. Both sides of
a break remain linked by the MRN/MRX complex, yet
changes in chromatin structure could change the persist-
ence length of the chromatin fiber [1]. Recently it was
tested whether the mobility of a DNA locus changes upon
DSB induction and the impact of such movement on HR-
mediated repair. Two studies in budding yeast have
shown that DNA bearing a DSB in S-phase cells moves
through a nuclear volume approximately 4-times larger
than that of undamaged DNA [55,56]. Similarly, in
mammalian cells the mobility of IR induced foci was
found to increase over that of undamaged chromatin
[57]. While yeast and man share this phenomenon, a
small increase in radius of constraint in yeast can enhance
access to more than 60% of the genome, while in mam-
malian cells the same radius of movement might only
mean that damage shifts from a compacted domain of
chromatin to an open space nearby, without accessing a
large part of the genome.
In support of the idea that chromatin mobility enhances
HR, it was shown that the decreased chromatin mobility
scored in a rad9D strains, correlated with lower rates of
heteroduplex formation, when the donor sequence sits on
a nonhomologous chromosome [55]. The ATR homol-
ogue Mec1 was also implicated in the increased mobility
of the DSB [55].
One way in which random chromatin movement can be
increased is through the removal of nucleosomes, which
might increase the flexibility of a compacted chromatin
fiber. In support of this model, work from the Gasser
laboratory showed that the targeting of INO80 increased
chromatin mobility in a manner dependent on its ATPase
activity. At the PHO5 promoter the increased movement
could be correlated with nucleosome displacement by
INO80 [1]. Consistently, the enhanced movement scored
at an induced DSB was partially reduced in an arp8D
strain [1], while the loss of Rad51 or of Rad54’s ATPase
activity completely eliminated damage-induced chroma-
tin mobility [55]. Since Rad51 helps recruit Rad54, and
Rad54 in turn stabilizes the Rad51-ssDNA fiber, it is
unclear whether the Rad54 ATPase action or the creation
of the Rad51-ssDNA filament, or both enhance move-
ment [55].
Rad54 remodels chromatin [58] in a manner that corre-
lates both with its dsDNA translocation activity, and its
ATPase activity [50,51]. Thus, Rad54 may actively slide
nucleosomes away from the resected DSB [59], which
could, based on the action of other chromatin remode-
lers, increase the radius of the random walk movement
of the DSB, due to reduced constraint on the damaged
chromatin fiber. Interestingly, Rad54 molecules in
human do not need their ATPase domains to associate
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with DSBs, and lack of ATPase activity inhibits its
turnover at sites of damage, as shown by FRAP
[52]. Thus, it could also be the release of Rad54 that
enhances movement of the resected break. In mamma-
lian cells, but not in yeast, hINO80 binds to and pro-
motes the expression of the RAD54 gene, which
suggests that INO80 may also have indirect effects in
DSB repair. Indeed, enhanced expression of Rad54 can
complement the DNA repair defect of human Ino80-
deficient cells [60].
The specific mechanism of how remodelers increase
chromatin mobility is still an open question. Multiple
effects, including release from anchoring molecules,
reduced persistence length, or the effect of the ATPase
itself, are all possibilities. Some insight may be gained
by identifying and comparing the effects of different
remodeler subtypes in regard to chromatin mobility.
Conclusions
Up to this point only a few studies of chromatin remo-
delers in damage have scored defects in repair that could
be traced unambiguously to the remodeler’s activity at
the site of damage. This may in part reflect redundancy in
the function of chromatin remodelers, but may also
simply arise from the fact that the appropriate read-outs
were not yet monitored. Many unanswered questions
remain. It is still unclear why so many chromatin remo-
deling factors are recruited to double-strand breaks. It is
unclear how chromatin remodelers increase mobility of
chromatin, why some damage shows movement while
other do not, and what the impact of chromatin mobility is
on repair. What role do remodelers play in the late stages
of HR or in the restoration of chromatin after repair? The
literature currently implicates histone chaperones in this
step leaving the role for remodelers largely open [3]. The
fate of nucleosomes during the DNA damage response is
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A speculative role of chromatin remodelers in homology search. In order to repair a lesion by HR, the homologous template needs to be identified and
bound. The homologous template can be the sister chromatid after replication, although in special cases, repair occurs with ectopic homologous
sequences. Several studies suggest that the efficiency of homology search is rate-limiting for DSB repair by HR with ectopic donors [53,62]. Upon
damage, DSBs become more mobile, which may facilitate the homology search through nuclear space. This increase in mobility is dependent on the
ATPase activities of INO80 and Rad54, both of which can remodel nucleosomes. Other chromatin remodeling complexes may also be involved in
homology search dynamics.
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an open question. Certainly, there has to be nucleosome
eviction during resection to form an overhang for HR.
The possibility remains that half nucleosomes remain
bound, although it is unlikely that the Rad51 fiber con-
tains nucleosomes. Improved methods for quantifying
histone abundance at sites of damage would help to
resolve this question. The fact that many cancers have
mutations in subunits of chromatin remodeling com-
plexes [61] indicates that these enzymes remain an unex-
plored source of diagnostic targets to help screen for
diseases that stem from genomic instability.
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DNA double-strand breaks (DSBs) 
are dangerous lesions that occur when 
both strands of the DNA double helix 
are broken. Repair of DSBs occurs either 
by homologous recombination (HR) or 
non-homologous end-joining (NHEJ). 
A fundamental distinction between the 
2 pathways lies in the requirement for a 
homologous sequence that templates the 
repair: this is needed for HR but not for 
NHEJ. In S-phase cells, the template most 
often used is the sister chromatid. If the 
break occurs in G
1
 phase (particularly in 
haploid cells, like yeast) or if both sisters 
are damaged, the homolog or an ecto-
pic sequence with appropriate homology 
must be used as a template. For that to 
occur, the damage and the intact homolo-
gous sequence must first physically meet, 
through a process called homology search. 
In mammalian nuclei this would involve 
the scanning of thousands of millions 
of base pairs for an exact copy of the 
damaged site. Not surprisingly, ectopic 
recombination (i.e., recombination with 
a homolog or a non-sister chromosome) is 
relatively rare in complex genomes, while 
it occurs quite efficiently in yeast.
Given the spatial constraint that 
restricts the mobility of chromosomal 
loci,1 it is not surprising that the time it 
takes for 2 specific sites to collide is rate 
limiting for HR. Both computer simula-
tions and experiments that monitored 
recombination rates in yeast support this 
notion.2,3
Intriguingly, last year it was shown, 
through single-particle tracking with 
high-resolution time-lapse microscopy in 
yeast, that fluorescently tagged sites of 
DSBs move within a larger radius than the 
same tagged site when it is undamaged.4,5 
Notably, the volume explored increased by 
~4-fold. Mutations in repair proteins such 
as Rad51 and Rad54 or in the DNA dam-
age checkpoint kinase Mec1 (ATR) were 
shown to be important for the increased 
mobility. Two studies reported simi-
lar phenomena, yet they differed in one 
aspect: one suggested that loci unlinked to 
the damage might also increase in mobil-
ity after exposure to ionizing irradiation, 
while the other did not observe this after 
induction of a single DSB or on low level 
Zeocin. The discrepancy was recently 
resolved by showing that the genome-wide 
response to damage that leads to increased 
chromatin mobility depends on the acti-
vation of the DNA damage checkpoint 
response (DDR).6 The DDR is not imme-
diately induced in the presence of a single 
DSB, nor in the presence of low levels of 
Zeocin, while higher levels of Zeocin acti-
vate the DDR rapidly and, indeed, induce 
the general chromatin response.6
Genetic dependence on DNA damage 
checkpoint kinases was shown by mutat-
ing either Mec1 and/or its downstream 
target kinase Rad53. In both mutants, the 
ectopic or general increase in mobility was 
impaired. Remarkably, an artificial acti-
vation of Mec1 kinase by juxtaposition of 
its binding partner Ddc2 and the kinase 
co-activator Ddc1 led to a similar increase 
in chromatin mobility in the absence 
of DNA damage, ruling out potential 
indirect effects of Zeocin and/or DNA 
damage.
In contrast to the increased movement 
scored for the DSB site itself, this general 
increase in mobility was not dependent on 
Rad51. Thus the mechanism that acts at 
the site of damage (in cis) differs at least in 
part from that which increases chromatin 
mobility in trans.6
Increases in chromatin mobility could 
be a direct consequence of nucleosome 
remodeling that would change the flex-
ibility of a chromatin fiber. Previous work 
has shown that the targeting of the INO80 
nucleosome remodeling complex leads to 
an increase in the mobility of an intact 
locus. Studies of the yeast PHO5 pro-
moter showed that the INO80-dependent 
increase in mobility correlated with the 
removal of nucleosomes. Since the INO80 
complex is a known target of the DDR, 
the INO80 complex was tested for con-
tributions to the DDR-induced increase 
in chromatin mobility. Indeed, deletion 
of INO80 subunits that compromise its 
ATP-dependent nucleosome remodel-
ing activity reduced the DDR-induced 
increase in chromatin mobility at ectopic 
sites. Ablation of other remodelers, such as 
Chd1 and Swr1, did not.6
A number of open questions remain 
(Fig. 1). First and foremost, what is the 
structural change in chromatin that leads 
to increased mobility of a given tagged 
locus? Does the increased mobility corre-
late with nucleosome displacement, loss of 
other factors, or disruption of an anchor? 
Finally, how do checkpoint kinases regu-
late INO80?
Whereas both homology search and the 
flexibility of the chromatin fiber may be 
different in mammalian cells, it is none-
theless plausible that the effects observed 
are relevant beyond yeast. For instance, 
a DSB array that leads to a translocation 
in mouse fibroblasts has a higher mobil-
ity than that of a non-translocating array.7 
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Since NHEJ is the preferred mode of repair 
in mammalian cells, and not HR, it may 
only be an exceptional type of break that 
requires a homology search, and therefore 
enhanced movement. Indeed, homol-
ogy search in mammals may normally be 
Figure 1. Hypothetical model of iNo80 mediated enhanced chromatin mobility. Checkpoint acti-
vation due to dNa damage targets the iNo80 nucleosome remodelling complex to chromatin. 
iNo80 evicts nucleosomes and makes chromatin more flexible. due to the actions of iNo80 the 
persistence length of the chromatin fiber is reduced allowing for chromatin to move more freely.
actively suppressed to prevent unwanted 
translocations or deletions. It will be 
intriguing to see if remodelers that favor 
NHEJ, such as the SWI/SNF remodeler 
BRM,8 antagonize movement in mam-
malian cells, by perhaps counteracting the 
activity of INO80. Fortunately the tools 
are in hand to test such hypotheses, both 
in mammalian and yeast cells.
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CHAPTER 3: COHESIN AND THE NUCLEOLUS CONSTRAIN THE 
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Summary 
The regulation of chromatin mobility in response to DNA damage is important for homologous 
recombination in yeast. Anchorage reduces rates of recombination, whereas increased chromatin 
mobility correlates with more efficient homology search. Here we tracked the mobility and localization 
of spontaneous S-phase lesions bound by Rad52, and found that these foci have reduced movement, 
unlike enzymatically induced double-strand breaks. Moreover, spontaneous repair foci were 
positioned in the nuclear core, abutting the nucleolus. We show that cohesin and nucleolar integrity 
constrain the mobility of these foci, consistent with the notion that spontaneous, S-phase damage is 
preferentially repaired from the sister chromatid. 
This article was of particular significance since it showed that not all types of damage show increased 
chromatin movement and that foci of different tagged repair enzymes including Rad51, Rad52, and 
Rad54 are enriched in the nuclear core. In addition, we show the nucleolus constrains movement of 
spontaneous Rad52-YFP foci. Importantly, this work confirms that chromatin movement is greater 
in G1 than in S phase as proposed by Heun et al., 2001. Here it is shown that the decreased S phase 
movement is due to cohesin loading. 
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Cohesin and the nucleolus constrain the mobility
of spontaneous repair foci
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The regulation of chromatin mobility in response to DNA damage
is important for homologous recombination in yeast. Anchorage
reduces rates of recombination, whereas increased chromatin
mobility correlates with more efficient homology search. Here
we tracked the mobility and localization of spontaneous S-phase
lesions bound by Rad52, and find that these foci have reduced
movement, unlike enzymatically induced double-strand breaks.
Moreover, spontaneous repair foci are positioned in the nuclear
core, abutting the nucleolus. We show that cohesin and nucleolar
integrity constrain the mobility of these foci, consistent with the
notion that spontaneous, S-phase damage is preferentially
repaired from the sister chromatid.
Keywords: DNA damage; Rad52 foci; chromatin dynamics;
cohesin; nucleolus
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INTRODUCTION
Double-strand breaks (DSB) are particularly deleterious DNA
lesions, as inappropriate repair can lead to translocations
and genome instability [1]. Budding yeast efficiently repairs
DSBs by homologous recombination (HR), which requires
physical contact with a homologous template. Sister chromatids
are the favoured template in S- and G2-phase cells, as they are
exact copies of the damaged site, and are held together by
cohesin. If a sister chromatid is unavailable or is similarly
damaged, then a genome-wide search for a homologous
template might take place [2].
In budding yeast, the Rad52 epistasis group composed of Mre11,
Rad50, Xrs2, Rad52, Rad51 and Rad54, is responsible for catalyzing
HR [3]. Each member is sequentially recruited to the DSB along with
mediators of the DNA damage response, including the checkpoint
kinase adaptor Rad9 (53BP1/BRCA1 in humans) [4]. These factors,
when fused to a fluorescent protein, form microscopically
discernible repair centres at the sites of damage [5], and are
therefore convenient tools to study repair dynamics in living cells.
Most studies on mobility of repair foci have focused on Rad52,
which accumulates at DSBs after resection [5] and disappears
once pairing with the homologous template has occurred [6].
Rad52 foci form only in S-phase cells [7]. Quantitation of Rad52
focus mobility showed that enzymatically induced site-specific
DSBs move within a larger volume than the same locus
undamaged [6,8]. The enhanced mobility of Rad52 foci requires
Rad51 and Rad54, as well as the checkpoint kinase, Mec1 and the
checkpoint adaptor protein Rad9 [6,8]. Consistent with the notion
that movement facilitates the homology search, increased mobility
at DSBs correlates with faster production of repair intermediates
and higher rates of recombination [8,9]. Moreover, artificially
tethered domains recombine less frequently [10].
Locus mobility might also be harnessed to relocate a DSB away
from domains that are repressive for HR, such as heterochromatin
or the nucleolus [11–13], and can shift DSBs that lack a
homologous donor for HR towards nuclear pores [14]. The
proposal that chromatin mobility promotes the efficiency of DSB
repair, particularly when a homology search beyond the sister
chromatid is required [15], is consistent with a recent study that
examined the effect of nuclear architecture on ectopic
recombination in yeast [10].
Importantly, DSBs are not the only lesions that generate
Rad52 foci. For example, the repair of replication fork collision
with a covalent DNA-protein adduct similarly recruits Rad52 [16],
as do other spontaneous lesions in S-phase cells [7]. These
spontaneous lesions generally do not activate the DNA damage
checkpoint or arrest the cell cycle. Unlike enzymatically induced
DSBs, they appear to reflect damage on one of the two sister
chromatids, which are held together by cohesin following
replication. Indeed, spontaneous Rad52 foci appear to stem
largely from gaps behind the replication fork [17], making
them structurally distinct from the breaks induced by enzymes
that repeatedly cleave both sister chromatids. Intriguingly, these
two types of lesions segregate spatially within the yeast
nucleus: irreparable DSBs were shown to shift to the nuclear
envelope [14,18], whereas spontaneous Rad52 foci are
predominantly found in the nuclear core [19].
Here we have explored the constraints that influence repair
centre movement and position. Our results implicate cohesin
and the nucleolus in constraining damage mobility, and support
the hypothesis that reduced movement reflects the repair of
spontaneous lesions by exchange with the sister chromatid.
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RESULTS AND DISCUSSION
Mean square displacement (MSD) analysis robustly quantifies the
mobility of diffusing, fluorescently tagged chromosomal loci
and repair foci [6,8,9,15]. In such analyses, the position of a
moving spot is monitored from frame to frame, and the square of
the distance travelled by the locus is plotted against increasing
time intervals (Fig 1A). The resulting MSD curve, averaged
over several independent time-lapse series, generally reaches a
plateau proportional to the square of the radius of constraint
(Rc). This is a useful measure that indicates the nuclear volume
(nvol) within which a fluorescent spot can move. All movement
parameters relevant for this study are compiled in supplementary
Table S1 online.
We have previously shown that the undamaged ZWF1 locus on
chromosome 14, has an Rc of about 0.51 mm in S-phase cells,
which is equivalent to B18% of the nvol (Fig 1B) [8]. Once an
I-SceI-induced DSB is generated at this locus, the Rc value of the
resulting Rad52-YFP focus increases to 0.7 mm (47% of nvol;
Fig 1B) [8]. Not every Rad52 focus showed a similar mobility,
however. For example, Rad52 foci induced by a limited dose of
Zeocin (50 mg/ml for 1 h) have a mobility identical to that of an
undamaged locus (Fig 1B). Similarly slow movement was detected
for damage induced by the covalent binding of a mutated Flpase
to DNA [8]. Surprisingly, spontaneous S-phase Rad52-YFP foci
had an even lower Rc value (0.37 mm or 7% nvol; Fig 1B). We
asked if spontaneous lesions were enriched in the ribosomal
DNA (rDNA), but lesion localization by anti-Rad52 chromatin
immunoprecipitation and deep sequencing failed to show
significant enrichment for rDNA sequences (data not shown).
Thus, we conclude that the type of DNA lesion determines the
mobility of Rad52 foci.
In order to characterize the molecular constraints on sponta-
neously occurring S-phase damage, we asked whether the mobility
of damaged DNA varies with different steps of the repair process.
To this end, we fluorescently tagged several repair proteins besides
Rad52, namely Mre11 (which binds transiently to the initial lesion
in both S and G1 phases) and Rad51 and Rad54 (which both bind
after 50 end-resection). We determined the mobility of repair foci
arising either spontaneously in S phase, or as a result of exposure
to low-dose treatment with Zeocin, which induces single-strand
nicks nine times more frequently than DSBs [20] (Fig 1C,D). As
Rad51 is not functional when fused to YFP [5], we tracked both
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Fig 1 | The mobility of damaged DNA at various stages of repair. (A) Example of a Rad52-YFP focus in an S-phase cell (contrast-adjusted) in GA7997
(top). Scale bar, 2 mm. Bottom: Traces of Mre11-YFP (GA5832), Rad52-YFP (GA5820), YFP-Rad51I345T (GA6057) and Rad54-YFP (GA5833) on Zeocin
addition. Scale bar, 1mm. (B) MSD analysis of I-SceI-induced Rad52-YFP foci and the same undamaged locus (ZWF1; in grey; 17 movies) in GA6208,
Zeocin-induced (50mg/ml for 1 h; 28 movies) and spontaneous (21 movies) Rad52-YFP foci in GA5820. The data in this panel are from [8].
(C,D) MSD analysis of Mre11-YFP (12 movies), YFP-Rad51I345T (21 movies) and Rad54-YFP (10 movies) foci induced with 50 mg/ml Zeocin for 1 h
(C) and for those that arose spontaneously (D; YFP-Rad51I345T: 16 movies; YFP-Rad54: 13 movies). All movies were taken in S-phase, except for
Mre11-YFP, which is six from each S and G1 phases. Error bars represent the standard error. GFP, green fluorescent protein; MSD, mean square
displacement; YFP, yellow fluorescent protein.
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YFP-rad51 and a mutant of Rad51 that restores its activity in
context of the YFP fusion, YFP-Rad51I345T [21].
Mre11 is part of the early-binding MRN complex that holds
the two free ends of a DSB together, and has a role in end-
resection [3,22,23]. Whereas spontaneous Mre11 foci were too
short-lived to be imaged reliably, both Zeocin-induced and I-SceI-
induced foci of Mre11 could be tracked in both G1- and S-phase
cells. I-SceI-induced Mre11 foci showed a high degree of mobility
in both stages of the cell cycle (Rc¼ 0.81–0.82 mm; supplementary
Fig S1A online), even though resection occurs only in S phase.
Zeocin-induced Mre11-YFP foci had a lower Rc than I-SceI-
induced foci (0.59 mm compared with 0.84 mm), yet was also
unchanged between G1- and S-phase cells (supplementary
Fig S1B online). Intriguingly, Zeocin-induced foci had a slightly
higher mobility than undamaged loci in S phase, suggesting that
the first response to damage is enhanced movement, which, for a
short time, overrides the differences in constraint on chromatin
mobility that correlate with stages of the cell cycle [24].
The tracking of spontaneous foci formed by a functional
Rad51 fusion (YFP-Rad51I345T) showed behaviour similar to
Rad52-YFP foci: spontaneous damage was more constrained than
Zeocin-induced foci (7% versus B18% of nvol, respectively,
Fig 1C,D). This was not the case for Rad54-YFP foci, which in both
cases showed movement similar to that of an undamaged locus
(B18% of nvol). Given that Rad54 acts after Rad51 and Rad52, it
might be that at late steps in the repair process, damage-induced
changes in mobility are exhausted. Importantly, there was no
instance in which either spontaneous or low-level Zeocin-induced
foci showed the high level of mobility that is typical of an I-SceI-
induced, irreparable DSB. Indeed, one major difference between
I-SceI-induced damage and spontaneous Rad52 foci is that the
latter do not activate the checkpoint kinase Mec1, which is
required for enhanced DSB movement [8].
To test whether perinuclear anchoring accounts for the reduced
mobility of spontaneous or low-level Zeocin-induced damage, we
determined the radial position of the resulting repair foci using a
well-characterized 3-zone assay [25,26] (Fig 2A). We find that all
types of spontaneous foci (that is, those scored in the mobility
assays above) are enriched in the nuclear interior (Fig 2B–E). This
resembles the distribution of Rad52 foci that arise from cleavage at
the MAT locus, which is rapidly repaired by recombination with
sequences at HMR or HML [19]. This result argues that the low
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mobility of spontaneous foci does not reflect their association with
nuclear pores or other peripheral anchorage sites.
We next examined whether the increased mobility of Zeocin-
induced damage over spontaneous foci reflects differential
activation of the DNA damage checkpoint response, as appears
to be the case for I-SceI-induced DSBs [8]. To this end, we
monitored the mobility of spontaneous and Zeocin-induced
Rad52-YFP foci, as well as that of an undamaged locus, in a
rad9 mutant, which impairs checkpoint activation. While we
found a slight increase in the mobility of undamaged DNA in
rad9D cells, there was no longer a difference in the mobility of
spontaneous and Zeocin-induced Rad52 foci (supplementary
Fig S2 online). Thus, the slight increase in mobility of a Zeocin-
induced focus over a spontaneous focus might indeed reflect
activation of the DNA damage response.
It remained to determine what elements restrict the mobility of
spontaneous Rad52 foci. Given that Rad51 and Rad54 actively
contribute to the enhanced movement of an I-SceI-induced DSB [8],
we targeted these ATPases for deletion. Intriguingly, we found that
loss of Rad51 or Rad54 partially relaxed the constraint on
spontaneous Rad52-YFP foci (Fig 3A,B), which is the opposite of
their effect on an induced DSB [8]. Nonetheless, in neither mutant
did the Rad52 focus reach the mobility observed for an induced DSB.
The subnuclear distribution of spontaneous Rad52-YFP foci was
also altered in cells lacking Rad51 or Rad54, as spontaneous foci
were now randomly distributed, rather than being internally
enriched (Fig. 3A,B). This suggests that spontaneous damage
becomes irreparable in these mutants, and moves, like an
irreparable DSB, to the nuclear periphery. Consistent with this
interpretation, we found that foci containing the non-functional
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YFP-rad51 fusion were enriched at the nuclear periphery, whereas
functional YFP-Rad51I345T foci stayed internal (Fig 3C). In both
strains, however, the foci showed constrained mobility (Fig 3C).
Thus, the presence of Rad51 at spontaneous lesions seems to
constrain mobility, and its ability to support HR determines whether
the resulting repair focus will be internal (that is, HR positive) or
peripheral (HR negative). In conclusion, both the mobility and
localization of repair foci are influenced by HR proteins. In their
absence, a default state might prevail, which confers mobility
equivalent to the undamaged site with no preferential position
within the nucleus. Alternatively, the nature of the underlying
lesion might change fundamentally in rad51D or rad54D cells,
which might also alter mobility or position of the repair foci.
We next looked for structures that might constrain repair foci in
the nuclear interior. One of the few identified substructures
in the yeast nuclear core that could anchor foci is the nucleolus,
which occupies about a third of the nvol. Indeed, mammalian
chromosomal loci associated with the nucleolus are slow
moving [27]. We scored the position of spontaneous and Zeocin-
induced Rad52-YFP foci relative to the periphery of the nucleolus,
which we tagged with a fluorescent marker (Fig 4A). The distances
measured between the centre of each spontaneous Rad52-YFP focus
and the nucleolar periphery yielded a median of 182nm, whereas
the more mobile Zeocin-induced foci were further away
(median¼ 432nm; P¼ 0.003; Fig 4B). These results indicate that
the spontaneous repair foci are adjacent to the nucleolar surface,
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even though they are not enriched for rDNA lesions. Consistently,
immunostaining of spontaneously occurring gH2A foci in S-phase
cells also revealed strong enrichment at the nucleolar periphery
(supplementary Fig S3 online).
If spontaneous, slow-moving Rad52-YFP foci are juxtaposed to
the nucleolus, then, we reasoned that changing the shape and size of
the nucleolus should alter the organization and mobility of these
repair foci. To test this, we obtained a strain that carries its only
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copies of the 5S and 35S rDNA genes on a multicopy plasmid [28].
In this strain, the nucleolus, detected by CFP-Nop1 fluorescence, is
reduced by B10-fold (Fig 4A). In this strain, spontaneous foci no
longer associate with the nucleolar periphery (Fig 4B) and their
mobility increases slightly, reaching the mobility of Zeocin-induced
foci (Fig 4C). In contrast, the mobility of Zeocin-induced Rad52-YFP
foci is not different between the wild-type cells and the rDNA-
plasmid strain, consistent with the fact that they are not associated
with the nucleolar surface (Fig 4D). Similarly, there is no general
increase in chromatin mobility: the MSD curve for the undamaged
PES4 locus was unaltered (Fig 4E). We conclude that an intact
nucleolar structure helps restrain the mobility of a spontaneous
Rad52 focus.
While constraint is reduced in the strain with defective
nucleolar structure, the Rad52 foci in these cells do not become
as mobile as an I-SceI-induced DSB. This argues that additional
forces restrict the movement of spontaneous and Zeocin-induced
foci. As these foci arise almost exclusively in S-phase cells [7],
when the sister chromatid is synthesized, we surmised that the
damaged site and its sister might be linked to each other by a
ring-like complex called cohesin [29]. The cohesin ring is closed
at one end by a protein called Scc1, whose cleavage releases
the sister chromatids from each other in mitosis [30].
To see if the tethering of sister chromatids by cohesion confers
constraint on spontaneous sites of damage, we took advantage of a
Scc1 construct (Scc1::TEV) that contains a TEV protease cleavage
site [30]. In a strain carrying a galactose-inducible TEV construct,
the addition of galactose provokes complete cleavage of Scc1
within 30min (Fig 5A). We found that Scc1::TEV cleavage led to
increased Rc values for both spontaneous and Zeocin-induced
Rad52-YFP foci (0.59 and 0.56mm, respectively; Fig 5B,C).
To confirm a role for sister chromatid cohesion (SCC) in
constraining locus mobility, we exploited an allele of ECO1,
which is fused to an auxin-inducible degron (Eco1-aid). Upon
addition of auxin, Eco1 is rapidly degraded and sister chromatids
separate [31]. Adding DMSO alone increased the mobility of both
spontaneous Rad52 foci and undamaged loci slightly (Fig 5D,
supplementary Fig S4A online), yet the addition of auxin led to an
additional increase in mobility, exclusively in the Eco1-aid
containing strain (Fig 5D, supplementary Fig S4A online).
We therefore conclude that cohesin-dependent SCC restrains
spontaneous Rad52-YFP foci in S-phase cells.
We further confirmed the role of SCC in constraining Rad52-
YFP focus mobility by testing a tof1 mutant, which also compro-
mises the establishment of cohesion at forks and damage [32]. We
find that chromatin mobility at an undamaged locus is only slightly
affected in this background (supplementary Fig S4B online). On the
other hand, tof1D increased the mobility of spontaneous Rad52-
YFP foci (Fig 5E), but not that of Zeocin-induced foci (Fig 5F).
We propose that Tof1-established SCC specifically confers constraint
at spontaneous Rad52-YFP foci.
Next, we asked whether the increase in mobility due to loss of
cohesin was specific to repair foci. We tracked the undamaged
LacO-tagged PES4 locus in G1- and S-phase cells, with and without
Scc1 cleavage by TEV, because PES4, like most genomic loci,
moves less in S-phase than in G1-phase cells [24]. Cleaving Scc1
did not increase chromatin mobility in G1, but led to a substantial
increase in Rc in S-phase cells, suggesting that cohesin-mediated
SCC is also responsible for cell cycle differences in mobility and not
only for damage-specific constraint (Fig 5G,H). This is actually
expected, as cohesin is not only loaded at sites of damage.
Finally, we tested whether contact with the nucleolar
surface and SCC work together to constrain Rad52-YFP foci.
Although Scc1 cleavage led to a dissolution of nucleolar
structure (supplementary Fig S4C online), tof1D cells retain
normal nucleolar shape, which we monitor by CFP-Nop1
(supplementary Fig S4C online). In the strain with plasmid-borne
rDNA loci and reduced nucleolar structure (Fig 4A), we
additionally deleted TOF1, yet this did not further increase in
the mobility of either spontaneous or Zeocin-induced Rad52-YFP
foci (supplementary Fig S4DE online). This argues that the effects
of SCC and of nucleolar structure are epistatic with respect to
their impact on the mobility of Rad52 foci.
Our work suggests that both cohesin-mediated SCC and some
aspects of nucleolar structure constrain the movement of
spontaneous Rad52-YFP foci. What could the biological impli-
cations of confining spontaneous repair centres be? We propose a
model whereby the slow mobility of repair centres favours repair
with the tethered sister chromatid, while reducing the likelihood
of deleterious ectopic recombination. In support of this hypo-
thesis, the scc1-73mutant is defective in sister chromatid exchange,
but has increased rates of ectopic recombination [33]. Moreover,
several mutants defective in sister chromatid recombination,
including those of H3K56 acetyltransferase Rtt109 and the repair
factor Smc5/6, are defective in maintaining Rad52 foci outside of
the nucleolus and have been associated with specific defects in
sister chromatid recombination, while remaining competent for HR
with ectopic donors [10,11,34–37]. Together with these results, our
study supports a model whereby both chromatin mobility and the
molecules that constrain it contribute to genome stability in face of
a diverse range of genetic insults.
METHODS
Yeast strains and plasmids. The supplementary material online
contains details about the strains and plasmids (supplementary
Tables S2 and S3).
Microscopy. MSD and zoning analyses were done as
described [8,9,19]. Time-lapse data for a given strain are based
on several independent cultures or colonies of a given strain,
filmed at different times. Details of the Zeocin treatment as well as
the degradation of Scc1::TEV and Eco1-aid can be found in the
supplementary information online.
Statistics. The P-values reported for the zoning assays represent
a w2 test with d.f.¼ 2 comparing the experimental results to an
expected random distribution. For the difference in the distance
of the Rad52-YFP focus to the nucleolar periphery, we used a
two-tailed Student’s t-test. The error on the Rc was determined
as described [8,9].
Supplementary information is available at EMBO reports online
(http://www.emboreports.org).
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Supplementary methods: 
Drug treatments and growth conditions: Zeocin treatments were done at a concentration of 50µg/ml for 1 
hour. We then imaged the cells for 5 min/movie within the following hour. The distances between 
the nucleolus and the Rad52-YFP foci were determined using a custom made add-on to Imaris, which 
is available upon request. The add-on uses Imaris’ spot finder and surface tool functions and 
determines the shortest distance between the spot and the surface. Scc1::TEV cleavage was done as 
described for I-SceI-induced DSBs [8]. We imaged the cells 30 min after galactose addition, which 
induces the expression of TEV, and no longer than 1.5 hour afterwards. During this time, samples are 
collected for Western blotting against HA-tagged Scc1::TEV, which was detected using the 12CA5 
antibody. The auxin (1mM) and DMSO treatments in Fig. 5D were done for 1hr in G1-arrested cells. 
Cells were then released into S in the presence of auxin or DMSO and spontaneous Rad52-YFP foci 
arising during that first S-phase were tracked. Data presented for spontaneous, I-SceI-induced and 
Zeocin-induced Rad52-YFP foci are from [8]. Movies for spontaneous Rad52-YFP foci were obtained 
from cells growing in glucose or in galactose. Unlike what we observed for some tagged chromosomal 
loci, there was no difference between the two carbon sources for these foci. 
 
Immunofluorescence:  All immunostaining was done as described [36] using, as primary antibodies, a rabbit 
polyclonal against γH2A (SG-2397) described earlier (T. Schleker, unpublished), a mouse monoclonal 
antibody against Nop1 (A66; [37]) and counterstaining with DAPI. 
 
Table S1: Summary of movement parameters 
Focus 
tracked 
Locus Genotype Treatment Carbon 
source 
Cell 
cycle 
D (x10-3 µm2/s) Rc (µm) No. of 
cells 
CFP-LacI ZWF1 WT None Gal G1 2.2 ± 0.3 0.64 ± 0.07 9 
ZWF1* WT None Gal S 1.3 ± 0.2 0.54 ± 0.05 12 
GFP-LacI 
 
PES4 WT None Gal G1 1.6 ± 0.2 0.54 ± 0.03 26 
PES4 WT None Glu S 0.93 ± 0.05 0.47 ± 0.04 20 
PES4 WT DMSO Glu S 1.2 ± 0.1 0.48 ± 0.05 13 
PES4 WT Auxin Glu S 0.94 ±0.1 0.49 ± 0.05 16 
PES4 scc1(TEV-
cleaved) 
None Gal G1 2.4 ± 0.3 0.56 ± 0.03 22 
PES4** WT None Gal S 0.77 ± 0.1 0.38 ± 0.04 14 
PES4 scc1(TEV-
cleaved) 
None Gal S 1.6 ± 0.2 0.59 ± 0.04 19 
PES4 tof1Δ None Glu S 1.0 ± 0.1 0.48 ± 0.03 18 
PES4 rDNA on 
2µ 
None Glu S 0.80 ± 0.06 0.44 ± 0.03 22 
mCherry-
tetR 
met10** WT None Glu S 0.8 ± 0.07 0.41 ± 0.03 20 
met10** rad9Δ None Glu S 0.91 ± 0.07 0.49 ± 0.03 26 
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Mre11-
YFP 
- WT 50µg/ml 
Zeocin 
Glu G1+S 1.4 ± 0.2 0.59 ± 0.08 12 
- WT 50µg/ml 
Zeocin 
Glu G1 1.2 ± 0.9 0.52 ± 0.04 6 
- WT 50µg/ml 
Zeocin 
Glu S 1.7 ± 0.3 0.65 ± 0.06 6 
ZWF1 WT I-SceI Gal G1 2.2 ± 0.6 0.82 ± 0.07 11 
ZWF1 WT I-SceI Gal S 2.1 ± 0.8 0.81 ± 0.08 9 
Rad52-
YFP 
ZWF1* WT I-SceI Gal S 1.7 ± 0.1 0.70 ± 0.05 17 
-* WT None Glu+Gal S 0.74 ± 0.1 0.37 ± 0.02 21 
- rad51Δ None Glu S 1.3 ± 0.1 0.51 ± 0.02 28 
- rad54Δ None Glu S 0.95 ± 0.2 0.48 ± 0.04 13 
- rad9Δ None Glu S 0.85 ± 0.01 0.47 ± 0.04 12 
-* WT 50µg/ml 
Zeocin 
Glu S 0.77 ± 0.1 0.45 ± 0.04 28 
- rad9Δ 50µg/ml 
Zeocin 
Glu S 0.93 ± 0.1 0.47 ± 0.03 13 
- rDNA on 
2µ 
None Glu S 1.1 ± 0.2 0.49 ± 0.03 16 
- rDNA on 
2µ 
50µg/ml 
Zeocin 
Glu S 0.74 ± 0.1 0.48 ± 0.05 26 
- scc1(TEV-
cleaved) 
None Gal S 1.3 ± 0.2 0.61 ± 0.04 11 
- scc1(TEV-
cleaved) 
50µg/ml 
Zeocin 
Gal S 1.3 ±  0.2 0.58 ± 0.04 13 
- ECO1-aid DMSO Glu S 0.9 ± 0.1 0.45 ± 0.03 12 
- ECO1-aid Auxin Glu S 1.4 ± 0.2 0.55 ± 0.04 14 
- tof1Δ None Glu S 1.1 ± 0.2 0.47 ± 0.04 11 
- tof1Δ 50µg/ml 
Zeocin 
Glu S 0.78 ± 0.1 0.44 ± 0.05 12 
- tof1Δ 
rDNA on 
2µ 
None Glu S 0.75 ± 0.1 0.44 ± 0.04 14 
- tof1Δ 
rDNA on 
2µ 
50µg/ml 
Zeocin 
Glu S 0.74 ±0.1 0.43 ± 0.05 17 
YFP-
Rad51I345T 
- WT None Glu S 0.60 ± 0.1 0.37 ± 0.04 16 
- WT 50µg/ml 
Zeocin 
Glu S 0.59 ± 0.1 0.44 ± 0.04 21 
YFP-rad51 - WT None Glu S 0.56 ± 0.1 0.38 ± 0.03 9 
Rad54-
YFP 
- WT None Glu S 0.78 ± 0.1 0.51 ± 0.04 13 
- WT 50µg/ml 
Zeocin 
Glu S 0.86 ± 0.1 0.50 ± 0.04 10 
*: data taken from [8]. 
**: data taken from A. Seeber, V. Dion, S.M. Gasser, submitted. 
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Table S2: Strain used in this study* 
Strain 
name 
Genotype Reference 
GA1461 his3::GFP-LacI::HIS3 GFP-Nup49 PES4::LacO array::TRP1 [38] 
GA5820 RAD52-YFP GFP-Nup49  RAD5 ADE2 [8] 
GA5832 Mre11-YFP GFP-Nup49 RAD5 ADE2 This study 
GA5833 Rad54-YFP GFP-Nup49 RAD5 ADE2 This study 
GA5836 RAD52-YFP GFP-Nup49 rad51 RAD5 ADE2 This study 
GA6057 YFP-Rad51-I345T::URA3::rad51 GFP-Nup49 RAD5 ADE2 This study 
GA6106 YFP-rad51 GFP-Nup49 RAD5 ADE2 This study 
GA6208 Rad52-YFP GFP-Nup49 ADE2::TetR-mCherry::ade2 lys5::LacI-
CFP-TRP1, leu2::LoxP, ZWF1:cutsite 
(lmn::lys5::IsceIcs::LEU2::LacO array::lmn)** RAD5 
[8] 
GA6879 Rad52-YFP GFP-Nup49 ADE2::TetR-mCherry::ade2 lys5::LacI-
CFP-TRP1, leu2::LoxP, ZWF1:cutsite 
(lmn::lys5::IsceIcs::LEU2::LacO array::lmn)** met10::HIS3::TetO 
array::LexA RAD5  
A. Seeber, V. 
Dion, S.M. 
Gasser, 
submitted 
GA7173 Mre11-YFP GFP-Nup49 ADE2::TetR-mCherry::ade2 lys5::LacI-
CFP-TRP1, leu2::LoxP, ZWF1:cutsite 
(lmn::lys5::IsceIcs::LEU2::LacO array::lmn)** RAD5 
This study 
GA7512 RAD52-YFP GFP-Nup49  rad9::NATR RAD5 ADE2 This study 
GA7555 Rad52-YFP GFP-Nup49 ADE2::TetR-mCherry::ade2 lys5::LacI-
CFP-TRP1, leu2::LoxP, ZWF1:cutsite 
(lmn::lys5::IsceIcs::LEU2::LacO array::lmn)** met10::HIS3::TetO 
array::LexA rad9::NATR RAD5 
A. Seeber, V. 
Dion, S.M. 
Gasser, 
submitted 
GA7757 scc1::HIS3, Scc1-TEV268-3xHA::LEU2, Gal1-10p::NLS-myc9-
TEV-NLS2::TRP1 (10-fold integrants by Southern) RAD52-YFP 
GFP-Nup49  ADE2 
This study 
GA7869 RAD52-YFP GFP-Nup49  rad51::NATR RAD5 ADE2 This study 
GA7997 RAD52-YFP GFP-Nup49  rDNA::HIS3::hisG 
5S and 35S with endogenous promoter on 2µ plasmid (pKJ299-
TRP1) 
This study 
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GA8112 scc1::HIS3, Scc1-TEV268-3xHA::LEU2, Gal1-10p::NLS-myc9-
TEV-NLS2::TRP1 (10-fold integrants by Southern) RAD52-YFP 
his3::GFP-LacI::HIS3 GFP-Nup49 PES4::LacO array::TRP1 
ADE2 
This study 
GA8147 RAD52-YFP GFP-Nup49  rDNA::HIS3::hisG his3::GFP-
LacI::HIS3 PES4::LacO array::TRP1 
5S and 35S with endogenous promoter on 2µ plasmid (pKJ299-
TRP1) 
This study 
GA8160 RAD52-YFP GFP-Nup49  tof1::caURA3 RAD5 ADE2 This study 
GA8168 his3::GFP-LacI::HIS3 GFP-Nup49 PES4::LacO array::TRP1 
tof1::caURA3 
This study 
GA8170 RAD52-YFP GFP-Nup49  rDNA::HIS3::hisG tof1::caURA3 
5S and 35S with endogenous promoter on 2µ plasmid (pKJ299-
TRP1) 
This study 
GA8193 ADH1-OsTir1-9myc::URA3 Eco1-AID::KanMX6 RAD52-YFP 
GFP-Nup49  RAD5 ADE2 
This study 
*: All strains in this study are MATa and isogenic to W303, except for GA1275, which a MATα strain 
isogenic to S288C. 
**: lmn are unique sequences from the lmn-1 gene from C. elegans. Also note that the CFP-LacI is very 
faint in this strain. 
 
Table S3: Plasmids used in this study 
Plasmid name SG number Content Reference 
pFN4 1742 CFP-Nop1  CEN/ARS URA3 [39] 
pVIN-65 2405 I-SceI on Gal1-10 promoter CEN/ARS URA3 [8] 
pVIN-95 2538 CEN/ARS URA3 [8] 
 
Supplementary References: 
36. Meister P, Towbin BD, Pike BL, Ponti A, Gasser SM (2010) The spatial dynamics of tissue-specific 
promoters during C. elegans development. Genes Dev 24: 766-782 
37. Teixeira MT, Siniossoglou S, Podtelejnikov S, Benichou JC, Mann M, Dujon B, Hurt E, Fabre E (1997) 
Two functionally distinct domains generated by in vivo cleavage of Nup145p: a novel biogenesis pathway for 
nucleoporins. EMBO J 16: 5086-5097 
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38. Taddei A, Hediger F, Neumann FR, Bauer C, Gasser SM (2004) Separation of silencing from 
perinuclear anchoring functions in yeast Ku80, Sir4 and Esc1 proteins. EMBO J 23: 1301-1312 
39. Bystricky K, Laroche T, van Houwe G, Blaszczyk M, Gasser SM (2005) Chromosome looping in yeast: 
telomere pairing and coordinated movement reflect anchoring efficiency and territorial organization. J Cell Biol 
168: 375-387 
 
Supplementary Figure Legends: 
 
Fig. S1: Mre11-YFP foci move as much in S and G1 phases. A-B) MSD curves for I-SceI-induced 
Mre11-YFP foci at ZWF1 in GA7173 and for Zeocin-induced foci (in GA5832) in G1 (Top) and 
budded S-phase (Bottom) cells. The mobility of I-SceI-induced Rad52-YFP foci and of the 
undamaged ZWF1 locus is S-phase cells are from [8].  
 
Fig. S2: The difference in mobility between spontaneous and Zeocin-induced Rad52-YFP foci 
depends on Rad9. A) MSD analysis of spontaneous and Zeocin-induced (50µg/ml for 1h) Rad52-
YFP foci in S-phase rad9 cells (GA7512). B) MSD analysis of the TetO-tagged met10 locus in S-phase 
cells from WT (GA6879) and rad9Δ cells (GA7555),  see Seeber, Dion, Gasser, submitted. 
 
Fig. S3: Localization of spontaneous γH2A foci near the nucleolus. Nine fluorescently stained S-phase 
nuclei (GA1275) processed by immunofluorescence for γH2A (red) and the nucleolus (Nop1, green) 
and DAPI (blue), show that spontaneous γH2A localize near the nucleolar periphery. Scale bar = 1µm.  
 
Fig. S4: Sister chromatid cohesion and Tof1 are required for constrained mobility of spontaneous 
Rad51-YFP focus mobility. A) MSD analysis of the LacO-tagged PES4 locus in GA1461 in normally 
growing S-phase cells (no treatment) or those treated with DMSO or auxin (IAA). B) MSD curve of 
the LacO-tagged PES4 locus in WT (GA1461) or tof1 mutant cells (GA8168).  C-D) MSD analysis of 
spontaneous (C) and Zeocin-induced (D) Rad52-YFP foci in wild-type (GA5820 - data as in Fig. 1), 
and tof1 mutant cells (GA8160). E) Nucleolar structure marked by CFP-Nop1 in WT cells (GA5820), 
in cells where Scc1 is cleaved by induction of TEV in galactose for 1h (GA7757), and in tof1Δ cells. 
F-G) MSD analysis of spontaneous (F) or Zeocin-induced (G) Rad52-YFP foci in tof1Δ (GA8170) 
and in cells that additionally have their rDNA on a 2µ vector. 
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CHAPTER 4: CHECKPOINT KINASES AND THE INO80 
NUCLEOSOME REMODELING COMPLEX ENHANCE GLOBAL 
CHROMATIN MOBILITY IN RESPONSE TO DNA DAMAGE 
 
Andrew Seeber, Vincent Dion, and Susan M. Gasser 
 
Friedrich Miescher Institute for Biomedical Research, Maulbeerstrasse 66, 4058 Basel, Switzerland 
 
Genes and Development 2013, Volume 27, pp 1999-2008 
 
Summary 
Double-strand break repair by recombination requires a homology search. In yeast, induced breaks 
move significantly more than undamaged loci. To examine whether DNA damage provokes an 
increase in chromatin mobility generally, we tracked undamaged loci under DNA-damaging 
conditions. We found that the yeast checkpoint factors Mec1, Rad9, and Rad53 are required for 
genome-wide increases in chromatin mobility, but not the repair protein Rad51. Mec1 activation by 
targeted Ddc1/Ddc2 enhances chromatin mobility even in the absence of damage. Finally, the INO80 
chromatin remodeler is shown to act downstream from Mec1 to increase chromatin mobility, 
highlighting an additional damage-related role of this nucleosome remodeling complex. 
This study was important because it cleared up a controversy at the time of publication, which was 
whether or not damage-induced global chromatin mobility existed. We showed that damage-induced 
chromatin mobility did in fact occur and that mobility of undamaged chromosomes increased in a 
DNA damage-dependent manner. We uncovered the first components of the mechanism of damage-
induced mobility, the DNA damage checkpoint and the chromatin remodeling enzyme, INO80. This 
publication set the stage for determining what drives damage-induced chromatin movement. 
 
Author contributions: A.S., V.D. and S.M.G planned experiments and wrote the manuscript. A.S. 
performed most of the experiments. V.D. did the Ddc1/2- GFP targeting experiments in Figure 3.  
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Checkpoint kinases and the INO80
nucleosome remodeling complex enhance
global chromatin mobility in response
to DNA damage
Andrew Seeber,1,2 Vincent Dion,1 and Susan M. Gasser1,2,3
1Friedrich Miescher Institute for Biomedical Research, CH-4058 Basel, Switzerland; 2Faculty of Natural Sciences, University
of Basel, CH-4056 Basel, Switzerland
Double-strand break repair by recombination requires a homology search. In yeast, induced breaks move
significantly more than undamaged loci. To examine whether DNA damage provokes an increase in chromatin
mobility generally, we tracked undamaged loci under DNA-damaging conditions. We found that the yeast
checkpoint factors Mec1, Rad9, and Rad53 are required for genome-wide increases in chromatin mobility,
but not the repair protein Rad51. Mec1 activation by targeted Ddc1/Ddc2 enhances chromatin mobility even
in the absence of damage. Finally, the INO80 chromatin remodeler is shown to act downstream from Mec1
to increase chromatin mobility, highlighting an additional damage-related role of this nucleosome remodeling
complex.
[Keywords: DNA damage response; Mec1; chromatin mobility; double-strand breaks; INO80]
Supplemental material is available for this article.
Received May 29, 2013; revised version accepted August 23, 2013.
DNA double-strand breaks (DSBs) can be repaired by
either homologous recombination (HR) or nonhomolo-
gous end-joining (NHEJ). Whereas NHEJ is the dominant
pathway in G1-phase cells and in mammals, the more
efficient and preferred pathway of repair in budding
yeast is by HR. In the S and G2 phases of the cell cycle,
recombinational repair makes use of the undamaged
sister chromatid. However, if a sister chromatid is not
present or if both sisters have been damaged, a search for
an alternative homologous template ensues. This search
appears to be rate-limiting for HR (Wilson et al. 1994;
Agmon et al. 2013), and its efficiency was predicted to be
affected by the mobility of both the break site and the
homologous template (Gehlen et al. 2011). This notion is
supported by computer simulations, which show that two
randomly moving spots confined within a sphere collide
more frequently than they would if one were immobile
(Gehlen et al. 2011). New data on recombination rates in
yeast support these predictions experimentally (Agmon
et al. 2013).
Recent studies have also examined the mechanisms
that drive chromatin movement of damaged sites (Dion
et al. 2012; Krawczyk et al. 2012; Mine-Hattab and
Rothstein 2012; Neumann et al. 2012; for review, see
Dion and Gasser 2013). The recruitment of repair pro-
teins, such as the strand exchange protein Rad51, en-
hances the movement of the broken DNA locus, tagged
by Rad52-YFP (Dion et al. 2012). By analogy to the bacterial
RecA, which contributes to the sequence search in three-
dimensional (3D) space in vitro (Forget andKowalczykowski
2012), Rad51 has also been suggested to mechanistically
drive homology search (Renkawitz et al. 2013). In eu-
karyotes, Rad51 recruits the Snf2-type ATPase Rad54,
which also contributes to the enhancedmobility of a DSB
through an unknown mechanism (Dion et al. 2012).
Alongside these repair proteins, the DNA damage re-
sponse (DDR) pathway appears to regulate the movement
of the DSB. The resection of DNA at a cut site leads to
activation of the ATR kinase complexMec1/Ddc2 and, in
turn, the downstream checkpoint kinase Rad53. These
kinases regulate a number of processes, including cell
cycle transitions, transcriptional programs, and DNA
repair. Importantly, both Mec1 and its target protein,
Rad9, were needed to increase the mobility of a DSB,
whereas Rad53 was not (Dion et al. 2012).
It has remained unresolved whether undamaged chro-
matin also becomes more mobile in a nucleus that con-
tains DNA damage. One report showed that the induction
of a DSB at the MAT locus on chromosome (Chr) III
3Corresponding author
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Article published online ahead of print. Article and publication date are
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in diploid yeast cells led to increased mobility of an
undamaged site on the short arm of Chr V (Mine-Hattab
and Rothstein 2012). In contrast, Dion et al. (2012)
showed that an I-SceI endonuclease-induced DSB in
haploid cells did not increase the mobility of an un-
damaged Chr VI locus, nor did treating cells with the
DNA-damaging agent Zeocin at 50 mg/mL. The source of
this discrepancy was unclear. Factors likely to influence
the outcome include (1) the differential regulation of HR
in haploid versus diploid yeast cells, (2) the types and
levels of damage induced, or (3) the specific genomic
context of the locus monitored; e.g., its proximity to
a telomere or centromere. Indeed, the nuclear organiza-
tion of chromosomes and chromosome territories do
seem to affect the efficiency of repair by HR (Agmon
et al. 2013). In this study, we set out to resolve this
discrepancy. We found that checkpoint kinases in yeast
induce a genome-wide alteration in chromatin struc-
ture, which is manifested as enhanced locus mobility,
even in the absence of DNA damage. This increase in
mobility appears to be driven by the INO80 nucleosome
remodeling complex.
Results
DNA damage increases global chromatin mobility
independently of Rad51
Here we exploited single-particle tracking of fluores-
cently tagged genomic loci in Saccharomyces cerevisiae
to quantify the mobility of the chromatin fiber in vivo. To
this end, we recorded 3D image stacks on a spinning-disc
confocal microscope every 1.5 sec during 5 min. The
images were then deconvolved (Ponti et al. 2007) and
projected onto a two-dimensional (2D) plane (Fig. 1A).
Using the ImageJ plug-in, spots were tracked with respect
to the center of the nucleus (SpotTracker) (Sage et al.
2005), and the X and Y coordinates of the spot as well as
the center of the nucleus were determined in each of the
200 images of a typical time-lapse movie. From these
values, we calculated the mean-squared displacement
(MSD = ÆXt  Xt + Dtæ2, where X is the position of a spot
at time t). From the MSD plot, we derived the radius of
constraint (Rc; the square root of the plateau of the MSD
curve multiplied by 5/4) (Meister et al. 2010; Neumann
et al. 2012), which is a robust measurement of locus
confinement given that thousands of data points were
averaged in each graph (Meister et al. 2010).
We tracked genomic loci that were tagged with
mCherry-TetR (e.g., the met10 locus on Chr VI) (Fig. 1A)
orGFP-LacI (e.g.,ATG2 on the long arm of Chr XIVor PES4
andHXK1, both onChr VI). These haploid cells also express
yellow fluorescent protein (YFP) fused to Rad52, which is
fully functional for HR (Supplemental Table S1; Lisby et al.
2004). To ensure thatwe tracked an undamaged locus, time-
lapse movie data was used only if the genomic tagged locus
did not colocalize with Rad52-YFP. Moreover, we con-
firmed that our imaging regime itself does not induce
damage by showing that cells divide with normal kinetics
after imaging (Supplemental Fig. S1; Dion et al. 2012).
In line with earlier studies, we measured an Rc of 0.41
mm for themet10 locus in haploid S-phase cells grown on
glucose in the absence of damage (Dion et al. 2012; Mine-
Hattab and Rothstein 2012). This value indicates that the
locus can sample ;9.5% of the nuclear volume (nvol)
(Fig. 1D). We note that movement is higher in G1-phase
cells as compared with S-phase cells (Heun et al. 2001)
and that the Rc of undamaged loci can range from 0.4 to
0.6 mm, depending on the chromosomal location of the
tagged locus (Table 1; Supplemental Fig. S2; Heun et al.
2001; Gartenberg et al. 2004; Bystricky et al. 2009).
To examine the movement of the undamaged locus in
a cell responding to DNA damage, we next exposed cells
bearing the tagged met10 locus to increasing doses of
Zeocin, a copper-chelated glycopeptide antibiotic that
induces both DSBs and single-strand nicks, in the ratio of
;1:9 (Povirk 1996; Burger 1998). After 1 h of treatment
with Zeocin, we assessed DDR activation by scoring for
phosphorylated forms of H2A and Rad53 (Fig. 1B) and the
frequency of Rad52-YFP foci formed (Fig. 1C). Surpris-
ingly, the tagged and undamaged met10 locus exhibited
an increase inmobility after Zeocin treatment, increasing
with the concentration of Zeocin used and reaching
a maximum of nvol searched of ;34% at 250 mg/mL
Zeocin (Fig. 1D). The tracked locus did not colocalize
with Rad52-YFP, although each nucleus analyzed had
a Rad52-YFP focus elsewhere at both the beginning and
end of the movie. In agreement with our previous report,
low-level Zeocin (50 mg/mL) did not increase mobility at
an undamaged site (Dion et al. 2012), but inducing more
damage with higher levels of Zeocin did (Fig. 1C,D).
We then examined whether the increase in chromatin
mobility was locus-dependent by scoring the movement
of three LacO-tagged loci (PES4, ATG2, and HXK1) on
different chromosomes. Each showed an equivalent in-
crease in mobility upon Zeocin treatment, although their
chromosomal locations varied significantly, with one
being subtelomeric (HXK1) (Supplemental Fig. S2A,B).
The undamaged loci tested all showed an increase in
mobility, albeit slightly less than that scored at the site of
damage (Fig. 1E; Table 1).
To rule out that the increase was due to secondary
effects unique to Zeocin, we expressed the restriction
enzyme EcoRI in yeast cells bearing the tagged met10
locus. EcoRI induces DSBs that can bemonitored through
Rad52-YFP foci formation (Fig. 1C). We found that in-
duction of EcoRI also increased the Rc of the undamaged
met10 locus from 0.39 mm to 0.51 mm (from ;9% to
;18% nvol) (Fig. 1F). This increase is more modest than
that scored at 250 mg/mL Zeocin and correlates with the
reduced number of Rad52 foci formed upon EcoRI in-
duction (Fig. 1C).
Given that specialized chromosomal domains (e.g.,
telomeres or centromeres) have been implicated in both
constraining movement (Heun et al. 2001) and limiting
recombination (Agmon et al. 2013), we speculated that
the general increase in chromatin movement might arise
from the release of perinuclear chromosomal anchorage
points. To test this, we scored whether the subtelomeric,
LacO-tagged locus HXK1 loses its anchorage and moves
Seeber et al.
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Figure 1. DNA damage causes a global increase in chromatin mobility. (A, top) Schematic of strain GA-6879 showing the trackedmet10T
TetO Locus. (Bottom) S-phase cell (GA-6879) after 1 h of Zeocin or undamaged. Shown is nuclear pore (GFP-Nup49), TetR-mCherry locus,
and Rad52-YFP damage focus. Bar, 2 mm. (Right) Image stack is projected onto a 2D plane for tracking. (B) Western blot of Rad53 and H2A
phosphorylation after 1-h Zeocin treatment of GA-6879. Actin and Mcm2 were used as loading controls. (C) Rad52-YFP foci accumula-
tion after 1-h treatment with Zeocin or induction of pGAL-ECORI. Numbers of nuclei scored: 510 (undamaged), 311 (50 mg/mL Zeocin), 197
(100 mg/mL Zeocin), 395 (250 mg/mL Zeocin), 403 (375 mg/mL Zeocin), 102 (0 h pGAL-ECORI), and 124 (1-h pGAL-ECORI). (D–H) MSD
plots of TetO-taggedmet10 in S-phase cells. (D) Without damage (blue) or incubated with Zeocin at 50, 100, or 250 mg/mL. The inset graph
represents the first five time intervals to generate the initial slope. The percentage nuclear volume (nvol) explored is indicated. (E) MSD plot
of LacO-tagged ZWF1 (brown) and Rad52-YFP (green) compared with met10TTetO either with 1 h of Zeocin (red) or without (blue). ZWF1
and I-SceI-induced Rad52-YFP from Dion et al. (2012). (F) MSD plots ofmet10TTetO after growth in 2% galactose for 1 h either with pGAL-
ECORI (red) or without (blue). (G) MSD plots of met10TTetO during S phase in a pseudodiploid strain (GA-7591) with an extra copy of
MATa either without damage (blue) or after 1 h of 250 mg/mL Zeocin (red); MSD of met10TTetO in haploid GA-6879 (gray). (H) MSD of
met10TTetO in rad51D cells (GA-7550) without damage (blue) or after 1 h of 250 mg/mL Zeocin (red) or in wild-type cells (GA-6879) in
250 mg/mL Zeocin (light gray). All error bars show the SEM. The numbers of movies tracked and parameters are given in Table 1.
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away from the nuclear envelope after DNA damage.
Although HXK1 shows increased mobility, it does not
lose its perinuclear localization upon incubation with
Zeocin, suggesting that movement along the nuclear
envelope increases (Supplemental Fig. S2D; Supplemen-
tal Table S2). This agrees with earlier results showing that
yeast telomeres remained associated with the nuclear
envelope after single DSB induction (Martin et al. 1999).
The observed increase in chromatin mobility in the pres-
ence of damage is therefore not a passive event resulting
from a loss of telomere anchoring.
Chromatin mobility in general depends on ATP (Heun
et al. 2001; Weber et al. 2012), and the ionophore carbonyl
cyanide m-chlorophenyl hydrazine (CCCP) was shown to
reduce the mobility of chromosomal loci as well as of an
excised chromatin ring (Heun et al. 2001; Gartenberg
et al. 2004). Consistently, we found that preincubation of
cells with 40 mM CCCP suppressed the general chroma-
tin mobility induced by DNA damage (Supplemental Fig.
S3A; Supplemental Table S2), suggesting a role for an
active mechanism in this process.
The HR repair factors Rad51 and Rad54 are needed to
increase mobility at the site of damage itself (Dion et al.
2012; Mine-Hattab and Rothstein 2012). We asked whether
repair factors are similarly required for the increased
mobility scored at undamaged loci, provoked by DNA
lesions elsewhere in the genome. This is not the case; the
Rc of themet10 locus started at the same point in rad51D
Table 1. Summary of MSD results presented in this study
Spot tracked Locus Treatment Features Rc
Cell
number
mCh-TetR met10TTetO Undamaged 0.41 mm 6 0.03 mm 20
mCh-TetR met10TTetO Zeocin 50 mg/mL 0.42 mm 6 0.04 mm 17
mCh-TetR met10TTetO Zeocin 100 mg/mL 0.51 mm 6 0.05 mm 13
mCh-TetR met10TTetO Zeocin 250 mg/mL 0.63 mm 6 0.04 mm 28
CFP-LacI ZWF1 Undamageda 0.46 mm 6 0.02 mm 20
Rad52-YFP ZWF1 I-Sce1a 0.7 mm 6 0.05 mm 17
mCh-TetR met10TTetO CCCP 40 mM 0.08 mm 6 0.007 mm 10
mCh-TetR met10TTetO CCCP 40 mM + Zeocin
250 mg/mL
0.2 mm 6 0.06 mm
6
mCh-TetR met10TTetO Undamaged Pseudodiploid 0.43 mm 6 0.04 mm 15
mCh-TetR met10TTetO Zeocin 250 mg/mL Pseudodiploid 0.64 mm 6 0.05 mm 12
mCh-TetR met10TTetO Controla No plasmid-gal 0.39 mm 6 0.04 mm 12
mCh-TetR met10TTetO Induced ECO-RI pGAL-ECORI-gal 0.51 mm 6 0.05 mm 15
mCh-TetR met10TTetO Undamaged sml1D 0.35 mm 6 0.02 mm 30
mCh-TetR met10TTetO Zeocin 250 mg/mL sml1D 0.47 mm 6 0.04 mm 26
mCh-TetR met10TTetO Undamaged mec1D sml1D 0.32 mm 6 0.03 mm 19
mCh-TetR met10TTetO Zeocin 250 mg/mL mec1D sml1D 0.36 mm 6 0.04 mm 16
mCh-TetR met10TTetO Undamaged rad9D 0.49 mm 6 0.03 mm 26
mCh-TetR met10TTetO Zeocin 250 mg/mL rad9D 0.46 mm 6 0.03 mm 21
mCh-TetR met10TTetO Undamaged rad53D sml1D 0.39 mm 6 0.02 mm 18
mCh-TetR met10TTetO Zeocin 250 mg/mL rad53D sml1D 0.41 mm 6 0.04 mm 24
mCh-TetR met10TTetO Undamaged rad51D 0.40 mm 6 0.04 mm 21
mCh-TetR met10TTetO Zeocin 250 mg/mL rad51D 0.63 mm 6 0.09 mm 13
GFP-LacI PES4TLacO GFP-LacI No plasmid-gal 0.38 mm 6 0.04 mm 14
Ddc1/Ddc2-GFP-LacI PES4TLacO Gal-DDC1/2-FP-LacI Ddc1/2-GFP-LacI-induced-gal 0.5 mm 6 0.04 mm 16
mCh-TetR LEU2TTetO GFP-LacI No Ddc1/2-gal 0.27 mm 6 0.04 mm 11
mCh-TetR LEU2TTetO Gal-DDC1/2-GFP-LacI Ddc1/2-GFP-LacI-induced-gal 0.41 mm 6 0.0 mm4 11
mCh-TetR LEU2TTetO Gal-DDC1/2-LacI
(no LacO)
Ddc1/2-GFP-LacI-induced-gal 0.30 mm 6 0.03 mm
9
mCh-TetR met10TTetO Undamaged arp8D 0.42 mm 6 0.02 mm 14
mCh-TetR met10TTetO Zeocin 250 mg/mL arp8D 0.43 mm 6 0.02 mm 13
mCh-TetR met10TTetO Undamaged arp8D+pARP8-URA3 0.46 mm 6 0.04 mm 16
mCh-TetR met10TTetO Zeocin 250 mg/mL arp8D+pARP8-URA3 0.63 mm 6 0.05 mm 20
mCh-TetR met10TTetO Undamaged arp5D 0.39 mm 6 0.05 mm 8
mCh-TetR met10TTetO Zeocin 250 mg/mL arp5D 0.44 mm 6 0.04 mm 21
GFP-LacI PES4TLacO GFP-LacI arp8D no Ddc1/2-gal 0.37 mm 6 0.02 mm 15
Ddc1/Ddc2-GFP-LacI PES4TLacO Gal-DDC1/2-GFP-LacI arp8D; Ddc1/2-GFP
LacI-induced-gal
0.41 mm 6 0.03 mm
12
mCh-TetR LEU2TTetO GFP-LacI arp8D; Ddc1/2-GFP-
LacI-induced-gal
0.30 mm 6 0.02 mm
10
mCh-TetR LEU2TTetO Gal-DDC1/2-LacI
(no LacO)
arp8D; Ddc1/2-GFP-
LacI-induced-gal
0.31 mm 6 0.02 mm
13
Indicated are the exact Rc values calculated from the indicated number of time-lapse series for the indicated loci. The ‘‘Features’’
column lists relevant phenotype/genotype and cell cycle stage and indicates when galactose (gal) replaced glucose.
aData points from Dion et al. (2012).
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andRAD51+ cells and increased after incubationwith 250
mg/mL Zeocin to equal degrees, reaching;34% of nvol in
both of these otherwise isogenic haploid strains (Fig. 1H).
In diploid yeast, Rad51 is hyperactive (Morgan et al.
2002), and it was suggested (Ira and Hastings 2012) that
this hyperactivity might be responsible for the enhanced
mobility observed at unbroken sites in diploid cells. To
test this hypothesis, we integrated an extra copy of MAT
bearing the opposite mating type information (MATa)
into our wild-type haploid strain (MATa). Rad51 is hyper-
activated in this pseudodiploid strain, as in diploid yeast
(Morgan et al. 2002; Haber 2012). Tracking of the met10
locus yielded an increase in Rc upon treatment with
Zeocin (from 0.43 mm to 0.65 mm) in the pseudodiploid
that was indistinguishable from that in the haploid strain
(Fig. 1G). Thus, the increase in chromatin mobility in
response to damage is independent of the Rad51 hyper-
activity associated with diploid cells and occurs equally
in haploid and diploid strains.
The stage of the cell cycle has a clear effect on chroma-
tin mobility, since in S-phase, movement is much de-
creased compared with G1 (Heun et al. 2001) due to
constraint from sister–sister cohesion (Dion et al. 2013).
We were unable to test G1-phase cells, since we used
Rad52 focus formation as a marker for damage, and
G2-phase nuclei often have distorted nuclear shapes that
interfere with accurate tracking. We did score for differ-
ences in mobility between early and mid-S phase at
met10 and found a similar increase in response to damage
at both stages (Supplemental Fig. S3B,C; Supplemental
Table S2). Given that met10 is early-replicating, it is
likely that the tracked loci are replicated and have cohesin
loaded (Dion et al. 2013).
The DDR increases global chromatin mobility
An earlier study showed that loss ofMec1, the homolog of
human ATR kinase, compromised the increased mobility
scored for an induced DSB, while loss of Rad53 (CHK2)
did not (Dion et al. 2012). It was therefore of interest to
test whether checkpoint kinase activation was necessary
for the increase in chromatin mobility genome-wide.
This was scored in a sml1D background because ablation
of Sml1 up-regulates dNTP synthesis and suppresses the
lethality of mec1D or rad53D strains (Zhao et al. 1998).
Upon tracking met10, we found that the background
chromatin mobility (Rc = 0.32 mm) in mec1Dsml1D
cells was nearly unchanged after 1 h of exposure to
Zeocin (0.36 mm) (Fig. 2A), and loss of the DDR effector
kinase Rad53 completely ablated the damage-induced
increase in global chromatin mobility (Fig. 2B). Consis-
tent with earlier observations, sml1 deletion itself
has a partial phenotype: The increase in general chro-
matin mobility after damage in a sml1D strain reaches
0.47 mm instead of the 0.65 mm of wild-type cells (Fig. 2C).
This lower increase in mobility may reflect the fact that
sml1D strains have altered dNTP levels, although over-
expression of the factor Sml1, which down-regulates Rnr1,
did not have a similar effect (data not shown). Nonethe-
less, mec1Dsml1D or rad53Dsml1D cells fail to show a
damage-induced, global increase in chromatin mobility,
while sml1D cells do.
Next, we tested the role of factors downstream from
Mec1. One key target of Mec1 that contributes to both
Rad53 activation and the downstream response is the
BRCT-containing protein Rad9 (Vialard et al. 1998).
Whereas RAD9 deletion alone increased chromatin mo-
bility in the undamaged state, it completely blocked the
general chromatin mobility increase induced by Zeocin
(Fig. 2D). By Western blot analysis, we confirmed that
checkpoint activation was compromised in all of the
DDR mutants tested. Interestingly, although mobility
did not increase in the rad9D mutant, H2A phosphoryla-
tion was comparable with that in wild-type cells, in-
dicating that this Mec1 phosphorylation target (gH2AX
in mammals) does not induce chromatin movement (Fig.
2E), while the DNA checkpoint signaling cascade, which
ends with Rad53 activation, does (Fig. 2F). Interestingly,
Rad53, unlike Mec1/Ddc2, has a dispersed nuclear local-
ization, allowing it to propagate changes throughout the
nucleoplasm (Melo et al. 2001).
Checkpoint activation without DNA damage increases
global chromatin mobility
The question remained whether checkpoint activation is
sufficient to enhance chromatin movement in the ab-
sence of damage. To examine this, we constructed a strain
containing GFP- and LacI-tagged versions of both Ddc1
and Ddc2, whose artificial juxtaposition is sufficient
to initiate a damage-independent checkpoint response
(Bonilla et al. 2008). Upon expression from a galactose-
inducible promoter, these two proteins bound the in-
tegrated LacO array at PES4 near MET10 and created a
GFP focus that could be tracked (Fig. 3A,B). Upon in-
duction of Ddc1/Ddc2-GFP-LacI, the checkpoint was
activated as indicated by H2A phosphorylation (Fig. 3C),
and the Rc of the tagged PES4 locus increased from 0.38
mm to 0.5 mm (Fig. 3B,D).
To see whether checkpoint activation in the absence of
DNA damage suffices to trigger the general increase in
chromatinmobility, wemonitored the LEU2TTetO locus
in these same conditions. Whereas overexpression of
Ddc1/2-GFP-LacI without a LacO array at PES4 did not
cause an increase in mobility at LEU2, by targeting Ddc1/
Ddc2 to PES4TLacO, not only did the PES4 locus increase
mobility, but also LEU2, albeit to a lower extent (Fig.
3B,E). Given that we saw a dose-dependent increase in
mobility with Zeocin, we assume that this more modest
increase reflects the efficiency of checkpoint activation.
We conclude that DNA damage checkpoint activation
is sufficient, even in the absence of DNA damage, to
increase both local and global chromatin mobility.
Intact INO80 remodeler complex is required
to increase chromatin mobility in trans
Several chromatin remodeling enzymes are targets of
Mec1 and the checkpoint response (Morrison et al. 2007;
Smolka et al. 2007). Since INO80 is known to increase the
mobility of a locus to which it is targeted (Neumann et al.
Checkpoint response enhances chromatin mobility
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2012) and has recently been implicated in various DSB
repair events (Agmon et al. 2013), we hypothesized that it
may have a role in increasing global chromatin mobility.
We found that strains lacking either Arp5 or Arp8 abolish
increased chromatin mobility after Zeocin treatment (Fig.
4A,B). Complementation of arp8D with wild-type Arp8
under its endogenous promoter restores chromatin mobil-
ity after Zeocin-induced damage just as it restores growth
on Zeocin-containing plates (Fig. 4B,C). Importantly, we
show that arp8D does not impair checkpoint activation on
Zeocin (Fig. 4D), confirming previously published results
on hydroxyurea (van Attikum et al. 2004). In contrast to
INO80, we found that the Chd1 and Swr1 chromatin re-
modelers do not have an effect on global chromatin mo-
bility, nor does the sister chromatid cohesion-promoting
factor Tof1 (Supplemental Fig. S4; Supplemental Table S2).
To confirm that the INO80 complex is needed for
global chromatin mobility in direct response to Mec1
activation, we targeted Ddc1/Ddc2 to activate movement
in the absence of damage. Under these conditions, Arp8
was partially required to increase the mobility of a locus
in cis (analogous to the partial effect of arp8D on DSB
mobility) (Neumann et al. 2012), and its loss completely
compromised the increased mobility of an undamaged
locus (LEU2) (Fig. 4E,F). We conclude that the INO80
complex acts downstream from checkpoint activation
and is needed to increase global chromatin mobility even
when the checkpoint is activated artificially, without
widespread DNA damage (Bonilla et al. 2008). The model
in Figure 5 illustrates the two pathways that lead to
enhanced chromatin mobility—one acting locally, and
the second affecting chromatin mobility globally—both
showing dependence on INO80.
Discussion
This study resolves the discrepancy between previous
studies (Dion et al. 2012; Mine-Hattab and Rothstein
Figure 2. Checkpoint proteins Mec1, Rad9, and Rad53 are essential for damage-induced increases in global chromatin mobility. (A–D)
MSD ofmet10TTetO in S-phase wild-type GA-6879 after 1 h of 250 mg/mL Zeocin (gray). MSD plots of the same locus without damage
(blue) and Zeocin-treated (red) as above in the following backgrounds: mec1Dsml1D (GA-7556) (A), rad53Dsml1D (GA-7552) (B), sml1D
(GA-7553) (C), and rad9D (GA-7555) (D). The error bars show the SEM. The numbers of movies tracked and parameters are given in
Table 1. (E) Western blots showing checkpoint activation after 1 h of Zeocin (250mg/mL) as in Figure 1B, in wild-type (wt) (GA-6879),
sml1D (GA-7553),mec1Dsml1D (GA-7556), hta1/2 S129* (GA-4188), rad9D (GA-7555), and rad53Dsml1D (GA-7552) cells. (F) Scheme of
key kinases and regulators in the DNA damage checkpoint.
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2012) with respect to chromatin mobility at undamaged
loci in cells exposed to damage. Chromatin mobility does
indeed increase globally, yet the increase appears to
require a threshold level of damage, which correlates
with the induction of the DDR through Mec1 and Rad53
kinases. Low-level damage (e.g., after incubation with
50mg/mL Zeocin) does not provoke a detectable increase
in general chromatin movement. We rule out other
explanations for the discrepancy, such as cell ploidy or
the type of damage induced. Moreover, we can exclude
that the global increase in movement arises from chro-
mosome fragmentation given that we scored a checkpoint
kinase-dependent increase in mobility in the absence of
damage. Finally, by scoring multiple loci, including telo-
meres, we rule out that the effect depends on the chromo-
somal context of the locus monitored.
Our studies suggest that changes in chromatin struc-
ture that lead to increased mobility in response to DNA
damage are different at the site of damage as compared
with an undamaged locus. Enhanced mobility in cis
requires the repair factors Rad51 and Rad54 but is in-
dependent of Rad53 kinase activation. Global chromatin
mobility increases require the downstream checkpoint
kinase Rad53 but not the repair protein Rad51. We note
that loss of Arp8 has only a partial effect on the increased
mobility of a DSB, while it is essential for the global
increase (Fig. 4B,D,F).
We speculate that differential control of chromatin
mobility at damaged and undamaged sites may be advan-
tageous to the cell. The enhanced movement of a DSB
enhances the probability of harmful translocations or
deletions even as it promotes a homology search for
HR-mediated repair. The movement, like the check-
point activation itself, is dependent on the level of damage,
consistent with the two being linked. Mec1–Ddc2 acti-
vation requires both a threshold and a specific process-
ing event at damage, which may be used to determine
in which circumstances global chromatin movement
should be enhanced to maximize recombinational repair.
The genomic tradeoff for movement is likely to be an
elevated risk of deleterious recombination (Dion and
Gasser 2013; Seeber et al. 2013).
Several observations suggest that our insights are likely
to be relevant to mammalian genomes. For one, recurrent
translocations in B lymphocytes occur proportionally to
DNA damage (Hakim et al. 2012), and down-regulation of
53BP1 (Rad9) reduces both chromatin mobility and chro-
mosomal end-to-end fusions (Dimitrova et al. 2008). Fur-
thermore, the mobility of arrays that generate transloca-
tions in mammalian cells is significantly higher than that
of arrays not producing translocations (Roukos et al. 2013).
We propose that lesions that do not require a long-range
search for a homologous donor and those that do not
activate a checkpoint response also fail to trigger a general
increase in chromatin mobility.
In summary, we show here that a DNA damage-
triggered kinase response controls chromatin organiza-
tion, with the likely effector being the INO80 complex
(Fig. 5). We monitor this as expanded Rc values for un-
damaged fluorescently tagged chromatin loci. This may
reflect local changes in chromatin structure (Neumann
et al. 2012) or alterations in the long-range folding of
chromatin genome-wide. When S-phase damage is re-
paired from the sister chromatid, damage movement is
Figure 3. Checkpoint activation is sufficient to enhance both
local and global chromatin mobility. (A) Schematic of strain GA-
7676 showing the tracked locus at PES4. (B) Cartoon illustrating
in cis tracking of Ddc1/Ddc2-GFP-LacI foci at PES4 or in trans
tracking of mCh-TetO at LEU2. (C) Western blot for H2A S129
phosphorylation after galactose induction of pGAL-Ddc1/2-GFP-
LacI in GA-7676 or a wild-type (wt) strain, GA-1461. (D) MSD
plots of LacO-tagged PES4 during S phase after 1 h on galactose
in cells expressing Ddc1/Ddc2-GFP-LacI (green; GA-7676) or
GFP-LacI (brown; GA-1461). (E) TetR-mCherry at LEU2 in a
strain containing GFP-LacI (blue; GA-8088), expressing Ddc1/
Ddc2-GFP-LacI in the presence (red; GA-8023) or absence (purple;
GA-8158) of PES4TlacO. The numbers of movies tracked and
parameters are given in Table 1.
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constrained and not enhanced, which can be overcome
by destruction of cohesin (Dion et al. 2013). Thus, we
speculate that the checkpoint kinases Mec1–Ddc2 and
Rad53 modify INO80 and possibly cohesin in response to
damage to regulate global chromatin mobility differen-
tially during the DDR.
Materials and methods
Yeast growth conditions and plasmids
Yeast strains used in this study were W303-derived (see Supple-
mental Table S1). Yeast growth was at 30°C, and imaging was
at 25°C. Zeocin exposure experiments were done in synthetic
complete (SC) medium with 1-h incubations with drugs prior
to microscopy or other assays, which were performed in fresh
SC medium. Precise conditions are in the Supplemental Mate-
rial. pGAL-ECOR1 plasmid was a gift of Dr. P. Scha¨r, and the
pseudodiploid strain was constructed by integrating a MATa
plasmid at URA3 (gift of Dr. S. Marcand).
Microscopy, movie analysis, and zoning assay
Live microscopy used an Olympus IX81 microscope equipped
with a Yokogawa CSU-X1 scan head, an EM-CCD Cascade II
(Photometrics), an ASIMS-2000 Z-piezo stage, and a PlanApo3100,
NA 1.45 total internal reflection fluorescence microscope oil
objective. For excitation and exposure times, see the Supple-
mental Material.
Time-lapse image stacks were analyzed as in Dion et al. (2012)
using a custom-made Fiji plug-in (Sage et al. 2005). Analysis of
locus position was performed with the zoning assay described in
Meister et al. (2010), and phototoxicity was tested by exposing
wild-type cells (GA-6879) to standard imaging conditions and
then following outgrowth for 5 h by morphological analysis,
comparing them with unexposed cells.
Western blotting
DDR activation was scored by Western blotting TCA-precipitated
proteins separated on a SDS-PAGE gel (Invitrogen). The anti-
bodies used are noted in the Supplemental Material.
Figure 4. The INO80 complex is required to increase global chromatin mobility. MSD plots of met10TTetO during S phase in wild-
type cells after 1 h in 250 mg/mL Zeocin (gray) and of the same locus without damage (blue) and treated with Zeocin 250 mg/mL (red) in
the following mutant backgrounds: arp5D (GA-8202) (A) and arp8D (GA-8132) (B). (C) Serial dilution (103) showing complementation of
arp8D with p416-ARP8-URA3 (Shen et al. 2003). (D) Western blot of gH2A accumulation after Zeocin treatment. (E) MSD plot of LacO-
tagged PES4 during S phase after 1 h on galactose in cells expressing Ddc1/Ddc2-GFP-LacI (red; GA-8203) or GFP-LacI (blue; GA-8204)
in arp8D versus wild-type (green) backgrounds. (F) TetR-mCherry at LEU2 in a strain expressing Ddc1/Ddc2-GFP-LacI (red; GA-8203) or
expressing Ddc1/Ddc2-GFP-LacI in the absence of PES4TlacO (blue; GA-8204) versus wild-type (gray). The error bars in all panels show
the SEM. The numbers of movies tracked and parameters are given in Table 1.
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Supplemental Material and Methods 
Yeast growth conditions and plasmids 
Yeast strains used in this study are in Table S1. Yeast growth was at 30 °C, and imaging at 25 °C. All 
strains are W303 background (MATa ade2-1 trp1-1 his3-11 his3-15 ura3-1 leu2-3 leu2-112 RAD5) and 
wild-type GA-6879 was previously described (Dion et al. 2012). 
Zeocin exposure experiments were done in synthetic complete (SC) media. Cells were incubated with 
drugs for 1 h prior to microscopy or other assays which were performed in fresh media (SC). For 
microscopy, cells were grown overnight at 30°C in synthetic complete (SC) media and were diluted in 
the morning to obtain exponential phase cultures (2 x106 - 5 x 106 cells ml-1).  For undamaged 
conditions, cells were imaged immediately, ensuring that no Rad52-YFP spot was present at the 
beginning or end of imaging. Zeocin-treated cultures contained drug for 1 h. The Ddc1/Ddc2 
targeting was done in synthetic glycerol 3%, lactate 2%, glucose 0.05% (SCGL) media. An overnight 
pre-culture was diluted and grown 3 hours to ~2.5 x 106 cells ml-1. Galactose was added to 2% final 
volume to induce pGAL-DDC1-LacI-GFP/DDC2-LacI-GFP for 30 min, after which the targeted 
PES4 locus was tracked in GA-7676 or GA-1461. For an ectopic locus, the TetR-mCherry spot was 
tracked at LEU2 in GA-8023 and GA-8088. pGAL-ECOR1 plasmid was a gift of Dr P. Schär (Schar 
et al. 2004), and the pseudo-diploid strain was constructed by integrating a MATα plasmid at URA3 
(gift of Dr Stephan Marcand; (Frank-Vaillant and Marcand 2002)).  
Microscopy 
Live microscopy used an Olympus IX81 microscope equipped with a Yokogawa CSU-X1 scan head, 
an EM-CCD Cascade II (Photometrics), a ASI MS-2000 Z-piezo stage and a PlanApo x100, NA 1.45 
total internal reflection fluorescence microscope oil objective. Fluorophores were excited at 567 nm 
(mCherry, ~30 μW), 515 nm (YFP, ~65 μW) and 491 (GFP, ~75 μW). Time-lapse series (5 min) of 
14 optical slices per stack were taken every 1.5 s. Each optical slice required 30 ms exposure, for a 
total of 420 ms per stack. For zoning assays, 100 nm optical stacks were taken using the 491 nm laser 
(Meister et al. 2010). Nuclear volumes are based on an average haploid nuclear radius of 0.9 µm. 
Movie analysis and Zoning assays 
Time-lapse image stacks were analysed as in (Dion et al. 2012), using a custom made Fiji plugin (Sage et 
al. 2005). Analysis of locus position was performed with the zoning assay described in (Meister et al. 
2010). 
Phototoxicity 
Potential phototoxicity was tested by exposing wild-type cells (GA-6879) to standard imaging 
conditions, and then following outgrowth for 5 hours by morphological analysis, comparing them to 
unexposed cells.  
Western blotting 
DDR activation is scored by Western Blotting of TCA precipitated proteins separated on a SDS-
PAGE gel (Invitrogen). Transfer was done using Biorad Turbo blot system onto PVDF membranes. 
Anti-actin was from Millipore (#MAB1501) and anti-Mcm2 was purchased from Santa Cruz (#6680). 
Rad53 protein was detected using a custom-made mouse monoclonal antibody (GenScript) against 
FHA2 domain of Rad53. Anti-γH2A was similarly a custom-made polyclonal antibody that is specific 
for phospho-S129 in yeast H2A (Schleker 2007) 
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Supplemental Figure legends and Table S1 
 
Figure S1: Imaging protocol does not induce cell cycle delays indicative of DDR  
Wild-type (GA-6879) cells were imaged (top) or (not) with laser line 561 nm taking optical stacks over 
4.2 µm with a step size of 300 nm every 1.5s for 5 min. Cells were then monitored for 5 h taking a 
bright field image every 60 min. Scale bar is 2 µm. 
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Figure S2: Zeocin-induced damage increases chromatin mobility at multiple loci including at 
a telomere. A-C) MSD plots of the indicated lacO-tagged locus during S phase in undamaged 
conditions (blue) and after 1h treatment with 250 μg/ml Zeocin (red). (A) Schematic of strain GA-
1461 showing the tracked locus at PES4. (B) Schematic of strain GA-2070 showing the tracked locus 
at ATG2 (ARS1412). (C) Schematic of strain GA-1459 showing the tracked locus at HXK1 (ARS609). 
(D) Zoning assay comparing the location of HXK1 in strain GA-1459 before and after 1 h treatment 
with 250 μg/ml Zeocin. Movement parameters are summarized in Table S2. 
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Figure S3: ATP depletion prevents damage dependent increases in chromatin mobility and 
S-phase stage is not important for chromatin mobility  
MSD plots of the indicated lacO-tagged locus during S phase (A) Effect of 40 µM carbonyl cyanide 
m-chlorophenyl hydrazine (CCCP) on MSD plots of locus mobility (GA-6879) in the absence (blue), 
or presence of 250 μg/ml Zeocin (green), or 250 μg/ml Zeocin alone (red).. B-C Undamaged 
conditions (blue) and incubated with Zeocin at 250 μg/ml (red) (B) early S-phase cells, (C) mid S-
phase cells. Asynchronous cells in grey. The error bars show the s.e.m. Movement parameters are 
summarized in Table S2.  
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Figure S4: The Chd1 and Swr1 chromatin remodelers and cohesion promoting factor Tof1are 
dispensable for global chromatin mobility 
A-C) MSD plots of met10::TetO during S phase in wild-type cells after treatment with 250 μg/ml 
Zeocin (gray). MSD plots of the same locus in undamaged conditions (blue) and treated with Zeocin 
250 μg/ml (red) are shown in the following mutant backgrounds: (A) chd1Δ (GA-7723), (B) swr1Δ 
(GA-8185), (C) tof1Δ (GA-8186). The error bars show the s.e.m. Movement parameters are 
summarized in Table S2. 
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Table S1: Strains used in this study. 
All yeast strains are derived from GA-1461 which is in a W303 background. 
Strain 
number Genotype Reference 
GA-
6879 
MATa RAD52-YFP, NUP49-GFP, ADE2::TetR-
mCherry, lys5::LacI-CFP-TRP, leu2::LoxP, 
ZWF1::cutsite (Lmn::lys5::IsceIcs::LEU2::lacO 
array::Lmn), met10::lmn adaptamers::HIS3::TetOps-Lex 
(W303) (Dion et al. 2012) 
GA-
7550 rad51::NAT, same as GA-6879  This study 
GA-
1461 
MATa, PES4::4xLexA::lacO array::TRP1, his3-
15::GFP-LacI::HIS3, NUP49-GFP (W303) (Taddei et al. 2004) 
GA-
2070 
MATa , ATG2::4xLexA::lacO array, his3-15::GFP-
LacI::HIS3, NUP49-GFP (W303) (Neumann et al. 2012) 
GA-
1459 
MATa , Telo 6R::lacO array::TRP1, his3-15::GFP-
LacI::HIS3, NUP49-GFP (W303)  (Heun et al. 2001) 
GA-
6883 
MATa , RAD52-YFP, NUP49-GFP, ADE2::TetR-
mCherry, lys5::LacI-CFP-TRP, leu2::LoxP, ZWF1:cutsite 
(Lmn::lys5::IsceIcs::LEU2::LacO array::Lmn) This study 
GA-
7591 
MATa , RAD52-YFP, NUP49-GFP, ADE2::TetR-
mCherry, lys5::LacI-CFP-TRP, leu2::LoxP, ZWF1:cutsite 
(Lmn::lys5::IsceIcs::LEU2::LacO array::Lmn), 
MATα::URA This study 
GA-
7552 sml1::HIS3, rad53::NAT, same as GA-6879  This study 
GA-
7553 sml1::HIS3, same as GA-6879  This study 
GA-
7555 rad9::NAT, same as GA-6879  This study 
GA-
7556 sml1::HIS3, mec1::NAT, same as GA-6879  This study 
GA-
7676 
MATa , GFP-NUP49, Gal-Ddc1-GFP-LacI::URA3, 
Gal-Ddc2-GFP-LacI::HIS3, PES4::LacO array::LexAx4 This study 
GA-
8088 
MATa , GFP-NUP49, PES4::LacO array::LexAx4, 
LEU2::TetO array This study 
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GA-
8023 
MATa , GFP-NUP49, Gal-Ddc1-GFP-LacI::URA3, 
Gal-Ddc2-GFP-LacI::HIS3, PES4::LacO array::LexAx4, 
LEU2::TetO array This study 
GA-
8158 
MATa , GFP-NUP49, Gal-Ddc1-GFP-LacI::URA3, 
Gal-Ddc2-GFP-LacI::HIS3, LEU2::TetO array This study 
GA-
8132 arp8::NAT, same as GA-6879 This study 
GA-
8202 arp5::NAT, same as GA-6879 This study 
GA-
8203 arp8::NAT, same as GA-8023 This study 
GA-
8204 arp8::NAT, same as GA-8158 This study 
GA-
7723 chd1::NAT, same as GA-6879 This study 
GA-
8185 swr1::NAT, same as GA-6879 This study 
GA-
8186 tof1::NAT, same as GA-6879 This study 
 
 
Supplemental Table S2: Summary of MSD results presented in supplemental figures 
Indicated are the exact Rc and diffusion coefficient values calculated from the indicated number of 
time-lapse series for the indicated loci. W303 background is considered wild-type. * indicates data 
points taken from Dion et al., 2012. 
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Table S2 Summary of MSD results presented in this paper 
Spot tracked Locus 
Treatment or 
damage 
Rel. phenotype/ cc 
stage/sugar Rc (µm) 
Cell 
No. 
mCh - TetR met10::TetO undamaged Early S 0.41 ± 0.05 11 
mCh - TetR met10::TetO Zeocin 250 Early S 0.60 ± 0.06 6 
mCh - TetR met10::TetO undamaged Mid S 0.41 ± 0.03 8 
mCh - TetR met10::TetO Zeocin 250 Mid S 0.62 ± 0.05 9 
mCh - TetR met10::TetO CCCP 40µM  
0.08 ± 
0.007 10 
mCh - TetR met10::TetO 
CCCP 40µM 
+Zeocin 250  0.2 ± 0.06 6 
LacI - GFP PES4::lacO  undamaged  0.51 ± 0.02 10 
LacI - GFP PES4::lacO Zeocin 250  0.61 ± 0.03 19 
LacI - GFP ATG2::lacO  undamaged  0.51 ± 0.03 19 
LacI- GFP ATG2::lacO  Zeocin 250  0.66 ± 0.05 15 
LacI -GFP HXK1::lacO undamaged  0.51 ± 0.1 5 
LacI-GFP HXK1::lacO Zeocin 250   0.64 ± 0.04 12 
mCh - TetR met10::tetO uninduced pGAL-ECORI 0.41 ± 0.03 18 
mCh - TetR met10::tetO undamaged chd1Δ 0.36 ± 0.04 14 
mCh - TetR met10::tetO Zeocin 250 chd1Δ 0.61 ± 0.06 17 
mCh - TetR met10::tetO undamaged swr1Δ 0.42 ± 0.02 15 
mCh - TetR met10::tetO Zeocin 250 swr1Δ 0.60 ± 0.04 8 
mCh - TetR met10::tetO undamaged tof1Δ 0.47 ± 0.04 13 
mCh - TetR met10::tetO Zeocin 250 tof1Δ 0.62 ± 0.05 11 
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Summary 
Chromatin is in constant motion within the nucleus. Changes in DNA dynamics have been extensively 
studied by fluorescence microscopy and mean squared displacement analysis, leading to diametrically 
opposed proposals for the forces behind this movement. Here we present an analytical workflow 
based on an improved imaging regime with higher spatial and temporal resolution, and statistical 
analyses that extract biophysical parameters from the trajectories. We have applied this to time-lapse 
imaging of an inducible double-strand break in yeast. Based on the extracted parameters, our modeling 
predicts chromatin expansion near a break, which we confirm by super-resolution microscopy. We 
are able to differentiate between extrinsic forces arising from the cytoskeleton and intrinsic forces 
stemming from changes in local chromatin structure. The actin cytoskeleton contributes to the former, 
while the INO80 chromatin remodeler is required for local chromatin expansion. Our method can be 
broadly applied to single-particle trajectories of chromatin polymers. 
The importance of this paper is that it describes a polymer model that can faithfully predict chromatin 
structure at a local level. We show that chromatin movement in S. cerevisiae is driven by multiple factors 
including the actin cytoskeleton as well as changes in chromatin structure. In addition, we make two 
observations that have broad implications for DSB repair: i) We show that DSBs expand and this 
depends on the chromatin remodeling enzyme, INO80; ii) We show that for a break to move out of 
a domain, no active force is needed: one simply needs to modify the surrounding chromatin, and this 
change in entropy is sufficient to drive it to the surface of the domain. 
 
Author contributions: A.S. and S.M.G planned experiments and analyzed data. A.S. performed most 
experiments, A.A. and D.H. carried out all polymer modeling and theoretical development of the 
analysis pipeline and analysis of spot trajectories. All four authors wrote the manuscript. Graphical 
abstract, and figures were designed by A.S. All data in Figures 1-6 was generated by A.S.  
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SUMMARY
Chromatin moves with subdiffusive and spatially
constrained dynamics within the cell nucleus. Here,
we use single-locus tracking by time-lapse fluores-
cence microscopy to uncover information regarding
the forces that influence chromatin movement
following the induction of a persistent DNA double-
strand break (DSB). Using improved time-lapse im-
aging regimens, we monitor trajectories of tagged
DNA loci at a high temporal resolution, which allows
us to extract biophysical parameters through robust
statistical analysis. Polymer modeling based on
these parameters predicts chromatin domain expan-
sion near a DSB and damage extrusion from the
domain. Both phenomena are confirmed by live im-
aging in budding yeast. Calculation of the anomalous
exponent of locus movement allows us to differen-
tiate forces imposed on the nucleus through the actin
cytoskeleton from those that arise from INO80 re-
modeler-dependent changes in nucleosome organi-
zation. Our analytical approach can be applied to
high-density single-locus trajectories obtained in
any cell type.
INTRODUCTION
Ever since the first live imaging of chromatin dynamics by single-
particle tracking (Marshall et al., 1997), much effort has been in-
vested into understanding the regulation and biological function
of DNA movement. Unlike the directional separation of sister
chromatids in mitosis, the interphase movement of chromatin
is stochastic, yet it is modulated by ATP levels, suggesting
that DNA dynamics are influenced by enzymatic events (Heun
et al., 2001; Levi et al., 2005; Marshall et al., 1997; Seeber
et al., 2013). Indeed, the majority of chromatin movement moni-
tored in eukaryotic nuclei is subdiffusive (Albert et al., 2013; Ami-
tai et al., 2015; Dion and Gasser, 2013; Weber et al., 2012), being
restricted to volumes significantly smaller than that of the nu-
cleus, arguing that internal forces constrain chromatin move-
ment (Gartenberg et al., 2004; Bystricky, 2015; Chubb et al.,
2002; Marshall, 2002). In budding yeast, such constraint has
been altered by either the ablation of sister chromatid cohesion
(Dion et al., 2013), the targeting of nucleosome remodelers (Neu-
mann et al., 2012), or the elimination of anchorage sites that
tether yeast chromosomes to nuclear substructures, such as
the inner nuclear membrane protein Esc1 (Gartenberg et al.,
2004), nuclear pores (Horigome et al., 2014), or the spindle
pole body (Strecker et al., 2016; Verdaasdonk et al., 2013).
Chromatin movement is thought to facilitate gene induction by
allowing distant enhancers and promoters to interact (Amitai and
Holcman, 2013a; Bell and Felsenfeld, 1999; Dillon et al., 1997;
Ptashne, 1986) or to facilitate the long-range search for
sequence homology during DNAdouble-strand break repair (Ag-
mon et al., 2013; Dion and Gasser, 2013; Mine´-Hattab and Roth-
stein, 2012). More generally, the accessibility of DNA sequence
for recognition by either proteins or nucleic acid may benefit
from chromatin mobility. As an example, a fluorescently tagged
locus with a persistent double-strand break (DSB) in budding
yeast, shows greater movement than the same locus undam-
aged (Dion et al., 2012; Mine´-Hattab and Rothstein, 2012). The
drivers of this increased mobility and their impact on repair are
debated (Dion et al., 2012; Mine´-Hattab and Rothstein, 2012;
Strecker et al., 2016; Verdaasdonk et al., 2013), yet the fact
that increased movement depends on the type of damage
incurred (Dion et al., 2012, 2013) and on a kinase-mediated
DNA damage checkpoint response (Mine´-Hattab and Rothstein,
2012; Seeber et al., 2013; Strecker et al., 2016) argues for phys-
iological relevance.
In mammals as well, the chromatin context of a DSB and the
preference of the locus for repair by end joining or ectopic recom-
bination influence whether or not a locus will show enhanced
movement following damage induction (Aten et al., 2004;
Choet al., 2014; Jakobet al., 2009;Krawczyk et al., 2012; Kruhlak
et al., 2006; Lottersberger et al., 2015; Nelms et al., 1998; Roukos
et al., 2013; Soutoglou et al., 2007; Tsouroula et al., 2016).
1200 Cell Reports 18, 1200–1214, January 31, 2017 ª 2017 The Author(s).
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Radiation-induced foci and uncapped telomeres both show
enhanced movement in mammalian cells (Dimitrova et al.,
2008; Lottersberger et al., 2015), and in both mammals and flies
it was shown thatDSBs that occur in heterochromatinmustmove
out of the heterochromatic compartment in order to be repaired
by recombination (Chiolo et al., 2011; Jakob et al., 2011; Ryu
et al., 2015; Tsouroula et al., 2016).What changes occur on a bio-
physical level to allow suchmovements are unclear, but possible
triggers could be changes in local chromatin structure, the
release of constraints imposed by non-chromatin anchorage
sites, or active, motor-driven transport.
To date, the analysis applied to single-particle trajectories
(SPTs) of tagged chromatin loci has been inadequate to distin-
guish between these possibilities. Here, we present a framework
for statistical analysis of SPTs over time that allows us to extract
a more comprehensive set of biophysical parameters and relate
them to polymer models (Amitai and Holcman, 2013b; Amitai
et al., 2015). We then use simulations based on the b-polymer
model to predict chromatin behavior. Our experimental system
is the well-characterized HO endonuclease- induced DSB in
budding yeast (Dion et al., 2012; Horigome et al., 2014; Mine´-
Hattab and Rothstein, 2012; Nagai et al., 2008), which allows
us to monitor locus dynamics before and after DSB induction.
Polymer modeling predicts that chromatin around a break will
expand and that this will drive extrusion of the damage from its
local chromatin domain. We confirm chromatin expansion at
an induced DSB using quantitative, super-resolution structured
illumination microscopy (SIM). Moreover, we demonstrate a sig-
nificant increase in the anomalous exponent of movement, a, at a
DSB in the rDNA, as it shifts from the nucleolus for recombina-
tion-mediated repair (Torres-Rosell et al., 2007).
Our approach consists of two parts. First, we extract from sin-
gle-locus trajectories an ensemble of four statistical parameters
derived from polymer model analysis. These parameters provide
independent information about the nature of locus movement,
allowing us to characterize the origin of the forces acting on
chromatin. We then construct a polymer model and simulate
chromatin behavior, using empirically extracted biophysical pa-
rameters. This analytical approach and predictive modeling
enable a biophysical definition of chromatin dynamics and pro-
vide a paradigm for the analysis of chromatin movement in other
species. In yeast, we show that changes in local chromatin struc-
ture at a break can lead to altered dynamics that can affect
longer-range aspects of chromatin organization.
RESULTS
We use a well-characterized budding yeast strain carrying a
galactose-inducible HO gene, which encodes the Homothallic
switching endonuclease that, in turn, introduces a double-strand
break specifically and uniquely at theMAT locus on Chr III (Table
S1). Cleavage efficiency is measured for each experiment by
qPCR (Table S2). We visualize the locus by tracking a fluorescent
LacI-GFP protein bound to an array of lac operators (lacO) that is
inserted near the cut site (Figure 1A). In addition, we have tagged
the nuclear poreswith a separate redfluorophore (Nup49-Ruby2),
which is bothbrighter than traditional fluorophores andmorepho-
tostable (Lee et al., 2013). This allows us to use less light to stim-
ulate the fluorochrome,minimizing light-induced damage despite
longeracquisition times.Our imaging regimensdonotactivate the
DNA damage response and cells continue to divide after light
exposure (Figure S1). The labeling of the nuclear perimeter with
Nup49-Ruby2allows us to align acquired trajectorieswith respect
to the nuclear center, to correct for translational movement.
Previous studies of chromatin dynamics performed SPTs with
imaging intervals of 1.5 s for 200 frames (Dion et al., 2012; Neu-
mann et al., 2012; Strecker et al., 2016), 10 s for 80 frames
(Mine´-Hattab and Rothstein, 2012), 30 s for 20 frames (Verdaas-
donk et al., 2013), 100 ms for 300 frames (Spichal et al., 2016),
and 15–400 ms for 300 frames (Hajjoul et al., 2013). Without suf-
ficient time points, statistically significant information cannot
always be extracted from SPTs. In addition, chromatin motion
may show different properties when imaged at different time-
scales (Amitai et al., 2015; Hajjoul et al., 2013; Levi et al., 2005).
Weaddressed thesecaveats by acquiring 3D images at two time-
scales and generating more frames than had previously been
published. Namely, 750 or 500 3D stacks of images were ob-
tained for each time-lapse movie at Dt = 80 ms (10 ms per
z-slice 38) or Dt = 300 ms (30 ms per z-slice 38), respectively
(Figure 1A). By selecting a small cropped region on the EM-
CCD chip and synchronizing the Piezo z-stage, we could stream
acquisitions just above the camera chip readout rate (9ms).We
simultaneously captured the two fluorophores, i.e., the LacI-GFP
at MAT and the perinuclear Nup49-Ruby2, and by coupling a
EM-CCD camera with 3D deconvolution by Huygens Profes-
sional, we could use very-low-light conditions over extended pe-
riods of capture. It is important to note that DNA shows signifi-
cantly less movement in S-phase yeast cells than in G1-phase
cells (Dion et al., 2013; Heun et al., 2001); thus, reliable data
cannot be extracted from tracking a field of asynchronous yeast
cells. Single cells must be selected and the data triaged after
determining thecell-cycle stageof each imagedcell. In this study,
we selected only small budded S-phase cells for spot tracking.
Toextract information from theseSPTswe introduce four statis-
tical quantities that can be computed from the data (numerical
code to compute the four parameters is accessible at http://
bionewmetrics.org/ in the ‘‘Nuclear Organization section’’). For
clarity, and tomake thismethod accessible to a general audience,
the majority of the equations defining these parameters are in the
Supplemental Information. Their extraction is key to our analysis,
because these parameters provide independent, complementary
information on first- and second-moment statistics. Each has
been studied separately elsewhere and are described below.
1. The length of constraint LC is defined as the SDof the locus
position with respect to its mean averaged over time. This
parameter provides estimation for the apparent radius
of the volumeexploredbya finite trajectory. For a trajectory
containing Np points, where RcðkDtÞ is the position of
a locus at a time t, LC is obtained from the empirical
estimation:
LC =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VarðRcÞ
p
z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
Np
XNp
k = 1
ðRcðkDtÞ  hRciÞ2
vuut : (Equation 1)
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It characterizes the confinement of a locus, which in other
studies has been reported as the radius of confinement (Rconf –
not to be confused with Rc). The Rconf is computed from the
asymptotic plateau of mean square displacement (MSD) curves
and is therefore limited to trajectories that plateau. This is
strongly influenced by the length of image acquisition. The
advantage of computing LC is that it gives a robust estimate of
the volume V = 4=3pLC3 occupied by the trajectory and can be
used on any kind of trajectory, as it does not require a plateau
(see Supplemental Information).
2. The anomalous exponent a is computed from the
auto-correlation (AC, Supplemental Information Equa-
tion 11) function for small increments CðtÞ=
hðRcðt + tÞ  RcðtÞÞ2izta. It indicates the nature of the
locus motion; i.e., a = 1 describes normal diffusion, while
A
C D
B
Figure 1. Extraction of Biophysical Parameters of DSB Dynamics Using Two Imaging Regimens
(A) Schematics of the experimental system and description of extracted biophysical parameters. See text and Supplemental Information for definition of length of
constraint (Lc), effective spring coefficient (kc), the anomalous exponent a reflecting an auto-correlation function, and the Dc (diffusion coefficient).
(B) Upper-left quadrant:MAT locus trajectoriesduring 60 s (Dt = 80ms).Other quadrants contain the extracted parameters Lc, kc, andaof cut (red) and uncut (blue)
MAT loci. Above the panel, the p value of a Kolmogorov-Smirnov (KS) test is indicated. White bar, distribution mean. Strains used are GA-8862/8863 (Table S1).
(C) As in (B) but for Dt = 300 ms during 120 s. For extracted parameters, see Table 1 and Figure S2. Cut efficiencies and nuclei scored are in Table S2.
(D) Monitoring movement at different timescales corresponds to studying the polymer on different scales. The time resolution determines the scale of chromatin
dynamicsmonitored; at a short time resolution (80 ms, pink circle), we observed a smaller element of the chromatin movement than with 300ms resolution (green
circle). Panels present parameters Lc, kc, and a from 80- and 300-ms imaging regimens for an intact locus (see Figures S1 and S2).
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a < 1 is subdiffusive (constrained) and a > 1 is superdiffu-
sive (directed) movement (Kepten et al., 2013; Dion and
Gasser, 2013). In practice, we estimated a by fitting
the first six points of the AC function of an SPT by a
power law ta, as described in the Supplemental Informa-
tion. Every time point affects the initial slope of the AC
function (or the MSD); thus, movies with more time
points will ultimately provide the more accurate approxi-
mation of a, and a more robust representation of the data.
3. The effective spring coefficient kc. An external force acting
on a chromatin locus can be modeled as a spring force
applied on a single monomer belonging to a polymer.
This force affects the entire polymer motion and can be
recovered from the first-order moment statistics of sin-
gle-locus trajectories. The spring force acting at position
xa and measured at position xm is represented by F =
–kc (xm – xa), and the spring constant kc allows us to esti-
mate the effect of local tethering interactions around the
locus of interest (Amitai et al., 2015) (see Supplemental In-
formation, Equation 17). This tethering can arise from in-
teractions of the locus with other chromosomes or nuclear
substructures, such as the nucleolus or nuclear envelope.
While these interactions cannot be measured directly they
can be inferred from SPTs.
4. The effective diffusion coefficient Dc reflects the second-
order statistical properties of a trajectory. This diffu-
sion coefficient accounts for local crowding that may
vary along the trajectory. The estimation procedure is
described in the Supplemental Information.
These four parameters are complementary (monitoring first-
and second-order moment statistics) and provide an advantage
over those extracted previously, which were generally limited to
determination of the radius of confinement (Rconf) and/or the
diffusion coefficient. We use them to characterize the underlying
motion of the monitored locus. In summary, the confinement of
a locus is measured by LC, its velocity is Dc, forces acting on a
locus is given by kc, and, importantly, the nature of the motion
is described by a.
Induction of a DSB Alters the Biophysical Parameters of
a Chromatin Locus
Consistent with previous results that monitored the dynamics of
induced DSBs in yeast (Dion et al., 2012; Mine´-Hattab and Roth-
stein, 2012), we find that Lc increases significantly after break in-
duction in both timescales from Lc
uncut 80ms = 0.13 ± 0.03 mm to
Lc
cut 80ms = 0.23 ± 0.03 mm and Lc
uncut 300ms = 0.16 ± 0.04 mm to
Lc
cut 300ms = 0.21 ± 0.05 mm (Figures 1B and 1C, summarized in
Table 1). Comparing the Lc values for unbroken loci tracked at
Dt = 80- versus 300-ms intervals, we find that the 300-ms trajec-
tories have a higher LC. The 300 ms-interval movies are 120 s
long and the 80-ms movies are 60 s long, consistent with the
notion that Lc scales with the time during which the locus has
explored its surroundings.
The increase in movement upon break induction could
reflect the loss of constraint (either from reduced contacts
between nucleosomes or reduced interaction with a less mo-
bile nuclear substructure), or stem from an increased external
force acting on the nucleus. Yeast chromosomes reversibly
interact with nuclear envelope structures (e.g., pores or the
spindle pole body [SPB] (Taddei and Gasser, 2012). Such
interactions not only constrain movement, but could enhance
it, if the nucleus experiences forces leading to rotation or
oscillation. To quantify the strength of tethering interactions
at the site of a DSB, we approximate the confining tethering
force using the classical harmonic potential approximation
(Amitai et al., 2015). A binding force is generically parabolic
(see Supplemental Information); thus, a tethering force is char-
acterized by a strength k acting on a single monomer
Rn: U= ð1=2ÞkðRn  mÞ2, where m is the position of the interac-
tion. Reduction of tethering forces should result in increased
mobility (Amitai et al., 2015). Based on these modeling predic-
tions, we extracted the effective spring coefficient kc (Equation
17, Supplemental Information), which measures the averaged
external forces affecting the observed locus. We find that kc de-
creases significantly for both timescales from kc
uncut 80ms = 135
± 61 kBT/mm
2 to kc
cut 80ms = 41 ± 11 kBT/mm
2 and kc
uncut 300ms =
89 ± 40 kBT/mm
2 to kc
cut 300ms = 54 ± 22 kBT/mm
2 (Figures 1B
and 1C). This decay suggests that there is a local reduction in
interactions around the region of the break. This could increase
Table 1. Biophysical Parameters Extracted from SPTs before and after DSB Induction
Description Parameters Uncut Locus Cut Locus
Dt = 80 ms
Length of constraint LC 0.13 ± 0.03mm 0.23 ± 0.03mm
Anomalous exponent a 0.49 ± 0.14 0.52 ± 0.07
Effective spring coefficient kc 139 ± 63kBT/mm
2 41 ± 11kBT/mm
2
Apparent diffusion constant Dc 14.3 ± 7.5 3 10
–3mm2/s 27.8 ± 10.8 3 10–3mm2/s
Dt = 300 ms
Length of constraint LC 0.16 ± 0.04mm 0.21 ± 0.05mm
Anomalous exponent a 0.66 ± 0.08 0.70 ± 0.08
Effective spring coefficient kc 89 ± 40kBT/mm
2 54 ± 22kBT/mm
2
Apparent diffusion constant Dc 3.9 ± 1.1 3 10
–3mm2/s 3.9 ± 1.6 3 10–3mm2/s
Yeast strains, conditions of imaging, and cut induction are as in Figures 1B and 1C.
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the territory the spot explores, as reflected in the increase of the
length LC.
Upon cut induction, we also find a small but significant in-
crease in the anomalous exponent a where auncut 80ms = 0.48 ±
0.14 increases to acut 80ms = 0.52 ± 0.07 and auncut 300ms =
0.66 ± 0.08 increases to acut 300ms = 0.70 ± 0.08 (Figures 1B
and 1C). Surprisingly, we found that the anomalous exponent
a is consistently higher at Dt = 300 ms (auncut 80ms = 0.48 versus
auncut 300ms = 0.66), even without DSB induction. This difference
could arise from the fact that by choosing a time step we implic-
itly establish a cutoff below which locus dynamics are no longer
influenced by the long-range chromatin properties. Vice versa, at
larger intervals (e.g., Dt = 300 ms), the more subtle changes in
chromatin dynamics that occur on shorter timescales (Dt =
80 ms) may be averaged out (see scheme, Figure 1D). Thus,
rapid image acquisition allows us to observe fluctuations of poly-
mer structure at the level of short genomic distances, while larger
time intervals reveals local fluctuations of chromatin at larger
genomic scales. This also provides an explanation of why we
observe an increase in the diffusion coefficient after cleavage
for the trajectories at Dt = 80 ms (DUncut 80msc = 15.4 ± 7.7 3
103 mm2/s to Dcut 80msc = 27.8 ± 10.8 3 10
3 mm2/s), but not at
Dt = 300 ms (DUncut 300msc = 3.9 ± 1.1 3 10
3 mm2/s versus
Dcut 300msc = 3.9 ± 1.6 3 10
3 mm2/s; Equation 13, Supplemental
Information; Figure S2, Table 1).
Effect of Actin Depolymerization on Chromatin
Dynamics
Since the increase in the anomalous exponent a upon DSB in-
duction was small (auncut 80ms = 0.46 versus acut 80ms = 0.52)
and because a increased with longer imaging intervals, we hy-
pothesized that external forces might act on the nucleus that
could mask changes in a. While our tracking regimen corrects
for translational movement, it cannot account for nuclear rota-
tion or precession. As a simple proof of principle that a in-
creases when an oscillating force is applied to the polymer,
we simulated a Rouse polymer (a = 0.5) with oscillation period
u (Supplemental Information; Figure S3). We find that
when u = 0.04, a increases from 0.5 to 0.7 (Figure 2A),
suggesting that nuclear rotation/precession would increase
a and could, therefore, mask changes in this parameter.
This simulation was performed for a Rouse polymer, yet simu-
lation of other polymer models would yield the same qualita-
tive behavior.
Next, we testedwhether this effect occurs in vivo. Recent work
has implicated the cytoskeleton (Lottersberger et al., 2015; Spi-
chal et al., 2016) and KASH proteins, which anchor inner nuclear
membrane-spanning SUN domain proteins to the cytoskeleton
(Starr and Fridolfsson, 2010) in chromatin movement (Chung
et al., 2015; Lottersberger et al., 2015; Spichal et al., 2016). Given
that in budding yeast, subcellular organelles aremore commonly
positioned by actin filaments, rather than by microtubules (MTs),
we hypothesized that actin filaments connected to the nuclear
envelope could be a source of nuclear rotation, which would,
in turn, increase a, as shown by our numerical simulations. To
test this hypothesis, we fluorescently labeled the SPB, a struc-
ture embedded in the nuclear envelope, by tagging Spc29 with
Ruby2. Movement of the SPB reflects that of the entire nucleus
(Figure 2B). A 1-hr exposure to 25 mmof the sponge toxin Latrun-
culin A (LatA) was sufficient to completely depolymerize cyto-
plasmic actin filaments in yeast (Figure S4). By analyzing SPB
trajectories, we found that a decreases significantly upon LatA
treatment, from aDMSO = 0.37 ± 0.16 to aLatA = 0.26 ± 0.15 (Fig-
ure 2B), suggesting that actin filaments indeed contribute to nu-
clear rotation/precession. The values for kc, Dc, and Lc were not
significantly reduced after LatA treatment (Figures 2B and S3A).
A simple explanation for this phenomenon could be that the nu-
cleus rocks back and forth in the x and y planes, with only the fre-
quency of this motion being reduced by LatA. In this case, the to-
tal area scanned by the SPB remains the same, while a, which
characterizes its motion, decreases upon actin depolymeriza-
tion. The fact the second dynamical parameter (Dc) does not
change suggests that the frequency of the nuclear precession
is large compared to the imaging time step (80ms). Indeed, given
that a is a dynamic parameter computed over the first six time
points, it incorporates motion up to 0.48 s. This is illustrated in
Figure 2A, where the gap between the curves is larger at longer
times.
To see whether nuclear oscillation is necessary for the dy-
namic changes in chromatin following induction of a DSB, we
tracked DSB mobility after treatment with LatA. As observed
for the SPB, LatA treatment reduces Lc in the uncut con-
dition (Lc
uncut No drug 80ms = 0.13 ± 0.03 mm to Lc
uncut LatA 80ms =
0.08 ± 0.03 mm). Upon cleavage, however, this value increases
to Lc
cut LatA 80ms = 0.15 ± 0.06 mm, showing approximately the
same fold increase as we observed at a break without LatA (Fig-
ure 2C). Thus, the DSB-induced increase in movement is not a
result of actin filament-driven dynamics. The spring constant kc
follows the same trend upon LatA exposure (Figure S5B). In other
words, tethering forces are released following break induction
even in the presence of LatA. Interestingly, the diffusion coeffi-
cient of the DSB does not change upon LatA treatment, which
we attribute to the timescale of the nuclear oscillations, as ex-
plained in the previous paragraph.
We note that the anomalous exponent a decreases
strongly upon LatA treatment (auncut No drug 80ms = 0.48 ± 0.14
to auncut LatA 80ms = 0.30 ± 0.14), consistent with the suggestion
that actin polymerization indirectly influences the underlying na-
ture of chromatin movement (Spichal et al., 2016). Importantly,
however, a again increases strongly from auncut LatA 80ms =
0.30 ± 0.14 to acut LatA 80ms = 0.46 ± 0.14, upon induction of a
DSB, despite the presence of LatA (Figure 2D). The same highly
significant change was observed for trajectories taken at Dt =
300 ms (Figure S5C). Thus, the change in locus dynamics at a
DSB is not actin-filament dependent, even though basal chro-
matin movement is influenced by actin-driven nuclear rotation.
Importantly, we show that changes in a can be masked by
such oscillations.
Effect of Microtubule Depolymerization on Chromatin
Dynamics
Early work had shown that MT depolymerization by Nocodazole
in yeast increased chromatin dynamics (Marshall et al., 1997),
as it releases centromeres from their attachment to the SPB
(Bystricky et al., 2004). In contrast, recent work in a mammalian
system showed the opposite effect: MT depolymerization
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decreased uncapped telomere movement (Lottersberger et al.,
2015). Therefore, we revisited this question in yeast to access
how MT depolymerization affects chromatin movement. We
A
B
C D
Figure 2. Depolymerization of the Actin Cyto-
skeleton Reduces Nuclear Rotation but Does
Not Prevent DSB-Induced Movement
(A) The effect of rotation on the anomalous exponent
a of a monomer within a Rouse polymer. When
an angular velocity of u = 0.04 s–1 is applied to
the polymer, a increases from 0.5 (Rouse polymer)
to 0.7.
(B) The spindle pole body (SPB) is embedded
in the nuclear membrane and is visualized by
Spc29-Ruby2. Its movement is used to monitor
nuclear rotation/precession. Plots show a and
Lc of the SPB after 1-hr treatment with the
solvent DMSO or 25 mM LatA, which fully de-
polymerizes actin cables (Figure S4). Strain used
is GA-9045.
(C and D) The Lc (C) and a (D) for MAT, derived
from trajectories taken at Dt = 80 ms ± 25 mM LatA
before and after 2 hr DSB induction (for strains, see
Figure 1). Corresponding kc and Dc values, as well as
all values for Dt = 300 ms, are in Figure S5. Cut ef-
ficiencies are in Table S2.
*p % 0.05, **p % 0.01, ***p % 0.001, respectively.
See related Figures S3–S5.
exposed yeast cells to 50 mM Nocodazole
for 1 hr, which is sufficient to arrest cells in
G2/M phase due to activation of the spindle
assembly checkpoint, and subjected the
lacO-tagged MAT locus to time-lapse
imaging, in the presence and absence of a
DSB. Interestingly, MT depolymerization
(in contrast to actin depolymerization)
increased both LC and a and reduced teth-
ering forces (kc) at Dt = 80 ms (Figure 3).
Following DSB induction, however, there
was no further change in movement, with
the exception of a marginal decrease in LC
and increase in kc. Thus, MT depolymeriza-
tion appears to increase chromatin move-
ment to such an extent that a further in-
crease due to local chromatin changes is
not detectable. We attribute the increased
chromatin dynamics upon Nocodazole
treatment to the depolymerization of the
MTs that tether yeast centromeres to the
SPB. In mammals, this effect would not be
observed since there are no direct MT con-
nections from centrosome to kinetochore in
interphase cells. Rather, it was proposed
that the effect of Nocodazole in mammalian
cells, i.e., the loss of increased chromatin
movement after DNA damage (Lotters-
berger et al., 2015), stems from the loss
of the link between cytoplasmic MT and
either the nucleoskeleton or chromatin
through the LINC complex (Linker of Nucleoskeleton and Cyto-
skeleton, (Tapley and Starr, 2013)), thus being more similar to
the effects of LatA in yeast. Complicating this interpretation is
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the fact that Nocodazole may induce cohesin cleavage in HeLa
cells (Nakajima et al., 2007), an event that increases chromatin
movement in yeast (Dion et al., 2013).
In summary, chromatin dynamics in yeast and mammalian
cells showed opposite effects of MT depolymerization: in yeast,
MTs can constrain chromatin movement, while actin filaments
drive nuclear rotation. Removal of nuclear rotation/precession
by LatA created conditions under which changes in SPT param-
eters were more apparent, while centromere release in yeast
seemed to mask enhanced DSB mobility. In contrast, using
MSD analysis in mammalian cells cytoplasmic MTs and dynein
appeared to drive chromatin movement, an effect that was
enhanced during the DNA damage response (Lottersberger
et al., 2015). Actin depolymerization had no reported effect.
A Polymer Model Predicts Chromatin Expansion at
a DSB
Post-translational modifications on histones and repair/signaling
proteins recruited to DSBs are extensive and occur rapidly at
DSBs. These include histone acetylation, ubiquitination, and
phosphorylation, as well as histone variant exchange and nucle-
osome eviction by nucleosome remodelers (Smeenk and van At-
tikum, 2013). Given the large change in a at the site of aDSBonce
nuclear oscillations were removed (auncut LatA = 0.30 to acut LatA =
0.46), we next explored the consequence of this change on chro-
matin structure, using a generalized polymer model called the
b-polymer model (Amitai and Holcman, 2013b). This model al-
lows for local interactions between monomers to be calculated
from a given anomalous exponent by the relationship a = 11/b
(see Supplemental Information). In other words, this polymer
model allows us to explore the effects of a changing anomalous
A B
DC
Figure 3. Nocodazole Increases Chromatin
Mobility, and There Is No Further Increase af-
ter Break Induction
(A–D) The Lc (A) and a (B) values for MAT, derived
from trajectories taken at Dt = 80 ms before and after
2 hr DSB induction are given. Strains are as in Fig-
ure 1. Where indicated, 50 mM Nocodazole was
added for the last hour of HO induction. Corre-
sponding kc (C) and Dc (D) values are calculated from
the same dataset. Cut efficiencies are in Table S2.
*p% 0.05 and ***p% 0.001.
exponent on the local organization of the
polymer (Figure 4A). This b-polymer model
can be used when anomalous exponents
are in the range of a = 0–0.5, giving us an
advantage over other polymer models,
such as the Rouse model in which a must
be 0.5. Importantly, while other polymer
models can predict anomalous exponents
for a chromatin locus with values smaller
than 0.5 (Weber et al., 2010), none of them
can interpret changes in a of the kind we
observe following DNA damage.
Tomimic the locusmobility before and af-
ter DSB induction, we constructed polymer
models with anomalous exponents that were extracted from
actual trajectories (Figure 4B).We found that as a increases there
is a subsequent decompaction of the polymer (Figure 4B). This is
quantified by an increase in the radius of gyration Rg, which is
the mean distance of the monomers to the center of mass,
from 1.21b when a = 0.33, to 2.34b when a = 0.5 (here b is dis-
tance between two adjacent monomers, for further details see
Supplemental Information). Therefore, higher a values are asso-
ciated with a more open chromatin state. This model thus pre-
dicts that chromatin will expand following induction of a DSB
(Figure 4B).
To test this prediction, we measured the volumes occupied by
the 10 kb of lacO array-containing chromatin near the DSB,
using 3D super-resolution structured illumination microscopy
of GFP-lacI fluorescence (3D-SIM, with an estimated resolution
of 120 nm xy and 350 nm z; Figure 4C). We quantified the
spot volume for hundreds of cells (250–1,030 foci per sample)
with and without HO induction. We found that the 3D spot vol-
ume increased significantly upon cut induction in S-phase cells,
from Vuncut = 0.090 ± 0.041 mm3 to Vcut = 0.109 ± 0.086 mm3 (Fig-
ure 4C; Table S4). This striking increase (+20%) confirms the pre-
diction of the b-polymer model and corresponds to an increase
in a from 0.33 to 0.45.
Nucleosome Remodeler INO80 Drives Increased a
Independent of Actin Dynamics
If decompaction is truly a reflection of altered nucleosome pack-
ing, then we should be able to modulate it by eliminating the
recruitment of the INO80 remodeler, which is recruited to
damage in an Arp8-dependent manner. Loss of INO80 recruit-
ment reduces nucleosome eviction at DSBs and attenuates the
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Figure 4. Polymer Simulations Predict Chromatin Expansion at a DSB, which Is Confirmed Experimentally with Structured Illumination
Microscopy
(A) The b-polymer model allows for the interactions between all monomers to be controlled and measured in simulations. The strength of interaction of all
monomers with any other monomer decays with distance. Anomalous diffusion a is related to b by a = 11/b.
(B) b-polymers where the inter-monomer interactions are modified, with b values corresponding to a values obtained from biological experiments (b = 1.5 gives
a = 0.33, and b = 2 gives a = 0.5). The radius of gyration Rg (yellow) measures the degree of compaction. Balls (blue) represent the monomers of radius 0.3b.
(C) Experimental system used to acquire and analyze SIM images of the MAT locus (left), and an example image showing a G1- and S-phase focus (middle),
cumulative distribution function of the 3D volume of spots ± cleavage in wild-type (WT), strain GA-8067 (right). Cells were synchronized with a-factor to obtain G1
(legend continued on next page)
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enhanced chromatin dynamics provoked by a DSB (Neumann
et al., 2012; Seeber et al., 2013; Strecker et al., 2016). Arp8 is
an integral component of the INO80 remodeler that is required
for its nucleosome remodeling activity (van Attikum et al.,
2007). Interestingly, cells lacking Arp8 have strong recombina-
tion defects (Agmon et al., 2013; Strecker et al., 2016) but only
mild defects in checkpoint activation or resection (Chen et al.,
2012; van Attikum et al., 2007). With this in mind, we tracked lo-
cus mobility in an arp8D strain, before and after DSB induction.
Confirming previous reports (Neumann et al., 2012; Strecker
et al., 2016), we find that Arp8 is required for increased mobility
at the DSB: neither the Lc, a, Dc, nor kc changed after cut induc-
tion (Figures 4D and S6).
Based on our interpretation of a as an indirect indicator of
condensation state (Figure 4A), we monitored locus volume us-
ing super-resolution microscopy in the arp8D strain. The DSB
and its surrounding chromatin not only failed to increase spot
volume in the absence of Arp8, but volumes were slightly
reduced (Figure 4E). This links chromatin expansion at the break
to the remodeling activity of INO80 and suggests that INO80may
function at breaks to open chromatin facilitating recruitment of
repair proteins (van Attikum et al., 2007).
Increasing a at a DSB Can Provoke Extrusion of Damage
from a Chromatin Domain
Our data argue that chromatin expands at a DSB, presumably
resulting from a reduction in local forces between monomers
(nucleosomes) near the break. Experimentally, we know that
DSBs trigger changes in chromatin organization and that
they can move from one nuclear sub-compartment to another
(Chiolo et al., 2011; Horigome et al., 2014; Jakob et al., 2011;
Ryu et al., 2015; Torres-Rosell et al., 2007), yet it is not known
how these are related, i.e., whether changes in chromatin at
the site of a break affect the long-range architecture of a chro-
matin domain or a chromosome. Here, we used numerical
simulations to ask what happens to the overall structure of a
polymer if we reduce the intrinsic interactions of a single
monomer, i.e., of a nucleosome near a DSB. The simulations
further allow us to modulate the strength of interactions be-
tween all monomers, enabling us to test a range of situations
that involve changes in specific inter-nucleosomal interactions,
mimicking a controlled spread of decondensation from the site
of damage.
To account for changes in the chromatin structure and to avoid
interpenetration of the chromosome, we added repulsion inter-
actions between each monomer (i.e., Lennard-Jones or LJ inter-
actions) to the b-polymer model (see Figure S7 and Table S3).
We considered a polymer of length n = 33, with a coefficient
b = 1.5, where all monomers are highly connected (Figure 5A).
We note that with the addition of LJ-interaction forces, the rela-
tionship between the exponent of the model and the measured
anomalous exponent a = 11/b, no longer holds, and the numer-
ically estimated a for a self-avoiding polymer with b = 1.5 for a
given monomer is a = 0.52.
We then simulated the effect of a DSB on chromatin organiza-
tion by reducing interactions of the middle monomer n = 17 (red
monomer), such that longer-range connections are lost, and only
nearest neighbor contacts remain (green monomers, Figure 5B).
Surprisingly, this modification had a dramatic effect on the
global structure of the polymer with the middle monomer being
extruded to the periphery of the globular chromatin domain (Fig-
ure 5B). If wemimic the spreading of decondensation by removal
of local forces acting on the two neighbors of the middle mono-
mer (n = 16, 18), the effect is even more pronounced (Figure 5C).
In analogy to the documented behavior of a DSB in heterochro-
matin, we find that the more condensed the polymer is, the more
pronounced the extrusion effect will be. Moreover, the extrusion
is stable as long as the reduced interactions persist: once
shifted, the extruded monomer stays at the periphery of the
chromatin domain (Figure S8).
We next simulated the effect of extrusion on movement by
following the displacement of either an unmodified monomer
(n = 10) or the break-mimicking modified monomer (n = 17) (Fig-
ure 5D). While the unmodified monomer does not change its
position significantly, the modified monomer is highly mobile.
To quantify this effect, we plot the average distance of each
monomer from the center ofmass (cm) of the polymer (Figure 5E).
Before extrusion, the middle monomer was closest to the cm
(see Figure 5A), but as forces are reduced on this monomer it
moves further away (Figure 5E). Finally, we analyzed a for each
monomer during the extrusion process. We find that when the
interactions are removed from the middle and two neighbor
monomers (Figure 5C), a increases sharply from 0.52 to 0.88
(Figure 5F). This is consistent with our empirical observations
of increased a upon DSB induction and local chromatin expan-
sion at the break. This polymer modeling suggests that expan-
sion at the site of the break, reflected as increased a, is sufficient
to shift a DSB to the periphery of its local chromatin domain.
Previous work has shown that DSBs that occur in heterochro-
matin or in the nucleolus must move out of these domains to be
repaired by the recombination machinery (Chiolo et al., 2011;
Ryu et al., 2015; Torres-Rosell et al., 2007; Tsouroula et al.,
2016). To see whether this extrusion correlates with reduced
forces at the break (i.e., increased a), we monitored the dy-
namics of an inducible I-SceI cut site integrated into the yeast
rDNAwith an adjacent tetO array, which is visualized by express-
ing TetR-mRFP (Torres-Rosell et al., 2007). The yeast strain
further expressed a YFP-tagged Rad52, which is largely
excluded from the nucleolus, and a plasmid-borne galactose-
inducible I-SceI endonuclease, as well as constitutively ex-
pressed Nucleolar protein 1 (NOP1)-CFP. Rad52-YFP only co-
localizes with the TetR-mRFP array when the locus has been
extruded from the nucleolus (Figure 5G). To create the break,
we induced I-SceI for 2 hr. To avoid interference by nuclear
cells, and S-phase cells were collected 30 min after release from pheromone. Cut induction was 30 min (see Supplemental Information). **p % 0.01. For foci
counted, cut efficiencies, and statistics, see Tables S2 and S4.
(D) The parameters Lc and a derived from Dt = 80 ms imaging regimen in arp8D after 2-hr HO induction (strains GA-8921//8922). Cut efficiencies are in Table S2.
(E) Spot volumes as in (C) but for arp8D (GA-9602). See also Figures S6 and S8.
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oscillation, we included 25 mm LatA during the last hour of cut
induction. Dual acquisition (Dt = 80 ms) of TetR-mRFP and
Rad52-YFP signals was performed in S-phase cells, where we
track three conditions: first, an uncut locus (found within the
nucleolus), second, a cut locus (I-SceI is expressed but the array
remains within the nucleolus and no Rad52-YFP is bound), and,
third, the cut locus that is relocated outside the nucleolus and
bound by Rad52-YFP. We find that after break induction Lc in-
creases from Lc
uncut = 0.08 ± 0.05 mm to Lc
cut(inside) = 0.11 ±
0.03 mm and Lc
cut(outside) = 0.12 ± 0.05 mm (Figure 5H). Impor-
tantly, we find that a increases very strongly both upon cleavage
and again upon relocation from the nucleolus (auncut = 0.24 ±
0.1 mm to acut(inside) = 0.38 ± 0.12 mm and acut(outside) = 0.57 ±
0.11 mm). This increase in a likely reflects changes in the contacts
at the site of break, further supported by the decrease kc (Fig-
ure S9). It suggests that chromatin surrounding a break,
extruded from the nucleolus, is more decondensed than a break
within the nucleolus, consistent with a requirement for relocation
for Rad52 binding (Torres-Rosell et al., 2007).
Intriguingly, in the absence of LatA the LC shows the opposite
trend: the uncut locus was more dynamic than the cut one (Fig-
ure S9). While surprising, we note that the rDNA is segregated
from the rest of the nucleus and is attached to the inner nuclear
membrane opposite of the SPB by an inner nuclear membrane
complex called CLIP (Mekhail and Moazed, 2010) (Figure 6).
We hypothesize that the nucleolus is subject to the effects of nu-
clear precession more than internal loci, and thus an uncut rDNA
locus, which is more tightly linked to the nuclear envelope, may
be more influenced by cytoskeletal dynamics. After DSB induc-
tion, the shift of the locus to the nucleoplasm should reduce nu-
clear envelope association and Lc or the length of its trajectory
within a given time frame may be reduced. Regardless of trajec-
tory length, we found that a increases from auncut = 0.38 ±
0.06 mm to acut(outside) = 0.53 ± 0.16 mm, both in the presence
and absence of LatA.
Our experimental data thus recapitulate the predicted
behavior of the b-polymer model of chromatin surrounding a
DSB. The reduction of contacts at the site of a break, observed
as domain expansion or an increase in a, reflect a local change in
chromatin architecture that allows extrusion to occur. Notably,
once chromatin at a DSB has acquired these characteristics,
either through the actions of chromatin remodelers such
as INO80 (Neumann et al., 2012), or by ubiquitination or
SUMOylation of break associated nucleosomes (Horigome
et al., 2016; Ryu et al., 2015; Torres-Rosell et al., 2007), break
extrusion could occur without a requirement for active transloca-
tion. While we do not exclude that directed motion might also
occur, the increase in a that leads to extrusion could simply
result from reorganization to a minimal energy configuration of
the polymer. This biological mechanism may also play a role in
other processes that require locus repositioning, for instance,
during transcriptional activation.
DISCUSSION
Polymer modeling is a powerful tool to analyze changes in chro-
matin structure. The choice of polymer model that best recapit-
ulates the behavior of chromatin is open and highly debated.
Here, we make the case for a family of polymer models called
the b-polymer (Amitai and Holcman, 2013b), as it has the advan-
tage of being able to account for changes in locus dynamics
when movement is characterized by variable values for the
anomalous exponent a. In addition, we show here that image
sampling rate and external forces acting on the nucleus, such
as actin filament-driven nuclear oscillation, can strongly affect
the results obtained from SPT analysis. These can obscure the
underlying properties of chromatin motion and must be taken
in to account in live cell chromatin dynamics.
Previous studies of chromatin locus dynamics have relied
largely on MSD analysis, which monitors the volume of sampled
nuclear space, without shedding light on the nature of the forces
acting on the locus in question (reviewed in Dion and Gasser,
2013). In contrast, the analysis workflow presented here dissects
the velocity of a locus into external forces acting on the chro-
matin fiber and internal interactions along the chromatin fiber.
The four parameters we extract (a, Lc, Kc, and Dc) contain
different information and are largely independent of each other
(described in Figures S10A and S10B). By incorporating these
experimentally extracted values into polymer models we have
predicted that chromatin will decompact at a DSB and that this
should lead to the extrusion of the damage from its local chro-
matin domain. We confirmed both these predictions in yeast
by live imaging of an inducible site-specific DSB, either at MAT
or in the rDNA array. Consistently, an earlier study modeled hu-
man Chr 11 using the expression-dependent Dynamic Loop
Model (Zhang and Heermann, 2014), in which loops create
Figure 5. PredictedMonomer Extrusion to thePeriphery of Its Local Domain upon Loss of Forces betweenMonomers, andConfirmationwith
an rDNA DSB
(A) Steady-state configuration of a b-polymer model (b = 1.5 and n = 33 with Lennard-Jones interactions) where the middle monomer (n = 17) is colored in red and
its neighbors (n = 16, 18) in green.
(B and C) (B) Modeling predicts this outcome upon removing inter-monomer interactions in a b-polymer at n = 17 and (C) at n = 16, 17, 18.
(D) Two trajectories following a monomer unaffected by the extrusion (n = 10) and the middle monomer (n = 17) (forces removed as in C). At time t = 0 (Sp initial
point, in red), the interactions for monomers n = 16, 17, 18 are instantaneously removed. Over 0.05 s, the color changes gradually to green until the end point Ep.
(E) Average distance of each monomer from the center of mass corresponding to (A) full line, (B) dashed line, and (C) dotted line.
(F) The average anomalous exponent a for all different monomers during the extrusion process for case (C).
(G) Strain schematic (GA-6587) showing an I-SceI cut site sequence that has been inserted into the rDNA along with an adjacent tetO array, which is visualized by
TetR-mRFP binding (red arrows). Cells harbor two plasmids containing either a galactose inducible I-SCEI or NOP1-CFP (Supplemental Information). When the
locus is cleaved by I-SceI and the DSBmoves outside the nucleolus, Rad52-YFP can be recruited and forms a focus (red arrows). Rad52 is largely excluded from
the nucleolus (Torres-Rosell et al., 2007).
(H) The Lc and a for the strain in (G), derived from trajectories taken at Dt = 80 ms ± 25 mM LatA before and after 2-hr I-SceI induction. LatA was added for the last
1 hr of HO induction. Corresponding kc and Dc values, as well as values for all parameters in the absence of LatA can be found in Figure S9. ***p% 0.001.
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compartments that are transcriptionally active (fewer loops) or
inactive (more loops). By simulation they also found that a break
in either an active or inactive domain will shift the site of damage
away from the center of mass of the domain. While it was
not confirmed experimentally, this is fully consistent with our
modeling and experimental results.
Our study does not rule out that loss of an extrinsic tether, such
as centromere detachment, could alter chromatin dynamics as
reported by others (Strecker et al., 2016). However, our results
make it unlikely that such changes are the only driving force
behind enhanced break movement. Rather, we argue that the
expansion of chromatin at the site of the break due to histone
modifications and/or eviction (Smeenk and van Attikum, 2013)
enhances a and drives increased movement. While these may
be enhanced or altered by events like centromere detachment,
in our hands, MT depolymerization and centromere detachment
(Bystricky et al., 2004) prior to DSB induction, masks any other
increase in mobility. We note that it is crucial for all experimental
studies of chromatin dynamics to take into account the effects of
nuclear precession, to triage image stacks by cell-cycle stage,
and to monitor cleavage efficiency. Without these controls, re-
sults are likely to be misleading.
We also present here a quantitative 3D-SIM technique that
monitors locus volume, and we show that expansion following
a DSB requires the INO80 chromatin remodeling complex. Other
remodelers, such as the BAF complex (Swi/Snf or Rsc in yeast)
may serve a similar role (Seeber et al., 2014). Importantly, the
targeting of INO80 to an uncut locus similarly increases locus dy-
namics (Neumann et al., 2012), without changing local transcrip-
tion activity, supporting the notion that the shifting or removal of
nucleosomes increases long-range locus dynamics. This has
profound implications concerning the impact of local histone
modifications on the compaction and spatial behavior of larger
chromatin domains. The relevance of our observations is made
clear by two recent studies in which a global decompaction of
chromatin was observed in response to UV-induced DNA dam-
age in mammalian cells (Adam et al., 2016) and in response to
histone degradation in yeast (Hauer et al., 2017). Both studies
reinforce and extend the models we simulated here.
rDNA
Undamaged cell
expansion at DSB 
leads to extrusion 
from the nucleolus
actin driven
nuclear movement
= microtubules connecting 
   centromere to the SPB
= telomeres
= actin filaments
= DSB
DSB in the rDNA 
Potential centromere detachment
= CLIP (Chromosome Linkage INM Proteins) complex
Rad52
Cytoplasm
Nucleolus
Figure 6. Expansion of Chromatin and
Domain Extrusion Provoked by a DSB
Yeast chromosomes are anchored to the nuclear
periphery in multiple ways: (1) their centromeres
attach to the spindle pole body, (2) telomeres
interact through multiple anchors including Sir
proteins, SUN domain protein Mps3, Esc1, and
Ku, and (3) the CLIP complex can tether the rDNA
to the nuclear periphery. Cytoplasmic actin fila-
ments can drive nuclear rotation/precession. After
a DSB is induced, local interactions at the break
are reduced allowing the chromatin surrounding
the break to expand. The loss of interactions leads
to the extrusion of the DSB outside of the nucle-
olus, allowing repair factors like Rad52 to bind.
As mentioned previously, b-polymer
models can only be usedwhen the anom-
alous exponent is in the range of 0–0.5.
This limits their application to constrained, sub-diffusive move-
ment and means that they cannot be used to study directed mo-
tion. Nonetheless, most DNA movement has been shown to be
subdiffusive (Albert et al., 2013; Amitai et al., 2015; Dion and
Gasser, 2013; Weber et al., 2010, 2012). The b-polymer models
do not account for possible impact of local heterogeneous
crowding on the polymer. On the other hand, by adding other in-
teractions, such as polymer bending or Lennard-Jones forces,
we have been able to account accurately for the chromatin
dynamics monitored by fluorescent SPTs. We note that move-
ment arising from nuclear rotation/precession leads to an in-
crease in the anomalous exponent a, with or without a DSB.
Finally, we show that the problem of additive motion can be cir-
cumvented by measuring the dynamics of the locus at different
timescales.
New microscopes that allow for 3D imaging without the use of
moving stages such as the aberration-corrected multi-focal mi-
croscope (Abrahamsson et al., 2013) or a double-helix point
spread function microscope (Backlund et al., 2014) will expand
the impact of high resolution chromatin locus tracking in the
near future, providing even larger datasets that are appropriate
for analysis by the b-polymer model presented here.
EXPERIMENTAL PROCEDURES
Yeast Growth Conditions
Yeast strains used in this study are in Table S1. Yeast cultures were grown
30C, and imaging was performed at 25C. Strains were either W303 back-
ground or JKM179, as described in Table S1. The Ruby2 fluorophore plasmid
was acquired from Lee et al. (2013). For DSB live-tracking experiments, yeast
were grown at 30C on YPAD prior to dilution into synthetic media containing
3%glycerol and 2% lactate (SCLG) for several generations prior to the addition
of 2% galactose to induce expression of HO. Unless otherwise indicated, 2-hr
induction of HO was used, and the efficiency of endonuclease cleavage at
MAT was determined by quantitative PCR with TaqMan probes as previously
described, and qPCR values were normalized to the SMC2 locus (van Attikum
et al., 2007). Cutting efficiencies are summarized in Table S2. See Supple-
mental Experimental Procedures for details.
Microscopy
Livemicroscopy used a Nikon Eclipse Ti microscope, two EM-CCDCascade II
(Photometrics) cameras, an ASI MS-2000 Z-piezo stage, and a PlanApo3100,
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numerical aperture (NA) 1.45 total internal reflection fluorescence microscope
oil objective and Visiview software. Fluorophores were excited at 561 (Ruby2,
mCherry), 515 (YFP), and491 (GFP) nm.GFPandmCherry/Ruby2fluorescence
were acquired simultaneously on separate cameras. A Semrock FF01-617/73-
25 filter was used to capture the mCherry/Ruby2 signal on camera 1, and a
Semrock FF02-525/40-25 filter was used to capture the GFP signal on camera
2. Time-lapse series were conducted taking eight optical slices per stack either
every 80 ms for 1 min or 300 ms for 2 min. Each optical slice received either a
10-ms exposure for the 80-ms intervals or 30 ms for the 300-ms intervals. Nu-
clear volumes are based on an average haploid nuclear radius of 0.9 mm. Time-
lapse image stackswere analyzedas inDion et al. (2012), using a custom-made
ImageJ (FIJI) plug-in, to extract coordinates of locus position from the movies.
For structured illumination microscopy, and other specifics of staining and foci
selection, see Supplemental Experimental Procedures. Spot tracking was
carried out with the Fiji plugin Spot Tracker 2D (Neumann et al., 2012).
Extraction of Parameters, Modeling, and Simulations with Rouse
Polymer
The extraction of biophysical parameters from the image stacks and their
mathematical derivation are described in Supplemental Experimental Proced-
ures. A Rouse polymer is a collection of monomers moving with a random
Brownian motion coupled to a spring force originating from the nearest neigh-
bors. We use other polymer models by adding interactions such as bending
elasticity, which accounts for the persistence length of the polymer and Len-
nard-Jones forces (LJ), describing self-avoidance of each monomer pairs.
Finally, we used Euler’s scheme to generate Brownian simulations. At impen-
etrable boundary, each rigidmonomer is reflected in the normal direction of the
tangent plane. See Supplemental Experimental Procedures for details.
Error Propagation and Statistical Significance
Significance between a, Kc, Lc, and Dc values was tested using the non-para-
metric Kolmogorov-Smirnov (KS) test. p values are either indicated above the
figure panels or by asterisks, where *p % 0.05, **p % 0.01, ***p% 0.001,
respectively. Error bars on graphs represent the SE unless otherwise stated.
LacI-GFP spot size was shown to be normally distributed and then tested
for differences using a two-tailed Student’s t test (Graph Pad). Significance
cut off was p < 0.05.
The Polymer Model
To account for the chromatin dynamics, we use the generalized polymermodel
called the b-polymer model (Amitai and Holcman, 2013b), which accounts for
anomalous diffusive behavior with a in the range of 0–0.5, as measured for a
yeast in vivo chromatin locus (Hajjoul et al., 2013). We use b-polymer model
where all monomers are connected through a quadratic potential defined by
UbðR1; ::RN; bÞ= 1
2
X
l;m
AlmRlRm;
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In such a model, the strength of interaction Al;m decays with the distance
jl m j along the chain. By definition, 1 < b < 2 (Amitai and Holcman, 2013b)
and the Rouse polymer is recovered for b=2, for which only nearest neighbors
are connected.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures,
ten figures, and four tables and can be found with this article online at http://
dx.doi.org/10.1016/j.celrep.2017.01.018.
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1 - Detailed Supplemental Experimental Procedures 
Yeast growth conditions and cleavage induction method 
Yeast strains used in this study are in Table S1. Yeast cultures were grown at 30°C, and imaged 
at 25°C. Strains were either W303 background or JKM179 as previously described (Dion et 
al., 2012; van Attikum et al., 2007). The Ruby2 fluorophore plasmid was acquired from 
Addgene  (Lee et al., 2013). LatA and Nocodazole were dissolved in DMSO, and were added 
1 h after galactose addition at a final concentration of 25µM and 50 µM respectively. Both 
treated and control cultures were adjusted to 1% DMSO. For live cell imaging, 5 ml of YPAD 
(2% Bactopeptone, 1% yeast extract, 0.01% adenine, 2% glucose) was inoculated and grown 
over night. In the morning the culture was diluted to 2x106 cells per ml in synthetic complete 
media containing 3% glycerol and 2% lactate (SCLG). The cells were then grown for a 
minimum of 4 hours or until the culture doubled 1.5 times. The Gal1-10p driven HO gene was 
induced for 2 h by adding galactose to the culture to a final concentration of 2%. These growth 
conditions differ to those used previously for galactose induction (Horigome et al., 2015) where 
a diluted overnight YPAD culture is allowed to grow for ~10 hours in SCLGg (containing 
0.05% glucose), before addition of galactose. Cell growth conditions for 3D-SIM imaging were 
similar to those used for live cell imaging except that YPLG (2% Bactopeptone, 1% yeast 
extract, 3% glycerol and 2% lactate) media was used instead of synthetic complete media. 
Before galactose addition the cells were synchronized in G1 phase by the addition of 1 µg/ml 
alpha factor for 1.5 h. For S-phase cells, cultures were released from α-factor into media + 2% 
galactose for 30 min.  
DNA was extracted for quantitative PCR (QPCR) by spinning down 1 ml of cells and 
resuspending them in 100 µl of 200 mM LiAc (lithium acetate) containing 1% SDS (sodium 
dodecyl sulfate). The samples were incubated at 70 °C for 15 min after which 300 µl of 96% 
ethanol was added. The samples were then vortexed briefly and centrifuged at maximum speed 
for 3 minutes to collect DNA. The supernatant was removed and 100 µl of nuclease free water 
was added. Cell debris was pelleted by a 1 min high speed spin at maximum speed and 0.5-1 
µl of the supernatant was used in a QPCR reaction. This method has been tested for QPCR 
(Looke et al., 2011). The efficiency of DSB induction was determined by QPCR with TaqMan 
probes as previously described (van Attikum et al., 2007) and the results are in Table S2. QPCR 
values were normalized to the SMC2 locus (van Attikum et al., 2007) and primer and probe 
sequences are available on request.  
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We used the galactose inducible I-SceI-expressing strain (GA-6587 containing the I-SceI 
expressing plasmid pWJ1108) with a cleavage consensus in the rDNA (Torres-Rosell et al., 
2007), because it was well characterized. In addition, the nucleolus was visualized in this strain 
by transformation of cells with a plasmid containing NOP1-CFP (SG-3453). In Torres-Rosell 
et al., the authors show that after 2h of cut induction (the conditions we use), 50% of I-SceI cut 
loci move outside of the nucleolus and 40% move to its periphery. A minority (10%) remain 
inside after I-SceI induction. Importantly, only ~10% I-SceI sites are found outside of the 
nucleolus in cells without I-Sce1 induction.  
Live cell microscopy 
Live microscopy was done at 25°C on a Nikon Eclipse Ti microscope, two EM-CCD Cascade 
II (Photometrics) cameras, an ASI MS-2000 Z-piezo stage and a PlanApo x100, NA 1.45 total 
internal reflection fluorescence microscope oil objective and Visiview software. Fluorophores 
were excited at 561 nm (Ruby2) and 491 nm (GFP), and emitted fluorescence was acquired 
simultaneously on separate cameras (Semrock FF01-617/73-25 filter for mCherry/Ruby2 and 
Semrock FF02-525/40-25 filter for GFP). Time-lapse series were streamed taking 8 optical 
slices per stack either every 80 ms for 60 s or 300 ms for 120 s, with 10 ms and 30 ms exposure 
times per slice respectively with laser powers set to ~7-12% for either laser line. Gain was set 
to 800. Nuclear volumes are based on an average haploid nuclear radius of 0.9 µm. Time-lapse 
image stacks were analyzed as in (Dion et al., 2012), using a custom made ImageJ (FIJI) plug-
in (Sage et al., 2005), to correct for translational movement and to extract locus coordinates.  
Structured illumination microscopy (SIM) 
Structured illumination images were acquired at 23°C on a Zeiss Elyra S.1 microscope with a 
Andor iXon 885 EM-CCD camera using a HR diode 488 nm 100nW solid state laser, BP 525-
580 + LP 750 filter and a PLAN-APOCHROMAT 63x N.A. 1.4 oil DIC objective lens. Cells 
were first fixed in freshly dissolved paraformaldehyde (PFA) 4% w/v for 5 min, washed 3 times 
in PBS and then attached glass slide using Concanavalin A. A thin SIM grade Zeiss 1.5 glass 
coverslip was used while imaging. Cells were fully sectioned by 50 slices with 0.1 nm intervals 
taken at 50 ms exposures per slice using 5 rotations of the illumination grid. Brightfield images 
of the cells were also acquired using an X-Cite PC 120 EXFO Metal Halide lamp. Zen Black 
was used to process the images using manual settings including Raw Scale. An automatic noise 
filter was used within the range of -4 to -6. The pixel size of the images after processing is 39 
nm. 3D stacks were segmented using Ilastik and the subsequent probability masks projected 
onto the image using a custom Matlab script to determine the spot volumes. Volumes were 
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filtered to exclude spots smaller than 200 and greater than 3000 voxels. 
Actin filament staining 
10 µl of Rhodamine phalloidin (6.6 µm) was added to 100 µl of PFA fixed cells (4% 
paraformaldehyde for 5 min) and stained overnight. After washing in PBS the cells were 
imaged using SIM as above, with the 561 nm laser and appropriate emission filter. 60 z slices 
were acquired with a 100 nm step size using 5 rotations of the structured illumination grid.  
The same aliquot of fixed cells was used for an actin Western blot. Sample buffer + 0.1 M DTT 
were added to the cells and they were heated to 95°C for 1 h to reverse crosslinking. Samples 
were run on a 4-12% SDS-PAGE gel and blotted using a Transblot turbo machine. The 
membrane was blocked in TENT (40 mM Tris-HCl (pH 7.5), 1mM EDTA (pH 8.0), 150 mM 
NaCl and 0.05% Tween-20) + 5% milk for 1 h. Actin was stained with a mouse anti-actin 
antibody (Millipore MAB1501, 1:10000) in TENT + 5% milk followed by a HRP conjugated 
mouse secondary antibody (1:10000). Ponceau S staining revealed total protein content. 
Selection of foci and extraction of parameters 
Due to the linearity of the equations, the dynamics of a Rouse polymer can be studied by 
projecting the equations on any axis. The parameters we calculated (Lc, α, kc, and Dc) can be 
estimated separately in the projected equations. Because other motion such as nucleus 
precession can influence the parameter estimation, we computed the anomalous α in both 
spatial axes separately (αx and αy), as any additional motion of the nucleus can influence α 
(Figure 2A). In Figure S3B, we show how the α estimate for a SPT of a Rouse polymer changes 
when a drift is added. We find that drift increases α to 0.66 (intermediate time interval, red 
line) from α= 0.5 (black line). Indeed, high values of α are the signature of an additive drift. 
In the presented results, we consider the α best representing the system to be the smaller value 
and thus consider that },{= yxMin ααα . In addition, we excluded nuclei containing aberrantly 
large steps which are defined as steps ≥ 500 nm for the imaging regimes of Δt = 80 ms or 300 
ms, where a step is given by the difference |)()1)((| tktk cc ∆−∆+ RR . While α is estimated on a 
single axis, Lc, kc and Dc are estimated using both the x and y axis. 
Effect of an external force on locus motion 
We computed the anomalous exponent α (see below for derivation) from the projection of the 
dynamics on each axis of an orthogonal frame. The value of α computed for each direction for 
many cells, was often larger than 0.5 (Fig. 1). To interpret these values, we consider that an 
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additional force can be applied to the locus. We implemented this force using numerical 
simulations in two conditions: either the force was deterministic (directed) or it was random. 
We then computed the anomalous exponent  α  from the first six points of the time auto-
correlation function, power-law ( αtCtC ×=)( , where C is a constant).   
An external deterministic force increases the anomalous exponent α 
A deterministic force acting on a polymer affects any monomer motion. In practice such added 
motion can account for nuclear rotation, long time reorganization or simply measurement 
artifacts. Using a Rouse polymer embedded into a constant drift field with amplitude 
bD/0.2|=| v  (see Fig. S3A), monomers are described by  
 𝑑𝑑𝑅𝑅𝒊𝒊,𝒏𝒏
𝑑𝑑𝑑𝑑
= −𝐷𝐷𝛻𝛻𝑅𝑅𝒊𝒊,𝒏𝒏𝑈𝑈(𝑹𝑹) + √2𝐷𝐷 𝑑𝑑𝑤𝑤𝒊𝒊,𝒏𝒏𝑑𝑑𝑑𝑑 , (1) 
where  
 𝑈𝑈(𝑹𝑹) = 𝑈𝑈Rouse(𝑹𝑹1, . .𝑹𝑹𝑁𝑁) + 𝑈𝑈drift(𝑹𝑹1, . .𝑹𝑹𝑁𝑁), (2) 
with  
 𝑈𝑈Rouse(𝑹𝑹1, . . . ,𝑹𝑹𝑁𝑁) = 12 𝜅𝜅�(𝑁𝑁−1
𝑖𝑖=1
𝑹𝑹𝑛𝑛+1 − 𝑹𝑹𝑛𝑛)2, (3) 
where 𝜅𝜅 = 3𝑘𝑘𝐵𝐵𝑇𝑇
𝑏𝑏2
, 𝑏𝑏 is the standard deviation of the bond length and  
 𝑈𝑈drift(𝑹𝑹1, . . . ,𝑹𝑹𝑁𝑁) = −�𝒗𝒗 ⋅ 𝑹𝑹𝑛𝑛𝐷𝐷
𝑛𝑛
. (4) 
The anomalous exponent α is computed in intermediate time regime (Fig. S3A) and statistics 
of the simulations with such drift reveals that α=0.66 (Fig. S3B) (compared to α=0.5 for a 
Rouse polymer). Over longer periods of time, the motion of the center of mass becomes 
ballistic. In summary, adding a deterministic drift to the motion of a polymer increases α, 
providing an explanation for values scored 0.5> . 
Oscillating forces on monomers increases the anomalous exponent 
To further evaluate the effect of external forces on a monomer motion, we now consider those 
with oscillating properties (Fig. S3C), so that the total energy in eq. (1) is now   
 𝑈𝑈(𝑹𝑹1, . .𝑹𝑹𝑁𝑁) = 𝑈𝑈Rouse(𝑹𝑹1, . .𝑹𝑹𝑁𝑁) + 𝑈𝑈osc(𝑹𝑹1, . .𝑹𝑹𝑁𝑁), (5) 
with  
 𝑈𝑈osc(𝑹𝑹1, . . . ,𝑹𝑹𝑁𝑁) = �(
𝑛𝑛
𝑨𝑨 ⋅ 𝑹𝑹𝑛𝑛) sin (𝜔𝜔𝑑𝑑 + 𝜃𝜃𝑛𝑛), (6) 
where ω,A  are constants and the phases nθ  can be chosen as follows. There are two extreme 
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cases: either all 0=nθ  for Nn 1..=  or )(0,2πθ U:n  are random variables chosen uniformly 
distributed. We observe that increasing the amplitude A  or the frequency ω  increases the 
anomalous exponent value (Fig. S3D). For example, for 1=/= bkA T  and ω=b2/D, where nθ  
are randomly chosen, the anomalous exponent increases from 0.5=α  (Rouse) to 0.64. We 
conclude that any deterministic motion added on the DNA locus will produce an increase of 
the anomalous exponent α . 
Ghosh and Gov (Ghosh and Gov, 2014) use an alternative approach to model the effect of ATP-
dependent active fluctuations, by considering exponentially correlated colored noise acting on 
the monomers of a semiflexible polymer. In this case the colored noise also resulted in 
anomalous motion with an exponent much higher than the one obtained with a Gaussian noise 
( 3/4=α  for a semiflexible polymer). This result confirms that values of 0.5>α  can be 
explained by an external force component acting on chromatin and not simply reflect changes 
in internal forces among monomers. 
We note that the action of ATPase-driven motor proteins or of mechanical properties of the 
nucleus can be modeled by adding local oscillatory forces on some monomers (Fig. S3C). By 
increasing the magnitude of these oscillatory forces the α of monomers increases. For example, 
for oscillatory forces with random phases acting on each of the monomers (force amplitude of 
= / = 1TA k b  and oscillation frequency ω=b
2/D), the α computed from our numerical 
simulations increases from 0.5 to 0.64  (Fig. S3D). Given that the impact of an oscillatory force 
on chromatin depends on its intrinsic characteristic time (τ=2π/ ω), these effects could also 
explain the changes in α values measured at different time intervals. 
Implementing excluded volume interactions 
We used other polymer models than Rouse by adding interactions such as bending elasticity, 
which accounts for the persistence length of the polymer and Lennard-Jones forces (LJ), 
describing self-avoidance of each monomer pair. To account for the LJ forces, we use the 
potential energy defined by  
 ),,..(),..(=),..( 111 NLJNspringN UUU RRRRRR +  (7) 
 where the spring potential is  
 
1
2
1 , 1 0
=1
1( ,.. ) = (| | )
2
N
spring N i i
i
U lκ
−
+ −∑R R r , (8) 
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where 0l  is the equilibrium length of a bond, 2
0
3=
ls
κ  and 
0l
s  is the standard deviation of the 
bond length. We chose the empirical relation 00 0.2= lsl . The Lennard-Jones potential is  
 ),(=),..( ,
,
,,
1 ji
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≠
 (9) 
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where σ  is the size of the monomer. With the choice σ2=0l , the springs which materialize 
bonds, cannot cross each other in stochastic simulations using eq. 7, above. We do not account 
here for bending elasticity. Finally, we used Euler’s scheme to generate Brownian simulations 
(Schuss, 2009). At an impenetrable boundary, each rigid monomer is reflected in the normal 
direction of the tangent plane.  
Estimating the anomalous diffusion exponent α and the diffusion coefficient 
We computed the auto-correlation (AC) function or the MSD using the classical estimator 
(Schuss, 2009) 
 2
=1
1( ) = ( ( ) ( )) 1.. 1,
N qp
c c p
kp
C t k t k t q t q N
N q
−
∆ − ∆ + ∆ = −
− ∑ R R  (11) 
where 𝑑𝑑 = 𝑞𝑞∆𝑑𝑑, is the time difference between the trajectory frames and pN  is the number 
of points in the trajectory. In many studies the AC function is referred to as the MSD function 
(Dion et al., 2012; Mine-Hattab and Rothstein, 2012). The MSD is defined as the squared 
displacement with respect to the initial trajectory position, averaged over time: 
                                  ( )2MSD(t)= ( ) (0)c cR t R− . 
For short times, )(tC or MSD(t) increases as a power law  
                                ( ) ,C t Ctα≈  (12) 
where 0>C . To extract the coefficient α, we computed )(tC  from empirical trajectories and 
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fitted the first six points of the curve to a power law. A chromatin or DNA locus is characterized 
experimentally by α<1 (Kepten et al., 2013; Weber et al., 2010), while for normal diffusion 
α=1. In the Rouse polymer model (Doi and Edwards, 1986), the anomalous exponent is α=0.5 
computed for intermediate time regime. 
To compute the diffusion coefficient of the tagged monomer, we use the following empirical 
estimator (Schuss, 2009) 
 
1
2
=1
1 ( ( ) (( 1) )) ,
4
N p
c c c
k
D k t k t
t
−
≈ ∆ − + ∆
∆ ∑ R R  (13) 
For short time intervals Dbt /2=∆ , the locus motion is Brownian and the diffusion coefficient 
is well approximated by eq.(13). 
Estimating the effective spring coefficient (kc) 
Because the chromatin interacts locally with its environment, we estimated this interaction 
using a polymer model (Amitai et al., 2015), by a harmonic well of strength k  acting on a 
single monomer 
nR . The potential energy of the interaction is  
                        ,)(
2
1=)( 2μRR −nn kU  (14) 
where μ  is the fixed position of the interaction. The velocity of an observed monomer c , 
averaged over many trajectories is driven by this interacting force, following the relation   
                    ( )
0
( ) ( ){ | ( ) = } = ,lim c c c cn
t
t t tE t Dk
t∆ →
+ ∆ −
− −
∆
R R R x x μ  (15) 
where )(tcR  is the position of locus c at time t. D  is the diffusion coefficient and 
{. | ( ) = }cE tR x means averaging over trajectory realizations such that the condition
( ) =c tR x  is satisfied (Amitai et al., 2015). Relation (16) links the average velocity of the 
observed monomer c  to the force applied at a distance || nc − . For a Rouse polymer, with a 
potential well of type (14), the effective spring coefficient is given by  
                         ,
||
=
knc
kkcn −+κ
κ
 (16) 
 where κ  is the monomer-monomer spring coefficient. We estimated ck  from the empirical 
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locus trajectories )(tcR  by  ,))((
)()1)((
1)2(
1
1
1=
2
1= 〉〈−∆∆
∆−∆+
−
≈ ∑∑
−
i
c
i
cc
i
c
i
c
pN
hip
c RthRtD
thRthR
N
k  (17) 
where i  varies over  the spatial direction (in two dimensions, we sum over the x and y 
components) and pN  is the number of points in the trajectory. In practice, the quantity 〉〈
i
cR  
is computed by averaging over the trajectory. The diffusion coefficient Dc can be computed by 
using eq. 13.  
Properties of the the length of constraint (Lc)  
The length of constraint Lc was defined as the standard deviation (SD) of the locus position 
with respect to its mean averaged over time and approximated for a trajectory containing Np by 
empirical estimation 
 
,))((1)(Var= 2
=1
〉〈−∆≈ ∑ cc
pN
kp
cC tkN
L RRR
 
Here are some basic properties when Np is large enough:  
1- For a ballistic trajectory, with a constant speed v, then ( ) (0)c ck t vk t∆ = ∆ +R R  and 
3
P
C
v tNL ∆≈ .  
2- For a free Brownian trajectory, by the large number theory, the estimator converges to 
the mean and C PL D tN≈ ∆ . 
3- For a confined Brownian motion into a ball of radius R and long time asymptote, the 
empirical estimator for Lc converges to
2
R
. 
4- For an Ornstein-Ulenbeck process, which is the motion of a particle in a harmonic 
potential of strength k, for long time asymptote, the estimator for Lc converges to,   
 BC
k TL
k
≈ ,   (18) 
where Bk T is the thermal energy.  
Consequences of choosing a time interval for imaging chromatin dynamics  
Here we briefly discuss why different time intervals can affect the values obtained for the four 
extracted parameters and in particular α. To do this we will use the Rouse polymer model (Doi 
10 
 
and Edwards, 1986), which describes a polymer consisting of a linear chain of N beads that are 
connected by a spring. The polymer’s dynamics are characterized by an ensemble of relaxation 
times )/2(sin4= 21 NpDp πκτ
− , 1)1..=( −Np , where κ is the spring coefficient between 
neighboring monomers, D is the diffusion coefficient of single monomer and N is the polymer 
length. When a time step ∆t, is chosen for a measurement, this choice imposes that all time 
relaxation events of the polymer (Doi and Edwards, 1986) below pt τ≈∆  do not influence the 
motion of the polymer. In other words, choosing a time step is equivalent to monitoring the 
dynamics of only a fraction of the polymer.  
An analogy is the following: depending where you stand on a moving snake, you may see only 
the head moving. As you move towards the tail, the middle of the body becomes visible. Thus 
standing at a given location on the snake is equivalent of choosing the time step ∆t. Another 
analogy is with the vibration of a string: The human ear can only process frequencies above 20 
Hz and frequencies below this are not detected. The time step in this case is equivalent to the 
highest frequency we can hear. Therefore, when we observe a chromatin locus at a time interval 
300=t∆ ms, changes in chromatin happening on shorter time scales such as 80=t∆ ms, are 
lost, as illustrated schematically in Figure 1D.  
Error propagation and statistics 
Significance between α, Kc, Lc and Dc values was tested using the non-parametric 
Kolmogorov-Smirnov (KS) test. P-values are either indicated above the figure panels or by 
asterisks, where, *, ** and *** correspond to P values of ≤ 0.05, ≤ 0.01,≤ 0.001, respectively. 
Error bars on graphs represent the standard error unless otherwise stated. LacI-GFP spot size 
was shown to be normally distributed and then tested for differences using a two-tailed 
Student’s t-test (Graph Pad). Significance cut off was P < 0.05. All P values are in Table S4. 
β-polymer models 
To account for the chromatin dynamics, we use the generalized polymer model called the β-
polymer model (Amitai and Holcman, 2013), which accounts for anomalous diffusive behavior 
with α in the range of [0-0.5], as measured for a yeast in vivo chromatin locus (Hajjoul et al., 
2013). We use β-polymer model where all monomers are connected through a quadratic 
potential defined by   
 𝑈𝑈𝛽𝛽(𝑹𝑹1, . .𝑹𝑹𝑁𝑁 ,𝛽𝛽) = 12�𝐴𝐴𝑙𝑙𝑙𝑙
𝑙𝑙,𝑙𝑙 𝑹𝑹𝑙𝑙𝑹𝑹𝑙𝑙, (19) 
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with coefficients  
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and  
 ?̃?𝜅𝑝𝑝 = 4𝜅𝜅 sin𝛽𝛽 �𝑝𝑝𝑝𝑝2𝑁𝑁�  for 𝑝𝑝 = 0. .𝑁𝑁 − 1. (21) 
 
In such a model, the strength of interaction mlA ,  decays with the distance || ml −  along the 
chain. By definition, 1<β<2 (Amitai and Holcman, 2013) and the Rouse polymer is recovered 
for 2=β , for which only nearest neighbors are connected. 
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2 - Supplemental Tables 
Table S1: Strains used in this study  
All yeast strains are derived from GA-1081 which is in the JKM179 background. We 
prepared two isogenic strains for each mutant and for GA-8862, which is referred to as “wild-
type” throughout. The two MATα clones were used interchangeably with identical results.  
 
Strain 
number  
 Genotype   Reference  
GA-1081 
(JKM179)  
MATα  ade1 leu2-3,112 lys5 trp1::hisG ura3-52 hml::ADE1 
hmr::ADE1 ade3::PGAL-HO 
 (Moore and 
Haber, 1996) 
GA-8862  JKM179; MATα, ∆ ho hml::ADE1 hmr::ADE1 ade3::GALHO 
ade1-100 leu2-3, 112 lys5 trp1::hisG ura3-52 NUP49-Ruby2 -
KanMx, GFP-LacI:Leu2, MAT::lacO repeats:TRP1 
 This study 
GA-8863  JKM179; MATα, ∆ ho hml::ADE1 hmr::ADE1 ade3::GALHO 
ade1-100 leu2-3, 112 lys5 trp1::hisG ura3-52 NUP49-Ruby2- 
KanMx, GFP-LacI:Leu2, MAT::lacO repeats:TRP1 
 This study  
GA-8921  JKM179; MATα, ∆ ho hml::ADE1 hmr::ADE1 ade3::GALHO 
ade1-100 leu2-3, 112 lys5 trp1::hisG ura3-52 NUP49-Ruby2- 
KanMx, GFP-LacI:Leu2, MAT::lacO repeats:TRP1, arp8::NAT 
 This study  
GA-8922  JKM179; MATα, ∆ ho hml::ADE1 hmr::ADE1 ade3::GALHO 
ade1-100 leu2-3, 112 lys5 trp1::hisG ura3-52 NUP49-Ruby2- 
KanMx, GFP-LacI:Leu2, MAT::lacO repeats:TRP1, arp8::NAT 
 This study  
GA-8067 JKM179; MATa, ∆ ho hml::ADE1 hmr::ADE1 ade3::GALHO 
ade1-100 leu2-3, 112 lys5 trp1::hisG ura3-52, GFP-LacI:Leu2, 
MAT::lacO repeats:TRP1 
This study 
GA-9602 JKM179; MATa, ∆ ho hml::ADE1 hmr::ADE1 ade3::GALHO 
ade1-100 leu2-3, 112 lys5 trp1::hisG ura3-52, GFP-LacI:Leu2, 
MAT::lacO repeats:TRP1, arp8::NAT 
This study 
GA-9045 JKM179; MATα, ∆ ho hml::ADE1 hmr::ADE1 ade3::GALHO 
ade1-100 leu2-3, 112 lys5 trp1::hisG ura3-52, GFP-LacI:Leu2, 
MAT::lacO repeats:TRP1, SPC29-Ruby2 
This study 
ML118-1D 
(GA-6587) 
URA3::tetOx224::I-Sce1::rDNA TetR-mRFP(iYGL119W) RAD52-
YFP 
(Torres-Rosell 
et al., 2007) 
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Table S2: HO endonuclease cutting efficiencies   
Compiled cut efficiencies for the indicated time of induction (addition of 2% galactose) for 
the HO endonuclease. Strains are isogenic to JKM179 and are all MATα other than GA-8067 
and GA-9602, which are MATa allowing for α-factor synchronization.  
Strain 
 
Relevant 
genotype 
Drug treatment 
(60 min) 
Min after galactose 
addition (induced 
HO endonuclease) 
% of intact MAT Imaging 
interval 
Δt (ms) 
Number 
of foci 
analyzed 
GA-8862/3 wild-type No drug 0 100 80 33 
300 30 
GA-8862/3 wild-type No drug 120 11.5 ± 2.83 80 19 
300 35 
GA-8921/2 arp8Δ No drug 0 100  80 20 
GA-8921/2 arp8Δ No drug 120 35 ± 2.79 80 16 
GA-8862 
 
wild-type LatA (25 µM) 0 100 80 28 
300 28 
GA-8862 wild-type LatA (25 µM) 120 20 ± 2.4 80 47 
300 28 
GA-8862 
 
wild-type Nocodazole   
(50 µM) 
0 100 80 31 
300 28 
GA-8862 
 
wild-type Nocodazole   
(50 µM) 
120 17 ± 1.2 80 28 
300 22 
GA-8067 wild-type No drug 0 G1 100 
100 
- 924 
GA-8067 wild-type No drug 0 S - 683 
GA-8067 wild-type No drug 30 G1 7 ± 1.03 
6 ± 1 
- 630 
GA-8067 wild-type No drug 30 S - 1037 
GA-9602 arp8Δ No drug 0 G1 100 
100 
- 253 
GA-9602 arp8Δ No drug 0 S - 247 
GA-9602 arp8Δ No drug 30 G1 12 ± 0.49 
13 ± 0.13 
- 436 
GA-9602 arp8Δ No drug 30 S - 374 
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Table S3: Parameters for simulation of self-avoiding polymers  
Description Parameters Value 
Polymer persistence 
length  
0l   30nm  
Diffusion constant  D   3 28 10 m / sµ−×  
Encounter radius  ε   5nm 
Spring constant κ   12
0
3 Nm
(0.2* )l
−  
Monomer diameter  σ   30nm   
 
Table S4: Volumes of LacI-GFP Foci 
The volumes of the LacI-GFP foci were determined as described in Supplemental Materials 
for strains GA-8067 (WT) and GA-9602 (arp8Δ). P-values that indicate the significance of 
the differences between measured volumes was determined by a 2 tailed t-test. Only G1 cut 
and uncut in either strain were not significant. Values are as follows: WT G1 uncut vs G1 cut: 
0.9698; WT G1 uncut vs S uncut: 5.3E-27; WT S uncut vs S cut: 1.34E-09; WT G1 cut vs S 
cut: 1.2E-40; arp8∆ G1 uncut vs G1 cut: 0.1337; arp8∆ G1 uncut vs S uncut: 9.29E-44; 
arp8∆ S uncut vs S cut: 1.34E-09; arp8∆ G1 cut vs S cut: 6.99E-32. 
 
Genotype Phase and condition 
Mean spot 
volume 
(µm3) SD 
Foci 
counted 
WT G1 uncut 0.069 0.030 924 
WT G1 cut 0.069 0.031 683 
WT S uncut 0.090 0.041 630 
WT S cut 0.109 0.086 1037 
arp8∆ G1 uncut 0.076 0.035 253 
arp8∆ G1 cut 0.071 0.033 247 
arp8∆ S uncut 0.154 0.098 436 
arp8∆ S cut 0.133 0.085 374 
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3 - Supplemental Figures 
Figure S1: Imaging regimes do not activate the DNA damage response, 
related to Figure 1. 
 
 
Figure S1: Yeast cells (GA-8862) were exposed to either the 80 ms or 300 ms interval imaging 
regimes described in the main text, or were left unexposed. Brightfield images were captured 
every 60 min for 5 h after fluorescence imaging. In no case did the cells manifest a checkpoint 
arrest or delayed cell cycle progression for at least two rounds of mitosis. Related to Figure 1. 
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Figure S2: Extracting values for the effective diffusion coefficient (Dc), 
related to Figure 1  
 
 
Figure S2: We extracted Dc for the locus trajectories under cut and uncut conditions using eq. 
13, described in Experimental procedures (below). Changes in the diffusion coefficient before 
and after induction of a DSB are quantified at the MAT locus after cleavage (HO induction 
during 2h, red) or non-cleaved (no HO endonuclease, blue) for (A) 60 s trajectories ( 80=t∆
ms) or (B) 120 s trajectories ( 300=t∆ ms). Related to Figure 1; strains are as in Figure 1. 
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Figure S3: Effect of an external force on locus motion, related to Figure 2 
 
Figure S3: (A) A polymer drifting under the influence of an external force acting on all 
monomers. (B) Time correlation function estimated from Brownian simulations of a Rouse 
polymer (β=2, blue line), where the first monomer is followed. At intermediate time scales, the 
particle performs anomalous diffusion with α=0.5 (black dashed line). The time correlation 
function is computed for the first monomer (Rouse polymer) under drift (red line). When a 
directed force is applied on all monomers the anomalous exponent increases to α=0.66 at 
intermediate time regime and converges to (α=2) for the ballistic regime at longer times. (C) 
Schematic of a polymer where independent oscillatory forces are acting on all monomers. (D) 
Time correlation function of the middle monomer of a Rouse polymer (N=33), where an 
oscillating force is acting on all monomers (Eq. (6)). The phase of force can be the same for all 
monomers (RP=0) or random (RP=1). We show the correlation function for several values of 
the amplitude A and the frequencies ω, compared to the Rouse polymer, with no oscillating 
force, for which the anomalous exponent is 0.5 (green). Hatched trend lines (Ctα, where α=0.5, 
blue and α=0.8, red) are shown. 
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Figure S4: Depolymerization of actin cables by LatA at the concentration 
used in Figure 2 
 
 
 
Figure S4: (A) Logarithmically growing yeast cells (GA-8862) in synthetic complete media 
with 2% glucose were stained with Rhodamine phalloidin to visualize actin cables after 1 h 
exposure to 25 µm Latrunculin A (LatA) in DMSO or DMSO alone. Identical staining and 
imaging conditions are used ± LatA. (B) Western blot shows no actin degradation under these 
conditions. Related to Figure 2.    
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Figure S5: Effect of LatA on spindle pole body and chromatin movement, 
related to Figure 2 
 
Figure S5: (A) Lc, Dc and kc of the Spindle pole body (SPB tagged by Spb29-Ruby2) + LatA 
(1h) (strain, GA-9045) (B) Lc, kc and Dc of the MAT locus before and after 2 h cut induction 
+ LatA in the Δt=80 ms regime (strains, GA-8862/8863). (C) or 300 ms regime. LatA was 
added for the last hour of cut induction. Related to Figure 2. (strains as B). 
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Figure S6: Trajectory parameters extracted from ARP8+ and arp8Δ cells, 
related to Figure 4 
 
Figure S6: Lc, kc and Dc of the MAT locus in ARP8+ (WT) and arp8Δ cells after 2 h cut 
induction using the Δt=80 ms regime. Blue indicates no HO endonuclease induction, red is 
after 2 h HO induction. Strains used are (GA-8921/GA-8922). All trajectories come from S 
phase cells selected from an asynchronous culture. Related to Figure 4.   
 
Figure S7: Steady state configuration of a β-polymer with Lennard-Jones 
forces, related to Figure 4 
  
Figure S7: The steady-state configuration of a β-polymer with both inter-monomer 
interactions and additional self-avoiding interactions (Lennard-Jones forces) for (A) β=2, (B) 
β=1.7 and (C) β=1.5. The radius of gyration (Rg) measures the degree of compaction 
associated with β and is shown here to depend on the value of β. The blue balls represent 
monomers are of radius 30 nm. Related to Figure 4.  
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Figure S8: Dynamic decondensation of a β-polymer, related to Figure 5 
Following a local release of the polymer forces, there is a dynamic rearrangement of the 
chromatin simulated in Figure S8. This decondensation process is simulated for two polymer 
chains and for different interacting monomers characterized by β=1.5 and β=1.3. The numerical 
procedure is the following: at an initial time 0=t , we instantaneously relax the long-range 
forces at three consecutive monomers n=16,17,18. The simulations shows that the relaxed 
monomers are drifting outside the center of mass and are expelled or extruded toward the 
surface of the polymer.  
Although the extrusion period was very short, it could be much longer in vivo, since it can 
occur gradually and the chromatin fiber will be much longer. Additional constraints can also 
be taken into account, such as anchoring or interactions with other chromatin or the nuclear 
membrane that will influence the relaxation time.   
 
Figure S8: The intra-polymer forces on for monomers n=16,17,18 (in chain of length N=33) 
are removed at time t=0. Snapshot of the relaxation dynamics (A) for β=1.3 and (B) for β=1.5. 
The middle monomer n=17 (red) is surrounded by n=17,18 (green). For simulation the 
monomer diffusion coefficient is D= 3 28 10 m / sµ−× . Related to Figure 5. 
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Figure S9: Dynamics of rDNA locus before and after cut induction related 
to Figure 5 
 
Figure S9: (A) Dc and kc of a TetR-mRFP at the rDNA locus after 2 h I-SceI induction using 
the Δt=80 ms regime with or without 25 µm LatA for the last hour of cut induction (related to 
Figure 5GH). All movies acquired for “Cut (outside nucleolus)” contain a Rad52 focus that 
colocalises with the TetR-mRFP spot. (B) Lc, α, kc and Dc of TetR-mRFP at the rDNA locus 
after 2 h I-SceI using the Δt=80 ms regime without LatA. *, **,*** indicate P ≤ 0.05, ≤ 0.01, 
≤ 0.001 respectively. Strains used are GA-6587 with plasmids SG-3453 and pWJ1108. We 
observe increased α for the cut and shifted rDNA locus but decreased movement (Dc). The 
drop in Dc is unclear but may reflect binding of Rad51. 
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Figure S10: Correlation between the statistical parameters, related to the 
Discussion 
In this section we clarify the relationship between the 4 estimated parameters (Lc, Kc, Dc, and 
α). Kc is computed from the first statistical moment of the displacement eq. (15 SI). It is 
independent of α and Dc which are rather computed from the second moment of the 
displacement, supplemental eqs. 11, 12 and 13. These estimators (first moment vs. second 
moment) are expected to be independent. We confirm this by comparing the parameters 
computed for an uncut MAT locus at ∆t =80ms and ∆t =300ms (see Figure S10AB). When 
∆t=300ms the correlation coefficient between Lc and Dc is larger. While for ∆t=80ms the value 
of the correlation coefficients of Lc with α and Dc is small.  
When the confinement of a chromatin locus is driven by a tethering force, the length of 
confinement Lc is inversely proportionally to the constant Kc as shown in equation 18 and  
Figures S10AB, and Amitai et al., 2015. For other types of motion, this relationship is not 
necessarily the same, as explained in the supplemental section, “Properties of the the length of 
constraint (Lc)”. The algebraic relationship we have observed indicates that confinement of 
this locus arises from a tethering force and not necessarily crowding. Moreover, the information 
contained in α is different from the one in Dc. α has no dimension and it is obtained by fitting 
the correlation function by a power law ( ) ,C t Ctα≈ as described above in the main text. The 
effective diffusion coefficient has the physical units of µm2/s and is computed from 
supplemental eq. 15. We confirm that α and Dc are uncorrelated (Figure S10AB). In the context 
of the β-polymer model, α reflects the level of chromatin condensation. 
In summary, the four parameters are computed from the first and second statistical moments 
of the displacement. There are in general not redundant and provide independent information 
about the dynamics of the underlying physical process that has generated the single particle 
trajectories. The numerical code to compute the four parameters is accessible at 
http://bionewmetrics.org/ in the “Nuclear Organization section” or 
https://amitaiassaf.github.io/. 
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Figure S10: Correlation between the extracted parameters  (A) Scatter plots and 
correlation coefficients between the four parameters (Lc, Kc, Dc, and α) estimated from 
trajectories of a uncut MAT locus using image capture time intervals of 80 ms. (B) As A but 
using image capture time intervals of 300 ms. 
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Summary 
The Mre11-Rad50-Xrs2 (MRX) complex is related to SMC complexes that form rings capable of 
holding two distinct DNA strands together. MRX functions at stalled replication forks and double-
strand breaks (DSBs). A mutation in the N-terminal OB fold of the 70 kDa subunit of yeast replication 
protein A, rfa1-t11, abrogates MRX recruitment to both types of DNA damage. The rfa1 mutation is 
functionally epistatic with loss of any of the MRX subunits for survival of replication fork stress or 
DSB recovery, although it does not compromise end-resection. High-resolution imaging shows that 
either the rfa1-t11 or the rad50∆ mutation lets stalled replication forks collapse and allows the 
separation not only of opposing ends but of sister chromatids at breaks. Given that cohesin loss does 
not provoke visible sister separation as long as the RPA-MRX contacts are intact, we conclude that 
MRX also serves as a structural linchpin holding sister chromatids together at breaks. 
In this article we show MRX that is epistatic with rfa1-t11 in response to replication stress. We show 
that Rfa1 and MRX can interact through the N-terminal OB fold of Rfa1. This interaction facilitates 
the recruitment of MRX to stalled replication forks and DSBs. We prove the theory that MRX may 
hold sister chromatids together DSBs by advanced imaging assays. Importantly, we show that MRX 
appears to hold sister chromatids together at breaks in the absence of cohesin. 
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SUMMARY
The Mre11-Rad50-Xrs2 (MRX) complex is related to
SMC complexes that form rings capable of holding
two distinct DNA strands together. MRX functions
at stalled replication forks and double-strand breaks
(DSBs). A mutation in the N-terminal OB fold of the
70 kDa subunit of yeast replication protein A, rfa1-
t11, abrogates MRX recruitment to both types of
DNA damage. The rfa1 mutation is functionally
epistatic with loss of any of the MRX subunits for sur-
vival of replication fork stress or DSB recovery,
although it does not compromise end-resection.
High-resolution imaging shows that either the rfa1-
t11 or the rad50D mutation lets stalled replication
forks collapse and allows the separation not only of
opposing ends but of sister chromatids at breaks.
Given that cohesin loss does not provoke visible
sister separation as long as the RPA-MRX contacts
are intact, we conclude that MRX also serves as a
structural linchpin holding sister chromatids together
at breaks.
INTRODUCTION
The DNA damage and intra-S phase checkpoints are important
response mechanisms that allow cells to deal with damage
from exogenous or endogenous sources both by arresting the
cell cycle when necessary and by activating the appropriate
repair machinery (Ciccia and Elledge, 2010; Harrison and Haber,
2006; Hustedt et al., 2013). Central to the checkpoint response
are the conserved checkpoint kinases Mec1-Ddc2 (ATR-ATRIP)
and Tel1 (ATM). Importantly, the trimeric complex that binds sin-
gle-strand DNA (ssDNA), replication protein A (RPA), acts as a
recruitment platform for checkpoint and repair proteins,
including but not limited toMec1-Ddc2 and 9-1-1, the DNA dam-
age clamp, both at stalled forks and at DNA double-strand
breaks (DSBs) (Paciotti et al., 2000; Rouse and Jackson, 2002;
Xu et al., 2008; Zou and Elledge, 2003; Kanoh et al., 2006; Majka
et al., 2006). The failure of RPA to coat ssDNA results in replica-
tion catastrophe and also compromises homologous recombi-
nation (HR), underscoring the crucial role of this complex (Hus-
tedt et al., 2013; Toledo et al., 2013). Although checkpoint
activation coordinates cell cycle events, the maintenance of
the physical structure of a stalled fork or a DSB is also crucial
for repair, especially repair that is based on recombination
with a sister chromatid (Bjergbaek et al., 2005; Petermann and
Helleday, 2010; San Filippo et al., 2008; Wang et al., 2004).
Structural maintenance of chromosomes (SMC) complexes
are central to long-range chromatin organization and are
required for the proper meiotic segregation of replicated DNA,
chromosome condensation, and homology-based DNA repair
(Uhlmann, 2016). SMC proteins are characterized by a distinct
coiled-coil domain that contains a hinge, allowing the coil to
fold back on itself, bringing the N- and C-terminal globular
domains together (Hirano, 2006). The best characterized SMC
protein complex is cohesin, which comprises two SMC proteins,
Smc1/3, and two non-SMCproteins, Scc1 (Mcd1) and Scc3. The
latter serve as a clasp to bridge the head domains of Smc1/3.
This complex keeps sister chromatids paired, particularly in
G2 and prometaphase (Uhlmann et al., 1999). Cohesin is also re-
cruited to DSBs and stalled replication forks, where it contributes
to repair (Heidinger-Pauli et al., 2008; Stro¨m et al., 2007; Stro¨m
and Sjo¨gren, 2007; Unal et al., 2004, 2007) and replication fork
recovery (Tittel-Elmer et al., 2012).
The Mre11/Rad50/Xrs2 (MRX) complex is structurally similar
to cohesin and is often characterized as the first responder to
a DSB (Lisby et al., 2004). MRX promotes the initiation of end-
resection with the co-factor Sae2 (CtIP) (Garcia et al., 2011;
Lengsfeld et al., 2007; Mimitou and Symington, 2008; Williams
et al., 2009). Although abundant data implicate MRX in
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Figure 1. rfa1-t11 Is Checkpoint Proficient and Is Epistatic with Loss of MRX on HU
(A) Diagram of the three subunits of RPA. Rfa1 (ScRPA70) contains four OB domains. Unlike the others, the N-OB binds DNA poorly but binds proteins.
(B) Crystal structure of budding yeast Rfa1-t111–132 in cartoon with the five-stranded b-barrel forming the OB fold colored in dark green. Residues 1–4 are not
shown. The E45 side chain is indicated in blue atom colors, while helices and coiled elements are in pale yellow. *Putative MRX-binding site. Right: E45 in the
Rfa1-t111–132 structure with residues R44, K45E, and R62 displayed as sticks and blue atom colors. K45E disrupts this basic patch.
(legend continued on next page)
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checkpoint activation, telomere elongation, and initiation of
resection (reviewed in Stracker and Petrini, 2011; Lafrance-Va-
nasse et al., 2015), only a few studies have asked whether it
plays a structural role at damage. Supporting this, it was shown
that the two sides of a DSB separate from each other in 12%–
15% of cells lacking MRX (Kaye et al., 2004; Lobachev et al.,
2004). MRX is thought to form a dimer complex with two
Rad50 subunits, which, like Smc1 and Smc3 in cohesin, have
long coiled-coil arms that can stretch up to 600 A˚ (de Jager
et al., 2001a; Hopfner et al., 2002; Moreno-Herrero et al.,
2005). These coiled-coil arms can dimerize at their tips through
a zinc hook domain, allowing the formation of ring-like structures
or higher order oligomers that could hold two DNA molecules
together (de Jager et al., 2001b; Hopfner et al., 2002). Functional
studies showing that the hook domain is essential for MRX func-
tion in DNA repair, telomere maintenance, and meiotic DSB for-
mation (Hohl et al., 2011; Wiltzius et al., 2005) are consistent with
this hypothesis but do not prove it. Genetic data also implicate
MRX in the repair of DSBs by sister chromatid exchange (Gonza´-
lez-Barrera et al., 2003; Hartsuiker et al., 2001).
Our study starts from the discovery of an epistatic relationship
between a point mutation in the large subunit of RPA, rfa1-t11,
and null alleles ofMRE11, RAD50, or XRS2, under conditions of
replication stress in S. cerevisiae. The rfa1-t11 allele bears a sin-
gle point mutation (K45E) in the N-oligonucleotide binding (OB)
fold of Rfa1, which renders the strain deficient for both mitotic
and meiotic recombination, although end-resection occurs nor-
mally (Dubrana et al., 2007; Umezu et al., 1998). We show here
that rfa1-t11 fails to stabilize stalled replication forks, leading to
fork collapse. Rather than impairing activation of the S phase
checkpoint, rfa1-t11 reduces the recruitment of MRX to both
stalled replication forks and DSBs in vivo, resulting in an inability
to restart stalled forks and end separation at DSBs.We show that
Rfa1 and MRX interact in an rfa1-t11-sensitive manner in vitro.
Finally, we find that MRX holds sisters and break ends together
in anRPA-dependentmanner atDSBs in vivo, evenwhencohesin
is inactivated. This provides direct evidence that MRX plays a
structural role at stalled replication forks and breaks.
RESULTS
The rfa1-t11 K45E Mutation Disrupts a Basic Patch in
Rfa1’s N-OB Binding Pocket
The ssDNA-bindingproteinRPA is composedof three subunits, all
of which are essential for cell viability in budding yeast (Figure 1A).
The largest subunit (ScRpa70orRfa1) contains 4OB folddomains,
three of which are implicated in ssDNA binding, while the N-termi-
nal OB-fold serves as a recruitment platform for other proteins
involved in replication stress and DSB repair, including Ddc2/
ATRIP and Sgs1 in budding yeast, and Rad9 and p53 in mamma-
lian cells (Ball et al., 2007; Bochkareva et al., 2005; Dutta et al.,
1993; Flynn and Zou, 2010; Hegnauer et al., 2012; Xu et al., 2008).
In earlier studies, RPA was mutagenized for non-lethal muta-
tions, in order to identify crucial binding partners and domain-
specific functions (Binz and Wold, 2008; Umezu et al., 1998;
Zou et al., 2006). A previously characterized mutation, rfa1-t11
(K45E), was reported to be specifically defective in HR, while
supporting normal DNA replication (Kanoh et al., 2006; Wang
and Haber, 2004). The lysine-to-glutamate charge reversal
maps to the binding pocket of the N-terminal OB fold. Intrigu-
ingly, it confers recessive sensitivity to hydroxyurea (HU), which
induces replication stress by inhibiting dNTP synthesis (Fig-
ure S1A), although without HU there was no delay in S phase en-
try: replication forks fire and progress without pausing or forming
aberrant recombination intermediates (Figures S1B and S1C).
To understand the structural changes provoked by the K45E
substitution, we expressed, purified, and crystallized the mutant
N-terminal OB fold of yeast Rfa1 (aa 1–132) and solved its
structure at 1.8 A˚ (Figure 1B; Table 1) using the single-wave-
length anomalous diffraction method (Supplemental Experi-
mental Procedures). Indeed, the rfa1-t11 mutation disrupts a
basic patch in the binding pocket of the N-terminal OB fold, as
the mutant residue protrudes into the binding cleft. Given that
the ligands of this domain are acidic, we predicted that this
K45E mutation might interfere with protein-protein interactions
that are important at stalled forks.
The N-terminal OB domain is responsible for the recruitment of
ATRIP/Ddc2 to ssDNA and activation of the ATR kinase (Rouse
and Jackson, 2002; Zou and Elledge, 2003). Mec1-Ddc2 is
responsible for the vast majority of Rad53 phosphorylation
induced by replication stress (Hustedt et al., 2013). Therefore,
we tested for defects in checkpoint activation on a synchronized
population of rfa1-t11 cells, after releasing from G1 arrest into
0.2 M HU for 90 min. Rad53, however, was efficiently activated
in the rfa1-t11mutant and showed a pronounced shift in electro-
phoretic migration (Figure 1C). A similar assay in a strain bearing
rfa1-t11 combined with tel1D showed the same shift, arguing
that Rad53 activation on HU is primarily mediated by Mec1 (Fig-
ure S1D). Importantly, impaired Mec1 kinase activation is not
responsible for the rfa1-t11 mutant’s sensitivity to HU.
MRX and rfa1-t11 Show Similar Epistatic Miniarray
Profile Patterns in Response to Replication Stress
To identify rfa1-t11’s pathway of action, we performed an
epistatic miniarray profile (EMAP) to compare the growth of
rfa1-t11 and 34 other query strains crossed to 1,311 deletion
strains or decreased abundance by mRNA perturbation
(DAmP) alleles, grown in 0, 20, or 100 mM HU (Hustedt et al.,
2015). This resulted in a gene network of 45,885 interactions
that had either synergistic or suppressive effects or failed to
grow altogether on HU (Figures 1A, S2A, and S2B). One can
correlate the patterns of sensitivity to identify genetic pathways
affected similarly by specific mutants, because mutants that
share phenotypic correlations often share functionality (Morrison
(C) Western blot showing Rad53 phosphorylation upshift (*) after release from a-factor into 0.2 M HU in WT and rfa1-t11 strains.
(D) Heatmaps of Pearson correlation coefficients showing patterns of synergism between 1,311 nuclear proteins in 0 and 20 mMHU. Red indicates a correlation,
while green indicates an anti-correlation. Black ring highlights the strong correlation between rfa1-t11 and mre11D.
(E) A 10-fold dilution series showing epistasis of MRX components with rfa1-t11 on genotoxic drugs.
(F) Additivity with mec1-100 and rad51D. All strains are W303 RAD5+ isogenic strains (Table S1).
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et al., 2007). For example, the histone variant HTZ1 pattern
correlates best with the nucleosome remodeler SWR1, which in-
corporates Htz1 into nucleosomes (Figures 1D and S2B).
To our surprise we found that rfa1-t11 correlatedmost strongly
with mre11D in both the absence and presence of 20 mM HU
(Figure 1D). On 100 mM HU (Figure S2B), the EMAP pattern of
rfa1-t11 correlated additionally with mec1-100, an S phase
defective allele of Mec1 kinase that is particularly sensitive to
HU (Paciotti et al., 2001). Consistently, at 100 mM HU the
rfa1-t11 andmre11D EMAPs were similar to the template switch
pathway, whereas at 20 mM the patterns of sensitivity scored
for mre11D and rfa1-t11 resemble a null allele of replication
fork component mrc1D. This led to a deeper examination of
the genetic relationship of rfa1-t11, mec1-100, and the MRX
complex.
We created double mutants of rfa1-t11 with deletions of
MRE11, RAD50, or XRS2 and tested them for epistasis on a
range of DNA-damaging agents. Confirming the EMAP, we
found that the sensitivity of rfa1-t11 for growth on HU is
completely epistatic withmre11D, rad50D, or xrs2D. That is, sin-
gle and double mutants had nearly identical survival rates on HU
(Figure 1E). The same is true for the triple mutant, rfa1-t11
mre11D xrs2D, on either HU or methyl methanesulfonate
(MMS), an alkylating agent that also delays replication fork pro-
gression. On Zeocin, which induces single- and double-strand
breaks, the two complexes again appeared to act on a common
survival pathway, as the double mutants lacked additivity,
although MRX loss of function alleles were significantly more
sensitive than rfa1-t11. Nonetheless, these data confirmed that
rfa1-t11 likely acts through MRX and not on a parallel repair
pathway at stalled forks and DSBs.
We next tested whether the rfa1-t11 allele is epistatic or addi-
tivewithmutations inMec1, the checkpoint kinase, or the recom-
bination protein Rad51. If rfa1-t11’s main defect were an inability
to load or modulate Rad51 on HU (Kantake et al., 2003), one
would expect these twomutants tobeepistatic. However, neither
rad51D nor mec1-100 was epistatic with the rfa1-t11 allele (Fig-
ure 1F), each showing a synthetic lethality with rfa1-t11 on HU.
Similarly, ddc1D, which compromises the 9-1-1 complex,
showed synthetic lethality in combination with rfa1-t11 on HU
(data not shown). Our data suggest that RPA works with MRX
to maintain replication fork integrity on HU, defining a pathway
that acts in parallel to checkpoint activation and to Rad51 (Fig-
ure 1F). Consistently, rad51D was synergistically sensitive with
mre11D andmec1-100 on HU or MMS (Figure 1F).
The Replication Fork Is Unable to Resume after
HU-Induced Arrest in the rfa1-t11 Mutant
To examine how rfa1-t11 affects replication fork integrity, we
scored the resumption of replication after release from an acute
fork arrest in 0.2 M HU. After 6 hr on HU, the recovery rate for
mec1-100 cells is <10% of wild-type (wt) levels, while both the
mre11D and rfa1-t11 strains reduce recovery to about 20% of
WT levels. Strikingly, the rfa1-t11 mutant is again completely
epistatic with the loss of Mre11 and is synergistically lethal
with mec1-100 (Figure 2A). This places the rfa1-t11 defect on
the pathway through which MRX ensures fork restart on HU (Fig-
ures 1D, 1E, and S2).
To see if this reflects the loss of DNA polymerase a (pola) at
forks arrested by 0.2 M HU, we scored the presence of pola at
forks that were arrested synchronously near early firing origins,
using chromatin immunoprecipitation (ChIP) (Cobb et al.,
2003). In contrast to results in an isogenic WT background, we
scored a striking loss of DNA pola at ARS607 in the rfa1-t11
mutant (Figure 2B). This does not reflect an impaired checkpoint
response, as there is no pola at the late firing origin ARS501 (Fig-
ure 2B). In contrast, in mec1-100 cells, impaired Rad53 activa-
tion allows late origin firing (Cobb et al., 2005).
To see if the resumption of DNA synthesis after HU arrest is
compromised by rfa1-t11, we performed a DNA combing assay
that measures fork progression by incorporation of BrdU, a
thymidine analog, after a transient exposure to 0.2 M HU and
release into HU-free media. Whereas WT forks resume
Table 1. Crystallographic Data Collection and Refinement
Statistics
Rfa1-t111–132 Se-Met Peak
a
Data Collection
Space group P 21
Unit cell dimensions
a, b, c (A˚) 29.62, 115.35, 69.03
a, b, g () 90.0, 90.7, 90.0
Resolution range (A˚)b 50.0–1.8 (1.85–1.80)
Wavelength (A˚) 0.97941
Completeness (%)b 95.4 (86.2)
Redundancyb 2.4 (2.3)
Rsym
b 0.079 (0.527)
I/s(I)b 8.0 (1.7)
CC (1/2) (%)b 99.5 (67.9)
Unique reflections 80,762
Refinement
Rwork 0.164
Rfree 0.214
Resolution range (A˚) 44.3–1.8
Reflections (all) 41,721
Reflections (test set) 2,086 (5%)
Number of atoms 4,246
Figure of merit 0.415
B Factors (A˚2)
Overall 31.7
Protein 31.0
Solvent 39.4
RMSD
Bond lengths (A˚) 0.01
Bond angles () 1.05
Ramachandran Plot
Allowed (%) 100.0
Outliers (%) 0.0
RMS, root mean square.
aData collection statistics are reported for unmerged Friedel pairs.
bValues in parentheses refer to the highest-resolution shell.
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elongation, the rfa1-t11 mutant is strongly impaired in the
resumption of DNA synthesis (Figures 2D and 2E, white arrows).
Again, we note that the rfa1-t11 defect is additive with mec1-
100. Similar phenotypes have been observed in MRX deletion
alleles, although not for nuclease-deficient Mre11 mutants
(Tittel-Elmer et al., 2009).
rfa1-t11 Interferes with Recruitment of MRX to Stalled
Replication Forks
Given the epistasis of mre11D with rfa1-t11, we examined
whether the K45Emutation in RPA compromises the recruitment
of MRX to stalled replication forks. We performed PK-tagged
Rad50 ChIP after treatment with 0.2 M HU in WT and mutant
strains. Indeed, by quantitative ChIP for Rad50-PK, we found
that Rad50 recruitment to stalled forks at ARS607 was compro-
mised by the rfa1-t11mutation (Figure 2F). Tomake sure that this
was a general phenomenon and not unique to one site, we per-
formed genome-wide ChIP of HA-tagged Rad50 on cells syn-
chronously released from a-factor into 0.2 M HU. Figure 2G
shows the pattern of Rad50 binding across a typical domain
on Chr3, which includes several origins and non-origin binding
sites. Whereas Rad50 binding at non-origin sites was not
impaired in the rfa1-t11 strain, its signal was strongly reduced
at origins. We integrated this over all origins of the yeast genome
(Figure 2H) and foundR50% reduction inMRX (Rad50) at origins
on HU. Combining our data with observations of Tittel-Elmer
et al. (2012), we propose that Rfa1 recruits MRX to stalled repli-
cation forks, the failure of which allows replication fork collapse
on HU soon after origin firing. This pathway of fork maintenance
is independent of Rad53 activation (Figure 2I).
MRX Interacts with RPA through the N-OB Fold of Rfa1
The epistasis and recruitment data on HU suggested that RPA
might directly bind MRX. To detect this interaction and monitor
its response to the rfa1-t11mutation, we co-immunoprecipitated
Rad50-PK from extracts of WT and rfa1-t11 strains, probing for
Rfa1 with an antibody that reacts equally with mutant and WT
Rfa1 (Figure 3A). We find that Rad50 can indeed co-precipitate
Rfa1, while it binds rfa1-t11 less efficiently (Figure 3B). The
converse precipitation (i.e., by anti-Rfa1) confirmed that
the MRX interaction was sensitive to the rfa1-t11 mutation. The
binding did not depend on DNA or RNA, since recovery was
unchanged after treatment with Benzonase, which degrades
nucleic acids (Figures 3B andS3A). Pull-downs fromcell extracts
using antibody specific for Xrs2 recovered Rad50 and Rfa1 but
failed to recover rfa1-t11 (Figure 3B).
To determine the component of MRX that binds Rfa1, we
repeated the Rad50-PK pull-down from extracts of mre11D or
xrs2D strains. Rad50-PK precipitates a lower amount of Rfa1
in the absence of either Mre11 or Xrs2, suggesting either the ex-
istence of multiple contacts between Rfa1 andMRX or a need for
MRX complex integrity for the interaction (Figure 3C). A double
point mutation in Xrs2 (xrs2-AA) that disrupts Mre11 binding
and/or the truncation (xrs2-664) of the Xrs2 C terminus (Shima
et al., 2005) compromised Rfa1 recovery to the same extent as
rfa1-t11 in XRS2+ cells (Figure S3B), suggesting a role for MRX
conformation or complex integrity in Rfa1 interaction.
Finally, we examined the specificity of binding by comparing
yeast two-hybrid (Y2H) interactions of Rfa1 with rfa1-t11. Intrigu-
ingly, both Mre11 and Xrs2 bound Rfa1 by Y2H, but only Xrs2
binding was rfa1-t11 sensitive (Figures S3C and S3D). Y2H
with Rad50 was not possible because the cloned fusions
were lethal. Unfortunately, Y2H does not exclude that the en-
dogenous MRX subunits form tertiary complexes with the bait
during the assay, and thus from the Y2H and pull-down results
we concluded only that multiple contact sites exist between
MRX and RPA, with a subset being sensitive to the rfa1-t11
mutation.
To map the interactions more precisely, we used a scanning
peptide microarray that consisted of 206 18-aa-long peptides
(overlapping by 9 aa), covering all of MRX, except the coiled-
coiled arms of Rad50. The peptides were spotted onto glass
slides in triplicate and were incubated with purified recombinant
Rfa1 or rfa1-t11N-OB domains (Figure 3D). Bound proteins were
visualized through anti-Rfa1 staining and a secondary Alexa647-
tagged antibody, whose fluorescence was quantified on a
protein array analyzer (ImageJ plugin; see Supplemental Exper-
imental Procedures). The efficiency of binding of either Rfa1 or
rfa1-t11 is plotted in Figure 3E, and the full list of peptides and
their associated intensities are listed in Table S2.
We scored several clusters of Rfa1-binding peptides that were
sensitive to the rfa1-t11 mutation: namely, in the nuclease
domain of Mre11, in the ATPase domain of Rad50, and two
defined regions in Xrs2, one each in the N-terminal FHA domain
and the C-terminal Mre11-binding domain (Figure 3E). When
mapped onto the 3D structure of Mre11-Rad50 (Seifert et al.,
2015), the peptides cluster in two surface areas: the double-
stranded DNA (dsDNA) binding cleft of the Rad50 dimer, and a
surface patch on the lateral side of the Mre11 phosphodies-
terase domain (Figure 3F). Although peptides from Xrs2 also
showed differential interaction, two of these map to binding sites
for other proteins, and they do not cluster as do those inMre11 or
Figure 2. Resumption of Replication after HU-Induced Stalling Fails in the rfa1-t11 Mutant
(A) Recovery assay after G1 arrest with a-factor and release into 0.2 M HU of indicated mutants (rfa1-t11, mre11D, and mec1-100; n = 3).
(B) ChIP of DNA pola at either the early-firing ARS607 or late-firing ARS501 (Cobb et al., 2003) after release from G1 arrest into in 0.2 M HU (n = 3).
(C) Experimental scheme of DNA combing: synchronized cells are released into 0.2 M HU with a BrdU analogue for 90 min, after which the HU is washed out and
the cells are allowed to recover again with analogue. DNA was combed and new synthesis was visualized by antibodies against BrdU and DNA.
(D) Example images of DNA combing with gaps (white arrows) and shorter lengths of newly synthesized DNA in mutant backgrounds.
(E) Cumulative frequency graph showing the non-replicated fiber fraction in WT and mutant strains.
(F) Rad50-PK ChIP to ARS607 after release from a-factor into 0.2 M HU (n = 3).
(G) Example plots of genome-wide Rad50-HA ChIP-chip showing loss of Rad50 at origins 307–309 in rfa1-t11.
(H) Boxplots of Rad50 ChIP-chip signals at all origins after release in to 0.2 M HU for 60 min at 25C, in indicated strains. Error bars represent the SEM.
(I) Model placing rfa1-t11 on a pathway with MRX, parallel to Mec1 activation, to confer replication fork integrity.
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Figure 3. The Interaction between MRX and Rfa1 Is Disrupted in rfa1-t11
(A) Western blot showing that the Rfa1 antibody recognizes the N-OB of both Rfa1 and rfa1-t11 equally.
(B) Co-immunoprecipitation from yeast extracts in WT RFA1 and rfa1-t11 using either antibodies against the PK tag, Xrs2, or Rfa1. Samples were Benzonase
treated (Figure S3A).
(C) Rad50-PK co-immunoprecipitation as in (A) using the indicated mutants.
(D) Scheme of MRX scanning peptide microarray probed with N-OB of either Rfa1 or rfa1-t11. Two hundred six peptides (18 aa each) were spotted onto a glass
slide for binding to Rfa1 or rfa1-t11 N-OB from (A). Supplemental Experimental Procedures describe signal detection and quantitation.
(E) Interaction heatmaps for either Rfa1 or rfa1-t11 across MRX. Arrows indicate regions of strong (red) binding sensitive to the rfa1-t11 mutation (n = 3).
(legend continued on next page)
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Rad50. Microscale thermophoresis (MST) showed that the
Rad50 peptide 17 had the highest affinity for Rfa1-N (Figure 3G).
The other peptides tested showedweaker binding. This does not
rule out that they contribute to a binding site but suggests that
the ATPase-domain of Rad50 contains a key interaction site,
which is indeed sensitive to the K45E mutation.
(F) Crystal structure ofChaetomium thermophilumMre11-Rad50 dimer with dsDNA (Seifert et al., 2015). Peptides scored in the microarray as strongly interacting
with RFA1 OB fold domain are highlighted in red.
(G) Purified Rfa1-N (dilution series from 0.12 to 1,000 mM) was incubated with 25 mM Cy5-labeled Rad50 and Mre11 peptides for 15 min at rt. Dissociation
constant Kd of 63.6 ± 7 mM is for Rad50 peptide 17 and Rfa1-N (n = 3), error bars represent SEM, and DFnorm (&) represents change in fluorescence during
thermophoresis normalized to initial fluorescence. A detailed list of peptides is provided in Table S2.
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Figure 4. rfa1-t11 Has a Diminished Check-
point Response to DSBs, but Resection Is
Intact
(A) A 103 dilution series on YPAD ± HU and Zeocin
of isogenic strains with the indicated genotypes.
(B) Western blot showing Rad53 phosphorylation
upshift after release from a-factor into 250 mg/ml
Zeocin. No Rad53 phosphorylationwas detectable
in tel1D rfa1-t11. Mcm2 is the loading control.
(C) gH2A ChIP to a HO-induced DSB atMATa (van
Attikum et al., 2007) at 120 min after cut induction
(n = 4).
(D) Cut efficiency time course from Figure 5A
showing that WT and rfa1-t11 have similar cut ef-
ficiencies. After replication, both sisters are likely
to be cut at once.
(E) QAOS assay showing equal accumulation of
ssDNA at 1.6kb from the DSB at MATa in WT and
rfa1-t11, reproduced from Dubrana et al. (2007).
Error bars represent SEM.
rfa1-t11 Impairs Mec1-Dependent
Checkpoint Activation at DSBs
Because rfa1-t11 had previously been
shown to be important to recruit Ddc2
(ATRIP) and Mec1 (ATR) to a DSB (Du-
brana et al., 2007; Zou and Elledge,
2003), we next interrogated its genetic
relationship with mec1-100 on Zeocin,
which induces both single- and double-
strand breaks. Although rfa1-t11 is sen-
sitive to Zeocin, mec1-100 has a mild
slow-growth phenotype (Figure 4A). In
contrast to growth on HU, where the
combination of rfa1-t11 and mec1-100
was synthetically lethal, the combination
of rfa1-t11 and mec1-100 was only
slightly additive on Zeocin. MRX both
helps recruit the DNA damage check-
point kinase Tel1 (ATM) to DSBs (Nakada
et al., 2003a, 2003b) and promotes
resection to allow Ddc2-Mec1 activation,
explaining their epistasis.
To check the epistatic relationship of
Rfa1 and Mre11 on Zeocin, we scored
the effects of rfa1-t11, mre11D, tel1D,
and their pairwise combinations on Rad53 phosphorylation.
We found that rfa1-t11 and mre11D mutations compromised
checkpoint activation by Zeocin to a similar degree (Figure 4B),
yet in the case of rfa1-t11, the impaired checkpoint response
was strongly additive with tel1D; that is, the tel1D rfa1-t11
completely failed to activate the DNA damage checkpoint
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(Figure 4B). This suggests that the rfa1-t11 defect in checkpoint
at DSBs arises from the loss of Mec1 (ATR) activity. Indeed, by
ChIP rfa1-t11 and rad50D were shown to reduce the accumula-
tion of phosphorylated H2A (gH2A, a Mec1 target), at an
HO-induced DSB (Figure 4C). We conclude that rfa1-t11 com-
promises the Mec1 checkpoint response at DNA breaks (i.e.,
on Zeocin) but does not impair Mec1 activation at stalled forks.
This difference likely stems from the redundancy of co-activators
and mediators at stalled forks, namely, 9-1-1, Dbp11, Dna2,
Mrc1, Sgs1, and RPA (Hustedt et al., 2013). We note that
although DSB activation of checkpoint kinases was compro-
mised by rfa1-t11, both the efficiency of HO endonuclease
cleavage and resection rates were at WT levels (Figure 4DE).
rfa1-t11 Reduces Recruitment of MRX to DSBs
and Reduces Repair Efficiency
To see whether RPA is implicated in the recruitment or stabiliza-
tion of MRX at DSBs, possibly by binding either a short overhang
or an internal ssDNA stretch, we measured the recruitment
Rad50-PK to a HO endonuclease-induced DSB at MAT by
ChIP. Consistent with previously published results, MRX binding
is strongest at early time points and close to the cut site
(compare 0.6 versus 1.6 kb probes). This interaction is reduced
(although not entirely eliminated) in the rfa1-t11 mutant (Fig-
ure 5A). Consistently, Mre11-YFP focus formation was reduced
by roughly 50% in response to Zeocin in the rfa1-t11mutant (Fig-
ure 5B). One further function attributed to MRX at DSBs is the
recruitment of cohesin (Unal et al., 2004, 2007). We therefore
tested whether rfa1-t11, like rad50D, fails to recruit cohesin to
an HO-induced DSB. ChIP for cohesin subunit Scc1-HA
(Mcd1) at a DSB confirmed that both mutants reduce cohesin
recruitment similarly after HO induction (Figure 5C).
In contrast to the observation that rfa1-t11 decreases MRX
levels at DSBs, it was recently reported that the loss of Sae2
leads to more MRX at DSBs (Chen et al., 2015; Gobbini et al.,
2015). We therefore tested whether sae2D would compensate
for the reduced RPA-MRXbinding in the rfa1-t11mutant. Indeed,
growth defects of rfa1-t11 on Zeocin, HU, MMS and the topo-
isomerase I inhibitor camptothecin, were partially rescued by
the elimination of Sae2 (Figure S3E). Again, this supports the
model that rfa1-t11 confers sensitivity to DNA damage because
of impaired MRX recruitment.
To see if rfa1-t11 affects DSB repair by a pathway other than
HR, we tested the impact of the mutation on repair by end-
joining of two incompatible DSBs that flank a URA3 reporter
gene (Ma et al., 2003; Matsuzaki et al., 2012). After cleavage
and repair, the survivors are either URA (indicating repair by
microhomology-mediated repair of non-complementary DSB
ends following resection) or URA+ (precise end-ligation). Like
mutations in the MRX complex, rfa1-t11 reduced the recovery
of both URA and URA+ colonies (Figure 5D). Importantly,
the xrs2D mutation is epistatic with rfa1-t11 in this assay (Iwa-
saki et al., 2016), consistent with drop assays on Zeocin that
place MRX and Rfa1 on the same repair pathway. Given that
rfa1-t11 does not block resection, we suggest that RPA acts
by recruiting or stabilizing MRX at breaks, allowing it to hold
the two break ends together for either precise or imprecise
end-joining.
RFA1 OB Fold Integrity Is Necessary to Allow MRX
to Hold the Ends of a DSB Together
We next tested whether rfa1-t11 directly interferes with the end-
tethering activity of MRX by scoring the separation of ends by
tagged with different fluorescent protein fusions on either side
of an inducible DSB (Kaye et al., 2004; Lobachev et al., 2004).
As expected, following cleavage by a galactose-inducible
I-SceI endonuclease, the loss of MRX integrity provoked a
significant increase in DSB end separation in cells arrested at
G2/M by the DNA damage checkpoint (Figure 6A; see also
Kaye et al., 2004; Lobachev et al., 2004). Importantly, the level
of end separation scored for mre11D and rad50D mutants was
the same for rfa1-t11 (Figure 6A).
The fact that rfa1-t11 compromised cohesin loading (Fig-
ure 5C) led us to test whether this mutation interferes with the
tight association of sister chromatids, which we could score in
a strain bearing a lacO array adjacent to the HO-induced break
at MATa (Figure 6B). Sister cohesion at DSBs is commonly
ascribed to cohesin, but on the basis of its architecture and di-
mensions, MRX should also be able to hold sister chromatids
together (Hopfner et al., 2002). To test a potential role for MRX
in sister-sister pairing at breaks, we used multiple DSB imaging
approaches. First, super-resolution structured illumination mi-
croscopy (SIM) was used to analyze small changes in the area
occupied by the paired lacO arrays adjacent to a break, in late
S/G2 phase cells. Second, we performed high-speed time-lapse
imaging of the arrays to measure the kinetics of separation
following break induction, in unarrested S phase cells. Finally,
we examined the maintenance of sister-sister juxtaposition after
efficient DSB induction in cells that are arrested by microtubule
depolymerization and fixed, comparing rfa1-t11 with mutants
in cohesin and MRX.
We first confirmed that we can resolve two sister chromatids
with 3D SIM imaging of the cleaved MATa locus (Figure 6BC).
Following projection of the 3D image stack to a 2D plane for a
large number of late S phase cells, we found that the volume
and shape of the fluorescent lacO signal are significantly larger
in the rfa1-t11 mutant, even though the sisters only fully sepa-
rated in <1%of cells (Figure 6CD). We next confirmed the validity
of this spot-size assay by using a strain in which the essential co-
hesin subunit Scc1 (Mcd1) was cleaved by a galactose-induced
TEV protease (Figure 6D). The efficiency of Scc1 cleavage was
documented by western blot (Figures S4A and S4B). In S phase
cells, we scored a robust increase in the area occupied by the
cut-proximal lacO focus after Scc1 cleavage, presumably re-
flecting compromised pairing of sister chromatids (Figures 6D,
red arrow and S4C). We applied the same analysis to the strain
bearing a HO-mediated DSB at the MATa locus adjacent to a
lacO array (Figure 6B). In WT cells there is a slight increase in
array area as cells progress from G1 to S phase; at 120 min after
HO induction, there is again a slight increase in locus size (Fig-
ure 6D). In the rfa1-t11 or rad50D strains, however, the size of
the lacO signal stemming from the two sisters, increased more
significantly than was detected upon Scc1 cleavage (Figure 6D;
0.9 versus 0.6 mm2).
Given that chromatin loci show continual movement in living
cells, and that fixation can introduce artifacts, we examined
the behavior of the lacO arrays on the two tagged sisters using
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a high-speed, high-resolution imaging assay with and without
cut induction (Figure 7). In the strains used in Figure 6B, we
acquired z stacks on a spinning-disk confocal microscope (83
0.2 nm z stacks, 10 ms exposure) continuously over 1 min,
yielding 750 stacks per movie at a 3D spatial resolution of
256 nm. The movies were projected stack by stack on to a
2D plane for analysis by the ImageJ (Fiji) plugin Trackmate
(Supplemental Experimental Procedures), and we quantified
the percentage of frames in which two spots can be resolved.
Again we used the TEV-cleavable Scc1 strain to confirm that
we can monitor a loss of sister chromatid cohesion at a tagged
ARS607 (Figures S4D and S4E). Spot separation was very low
in a normal WT S phase (2% of frames separated), while after
1 hr TEV induction, separation increased to 11% (Figure S4E).
Next we induced HO-mediated cleavage at MATa (Figure 7A)
and monitored sister chromatid dynamics in WT, rad50D, or
rfa1-t11 cells. After 2 hr of HO induction in WT S phase cells,
8% of the frames showed resolution of the two sisters into two
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Figure 5. rfa1-t11 Reduces the Recruitment of MRX to DSBs
(A) Rad50-PK ChIP at an HO-induced DSB atMATa on Chr3 in asynchronous cells (n = 5) (for probes, see van Attikum et al., 2007). HO cut efficiencies for each
experiment are in Table S3. We assume that both sisters are cut, given the high rate of cleavage scored for individual loci.
(B) Mre11-YFP foci accumulation after 250 mg/ml Zeocin (nR 65). Details are provided in Table S4.
(C) Scc1-HA ChIP to an HO-induced DSB at 120 min after induction (n = 4) as in (A).
(D) Scheme of the NHEJ repair pathways that yield eitherURA (imprecise end-joining) orURA+ (precise end-joining) phenotypes (Matsuzaki et al., 2012). Graph
shows the percentage URA and URA+ survivors in various genotypes (n = 3).
Error bars represent SEM except for (B), in which they represent the SD.
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(legend continued on next page)
Molecular Cell 64, 951–966, December 1, 2016 961
spots, while in either rad50D or rfa1-t11 strains, 16% to 19% of
the frames had separated sisters (Figure 7B). We ruled out that
this is an artifact of galactose addition by expressing HO in a
strain that is resistant to cleavage, matainc. In conclusion, sister
chromatid juxtaposition at a DSB is compromised by loss of
MRX or its recruitment through RPA.
To see if this reflects compromised bridging through MRX it-
self or a failure to recruit and load cohesin at the DSB (Figure 5C;
Unal et al., 2007), we tested the effects of destabilizing Scc1
(Mcd1) at the base of the cohesin ring (Figure 7A). Specifically,
we scored sister lacO foci pairing at the induced cut at MATa
in a temperature sensitive allele of Scc1 called mcd1-1
(Heidinger-Pauli et al., 2008). Previous studies showed that a
1 hr incubation at the non-permissive temperature (37C) was
sufficient to inactivate cohesin. Our time-lapse imaging showed
that without DSB induction, S phase mcd1-1 cells have sepa-
rated lacO foci in 25% of frames at 37C (Figure 7C). Remark-
ably, after DSB induction following cohesin inactivation (1 hr at
37C), spot separation was actually reduced to 5%, suggesting
that the induction of the break stabilizes sister-sister pairing.
Importantly, this effect was lost by combining the mcd1-1
mutant with rfa1-t11 (Figure 7C). The simplest interpretation of
this is that MRX holds sister chromatids together at a DSB,
even in the absence of functional cohesin. We note that this
result is in contrast to a previous report in which a DSB was
not sufficient to keep sisters together (Unal et al., 2007), although
in that case, the experimental setup involved a 2 hr induction of
two adjacent DSBs after 4 hr of Nocodazole arrest. Under that
condition, cohesin seemed to contribute to sister cohesion.
To rule out kinetic limitations of our time-lapse assay, which
scores unfixed cells immediately after cleavage, we tested an
experimental setup much like that used by Unal et al. (2007).
The cells were grown to log phase, and nocodazole was added
at the same time as either glucose (no HO cut) or galactose (in-
duction of HO). After 1 hr, cells were shifted to 37C to inactivate
cohesin, and cells were fixed and imaged. G2/M cells were
scored for LacI-GFP spot separation (Figure 7D). Remarkably
we found that whereas loss of the cohesin ring (mcd1-1 at
37C) allowed sisters to separate at an uncut locus, sister pairing
was restored in a manner dependent on Rad50 (MRX) and a
functional Rfa1 N-terminal OB fold after cut induction (Figures
7D–7F). This argues that upon DSB induction, the recruitment
of MRX by Rfa1 is necessary and sufficient to hold both DSB
ends and two broken sister chromatids together, as this can
be achieved in the absence of intact cohesin (Figure 7F).
DISCUSSION
Since their discovery and description, a role of SMC-family pro-
tein complexes in the tethering of broken DNA ends or in the
maintenance of sister chromatid pairing has been debated
(Huang and Kolodner, 2005; Nasmyth and Haering, 2005;
Uhlmann, 2016). MRX is closely related to cohesin, condensin,
and the SMC5/6 complex, andwedocument here an ‘‘SMC-like’’
function for the MRX complex at DSBs, where it appears to
both hold ends together and contribute to the pairing of broken
sisters. In this function, MRX recruitment is compromised by a
mutation in the N-terminal domain of Rfa1. This helps answer
the long-standing question of how MRX is targeted to sites of
damage.
rfa1-t11 and MRX Mutations Work Epistatically to
Compromise Fork Integrity under Stress
By EMAP analysis against a panel of 1,311 knockout alleles, we
found that the sensitivity of rfa1-t11 to HU parallels that of
mre11D (Figure 1). Although the MRX interaction with RPA
is not entirely compromised by the rfa1-t11 mutation, in all
fork-stalling and recovery assays performed rfa1-t11 acted
epistatically with MRXmutations. Consistently, MRX recruitment
to HU-stalled forks is compromised by the rfa1-t11mutation, yet
rfa1-t11 does not impair activation of the replication checkpoint
on HU. Rad53 is efficiently phosphorylated in both the mre11D
and rfa1-t11 strains on HU (Kanoh et al., 2006). As expected,
rfa1-t11 defects are additive withmec1-100, an S phase-specific
allele of the ATR kinase, Mec1, which fails to activate Rad53 in
response to replication stress (Cobb et al., 2005; Hustedt
et al., 2015). At stalled forks, MRX is thought both to process
fold-back structures, preventing ligation or over-resection,
and to tether replicated sisters together, prior to the loading of
cohesin (Tittel-Elmer et al., 2012).
The MRX Complex Has a Structural Role at DSBs
We also document a clear but unanticipated role for Rfa1 in the
recruitment and stability of MRX at DSBs (Figures 5, 6, and 7).
MRX tethering by RPA at breaks in late S phase contributes
both to end-to-end tethering and the juxtaposition of broken
sisters (late S/G2). On Zeocin, the rfa1-t11 mutation com-
promises Mec1-dependent Rad53 activation (Figure 4), which
likely reflects a role for the Rfa1 N-terminal OB fold in the recruit-
ment of Mec1-Ddc2 at DSB (Zou and Elledge, 2003; Dubrana
et al., 2007). Again, we have tested the effects of rfa1-t11 in a
range of yeast backgrounds, generating the mutant allele by
de novo mutagenesis. In all cases, rfa1-t11 was epistatic to
mre11D.
A previous study documented a role forMRX in the recruitment
of cohesin at breaks (Unal et al., 2007).We confirmed this, but we
found that it is MRX, not cohesin, that holds sisters together at
breaks at early time points. Our experiments differ from theirs
in two significant ways: first, they induced two sets of DSBs
near each other, while we induced only one. Second, Unal
(B) Construct used to measure sister chromatid pairing at an HO-induced DSB. Cut efficiencies are scored for each experiment (Table S3). MRX can hold sister
chromatids together at DSBs through Rad50 hook-hook interactions or its ring structure.
(C) Examples of bright-field/GFP merged SIM images of WT and rfa1-t11 fixed cells bearing the construct at time indicated after cleavage induction (B). Insets
show enlarged LacI-GFP foci (scale bar represents 0.5 mm). The focus area is quantified by Fiji (Table S4). Fully separated foci were never observed inWT S phase
cells and rarely in rfa1-t11 cells. Foci were nonuniform in rfa1-t11 and rad50D.
(D) Boxplots of LacI-GFP spot areas before and after 1 hr TEV induction (upper plot) or 2 hr after HO cut (lower three plots) (nR 35). Full statistics are provided in
Table S4.
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et al. (2007) first treated cells with the microtubule-depolymeriz-
ing drug nocodazole for 4 hr before inducing the DSB for a further
2 hr. This extended arrest in G2/M may alter the behavior of the
break.
It is unclear how MRX contributes to cohesin loading, as the
two proteins do not interact (Tittel-Elmer et al., 2012). It may
simply be that MRX holds sisters together to allow cohesin
loading. In any case, it appears that through its interaction with
Rfa1, MRX serves an additional role at DSBs by stabilizing
both end-to-end and sister-sister contacts.
A recent study examined the role of the Rad50 zinc hook in
DSB repair by monitoring sister chromatid exchange in mitosis.
Those investigators found that strains with mutations in the
zinc hook domain that partially impair hook dimerization without
B
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Figure 7. MRX Is Sufficient and Necessary to Hold Sister Chromatids Together at DSBs
(A) Construct used to measure changes in sister chromatid pairing at a HO induced DSB at MATa. Cohesin binding is later and more distant from the cut site.
Right: an example kymograph of live cell imaging of a LacI-GFP spot projected through the x axis over time in WT versus rfa1-t11 after 120 min galactose in-
duction of HO. Black arrows indicate separation events. Uncut conditions are on glucose.
(B and C) Quantitation of the number of frames containing two LacI-GFP spots at either 25C (B) or 37C (C) (nR 5). All details and statistics are provided in Table
S4, and example movies are available in the Supplemental Information.
(D) Experimental layout for the sister chromatid cohesion assay using the construct in (A). Asynchronous cultures of indicated mutants were grown at 25C until
log phase, 15 mg/ml nocodazole and either glucose (no cut) or galactose (cut) were added. Growth for 1 hr preceded a shift to 37C and fixation.
(E) Quantitation of the number of G2/M cells with separated sister chromatids (two spots) in the indicated isogenic strains carrying the construct in (A).
(F) Quantitation as in (E) for the indicated mutants (nR 201) (see Table S4 for statistics). *p < 0.005. HO cut efficiencies are provided in Table S3.
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blocking complex assembly have milder effects on sister chro-
matin exchange than full RAD50 deletions (Hohl et al., 2015).
We propose that these hook mutations reduce, but do not
ablate, Rad50 dimerization. At a DSB multiple MRX molecules
bind and even with a weakened Rad50 hook, their combined
effect may be sufficient to hold both ends and sisters together
(Figures 6 and 7). Cohesin may provide further structural support
later in repair.
Rfa1 Interaction Sites onMRXAre Relevant to Biological
Function and Human Disease
The validated interaction sites between Rfa1 and MRX cluster
in two major sites. One is located in the DNA-binding cleft of
the Rad50 dimer. In the presence of ATP, Rad50 primarily
binds dsDNA and duplexes with extended 30 overhangs (Sei-
fert et al., 2015). Thus, the location of the interacting peptides
would be consistent with a side-by-side binding of Rad50
and RPA at ssDNA/dsDNA junctions. The second cluster of
interacting peptides maps to a surface on the N-terminal
phosphodiesterase domain of Mre11 (peptides 9–12; Table
S3), which was recently shown to be mutated in Mre11 hypo-
morphic alleles that suppress the damage sensitivity of sae2D
(Seifert et al., 2015). This mutation allows easier MRX
removal from ssDNA during the later stages of HR (Chen
et al., 2015).
In addition, the Mre11 peptide 25 (aa 217–234), which binds
Rfa1 in an rfa1-t11-sensitive manner in vitro, contains a site that
is mutated in patients suffering from ataxia-telangiectasia-like
disease (ATLD; Mre11 mutations W210C and W243R) (Fernet
et al., 2005; Regal et al., 2013; Schiller et al., 2012). Very close
to this interaction site is the mre11-58 mutation (H213Y), which
confers a rad50-S-like phenotype (Usui et al., 1998), affecting
Mre11’s nuclease activity and/or its interaction to Nbs1/Xrs2
(Schiller et al., 2012). The fact that this domain interacts with
Rfa1 in an rfa1-t11-sensitive manner suggests that a loss of
Rfa1 binding may also contribute to the ATLD phenotypes.
We note that some interactions sites may require switching be-
tween open and closed conformational states of MRX (Lim
et al., 2011; Mo¨ckel et al., 2012) and that some of Rfa1-MRX
interactions are insensitive to the rfa1-t11 mutation. In the
case of Mre11 peptides 37–39, interaction was enhanced
with the mutant Rfa1 domain. Intriguingly, this conserved
Mre11 region is deleted in some ATLD patients (D340–366)
who are predisposed to pulmonary adenocarcinoma (Regal
et al., 2013).
High-Speed and Super-Resolution Imaging Allows New
Insights into Chromatin Biology
We have been able to analyze sister chromatid pairing with su-
per-resolution microscopy of short fluorescent tags either on
the two sisters or both sides of a DSB. Although the resolution
achieved here (250 nm and 80 ms 3D stack imaging) is sufficient
to document sister separation, the imaging method can be
improved to provide even more information about the forces
that hold sisters together. Extending these experiments to
include other SMC proteins such as condensin or the SMC5/6
complex will surely provide a fuller understanding of long-range
chromatin interactions in living cells.
EXPERIMENTAL PROCEDURES
Yeast Growth Conditions, Plasmids, Repair Assays and ChIP
All strains used were derived from W303-1A or JKM179 (see Table S1).
EMAP, drop assays, and DNA-combing methods are described in Supple-
mental Experimental Procedures. Cohesin experiments used nocodazole at
15 mg/ml with the yeast culture adjusted to 1%DMSObefore nocodazole addi-
tion. Imprecise and precise NHEJ assays were as in Matsuzaki et al. (2012).
ChIP experiments were performed as described in Cobb et al. (2003). For
ChIP-chip and associated bioinformatics analysis, see Tittel-Elmer et al.
(2012).
Protein Purification, Structure Studies, Peptide Arrays, and
Microscale Thermophoresis
Details are presented in Supplemental Experimental Procedures. The scan-
ning peptide array covered all of MRX except the coiled-coil domains of
Rad50, with 18-aa-long peptides with 9 aa overlap spotted onto a glass slide
by JPT Peptide Technologies.
Microscopy and Error Calculation
Details for live and fixed fluorescent imaging and quantitative analysis
including spot volume and spot separation in time lapse movies are described
in Supplemental Experimental Procedures. Structured illumination imaging
used a Zeiss Elyra S.1 microscope with an Andor iXon 885 EMCCD camera.
Error bars on graphs represent the SEM unless otherwise stated. Categor-
ical data such as the one- versus two-spot cohesin assay was tested for
significance using a two-tailed Fisher’s exact test (GraphPad), computing
exact p values using the method of summing small p values. The large spot
separation movie data set was tested for significance using a chi-square
with Yates correction test (GraphPad) against the relevant strain genotype
uncut. Continuous data such as LacI-GFP spot size was shown to be normally
distributed and then tested for differences using a two-tailed Student’s t test
(GraphPad). Significance cutoff was p < 0.05. All p values are listed in Table S4.
ACCESSION NUMBERS
The accession numbers for the rfa1-t11 N-OB crystal structure and the Rad50
ChIP-chip data reported in this paper are PDB: 5M1X and GEO: GSE88816,
respectively.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures,
four figures, four tables, and onemovie and can be foundwith this article online
at http://dx.doi.org/10.1016/j.molcel.2016.10.032.
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Supplemental figure legends 
Figure S1. The recessive mutation rfa1-t11 progresses normally through unperturbed S phase, and 
supports both origin firing and checkpoint activation on HU, related to figure 1  
(A) 10x dilution series on YPAD ± 50 mM HU for wild-type (wt) and rfa1-t11 strains containing a plasmid 
expressing either a wild-type RFA1, rfa1-t11 or empty vector, showing that rfa1-t11 is a recessive 
mutation. (B) Cell cycle profiles of propidium iodide (PI) stained nuclei after release from α-factor into 
0.2 M HU. Right panel is budding index of wild-type, tel1Δ rfa1-t11 and tel1Δ mre11Δ cells showing 
similar release profiles, to confirm proper progression into S phase. (C) Illustration highlighting key 
features of a 2D gel. 2D gel images showing replication fork firing at ARS607 (see Supplemental 
experimental procedures) in wt and rfa1-t11 in the presence of 0.2 M HU. Black arrows highlight 
replication bubble arcs. (D) Western blot showing Rad53 activation (phosphorylation upshift detected by 
antibody) after release from α-factor into 0.2 M HU in the indicated isogenic strains. Mcm2 is used as a 
loading control. 
Figure S2. Quantitative genetic interaction mapping of 1311 query strains reveals an epistatic 
relationship between rfa1-t11 and MRX mutants, related to figure 1 
(A) EMAP results showing the growth of double mutants on 0, 20, 100 mM HU. Yellow indicates an 
epistatic/suppressive interaction. Blue indicates a synergistic/additive interaction. Grey squares 
represent no growth due to cell death. (B) Heat maps of Pearson correlation coefficients showing 
patterns of synergism between 1311 nuclear proteins in untreated and 100 mM HU conditions. Red 
indicates a correlation while green indicates an anti-correlation. Black ring highlights the strong 
correlation between rfa1-t11 and mre11Δ. The 0 mM HU heat map is a duplication from Figure 1D to 
allow comparison with the 100 mM HU heat map. 
Figure S3. MRX complex physical interactions with rfa1-t11 and genetic interaction with sae2Δ, 
related to figure 3 
 (A) DNA agarose gel stained with SYBR green showing the effect of treatment of yeast extracts with 
1250 units of Benzonase. These samples were used for immunoprecipitations in Fig. 3A. All subsequent 
yeast extracts treated with Benzonase prior to IP for 30 min on ice. (B) Rad50-PK pulldown in wt, rfa1-
t11 and the indicated xrs2 mutants: xrs2-AA consists of two point mutations that disrupt Mre11 binding 
and xrs2-664 is a truncation of its entire C-terminus but maintains partial Mre11 binding. (C,D) Yeast-2-
hybrid between Rfa1 or rfa1-t11 and Mre11 or Xrs2. Error bars represent the SEM, n=3. (E) 10x dilution 
series on YPAD ± indicated amounts of HU, CPT, MMS and Zeocin in combinations of wild-type, sae2Δ 
and rfa1-t11 strains. 
Figure S4. TEV cleavage of Scc1 (Mcd1) results in expansion of a genetically tagged locus and 
uncoordinated sister chromatid dynamics, related to figure 4  
(A) Construct illustrating galactose-inducible TEV protease which cuts Scc1, allowing sister chromatids to 
separate. (B) Time course Western blot after galactose induction of a strain bearing TEV protease, 
showing full length (FL) Scc1, the resulting fragment after cleavage by Esp1 (Separase) or the form cut by 
TEV protease. Histone H3 is used as a loading control. Xrs2 levels do not change upon TEV induction. (C) 
Example images of foci at ARS607 before and after galactose-induced cleavage. Black circles highlight 
spot area in S phase cells and upon galactose-induction for 60 mins (TEV on). (D) Spot intensity profiles 
of SIM foci from experiments in Figure 6, n≥35. Full details and statistics are available in Table S4. (E) 
Quantitation of the percentage of frames containing 2 spots in movies ± TEV induction and a control 
strain that does not contain the galactose inducible TEV, n≥10. Full details and statistics are available in 
Table S4. Asterisks indicate a p value < 0.005.  
Supplemental movie legend 
Movie S1. Example movies of sister chromatid separation at induced DSBs, related to figure 7 
Example movies of LacI-GFP spots located at the LacO array adjacent to the MAT locus. Movies are 
acquired and processed as described in Fig 7. Top row, left to right: wt S phase 37 °C uncut, wt S phase 
37 °C cut 2h, mcd1-1 S phase 37 °C uncut, mcd1-1 S phase 37 °C cut 2h. Middle row: rfa1-t11 S phase 37 
°C uncut, rfa1-t11 S phase 37 °C cut 2h, rfa1-t11 mcd1-1 S phase 37 °C uncut, rfa1-t11 mcd1-1 S phase 
37 °C cut 2h. Bottom row: rad50Δ S phase 25 °C uncut, rad50Δ S phase 25 °C cut 2h. Scale bar = 2 µm. 
Supplemental tables and table legends 
Table S1 – Yeast strains and plasmids, related to figures 1-7  (included as an additional excel file) 
Table S2 - Summary of peptide binding data (included as an additional excel file), related to figure 3 
Table S3 - Cut efficiencies of strains used in experiments, related to figures 4,5,6,7 
Table S4 – Summary of statistics of microscopy experiments (included as an additional excel file), 
related to figures 5, 6, 7 
  
Table S3 - Cut efficiencies of strains used in experiments, related to figures 4,5,6,7 
Strain Relevant 
genotype 
Temperature 
°C 
Min after addition of 
galactose (HO induction) 
% of intact MAT 
GA6405 
 
wild-type 
 
30 0 100 
30 35 ± 14.36 
60 18 ± 3.08 
90 17 ± 3.9 
GA6406 
 
rfa1-t11 
 
30 0 100 
30 32 ± 14.28 
60 22 ± 1.45 
90 16 ± 9.13 
GA8858 wild-type 
 
25 0 100 
120 23 ± 2.56 
GA8256 rad50Δ 
 
25 0 100 
120 21 ± 9.45 
GA8569 
 
rfa1-t11 
 
25 0 100 
120 2 ± 1.44 
GA8067 
 
wild-type 
(untagged) 
30 0 100 
120 21 ± 0.74 
GA9194 Scc1-3HA 30 0 100 
120 18 ± 1.65 
GA9241 Scc1-3HA rad50Δ 30 0 100 
120 10 ± 1.68 
GA9246 
 
Scc1-3HA  
rfa1-t11 
30 0 100 
120 9 ± 0.62 
GA8067 
 
wild-type 25 0 100 
120 24 ± 2.1 
GA9229 mcd1-1 25 0 100 
120 16 ± 0.89 
GA9288 mcd1-1 rfa1-t11 25 0 100 
120 19 ± 1.25 
GA9291 mcd1-1 rad50Δ 25 0 100 
120 1 ± 0.02 
GA9247 mcd1-1 rfa1-t11 
rad50Δ 
25 0 100 
120 22 ± 2.3 
 
GA8067 
 
wild-type 37 0 100 
120 23 ± 1.3 
GA9229 mcd1-1 37 0 100 
120 10 ± 0.56 
GA9288 mcd1-1 rfa1-t11 37 0 100 
120 9 ± 1.82 
GA9291 mcd1-1 rad50Δ 37 0 100 
120 24 ± 2.35 
GA9247 mcd1-1 rfa1-t11 
rad50Δ 
37 0 100 
120 27 ± 2 
Supplemental experimental procedures 
Yeast strains and EMAP assay 
The rfa1-t11 allele was generated by transforming NheI-linearized plasmid pKU2-rfa1-t11 into 
W303-1A (Soustelle et al., 2002). Cells were selected for the plasmid-borne URA3 marker and 
plated on 5-fluoroorotic acid (5-FOA). The mutant was confirmed by sequencing and sensitivity 
to MMS and HU. Yeast strains were at grown at 30°C in YPAD media, unless stated differently. 
For experiments involving galactose driven induction of genes, yeast was grown in sterile 
filtered YPLGg media consisting of 1% yeast extract, 2% bactopeptone, 2% lactic acid, 3% 
glycerol and 0.05% glucose. Samples were always harvested in log phase cultures. EMAP was 
performed as in Hustedt et al., 2015.  
Drop tests and recovery assays 
For drop assays, overnight cultures were diluted to a starting density of OD600 = 0.5 and serial 1:10 
dilutions were plated on YPAD or the appropriate selective medium containing the indicated 
concentrations of MMS, HU or Zeocin. For liquid recovery or survival assays, overnight cultures were 
diluted to OD600 = 0.15 and grown for 3 h. Cultures were synchronized with  factor and were released 
into YPAD containing 0.2 M HU. After the indicated time points, relevant dilutions were plated onto 
YPAD and colonies were counted after 3 to 4 days. Recovery in (%) is the fraction of colonies at the 
indicated doses compared to the untreated control (0h) normalized to the survival of WT cells for each 
time point. Cut efficiency of the HO endonuclease at MAT was determined as in Horigome et al., 2014, 
and reflects cleavage of both sisters, which have identical sequence. Primer sequences are available. 
 2D gels 
Neutral/neutral 2D agarose gels were performed as described (Huberman et al., 1987; Wu and Gilbert, 
1995). Genomic DNA was isolated from cells at a density of 5x106–1x107 from GA-4973 and GA-
5048using a G-20 column (QIAGEN) followed by digestion with PstI. Genomic DNA was separated on a 
0.4% agarose gel in TBE for 40 h at 0.6 V/cm in the first dimension and on a 1.2% agarose gel in TBE at 3 
V/cm for 18 h. Replication intermediates at ARS607 were detected after Southern blotting and 
hybridization with a DIG-labeled probe. The relative ratio of fork firing is expressed as signal of bubble 
arc to the amount of 1N linear fragments, normalized to wild-type. 
  
DNA combing 
Dynamic molecular combing was performed as described previously (Michalet et al., 1997; Tourriere et 
al., 2005). Wild-type (GA-5382), rfa1-t11 (GA-5383), mec1-100 (GA-5385), and rfa1-t11 mec1-100 (GA-
5386) were arrested in G1. 20 min before release into S phase 0.4 mg/ml IdU was added. Cells were 
incubated for 90 min in YPAD containing 0.2 M HU and 0.4 mg/ml IdU, then washed and released into 
fresh YPAD in presence of 0.4mg/ml CldU for additional 90 min. IdU and CldU were detected with anti-
BrdU antibodies (BD44-Becton Dickinson and BU1/75-AbCys, respectively). Due to cross-reaction of the 
IdU- and CldU-specific antibodies, both channels are shown together as “replicated fiber fraction” 
(green/white channels Fig. 2D). DNA molecules were counter-stained with an anti-DNA antibody 
(MAB3034, Chemicon) and an anti-mouse IgG coupled to Alexa 647 (Molecular Probes). A Leica 
DM6000B microscope was used to record the images, which were processed as described (Pasero et al., 
2002). DNA fibers from 4 independent experiments were analyzed using MetaMorph. R was used for 
statistical analysis. Each experiment was checked for batch effects, before all DNA fibers per strain were 
pooled and analyzed by a paired Wilcox test. DNA fibers analyzed from rfa1-t11, mec1-100 and rfa1-t11 
mec1-100 cells were significantly different from wild-type cells (P<0.05).   
Co-immunoprecipitation (Pulldown) and Chromatin immunoprecipitation (ChIP) 
ChIP was performed as described in Cobb et al., 2003. G1-synchronized cells were released into 0.2 M 
HU-containing media at 30 °C for approximately 1 h and fixed with 1% formaldehyde at the indicated 
time points. Monoclonal anti-HA was used to precipitate HA-tagged DNA pol α (Cdc17-3HA). Cell 
extracts were incubated with BSA-saturated Dynabeads coupled to anti-HA antibody for 2 h at 4 °C. As a 
background control we used BSA-coupled Dynabeads without antibody. Real-time PCR was used for 
amplification of the precipitated DNA regions. Sequences for the primers/probes that amplify regions in 
the S. cerevisiae genome correspond to ARS607, a site 14 kb away from ARS607 and ARS501 as 
described in (Cobb et al., 2003). For quantification, Applied Biosystems 7500 Fast Real-time PCR System 
and software was used. The data for each strain are the average of 3 independent experiments with 
real-time PCR performed in duplicate (standard error of the mean is indicated by the error bars). 
Absolute fold enrichment at ARS607 or ARS501 was calculated for each time point as follows: the signal 
from the anti-HA-coupled Dynabeads was divided by the signal from the BSA-coated Dynabeads, after 
both signals were first normalized to the signal from input DNA. Relative enrichment at ARS607 or 
ARS501 was obtained by normalizing the absolute enrichment at ARS607 or ARS501 to the absolute 
enrichment at a locus 14 kb away from ARS607. Rad50-HA ChIP-chip was performed and analyzed as in 
Tittel-Elmer et al., 2012. 
Co-immunoprecipitations were done as in (Hustedt et al., 2015) with the following modifications: Roche 
complete protease inhibitor tablets (Sigma 04693116001) were used at double the recommended 
concentration to prevent Rad50 degradation and phosphatase inhibitors were not added. 1250 units of 
Benzonase (Sigma E1014) was added for 30 min on ice after bead beating to digest both RNA and DNA. 
Since Rfa1 bound non-specifically to beads a stringent wash was used consisting of: 10 mM Tris PH 8.0, 
500 mM LiAC, 0.2% NP-40, 0.5% Na-deoxycholate, 1 mM EDTA. Washes were done 3 x 5mins at 4 °C 
using a circular shaker set to 750 rpm. 
Western blotting and antibodies 
Western blotting of TCA precipitated proteins separated on a SDS-PAGE gel (Invitrogen) was performed 
as in (Seeber et al., 2013). Transfer was done using Biorad Turbo blot system onto PVDF membranes. 
Anti-actin was from Millipore (#MAB1501) and anti-Mcm2 was purchased from Santa Cruz (#6680). 
Rad53 protein was detected using a custom-made mouse monoclonal antibody (GenScript) against the 
FHA2 domain of Rad53. Anti-γH2A is a custom-made polyclonal antibody that is specific for phospho-
S129 in yeast H2A. Anti-Rfa1 is a polyclonal antibody raised against purified yeast RPA consisting of all 
three subunits and was purchased from Agrisera (#AS07214). Anti-PK was purchased from Acris 
antibodies (#SM1691). Anti-Mre11 is a rabbit polyclonal antibody (kind gift of John Petrini; Sloan 
Kettering Memorial Hospital, #59567). Monoclonal anti-HA 12CA5 was from Santa Cruz (#sc-57592). 
Yeast two hybrid analyses 
Two-hybrid analyses were performed using galactose inducible bait and prey as described (Bjergbaek et 
al., 2005). The lacZ reporter pSH18-34, the bait and the prey were transformed into EGY191 cells (GA-
1211). After glucose depletion, 2% galactose was added to the exponentially growing culture to induce 
the fusion proteins. The β-galactosidase assay for permeabilized cells was used to detect and quantify 
protein-protein interactions. Four independent transformants were analyzed in two or more 
independent experiments. Western blot analysis was used to check the expression of the fusion proteins 
(data not shown). Β-galactosidase units are defined as OD420/(OD600*dilution*time(min)). 
FACS analysis 
For FACS, cultures were grown as for Western blotting. A 1 ml sample was taken for each time-point and 
was spun down and fixed in 70% ethanol and stored at 4 °C. When ready for analysis samples were 
sedimented and resuspended in 50 mM Tris-HCL pH 7.5 + 200 µg/ml RNase A and digested for 2 h at 37 
°C. Samples were then sedimented and resuspended in 50 mM Na-Citrate pH 7.0 + 10 µg/ml PI. Samples 
were stained overnight at 4 °C. The following morning the samples were briefly sonicated and diluted in 
more Na-Citrate + PI. Samples were measured on a Becton Dickinson FACS Calibur and at least 10 000 
cells were measured. 
Protein expression and purification 
Budding yeast Rfa1-t111-132 was cloned into pOPINF vector using the In‐Fusion system (Clontech) 
(Berrow et al., 2007) and expressed in E. coli B834s cells (Novagen) grown in seleno-methionine-
supplemented medium (Molecular Dimensions).  Recombinant protein was affinity purified via an N-
terminal (His)6 tag using Ni2+‐NTA Superflow (Qiagen) according to manufacturer's instructions. The 
(His)6 tag was removed by HRV 3C protease digestion and the protein was further purified by anion 
exchange using 1 ml HiTrap Capto Q column (GE Healthcare) followed by gel filtration on a HiLoad 16/60 
Superdex 75 column (GE Healthcare) in 20 mM Tris pH 8.0, 150 mM NaCl, 0.02% NaN3 and 1 mM TCEP. 
The purified protein was concentrated to 20 mg/ml, flash-frozen in liquid N2 and stored at -80°C. 
Peptides and peptide microarray 
Scanning peptide array was designed to cover all of MRX excluding the coiled-coil domains of Rad50, 
using 18 amino acids long peptides with 9 amino acid overlap. Peptides were synthesized and spotted 
onto a glass slide by JPT Peptide Technologies GmbH according to the PepStar microarray protocol. 
Rfa11-132 and rfa1-t111-132 purified peptides were incubated on the peptide glass slide at a concentration 
of 0.3 mg/ml in a humid chamber at 4 °C for 1 h. The peptide slide was then washed 5x5 times in TBS-
Buffer + 0.1% Tween20 (TBS-T) with gentle agitation. Next, the primary Rfa1 antibody was incubated at 
a 1:10000 dilution in TBS-T with the slide for 1 h at 4 °C. The slide was washed as above. The fluorescent 
Alexa antibodies (Alexa647 anti-rabbit against the Rfa1 antibody and Alexa555 anti-mouse for the IgG 
control) were used at a 1:10000 dilution and incubated as above. Slide was then washed again as in the 
previous step followed by 5x5 min washes in deionized water. All solutions were filtered with a 0.2 µm 
filter. The slide was dried with a stream of air and immediately scanned with a Zeiss Axioimager Z1 
microscope. Images were stitched using Zen Blue software and analysis was done using the protein array 
analyzer plugin for Fiji (ImageJ) (Carpentier and Henault, 2010). 
N-terminal Cy5-labeled peptides of S. cerevisiae Rad50 (145-VPKAILEYVIFCHQEDSL-162; 163-
WPLSEPSNLKKKFDEIFQ-180; 1171-IRSDEVSSTVKGKSYNYR-1188) and S. cerevisiae Mre11 (82-
DKPCELELLSDPSQVFHY-99; 118-VFGISGNHDDASGDSLLC-135; 136-PMDILHATGLINHFGKVI-153) were purchased 
from JPT Peptide Technologies (Berlin, Germany). Peptides were dissolved in 0.1 M Tris pH 8.0 and 
stored as 4 mM stock solutions at -800C until use. 
Microscale thermophoresis (MST) 
Experiments were carried out in 20 mM Tris buffer pH 8.0 containing 150 mM NaCl, 0.05 % Tween-20 
and 0.5 mg/ml BSA. Purified S. cerevisiae Rfa1-N (residues 1-132) and Cy5-labeled Rad50 and Mre11 
peptides were centrifuged at 13200 g for 5 min at room temperature prior to the assays.  A dilution 
series of Rfa1-N yielding 14 different protein concentrations starting from 0.12 μM to 1000 μM was 
mixed separately with labeled Rad50 and Mre11 peptides at a fixed concentration of 25 μM. After 15 
min incubation at room temperature, followed by centrifugation at 5000 g for 5 min, approximately 4 μL 
of each solution was filled into Monolith NT Premium Coated Capillaries (NanoTemper Technologies 
GmbH). Thermophoresis was measured using a Monolith NT.115 instrument (NanoTemper Technologies 
GmbH) at 23°C with 5 s / 30 s / 5 s laser off/on/off times, respectively. Instrument parameters were 
adjusted to 1-20 % LED power and 20 % MST power. Data of three independently pipetted 
measurements were analyzed (NT Analysis software version 1.5.41, NanoTemper Technologies GmbH) 
using the signal from thermophoresis and plotted using GraphPad Prism version 6.01 (La Jolla, CA, USA). 
 
Name Sequence Protein Kd ± SEM (µM) 
VPK VPKAILEYVIFCHQEDSL Rad50 63.6 ± 7  
DKP DKPCELELLSDPSQVFHY Mre11 n.d. 
IRS IRSDEVSSTVKGKSYNYR Rad50 n.d. 
VFG VFGISGNHDDASGDSLLC Mre11 n.d. 
WPL WPLSEPSNLKKKFDEIFQ Rad50 n.d. 
PMD PMDILHATGLINHFGKVI Mre11 n.d. 
 
Crystallization 
Crystals of Rfa1-t111-132 were grown at 20 °C using the sitting-drop vapor diffusion method after mixing 
0.1 μl of Rfa1-t111-132 (20 mg/ml in 20 mM Tris pH 8.0, 150 mM NaCl, 0.02% NaN3 and 1 mM TCEP) with 
0.1 μl of reservoir containing 200 mM ammonium fluoride and 20% (w/v) PEG 3350. Crystals were 
transferred into a cryo-solution (20 mM Tris pH 8.0, 150 mM NaCl, 200 mM ammonium fluoride, 20% 
(w/v) PEG 3350, 24 % (v/v) ethylene glycol) and flash frozen in liquid N2 for data collection. Diffraction 
data were collected at the Swiss Light Source, Paul Scherrer Institut, Villigen, Switzerland. 
Atomic coordinates and structure factors for Rfa1-t111-132 have been deposited in the Protein Data Bank 
under accession code 5M1X. 
Structure determination and model building 
Reflection data were indexed, integrated, and scaled using XDS (Kabsch, 2010). The structure of Rfa1-
t111-132 was solved using the AutoSol pipeline implemented in the PHENIX package via SAD, using four 
seleno-methionine sites per molecule (Adams et al., 2010). The initial AutoSol structural model was 
manually completed and refined by the crystallographic simulated annealing routine followed by 
individual B-factor refinement in PHENIX. The final model was obtained after several cycles of manual 
rebuilding in COOT (Emsley et al., 2010) followed by refinement rounds in PHENIX and BUSTER (Bricogne 
et al, 2010). The Rfa1-t111-132 structure was validated using Molprobity (Chen et al., 2010) and COOT. 
Structural images for Figure 1B were prepared with PyMOL (DeLano Scientific; 
http://pymol.sourceforge.net/). Data collection and refinement statistics are found in Table 1.  
DSB end separation assay 
The DSB end separation assay was performed as in (Lobachev et al., 2004). 
Microscopy 
Live microscopy used an Olympus IX81 microscope equipped with a Yokogawa CSU-X1 scan head, an 
EM-CCD Cascade II (Photometrics), a ASI MS-2000 Z-piezo stage and a PlanApo x100, NA 1.45 total 
internal reflection fluorescence microscope oil objective. Fluorophores were excited at 567 nm 
(mCherry, ~30 μW), 515 nm (YFP, ~65 μW) and 491 (GFP, ~75 μW). Time-lapse series (1 min) of 8 optical 
slices per stack were streamed for 750 timepoints. Live cell cultures were imaged for a maximum of 60 
minutes. Fixation of cells was done using 4% PFA for 1 min followed by washing 3x and then 
resuspending the cells in PBS. Mre11-YFP and cohesin spot separation experiments of fixed cells were 
acquired using 50 ms exposures of 50 slices with 0.2 µm intervals. For experiments where the DSB was 
marked on either side of the break 100 ms exposures were used with 50 slices at 0.2 µm intervals. 
Images were deconvolved and where necessary, channel aligned, using Huygens Pro.  
Microarray slides were scanned with a Zeiss Axioimager Z1 microscope with a Plan-APOCHROMAT 
10x/0.45 M27 objective lens and either Alexa555 or Alexa647 filter. The light source used was an X-Cite 
120 EXFO Metal Halide lamp and images were detected on an Axiocam 506 camera. 50 ms exposures 
were used for the Alexa555 signal and 100 ms exposures for the Alexa647 signal. 120 tiles were taken, 
covering the whole peptide array and then stitched together using Zen Blue software.  
Structured illumination images were acquired on a Zeiss Elyra S.1 microscope with a Andor iXon 885 
EMCCD camera using a HR diode 488 100nW solid state laser, BP 525-580 + LP 750 filter and a PLAN-
APOCHROMAT 63x N.A. 1.4 oil DIC objective lens. Cells were fixed to a glass slide using Concanavalin A 
and a thin SIM grade Zeiss 1.5 glass coverslip was used while imaging. Cells were fully sectioned by 50 
slices with 0.1 nm intervals taken at 50 ms exposures per slice using 5 rotations of the illumination grid. 
Brightfield images of the cells were also acquired using an X-Cite PC 120 EXFO Metal Halide lamp. Zen 
Black was used to process the images using automatic settings but retaining the raw scale.  
Spot volume analysis 
Spot volumes were determined by first creating a maximum intensity projection of the acquired 3D SIM 
stack. Fiji (ImageJ) was then used to segment the images to allow for easy particle detection and 
determination of both area and mean intensity of each particle. Particle detection and segmentation 
was done using the same setting for all images. The detected particles where then overlaid on the 
corresponding bright field images to allow for cell cycle phase determination.  
Spot separation movie analysis 
Time lapse movies were maximum intensity projected and spot separation was measured in the X and Y 
dimensions using the Fiji spot tracking plugin Trackmate (Jaqaman et al., 2008) with the following 
settings: Differences of Gaussian (DoG) detector with estimated blob diameter 0.3 µm, sub-pixel 
localization enabled, LAP tracker with frame to frame linking, segment gap closing (maximum frame gap 
of 20 frames), track segment splitting and track segment merging set to maximum distances of 0.5 µm. 
Length of splitting evens were analyzed using a custom Fiji script available on request. 
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CHAPTER 7: CONCLUDING REMARKS AND FUTURE PROSPECTS 
In this thesis I have explored three separate projects connected by the underlying theme of DNA 
damage. All three projects used S. cerevisiae as a model organism and relied heavily on microscopy-
based techniques to test their core hypotheses. The first two projects focused on how DNA damage 
changes the dynamics of chromatin. The third project was a more mechanistic study of the role of the 
MRX complex at DSBs and stalled replication forks. This section is divided into three summaries of 
the main conclusions of Chapters 4, 5, and 6, followed by a discussion of the direction future work 
related to these projects should take.  
 
i) The mechanism of DNA-damage-induced chromatin mobility  
In Chapter 4 I investigated the mechanisms that drive damage-induced chromatin motion both at the 
site of a DSB (in cis) or at other undamaged loci (in trans). We found that movement of undamaged 
chromosomal loci stimulated in trans by DNA damage, shows increased movement in a dose-
dependent manner (Figure 1). This was ATP-dependent, and required activation of the DNA damage 
checkpoint. Importantly, we could show that activation of the DNA damage checkpoint in the 
absence of damage by artificial tethering of checkpoint proteins to a chromosomal locus was sufficient 
to increase movement both in cis as well as in trans. Continuing previous work (Neumann et al., 2012) 
we could show that the INO80 chromatin-remodeling complex is required for both in cis and in trans 
movement (Figure 1). Interestingly, other chromatin remodeling enzymes, such as Chd1 or Swr1, do 
not seem to be required for damage-induced 
chromatin movement. 
 
Figure 1: Graphical summary of the key 
findings in Chapter 4. Resection at a DSB 
leads to accumulation of ssDNA and binding 
of RPA. This signals the recruitment of repair 
proteins and activates the DDR. Global 
chromatin movement (in trans) is enhanced 
by checkpoint kinase activation and requires 
Mec1, Rad9 and Rad53. Increased movement 
of a DSB only requires Mec1 and Rad9 (Dion 
et al., 2012). Downstream from checkpoint 
activation, the INO80 subunits Arp5 and 
Arp8 are required for both in cis and in trans 
movement. It is still unknown which 
subunits of INO80 need to be 
phosphorylated to regulate damage-induced 
increased chromatin motion. 
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ii) Polymer modeling of chromatin loci allows local chromatin structure to be predicted 
In Chapter 5 we investigated what new insights could be made into changes in chromatin structure at 
the site of an inducible DSB by statistical analysis of single-particle trajectories. First, we updated our 
imaging regime in order to use robust statistics to extract a number of parameters from single-particle 
trajectories, such as the diffusion coefficient, the character of the movement (anomalous diffusion), 
the forces acting on the chromatin, and the confinement of the locus. We were able to determine that 
nuclear “rocking” is a major contributor to chromatin motion, and that this effect can be reduced by 
depolymerization of the actin cytoskeleton using Latrunculin A. Removal of this “rocking” let us study 
pure chromatin motion.  
We extracted parameters from trajectories of the locus in both cut and uncut conditions. Using the 
parameters extracted from these conditions we modeled chromatin using a β-polymer model (Amitai 
and Holcman, 2013). Our simulations predicted that chromatin would expand at the site of a DSB: 
this was confirmed by super-resolution imaging where we measured the volume of GFP-LacI foci 
bound to a lacO array. As observed by others (Neumann et al., 2012; Strecker et al., 2016) we found 
that the INO80 complex is required to increase the movement of a DSB, and that DSBs do not expand 
in an INO80 mutant. Our simulations also predicted that a break would move to the periphery of its 
local domain, driven simply by modification of the chromatin surrounding the break – no active force 
is needed. 
In summary, this research describes a workflow that takes single-particle trajectories of DSBs and 
extracts a series of parameters. These parameters give useful information about the motion of the 
locus. In addition, they can be used in polymer simulations to make predictions about local chromatin 
structure at the observed sites: these can then be tested (see Figure 2). 
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Figure 2: Using statistical analysis of single-particle trajectories to model chromatin and make 
predictions about its structure and mechanics. See section ii) for details. 
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iii) The role and mechanism of recruitment of the MRX complex to stalled replication forks and DSBs  
Chapter 6 reports a long investigation into understanding the functional epistasis behind the 
recombination-defective rfa1-t11 mutant allele and mutants of the MRX complex. We describe a 
mechanism whereby RPA recruits the MRX complex through the N-terminal OB fold of Rfa1 to both 
stalled replication forks and DSBs. MRX binds to the N-OB fold of Rfa1 through multiple 
configurations, including through the ATPase domain or Rad50. At stalled replication forks, the 
interaction between Rfa1 and MRX is crucial to prevent fork collapse. Interestingly, checkpoint 
activation is unaffected in the rfa1-t11 mutant after hydroxyurea treatment. At DSBs the interaction 
allows the MRX complex to hold sister chromatids and the end of DSBs together to ensure faithful 
DNA repair (see Figure 3). Importantly, MRX holds sisters together at DSBs independently of 
cohesin.  
 
 
 
Figure 3: Upper panel – Crystal structure of the N-terminal OB fold of Rfa1 showing the rfa1-t11 
mutation. This single amino acid substitution of lysine 45 to a glutamate disrupts the basic batch 
surrounding K45. Lower panel – The MRX complex is recruited to a DSB where it can hold sister 
chromatids as well as the ends of a DSB together. 
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Future directions 
An important question that is not answered in this thesis concerns how the DNA damage checkpoint 
signals to the INO80 complex to bring about damage-induced chromatin motion (in cis or in trans). 
One possibility could be due to the fact that subunits of the INO80 complex are directly 
phosphorylated by Mec1 and Rad53 (Hustedt et al., 2015; Morrison et al., 2007). One known target is 
Ies4, a subunit of INO80 that does not significantly alter DNA repair, and is phosphorylated by 
Mec1/Tel1 (Hustedt et al., 2015; Morrison et al., 2007). Another possibility is that the checkpoint may 
indirectly signal to INO80, facilitating its recruitment through, for instance, phosphorylation of H2A 
(Morrison et al., 2004; van Attikum et al., 2004). However, this is unlikely to be the mechanism that 
drives damage-induced chromatin motion since deletion of RAD9, which abrogates increased 
movement does not affect H2A phosphorylation (Seeber et al., 2013). Chromatin motion analysis of 
Ies4 phosphorylation mutants would be an easy way to start to approach this question. Following this, 
a more in-depth analysis of the phosphorylation of INO80 by DNA damage checkpoint kinases would 
be required. 
In the introduction I raised multiple concerns about issues arising from Strecker et al., 2016. The 
reason for this is that at the moment there are two major hypotheses that claim to explain damage-
induced chromatin movement. Strecker et al. claim that cis and trans damage-induced movement both 
arise from centromere (and telomere) detachment. This is also supported by the observation that 
artificial centromere detachment can increase chromatin movement (Strecker et al., 2016; 
Verdaasdonk et al., 2013). Our lab claims that movement arises from changes in chromatin structure 
brought about by the INO80 nucleosome remodeling complex (Dion et al., 2012; Hauer et al., 2017; 
Neumann et al., 2012; Seeber et al., 2013). Both sides of this debate implicate the DNA damage 
checkpoint as important, and both sides show the need for INO80. It remains a possibility that these 
two hypotheses are not mutually exclusive and that both are affecting movement through the same 
pathway or through the same enzyme complex that has more than one function. Experiments to test 
this are ongoing. 
In Hauer et al. (2017) we show that DNA damage induced by the radiomimetic drug Zeocin or IR 
causes degradation of histones on DNA in a manner dependent on INO80 and the DNA damage 
checkpoint. Other DSB repair proteins, such as Rad51, or other chromatin remodeling complexes, 
such as Swr1, are not required. This loss of histones is associated with an expansion of chromatin and 
a subsequent increase in chromatin movement. We conclude that this loss of histones is what drives 
the increase in mobility. Two important controls support this conclusion. The first evidence comes 
from the stufy of a mutant bearing a double deletion of the S. cerevisiae high mobility group box 1 
(HMGB1) homologues (NHP6A and NHP6B), which has been shown to have approximately 20% 
less nucleosome density on DNA (Celona et al., 2011). This results in increased chromatin movement 
compared to a wild-type strain, even in the absence of DNA damage. The second control is a S. 
cerevisiae strain where single copies of both histone H3 and H4 are expressed under an inducible 
promoter. Shutting off this promoter reduces total histone levels on DNA by approximately 20-30%. 
Chromatin movement of undamaged loci in this histone-depleted state results in increased chromatin 
movement, much like in the nhp6 double mutant. One caveat might be that the depletion of histone 
H4 causes declustering of kinetochores (Bouck and Bloom, 2007). This effect likely stems from 
disruption of the nucleosome at the centromere that contains Cse4 (centromere-specific histone H3-
like protein, also called CenH3; Henikoff and Henikoff, 2012). Consistent with this hypothesis the 
depletion of normal H3 does not have the same effect as it is not present at centromeres. Thus, while 
nucleosome loss certainly drives increased chromatin movement, it is not clear whether this effect 
stems from disruption of centromere attachment to the spindle pole body or from a change in 
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structure of the chromatin fiber in general. To resolve this important issue, the kinetochores in the 
double nhp6 mutant could be examined to see if they are partially declustered. If they are not 
declustered, then chromatin movement driven by nucleosome loss can be separated from that of 
movement based on centromere detachment.  
It should also be noted here that mutants that disrupt the INO80 complex have been shown to disrupt 
centromere structure in S. cerevisiae (Chambers et al., 2012). This leads to chromosome segregation 
errors and can generate aneuploidy. However, chromatin motion in undamaged INO80 mutants is no 
different to wild-type even though they have a disrupted centromere structure (Neumann et al., 2012; 
Seeber et al., 2013; Strecker et al., 2016). INO80 does affect chromatin structure at loci where 
increased movement is observed (Hauer et al., 2017; Neumann et al., 2012; Seeber et al., 2013) and, 
specifically, is necessary for DSB expansion (see Chapter 5). In addition, artificially targeting the 
INO80 complex to a chromosomal locus is sufficient to increase its mobility (Neumann et al., 2012). 
While one could argue that a single DSB could cause centromere detachment, it is not obvious how 
targeting INO80 to a specific locus in the middle of a chromosome arm would also affect the 
centromere of the same chromosome. The regulation of INO80 in response to damage, how it causes 
histone degradation, and resolving the issue of whether or not centromere detachment drives damage-
induced chromatin motion remain open and interesting lines of future research.  
Expanding chromatin movement assays to mammalian cells would also be interesting, in order to see 
if the same mechanisms are conserved in higher eukaryotes. For instance, does loss of HMGB1 in 
mammalian cells also cause a general increase in mobility? Damage-induced mobility does appear to 
be conserved in mammalian cells (summarized in the Introduction), but the understanding of how 
exactly it is regulated is still at an early stage. The fact that centromeres in mammalian cells only 
become attached to the centriole after nuclear envelope breakdown argues that other factors must 
serve to increase interphase DSB movement besides centromere release. Are these the same factors 
as in S. cerevisiae, such as chromatin remodeling enzymes? It would also be of interest to investigate if 
damage-induced histone loss is conserved in mammalian cells. Related to this is the question of 
whether chromatin expands in mammalian cells due to DNA damage. While the effect of microtubules 
has been somewhat elucidated (Lottersberger et al., 2015), the contribution of the actin cytoskeleton 
to mammalian chromatin movement is not completely clear. The increased mobility of uncapped 
telomeres does not seem to be affected by Latrunculin A treatment (Dimitrova et al., 2008), and bulk 
movement of chromatin measured by diffusion of photoactivated PA-GFP tagged histone H4 also 
appears unaffected (Wiesmeijer et al., 2008). However, uncapped telomeres already show increased 
dynamics which may mask any effect of Latrunculin A. The measurement of chromatin diffusion as 
done by Wiesmeijer et al., was not quantitative, and in the words of the authors, “Cells treated with 
Latrunculin revealed a change in cellular and nuclear morphology, which made it more difficult to 
interpret the movement of photoactivated chromatin regions in time-lapse experiments”. It would still 
be worthwhile for the result of the effect of Latrunculin A treatment on the movement of a normal 
mammalian chromatin locus to be published to settle this issue. 
In the Introduction, I explained that one proposed function of damage-induced chromatin movement 
might be to enhance the efficiency of homology search during homologous recombination: I also 
highlighted the evidence for and against the hypothesis. This hypothesis has yet to be directly tested 
and is certainly worth investigating. 
The MRX(N) complex is highly studied, with an average of 50 articles published on the topic per year 
since the early 2000s. The majority of these articles investigate the role of MRX in some aspect of 
DNA repair, with a minority focusing on the role of MRX in replication fork stability or telomere 
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length maintenance. MRX is thus a competitive field with the majority of “low-hanging fruit” 
experiments already done. This does not mean that there is nothing left to do.  
There are still many aspects of aspects of MRX function at DSBs or stalled replication forks to 
understand. In particular, how exactly MRX binds to the N-OB fold of Rfa1 is a difficult question to 
answer. Both MRX and RPA are difficult to work with, and MRX appears to contain multiple binding 
sites for Rfa1. Since we have the crystallization protocol for Rfa1 N-OB, and because this peptide 
crystalizes readily, it would be interesting to try and co-crystallize the confirmed Rad50 interacting 
peptide that binds Rfa1 in a rfa1-t11 sensitive manner (see Chapter 6).  
Our study has shown that it is possible for MRX to hold sister chromatids together at sites of DNA 
damage. This function could be studied more in-depth since we do not know how MRX physically 
does this (i.e. using rings or hook-hook structures; Figure 3). It would also be interesting to know what 
the minimal required length of the long coiled-coil arms of Rad50 is, to be able to encircle or tether 
sister chromatids. Finally, it would be important to test if the sister chromatid stability function of 
MRX that we observe in yeast is conserved in mammalian cells. 
Many proteins such as the transcription factor, TFIIH (Compe et al., 2012) or the repair protein, 
BRCA1 (Hatchi et al., 2015), have been shown to function in multiple biological processes, playing 
roles that were unanticipated at the time of their discovery. TFIIH, for instance, was first characterized 
as a general transcription factor and was later shown to be necessary to open DNA, allowing the 
incision and excision of damaged nucleotides (Compe et al., 2012). In contrast, BRCA1 was first 
described as an important tumor suppressor gene due to its DNA repair activity and role in the DNA 
damage response (Roy et al., 2012). This function has now broadened with the publication of data 
that links BRCA1’s repair activity to transcription (Hatchi et al., 2015). Hatchi et al., show that BRCA1 
one is necessary to prevent transcriptional DNA damage arising at nearby R-loops (RNA:DNA 
hybrids). The mechanism of this damage suppression is not clear but involves the interaction of 
BRCA1 with senataxin, an RNA/DNA helicase (Santos-Pereira et al., 2015), and subsequent 
recruitment of BRCA1/senataxin complexes to R-loop associated transcription termination regions 
(Hatchi et al., 2015).  
Like, BRCA1, the MRX complex may also be involved in transcription. While there is scant published 
evidence of a role for MRX in transcription, there are hints. For example, all three subunits of the 
mammalian MRN complex interact with the transcriptional coactivator, p300 (Jung et al., 2005). In 
addition, recruitment of the MRN complex (in conjunction with topoisomerase I) modulates enhancer 
activation (Puc et al., 2015). Here, topoisomerase I is thought to relieve torsional stress arising from 
the synthesis of RNA at enhancers. While the authors propose that MRN may be recruited to remove 
“stalled” topoisomerase I from DNA (Puc et al., 2015), it is not clear that this is actually occurring. 
Finally, unpublished results from Peter Stirling’s laboratory indicate that in the absence of MRX, more 
R-loops are generated with a concomitant increase in γH2A foci. Both of these affects can be rescued 
by the overexpression of RNase HI, showing that MRX appears, much like BRCA1, to suppress 
transcriptional DNA damage arising from RNA-DNA hybrids.  
In collaboration with the Pasero laboratory, we are now investigating the role of MRX in transcription. 
Exciting new data suggest that MRX may be able to regulate transcription through genome 
organization (Jérôme Poli, unpublished data). These unpublished results, which I have participated in 
collecting and analyzing, use the well-studied galactose inducible promoter GAL1-10 locus (Brickner 
et al., 2016; Cabal et al., 2006; Kalverda et al., 2008; Texari et al., 2013). Upon activation in galactose, 
this locus relocates to the nuclear pores. Our results show that, in cells lacking functional MRX, the 
GAL1-10 does not relocate to the nuclear periphery. We show that MRX is normally recruited to this 
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locus and that in its absence, fine tuning of transcription at GAL1-10 is defective. Interestingly, 
mutants in MRX also exhibit altered histone marks, including H3K4ac, and have reduced nucleosome 
density at the GAL1-10 promoter (Poli et al., in preparation). Further studies will focus on determining 
if and how the MRX complex could link chromatin position in the nucleus to its 
conformation/organization at the gene level. These results are the first to show a role for the MRX 
complex in transcriptional regulation, and will be an exciting new aspect of the MRX complex to 
research. 
In conclusion, this thesis has validated the existence of DNA damage-induced chromatin movement., 
through mechanisms that act both in cis and in trans. It has shown that both the DNA damage 
checkpoint and INO80 are key regulators of movement. This thesis shows that combining polymer 
models with single particle trajectory analysis of chromosomal loci can lead to novel predictions about 
local chromatin structure. Finally, this thesis has proved that the MRX complex is required to hold 
sister chromatids together at breaks independently of cohesin. Understanding the role of chromatin 
movement in DNA repair as well as the mechanism of damage-induced movement remains a 
challenge, for which S. cerevisiae has proven to be a capable and relevant model organism.  
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APPENDICES 
List of abbreviations 
53BP1: p53 binding protein 1, a critical DSB repair protein that antagonizes DNA end resection to 
promote repair by non-homologous end joining and plays a critical role in the DNA damage 
checkpoint 
alt-NHEJ: alternative non-homologous end joining, a mutagenic pathway in which previously 
resected DNA ends are ligated together, also called microhomology-mediated NHEJ (MM-NHEJ) 
ATR: ataxia telangiectasia and Rad3-related protein, a critical protein kinase in the DNA damage 
response pathway. Mec1 in S. cerevisiae.   
D-loop: displacement loop, the DNA structure caused by strand invasion that displaces one strand 
of the duplex DNA that serves as the template for HR 
DSB: DNA double-strand break, a DNA lesion in which both strands of DNA are broken 
HC: heterochromatin, highly condensed, and predominantly repetitive and transcriptionally 
repressed chromatin region that reside at the nuclear periphery and/or in intranuclear depots.   
HP1: heterochromatin protein 1, a chromodomain-containing protein that associates with 
heterochromatin 
HR: homologous recombination, a major pathway of DSB repair that requires a homologous 
template 
IR: ionizing radiation consisting of particles, X-rays, or gamma rays with sufficient energy to cause 
ionization in the medium through which it passes. 
KASH: Klarsicht/Anc-1/Syne1 homology, a family of orthologous tail-anchored outer nuclear 
membrane proteins that make up the cytoplasmic aspect of the LINC complex 
LINC complex: linker of nucleoskeleton and cytoskeleton, a complex of inner nuclear membrane 
SUN proteins and outer nuclear membrane KASH proteins that spans the nuclear envelope 
LOH: loss of heterozygosity 
MRX(N): Mre11-Rad50-Xrs2 (Nbs1 in mammals) complex, important for DSB repair and 
stabilization of stalled replication forks 
MSD: mean squared displacement 
NHEJ: non-homologous end joining, a major pathway of DSB repair that involves direct ligation of 
the DSB  
NPC: nuclear pore complex, the massive protein complex that stabilizes nuclear pores and controls 
the bidirectional traffic of macromolecules in and out of the nucleus 
NORs: nucleolar organization regions, the regions of the genome that give rise to nucleoli, later 
established as being the rDNA 
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OB fold: oligonucleotide binding fold. 
rDNA: ribosomal DNA, the repetitive region of the genome that is composed of repeats of the 
genes encoding the ribosomal rRNA subunits. It resides in the nucleolus 
R-loops: an R-loop is a three-stranded nucleic acid structure, composed of a DNA:RNA hybrid and 
the associated non-template single-stranded DNA (ssDNA).  
rRNA: the RNAs produced from the rDNA that make up the bulk of the ribosomes 
RPA: replication protein A, a trimeric (Rfa1,2,3) complex that binds ssDNA, coating it during 
replication and DNA repair and acting as a major protein recruitment scaffold 
SDSA: synthesis-dependent strand annealing, a template-dependent repair mechanism that proceeds 
without Holliday junction intermediates and leads to non-crossover products 
SMC5/6: a cohesin-related protein complex important for genome integrity, linked to SUMOylation 
activity 
SSA: single-strand annealing, a template-independent (but homology-dependent) repair mechanism 
in which the copy number of tandem repeats can be reduced after DSB resection 
ssDNA: single strand DNA 
STUbL: SUMO-targeted ubiquitin ligase, a family of proteins that induce ubiquitination of target 
proteins and require prior SUMOylation 
SUMO: small ubiquitin-like modifier, a small protein that can be conjugated to lysine residues on 
target proteins 
SUN: Sad1/Unc84, a family of orthologous integral inner nuclear membrane proteins that make up 
the nuclear aspect of the LINC complex 
TRF2: telomere repeat (binding) factor, a component of the Shelterin complex that protects 
chromosome ends 
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Non-thesis related contributions 
This is a summary of contributions that I made during my PhD to other bodies of work not directly 
related to my thesis. Where necessary I state my contribution. 
Peer-reviewed Publications 
Poli, J., Gerhold, C.-B., Tosi, A., Hustedt, N., Seeber, A., Sack, R., Herzog, F., Pasero, P., Shimada, 
K., and Hopfner, K.-P. (2016). Mec1, INO80, and the PAF1 complex cooperate to limit 
transcription replication conflicts through RNAPII removal during replication stress. Genes & 
Development 30, 337-354. 
Here I developed a microfluidic live-cell assay and analysis suite based on the image processing program ICY to 
monitor the levels of fluorescently tagged proteins in cells. In this case I measured the levels of Rpb1 and Paf1 after 
treatment with HU.  
 
Hauer, M., Seeber, A., Singh, V., Thierry, R., Amitai, A., Kryzhanovska, M., Eglinger, J., Holcman, 
D., Owen-Hughes, T. (2016) Histone degradation in response to DNA damage enhances chromatin 
dynamics and recombination rates. Nature Structural and Molecular Biology, 24, 99-107. 
In 2013 during publication of my Genes & Development paper I obtained the first result showing that histones are 
lost and that chromatin expands in response to Zeocin treatment. I contributed these initial results which Michael then 
expanded and built his work on. I also contributed directly to this article by providing tracking data of loci in damage 
conditions as well as establishing the automated live cell assay to monitor protein levels in the nucleus after DNA 
damage that was used in Poli et al. Finally, I performed the integration efficiency assay in Figure 8a and some of the 
imaging in Figure 8b. 
 
Hustedt, N., Seeber, A., Sack, R., Tsai-Pflugfelder, M., Bhullar, B., Vlaming, H., van Leeuwen, F., 
Guénolé, A., van Attikum, H., and Srivas, R. (2015). Yeast PP4 interacts with ATR homolog Ddc2-
Mec1 and regulates checkpoint signaling. Molecular Cell 57, 273-289. 
In this work I did the microscopy consisting of counting Ddc2, Psy2 and Rfa1 foci after treatment with HU or 
Zeocin. In addition, I developed an assay to measure FRET between these proteins confirming Nicole’s biochemical 
work. 
 
Shimada, K., Filipuzzi, I., Stahl, M., Helliwell, S.B., Studer, C., Hoepfner, D., Seeber, A., Loewith, 
R., Movva, N.R., and Gasser, S.M. (2013). TORC2 signaling pathway guarantees genome stability in 
the face of DNA strand breaks. Molecular Cell 51, 829-839. 
At the beginning of my PhD in Susan’s lab I was learning how to do CHEF gels and doing chromatin mobility 
assays. At the time Rodney Rothstein was using caffeine as a way to prevent damage induced chromatin movement 
through inhibition of Mec1/Tel1. I attempted to repeat his results but rather found that caffeine combined with Zeocin 
strongly increased the damage induced movement response. I showed by CHEF gel that caffeine and Zeocin together 
caused the same yeast chromosome shattering that Kenji was observing, certainly due to the fact that caffeine does not 
specifically inhibit Mec1/Tel1 and will inhibit many other kinases including those in the TOR pathway. While we 
didn’t use my result in the paper we did use it as a reply to a specific reviewer comment. 
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Chen, J., Young, S.M., Allen, C., Seeber, A., Péli-Gulli, M.-P., Panchaud, N., Waller, A., Ursu, O., 
Yao, T., and Golden, J.E. (2012). Identification of a small molecule yeast TORC1 inhibitor with a 
multiplex screen based on flow cytometry. ACS Chemical Biology 7, 715-722. 
While I was in Robbie Loewith’s lab in Geneva I was working with many small molecule inhibitors of TORC1 and 
in this case contributed by characterizing one of these inhibitors. I did this by monitoring the phosphorylation state of 
targets of TORC1 by western blot.  
 
Review articles and book chapters 
Horigome, C., Dion, V., Seeber, A., Gehlen, L.R., and Gasser, S.M. (2015). Visualizing the 
spatiotemporal dynamics of DNA damage in budding yeast. Methods in Molecular Biology (Clifton, 
NJ) 1292, 77-96. 
Here I contributed to writing the methods section on chromatin mobility assays. 
 
Chen, J., Young, S.M., Allen, C., Waller, A., Ursu, O., Strouse, J.J., Yao, T., Golden, J.E., Peterson, 
B.R., Foutz, T.D., Seeber, A., et al. (2010). Profiling a Selective Probe for RTG Branch of Yeast 
TORC1 Signaling Pathway. Probe Reports from the NIH Molecular Libraries Program 
Here the data from Chen et al., was published as a report from the NIH Molecular Libraries Program. 
 
Patent 
“Methods for increasing the frequency of gene targeting by chromatin modification” 
Inventors: Hauer, M., Seeber, A. and Gasser, S.M.,  
 
  
193 
 
Curriculum Vitae 
Andrew Seeber 
andy.seeber@gmail.com 
33 Riehentorstrasse · 4058 Basel · +44 (0) 78 625 2126 
 
 
Date of Birth: 28 October 1987 
Civil Status: Married to Michelle DiPietro 
Citizenship: South Africa/Ireland 
Residency: Switzerland, C Permit 
PRESENT POSITION 
Friedrich Miescher Institute for Biomedical Research 
PhD Student 
Basel, CH 
11.2011 - Present
EDUCATION 
Friedrich Miescher Institute for Biomedical Research 
University of Basel 
PhD, Genetics 
Dissertation: “Chromatin dynamics in DNA double-strand break repair” 
Basel, CH 
11.2011 - Present 
 
University of Geneva 
NCCR Frontiers in Genetics PhD rotation program 
Geneva/Basel, CH 
10.2010 – 11.2011 
 
Hong Kong University of Science and Technology 
NUIG Funded Exchange Fellowship 
Kowloon, HK 
1.2009 – 7.2009 
 
National University of Ireland, Galway 
Bachelor of Biomedical Science, 1st Class Hons 
Galway, IE 
9.2006 – 6.2010 
RESEARCH EXPERIENCE 
Friedrich Miescher Institute for Biomedical Research 
PhD student; Advisor: Susan M. Gasser 
Chromatin dynamics in DNA double-strand break repair 
– Developed an imaging regime to study chromatin dynamics in living cells 
– Identified the biological mechanism that drives chromatin movement  
– Characterized how sister chromatids are held together at double-strand breaks 
Basel, CH 
11.2011 - Present
194 
 
 
Advanced Imaging Center, Janelia Research Campus 
Janelia Research Campus visitor program 
PhD student; Advisor: Teng-Leong Chew 
Applying aberration-corrected multifocus microscopy to chromatin dynamics 
Ashburn,USA 
8.2015 – 9.2015 
Cold Spring Harbor Laboratory  
Yeast Genetics and Genomics course 
Advisors: Prof. Jeffery Strathern and Prof. Jeffery S. Smith 
Intensive training course in the use of S. cerevisiae as a model organism 
NY, USA 
7.2011 – 8.2011
 
Friedrich Miescher Institute for Biomedical Research 
3rd Rotation, NCCR Frontiers in Genetics 
Advisor: Prof. Susan M. Gasser 
Interaction of the MRX complex with RPA at DSBs and stalled replication forks 
Basel, CH 
5.2011 – 11.2011 
 
University of Geneva 
2nd Rotation, NCCR Frontiers in Genetics 
Advisor: Prof. David Shore 
Sir protein interaction at an irreparable DSB 
Geneva, CH 
2.2011 – 5.2011 
 
University of Geneva 
1st Rotation, NCCR Frontiers in Genetics 
Advisor: Prof. Robbie Loewith 
Investigation of downstream targets of yeast protein kinase 
 
Geneva, CH 
10.2010 – 2.2011 
 
National University of Ireland, Galway 
Science Foundation Ireland Student Fellowship 
Advisor: Prof. Noel F. Lowndes 
Investigation of the target residues of the tudor domains of 53Bp1 and Crb2 
Galway, IE 
5.2010 – 9.2010 
 
Diaceutics, International Management and Consulting Firm 
Advisor: Patrick Considine, PhD 
Creation of a database of patents, products and services of diagnostic companies 
Galway, IE 
6.2010 – 9.2010 
 
195 
 
National University of Ireland, Galway 
Final Year Laboratory Project 
Advisor: Prof. Andrew Flaus 
Recombinant expression and purification of histone H1.2 and its effect on a DNA-bound nucleosome 
Galway, IE 
9.2009 – 1.2010 
 
National University of Ireland, Galway 
Biochemical Society Summer Studentship 
Advisor: Prof. Heinz-Peter Hasheuer 
Creation and recombinant expression of a trimeric mutant of replication protein A, in a single vector with a 
triple alanine mutation on the p32 subunit 
Galway, IE 
6.2009 – 9.2009
SKILLS AND TECHNIQUES 
• Genetic manipulations in budding yeast 
• Chromatin immunoprecipitation and 
quantitative PCR 
• Protein microarrays 
• Co-immunoprecipitation of protein 
complexes 
• Fluorescence live-cell microscopy 
o Confocal and spinning disk 
o Structured illumination (SIM), PALM 
o FRET and FRAP 
• Image processing and analysis of large image 
datasets 
LEADERSHIP EXPERIENCE 
Friedrich Miescher Institute for Biomedical Research 
Graduate student advisor and microscopy expert 
Trained multiple graduate students in a range of techniques including live-cell and super-resolution microscopy 
and the use of S. cerevisiae as a model organism 
Basel, CH 
2014-2016 
 
The University of Hong Kong 
Anatomy demonstrator and prepared prosections 
Assisted in gross anatomical and histological laboratory practical sessions  
Pok Fu Lam, HK 
1.2009 – 5.2009 
 
National University of Ireland, Galway 
Vice Auditor of the Galway Film Society 
Galway, IE 
2008 – 2009 
 
National University of Ireland, Galway 
Student Support Worker 
Tutoring students with learning (dyslexia) disabilities in biochemistry 
Galway, IE 
7.2007 – 5.2010 
 
 
196 
 
GRANTS AND AWARDS 
Carl Singer Foundation award 8.2014 
Biochemical Society travel grant 9.2011 
Swiss Society for Biochemistry special grant for junior scientists 8.2011  
NCCR – Frontiers in Genetics, travel grant 8.2011 
Science Foundation Ireland student fellowship 5.2010 – 9.2010 
Biochemical Society Summer studentship 6.2009 – 9.2009 
NUIG fellowship to Hong Kong University of Science and Technology 1.2009 – 7.2009 
PROFESSIONAL ASSOCIATIONS 
Member of the Biochemical Society (UK) 2009 - present
INVITED CONFERENCE TALKS 
Research Center for the Mathematics on Chromatin Live Dynamics 
“Using single-particle trajectory statistics and polymer simulations to analyze and predict changes in chromatin structure” 
11.2016 
 
39th Annual Meeting of the Molecular Biology Society of Japan 
“Change in local chromatin structure during homology search” 
11.2016 
 
At the Intersection of DNA Replication and Genome Maintenance, ICGEB Trieste 
“RPA recruits MRX to forks and breaks to hold replicated sister chromatids together” 
6.2016
 
International Centre for Theoretical Physics Chromatin Workshop, Trieste  
“Chromatin (modifiers) and the dynamic chromatin response to DNA damage” 
9.2014 
 
FASEB, Yeast Chromosome Structure, Replication and Segregation 
“Stable interaction between MRX and RPA is required for stalled fork recovery and 
maintenance of DSB structure for repair” 
7.2014 
 
TriRhena transcription and chromatin club 
“Checkpoint kinases regulate global chromatin mobility after DSB induction” 
2.2013 
 
Nucleosome 4D Barcelona Retreat 
“How checkpoint kinases influence global chromatin dynamics” 
10.2012 
 
Image DDR meeting, Sussex 
197 
 
“How checkpoint kinases influence global chromatin dynamics” 9.2012 
 
NCCR – Frontiers in Genetics Annual Meeting 
“How checkpoint kinases influence global chromatin dynamics” 
6.2012 
PATENTS 
Inventors: Hauer, M., Seeber, A. and Gasser, S.M.,  
“Methods for increasing the frequency of gene targeting by chromatin modification” 
11.2016 
PEER-REVIEWED PUBLICATIONS 
Chen, J., Young, S.M., Allen, C., Seeber, A., Péli-Gulli, M.-P., Panchaud, N., Waller, A., Ursu, O., Yao, T., and 
Golden, J.E. (2012). Identification of a small molecule yeast TORC1 inhibitor with a multiplex screen based on flow 
cytometry. ACS Chemical Biology 7, 715-722. 
Shimada, K., Filipuzzi, I., Stahl, M., Helliwell, S.B., Studer, C., Hoepfner, D., Seeber, A., Loewith, R., Movva, N.R., 
and Gasser, S.M. (2013). TORC2 signaling pathway guarantees genome stability in the face of DNA strand breaks. 
Molecular Cell 51, 829-839. 
Dion, V., Kalck, V., Seeber, A., Schleker, T., and Gasser, S.M. (2013). Cohesin and the nucleolus constrain the 
mobility of spontaneous repair foci. EMBO Reports 14, 984-991. 
Seeber, A., Dion, V., and Gasser, S.M. (2013). Checkpoint kinases and the INO80 nucleosome remodeling 
complex enhance global chromatin mobility in response to DNA damage. Genes & Development 27, 1999-2008. 
Hustedt, N., Seeber, A., Sack, R., Tsai-Pflugfelder, M., Bhullar, B., Vlaming, H., van Leeuwen, F., Guénolé, A., van 
Attikum, H., and Srivas, R. (2015). Yeast PP4 interacts with ATR homolog Ddc2-Mec1 and regulates checkpoint 
signaling. Molecular Cell 57, 273-289. 
Poli, J., Gerhold, C.-B., Tosi, A., Hustedt, N., Seeber, A., Sack, R., Herzog, F., Pasero, P., Shimada, K., and 
Hopfner, K.-P. (2016). Mec1, INO80, and the PAF1 complex cooperate to limit transcription replication conflicts 
through RNAPII removal during replication stress. Genes & Development 30, 337-354. 
Seeber, A., Hegnauer, A.M., Hustedt, N., Deshpande, I., Poli, J., Eglinger, J., Pasero, P., Gut, H., Shinohara, M., 
Hopfner, K.P., Shimada, K., Gasser, S.M. (2016) RPA Mediates Recruitment of MRX to Forks and Double-Strand 
Breaks to Hold Sister Chromatids Together. Molecular Cell, 64, 951-966. 
Hauer, M., Seeber, A., Singh, V., Thierry, R., Amitai, A., Kryzhanovska, M., Eglinger, J., Holcman, D., Owen-Hughes, 
T. (2017) Histone degradation in response to DNA damage enhances chromatin dynamics and recombination rates. 
Nature Structural and Molecular Biology, 24, 99-107. 
Amitai, A.*, Seeber, A.*, Gasser, S.M., Holcman, D., Visualization of Chromatin Decompaction and Break Site 
Extrusion as Predicted by Statistical Polymer Modeling of Single-Locus Trajectories. Cell Reports, 18, 1200-1214. 
*equal contribution 
REVIEW ARTICLES AND BOOK CHAPTERS 
Chen, J., Young, S.M., Allen, C., Waller, A., Ursu, O., Strouse, J.J., Yao, T., Golden, J.E., Peterson, B.R., Foutz, 
T.D., Seeber, A., et al. (2010). Profiling a Selective Probe for RTG Branch of Yeast TORC1 Signaling Pathway. 
Probe Reports from the NIH Molecular Libraries Program 
Seeber, A., Hauer, M., and Gasser, S.M. (2013). Nucleosome remodelers in double-strand break repair. Current 
Opinion in Genetics & Development 23, 174-184. 
198 
 
Seeber, A., Dion, V., and Gasser, S.M. (2014). Remodelers move chromatin in response to DNA damage. Cell 
Cycle 13, 877-878. 
Horigome, C., Dion, V., Seeber, A., Gehlen, L.R., and Gasser, S.M. (2015). Visualizing the spatiotemporal 
dynamics of DNA damage in budding yeast. Methods in Molecular Biology (Clifton, NJ) 1292, 77-96. 
Seeber, A., and Gasser, S.M. (2017). Chromatin organization and dynamics in double-strand break repair. Current 
Opinion in Genetics & Development 43, 9-16. 
 
REFERENCES 
Susan M. Gasser, PhD 
Director of FMI 
Professor of Molecular Biology 
Quantitative Biology  
FMI 
Maulbeerstrasse 66 
4058 Basel 
Switzerland 
+41 61 697 66 51 
susan.gasser@fmi.ch 
Noel F. Lowndes, PhD 
Professor of Biochemistry 
Biochemistry 
NUI, Galway 
Galway 
Ireland 
+353 86 023 6600 
noel.lowndes@nuigalway.ie 
 
 
Vincent Dion, PhD 
SNF Professor 
CIG 
University of Lausanne 
Lausanne 
Switzerland 
+41 76 737 9888 
vincent.dion@unil.ch
  
199 
 
Acknowledgements 
 
This thesis would not have been possible without the support, guidance and teaching of Susan M. 
Gasser. I thank the NCCR - Frontiers in Genetics PhD program. The first year of rotations allowed 
me to start my PhD research on an excellent foundation. I am grateful to David Shore and Robbie 
Loewith, both of whom hosted me in their laboratories and supported me during a family crisis. In 
particular, Cyril Ribeyere in David Shore’s group taught me a number of essential yeast experimental 
techniques. 
When I joined Susan’s lab I worked with two exquisitely talented, albeit very different scientists. Kenji 
Shimada’s talents extend to everything, making him the lab guru: he is also a patient advisor and was 
essential in finishing the MRX project. Vincent Dion, “my post-doc”, taught me a number of 
important techniques but, more importantly, he taught me, along with Susan, how to focus my efforts 
into concentrated productivity.  
My special thanks go out to my other thesis committee members, Noel F. Lowndes and Ulrich Rass. 
I have known Noel since I did a summer research project in his lab. I hold Noel in the highest esteem 
not only because he is a talented scientist but because when he has given me advice, he always thinks 
of my best interests. Uli started his lab at the same time as I started my PhD. I admire his scientific 
rigor and persistence. Uli is filled with great ideas and it is easy to spend hours discussing concepts 
and experiments with him. 
An important thank you goes to Monika Tsai, without whom the lab would run a lot more like an 
Italian train than a Swiss one. I wish her the best for when she retires next year and many happy years 
sailing. Another thank you is needed for Veronique Kalck and Razel Arpagaus who maintain the lab 
in a clean and well-organized way. Thank you to Sara Oakeley for proofreading this thesis. 
The FMI microscopy facility, FAIM, has been essential to my PhD research. Without the expertise 
and experience of Laurent Gelman and Steve Bourke, and the excellent image analysis skills of Raphael 
Thierry and Jan Eglinger, my PhD would simply not have been the same. 
I also thank all the former and current members of the Gasser lab. Joining the lab is like joining a 
family with a history of multiple generations. The environment is demanding but I feel that this is 
merely part of the tempering process in the training of a competent, critical scientist. Collaborating 
with Michael Hauer, Jerome Poli, Christian Gerhold, Nicole Hustedt, Vincent Dion, Daphne 
Cabianca, Ishan Deshpande, and Kenji Shimada has been deeply fulfilling. I also thank Anna Maria 
Hegnauer for establishing the base upon which I built a large portion of my PhD. I thank my external 
collaborators, David Holcman and Assaf Amitai, who forced me to push my limits and introduced 
me to the world of polymer physics.  
Finally, special recognition goes to my patient wife, Michelle DiPietro, and my parents Patrick and 
Deirdre Seeber who have always supported me.  
 
 
 
