We present a general method-denoted MoDef-to help specify (or define) the model used to analyze brain imaging data. This method is based on the use of the multivariate linear model on a training data set. We show that when the a priori knowledge about the expected brain response is not too precise, the method allows for the specification of a model that yields a better sensitivity in the statistical results. This obviously relies on the validity of the a priori information, in our case the representativity of the training set, an issue addressed using a cross-validation technique. We propose a fast implementation that allows the use of the method on large data sets as found with functional Magnetic Resonance Images. An example of application is given on an experimental fMRI data set that includes nine subjects who performed a mental computation task. Results show that the method increases the statistical sensitivity of fMRI analyses. 
INTRODUCTION
The most common way to analyze a series of functional images is to specify a model of the expected response and to measure the adequacy of this model for the measured data. In its simplest form, this corresponds to the computation of a correlation coefficient for each and every voxel in the brain between the expected response and the functional signals. For more complex paradigms, or when several factors are believed to contribute to the signal, more complete linear models are set up and standard statistical procedures (t or F tests) are performed at each position of the brain. Linear models have several advantages that have contributed to their success. First, they are simple, well established in the literature, and easily related to analysis of variance. Second, they are flexible and can approximate nonlinear behavior of the signal (Friston et al., 1998) . Third, their solutions are unique (if the model is not degenerated) and fast to compute. To be computationally tractable or for other theoretical considerations that relate to the correction for multiple comparisons through the theory of random fields, a single model is generally chosen for every position in the brain (Petersson et al., 1999; .
One caveat of this method is that the results are highly dependent on the choice of the model. Indeed, both the sensitivity and the validity of the statistical analysis depend on the chosen model. Clearly, this choice is based on a priori knowledge of the expected functional signal. In many cases, this knowledge is not too precise and the model is then chosen so that it can fit a class of signals. An example of this is when a periodic signal is modeled by a Fourier basis limited to an acceptable frequency range (Bullmore et al., 1996a) . In this example, the a priori information entered consists in the highest frequency that is thought to be in the signal-higher frequencies are considered as noise. Up to now, the functional imaging community still lacks methods and software allowing verification of the chosen model.
Including a large set of regressors in a model limits the risk of not properly modeling the deterministic part of the signal and ensures the validity of the analysis. However, this also generally leads to less powerful tests (using a flexible model involves the use of F tests) and sometimes to a difficult interpretation of the results.
Several remedies have been investigated to avoid the effect of an overfitted model. The most common approach is model selection and many procedures have been suggested in the statistical literature (Christensen, 1987) . While the problem of estimating the model parameters is well investigated this related topic of model selection has received less attention for fMRI or imaging data. Although natural in this context, model selection techniques have not yet been extensively developed and seem to be rarely used (or at least described in the functional imaging literature). Model selection is nevertheless sometimes performed using so-called omnibus tests over the entire brain; see for instance A. Holmes (1994) who gives a method that deals with the selection of a model over the entire brain, or a procedure that uses a global F tests (T. Nichols, personal communication) . These model selection procedures are designed to choose between two (or more) models. However, we make here the distinction between a model selection procedure and a (possibly informed) model specification procedure.
Model specification seeks to find the best set of regressors with weaker a priori knowledge. We do not address in this work the problem of model selection (choosing in a finite number of choices) but rather propose a method to help specifying a model (i.e., choosing in an infinite number of choices) using information known on the experimental protocol and contained in the data.
Current fMRI devices allow for the acquisition of vast amount of data in a short time due to the improvement in gradient speed. It is therefore now possible to use part of the available data as a training set to help specify a model that can be used for the remaining data (a technique often used for example in chemometrics with partial least square). The data used for the specification of the model do not directly enter into the statistical test and this can be seen at first as a loss. However, we will show that this can be a more efficient procedure for fMRI data analysis.
Model specification, as a method of model selection, could in principle be applied at the voxel level. However this would be extremely time consuming and also difficult to interpret. As the information available to specify the model is multivariate in nature, we turned to multivariate methods that consider simultaneously a number of voxels. Our question could be rephrased as: What is the best model across brain positions that can be specified given the multivariate data available? The method needed should seek to optimize both the fit of the model to the data while maintaining a parsimonious model required for good sensitivity and easy interpretation.
The paper is composed as follow. In the first section, we briefly recall what is meant by a "good" model. Second, we review the multivariate methods that have been proposed to analyze fMRI data and discuss their limitations and advantages with respect to specifying a model. Third, we present the multivariate method chosen (multivariate linear models) and extend and adapt it to make it computationally efficient for model specification. We then present the results of this method applied on experimental data acquired from nine subjects and consider its limitations or possible extensions in the discussion. In particular, we develop the question of the choice of the training data and how this is generalizable to other data. Such questions have been addressed in the past (for instance by Hansen et al., 1999; Strother et al., 1995a) .
METHODS

Comments on How to Choose a Linear Model
While linear models are the most commonly used statistical tool in fMRI analysis, the desirable properties of such models are not often stated. We recall here some important ones:
Validity. This concerns the accuracy with which the model can predict the deterministic part of the brain response.
Parsimony. Too many predictors in the model may both confuse the interpretation and limit the sensitivity. Achieving parsimony in the number of unknown parameters may be desirable both for estimation and interpretation of the results.
Simplicity. This can be achieved by avoiding as much as possible correlation between regressors in the model and thereby simplifying the interpretation of the results (Andrade et al., 1999) .
Model building often corresponds to a trade-off between the properties above. To specify a model one needs to answer the questions: How many? and Which predictors should be included in the model?
Model estimation and subsequent statistical inferences require the specified model to be valid. Technically speaking, this is achieved if the deterministic part of the fMRI signal is well approximated by a linear combination of the regressors included in the model. Model validity therefore depends on the nature and the number of the regressors used. Let us, for example, describe two extreme situations that clearly lead to the definition (or specification) of a nonvalid model. First, one may not include in the model variables that explain an important part of the data variability in a deterministic manner. This is known as the underfitting problem. In effect, it increases the residual variance and would generally lead to a loss of sensitivity but could also lead to an increased risk of false positive as the nonidentified source of variance may well be correlated to the signal that is tested for. Second, one may include too many components in the model, known as the over-fitting problem. In this case, the regressors model part of the noise (the random component) as well as a deterministic component. The effect of this situation can be a loss in sensitivity (the degrees of freedom corresponding to the residual variance is too low and part of the tested signal is attributed to unrelated confounds) but not a loss in specificity. Over-fitting is not as bad as under-fitting, but the outcome is generally difficult to predict.
When conducting the analysis of an fMRI data set, one generally constructs the model given what is ex-pected to influence the signal intensity. Often, only partial information is known about the form of this signal, and a typical example of this is the shape of the observed low frequency components that affect BOLD signals. In such a case, a series of functions (a basis) is included in the model so that any signal with a characteristic similar to those of the bases can be modeled. However, this strategy is often problematic when trying to model the signal of interest, because any comparison between two conditions can only be tested through F statistics (even if the basis is orthogonal). This generally leads to a reduced sensitivity and to some interpretation difficulties of the statistical maps, since the F test can be rejected for different reasons across voxels. Hence, it is in general desirable to have both a parsimonious and a simple model to avoid loss of interpretability and sensitivity. Neuroscientists working with imaging therefore tend to choose over-simplified models despite the associated risks.
All things considered, a correct model is a model that contains few external predictors that well describe the experimental data. One way to define such a model is to first use an over-fitted model and then select from this model the most relevant subset of predictors. This corresponds to the so called backward model selection procedure. Alternatively, one can start with a minimal model and increase the number of regressors using forward model selection. Other possible strategies are best subset model selection or procedures that include an information model criterion (FPE, AIC, BIC) (Akaike, 1974; Schwarz, 1978; Shibata, 1984) . The goal of these methods is to select a set of predictors that optimizes some modeling criteria. The basic idea is to calculate how much of the data variation explained by the model is increased (resp. decreased) when a regressor is added (resp. removed). The final model is obtained by discarding regressors that have less contributions. These techniques, even if adapted for multivariate data, are not appropriate when the information known to construct the model cannot be put in the form of a finite set of regressors (with each regressor modeling a precise contribution). This is in general the case for fMRI data, for which what is known is the temporal characteristic of the expected response. This characteristic can be well modeled with a set (or basis) of functions, but one has then to choose between an infinity of different models that can be constructed using linear combinations of this basis set.
We propose to use a multivariate analysis to find such temporal features that can serve as a predictive model. The method is summarized in Fig. 1 . First, a flexible model is chosen so that it can model a vast ensemble of possibly unexpected responses. Second, a question of interest is put to this model. Third, a multivariate procedure uses some training data to select within that subspace the best model in a sense that we will define in the next section. Fourth, a new model is constructed and the rest of the data set is tested using the specified optimum model.
The procedure therefore relies on the use of a multivariate method. Up to now, multivariate analyses have mostly been used to detect signal or artifacts, reduce noise or simply describe the variability of the data in a concise manner. Among the multivariate methods proposed for the analysis of fMRI data, we can distinguish between those that are fully data driven (PCA, clustering methods, ICA . . .) and those that assume an a priori model (PLS, Manova, MLM . . .). Figure 2 summarizes the most common multivariate procedures found in functional image analysis. (Among other references, see for instance Andersen et al., 1999; Baumgartner et al., 2000; Bullmore et al., 1996b; McKeown, 2000; Sychra et al., 1994; McIntosh et al., 1996; Friston et al., 1993 Friston et al., , 1999 Friston et al., , 2000b The next section gives an overview of multivariate analyses and explains our choice in the context of model specification.
Multivariate Methods: Overview
Many multivariate methods have already been proposed in the context of fMRI data analysis. Those methods aim at summarizing the spatial and temporal structures of the data. Most of these techniques are based on Singular Value Decomposition (SVD) that assumes separability between time and space. In Table  1 , taken from Worsley et al. (1997) , we recall some of the most common multivariate methods (with the exception of independent components analysis) depending on what the SVD is performed on, and we summarize briefly some of their characteristics.
• PCA (Principal Component Analysis). PCA is a most widely used technique (and is particularly useful if variables are correlated with each other (Jolliffe, 1986) ). Its principle is to partition the spatiotemporal data into a set of orthogonal components so that the variance of each component is maximal having removed previous ones. Often, the first few components summarize most of the total data variance. PCA components are easily computed through the SVD decomposition of Y : Y ϭ USVЈ, where U represents temporal eigenmodes and V the spatial eigenmode (Y is a time by space matrix). PCA has several drawbacks. First it is not scale invariant and depends highly on the preprocessing steps (centering, normalization, . . .). Second, as stated previously, there exists no guarantee that these directions are those of interest for the experimental paradigm (an undesirable property shared by ICA methods). The PCA is not in general used directly on fMRI data. This is because the first factors are driven by noise (low frequency) components that has usually a much greater variance than the signal. PCA is therefore usually applied on corrected data from which the low frequency components have been removed (see the seminal paper from Friston et al., 1993 Friston et al., , 1996 . In this work, the PCA is applied on the fitted effects rather than on the data, which make the technique very similar to the methods presented below (Partial least squares or Multivariate Linear Model).
• CVA, PLS (Canonical Variate Analysis and Partial Least Squares). These methods are fundamentally different from PCA since they incorporate a priori information provided by a linear model. They analyze the structure of the covariance between X, the model, and Y, the data. Their aim is to find linear orthogonal combinations of predictors that summarize the datamodel correlation structure. PLS was developed by Wold et al. (1984) for this purpose. It has then been used extensively in chemistry and was introduced in functional imaging by McIntosh et al. (1996) who provided a comprehensive description of PLS and its application to fMRI analysis. The CVA analysis is similar Worsley et al. (1997) ) presents methods based on singular value decomposition (SVD). The second column is the matrix decomposed by SVD. We give also some of the shortcomings associated with each of these methods. In this table, Y are the data, X is the linear model, R the orthogonal projector onto the residual space, and ⌺ the temporal covariance.
to PLS but corrects for the (spatial) noise structure as well as for the regressors scaling and correlation (the XЈX). This was introduced by (Friston et al., 1996) in the context of a multivariate analysis of variance (MANOVA). The limitations of PLS and CVA have been pointed out by Worsley et al. (1997, see Table 1 ). The principal drawback of these methods is that usual parametric tests are not valid when the scans are temporally correlated (this is generally the case for fMRI data). However PLS and CVA methods lead to perfectly valid test for independent data (such as PET). For a valid test in nonindependent data, nonparametric techniques such as rerandomization can be applied (Bullmore et al., 2001 ) but these methods are generally time consuming. Worsley et al. (1997) proposed an extension of PLS and CVA methods, the Multivariate Linear Model (MLM) to deal with those limitations. The MLM method corrects for the scaling differences in the model regressors and takes into account the possible temporal correlation of the data. Hence, MLM can be used for both PET and fMRI. Note that CVA, when applicable, goes one step further than other methods since it inverts the noise voxel by voxel covariance matrix, and therefore finds components that are as far as possible from the noise structure. CVA can be solved using the generalized eigenvalue solution on the estimated signal and noise (see the Appendix). When the noise covariance structure can be inverted, this reduces to a simple eigenvalue solution as written in Table 1 .
From this very brief review it has emerged that of all the available multivariate methods, MLM appears to be the most appropriate for our purpose because:
1. It allows for the inclusion of a priori information. 2. It takes into account the temporal structure of the data.
3. It provides for a formal test on the number of components that should be considered in the correlation structure.
In the next section, we describe this method and develop a new formulation that allows a fast implementation, a desirable feature for large imaging data sets.
2.2.1. MLM procedure: A short overview. The MLM procedure is derived from PLS or CVA methods to study the correlation structure between the model and the data. To overcome the "scaling problem" and to take account of temporal correlation in fMRI data, the correlation matrix XЈY is normalized with (XЈ⌺X) Ϫ1/ 2 , where ⌺ represents the temporal covariance matrix of the data. This leads to an SVD on the following matrix:
where n represents the number of voxels and
The singular value decomposition is then performed on the matrix S, providing eigenvectors with the dimension of the parameters in the model X. The corresponding eigenimages are easily calculated. Once the eigenvectors in the model parameter dimension are computed, those can be translated to regressors in the time dimension. An F test based on partial averages of the eigenvalues of S allows us to decide how many components give a good description of the data. See the Appendix for details about matrix and test computation. We note that if there is no temporal covariance structure in the data ⌺ ϭ Identity, the computation is simplified. This can happen if the repetition time is greater than about 6 s or if the data has been prewhitened.
A new MLM formulation for a fast implementation.
The procedure described above is not generally readily applicable, because the model X contains not only the effects of interest but also some confounding variables. In this was taken care by projecting both the data and the model onto some space of interest (or onto the space orthogonal to the space of no interest). The model X becomes XG and the data Y becomes YG. However, projecting the data is a cumbersome operation since Y is a time by space matrix (with the dimension in time up to several thousands and the dimension in space of the order of tens of thousands). Often, the space of interest may change depending on the question put to the data, so that this projection may have to be done several times.
We take advantage of the fact that a voxel by voxel linear regression is generally performed on the data, which provides model parameter estimates for each and every voxel (␤ ), and reformulate the MLM operations to increase the computation speed and the flexibility of the method.
First, calculation speed is improved by expressing the cross-product XЈY in terms of ␤ , the least squares estimate of the coefficient of X (see Appendix). This reduces the computation time by several orders of magnitude, because the model parameters are very few compared to the number of time points in the fMRI series.
A second improvement concerns the definition of a "space of interest." Recall that, more often than not, a flexible model that uses several regressors to model one condition is used on the training set. Therefore, to compare two conditions, one needs to define the subspace that spans the difference between these two conditions. To define this subspace, we use a multidimensional contrast. The contrast dimensions are the number of regressors modeling is a condition in the flexible model and the number of parameters in the model. Within this subspace that corresponds to a question of interest, and given some training data, MLM then finds the best regressors to define the model that is eventually used on the test data. For example, if an experimental protocol contains three tasks and one is interested only in the difference between two of them, then the subspace of interest is conveniently chosen by a multidimensional contrast between these two tasks. The advantage is that the extracted eigencomponents concern only this question (or subspace), and this makes the interpretation of the results easy. A new decomposition is therefore conducted for each new contrast, but this is a simple and fast operation within the proposed implementation. An example of this procedure is given in the Application section.
Third, we have generalized the results described in such that X and G do not need to be of full rank.
In summary, the new formulation is faster, more general, and well adapted for model specification to test a specific hypothesis.
MLM and model selection.
We have described in the previous section the MLM method, so we now show how to use it in order to specify a model for fMRI data.
The procedure can be summarized as follows (see also Fig. 1 ):
1. Set up a model containing a large number of predictors relative to the current paradigm.
2. Choose a subspace of interest, i.e., removing the effect of no interest.
3. Select some test data and perform an MLM analysis on them.
4. Use the results of step 3 to build a new (more concise) model. 5. Perform the standard regression analysis on another set of data.
The method that we propose uses a sample of data as a training set to build a model for data with similar characteristics. For this purpose, we start by constructing a very flexible model (step 1), i.e., with numerous basis functions per condition. This model, as we stated previously, can over-fit the data and therefore may not be optimal for estimation, detection, and interpretation purposes.
Step 2 is necessary since in general, several questions may be put to the data. The simplest example of this is when there are more than two conditions in the experimental design. For instance, with three conditions, it may be that the comparison between conditions 1 and 2 requires a different model that the one used for comparing say conditions 1 and 3. Therefore, a subspace of interest is selected within the large model. This subspace, although restricted to the question of interest, is flexible (large) since it is based on the large model defines in step 1. Generally, it has the dimension of the number of regressors used to model one condition.
The MLM procedure is applied to the test data with the model restricted to the question of interest and including confounding variables. The results yield a series of eigencomponents that can be thought of as the best contrasts of the parameter estimates that show the greatest difference between conditions in a multivariate framework (therefore taking into account a large number of voxels). A test statistic and its P value are associated with these eigen-components so that only significant components may be kept for specifying the model on the "non-test" data.
The results from step 3 are used to construct a small number of regressors, corresponding to the expected temporal response as described in the Appendix section. The new model is therefore composed of fewer components that should better describe similar data and improve the quality of the model as stated in the section on how to choose a linear model, hence achieving a better model validity, parsimony and simplicity. This is only true for data close to the training data, for example data concerning the same protocol with the same subject or with other subjects. This is obviously a prerequisite of the method (see the discussion section).
The interpretation of the results found with this new model (step 5) is easier since all regressors are computed to correspond to the specific question of interest.
APPLICATION
This section presents an application of the model specification method to fMRI data. The data consists of nine subjects who underwent two acquisition series. From this whole dataset we extract data from one subject as a training set and following the selection procedure we build a new model. This computed model is then used for all other subjects. We compare the sensitivity obtained with the constructed model with the one from a more intuitive model (the model that would have been used without test data). The sensitivity of the two models is a measure of their accuracy and predictive ability.
Task and Paradigm Design
We tested our method on a cognitive paradigm that investigates the brain network involved in a mental calculation task. The experiment was conducted on 10 subjects (Simon et al., 2002) and the analysis performed on nine excluding a subject for which only part of the data was acquired.
During fMRI scanning, six blocks of 13 trials each (26 s), preceded by a 4-s instruction period, were presented, with alternating computation-task and controltask blocks. Each subject performed two such se-quences. Repetition time was 2 s for a total of 186 scans per subject.
Standard Model Design and MLM-Based Model Specification
In this study we seek voxels activated during the calculation task more than in the control task. These activations are investigated by setting a contrast between the control condition and the calculation condition.
Standard model. A usual and intuitive way to analyze such a protocol is to use a simple model that contains one basis function per condition (instruction, control and calculation). A good choice for this function is a canonical hemodynamic response function (HRF) derived from general knowledge on the BOLD response. The regressor that predicts the brain response corresponds to the convolution of this HRF response with the waveform of the experimental paradigm (see Figs. 3A and 3C) . A statistical parametric map is then constructed by estimating at each voxel location the significance of the estimated amplitude of this response by performing a t test at each voxel. We will refer to this model as the "classical" or "standard" model.
Full model. To increase the fitting ability of the previous model, we can define a larger model that consists in a family of basis functions. In this example, we added to the previous standard model the first derivative of the HRF response with respect to time and to a dispersion parameter, that should take into account possible variations of delay and the dispersion of the HRF response. This larger model contains three basis functions for each condition (see Fig. 3B ). The design matrix corresponding to this large model is shown in Fig. 4 (Left) . To assess the effect of the calculation task with this model one generally needs to use an F test. As stated previously, this is often less sensitive and the results are more difficult to interpret. The next step is to optimize this model by using the MLM-based Model specification Method (MoDef method) sketched above.
Built model. First, a submodel that encompasses the comparison of interest is chosen. This subspace is defined by a 3-dimensional contrast (see Fig. 4A ) since 3 basis functions are used to describe the response to the control or activation tasks. In Fig. 4B , we show the first eigencomponent extracted from the data through the MLM computation (see Appendix for the complete description of the computations). It is worth noticing that for the first eigencomponent, displayed in the parameter space in Fig. 4 , the largest weight is on the regressor corresponding to the standard model. The weights on the second and third regressors correspond the adjustment of this standard model given the test data, and it can be observed that those weights are not negligible with respect to the weight on the standard model. We show in the following that those adjustments are important in terms of sensitivity. Using this first eigencomponent and the larger model, it is simple to reconstruct a model with only one regressor reflecting the comparison of interest (see the Appendix for full details of the computations). This adjusted (optimized) model is compared to the standard one in Fig. 3E .
Model comparison. To facilitate the comparison with the classical model, we use only the first predicted temporal response corresponding to the first eigencomponent. Hence the two models have the same degrees of freedom. This predictor is used to model the difference between the activation and the control task. The instruction condition is modeled in the same way in both models, so that the only difference between the two models is the regressor modeling for the difference between two experimental conditions.
Before applying the MLM-constructed model (or MoDef model) at the voxel level, we check that this model led to a significant global test across voxels using the test proposed in (Worsley et al., 1995, 1997) .
To compare the two models, we constructed t maps corresponding to the comparison of interest with the standard model and with the MLM-constructed model for all subjects except the one used as test data. We define two criteria, a global and a local criterion, to compare the results between the two models. The global criterion assesses the overall difference between the two t maps and is computed as the mean difference between the t values (MoDef-model versus standard model). This mean value is computed over voxels whose values are above a given threshold (P Ͻ 0.05, uncorrected). If the mean is positive, we conclude that the MoDef-model is globally better. The local criterion is defined as the difference between the t values computed with the two models at positions defined by the first four local maxima of the t map computed with the standard model. For those points, we record in the MoDef-t-map the largest t value in a sphere (radius ϭ 8 mm) centered on the local maxima and subtract the local maxima value of the standard model. This shows the increase or decrease of local sensitivity at the position where the standard model finds local maxima. This method does not record new regions found only with the MoDef-model and is therefore a very severe (conservative) comparison.
The built model is also compared to the original full model for each subject in the following way. It is at first difficult to compare these two models in the same way that we compared the standard and the MoDef model since their degrees of freedom differ. A simple way to allow this comparison is to transform the degrees of freedom (df ) Dependent statistics into df-independent statistics, for instance using integral transformation that convert F or t statistics into Z statistics such that those have the same (un)likeness of occurring in noise only data. We therefore transformed the global F values obtained with the full (large) model to Z statistics and compare to the results obtained with the built model. 
Results
First, we found that for all subjects the MoDef model is significant across voxels. These results are presented in Table 2 . The comparison results between the standard and the MoDef models are summarized in Table  3 . They show that there is a clear increase of sensitivity using the constructed model for 8 subjects over 9 and a decrease of sensitivity in one subject (subject 3). This can be observed on both the local and global criteria. In general, the location of the local maxima in the stan- 1 The local criteria were difficult to compare using this method for numerical reasons because our experiment induced very high F or t values that could not be transformed with enough precision for the comparison, leading to a bounded Z value.
FIG. 4. Large model and selected MoDef model.
dard model map is also a location of a local maxima in the MoDef map. The general activation pattern is unchanged but the increase of sensitivity can be locally high (up to ϩ37%). Note again that it is in general invalid to apply statistical inference on the data that has been used to specify the model since results significance may be over estimated. However, it is interesting to note that the increase of sensitivity observed for this subject (in this study, subject 1) is of the same order of amplitude than the increase observed for other subjects (except subject 3).
In Fig. 5 , we show t maps of subject 6 computed with the standard model (left) and with the MoDef model (right) thresholded at P ϭ 0.05 corrected for multiple comparisons. This figure shows that a number of regions are found with the model based on test-data and not with the standard model, including the intraparietal horizontal segment, a region that is likely to be important in the computation task (Chochon et al., 1999; Simon et al., 2002) . As far as subject 3 is concerned, it appears that the pattern of activation was remarkably different both temporally and spatially for this subject than all other subjects. We discuss possible ways of dealing with this situation in the next section.
The comparison between the large and the restricted model is presented in Table 4 . Results show that most of the subject (6 over 9) do increase this criteria in the Modef case. Clearly, this comparison depends on the number of degrees of freedom of the large model which was arbitrarily taken. If the large model is chosen with many more basis function, the results would undoubtly be more in favor of the restricted model. The reason for this is that in the flexible model, the test "corrects" for the fact that there is "more chance" to observe that a noise temporal pattern is partly explained by the model when the space tested is large. In other words, even a rather poor estimate of the response should provide a more sensitive test when compared to a completely uninformed procedure (e.g., Finite Impulse Response model) (Petersson et al., 1999; Burock and Dale, 2000) .
DISCUSSION AND CONCLUSION
The method we have designed optimizes the specification of a model for an fMRI dataset on some training data, in our case a pilot study on one subject. Our results show that MLM efficiently specify a parsimonious model, which generally improves the detection sensitivity when applied to other subject data. The procedure is simple and has been optimized for an efficient computation so that it is fast enough to be routinely applied on fMRI data. It is valid for spatially and temporarily correlated data (as well as independent data). 
TABLE 3
Note. This table compares t maps obtained using the standard model (STD-maps) and the constructed model (MoDef-maps) for the nine subjects. The MoDef model was built using the data from subject 1 as a training set (hence the comparison for this subject is not relevant). The second column shows the mean difference between the two maps (MoDef-STD) such that a positive value indicates a global improvement using the MoDef model. Column 3 (resp. 4) shows the t values found for the first four local maxima using model STD and their corresponding t values in MoDef-maps within a 8-mm radius sphere. Column 5 indicates the percentage of increase (positive value) or decrease (negative value) found using the MoDef model. The last column gives the distance between the maxima.
We have chosen the MLM method since it is well adapted for fMRI data and it provides a statistical test (see section 2). We note however that MLM, rather than trying to invert the full spatial covariance structure (as in CVA, which would be ideal if possible), is simply inverting the diagonal element of this matrix by dividing each voxel effect by the residual variance. It still remains an open question to the authors whether inverting the spatial covariance structure would provide better (in the sense of more sensitive on average) model for a further voxel by voxel analysis (see Appendix section for a more complete discussion on the link between CVA and MLM).
Our procedure as shown here is obviously very dependent on the choice of subject (the test data) from which the optimized model is computed. We assume that the constructed model is valid for analyzing other data. Clearly, taking the previous example, if the subject randomly chosen is responding very differently from the other subjects (e.g., like subject 3), we may well degrade our results compared to those that would be obtained with an intuitive model. This seems to be generally unlikely and in the fMRI dataset presented before, only one subject out of eight (excluding the subject used for model specification) showed this effect.
However, we first observe that the method proposed is general and could be applied using part of the data acquired within each subject, so that an optimized model would be specified for each subject. This, on the other hand, could be less sensitive if too much data is used to specify the model. It is not clear how to choose the size of this training data, which is a difficulty common to all methods based on training and test sets.
Second, if indeed one (or more) subject is selected as a training set, subjects could first be tested for their global resemblance and a method to choose the training data could be developed. For instance, the subject chosen for the training set could be the "center of mass subject." Alternatively, a multivariate procedure that excludes outliers in a group of subjects can be designed, so that the group homogeneity is increased. Both strategies can be applied sequentially. This, however, goes beyond the scope of this work and is currently being investigated.
The methods such that the ones proposed by (Strother et al., 1995a,b) are related to this question (how to choose the a priori information), since they construct "subjects by spatial" patterns that can help to decide how subjects are close to each other. However, these methods need some adjustments to be applicable in the case of fMRI data that have some temporal (as well as spatial) correlation.
Taking data from one subject to help analyzing others may seem to be a strong hypothesis. We note, however, that it is in fact a weaker hypothesis than specifying a common model for all subjects using a priori knowledge. 
TABLE 4
Note. This table shows the percentage of increase or decrease of the global (across voxels) F value transformed into Z when comparing the Modef model to the large original model (positive values when the built model is found to be globally better).
To check that the method is robust against the choice of the training data (in our case the data of one subject), the model specification procedure was repeated with each of the nine subjects, and applied to the remaining data. This procedure is also known as cross validation. Results showed that the models specified with other subjects also improved the detection sensitivity (using the criteria defined in the method section) except for the model specified using the data of subject 3 and subject 4. We also observed that the results of subject 3 were not always improved by a priori information coming from other subjects. This confirms that subjects 3 and 4 should be treated as outliers in our group and therefore not be included in group analyses. This, in itself, can be an important piece of information.
These results are shown in Table 5 where the ϩ represents an improvement of detection (using the local criteria, and results are similar with the global criteria) and the Ϫ a degradation of the detection. Each line of this table shows how the information coming from the subject listed in the first column improves (or not) the results on subjects listed in the first line.
Concerning the a priori information, it is well known that generally the training and test sets should be different. At first, this means that the diagonal of Table  5 should not be interpreted. However, one characteristic of our procedure is that a global test is first performed using the large model denoted X L in Fig. 1 . If this test rejects the null hypothesis, it is sensible to take the a priori information from the same subject since we are now under the alternative hypothesis (across voxels). This should allow for the use of the temporal pattern found by the MoDef procedure on the same subject at the voxel level. In other terms, the diagonal of Table 5 is in fact interpretable for subject with a global test significant for the initial large model X L . If the global test is not significant (a case that never occurred on our data) then taking the a priori information from these data would indeed biase the results when computed on the same subject and probably induce spurious results for other subjects analyses.
The proposed method is flexible in different ways. As already stated, the training set can be chosen in various manners. We now briefly discuss two other points of the method that may be tuned for specific applications.
First, the size of the model specified once a training set is chosen (cf. discussion above) can be adjusted. In our example, we chose the simplest model consisting of only the first eigen-component, but a larger number of components could have been chosen. The test on the sum of the last q eigenvalues is quantitative information that should help with this choice since it directly gives information on the dimension of the model needed to represent the deterministic part of the subject's data. Note again that including more than one component will lead to F tests that are in general less powerful and more difficult to interpret. The number of components should be chosen so that the deduced model has the best performances (i.e., is the most generalizable to other data). Hansen et al. (1999) proposed a method related to this question based on generalization errors. This method was applied with PCA analysis to find number of meaningful components (i.e., components that represent the signal). In this work no information is taken from the experimental paradigm, and the model is searched using the (filtered) original data.
Second, the cerebral regions chosen as the test data to help specify the model could be tailored to a specific brain system. For instance, when it is known roughly which parts of the brain are involved in the experimental paradigm, the multivariate model selection can be performed only on those regions. This, however, would make the model less adapted for regions other than those initially chosen for the training data. As far as the initial (flexible) model is concerned, the influence of the kind of basis functions (e.g., a fourier or gamma sets) included seems to be limited. The important information lies in the space spanned by those basis functions and therefore the overall flexibility that should be chosen given the known temporal characteristics of the BOLD signal.
To conclude, we have presented a general method to help specifying the model used in functional imaging based on test data and multivariate methods and have shown that this generally improves the statistical results. This work points to the need for more systematic studies of the subjects spatial and temporal differences.
TABLE 5
Note. This table shows the results of the model specification procedure when this method is repeated with each of the nine subjects, and applied to the remaining data. Each line of this table shows how the information coming from the subject listed in the first column improves (ϩ) (or decrease (Ϫ)) the results on subjects listed in the first line.
APPENDIX
MLM Summary
This summary recalls the main results of . The notations are generally identical to those of , and the minor changes needed for the following subsection are documented.
The observed data, a time by voxel matrix (t, n) is noted Y, and the linear model fit for the observed data is:
with ⑀ ϳ N(0, 2 ⌺), 2 is an unknown parameters, ⌺ is the scans by scans (t, t) temporal correlation matrix of the data. It is argued in (Friston et al., 2000a ) that this autocorrelation matrix can be approximated by the filter imposed to the data (the filter is noted K, such that the filtered data is KY). X of dimensions (t, p) is the full design matrix containing effects of interest and of no interest.
The regression coefficient of the predictors of interest can be computed as following:
If we consider the design matrix as X ϭ [X G : G], where X G is the design matrix of interest and G the part of the design matrix that is of no interest, we can write
with
the projection matrix on G and R G ϭ I Ϫ P G .
Note here that X G is not of full rank (unless there is no effect of no interest), and this requires a small adaptation of the procedure described in that is described below. For the sake of simplicity, we first describe the MLM procedure as if X G was of full rank. The MLM method is based on performing the singular value decomposition of the normalized correlation matrix between X G and Y G noted Z:
where M is the normalized effect matrix:
and N Ϫ1/ 2 is the following (n, n) diagonal matrix, where the diagonal elements are the inverse of the squares root of the estimates of 2 for each voxel time series ( i 2 ϭ ⑀ i ⑀Ј i /r, r ϭ trace(R⌺)) with ⑀ i the ith row of ⑀, the estimate of ⑀.
In the following, we note Y* ϭ YN Ϫ1/ 2 the data normalized by the estimated standard deviation at each voxel.
The square root of M is computed through the cholesky decomposition of M:
Ϫ1 ␤ such that Z can be seen as the normalized effects.
The eigencomponents of Z are computed by solving for the eigensolution of the matrix: S ϭ ZZЈ/n. Hence the symmetric matrix S( p, p) can be decomposed as 
We therefore obtain then p eigenimages (voxel dimension) and p eigenvectors of dimensions ( p, 1). The corresponding observed temporal patterns can be reconstructed with:
The corresponding predicted temporal response is found by projecting in the column space of X G :
To test for the number of components necessary to retain a good approximation of the covariance structure, we use the test proposed in that is similar to the Lawley-Hoteling trace (Andersen et al., 1999) . This test is based on partial averages of the eigenvalues of S. Let
where v is the effective temporal degree of freedom computed as in and d ϭ RESELS(4 log 2/) D/2 is the effective spatial degrees of freedom.
With
it can be shown that S q can be converted to an F statistic F q with 1q , 2q degrees of freedom with:
The first test F 0 assesses for any effect of the model over the whole dataset and corresponds to an omnibus test. If this is significant, we use F 1 to assess for any affect of all the components except the first one. If F 1 is not significant, this means that most of the signal has been explained in the first component. If this is significant we use F 2 and decide if we retain the two first components. This procedure is carried on until the test is not significant.
Case Where X G Is Not of Full Rank
If X G is not of full rank, the normalization matrix can be computed as follow:
Since R G is a projection operator, then let u G be such
⌺ is a (t, t) positive definite matrix and for fMRI data t ӷ h. Therefore, ⌺ G is a matrix of dimension (h, h) of full rank. This implies that there exists a matrix M G such that ⌺ G ϭ MЈ G M G . Hence we have:
Clearly Z is of full rank and therefore so is S.
To construct a new model from the MLM analysis of training data, we use the predicted response, see Eq. (11). Note that X G can be defined through a (possibly multidimensional) contrast that implicitly defines a space of interest and a space of no interest in X.
Computational Issues
The computation of the cross product XЈ G Y G is time consuming given the size of these matrices in fMRI data.
We first note that the matrix ZЈZ needed for the eigendecomposition can be easily rewritten as a function of the estimated parameters of the model X (the ␤ ).
We compute the cross product XЈ G Y G :
Hence Eq. (5) can be rewritten as follows:
In this last expression, the matrix product M Ϫ1/ 2 XЈR G X is specific to the subspace of interest X G and can be computed quickly for each new X G , while the ␤ N Ϫ1/ 2 is computed only once. The speed of the procedure is therefore greatly improved. For the data set investigated, the computation of a new ZЈZ takes around one minute on a SUN-30 workstation. The method has been implemented (in the SPM environment, Wellcome, Department of Cognitive Neurology, London) and is available on request.
SOME LINKS BETWEEN PCA, PLS, CVA, AND MLM
In this section, we demonstrate the links that exist between PCA, PLS, CVA, and MLM methods. Within the framework of the linear general model
the Sum Square Product matrices S YЈY , S Ŷ ЈŶ (ϭH) and S ⑀Ј⑀ (ϭR) of, respectively, the data, the signal (fitted data), and the noise can be represented as follows:
Using the model estimates, we can write
Notably, all these matrices are n ϫ n matrices. The rank of theses matrices cannot exceed min(t, n) for S Y ЈY and min(t, p) for H. We use in the following the relations (26)-(28) to demonstrate the links between the above methods. No noise distribution assumption is done so far. Eqs. (26) and (27) are general, however, the estimation of the parameter might depend on taken assumptions.
PCA Method
PCA is the simplest method and assumes that S YЈY can be decomposed as
where V is a matrix whose column consist of all the distinct eigenvectors (of size n ϫ 1, the eigen-image) of S Y ЈY and ⌳ is a diagonal matrix of eigenvalues. For computational efficiency, these components are extracted with the eigenvalue solution of the matrix S Y ЈY ϭ YЈY, which is only t ϫ t yielding the temporal components U. The spatial eigenvectors and V are extracted using the singular value decomposition (SVD) relation: Y ϭ U⌳ 1/ 2 VЈ.
PLS Method
As previously, the PLS method explain the data variation but takes also into account the a priori information contained in the model. PLS method decomposes the matrix XЈY such that
where U is now a matrix whose columns are linear combination of the predictors contained in the design matrix X, while V represents the corresponding eigenimages (in the voxel space). Again, U and V are obtained more easily from the eigen-decomposition of the matrix (XЈY)Ј(XЈY). Looking at Eq. (28), we observe that is a scaled version of H. The orthonormalized PLS (SVD of (XЈX) Ϫ1/ 2 XЈY) decomposes exactly H. If the noise is uncorrelated and the nonrandom effects are much stronger than the noise, performing a PCA on the data is similar to apply a PCA on the fitted effects (a PLS-like methods) (Samal et al., 1999) .
CVA Method
Like PLS, CVA tries to capture both the variation structure of the linear relation between the data and the model. This method goes one step further, since it also takes into account the noise variance information (expressed in the matrix R). Hence the aim of these methods is to find linear combination of predictors that explain well the variation of the data but as far as possible from the noise components. This is achieved by solving for V such that max V VHVЈ VRVЈ .
V has the maximum signal-noise-ratio (SNR). Finding V with respect to the both matrices H and R leads to a generalized eigenproblem that can be solved by using a generalized singular value decomposition (GSVD). If we assumed that R is invertible and the matrix R 1/ 2 exists, the problem is reduced to finding the eigencomponents of the symmetric matrix HR Ϫ1 . Substituting VR Ϫ1/2 for V, we observe that solving for (32) is equivalent to solving for the eigenvalue of (ϭR Ϫ1/ 2 HR Ϫ1/ 2 ), or computing the SVD of Z CVA defined by
(33)
where U and V represent the temporal and the spatial eigen-components. Note that using Eq. (27) the relation (32) can be rewritten as follows:
Hence the CVA components can be also found using the decomposition of the matrix
(36)
Note that this corresponds to the formulation found in (Worsley, 1997) . We have made the assumption that the inverse of R in Eq. (33) or of S YЈY in Eq. (36) cannot be found since R or S YЈY are not of full rank (n ӷ t). In the case of temporally uncorrelated data, the dimension can be reduced as proposed in (Friston et al., 1996) and the ensuing test (MANCOVA) remains valid.
MLM Method
We have seen previously that the MLM methods is based on the SVD of the matrix (38) and (33), the following conclusion can be drawn:
• CVA takes into account the noise spatial correlation embedded in the matrix R while MLM only takes into account the diagonal elements of R.
• MLM takes into account the temporal autocorrelation of the noise introduced by matrix ⌺, while CVA assumes ⌺ ϭ I. Therefore, when the spatial covariance structure of the noise is diagonal, MLM and CVA are formally equivalent (except that MLM takes into account the temporal correlation). In this sense, CVA is indeed a generalization of MLM for invertible noise spatial covariance, but MLM can be seen as a generalization of CVA for temporally correlated data (note also that MLM does take into account the spatial correlation of the data in the test performed).
All the previous methods can be defined in a more general framework based on singular value decomposition of the (projected) data with respect to some specific metrics (Rao, 1964; Caussinus, 1985) .
