Abstract. The log canonical thresholds of irreducible quasi-ordinary hypersurface singularities are computed, using an explicit list of pole candidates for the motivic zeta function found by the last two authors.
1. Let f ∈ C[x 1 , . . . , x d+1 ] be a non-zero polynomial vanishing at the origin in C d+1 . Denote by Z the zero locus of f in a small open neighborhood U of the origin. Consider a log resolution µ : Y → U of Z that is an isomorphism above the complement of Z, and let E i for i ∈ J be the irreducible components of µ −1 (Z). Denote by a i the order of vanishing of f • µ along E i , and by k i the order of vanishing of the determinant of the Jacobian of µ along E i .
The log canonical threshold of f at the origin is defined as lct 0 (f ) := min
This is independent of the choice of log resolution. A polynomial f is log canonical at 0 if lct 0 (f ) = 1. The definition of the log canonical threshold extends similarly to the case of a germ of complex analytic function f : (C d+1 , 0) → (C, 0). The log canonical threshold is an interesting local invariant of the singularities of Z (the smaller the log canonical threshold is, the worse the singularities of Z are) with connections with many other concepts, see [5, 15, 17] . For example, the log canonical threshold of f is the smallest number c > 0 such that |f | −2c is not locally integrable. It is also the smallest jumping number of f , the negative of the biggest root of the Bernstein-Sato polynomial of f , and in certain cases it is a spectral number of f . The log canonical threshold can be computed in terms of jet spaces of C d+1 and Z, [19] . Furthermore, the set of log canonical thresholds when d is fixed but f varies is known to verify the ascending chain condition, [6] .
In this note we give a formula for the log canonical threshold of an irreducible quasi-ordinary polynomial in terms of the associated characteristic exponents, see Theorem 3.1. This result generalizes the well-known case of plane curves singularities, see Example 3.4. Unlike the curve case, the log canonical threshold of a quasi-ordinary hypersurface can involve the second characteristic exponent, not only the first one. . In these coordinates the projection π is the restriction of the projection
The Jung-Abhyankar theorem guarantees that the roots of a q.o. polynomial f , called q.o. branches, are fractional power series in the ring C{x 1/m }, for some integer m ≥ 1, see [1] . Denoting by K the field of fractions of C{x 1 , . . . ,
} is a q.o. branch then the minimal polynomial F ∈ K[y] of τ over K has coefficients in the ring C{x 1 , . . . , x d } and defines the q.o. hypersurface parametrized by τ .
In this paper we suppose that the germ (Z, 0) is analytically irreducible, that is, the polynomial f is irreducible in C{x 1 , . . . ,
. The geometry of an irreducible q.o. polynomial often expresses in term of the combinatorics of the corresponding characteristic exponents which we recall next.
If α, β ∈ Q d we consider the preorder relation given by
. We set also α < β if α ≤ β and α = β. The notation α β means that the relation α ≤ β does not hold. In Q d ⊔ {∞} we set that α < ∞.
≥0 such that λ 1 ≤ · · · ≤ λ g and the three conditions below hold. We set λ 0 = 0, λ g+1 = ∞, and introduce the lattices We introduce also some numerical invariants associated to the characteristic exponents. We denote by n j the index [M j−1 : M j ] for j = 1, . . . , g. We have that e 0 := deg y f = n 1 . . . n g (see [18] ). We define inductively the integers e j by the formula e j−1 = n j e j for j = 1, . . . , g. We set ℓ 0 = 0. If 1 ≤ j ≤ g we denote by ℓ j the number of coordinates of λ j which are different from zero.
We denote by (λ j,1 , . . . , λ j,d ) the coordinates of the characteristic exponent λ j with respect to the canonical basis of Q d , and by ≥ lex the lexicographic order. We assume in this note that
a condition which holds after a suitable permutation of the variables x 1 , . . . , x d . The q.o. branch ζ is normalized if the inequalities (2) hold and if λ 1 is not of the form (λ 1,1 , 0, . . . , 0) with λ 1,1 < 1. Lipman proved that if the q.o. branch is not normalized then there exists a normalized q.o. branch ζ ′ parametrizing the same germ (Z, 0) (see [9, Appendix] ). Lipman and Gau studied q.o. singularities from a topological view-point. They proved that the embedded topological type of the hypersurface germ (Z, 0) ⊂ (C d+1 , 0) is classified by the characteristic exponents of a normalized q.o. branch ζ parametrizing (Z, 0), see [9, 18] .
3.
We introduce the following numbers in terms of the characteristic exponents:
, and
With the above notations our main result is the following:
be an irreducible quasi-ordinary polynomial. We assume that the associated characteristic exponents verify (2) . Then the log canonical threshold of f at the origin is equal to:
The number lct 0 (f ) is determined by the embedded topological type of the germ defined by f = 0 at the origin. 
Remark 3.3. Suppose that λ 1 = (1/n 1 , 0, ..., 0). By the inversion formulae of [18] the germ (Z, 0) is parametrized by a normalized q.o. branch ζ ′ with characteristic exponents λ
′ is the quasi-ordinary polynomial defined by ζ ′ we get that lct 0 (f ) = lct 0 (f ′ ) since both are square-free and define the same germ. . This example is well-known, see [12] . The log canonical thresholds of plane curve singularities have been considered several times. For example [16] gave a explicit formula for this invariant in the case of two branches and explained how to compute it for more branches. The case of transversal branches is treated with the help of adjoint ideals in [8] . The general non-reduced case is done in [3] . See also [2] .
Notations. We introduce a sequence of vectors
≥0 in terms of the characteristic exponents λ 1 , . . . , λ g . We denote by (
) the coordinates of 
The 
and
.
5.
In this section we give some properties of the set of the quotients
The following formulas are useful in the discussion below. The first one is consequence of Proposition 2.1:
If ℓ j−1 < ℓ j we deduce from the inequalities (2) that
Lemma 5.1. We have the following inequalities for 1 ≤ k ≤ g and ℓ k−1 < i ≤ ℓ k :
if k < g and
and if k < g and
i . We deduce (6) from (5) and the definitions. We get (7) from the definitions and the inequality
If in addition
. Then we deduce the inequality (8) from the expression for
given at formula (11) by using that n k ≥ 2.
If in addition k < g and
we get from the definitions that
This implies that
. By formula (12) and the inequalities
, n k , n k+1 ≥ 2 and e k = n k+1 e k+1 we deduce that
This proves that the inequality (9) holds.
Finally, notice that
by formula (5) and the definitions. If
. We deduce from this and formula (12) that (10) holds.
It is easy to see from the inductive definition of the pairs (b
then the following inequality holds
i . By the equivalence (13) it is enough to prove that the inequality R j ≥ 0 holds for k ≤ j ≤ g − 1. We prove this by induction.
For j = k we have the equivalences:
We deduce that the inequality
holds since n k ≥ 2 and
by hypothesis.
Assume that k < j and R j−1 ≥ 0. Using that e j−1 = n j e j , we get the following inequalities:
we use the expressions (12) and (11) .
By (13) it is enough to prove that
≥ 0 for k < j < g. We prove this by induction on j. The inequality R k+1 ≥ 0 is equivalent to (18) e k+1 (p
By hypothesis we have B (k) i
= e k−1 and b (18) holds since e k−1 = n k e k = n k n k+1 e k+1 and n k , n k+1 ≥ 2.
If k + 1 < j < g then we deduce from the induction hypothesis that R j ≥ 0 as in Lemma 5.2.
We set
Proposition 5.4. The minimum of the set B is the number defined by the righthand side of formula (3).
Proof. We deal first with the case
we get the following inequalities for 1 ≤ j ≤ g:
we obtain that
Suppose now that 1 < k ≤ j ≤ g and ℓ k−1 < i ≤ ℓ k . We have:
Formula (14) in the line above only applies if
This finishes the proof in the case
We suppose now that
. By (5) it follows that
We get the inequalities for 1 ≤ i ≤ ℓ 1 and 1 ≤ j ≤ g,
then we deduce the following inequalities for 2 ≤ j ≤ g and ℓ 1 < i ≤ ℓ 2 :
then for 2 ≤ j ≤ g and ℓ 1 < i ≤ ℓ 2 we get
For k ≥ 3 and ℓ k−1 < i ≤ ℓ k we have that
The remaining candidates for the minimum of B are discarded by (6) , (14) , and (17) . This completes the proof.
6. In this note we use a relation between the log canonical threshold and the poles of the motivic zeta function. Let f be as in Section 1. The local motivic zeta function and the local topological zeta function of f of Denef and Loeser (see for example [7] ) are
where 
To compute the log canonical threshold of irreducible quasi-ordinary singularities we will use the following result. 
7.
We recall some results obtained by the last two authors in [11] . We use notations of Section 2 and also the definition of the set B in formula (19) . The following result follows from [11, Corollary 3.17] . Remark 7.2. Theorem 7.1 is proved by giving a formula for the motivic zeta function in terms of the contact of the jets of arcs with f . The proof uses the change of variable formula for motivic integrals applied to a particular log resolution of f . This log resolution µ : Y → U ⊂ C d+1 , is built as a composition of toric modifications in [10] . If b i . This is a consequence of Corollary 3.17, Remark 3.19, and Lemma 9.11 of [11] . 
