We analyze finite sample properties of the quasi-maximum likelihood estimators of longmemory stochastic volatility models. The estimates are done in the time domain using autoregressive and moving average in the state space representation. The results are compared with usual estimators of the long-memory parameter.
Introduction
A typical financial time series of returns is characterized by the so-called stylized facts, i.e., excess kurtosis, volatility clustering and almost no serial correlation in the level, but with a persistent serial correlation in the squares of the series. In some series, this decay can be very slow, suggesting that the squared returns have a long-memory characteristic (see, for instance, Ding et al. (1993) ). Harvey (1998) and Breidt et al. (1998) extended the stochastic volatility model to the long-memory stochastic volatility (LMSV) class of models in order to incorporate this long memory. These models have found application in many financial series (see, for instance, Chan and Petris (2000) , Crato and Ray (2002) , Pérez and Ruiz (2001a) , and Deo et al. (2006) ). A review of the long-memory parameter estimation of LMSV models can be found in Pérez and Ruiz (2001a) and in Crato and Ray (2002) . Harvey (1998) and Breidt et al. (1998) proposed an estimation method based on the spectral approximation to the Gaussian likelihood, and the finite sample properties of this estimator were analyzed by Pérez and Ruiz (2001b) . Arteche (2004) analyzed the performance of the Gaussian semiparametric or local Whittle estimator, and Jensen (2004) suggested a Bayesian semiparametric method. A survey on the estimation of long-memory time series models based on likelihood can be found in Chan and Palma (2006) .
The approach adopted here is based on the state space representation of the truncated ARFIMA process. The approximation of the ARFIMA model by truncated state space representation was analyzed by Chan and Palma (1998) , Basak et al. (2001) and Palma (2007, Ch. 4) . Chan and Petris (2000) suggested applying a Bayesian MCMC-based approach to this approximated model. On the other hand, the LMSV model can be written as an ARFIMA model with non-Gaussian disturbances. Therefore, we can approximate the non-Gaussian ARFIMA model by truncated state space representation and evaluate the (approximated) quasilikelihood directly by the Kalman filter algorithm. The quasi-maximum likelihood (QML) estimate can be obtained using an appropriate maximization algorithm. Pérez and Ruiz (2001b) commented that the small sample properties of the QML estimator of the LMSV model were not known yet. In this paper, we use simulation to investigate the small sample properties of this estimator, the choice of the truncation order and the MA and AR representation. We also compare the properties of the QML estimator with two traditional methods based on the frequency domain, the GPH (Geweke and Porter-Hudak, 1983 ) and the GSP (Gaussian semiparametric estimator of Robinson (1995) ). This paper is organized as follows. Section 2 introduces the state space approach and its application to LMSV models. It also introduces the AR and MA representation and the QML estimator. Section 3 presents the two estimators used in the comparison. Section 4 presents the simulation, and concluding remarks are given in Section 5.
State Space Representation and the QML Estimator
The simplest LMSV process can be written as:
where ǫ t is a standard Gaussian process, σ e ht/2 denotes the conditional volatility of the series, n t is N (0, σ 2 η ), {ǫ t } and {η t } are white noise independent processes, B is the backshift operator and d ∈ (0, 0.5). We only consider the fractional parameter in this region because, in empirical analysis, we find estimation in this region and we do not expect return series with an explosive behavior. Denote this model as SV-ARFIMA(0, d, 0).
Model (1-2) can be linearized as:
where z t = log(y 2 t ), µ = log(σ 2 ) + E(log(ǫ 2 t )) and ξ t = log(ǫ 2 t ) − E(log(ǫ 2 t )). Therefore, {ξ t } is a white noise process and we have a state space representation when the ARFIMA(0, d, 0) process is approximated as a truncated ARMA process.
We propose two types of approximation. In the autoregressive (AR) approximation we have
with Π 0 = 1 and
In the MA representation, the log-volatility is written as:
with Θ 0 = 1 and
Equations (2.3) and (2.4) provide the AR state space representation of the LMSV model, while equations (2.3) and (2.5) provide the MA representation. By applying the Kalman filter under a Gaussian assumption, we have an approximated QML estimator. Chan and Palma (1998) suggested using the MA representation because the coefficients Θ j converge to zero faster than the AR representation coefficients, allowing for a smaller truncation order. However, differently from Chan and Palma (1998), we do not take the difference in the return series, we keep the level of the log-volatility in the space vector. In their work, they presented simulation results for d values ranging from 0.05 to 0.40 and m = 6 for sample size 100, m = 14 for sample size 10, 000 and m = 30 for sample size 1, 000. In financial
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applications, the usual sample size is around 1, 000 to 10, 000. Chan and Petris (2000) also used MA representation for 28 years of daily returns and found that Q values between 10 and 20 provide a sufficiently accurate approximation. An ARMA representation is theoretically possible, but it is not used because the representation is not unique and we would lose the main advantage of the AR and MA approximation, which is the easy implementation of the Kalman recursion.
Traditional Estimation Procedures
Since the LMSV process can be written as an ARFIMA process, the fractional parameter can be estimated by traditional methods. We selected two of these commonly used traditional methods to compare with our QML estimators. The selected estimators are presented briefly in what follows.
The spectral regression method -GPH
The GPH periodogram-based method proposed by Geweke and Porter-Hudak (1983) is largely used to estimate an ARFIMA model without additive white noise. They suggested regressing the log of the estimated spectrum of the series on the log of the frequency argument. They also suggested using only frequencies close to zero in order to avoid the contamination of short-memory correlation. After this work, many suggestions appeared in the literature, either using different spectrum estimators or frequency selection. In LMSV, the linearized model is in fact an ARFIMA process with white noise. In this case, Deo and Hurvich (2001) showed that the GPH estimator is negatively biased. Crato and Ray (2002) showed that preliminary smoothing and aggregation can improve the GPH method. In the comparison, however, we use the original GPH estimator because it is already implemented in many statistical programs and no modification performs remarkably better than the other in all situations. We consider the number of periodogram ordinates m = n 0.5 .
Gaussian semiparametric method -GSP
The GSP method was proposed by Robinson (1995) . He considered that the negative of the log-likelihood function of a Gaussian ARFIMA(p, d, q) process, denoted by L, can be approximated by:
in a neighborhood of zero frequencies delimited by m, where λ j is the Fourier frequency. An estimate of d is obtained by m, where λ j is the Fourier frequency. An estimate of d is obtained by minimizing L. Similarly to the GPH, the added noise will cause bias in the estimation of d. However, for the same reason, we will consider this estimator in the comparison process. We consider the number of periodogram ordinates m = n 0.5 .
Simulation Study
The performance of the estimators are studied via simulation. We considered the ARFIMA(0, d, 0) and ARFIMA(1, d, 0) with d = 0.20, 0.30, 0.40 and 0.45, φ = 0.7 and 0.9, sample size equal to 1000, σ 2 η = 1.0 and σ 2 ǫ = 1.0. The latent ARFIMA processes were generated using S-Plus and the estimation program was written in Ox. The GPH and GSP estimates were found using an Ox program available in Doornik (1999) . For some series, we have a convergence problem. The results presented for all the estimators are for the series without a convergence problem.
ARFIMA(0, d, 0)
For this process, we used 300 replications. We first compare the estimators of the long-memory parameter using AR and MA approximations with truncation orders equal to 20 and 30, which give a total of four estimators. Table 1 presents the sample variances of these QML estimators in the diagonal and the correlations of the estimates in the upper part of the matrix. The number of problems in the convergence is given in the 2nd and 7th columns. The percentage was always small and decreased when d increased. In general, the correlations were larger between MA20 and MA30 than between AR20 and AR30 estimates and increased with d. The correlations between AR20 and AR30 and between MA20 and MA30 were almost equal to one for d larger than or equal to 0.30, indicating that, in these cases, there is little difference in using truncations equal to 20 or 30. For this reason, Table 2 presents only the comparison (bias, standard deviation and mean square error (MSE)) among the AR30, MA30, GPH and GSP estimates.
The MA30 estimator presented the smallest bias in all cases, except when d = 0.4, when it was second to the AR30 estimator. The GSP estimator presented the smallest standard deviation, but the MA30 yielded the best overall performance in terms of MSE. Generally, the QML estimator is better than the GPH and GSP in terms of bias and MSE, and the performances of MA30 and AR30 were very close for d ≥ 0.30. 
For this process, we used 160 replications. Initially, the comparison among the four QML estimators is presented in Table 3 . We present only the results for the estimation of d and φ and not for the variances. As to the estimation of d, the MA30 generally had the best performance, but the differences were small when φ = 0.9. The biases decreased considerably compared to the ARFIMA(0, d, 0) case, except when d was large and φ = 0.9. In this case, the biases were almost the same. Although the correlations are not presented, the correlations between the MA estimators are larger than between the AR estimators. The correlation decreases when φ increases, but up to φ = 0.70, the correlations were close to the case when φ = 0. However, the correlation decreased considerably for φ = 0.9, especially for large d. For instance, the correlation between MA30 and MA20, for d = 0.45 was equal to 0.724. As to the estimation of φ, the AR30 estimator generally had the best performance, but there was almost no significant difference when φ = 0.9. Table 4 presents the comparison among the AR30, MA30, GPH and GSP estimators for the estimation of d. The bias of the GPH and GSP estimators also decreased when φ = 0.70, but increased when φ = 0.90. When φ = 0.70, the GSP estimator generally presented the smallest MSE, except when d = 0.20, where the MSE of the MA30 estimator was smaller, and the AR30 estimator presented the worst result. However, when φ = 0.90, the GSP and GPH presented the worst results in terms of MSE, whereas the MA30 had the best ones. 
Conclusions
The quasi-maximum likelihood approach has the advantage of estimating all the parameters simultaneously and also providing the estimates of the volatility, the state in the Kalman filter. The QML performed better at estimating the long-memory parameter than did traditional estimators. Among the four QML estimators tested, we recommend using the MA30 estimator because it had the best performance in most of the cases or was closest to the best in the other cases.
