This work investigates randomized and deterministic oversampling in (discrete) empirical interpolation for nonlinear model reduction. Empirical interpolation derives approximations of nonlinear terms from a few samples via interpolation in low-dimensional spaces. It has been demonstrated that empirical interpolation can become unstable if the samples from the nonlinear terms are perturbed due to, e.g., noise, turbulence, and numerical inaccuracies. Our probabilistic analysis shows that randomized oversampling stabilizes empirical interpolation in the presence of Gaussian noise. Furthermore, we discuss deterministic oversampling strategies that select points by descending in directions of eigenvectors corresponding to sampling point updates and by establishing connections between sampling point selection and clustering. Our numerical results demonstrate on synthetic and diffusion-reaction problems that randomized and deterministic oversampling with our approach stabilizes empirical interpolation in the presence of noise.
Introduction
Model reduction seeks to construct reduced systems that provide accurate approximations of the solutions of large-scale systems of equations with significantly reduced computational cost [9] . In projection-based model reduction, the reduced systems are obtained via (Petrov-)Galerkin projection of the full-system equations onto low-dimensional-reduced-subspaces of the high-dimensional solution spaces corresponding to the full systems. If the large-scale systems contain nonlinear equations, then projection of the full-system equations onto reduced spaces typically is insufficient to obtain reduced systems that are computationally cheaper to solve than the full systems, because the nonlinear terms entail computations with costs that scale with the number of the degrees of freedom of the full system. Empirical interpolation [7, 29, 30] , and its discrete counter part, the discrete empirical interpolation method (DEIM) [17, 21] , provide one solution to this problem by approximating the nonlinear terms of the nonlinear equations via sparse sampling. The nonlinear terms are evaluated at a few interpolation points-sampling points-and then all other components of the nonlinear terms are approximated via interpolation in low-dimensional subspaces. However, approximations via (D)EIM have been shown to suffer from instabilities in certain situations, see, e.g., [44, 25, 2] . Localization [23, 34] and adaptation [35] of the low-dimensional subspaces have been proposed as possible remedies. Another remedy that has been reported in the literature, and that typically is easier to implement in practice than localization and adaptation, is oversampling empirical interpolation so that the nonlinear terms are approximated via regression rather than via interpolation [4, 14, 44, 2, 46] . In this work, we consider the specific case where only noisy samples-observations-of the nonlinear terms are available and where DEIM has been shown to be unstable, see, e.g., [2] . We provide a probabilistic analysis that shows that oversampling DEIM leads to stable approximations even in the presence of noisy samples and propose deterministic oversampling strategies to select oversampling points in principled ways.
Oversampling in empirical interpolation has been investigated. Missing point estimation (MPE) [3, 4] relies on gappy proper orthogonal decomposition (POD) [24] to approximate nonlinear terms in model reduction and derives approximations via regression, instead of interpolation. Several sampling point selection algorithms have been proposed for MPE and gappy POD. The work [42] formulates point selection as a sensor placement problem and proposes a greedy approach to find an approximate solution. Detailed analyses of point selection for MPE, and screening approaches to speedup point selection, are provided in [4] . The work by Zimmermann et al. [46] introduces a sampling strategy for MPE that is based on approximating eigenvalues for selecting sampling points and demonstrates that oversampling achieves higher accuracies in numerical experiments in computational fluid dynamics than MPE without oversampling. We will arrive at a special case of the approach presented in [46] via perturbation bounds on eigenvalues introduced in [28] . Carlberg et al. [15, 16] introduce the Gauss-Newton with approximated tensors (GNAT) method that is based on Petrov-Galerkin projection and approximates the nonlinear terms via low-cost least-squares problems. The GNAT method and its performance based on regression has been investigated in the thesis [14] , where a greedy-based deterministic sampling strategy for selecting oversampling points has been proposed. Zhou [44] introduces a deterministic oversampling strategy for DEIM that exploits the dependency of the degrees of freedom of the full system to select oversampling points. Oversampling is then applied to multi-scale problems, where DEIM with Zhou's oversampling achieves lower errors than DEIM without oversampling. The adaptive DEIM (ADEIM), which adapts the DEIM space from sparse samples of the nonlinear terms, is based on regression [35, 45] , even though regression is used for adaptation only and the nonlinear terms are approximated via interpolation once the DEIM interpolants have been adapted. Oversampling strategies for DEIM are investigated by Kutz et al. [31] , who showed improvements if DEIM is used for signal reconstruction [37, 32] . Greedy methods for sensor placement in the context of empirical interpolation are investigated in [1, 10] .
We consider oversampling of DEIM in the specific setting where evaluations of the nonlinear terms are polluted with noise. Noise is here to be understood in general terms, including perturbations that are typically modeled via random noise such as in turbulence, see, e.g., [36] . It has been discussed in [2] that the L 2 error of DEIM approximations can grow with the dimension of the DEIM space in presence of noise. Furthermore, the work [2] proposes oversampling as a possible remedy and demonstrates on numerical results that oversampling stabilizes DEIM, i.e., that the error of the oversampled DEIM does not increase with the dimension of the DEIM space. We also build on the vast oversampling literature [3, 4, 46, 15, 16, 44, 31] . Our contribution is a probabilistic analysis that proves that in expectation with high probability oversampling avoids the increase of the L 2 error with the dimension of the DEIM space. For the analysis, we rely primarily on the work by Balzano et al. [6] and on the work by Cohen et al. [19] that provide approximation results for least-squares approximations, which we apply to oversampled DEIM approximations. We then discuss two deterministic oversampling strategies and demonstrate with numerical results that a lower error with oversampling and regression is achieved compared to classical DEIM that interpolates the nonlinear terms.
The structure of the paper is as follows. Section 2 briefly reviews DEIM in the context of model reduction and numerically demonstrates on a toy example that DEIM approximations are unstable if the nonlinear function evaluations are polluted with noise. Section 3 and Section 4 analyze oversampling DEIM and prove that oversampling avoids the stability issue in expectation with high probability. Section 5 introduces two deterministic oversampling strategies, which are then shown to achieve more accurate reduced models than classical DEIM in Section 6.
Preliminaries and problem formulation
This section briefly reviews DEIM for approximating the nonlinear terms in reduced models and demonstrates, via an example, that DEIM can become unstable in the case of noisy evaluations of these nonlinear terms.
Model reduction with discrete empirical interpolation
Consider a system of parametrized nonlinear equations
where
is a constant matrix, and f : R N × D → R N is a nonlinear function. Systems such as (1) typically arise after discretizing a PDE in the spatial domain, in which case the matrix A corresponds to the linear operators in the underlying PDE and the nonlinear function f to the nonlinear terms. In the following, we are interested in situations where the dimension N ∈ N of the state x(ξ) is high, which means that the system (1) is potentially expensive to solve numerically.
A common approach to constructing a reduced system of the full system (1) is to use projection-based model reduction [9] . Towards this goal, let the columns of the matrix
N ×r be an r-dimensional orthonormal basis constructed from the snapshot matrix X. The usual approach to obtaining V is to compute the singular value decomposition of X and then to define V as the leading r left singular vectors, as done in proper orthogonal decomposition (POD). Then, the POD-Galerkin reduced system is obtained via projectioñ
whereÃ = V T AV is the reduced linear operator andx(ξ) ∈ R r is the reduced state. Even though the reduced statex(ξ) evolves in the r-dimensional subspace, evolution of the reduced nonlinear term V T f (Vx(ξ); ξ) in eq. (2) still requires, first, liftingx(ξ) to the full dimension N , evaluating the original nonlinear term in this original dimension, and then projecting it down to the reduced dimension; thus, evaluating the reduced model eq. (2) still requires operations that scale with the dimension of the full model. This is called the lifting bottleneck in nonlinear model reduction.
An effective remedy to the lifting bottleneck is the empirical interpolation method [7, 17] . The goal is to find an accurate approximationf to f that is computationally cheap to evaluate with costs independent of the dimension N . The empirical interpolation approximantf has the form
where the columns of U ∈ R N ×n form a basis of a space in which to approximate the function f with n ≪ N and the coefficients c(x) ∈ R n define the linear combination of the basis vectors that approximates f (x). DEIM achieves the approximationf by interpolating f at selected components. Let p 1 , . . . , p n ∈ {1, . . . , N } be the interpolation points (indices), i.e., e T pi f (x) = e T pif (x) for i = 1, 2, . . . , n, where e i ∈ R N denotes the i-th canonical unit vector. Let P = [e p1 , . . . , e pn ] ∈ R N ×n be the corresponding interpolation points (index selection) matrix. Then, the interpolation conditions are P T f (x) = P Tf (x), which, using eq. (3), leads tõ The DEIM is sensitive to noise in the sparse samples of the nonlinear function. In particular, the noise is amplified as the dimension of the DEIM space is increased. A rate of √ n is numerically observed. We investigate oversampling DEIM to avoid the amplification of noise.
where c(x) = (P T U ) −1 P T f (x). The approximationf (4) is the DEIM approximation of f . The columns of U ∈ R N ×n are usually taken as the POD basis of the snapshots of the nonlinear snapshots f (x 1 ), f (x 2 ), . . . , f (x M ). Note that U has orthonormal columns. The selection process for the interpolation indices, i.e., the selection operator P , is motivated by the error expression
where (I − U U T )f 2 is the error due to the optimal approximation by projection. Therefore, the selection operator P should choose indices such that (P T U ) −1 2 is small. The DEIM algorithm [7, 17] performs a greedy search to select the interpolation points. The QDEIM point selection algorithm [21, 22] based on the rank-revealing QR factorization is an alternative to this greedy-based point selection algorithms and returns quasi-optimal interpolation points in the sense that we will make precise below. We will use QDEIM for selecting interpolation points in the following, see Algorithm 1. Combining the DEIM approximation eq. (4) with the POD-Galerkin reduced model eq. (2), we obtain the POD-DEIM-Galerkin reduced system, given bỹ
where the N − n components of f (Vx(ξ); ξ) that are different from the interpolation points p 1 , . . . , p n are approximated via empirical interpolation. Thus, the POD-DEIM-Galerkin reduced system (6) requires evaluating the nonlinear function f at only n components, which typically leads to significant speedups compared to the POD-Galerkin reduced system (2) that requires evaluating the function f at all N components.
Instability of empirical interpolation in the presence of noise
To approximate f (Vx(ξ); ξ) with DEIM in the reduced system (6), the function f is evaluated (at least) at the components of Vx(ξ) corresponding to the interpolation points p 1 , . . . , p n , while all the other components are approximated via interpolation in the DEIM space spanned by the columns of the basis matrix U . We are interested in the situation where the function evaluations of f at Vx(ξ) are noisy, in which case DEIM approximations can become unstable, as demonstrated in, e.g., [2] . Consider the parametrized nonlinear function f (x; ξ) = 10 −4 ξ (sin(ξx) + sin(ξ2πx) + sin(xξπ)) + 10
with the parameter ξ ∈ D = [1, 3] ⊂ R. The components of the state vector x ∈ R 8192 are the equidistant points in Ω = [−2π, 2π] . Note that all operations in (7) are to be understood component-wise. Let ξ 1 , . . . , ξ 2500 be the equidistant points in D and let f (x; ξ 1 ), . . . , f (x; ξ 2500 ) be the nonlinear snapshots to derive a DEIM interpolantf of f of dimension n with the DEIM basis matrix U and DEIM interpolation points matrix P . We now approximate the function f at the 2500 parameters ξ 
versus the dimension n of the DEIM approximation is plotted in Figure 1a . The results indicate a fast decay of the DEIM approximation error with the dimension n.
Let us now consider noisy evaluations of the function f . Therefore, let ǫ be a random vector that has, as components, independent zero-mean Gaussian random variables with standard deviation σ = 10 −6 . Define
so that the DEIM approximation using the noisy function evaluations (9) is
The plot in Figure 1b shows the averaged relative L 2 error of the DEIM approximationf ǫ that is derived from the noisy function evaluations (9) . The results indicate a stability issue of DEIM in this case of noisy function evaluations because the error grows with the dimension n of the DEIM space. The result illustrates an error growth with a rate √ n with the dimension n. Similar observations are made in [2] . Figure 2 offers an intuitive explanation why the error increases with the dimension n of the DEIM space in the presence of noise. The DEIM approximation is an oblique projection onto the DEIM space. The skewness of the ellipsoid corresponding to the oblique projection is related to the sensitivity of the projection to perturbations and noise. In DEIM, the skewness of the ellipsoid is controlled by the interpolation points p 1 , . . . , p n , which is our motivation in the following to modify the points with the aim of reducing the effect of noise.
Amplification of noise in DEIM
We provide an upper bound on the amplification of the noise in DEIM approximations, a theoretical justification of the numerical observation in Figure 1b . The same bound has been presented in [2] . We repeat it here in the context of DEIM with the quasi-optimal interpolation points selection introduced in [22] . The bound shows that the error cannot increase faster than with rate √ n, which is the rate observed in the toy example in Section 2.2; see Figure 1b .
To simplify the exposition, we drop the dependence on the spatial coordinate x and the parameter ξ of f (x; ξ), and abbreviate it as f (x; ξ) = f . Similarly, the DEIM approximant will be abbreviated asf . The noisy counterparts of f andf are f ǫ = f + ǫ andf ǫ , respectively, where ǫ is a zero-mean Gaussian vector with independent components and standard deviation σ > 0. Lemma 1. Assume that f is accessible only via noisy evaluations f ǫ = f + ǫ where ǫ is a zero-mean Gaussian vector with independent components and standard deviation σ > 0. Then, the error in the DEIM approximationf ǫ is bounded in expectation as
where the expectation is taken over the noise, U ∈ R N ×n is the orthonormal DEIM basis, and the selection operator P is based on the quasi-optimal point selection introduced in [22] .
Proof. Using the linearity of the expectation, the fact that U is an orthonormal basis, and the definition
Let ǫ j denote the jth component of ǫ, for j = 1, . . . , N . Then, the expectation over the noise on the right of inequality (10) can be bounded as
where the last equality holds because of the Jensen's inequality and because all the components in ǫ are independent and identically distributed. Since each component ǫ pi of ǫ is zero-mean Gaussian with variance
Then, combining (10) and (11) with the bound (12) yields the desired result.
Oversampled DEIM (ODEIM)
Given the DEIM basis U ∈ R N ×n , the classical DEIM selects n interpolation points, i.e., P T U is a square matrix. In this section, we investigate oversampling for DEIM (ODEIM) to obtain the discrete empirical regression method and show that the amplification of noise, observed and proved in Section 3, can be avoided with ODEIM in expectation with high probability. Note that oversampling for DEIM has been proposed in the literature, see the literature survey in Section 1.
ODEIM
Consider pairwise distinct sampling points p 1 , . . . , p m ∈ {1, . . . , N } with m > n, i.e., the number of sampling points m is larger than the dimension n of the DEIM space spanned by the columns of the DEIM basis matrix U . Then, the corresponding ODEIM approximation of f iŝ
where M + denotes the Moore-Penrose inverse of a matrix M , i.e.,
assuming M has linearly independent columns. In contrast to the DEIM approximationf in eq. (4), the ODEIM approximationf is obtained via regression and therefore does not necessarily interpolate f at the sampling points p 1 , . . . , p m . In the case of noise-free sampling, the L 2 error of the ODEIM approximation
where the norm of the pseudo-inverse (P T U ) + quantifies the effect of the sampling points and f −U U T f 2 the approximation quality of the space spanned by U , as in the DEIM error bound eq. (5).
Probabilistic analysis of ODEIM
We now investigate the error of the ODEIM approximationf when the sampling points p 1 , . . . , p m are selected uniformly with replacement from {1, . . . , N }. Note that the following analysis is developed for uniform sampling with replacement as in the work by Balzano et al. [6] .
To set up the analysis, we define the coherence of a subspace U = span(U ) as
where the columns of U ∈ R N ×n are an orthonormal basis of U and u 3m log(2n/δ). Then
with probability at least 1 − δ.
The following lemma states that (P T U ) + 2 in (13) is bounded by a constant with high probability if a sufficiently large number of sampling points is used, which means that ODEIM is well-posed with high probability.
Lemma 3. Consider the same setup as in Lemma 2 and set
If there exists α < 1 with
, with probability at least 1 − δ.
Proof. First, note that
, because U and P are orthonormal and therefore P T U 2 ≤ 1. Thus, it suffices to bound ((
Thus, we derive m such that
Consider nowγ
Thus, we want to find 0 < α < 1 such that
Define y = √ α and consider the quadratic polynomial
The positive root of (15) is
γ 2 + 2 so that setting α = y 2 0 and m = αN leads to (14) . Since (15) is convex, the desired result follows.
The following bound will be helpful in establishing the main result.
Lemma 4.
Consider the same setup as in Lemma 2. Let g ∈ R N be orthogonal to U , then
with probability at least 1 − δ, where the expected value E P is with respect to the uniform distribution of the sampling points.
Proof. We first apply submultiplicativity to obtain
With Lemma 2, we have, with probability at least 1 − δ, that
Consider now the expected value
and note that we use the squared Euclidean norm · 2 2 . We obtain
where g j is the j-th component of g for j = 1, . . . , N , U jk is the jk-th component of U for j = 1, . . . , N and k = 1, . . . , n, and I j=pi is the indicator function that is 1 if j = p i and 0 otherwise. Note that g is orthogonal to U and therefore the cross terms in the norm in (18) cancel, see [6, proof of Lemma 2]. The probability that p i = j is P P [I j=pi ] = 1/N because a uniform distribution with replacement is used for selecting the sampling points. Consider now
where u j 2 2 is the squared norm of the j-th row of U and where we used that E[I j=pi ] = 1/N because of the uniform sampling with replacement. Jensen's inequality implies
which, then, proves the desired result (16) once combined with (17) .
Using Lemma 4, we now bound the error of the ODEIM approximation in expectation in the case of noise-free evaluations of f .
Lemma 5. Consider the same setup as in Lemma 2. Then
Proof. We follow [19, Theorem 2] and first define
where we used the fact that (P T U ) + P T U = I m is the identity I m of dimension m × m because U has orthonormal columns. Since g is orthogonal to U , we have
Lemma 4 implies that
with probability at least 1 − δ. The desired result, then, follows with the linearity of the expectation.
We now state our main result that shows that ODEIM is robust with respect to noise in the sense that increasing the number of sampling points m reduces the effect of the noise. Proposition 1. Consider the same setup as in Lemma 2. Then,
with probability at least 1 − 2δ, where the expectation E P is with respect to the distribution of the samples and E ǫ with respect to the noise in f ǫ as defined in (9).
Proof. With the triangle inequality, we obtain
withf = U (P T U ) + P T f and f ǫ = f + ǫ. We apply Lemma 5 to the first term on the right-hand side of the inequality (20) . Let us now consider the second term on the right-hand side of (20) . Note that ǫ is not necessarily orthogonal to U , and therefore Lemma 4 cannot be applied. We make the approximations
which holds with probability at least 1 − δ, see the proof of Lemma 4. Consider now
and observe that for i = j the sums evaluate to zero because the components of ǫ are independent with zero mean such that
Let us now consider the remaining terms corresponding to i = j,
, because the components of ǫ are normal with standard deviation σ. Thus, we obtain
where we used that U 2 F = n because U is orthonormal. Applying Jensen's inequality to (22) and combining (21) with (22) gives
with probability at least 1 − δ. Combine (23) with Lemma 5 applied to the first term in the sum on the right-hand side of the inequality (20) proves the lemma with the union bound.
ODEIM with deterministic sampling
In this section, we present several deterministic strategies that adaptively select sampling points to reduce the quantity (P T U ) + 2 , which controls how sensitive the ODEIM oblique projection is to perturbations and noise, cf. Section 2.2. While our probabilistic analysis in Section 4 shows that sampling points that are selected uniformly in {1, . . . , N } are sufficient for ODEIM to be robust with respect to noise, the number of uniformly selected sampling points that are required grows with, e.g., the coherence µ(U) of the space U.
The following deterministic selection strategies aim to achieve robustness with fewer points than uniform sampling by taking information about the space U into account.
We first discuss the ODEIM+E sampling algorithm that is based on lower bounds of the smallest eigenvalues of certain structured matrix updates introduced in [28] . We will show that our ODEIM+E approach is a special case of [46] , see Section 5.1. Then, we propose an extension of the QDEIM points selection algorithm for selecting oversampling points by interpreting QDEIM as clustering. We call the corresponding procedure ODEIM+C because the oversampling points are selected based on the entropy of clustering information, see Section 5.2. Section 5.3 recaps the classical DEIM algorithm and discusses how it has been extended to select more than n sampling points, which will serve as our benchmark in the numerical results, and which we call ODEIM+D in the following.
The ODEIM+E sampling algorithm
The goal of the ODEIM+E oversampling algorithm is to select points that minimize (P T U ) + 2 . This minimization problem is equivalent to maximizing the smallest singular value of P T U because
where s max (M ) and s min (M ) denote the largest and smallest singular value of the matrix M , respectively. The ODEIM+E algorithm relies on lower bounds on the smallest eigenvalues to select points that maximize s min (P T U ) by leveraging the eigenvector corresponding to the smallest eigenvalue, as proposed in [46] .
Singular values after symmetric rank-one updates
Consider the basis matrix U and the sampling points matrix 1 P m that takes m ≥ n samples. Consider now the singular value decomposition of
where V m ∈ R m×n contains, as its columns, the left-singular vectors, the matrix
n×n is a diagonal matrix with the singular values s
n , in descending order, and W m ∈ R n×n contains, as its columns, the right-singular vectors. Note that we assume that P T m U has full column rank in the following, which can be ensured by initializing ODEIM+E with, e.g., the QDEIM interpolation points. If we add a sampling point, we obtain
where u + ∈ R 1×n is the row of U that is selected by the new sampling point. Following the work by Zimmermann et al. [46] , the change of the singular values of P T m U to P T m+1 U can be understood via a symmetric rank-one update. We have
The singular values of P T m+1 U are given by the square roots of the eigenvalues of (P
which is a symmetric rank-one update to the diagonal matrix Σ . From Weyl's theorem [40, 41] we have that λ
n , which shows that adding any sampling point will, at least, not increase (P T m+1 U ) + 2 compared to (P T m U ) + 2 .
Lower bounds for eigenvalues of updated matrices
We now use results by Ipsen et al. in [28] from 2009 to derive a heuristic strategy with the aim of selecting sampling points that lead to a fast increase of the smallest eigenvalue, i.e., to a fast decrease of (P
be the eigengap. Note that we need λ 
Observe that the bound (24) depends on the eigenvector corresponding to the smallest eigenvalue. We simplify the bound (24) and obtain
which is true because
The ODEIM+E algorithm
The bound (25) motivates us to add the row of U that maximizes the Euclidean inner product with the eigenvector z (m) n , i.e., the row that maximizes
The criterion (26) is a special case of the criteria developed in [46] . While we build on the perturbation bounds introduced in [28] , the authors of [46] directly prove that selecting the point corresponding to the largest absolute inner product with the eigenvector z n is a good choice for a sampling point, see [46, page A2834] and [46, Remark 2, item 3] . In fact, the work [46] goes a step further and also takes into account inner products with eigenvectors corresponding to larger eigenvalues. We do not consider these additional steps discussed in [46] in the following.
The ODEIM+E sampling approach that we consider is summarized in Algorithm 2. It iteratively selects new sampling points in a greedy fashion based on the inner product (26) . In line 3 of Algorithm 2, the first n points are selected with QDEIM, see Algorithm 1. Then, for each oversampling point i = n + 1, . . . , m, the singular value decomposition of U [φ, :] is computed to obtain the right-singular vectors. The inner product (26) is computed, where we use that the eigenvector is the n-th canonical unit vector of dimension n and so z
Finally, the point with the largest inner product is added, if it has not been selected before. This process is repeated.
Each iteration of ODEIM+E requires performing a singular value decomposition of a small matrix with size that grows with the reduced dimension n and the number of sampling points. Each singular value decomposition is in O(n 2 m) (for m > n) and thus selecting m points with ODEIM+E is in O(n 2 m 2 ). Note that the sampling point selection is performed during the construction of the reduced system in the offline phase. [∼, I] = sort(r, 'descend') 8:
while any(I[k] == φ) do 10:
end while 12:
end for 14: return φ 15: end procedure
The ODEIM+C oversampling algorithm based on QDEIM and entropy estimation of clustering information
The QDEIM algorithm is summarized in Algorithm 1. If QDEIM as in Algorithm 1 is used to select more m > n points than the dimension n of the DEIM space U, for example by applying pivoted QR to the square matrix U U T ∈ R N ×N , then this amounts to choosing the m − n additional points based on numerical noise because U U T has only rank n and the ordering of the columns with index greater than n has typically no particular mathematical meaning. Instead, we establish a connection between QDEIM and clustering, and use the concept of entropy to select m > n sampling points in a principled way. We call the corresponding oversampling algorithm ODEIM+C.
Sampling points selection and clustering
We now approach the sampling point selection from a different perspective. Consider the nonlinear snapshots matrix F = [f (x; ξ 1 ), . . . , f (x; ξ M )], and interpret each row of F as the evolution (trajectory) of a particular spatial position (state) with respect to parameter changes (and with respect to time, in case of time-dependent systems, where ξ i = iδt is time at time step i with time step size δt). We expect that parts of the physical domain exhibit similar behavior so that the rows of F comprise several clusters.
Motivation, discussion, and a numerical example
To illustrate this idea, we use the data generated by (7) in Section 2.2 and plot three groups of neighboring rows of F ; see Figure 3 . In general, neighboring row indices in F do not necessarily mean neighboring positions in the spatial domain, as various mappings are used to map the spatial domain coordinates into a suitable data structure during discretization. It is a clustering method that will partition the row indices to define a suitable clustering. The graphs in Figure 3 clearly show three groups (clusters).
Let U ΣW T be the truncated singular value decomposition of the snapshot matrix F , with the DEIM basis matrix U ∈ R N ×n , the diagonal matrix Σ ∈ R n×n , and the matrix of the right-singular vectors W ∈ R M×n . We can interpret each row of U Σ (and of U ) as coordinates of the corresponding row of F that is represented in the basis W T (and ΣW T , respectively). We plot in Figure 4 and Figure 5 the rows of U Σ and U , respectively, with n = 40, which demonstrates that the clustered structure of the trajectories shown in Figure 3 is preserved in the bases W T and ΣW T . Thus, selecting row indices of U for DEIM can Each stripe is a cluster of 51 trajectories and in each cluster the trajectory closest to the mean of the stripe is a reasonably good approximation to all trajectories in the cluster. Note that the widths of the stripes differ, i.e., the clusters are not equally tight.
be recast into finding clusters of the trajectories. We now will briefly review k-means clustering to establish that QDEIM can be interpreted as a clustering method.
Clustering with k-means
Denote the columns of F T as a 1 , . . . , a N and define the set A = {a 1 , . . . , a N } ⊂ R M . Let further π = [π 1 , . . . , π n ] be a partition of the index set {1, . . . , N }, which means that n i=1 π i = {1, . . . , N } and π i π j = ∅ for i = j. Let ♯π i denote the cardinality of π i for i = 1, . . . , n. Recall, the k-means algorithm clusters N points in R M into n clusters with respect to the Euclidean metrics by minimizing the objective function
, where c i =
see, e.g., [27] for an introduction to k-means clustering. The k-means algorithm aims to minimize (27) iteratively. The iterations start with an initial partition π (0) , with the corresponding set of centroids c
i ; at each iteration k the centroids c
, with the corresponding centroids by
As a result,
. This is repeated until at some index k the change of F(π (k) ) drops below a given threshold. Note that F(π (k) ) converges as k −→ ∞.
Relaxed k-means
Clustering with k-means searches for an optimum of a nonconvex objective and therefore the outcome of kmeans typically depends on the initialization and the optimization even can get stuck in local optima. Several approaches have been proposed to make optimization underlying k-means more robust. We are particularly interested in relaxing the discrete condition in the objective function (27) as it has been done in [43] . The partition π = [π 1 , . . . , π n ] can be encoded in a matrix C as follows: for all 1 ≤ i ≤ N , 1 ≤ j ≤ n, set C ij = 1/ ♯π j if the ith point belongs to the jth cluster, and to zero otherwise. Then, minimizing the objective of k-means clustering F(π) over the partitions π is equivalent to minimizing F(C) over the set P n (N ) of partitioning matrices C. The objective can be rewritten as F(C) = trace(F F T ) − trace(C T F F T C), and, thus, the minimization of (27) over all partitions π is equivalent to solving
Following [43] , the NP-hard combinatorial optimization (29) is relaxed by allowing C from the Stiefel manifold V n (R N ) of N × n orthonormal matrices, i.e., the continuous optimization of the trace of the Rayleigh quotient is obtained max
By the Ky Fan theorem [43, page 3] , the optimal solutions of (30) are given by Ω = U Q, where U = [u 1 , . . . , u n ] is the matrix of the eigenvectors belonging to the n largest eigenvalues of F F T and Q is any n × n orthogonal matrix. Clearly, the columns of U are the DEIM basis vectors, i.e., the left singular vectors of the largest singular values s 1 (F ) ≥ · · · ≥ s n (F ) of F . For the sake of technical simplicity we assume that s n (F ) > s n+1 (F ) in the following.
It remains to use the freedom in choosing Q to determine a continuous solution Ω that is close to a discrete matrix that yields a nearly optimal partition (clustering). Recall that QDEIM is invariant under orthonormal change of basis, i.e., it computes the same index selection for any Ω = U Q, independent of a particular choice of Q.
Connection of relaxed k-means clustering to QDEIM
Let us now show that QDEIM gives a discretization of one particular continuous solution Ω * ∈ V n (R N ) of the relaxed k-means problem (30) .
Let U T P = QR be the QR factorization with pivoting of U T [12] . Let further Ω * = U Q be the solution of (30) corresponding to the orthonormal matrix Q. Plugging in
T , which we write as Ω T * P = R , by bringing the permutation matrix P to the left-hand side. Define now the two matrices R 1 ∈ R n×n and R 2 ∈ R n×(N −n) as the two blocks R = [R 1 R 2 ]. To discretize Ω T * P , we represent it in the basis spanned by the columns of R 1 , which we achieve with
where the bullets • denote absolutely largest entries in each column of the matrix (31) . DefineR by placing 1 at each bullet and setting the remaining entries to zero of the matrixR . Further, let η i denote the number of bullets in the ith row and
. Then, following [43] , C * = PR T D ∈ P n (N ) defines a partition matrix that can be considered as a discretization of the solution Ω * that minimizes the objective (29) .
In [43] , the motivation for using the pivoted QR on the eigenvector (singular vector) matrix is derived from the special structure in the case of the ideal initial data vectors that belong to mutually orthogonal clusters. The general case is based on an application of the Davis-Kahan sin Θ theorem (perturbation theory for eigenspaces of Hermitian matrices), that is used to estimate the departure of the general from the ideal case. See also [20] which uses the pivoted QR idea from [43] in a k-means setting. For others works that employ pivoted QR in some related settings, we refer the reader to [39, 33, 11] , and the references there in.
Here we offer a plausible and more intuitive argument for the pivoted QR in clustering, eventually leading to an oversampling strategy for DEIM. The first n columns of R are picked by the pivoting strategy as the most linearly independent ones among the columns of Ω T * , but now represented in the basis given by the columns of Q. Since the objective function F defined in (27) is based on the Euclidean distance, and this is an orthogonal basis change, we can focus on R. In the column space of R, choose the columns of R 1 as the new basis. Then the columns ofR are the coefficients in the representation of the columns of R in this new basis. In particular,R [1 : n, 1 : n] = I n is the n × n identity matrix and the n leading columns of Ω T P are taken as distinguished representatives of the n clusters. As they are selected as most linearly independent set among the columns of Ω T , we expect that they are mutually fairly well separated in the sense that the angles between them are not small. Further, this change of basis, although nonorthogonal, is well conditioned; see [21, 22] . The columns ofR 2 =R [1 : n, n + 1 : N ] show the positions of the remaining columns relative to this basis vectors. Hence, taking only the absolutely largest entry declares affiliation to the corresponding basis vector.
In Figure 6 , we illustrate the above discussion using the data from Section 5.2.2. The figure shows the structure of the matrixR in (31) as the 3 × 153 table of colored bars; the yellow bars correspond to the bullets (• -absolutely dominant entries in each column) in (31) . In the lower panel, the matrix isR P T Π T , where the multiplication by P T Π T restores the original ordering of the trajectories as indicated by the color scheme. The ordering of the clusters is not unique.
We have established a connection between the QDEIM point selection and spectral relaxation of the clustering scheme k-means. In the interpretation presented in this section, the indices returned by QDEIM are cluster representatives. This, in turn, can enhance the QDEIM framework by providing all cluster members affiliated with each QDEIM point, which can be used to test how tight is each cluster and to decide to sample additional points from those clusters whose tightness is among the worst ones. That is, a cluster that is not tight enough is split by another clustering, thus giving more than one representative.
Numerical example: nonlinear RC model
This nonlinear RC-ladder circuit [18, 5, 8] is one of the benchmark examples for model reduction. The nonlinearity is due to the exponential diode I-V characteristics in the model. The model we use has N = 1000 and an exponential forcing, e −t , entering at node 1. The quantity of interest, the output, is the voltage at node 1, i.e., the first component of the state vector x(t), denoted by y(t). We reduce the order using r = n = 10 using POD-QDEIM and POD-KDEIM, where KDEIM refers to finding the sampling points via k-means clustering as discussed in Section 5.2.5; see, Algorithm 3. The relative reconstruction errors for the quantity of the interest y(t) are ǫ QDEIM = 0.783045 × 10 −5 and ǫ KDEIM = 2.388807 × 10 −4 , illustrating accurate approximations by both models. Figure 7 shows the output for the full model and both reduced models, together with the reconstruction errors. As our discussion suggests, for this example, the errors due to both approaches are comparable.
Sample selection based on entropy and clustering information
The QDEIM points selection algorithm selects the indices corresponding to the first n columns ofR , see Algorithm 1. We now introduce ODEIM+C that uses the interpretation of QDEIM as clustering to select m > n points.
The absolutes values of the components of each column inR indicate how well the columns are aligned with the corresponding basis vector given by R 1 . If a column is well aligned with one of the basis vectors, then there is one component that significantly dominates all other components in that column with respect to its absolute values. In contrast, if the column is not well aligned with any of the basis vectors, then none of the components of the column dominates. Typically, in the first case, i.e., the column is well aligned with a basis vector, the column has a low entropy, whereas in the second case, i.e., the column is not well end for 11: return φ 12: end procedure aligned with any basis vector, the column has a higher entropy. Algorithm 4 computes the entropy of each column and selects the sampling points corresponding to the columns with the highest entropy, i.e., that are heuristically least aligned with any of the basis vectors. First, the QR factorization of U T is computed. Then,R is formed and its columns are normalized. The entropy of each column of the normalizedR is computed based on the natural logarithm as
Note that we use the convention 0 log (0) 
The ODEIM+D oversampling algorithm based on classical DEIM points selection
Algorithm 5 summarizes the classical DEIM points selection algorithm, which selects interpolation points based on the residual of the DEIM approximation. The version presented in Algorithm 5 iterates from 1, . . . , m, instead of 1, . . . , n, to select m > n sampling points. Note that similar extension to selecting m > n points with the DEIM algorithm have been introduced in, e.g., [14, 15, 44, 16] .
Numerical results
This section demonstrates ODEIM with randomized and deterministic oversampling algorithms on numerical examples. Section 6.1 revisits the toy example from Section 2.2 and demonstrates that ODEIM provides a stable approximation compared to DEIM. Section 6.2 demonstrates ODEIM on a diffusion-reaction problem, where ODEIM provides stable approximations in contrast to DEIM.
Toy example
Let us revisit the toy example introduced in Section 2.2. We use the same setup but now approximate the noisy function with ODEIM based on deterministic oversampling algorithms introduced in Section 5 and randomized oversampling. The randomized oversampling ODEIM+rand selects the first n sampling points with QDEIM and the m − n oversampling points uniformly without replacement from the set of indices {1, . . . , N }. The number of sampling points is set to m = 2n in case of oversampling. We perform 10 replicates of the experiments, compute the L 2 error as defined in (8), and then average the L 2 errors over the 10 replicates, see Figure 8 . The results indicate that oversampling avoids the unstable behavior obtained 
Diffusion problem with nonlinear reaction term
We now demonstrate ODEIM with a reduced model of a diffusion-reaction problem. The example demonstrates that instabilities in the DEIM approximation can lead to unstable reduced models, which can be avoided with ODEIM.
Problem setup
Let Ω = (0, 1) 2 ⊂ R 2 and consider the PDE ∆u(x; ξ) + f (u(x; ξ); ξ) = 100 sin(2πx 1 ) sin(2πx 2 ) ,
T is the spatial coordinate, u : Ω × D → R is the solution function, and f :
T ∈ D. The PDE (32) is closed with homogeneous Dirichlet boundary conditions. This example is a modification of the example considered in [26] .
We discretize (32) is lowest in case of ODEIM+E. Standard deviation of noise is σ = 10 −3 .
Results
We compare the errors of various reduced models, which differ in the way the nonlinear term is approximated. With "QDEIM" and "DEIM" we denote in the following reduced models that approximate the nonlinear with QDEIM and DEIM, respectively, without oversampling. Reduced models denoted with "ODEIM+D", "ODEIM+C", and "ODEIM+E" approximate the nonlinear terms with the respective oversampling strategies presented in Section 5. The reduced models denoted with "ODEIM+rand" select the first n points with QDEIM and the subsequent m−n points randomly with a uniform distribution in the set of indices {1, . . . , N } without replacement. Figure 9 compares different reduced systems, where the noise with σ = 10 −3 is added to the nonlinear function evaluations. We consider the L 2 error over the outputs of the models, where we perform 10 replicates and report the averaged error. Note that the reported errors are with respect to the outputs of the reduced model, rather than the errors of the DEIM approximations, which demonstrates that instabilities in DEIM approximations can significantly impact the output errors of reduced models. Figure 9a uses 10% of the total of N components as sampling points, which means m − n = 6553 in our example. First, observe that without oversampling the error increases with the dimension of the DEIM space. It seems that neither the ODEIM+D nor ODEIM+C stabilizes the reduced model in this example. It seems that ODEIM+C selects points that are outliers in the sense of the cluster terminology introduced in Section 5.2. This means that these outlier points correspond to a high entropy as described in Section 5.2 while being unrepresentative for most of the points. This could be explained, in parts, by the static nature of the clustering-based oversampling strategy. The approach is static in the sense that the oversampling points are selected all at once from the decomposition eq. (31) unlike, for example, in the ODEIM+E approach where oversampling points are added one at a time after an update of the involved quantities. In ODEIM+C, it is possible that some columns of R with high entropy are nearly linearly dependent; thus they should indeed contribute only one sampling point. With this in mind, one can modify ODEIM+C to make it a dynamic selection approach as well. For example, after adding the highest entropy entry, one can eliminate the columns (even those with high entropies) if they are close to being linearly independent with the current selection. This issue together with other extensions, e.g., incorporating kernel k-means [38] into the DEIM selection process, will be investigated in a separate work. We will not pursue this issue here. The results also indicate that, unlike ODEIM+C and ODEIM+D approaches, ODEIM+E, once again, stabilizes the problem in the sense that the error stays constant for increasing dimensions. Additionally, the random selection strategy ODEIM+rand stabilizes the reduced model too. Similar results are shown in Figure 9b for 1% oversampling points. The norm of the norm (P T U ) + 2 is reported in Figure 10 . The norm (P T U ) + 2 grows with the dimension in DEIM and stays nearly constant for ODEIM+E and ODEIM+rand.
Detailed studies of the performance of the four sampling strategies are shown in Figure 11 , Figure 12 , Figure 13 , and Figure 14 . The error bars indicate the maximal and minimal error over the 10 replicates. As Figure 9 indicates, oversampling with ODEIM+E and ODEIM+rand seems most effective in this example.
Conclusions
Empirical interpolation is often used for approximating nonlinear terms in reduced models; however, stability issues have been observed in a wide range of applications. Our probabilistic analysis shows that the particular instability arising due to perturbations and noise of the samples of the nonlinear terms can be avoided by oversampling DEIM. In our numerical results, we demonstrated that instabilities in DEIM can lead to a loss of accuracy in the reduced model outputs and that randomized and deterministic oversampling strategies stabilized DEIM, and thus the reduced model. 
