Motivated by a climate prediction problem, we consider high dimensional Bayesian regression where the number of covariates is much larger than the number of observations. To reduce the dimension of the covariate, the response is regressed on the principal components obtained from the covariates, and it is argued that the PCA regression is equivalent to the original model in terms of prediction. In the PCA regression setting under the sparsity condition, we examine large sample properties of two different modeling strategies: regression with and without covariate selection.
Introduction

Motivation
Every year Korea Meteorological Administration (KMA) provides the predicted summer -the period of June, July and August, in short JJA season -precipitation of the next year over the region of Korea. It is an important prediction, for many business and government policy decisions are based on this prediction. The prediction is made through a complicated process, but for our discussion, we can reasonably simplify the problem in the following way. The prediction is based on the past observations and the general circulation model -computer model simulating global climate variables, in short GCMoutput covering the whole globe. The past observations are the precipitation of the JJA season over Korea, which we denote by an n-dimensional vector y n with each coordinate representing the mean precipitation anomaly of a year. The GCM output is denoted by an n × q n matrix X n whose ith row consists of the values of the climate variables covering the whole globe generated from the GCM for the ith year. For the data set we have in mind, y n is the vector of the JJA precipitation anomalies of 29 years from 1979 to 2007 and X n contains the GCM precipitation anomalies of 29 years covering the globe by 2.5
• × 2.5
• grids with total 10, 512 grid points; thus n = 29 and q n = 10, 512. We wish to find the regression relation between the observed mean precipitation over Korea and the GCM output covering the whole globe based on the data, y n and X n . As a reliable regression equation is obtained, we feed the the GCM output for the next year -note the future GCM output can be obtained by running the GCM for one more year -to the regression equation and make a prediction by the estimated mean value at the future GCM output. For the problem described above, we consider the following linear model y n = X n β n + n , n ∼ N (0, σ 2 I n ),
where β n is the q n -dimensional vector of regression coefficients, n is the n-dimensional vector of errors, I n is the n × n identity matrix, and the error variance σ 2 is assumed to be known for the sake of simplicity.
Since the prediction is based on the regression relation between y n and X n , a reliable estimation of the mean of y n is essential in the process. When we considered this problem, the first question that occurred to us was "when we have only 29 observations with 10,512
covariates, can we have reliable posterior or Bayes estimate of the mean response for prediction?" This is the main motivation of the current study. To answer this question, we formulate the problem in the following way: as n → ∞ and q n >> n, can we have consistent posterior of the mean vector µ n = E(y n ) = X n β n ? If so, what is the convergence rate? Since the prediction is made through the mean function of the response, the natural norm for this problem is the Euclidean norm of the mean vector
withμ n being an estimator of µ n .
In the typical regression setting with fixed number of parameters, it is well known that the posterior is asymptotically optimal: under reasonable conditions, the posterior is consistent, and has 1/ √ n convergence rate. But, when q n >> n, not much of the large sample properties are known for the posterior. Exceptions are Ghosal (1997 Ghosal ( , 1999 and Jiang (2007) . Ghosal (1997 Ghosal ( , 1999 proved the asymptotic normality of the posterior for linear models if q 4 n log(q n )/n → 0 (e.g. q n = O(n 1/5 )) as n → ∞. Since the goal was the asymptotic normality of the posterior, the growth rate for q n is quite slow, and it hardly fits the problem we consider. The results of Jiang (2007) is perhaps more relevant to our problem. He considered the generalized linear model with variable selection prior and proved the convergence rate of the posterior under the Hellinger distance is near parametric rate even when q n >> n. However, for our problem, the Euclidean norm of the mean vector is deemed more natural than the Hellinger distance of the the densities.
PCA Regression
In this section, we describe how the problem posed in the previous section can be transformed to the PCA regression setting. It is clear that the 10,512 regression coefficients can not be estimated based on the 29 observations unless additional strong assumptions are made. In such situations, PCA is often performed to reduce the dimension of the covariates. In our problem, PCA is especially relevant, because climatologists often explain the variations in the climate by principal components and give physical interpretations to them. Interestingly, the problem we posed in the previous subsection can be transformed to the PCA regression setting without any compromise.
where A = [a 1 , a 2 , . . . , a qn ] is a q n × q n orthogonal matrix, Λ = diag(λ 1 , λ 2 , . . . , λ qn ) is a q n × q n diagonal matrix with λ 1 ≥ λ 2 ≥ . . . λ pn > 0 = λ pn+1 = . . . = λ qn and (a i , λ i ) are the ith pair of eigenvector and eigenvalue of X T n X n for i = 1, 2, . . . , q n . Note that p n is Thus, consistency and convergence rate under model (3) with norm (4) are equivalent to those under model (1) with norm (2) , and this equivalence is independent of q n . Conversely, for a given estimatorη n of η, we can also reconstruct the estimator of β n bŷ
Note that with the reconstructed estimatorβ n of (5) we have the same norm, i.e.,
For the rest of the paper, we consider model (3) with norm (4).
In order to investigate large sample properties of estimators and posteriors, we assume a sequence of true parameter values (η 0 n ) satisfies sparsity condition: for some fixed integer r > 0, η 0 ni = 0 for all i > r. The probability and expectation under the true model are denoted by P 0 n and E 0 n . An estimatorη n of η n is said to be consistent in probability (a.s.) or in L 2 -norm, if, as n → ∞, ||η n − η
The prior is denoted by π n and the posterior probability and expectation are denoted by π n (·|y n ) (or P n (·|y n )) and E n (·|y n ), respectively. The posterior is said to be consistent at (η
n -probability), as n → ∞. The posterior convergence rate is defined as the smallest possible rate n tending to 0 such that, as
n -probability.
Methodologies and Main Results
After the regression model (1) is transformed to the PCA regression model (3) with norm (4), the question we initially asked is posed in the question of priors. Especially we are interested in the following questions: "Can we use the usual prior ignoring the fact p n increases as n → ∞?" and "Is there evidence that the Bayesian model averaging is better in the performance?" To answer these questions, we consider Bayesian methodologies in two categories: regressions without covariate selection and with covariate selection. [Barbieri and Berger (2004) ]. Under a sparsity assumption, these two estimators and the posterior are all consistent even for the case p n = n and have similar convergence rates. Bayesians have argued for long time that the BMA is superior for the prediction, but there seldom exists theoretical support for it. We believe this paper is one of first few theoretical support for BMA.
In conclusion, if p n /n → 0 as n → ∞, as long as the consistency is concerned, the Bayesian modeler can ignore the fact p n → ∞ and use the priors as if p n is fixed; but if p n increases faster and p n /n → 0, one must include the variable selection in the data analysis.
The plan for the paper is as follows. In sections 2 and 3, we present theoretical results of the cases regression without covariate selection and with covariate selection, respectively.
A simulation study is shown in section 4 to support the theoretical results in sections 2 and 3. The brief result of the analysis of the climate problem we described is presented in section 5. All the proofs are given in section 6.
Regression without Covariate Selection
Normal Priors with Constant Variances
In this subsection, we consider the model (3) with prior
where α n is positive for all n. Each coordinate η ni has the same variance but it can vary as n grows. If p n = q n , this prior is the same as the g-type prior of β n [Zellner (1986)]
Thus, this prior with α n = α > 0 corresponds to the Bayesian model fitting ignoring the large number of covariates.
For the simplicity of the exposition, we consider three cases for the sequence (α n ): Remark 1. When the number of covariates p is fixed, one typically assumes X T n X n /n converges to a positive definite square matrix. Thus, the fixed number of covariates case corresponds to case (i) of (c) in Theorem 1. As far as the consistency of the Bayes estimator is concerned, the increasing sequence of p can be treated the same as the fixed 
Normal Priors with Decreasing Variance Priors
In nonparametric regression model with infinite number of basis functions, the prior of the regression coefficients often has decreasing variances [Lenk (1999) ]. We examine the following prior for our problem with the same spirit
where
. . , α p ) and α k = α(k) for some positive increasing function α defined on R + . The posterior of η n given y n is that η n1 , . . . , η np are independent and
Theorem 2. If α(k) increases faster rate than k 2 , the Bayes estimator and the posterior are consistent, P 0 n -a.s.
Remark 3.
Although we obtain consistency for the normal prior with decreasing variances, the prior variance structure V n = diag(α 1 , α 2 , . . . , α n ) is not satisfactory in practice, because it suggests that before we see the data we already know the importance of the covariates and we can order the covariates by its importance. Thus, this prior variance structure can not be applied in most applications where the importance of the covariates are equal.
Stein Estimation
Multiplying √ n/σ to the both sides of (3), we obtain
Setting X = √ n σ t n and θ = √ n σ η n , we obtain the standard multivariate normal model with known variance:
The estimation problem of θ in model (8) has been the focal point of the celebrated JamesStein estimation. The Stein estimation has been successfully applied to many problems and we are curious about the effect of shrinkage of the James-Stein estimator on the regression model with increasing number of covariates. In this subsection, we study the large sample behavior of the James-Stein estimator in the regression model setting. The
James-Stein estimator of θ is given bŷ
from which we obtain the James-Stein estimator for η n ,
Theorem 3. Suppose A = lim n→∞ A n with A n = ||η 
Regression Methods with Covariate Selection
In this section, we consider the variable selection prior on η n . Specifically, we consider the prior
and η n1 , η n2 , . . . , η np are independent a priori. Here δ 0 is the degenerate probability measure at 0, and π 0 ∈ (0, 1) is the prior probability of η ni being 0, which is typically set to 1/2. With prior (10) and model (3), the posterior of η n given y n is defined as follows:
η n1 , η n2 , . . . , η np are independent and
where π 0 (t) and π 1 (t) are function defined on t ∈ R such that π 1 (t) = 1 − π 0 (t) and 
Since the inclusion probability of variable i is π 1 (t ni ), the MPM estimator of η n ,η
where the values of the indicator function and π i with a vector argument is the vector whose coordinates are the functions applied to the vector. With the assumption of π 0 =
Theorem 4. Under model (3) with prior (10), the following results hold:
(c) For a sequence of positive real numbers, (c n ) converging to 0,
Remark 5. Unlike the methods of the regression without covariate selection, the BMA and MPM estimators, and the posterior with variable selection prior are all consistent in P 0 n -probability for p n ≤ n.
Remark 6. The BMA and MPM estimators and the posterior have similar convergence rates up to the small difference of log(n) factor. We finish the section by studying the asymptotic behavior of the posterior probability of choosing the true model,
Moreno, Girón and Casella (2010) provides similar result for two competing models when p → ∞ as n → ∞. Our result covers the case when there are 2 p competing models, but with a restricted assumption on the model. 
A Simulation Study
In this section, we show the finite sample performance of the procedures through a simulation study. The data set is generated 1000 times from the following orthogonal model
where t n , ξ n are p-dimensional real values vectors, and σ 2 is fixed at 1. The true parameter η is set at (3, 2, 1, 0, . . . , 0). The first three are (3, 2, 1) and the rest are zeros. In actual simulation, the η is randomly permuted. For each data set, six estimators are computed and for each estimator,
is computed. The MSE is averaged over 1000 data sets. The Bayes estimator for the normal prior with constant variances iŝ
where α = 0.1, and the James-Stein estimator iŝ
For the normal prior with decreasing variances, we take α(x) = αx 3 and αe x with α = 0.1 which represent geometric and exponential decay rates of variances, respectively.
The corresponding Bayes estimators arê
The numbers of observations n are chosen as 100, 500, 1000, and 2000, to emulate the situation with increasing n. The MSEs are summarized in Figures 2 -5 . The number of covariates are chosen to represent the five different rates of p, p = 4, log(n), √ n, n/2 and n. For the three rates of p = 4, log(n), and √ n with p/n → 0, the MSE of all estimators decreases as n → ∞; however, for the last two cases of p = n/2, and n, it is apparent 
Predicting Summer Precipitation over Korea
We have applied the seven predictors -six predictors shown in the simulation study together with the GCM predictor whose predicted value is obtained by directly using the GCM ouput -to the prediction problem we described in Section 1. In the actual application, we have 20 ensemble runs from the GCM; thus, for each prediction method, we have 20 predicted values each of which is obtained by applying the prediction method to a 
Proofs of Main Results
In this section, we present the proofs of the theorems given in sections 2 and 3. Unless stated otherwise, Z with subscript denotes sequences (or arrays) of independent standard normal random variables.
Proof of Theorem 1
In this subsection, we consider model (3) with prior (6). The posterior is η n |y n ∼ N n αn+n t n , Proof. It suffices to show
We bound the expectation by
Z ni with P 0 n probability 1 where
Thus, sup n I 2 < ∞ with P 0 n -a.s. This completes the proof.
Proof of Theorem 1. Equivalence of (a) and (c).
Z ni for all n and i where Z ni are independent standard normal random variables. We have
where the limit of the LHS is P is equivalent to the convergence of the posterior. Note
For all the cases of Theorem 1, tr (Var(η n |y n )) → 0, P 0 n -a.s. Thus, the convergence of ||η n − η 0 n || 2 is equivalent to the convergence of the posterior. This completes the proof.
Proof of Theorem 2
For the proof of Theorem 2, we need the following lemma.
Lemma 2. If α(k) increases faster rate than k a for some a > 2,
Proof. Let k n = n b with 0 < b < 1 and ab − 2 > 0. Then,
We will show
It suffices to show, by the Borel-Cantelli Lemma, for all > 0,
Using a bound for the tail probability of the normal distribution, we have
Since ab > 2,
This completes the proof.
Proof of Theorem 2. (a) Note
Since r is a fixed integer, the first term converges to 0, P 0 n -a.s. The second term also converges to 0, P 0 n -a.s. by Lemma 2.
and by Theorem 2, it suffices to show, as n → ∞,
Note, as n → ∞,
Proof of Theorem 3
For the proof of Theorem 3, we need the following two lemmas.
is the chisquare distribution with degree freedom n and noncentrality parameter λ n , and n is a positive integer and λ n ≥ 0. Then, for a nonnegative integer k,
Proof. Let J n ∼ P oisson(λ n /2) and V n |J n ∼ χ 2 n+2Jn with convention that J n = 0 with probability 1 if λ n = 0. Then, marginally V n ∼ χ 2 n (λ n ). Thus,
The last inequality follows from the fact that J n is a nonnegative integer.
Z ni where Z ni are independent standard normal random variables.
We have
This implies
Since EU n ) = O(n −4 ), the first two terms of (14) are bounded. Note
Again, by Lemma 3 and the moments of the chisquare distribution, E(V
Thus, the last term of (14) is also bounded. This implies
Proof of Theorem 3. From an equality from Hoffman (2000),
We first consider case (b). Note
Thus,
as n → ∞.
Now, we consider case (a). If A > 0, we can set A n0 ∈ (0, c) and A n1 > 0 such that
.
The conclusion (c) follows from Lemma 4. This completes the proof.
Proofs of Theorems 4 and 5
We need the following lemmas. (b) if ξ = 0, for sufficiently large n,
Proof. Note
First, consider the case ξ = 0. For sufficiently large n,
Also,
Now, consider the case ξ = 0. For sufficiently large n,
This completes the proof. 
Proof. The proofs can be obtained by the integration by part and the fact that Z 2 ∼ χ 2 1 .
Lemma 7. Suppose Z, Z ni ∼ N (0, 1) and independent for n ≥ 1 and 1 ≤ i ≤ p, where
Proof. We begin with a simple bound of π 1 (t ni ):
. To show (a), it suffices to show
By a bound for tail probability of standard normal,
Thus, as M → ∞, sup n≥2 I 2 → 0.
Now we consider sup n≥2 I 1 . By Lemma 6, 
Now we investigate I 1 and I 2 one by one. We bound I 1 by I 11 + I 12 as follows:
For each i = 1, 2, . . . , r,
and by Lemma 5
Now, we consider I 2 . By Lemma 5,
(b) Note π 1 (t ni ) > 1/2 is equivalent to the posterior odds, π 0 (t ni )/π 1 (t ni ), smaller than 1 and the posterior odds is
As in the proof of (a), we set
Consider J 2 first. For i > r, t ni = σZ ni / √ n and the posterior odds is Using the above facts, we obtain EJ 2 ≤ σ Taking the expectation, we have
By Lemma 5, for sufficiently large n, n n + α I(π 1 (t ni ) > 1/2) − 1
In summary, we have
(c) For a sequence of positive real numbers, (c n ) converging to 0, we have We decompose tr(Var(η n |y n )) as follows:
tr(Var(η n |y n )) = Since π 1 (t ni ) ≤ 1, as n → ∞,
By Lemma 7, as n → ∞,
For sufficiently large n and for some positive constant C,
Thus, EI 3 is exponentially decreasing. Finally, by Lemma 7, we have
Proof of Theorem 5. By Lemma 5, as n → ∞, It suffices to show p i=r+1 log(1 − π 1 (t ni )) → 0 in P 0 n -probability. For > 0,
log(1 − π 1 (t ni ))I(π 1 (t ni ) < 1/2) < − + P (π 1 (t ni ) ≥ 1/2 for some r + 1 ≤ i ≤ p)
For Z ∼ N (0, 1), we have
By the assumption, I 2 → 0, as n → ∞.
By the Taylor theorem, for 0 ≤ x < 1, log(1 − x) = −x/(1 − x ) for some x between 0 and x. Thus, log(1 − x) ≥ −2x for 0 ≤ x ≤ 1/2. Thus,
By Lemma 5 and the assumption, Thus, I 2 → 0, as n → ∞. This completes the proof.
