Abstract.
j-\ ¡-0j-\ k = 1,. . ., N. In order to get these results we prove that this system can be reduced to a standard system of the form y'k{x) = ¿ akj(x, \)yj(x), yk(0) = ak(X), y"(l) -0, y-i km 1, ...,*. Eigenvalue problems have been the subject of numerous papers (for several of the first publications in the problem we investigate in this paper, see [4] , [6] ).
This work is a continuation and extension of [2] , [8] , [9] . In order to get the main result about the existence of the eigenvalues we will prove in §2 a theorem which asserts that from the theoretical point of view there is only one type of system, which we call the standard system, that is, the system of the standard form: dY/dx = A(x, \)Y, 0 < x < 1, (3.1) n0) = a(\), (4.1) y"(l A) = 0, (5.1) where Y = (>>,, . . . ,yn)T, A(x, X) is an n X n matrix and its elements a¡j(x, X), /',_/= 1, . . . , n, are polynomials in X and a(X) is a matrix of order n X 1 dependent on A, which is used instead of the wide class of systems of type (1.1) and (2.1).
2. The standard system. We are interested in systems dependent on a parameter, but, because in the following theorem it does not matter if such a parameter exists, for the sake of brevity the parameter will not appear explicitly. This theorem (Theorem 1) asserts that instead of (1.1), (2.1), it is sufficient to concentrate on the investigation of the main problem concerning the existence of the eigenvalues of the standard system (3.1), (4.1), (5.1). where Y = (>>,, . . . , yn), A = {a,-,}, i,j = 1, . . . , n, is a matrix of order n X n and a is a matrix of order n X 1, n = (N(p^l)) + 1. The system (1.2), (2.2) has a nontrivial solution if and only if the standard system (3.2), (4.2), (5.2) has a solution.
Proof. Let us denote a fundamental system of solutions of (1.2) by E(x) = {e0}, i,j= 1, . . . , n, which satisfies the initial condition E(0) = I = {Sy}, i,j = 1, . . . , n (8¡. is the Kronecker symbol). Any solution U(x) of (1.2) is a linear combination of the fundamental system of these solutions, that is, U{x) = E{x){b" ..., bNf, (6.2) where the b¡,i= 1, . . ., N, are constant.
By substituting U(x) by (6.2) in (2.2) we get ¿ AiE{x,){bv...,bN)T={Q,...,0)T.
If there is a non trivial solution of the system (1.2), (2.2), it is necessary that the determinant of the coefficients should vanish, that is
(The determinant of a matrix B is denoted by \B\.) Remark. In the case B(x, A), and thereby E(x, X), depends on a parameter X, then D depends on X too, and the eigenvalues, if any exist, are solutions of D = 0.
We intend to construct the new linear system (3.2), (4.2), (5.2) of which we have spoken above. We define yn(x) of (3.2), (4.2) by using (7.2) to be the following function:
It is obvious that if there is a solution of (1.2), (2.2) thenyn{\) = D = 0 and *"(0) 2 a' "-rv") +1.
In the representation of yn(x) as the determinant \'2p_0A'E(xx¡)\ they'th column is Zf_o A 'ej(xx¡) where e,(x) is the7th fundamental solution included in E(x).
The determinant yn(x) = \^p=0A'E(xx¡)\ can be expressed as a linear combination of determinants with coefficients constructed by the matrices Ak, k = 0, 1, ...,/>: p The absolute value of any determinant in the last summation (10.2) is already included in the family of determinants in which a is included, and so a' is a sum of the determinants of type a with coefficients of the given system (1.2).
Therefore by appropriate numeration we get the new system (3.2), (4.2), (5.2). Through the construction of the standard system (3.2), (4.2), (5.2) from the original system (1.2), (2.2) it is obvious that the existence of a nontrivial solution of the original system brings about the existence of a solution to the standard system. We will show that from the existence of a solution of the standard system, a nontrivial solution of (1.2), (2.2) follows: because of the identity In order to demonstrate the procedure we will show explicitly how we build the standard system in two different cases:
(a) One scalar equation with/7 + 1 points:
We denote by e(x) the solution of (11.2) which satisfy e(0) = 1. We define: y¡{x) = e(xx¡), i = 1, . . . ,p, p yP+i(x) = S a'e(xx¡), The standard system derived from (12.2), (13.2) includes 15 equations with 15 unknown functions, as we have shown above according to the Binet-Cauchy formula:
where 0 < /, < j2 < 2, with ik = I, ik+2 = 2 if 7, = j2, or explicitly we get in this case 3. The formulation of the main theorem. Theorem 1 in §2 shows that it is sufficient to analyse only the standard problem considered in the previous section:
We want to find eigenvalues of (3.1), (4.1), (5.1) under the conditions that will be given in this chapter. Definition 1.3. The reduced system. We construct the reduced system in the following way: First step. We consider the system (3.1), (4.1), (5.1). If the coefficient matrix can be written as a direct sum of smaller matrices Ak, k = 1, . . . , s, we will concentrate only on investigating the subsystem connected to that Ak which includes yn and removes the others.
Second step. Assume that (3.1), (4.1), (5.1) is the system we got after the first step. If the initial value problem implies that certain components are identically zero, then the equations of these components are eliminated. We continue this procedure until we get to a system that we cannot reduce by means of the two steps mentioned above. We call that system the reduced system. Thus it is obvious that in order to find eigenvalues of (3.1), (4.1), (5.1) it is sufficient to investigate only the reduced system. Therefore in the sequel, we assume that (3.1), (4.1), (5.1) is a reduced system.
The properties of the reduced system are of fundamental importance in this work, particularly in discussing the minorant.
The properties which play an important role are: (1) given a reduced system The elements au(x, X) of the matrix A(x, X) are polynomial in A:
Using a¿(x) we define the following: Definition 2.3. We define n-\ A(x0, A, p) = det|-q}(x0)A"* + 8^" , = p" + 2 />"-*(*» À)p* (2-3)
where p"-k(x0, X) is a polynomial in A and mk denotes the degree of pk(x0, X). Definition 3.3. We define p = maxA. = 1 n(mk/k) where mk is the degree of pk(x0, A).
In the neighbourhood of X = oo the expansion of the solutions ¡ik of A(xq, X, p) = 0 has the following form:
where^ and <& > 0 are integers;
where w^ is the degree of pk{x0, X) (see [1, pp. 39-40, Theorem 15.2]).
Now we are ready to formulate our main theorem. (2) There is at least one point x = x0 where all atJ{x, X) are continuous functions (that means that for each pair i,j there is a function of the equivalence class a¡j(x, A) which is continuous in x0). At this point x = x0 all the a¡j(x, X) (of (1.3)) for positive X are positive for all the i,j for which aJx, X) ^ 0.
(3) p = max^=, n(mk/k) 's not an integer. Under these conditions the problem (3.1), (4.1), (5.1) has an infinite sequence of eigenvalues. Remark 1.3. Working on the problem of the existence of eigenvalues of the system (3.1), (4.1), (5.1) in the case where the matrix A may not be nonnegative, we have achieved results which, because of their length, will be published in a separate paper. These results are formulated in § 11. Remark 2.3. It is easy to verify that au(x, A) will be always nonnegative for large enough X > 0 if a\(x) > c > 0, x e [0, 1]. is yx =\Xna + av \ < x < 1. Therefore, ^,(1) = 0 has only a finite number of roots.
In the example, condition (2) is not fulfilled.
Example 3. The system
has the solution _y, = xe*2*, y2 = (\ + X2x)ex2*. Therefore the boundary value problem_y2(0) = 0,^,(1) = 0 has no solutions. In this case p = 2. where yx -y and .y* = y(k~l). Therefore we get an analogue to Theorem 2 for an «th order linear equation which is a generalisation of [2] .
Theorem 3. Under the same conditions of Theorem 2, there exist two positive constants a > 0, b > 0 which are independent of j so that ajl/p < \Xj\ <bjx/l>, j -1,2,....
We get the same results of Theorems 2 and 3 if we replace (5.1) withal, A) = a(\, X) which is a transcendental entire function of order less than p.
4. Preliminary lemmas. If we prove that ^"(1, A) is an entire function of a noninteger order, then, as is known, the equation yn(\, X) = 0 has an infinite sequence of solutions which are the eigenvalues of the system (3.1), (4.1), (5.1).
In order to find the order of yn(l, A) we will build a majorant and a minorant of the solutions for a corresponding Cauchy problem. We will show that both the majorant Z(x, A) and the minorant W(x, A) are entire functions of A, for each x, tj0 < x < 1, tj0 > 0, z"(x, A) and wn(x, A) are of the same order p, from where we will conclude that y"(x, A) of the Cauchy problem (3.1), (4.1) is also of the same order. Thereby the proof of Theorem 2 will be completed.
The construction of the majorant and the minorant system will be based on the following lemmas. The sequence ykJ(x, X),j = 0, 1, . . . , converges uniformly on the set |A| < R for each R < oo to^x, A) and from (4.4) we now obtain that Max \yk(x, A)| = yk(x, r), k = 1, 2, . . . , n.
The equalities (3.4) also show that>^(x, r) is a nondecreasing function in x for each r.
Relying upon these two lemmas we intend to estimate the order of the solution Y(x, A) of (3.1), (4.1). Towards that end we will construct a majorant Z(x, A) and a minorant W(x, A) to Y(x, A), and show that both are of order p. holds. Then, according to Lemma 1, the system z'iix, A) = 2 CyX^z/x, A), i = 1, 2, . . ., n, (1.5) y=i will be a majorant system of (3.1). Because of the nonnegativity of the values C = {cyX^j}, i,j = 1, . . . , n, the greatest characteristic root is nonnegative; this means that every other root has an absolute value not larger than the greatest characteristic value.
After we have defined the matrix C, the characteristic values ¡ik have to be calculated from the following determinant: Through the fact that in the development of ¡ik in (3.3)
, max (pk/qk) = p" (4.5)
fc-1.n we get yj(x, r) = M(r, yj) < Br<"> exp( ß0rp'x), j = 1, . . . , n,
that is, y,(x, X),j= 1, . . . , n, are entire functions of order not higher than p,.
6. Simplification of the problem. In this chapter we intend to clarify some circumstances that will simplify the construction of the minorant system of (3.1), We would like to point out that we have already dissected the original system into subsystems in such a way that taking into consideration the initial condition (4.1), we have built A to be the smallest subsystem which includes .y,, and can be solved separately. is a minorant system of (3.1) with the initial condition y¡(v0) = aAVo\ i = h ■ ■ ■ > 1. (4) (5) (6) where the a,CJo) are me positive values that we have obtained at x = tj0 when we solved the system (3.1), (4.1).
In order to solve the system (2.6), (3.6) it is enough to solve the system Y1' = A,Y', F'(tj0) = bl. Indeed, suppose that the yk(x, A), k = \, . . . , n,, are bounded from below in the following way:
and the other functions y~j(x, A) of the solution of (2.6), (3.6) are equal to zero, then since the system (2.6), (3.6) is a minorant system to (3.1), (4.6) (which is the system The system (3.1), (4.1) is a reduced system (see Definition 1.3); therefore, by repeating this procedure a finite number of steps we get at last that:
Thus, it is enough to prove the inequality (5.6) for the case that A(x, A) is itself an irreducible matrix.
7. The construction of the minorant. We explained at the end of §6 that it is enough to construct a minorant in the case where A is an irreducible matrix.
We construct the minorant in such a way that the order of its solution is p too License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
It may occur that some of the monoms of the expansion of the determinant whose sums are equal cancel each other. We define mk to be the highest degree in A of these monoms which make upp^Xo, A), k = 1, . . . , n -1, before the cancellation of equal monoms and p0 = ma.xk = x n(mk/k) = mt /k\-^ ls obvious that1 p0 > px. where the b¡ are positive numbers small enough to be less than y¡ (tjq, A) = a¡ (T,0)-the solutions of (3.1), (4.1) at the point x = tj0 (which according to Lemma 3 are positive numbers). The same reasoning as that of §6 leads to the conclusion that for estimation from below of the solution yn of (3.1), (4.1) it is enough to estimate from below the solution of (2.7), (3.7).
For the sake of simplicity we rearrange the system (2.7), (3. 'At the end of the next chapter we will get the conclusion that p0 = p. It is obvious that when p0 -p there is at least one index ic such that kx = k and mk -mk. It means, that at least one of the monoms with the highest fraction mkJkx is not cancelled. That is a result which has nothing to do with the order of entire functions but is a result in connection with determinant expansion. If for some of the j,pj < p0 • &7 then 2p,/2&, < p which contradicts (2.8).
Therefore, by the same consideration as before, it is enough to investigate one of these subsystems that means that we can investigate the system
w;(t,0, A) = bp bj>0, 7=1,..., kx, (4.8) and this system is irreducible.
9. Estimation of the solution of the minorant. We can rearrange the system (3.8), We get the same inequality for every subsystem of system (4.7), and by using the same reasoning as at the end of §6 we get the following conclusion:
For the solution o/(3.1), (4.1) there are numbers w > 0, ß, B > 0 so that
From (7.9) and (5.5) we get that there exist numbers a > 0, u* > 0, B > 0, B* > 0, ß, ß* so that ß*A^*exp(w*APo(x -t)0)) < y"(x, A) < 5A"exp(wAp'x), tj0 < x < x0, 5*A^*exp(w*Apo(x0 -tj0)) < yn(x, X) < 5A^exp(wAp'x), x0 < x < 1, (8.9)
for real positive and large enough A. Conclusion. From the monotonity of the greatest characteristic root of nonnegative matrices and from (3.3), (4.3) and (2.5), (3.5), (4.5) and (1.9) we obtain that p0 < p < Pj5 on the other hand from (1.7): p0 > p, hence p0 = p = px. From this together with (8.9) it follows that_y"(l, A) is an entire function of order p. In case p is not an integer the equation _y"(l, A) = 0 has infinite sequence of solutions; this means that the system (3.1), (4.1), (5.1) has an infinite sequence of eigenvalues.
This completes the proof of Theorem 2.
10. Proof of Theorem 3. The proof of this theorem appears in [9] . For the sake of completeness we prove it again here, especially since that paper is hardly accessible for the English reader.
From (8.9) we obtain that, for x = 1, B*rß' exp(wVp(x0 -tj0)) < M(r,y") « Br<,eu"', r > 1, (1.10) where B, B*, ß, ß*, o) > 0, w* > 0 are constant. In the circle |A| < r, r > 1, we will estimate the number of zeros n(r) of the entire function yn(A, 1) of finite order p, where p is not an integer.
We will use the inequalities (see [5] Here A3 = (1 -Ax)/A2 = const. From (4.10) and (8.10) we get the inequality oxr" < n(r) < a2r", r > 1, a, > 0, a2 > 0 are constant. Therefore a,|Ay|p < n(|A,.|) = J < cr2|A>|p holds, and so ajl/p < \Xy\ < bjl/p,j = 1, 2, ... , holds too when a > 0, b > 0 are constants independent ofy. Thus Theorem 3 is proved.
11. Concluding remark. Now we formulate the theorem we have mentioned in Remark 1.3.
We consider once more the problem This theorem deals with a matrix A(x, A) the element of which may change their signs, not admitted in Theorem 2. We have formulated the last theorem in its simplest case for the sake of brevity, and postpone the proof and discussion of this theorem (and some others) because of its length. We intend to publish them in a separate paper.
