Autocovariance
We start with the calculation of the autocovariance
Define
Then, to second order around
where functions without arguments are understood as being evaluated at d , i.e., f stands for
where the coefficients T 1 and T 2 are
The expressions for g and h are similar with the same T i coefficients. Note that these coefficients have the same value with the exact distribution or with its approximation since we matched the first two moments. The previous equation thus reduces to
We now express the derivatives of f as a function of those of g and h f = gh
Now to second order
Finally, the autocovariance is
with σ the derivative of sinc.
Cross-covariance
Now, we derive the cross-covariance
Similarly to the autocovariance, define
Then, to second order around d
where functions without arguments are understood as being evaluated at d , i.e., f stands for f(d ) etc. Therefore
where the coefficients R 1 and R 2 are computed using the approximated distribution
with ρ = cos θ. The expressions for g and h are similar
with g understood as g(d • kl ) and h as h(d • kn ) respectively. We express the derivatives of f as a function of those of g and h
Now to second order, we have
Finally, the cross-covariance is
with σ the derivative of sinc and ρ =
