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ABSTRACT
The paper addresses the estimation of motion on an image se-
quence by data assimilation methods. The core of the study
concerns the definition of the data term, or observation equa-
tion, that links images to the underlying motion field. In
the image processing literature, the optical flow equation is
usually chosen to characterize these links. It expresses the
Lagrangian constancy of grey level values in time. How-
ever, this optical flow equation is obtained by linearization
and is no more valid in case of large displacements. The
paper discusses the improvement obtained with the original
non-linear transport equation of the image brightness by the
velocity field. A 4D-Var data assimilation method is applied
that solves the evolution equation of motion and the obser-
vation equation in its non-linear and linear forms. The com-
parison of results obtained with both observation equations is
quantified on synthetic data and discussed on oceanographic
Sea Surface Temperature images.
Index Terms— Image Assimilation, Optical flow, SST
images, Variational Data Assimilation.
1. INTRODUCTION
Motion estimation is one major task of Image Processing. In
the literature, motion fields are often inferred from the Optical
Flow Constraint [1]. This equation is only valid for small dis-
placements as it results from a first order Taylor development
of the brightness conservation equation. However, large dis-
placements are visualized on discrete image sequences if the
time period of the acquisition process is high compared to the
observed dynamics. There are two main approaches in this
case. The first one solves the Optical Flow Constraint equa-
tion with an incremental algorithm [2, 3], each iteration re-
maining a linear problem. The second one directly solves the
non-linear equation modeling the image brightness transport.
Such method is named a warping method [4]. Nevertheless,
the underlying dynamics is sometimes partially known. This
is the case if the physical processes, visualized on images,
are approximately modeled by mathematical equations. This
knowledge on dynamics is used in the computation of the so-
lution by Data Assimilation methods as it had been discussed
in [5]. As a positive side effect, it allows to retrieve a motion
field continuous in time, and not only at the acquisition dates.
The issue of motion estimation is discussed in the fol-
lowing context: the displacements between two consecutive
images may be too large, due to the temporal sampling pe-
riod, so that the linear transport of brightness becomes inade-
quate.The paper focuses on the observation equation, or data
term, and discusses improvements obtained by going back to
the non-linear equation compared to its linear version. In Sec-
tion 2, the issue of motion estimation is introduced. Equa-
tions ruling the non-linear and linear evolution of brightness
and the dynamics are discussed. In Section 3, the variational
data assimilation framework is briefly summarized. Refer-
ences are given to allow the Reader having a full knowledge
on the method. In Section 4, results, with the linear obser-
vation model and the non-linear one, are quantified on twin
experiments and displayed on SST data acquired over Black
Sea. Concluding remarks and perspectives are given in Sec-
tion 5.
2. MATHEMATICAL SETTINGS
Apparent motion measures the displacement of pixels on a
sequence of images. This is one signature of the physical
processes occurring during the acquisition. Equations ruling
it therefore depend on the studied context. The commonly
used assumption considers that motion V transports the im-
age brightness I:
I(x+△tV(x; t); t+△t) = I(x; t) (1)
x and t being the space-time coordinate, and △t the time in-
terval between two frames. As this is non-linear, it is often
approximated by a first-order Taylor expansion, commonly
referred as Optical Flow Constraint equation:
∂I
∂t
+∇ITV = 0 (2)
Eqs. (1) and (2) are named observation equations as they link
the image observations to the quantity to be computed, named
the state vector, which is the velocity field V.
If the time interval between frames, △t, is too large com-
pared to the dynamics time scale, Eq. (2) is no more valid,
and Eq. (1) has to be considered in order to obtain correct
results, as it will be proven in Section 4.
In the absence of additional information on the dynamics,
we consider the heuristics of Lagrangian constancy of veloc-
ity. It corresponds to the transport of motion by itself. As this










+▼(V) = Em(x, t) (3)
The operator▼ is named evolution model.
In the paper, the observation equation described in Eq. (1)
is compared with that of Eq. (2) in the case of large dis-
placements on the discrete image sequence. Let us assume
that N images are available. For each image acquisition i,
i = 1, · · · , N − 1, the observation equation is rewritten as:
• in the non-linear case:
I(x+△tiV(x, ti); ti+1)− I(x; ti) = Eo(x, ti) (4)
with △ti = ti+1 − ti the time interval between acqui-
sition dates ti and ti+1,




T (x, ti)V(x, ti) = Eo(x, ti) (5)
Eo(x, ti) is the observation error. It is required as, first, obser-
vations are contaminated by noise and, second, their real evo-
lution is only approximated by the equations. Eqs. (4) and (5)
are summarized, in a generic way, by:
❍(V, I)(x, t) = Eo(x, t) (6)
only valid at acquisition dates ti.
3. DATA ASSIMILATION
Given the evolution (Eq. (3)) and observation (Eq. (6)) equa-
tions on a bounded space-time domain A = Ω × [t0, t1],
the section summarizes the data assimilation process used to
retrieve the solution V(x, t), from the observed image data
I(x, t).
Errors Em and Eo are supposed unbiased, Gaussian, and
characterized by their covariance matrices Q and R, whose
definition and properties have been described in [5]. In order
to minimize these two errors, the following functional E(V)
















+❍(V, I)T (x, t)R−1(x, t)❍(V, I)(x, t)
]
dxdt
A weak 4D-Var method is applied, whose complete de-
scription is available in [5, 6]. The minimization is performed
iteratively. At each iteration, a forward integration of V and a
backward integration of the adjoint variable λ are performed.
The forward integration requires the evolution model to be
discretized in space. The numerical scheme described in [5]
are used. The backward problem requires the definition of the
adjoint of the evolution and observation operators. Adjoint of
▼, formally defined as the dual operator of ∂▼
∂V
, is obtained
from the discrete operator▼ by an automatic differentiation
software [7]. Adjoint of ❍ is explicitly determined. In the






(V)(x, ti) = △ti∇I (x+△tiV(x, ti), ti+1)






(V)(x, ti) = ∇I (x, ti)
4. RESULTS
4.1. Twin experiments
The improvements, obtained thanks to the non-linear obser-
vation equation, are first quantified on twin experiments. One
rectangle is moving horizontally, from the left to the right,
with a velocity of 50 m/s. On the image data, this corresponds
to several displacement values, ranging from 8 to 12 pixels,
according to the temporal acquisition period. The discrete se-
quence, obtained for a displacement of 8 pixels, is visualized
on Fig. 1.
Fig. 1. Image observations.
Data assimilation is applied with the non-linear and linear
observation equations. Statistics are computed on the motion
result, at the observation dates, and given in Table 1. This
table provides the mean of the motion norm (N̄NL for the non-
linear equation and N̄L for the linear one) and the mean (θ̄NL
and θ̄L respectively) of orientation (in degree). Values should
then be 50 m/s for the norm and 0 degree for the orientation.
The first conclusion is that the results obtained with the linear
observation equation, for displacements of 10 and 12 pixels,
are random and consequently replaced by NR (Not Relevant)
in the table. Even with a displacement of 8 pixels, the non-
linear observation equation outperforms the linear one, both
in norm and orientation, as the linear equation underestimates
the norm value.
Displacement N̄NL θ̄NL N̄L θ̄L
8 pixels 43.07 0.89 21.26 -2.57
10 pixels 45.36 1.36 NR NR
12 pixels 46.60 1.72 NR NR
Table 1. Statistics on results.
4.2. Satellite data
Data assimilation is also applied on satellite data to estimate
motion with the two observation equations. A sequence of
four Sea Surface Temperature (SST) images, acquired by
NOAA-AVHRR sensor in July 2005 over the Black Sea, is
displayed on Figure 2. Two Regions Of Interest (ROI) are
Fig. 2. Four observations. ROI#1 (red) and ROI#2 (blue).
chosen and visualized on the first observation of Fig. 2.
ROI#1 is located at the top-right (red) and displays a struc-
ture with a displacement of maximum 12 pixels over the tem-
poral sequence. The non-linear and linear methods compute
a displacement field with a maximal norm of respectively
12.3 and 7.8 pixels (see Table 2). Results are displayed on
Fig. 3, with the satellite data as background: the linear method
clearly under estimates the structure’s displacement.
The maximal displacement on ROI#2 (blue) is of 6 pix-
els. The maximal norms obtained with the non-linear and
linear methods are computed (see Table 2). The conclusion
is similar: the linear observation equation under estimates the
displacements. Results are displayed on Fig. 4 with the image
data as background.
ROI Max visual displ. maxNNL maxNL
#1 (red) 12 pixels 12.3 7.8
#2 (blue) 6 pixels 7.0 4.5
Table 2. Evaluation on SST images.
Fig. 3. Results on ROI#1. Left: non-linear observation equa-
tion. Right: linear. Arrows correspond to displacements. A
4-pixel sub-sampling is applied on velocity field.
Fig. 4. Result on ROI#2. Left: non-linear observation equa-
tion. Right: linear.
5. CONCLUSION
In this paper, a non-linear observation model is compared to
its linearized version in an image assimilation process. The
Lagrangian constancy of velocity is considered to approxi-
mately describe the motion dynamics. A weak formulation
of 4D-Var data assimilation is implemented. The estimations,
provided by the two observation models, are quantified with
twin experiments and tested on satellite SST data, acquired
by NOAA-AVHRR sensors over the Black Sea. The results,
obtained both on synthetic and real data, confirm the perfor-
mance of the non-linear equation, when the temporal acquisi-
tion period is high compared to the observed underlying dy-
namics.
The main perspective of this research is to achieve the de-
termination of motion if the object displacement is greater
than its size. In this case, coarse-to-fine incremental methods,
as well as the non-linear method, fail to correctly recover mo-
tion. We then propose to add, in the state vector, a variable
describing the trajectory of pixels. The observation opera-
tor will consequently measure the effective displacement of
pixels, according to their trajectories, and allow a better esti-
mation of motion values.
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