Secondary Surveillance Radar (SSR) based on multilateration principle and omni-directional antennae are operational today [1, 2] . We proposed new algorithms to separate a mixture of overlapping SSR replies on a Å-elementsantennain previous works [3, 4] , other solutions were also proposed in the literature [5, 6, 7] . Unfortunately, all have either some shortcomings, or an expensive computational cost, or no simple practical implementation. Therefore, there is a need for reliable, simple, effective algorithms to separate multiple SSR signals. Real recorded signals in a live environment are used to demonstrate the effectiveness of the proposed techniques.
INTRODUCTION
Originally denominated "Identification Friend or Foe" (IFF) during the Second World War, the Secondary Surveillance Radar (SSR) operates on an interrogation-reply basis (remind that primary radars are based on echo-location). The radar emits an interrogation, eliciting from the airplanes in the illuminating beam a reply generated by an on-board SSR transponder, and emitted by an omni-directional antenna. The interrogation and the reply are pulse-position modulated finite-length signals at carrier frequency of ½¼¿¼ and ½¼ ¼ MHz [8] . Two operational protocols currently coexist: previously un-addressed mode A/C and newer mode S, in which the ground station selectively address the aircrafts and permit short data communications between the ground interrogating station and the aircraft [9] . This new standard is intended to reduce the reply rate, and will ultimately replace the mode A/C. In [1] , it was first proposed to use a distributed network of receive-only stations, which allow multi-lateration and enhance message detection, see replies called "squitters". When replies overlap, very often the message transmitted by the aircraft is corrupted and cannot be recovered by conventional decoder (SIR-S), nor the aircraft can be located and identified.
Source separation based on array response matrix (for instance [6] ) is not reliable, as it needs a perfect calibration and does not tolerate multipath. High-Order Statistic Separation algorithms [5] can't be used, as the replies are "pseudo-Gaussian" up to order [10, 11] . Deterministic separation algorithms have been considered in [3, 7] , but they separate only mixtures of Mode S, they have a high computational burden, and need a joint diagonalisation of several tensors of order at least ¿. These deterministic algorithms have been designed for mode S, and their pulse lengths are incommensurate with mode A/C pulse lengths, so they fails in presence of Mode A/C. In this article, we present the extension of [4, 10] , where the separation of two partially overlapping modes S uses the antenna diversity and projections. Our extension allows the separation of any kind of mixture of Mode A/C/S under mild conditions and work on a principle of deflation by projection. We demonstrate its effectiveness on a extensive library of real data acquired by an experimental platform that we designed in TU Delft.
DATA MODEL
We consider the reception of independent source signals on an Ñ-element antenna array (of arbitrary form). 
Ñ).
It is important to note that the sources are either mode A/C or mode S, so are packet-wise of different lengths, resp. ¾½ s and ½¾¼ s. The source consists of a binary sequence with alphabet ¼ ½ , modulated by a complex exponential due to a residual carrier frequency. 
THE ALGORITHM
First we remind the algorithm proposed in [4] for the sake of comprehension, then its extension is presented.
Projection Algorithm
In [3] , the MDA algorithm fails for partly overlapping mode S (with large time delay), moreover measurements of recorded signals have shown that a mixture of more than two mode S were still a rare event. Therefore in [4] , we considered how to un-mix two mode S having significantly different times of arrival, Ø ½ and Ø ¾ (as it seems to be the case in Figure 2 ).
The algorithm begins with the detection of the Ø 's. The data is sliced by times slots of ¾¼¼ samples ( s), on each time slot is performed a whiteness test [12] based on the Singular Value Decomposition, SVD [13] , see Figure 3 . This allows us to estimate the number of sources as a function of time, and to isolate the two time supports where each source is single. Note that ´½µ and ´¾µ are rank-one matrices in the noiseless case. By a SVD on , we can estimate the main vector Ñ , which is the vector corresponding to the highest singular value.
Once the space signatures Ñ ½ and Ñ ¾ have been identified, the matrix Å is thus estimated. We finally multiply by the Moore-Penrose pseudo-inverse of Å ( Å Ý ´ Å À Åµ ½ Å À ), and recover the estimated sources: Ë Å Ý .
Extension
We consider now a mixture of several replies encoded in any mode. Assuming that Ñ, we reduce the received signal dimension Ñ to by projecting onto the signal subspace Î (obtained by a SVD), such that:
with Å a reduced ¢ square mixing matrix. From now on, we drop the hat from the notation.
Our algorithm takes advantage of the packet form of the data to remove from one source after the other using the next proposition. 
where Ë ½ are the last ½ rows of Ë, and Å ½ the last ½ columns of Å. Next, we need to prove that È À ½ Å ½ is full rank square matrix. È and Å are full rank square matrices, so the determinant of their product is non-zero. After a few derivation, it appears that the determinant is equal to is full rank, performing a Gram-Schmidt orthogonalization on these vectors, the output of the last vector will be cleaned out of the contribution of × ¾ till × , and therefore be proportional to × ½ . Practically, a reduced QR factorization on the
The Extended Projection Algorithm, EPA, is based on a deflation concept. Assuming that the sources are all orthogonal two by two, the recursive use of Proposition 1 allows us to separate the replies.
Beforehand, we estimate the noise standard deviation using a time interval which is chosen if ½µ there is no crosscorrelation between channels (e.g.
Ü Ò Ü Ò AE ),
¾µ if each channel output has a zero skewness and kurtosis, and ¿µ if the time auto-correlation of the channels outputs are approximately a Dirac function of time: ´ µ Ü Ò Ü £ Ò · AE´ µ. The algorithm follows the next step:
1. The data is sliced in chunk of ¼¼ samples ( s) on which a SVD is performed (as in Figures 3 and 4) .
2. For each slices, we use a whiteness test to decide if there are ¼, ½, or more sources.
(a) if there exists at least one slice with one source, the slice with the largest estimated power is chosen to apply the Proposition ½. Go to step ¿. (b) if there only exist slices with either zero or more than one source, then we choose among the slices with several sources, the one which has the largest difference between the first and the second singular value. This choice is done hoping that we could estimate the signature vector of the main source. Go to step ¿. (c) if no source are detected, the algorithm stops.
3. The extracted source (¬µ from Prop. ½) is kept aside, while the estimated residual subspace («µ from Prop. ½) is used to feed the step ½.
Downstream, our separation algorithm, the extracted replies have to be decoded. To this end, we use a conventional decoder. One advantage is that under some conditions, a conventional decoder may decode two modes A/C received on a channel. So if the separation fails, it gives an extra opportunity to decode the replies in given cases. Remark: Note that this type of algorithm is not limited to SSR sources, but to any kind of packet-like sources.
Conventional receiver
Because we consider a practical algorithm, in the next section, we compare our algorithm over real data with an actual SSR system. Such system is composed of a LVA (Large Vertical Array) rotating antenna, conventional receiver and a plot extractor. The sum channel from the antenna supplies the signal to be processed by the conventional receiver, which consists of two steps: timing synchronization and pulse detection. For Mode A/C replies, the time synchronization is done by bracket detection, and for Mode S by preamble detection. Next to it, the pulse detection is performed using the estimated time reference and the signal amplitude estimate. The plot extractor provides to create and the refresh the airmobile tracks and shows to the ATC operator the scenario on a monitor.
RESULTS
The analysis is done using SSR signals received and recorded by means of an ad-hoc system implemented and owned by the Technical University of Delft (CAS/ IRCTR). This system is made up by a four-elements receive array connected to a wide band digital acquisition system 1 ; thanks to it, a large amount of signals has been recorded during the summer 2003 [14] .
An example
We first consider an example, the record W5, which has the worst behavior from the set of cases that has been presented in [15] , where only pairs of mode S were investigated. The SVD values used for the detection test are presented in Figure 4 . Note that we detect an hidden Mode A/C that coincide exactly, by chance, with the preamble of the first Mode S reply. Figure 5 presents the estimated replies by the extended algorithm from Proposition 1. We note that the separation is efficient. Remind that state of the art Mode S stations decoder can process only the leading mode S reply, and that other separation algorithms would be very expensive [5] , or partly fail [3, 4, 6, 7] .
Performance analysis
Next, we consider the data measured during the summer 2003. The campaign measurement lasted a week, and produced ½¿½ files that have ½¿¼¼¼¼ samples, so ¾ ms long. The data was recorded for later off-line processing, so the quality of the measurement was not checked directly. We selected the most satisfying records, e.g. from the ¿ best days, which represent then ¼ records. As the SSR replies are packet-wise, a record is made of several time intervals where a mixture of replies (or a single one) are present, and in-between only noise is present. We cut each record in several cases to keep only the times with replies; such that we obtain ½ different real cases to study. We present in table 1 the success rate of our algorithm compared to a Conventional Receiver. We classify the various cases by the number of present replies, independently if there are mode A/C or mode S. We also notify if the mixture of the sources has a mixing matrix Å is rank deficient (for instance two replies impinge from the same direction), by denoting Rank Deficient (R.D.) in the table 1. The table presents the number of cases for each category, its percent-age, then the rate of success for the Conventionnal Receiver (CR), for the Extended Projection Algorithm (EPA), and for the EPA followed by the CR. A case is a success if all replies are detected and decoded. We note that the number of antennae was a good design choice as or more replies occurs for only ¾±, having antennae allows to perform noise reduction. First, we note that the EPA has an average success rate of only ¼ . This is due to the fact that in some cases, it was not possible to find a slice of the data containing only one source. The other reason is that the mixing matrix Å is rank deficient or that its conditioning number is high (i.e.´ ½µ in Prop. ½ is not respected). We note also that for ¿ replies with Rank Deficiency, surprisingly, there are still some success. In these cases, after separation, there are two output channels, on the first output channel, there is one source, and on the second channel there are the two other replies, but separated in time. A similar effect occurs to the last category. Considering the CR success rate for a single reply demonstrates the fact that the CR we used is very restrictive as it refuses ± of the single replies. Due to this high sensitivity, this receiver has an overall bad performance for a mixture of replies. Because we use it after the separation step, it reduces also the success rate of the full procedure (S.+CR). For a single reply, the success rate is almost the same for CR and S.+CR, which is normal since the separation step cannot help for a single reply (beside from noise reduction). We note that for several replies the success rate of the full procedure is larger by ¾ ± than the conventional receiver alone. On the overall, the full procedure has a ½ ± success improvement over CR. Table 2 . Recovery failure: Average number of replies decoded for failed cases for the Conventional Receiver, and for the EPA followed by the Conventional Receiver.
The improvement done by the separation step is also shown in the table 2, which present the average number of replies decoded for the failed cases. We note that the effect is not sensible for ¾ replies, but increase in a sensible manner for more replies.
CONCLUSION AND PERSPECTIVES
In this paper, we have presented a practical solution to the cumbersome problem of separing any number of overlapping Mode S and Mode A/C replies. This proposed solution works satisfactorily in most of the cases with a limited cost in computation (and therefore in hardware) with respect to competing solutions.
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