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Tunneling conductance in two-dimensional junctions between a normal metal and a
ferromagnetic Rashba metal
Daisuke Oshima,1 Katsuhisa Taguchi,1 and Yukio Tanaka1
1Department of Applied Physics, Nagoya University, Nagoya, 464-8603, Japan
We have studied charge transport in ferromagnetic Rashba metal (FRM), where both Rashba
type spin-orbit coupling (RSOC) and exchange coupling coexist. It has nontrivial metallic states,
i.e., normal Rashba metal (NRM), anomalous Rashba metal (ARM), and Rashba ring metal (RRM),
and they are manipulated by tuning the Fermi level with an applied gate voltage. We theoretically
studied tunneling conductance (G) in a normal metal / FRM junction by changing the Fermi level
via an applied gate voltage (Vg) on the FRM. We found a wide variation in the Vg dependence of
G, which depends on the metallic states. In NRM, the Vg dependence of G is the same as that
in a conventional two-dimensional system. However, in ARM, the Vg dependence of G is similar
to that in a conventional one (two)-dimensional system for a large (small) RSOC. Furthermore, in
RRM, which is generated by a large RSOC, the Vg dependence of the G is similar to that in the
one-dimensional system. In addition, these anomalous properties stem from the density of states in
ARM and RRM caused by the large RSOC and exchange coupling rather than the spin-momentum
locking of RSOC.
I. INTRODUCTION
Rashba type spin-orbit coupling (RSOC), which has
promising potential for controlling charge transport, has
properties of spin-momentum locking and breaking the
spin degeneracy of energy bands. The former properties
become prominent on the surface of topological insula-
tors (TI)1–3. The latter properties directly reflect on the
charge transport in tunneling junctions4–13. For exam-
ple, a metallic junction with RSOC provides an intrigu-
ing tunneling conductance, which depends on the ap-
plied gate voltage (Vg), namely, the position of the Fermi
level9,12,13. The Vg dependence of conductance G(Vg) is
based on whether the Fermi level crosses two spin-split
bands E+ and E−, or only E− [see in Fig. 1(a)]12,13. Cur-
rent topic of spintronics is to study charge transport in
the presence of spin-orbit coupling with magnetization or
an applied magnetic field14–25.
The simultaneous existence of RSOC and exchange
coupling of magnetization (M) generates three types of
metallic states. We call this metallic system a ferromag-
netic Rashba metal (FRM). These three states have dif-
ferent configurations at the Fermi surface. (i) The first
case appears when the Fermi level crosses the two bands
E±. In this case, there are inner and outer spin-dependent
Fermi surfaces, as shown in Fig. 1(d). We call this nor-
mal Rashba metal (NRM). (ii) The second state is re-
alized when the Fermi level crosses only the E− band.
The number of spin-split Fermi surfaces becomes one, as
shown in Figs. 1(b)-(c) and Fig. 1(e). This state is called
anomalous Rashba metal (ARM)23. (iii) The third state
occurs when the Fermi level is located below E−(k = 0).
We call this states Rashba ring metal (RRM). Remark-
ably, the shape of the region of the occupied states in the
momentum space in the RRM is different from that in
the NRM as well as the ARM; the corresponding regions
in RRM and NRM are ring- and disc-shaped, respec-
tively. Therefore, the energy dependence of the DOS is
dramatically different for each state, and it is expected
that changing the states could affect physical phenomena
directly.
It should be noted that in the presence of magneti-
zation, the RRM appears in the case where the energy
scale of the RSOC is larger than that of M [see Figs.
1(b) and 1(c)]. Although the presence of the RRM re-
quires the system to host a large RSOC, recent experi-
ments have been reported on two-dimensional (2D) sys-
tems with large RSOC and magnetization, e.g., the het-
erostructure of Pt/Co/Al-oxides26. Therefore, the RRM
and ARM in a FRM can be realized by tuning the Fermi
level with an applied gate voltage in thin layered het-
erostructures.
In this paper, we describe the gate voltage depen-
dence of the tunneling conductance G(Vg) in a 2D normal
metal (NM)/FRM tunneling junction, when the magne-
tization of the FRM is along the out-of-plane direction.
We found a wide variation in the Vg dependence of the
conductance in NRM, ARM, and RRM. In particular,
although we studied 2D systems, the obtained results
in ARM and RRM are similar to those in conventional
one-dimensional (1D) systems. It is noted that the 1D-
like features emerge in the 2D junctions by tuning the
Fermi level. Additionaly, we clarified that the anoma-
lous properties stem from the DOS in ARM and RRM
rather than the spin-momentum locking of RSOC. These
results could be useful when we use materials in ARM
and RRM.
The organization of this paper is as follows. In Sect. II,
we present FRM, a model of the NM/FRM junctions and
a method to calculate G(Vg). In Sect. III, we show the Vg
dependence of G in various cases. In Sect. IV, to explain
the origin of the anomalous Vg dependence, we discuss
the systematic change of the DOS in NRM, ARM, and
RRM. In Sect. V, we summarize the results and discuss
a way to experimentally detect the anomalous tunneling
conductance.
2FIG. 1. (Color Online) The spin-split energy dispersion of
the FRM in (a)M = 0, (b)0 < M < 2Eα , and (c)M ≥ 2Eα ,
where Eα = mFα
2/(2~2) and M denote the Rashba energy and
exchange coupling, respectively. The yellow, green, and blue
regions correspond to NRM, ARM, and RRM, respectively.
RRM appears when 2Eα > M is satisfied. The Fermi surface
in these metallic states for M , 0 is illustrated in Figs. (d)-
(f), where the arrows denote the spin polarization in the spin
space at each k and gray regions show the regions of the
occupied states in the momentum space.
II. MODEL
A. Ferromagnetic Rashba metal (FRM)
We introduce a system of FRM. Its effective Hamilto-
nian is described as16,23,27,28
HFRM =
~
2k2
2mF
+ α(k × σ)z − Mσz, (1)
with k = (kx, ky) and k2 = k2x + k2y . Here, mF is the
effective mass of the FRM. The first term expresses the
kinetic energy. The second term denotes the RSOC; α is
the strength of the RSOC. The third term Mσz denotes
the exchange coupling. σ is the Pauli matrices in spin
space.
From this Hamiltonian, the energy dispersion becomes
E±(k) =
~
2k2
2mF
±
√
α2k2 + M2. (2)
The dispersion can be classified into three cases: (i)
M = 0, (ii) 0 < M < 2Eα, and (iii) M ≥ 2Eα as
shown in Figs. 1(a)-(c). Here, Eα = mFα
2/(2~2) is a
Rashba energy9,12,28–33. In case (i), RSOC lifts the spin
degeneracy except for k = 034, and the energy disper-
sion splits into two branches. The E− branch has an
annular minimum9 for k =
√
2mFEα/~. In case (ii),
the two branches perfectly split because of the pres-
ence of M. The E− branch has an annular minimum
for k =
√
2mF(Eα − Ec)/~, which is affected by Ec =
~
2M2/(2mFα2). In case (iii), the E− branch has a mini-
mum at k = 0.
The spin structure at the Fermi surface depends on
the position of the Fermi level, because of the RSOC and
M. As a result, generated spin structures are specific for
NRM, ARM, and RRM [see Figs. 1(d)-(f)]. In NRM,
there are two Fermi surfaces with almost opposite spin
directions16. In ARM, the inner Fermi surface disap-
pears. In RRM, the inner and outer Fermi surfaces take
the almost same spin structure.
B. NM/FRM junction
We consider the tunneling conductance G in NM/FRM
junctions. In the FRM region (right side of the junction),
both RSOC and exchange coupling exist; We assume
that a nonzero RSOC is generated by inversion symme-
try breaking along the out-of-plane direction because of
an internal26 or external electric field of the applied gate
voltage Vg
35 [see Fig. 2(a)]. Exchange coupling M is
caused by the magnetization, which is along the out-of-
plane direction. The Fermi level in FRM can be tuned
by using the applied gate voltage Vg. The gate voltage
plays a role in shifting the spin-split energy band of FRM
E±, as illustrated in Fig. 2 (b). This gate voltage is as-
sumed to affect only the FRM. On the left side of the
junction, RSOC, M, and Vg are absent. A bias voltage
(V) is applied on the NM, and its magnitude is much
smaller than that of Fermi energy EF . At the interface
between NM and FRM, a delta-function type of tunnel-
ing barrier is assumed9,12,23. It is also supposed that the
interface is ideally a flat interface, and the y component
of momentum of the wave function is conserved.
The Hamiltonian model in the junction can be de-
scribed as
H =
~
2k2
2mN
θ(−x) +Uδ(x) + (HFRM + eVg)θ(x), (3)
where θ and δ are the Heaviside step function and delta
function, respectively. The first term in Eq. (3) denotes
the kinetic energy of the left side of the junction (x < 0)
given by ~2k2/(2mN), and mN is the effective mass of the
NM. The second term Uδ(x) indicates the tunneling bar-
rier. U is the strength of the tunneling barrier. The
third term HFRM expresses the effective Hamiltonian of
FRM with the gate voltage in the right side of the junc-
tion (x > 0). eVg ≥ 0 is a potential caused by the gate
3FIG. 2. (Color Online) (a) Schematic of the NM/FRM junc-
tion. The NM is applied by a bias voltage (V), and the FRM
is applied by a gate voltage (Vg). L is the width of the junc-
tion along y direction. (b) The energy dispersion of the NM
(left panel) and FRM (right panel) in the junction. We de-
fine the Fermi level EF as measured from the bottom of the
dispersion of the NM. In the presence of the gate voltage Vg
in the right side, the Fermi level of the FRM is shifted by
Vg. In other words, in the existence of Vg, the energy band
dispersion (dashed lines) changes to the solid lines.
voltage, where e is the elementary charge of an electron.
The relation between Vg and the energy band of FRM are
described in Fig. 2 (b). We assume a periodic bound-
ary conditions along y direction, and we set α > 0, and
M ≥ 0. Here, L is the width of the junction along the y
direction. We assume that L is sufficiently large, and ky
is a good quantum number.
C. Conductance
To obtain the conductance, we consider the scatter-
ing process at the interface. From Eq. (1), we ob-
tain the wave function in the left side of the junction
ψ↑(↓)(x < 0, y). Hereafter, the superscript ↑ (↓) denotes
the up (down) spin injection. ψ↑(↓)(x < 0, y) is decom-
posed into the injected wave function ψ↑(↓)
in
, and reflects
one ψ↑(↓)
ref
as
ψ↑(↓)(x < 0, y) = ψ↑(↓)
in
+ ψ
↑(↓)
ref
, (4)
ψ
↑
in
= ei(kx x+kyy)
(
1
0
)
, ψ
↓
in
= ei(kx x+kyy)
(
0
1
)
, (5)
ψ
↑(↓)
ref
= ei(−kx x+kyy)
(
r
↑(↓)
↑
r
↑(↓)
↓
)
, (6)
with kx = k cos φ and ky = k sin φ. Here, k =
√
2mNE/~
and φ = tan−1(ky/kx) are the momentum of the electron
in x < 0 and the angle between k and the x axis, re-
spectively. r
↑(↓)
↑ [r
↑(↓)
↓ ] is the reflection coefficient of up
[down] spin electron with up (down) spin injection, and
it includes the spin-flip process.
The transmitted wave function ψ↑(↓)(x > 0, y) ≡ ψ↑(↓)tra is
characterized by ∆ ≡ E − eVg + Ec as
ψ
↑(↓)
tra = t
↑(↓)
1 [θ(∆)χ+(k1) + θ(−∆)χ−(k1)] + t↑(↓)2 χ−(k2),
(7)
with
χ+(k) = eik·r
(
g−(k)
1
)
, χ−(k) = eik·r
(
1
g+(k)
)
. (8)
Here, t↑(↓)
1
[t↑(↓)
2
] denotes the transmission coefficient with
up (down) spin injection. k1 = (k1,x, ky) and k2 =
(k2,x, ky) are the momentum in FRM, which are defined
for k21 ≤ k22 with k21(2) = k21(2),x + k2y . k1 and k2 cor-
respond to the inner and outer Fermi surface, respec-
tively. χ± is the eigenfunction for the eigenvalue E±. We
set g±(k1(2)) = −αi
(
k1(2),x ± iky
) /(M +√α2k2
1(2) + M
2
)
.
From the energy dispersion E±(k), k21(2) is given by
k2
1(2) =
2mF
~2
[(E − eVg) + 2Eα
−(+)
√
4Eα(E − eVg) + 4E2α + M2
]
. (9)
Here, the energy E in the FRM is shifted by the gate
voltage Vg.
It is noted that an evanescent wave occurs because
k21,x < 0 is negative in ARM. E+ and E− cross ∆ = 0,
and k21 is given by E+ for ∆ > 0 and E− for ∆ < 0, as
shown in Figs. 3(b) and 3(c). For this fact, in ARM,
the evanescent wave corresponding to k1 is described as
χ+(k1) for ∆ > 0 and χ−(k1) for ∆ < 0 as shown in Eq.
(7). A short summary of k1 and k2 for each metallic
state is presented in Table I.
To obtain k1,x and k2,x , we consider the velocity op-
erator vx . Because an electron is injected along the +x
direction, the velocity vx should take a positive value,
where the velocity vx = ∂H/(~∂kx) is given by Eq. (1)
as9,16
vx =
~kx
m(x) +
α
~
θ(x)σy, (10)
m(x) = mNθ(−x) + mFθ(x).
4FIG. 3. (Color Online) Relation between the momentum of the transmitted wave function k1 (open circle) and k2 (closed
circle) of each Fermi level (dashed line). (a) k1,x and k2,x at ky = 0 in the band structure. We find that in ARM (colored green
region), k1,x takes purely imaginary number (dashed closed circle), since k
2
1,x
= k2
1
− k2y < 0. (b) Energy dispersion of the FRM
plotted as a function of k2. It is observed that k2
1
(< k2
2
) takes a negative value in the ARM of each Fermi level30. Moreover, we
find that k2
1
is given by E+ for ∆ > 0 and E− for ∆ < 0; Therefore, the wave function corresponding to k1 is changed at ∆ = 0
(bold line). (c) Exchange coupling M, Rashba energy Eα = mFα
2/(2~2), and Ec = ~2M2/(2mFα2).
TABLE I. Origin of the momentum of transmitted wave k1 =
(k1,x, ky) and k2 = (k2,x, ky) for NRM, ARM, and RRM. ∆
equals E − eVg + Ec .
State E+ E−
NRM k1 k2
ARM [∆ > 0] k1 k2
ARM [∆ < 0] – k1, k2
RRM – k1, k2
When k1,x (k2,x) becomes an imaginary number, its sign
is determined so that χ± → 0 in the limit of x → ∞.
To solve the wave function, we consider the boundary
condition at the interface4,9,12,23,34,36:
ψ↑(↓)(+0, y) − ψ↑(↓)(−0, y) = 0,
vx[ψ↑(↓)(+0, y) − ψ↑(↓)(−0, y)] = 2U
i~
ψ↑(↓)(0, y).
(11)
Then, we obtain the probability current density jx(ky) =
Re[ψ↑(↓)†vxψ↑(↓)]9,12,36, the reflection probability R↑(↓),
and the transmission probability T ↑(↓) given by
R↑(↓)(E, φ) =

j
↑(↓)
x,ref
j
↑(↓)
x,in
 = Re
ψ
↑(↓)†
ref
vxψ
↑(↓)
ref
ψ
↑(↓)†
in
vxψ
↑(↓)
in
 ,
T ↑(↓)(E, φ) =

j
↑(↓)
x,tra
j
↑(↓)
x,in
 = Re
ψ
↑(↓)†
tra vxψ
↑(↓)
tra
ψ
↑(↓)†
in
vxψ
↑(↓)
in
 .
(12)
Here, j↑(↓)
x,in
, j↑(↓)
x,ref
, and j↑(↓)x,tra are the x component of the
injected, reflected, and transmitted probability current
density, respectively. From R↑(↓)(E, φ) + T ↑(↓)(E, φ) = 1,
we can obtain T ↑(↓) as
T ↑(↓)(E, φ) = 1 −
(
|r↑(↓)↑ |
2
+ |r↑(↓)↓ |
2
)
. (13)
Finally, since the bias voltage V is very weak, at the low-
temperature limit, the electric current I from the left lead
to the right lead is given as9,12,30:
I =
eL
4π2~
∫ ∞
−∞
dE
∫ π/2
−π/2
dφ cos φ · k
[
T ↑(E, φ) + T ↓(E, φ)
]
× [ f (E − EF − eV) − f (E − EF )]
≈ e
2V L
4π2~
∫ π/2
−π/2
dφ cos φ · kF [T ↑(EF, φ) + T ↓(EF, φ)].
(14)
where kF =
√
2mNEF/~, and f (E −EF ) are the Fermi mo-
mentum in the NM, and the Fermi distribution function,
respectively. Here, we use f (E − EF − eV) − f (E − EF ) ≈
eVδ(E − EF ). At the zero bias limit, the tunneling con-
ductance per unit width, G = dI/(LdV), is given by
G =
e2
4π2~
∫ π/2
−π/2
dφ cos φ · kF
[
T ↑(EF, φ) + T ↓(EF, φ)
]
.
(15)
III. RESULT
First, we assume that the effective mass of each side
is equal, mF/mN = 1. Figure 4 shows the gate voltage
dependence of the tunneling conductance G(Vg) in the
NM/FRM junction for several Eα values at UkF/EF = 1.0
5FIG. 4. (Color Online) Vg dependence of G for several Eα
values at M/EF = 0.5, UkF/EF = 1.0, and mF/mN = 1 with
kF =
√
2mNEF/~. Here, Eα , M, and U are the Rashba energy,
exchange coupling, and strength of the potential barrier, re-
spectively. In this case, 2Eα/EF = 0.1, 0.5 and 2Eα/EF = 1.1
show the band structure of FRM in cases (iii) and (ii), re-
spectively [see Figs. 1(b)-(c)]. (inset) G1D and G2D show a
typical Vg dependence of tunneling conductance in 1D and 2D
NM/NM junctions, respectively. G1D is almost independent
of Vg except around the band bottom. G1D decreases rapidly
with increasing Vg and its slope becomes divergent when the
Fermi level is located near the band bottom. In addition,
G2D decreases monotonically with increasing Vg. These fea-
tures are independent of mF/mN.
with kF =
√
2mNEF/~. To clarify properties of G(Vg), we
consider a typical tunneling conductance G1D (G2D) in
the absence of RSOC and magnetization in a 1D (2D)
NM/NM tunneling junction. In these junctions, the gate
voltages Vg are attached to the right sides of the junc-
tions. Then, it is known that G1D is almost independent
of Vg except when the Fermi level is located far from the
band bottom on the right side. For the large magnitude
of Vg, G1D decreases rapidly with increasing Vg and its
slope becomes divergent when the Fermi level is near the
band bottom on the right side. G2D decreases monoton-
ically (see inset in Fig. 4). We also found that these
features of G1D and G2D are independent of mF/mN.
We find that, in NRM (0 < eVg/EF < 0.5), G de-
creases monotonically with increasing Vg, and its Vg de-
pendence is almost independent of Eα. Such a mono-
tonic dependence is the same as that of G2D. In ARM
(0.5 < eVg/EF < 1.5), the qualitative feature of the G(Vg)
depends on whether 2Eα > M is satisfied. When 2Eα is
smaller than M (2Eα/EF = 0.1 in Fig. 4), G decreases
monotonically with increasing Vg. This Vg dependence is
similar to that of G2D. However, when 2Eα > M is sat-
isfied (2Eα/EF = 1.1 in Fig. 4), G is almost independent
of Vg. This behavior is similar to that of G1D. In RRM
(1.5 < eVg/EF), near the band bottom of FRM, the Vg
dependence of the G is similar to that of G1D. Even in
the 2D junction, the conductance in ARM is 1D-like (2D-
like) for strong (weak) RSOC. In addition, in RRM, the
Vg dependence is similar to that of G1D. It is noted that
we consider only the line shape of the Vg dependence of
G. The obtained results do not imply that the actual
motion of an electron is 1D-like or 2D-like.
FIG. 5. (Color Online) Vg dependence of G for several U
values with M/EF = 0.5 and mF/mN = 1 in (a) weak RSOC
(2Eα/EF = 0.1) and (b) strong RSOC (2Eα/EF = 1.1). (a)
and (b) correspond to the band structure of Figs. 1(c) and
1(b), respectively.
Figure 5(a) and 5(b) show the Vg dependence of G for
any strength of the potential barrier: UkF/EF = 0, 1, 3,
in the presence of weak RSOC (2Eα < M : 2Eα/EF =
0.1, M/EF = 0.5) and in strong RSOC (2Eα > M :
2Eα/EF = 1.1, M/EF = 0.5). Both figures show that the
Vg dependence is qualitatively the same for any strength
of the potential barrier.
Next, we change the ratio of the effective mass in the
each side. Figures 6(a) and 6(b) show the Vg dependence
of G for any ratio of the effective mass, in the presence
of weak RSOC (2Eα < M : 2Eα/EF = 0.1, M/EF = 0.5)
and in strong RSOC (2Eα > M : 2Eα/EF = 1.1, M/EF =
0.5). Here, we set UkF/EF = 0. In Fig. 6(a) (mF/mN =
6FIG. 6. (Color Online) Vg dependence of G for several mF/mN
values in (a) weak RSOC (2Eα/EF = 0.1) and (b) strong
RSOC (2Eα/EF = 1.1). (a) and (b) correspond to the band
structure of Fig. 1(c) and 1(b), respectively. Here, we set
UkF/EF = 0.0.
3.0, 10.0), in ARM, the Vg dependence of G is similar to
that of G1D when the Fermi level is far from the band
bottom, and it is the same as that of G2D when the Fermi
level is near the band bottom. For other results in the
Figs. 6(a) and 6(b), the magnitude of G depends on
mF/mN, but the Vg dependence is almost qualitatively
the same for the results in Fig. 4.
Thus, by tuning the Fermi level, the Vg dependence of
the conductance is dramatically changed. In some cases,
in spite of the 2D junction, the Vg dependence is simi-
lar to that in conventional 1D system. In particular, in
ARM, which are caused by both RSOC and magnetiza-
tion, the Vg dependence of G is almost determined on the
relation between Eα and M. This is the main result in
this work.
FIG. 7. (Color Online) Vg dependence of the DOS in the
2D FRM for several Eα values at M/EF = 0.5. The Fermi
energy EF is shifted by the gate voltage Vg. Vg corresponds
to the position of the Fermi level in FRM. The DOS in NRM
is independent of RSOC and is exactly equal to that in a
2DEG. The RSOC parameter 2Eα/EF < 1.0 and 2Eα/EF >
1.0 corresponds to cases (iii) and (ii), respectively (See Fig.
1). In the weak RSOC (2Eα/EF = 0.1), the DOS is almost
independent of eVg, namely, position of the Fermi level, even
in the ARM. However, in a strong RSOC (2Eα ≃ M), the
DOS in ARM and RRM depends on eVg. In particular, the
Vg dependence of the DOS in the RRM is equal to that in
1D-NM in the absence of the RSOC and exchange coupling.
IV. DISCUSSION
We calculate the DOS in FRM with the gate voltage
by using Green’s functions. Details of the calculation are
shown in the Appendix A. The particle DOS at the Fermi
level in the FRM, DOS(EF − eVg), is analytically given
by
DOS(EF − eVg) =

2νe (NRM),
νe
√
Eα
ǫF
+ νe (ARM),
2νe
√
Eα
ǫF
(RRM).
(16)
where 2νe = mF/(π~2) is the DOS in 2D system in the
absence of RSOC and magnetization, and ǫF = EF−eVg+
Eα+Ec is a linear function of EF − eVg. These results are
plotted in Fig. 7 as a function of Vg for several Eα values
at M/EF = 0.5. From these equations, we find that in
NRM (eVg/EF < 0.5), the conventional DOS, which is
independent of the Fermi level, is obtained. In addition,
the RSOC and magnetization do not affect the DOS in
NRM. However, in ARM (0.5 < eVg/EF < 1.5) and RRM
(1.5 < eVg/EF), the DOS depends on the Fermi level,
which can be caused by the RSOC and magnetization. In
particular, in RRM, the DOS is proportional to 1/√ǫF .
Hence, the DOS in RRM is almost equivalent to that in a
71D electron gas (1DEG). In ARM, the DOS is composed
of two parts. These parts can be regarded as DOS in a
2D electron gas (2DEG) and that in a 1DEG, as shown in
Eq. (16). Furthermore, we find that in the weak RSOC
(2Eα/EF = 0.1) region, the DOS tends to behave like
the DOS in a 2DEG. In a strong RSOC, the DOS is
approximately equal to that in a 1DEG. Thus, the energy
dependence of the DOS is affected by Vg.
We find that Vg dependence of −∂G/∂(eVg) is similar
to that of the DOS in FRM (see Figs. 7 and 8). We
confirmed that this tendency becomes more prominent
when the magnitude of U is sufficiently large. Therefore,
FIG. 8. (Color Online) Vg dependence of −∂G/∂(eVg) for
several Eα values at M/EF = 0.5, UkF/EF = 10.0, and
mF/mN = 1.0.
we expect that the characteristic dimensionality of the
DOS in FRM could directly reflect on the Vg dependence
of G (see Table II).
TABLE II. Vg dependence of the tunneling conductance G
and DOS in NRM, ARM, and RRM.
NRM ARM RRM
G 2D-like 2D-like (Weak RSOC) 1D-like
1D-like (Strong RSOC)
DOS 2D 1D+2D 1D
V. CONCLUSION
We theoretically studied tunneling conductance G(Vg)
in a 2D NM/FRM junction, where the Fermi level of the
FRM is tuned by the applied gate voltage (Vg). This
paper focuses on the nontrivial metallic states in FRM,
i.e., NRM, ARM, and RRM, which are realized in the
presence of both RSOC and magnetization. First, we
find that ARM exhibits a unique behavior of the Vg de-
pendence of G, because of the coexistence of RSOC and
exchange coupling M. The conductance strongly depends
on the magnitude of the RSOC. For weak RSOC, the line
shape of G(Vg) is equal to the Vg dependence of the con-
ventional tunneling conductance in the absence of RSOC
and magnetization. However, in the presence of strong
RSOC, G(Vg) is almost independent of Vg. As a result,
even in a 2D system, the Vg dependence is almost equiv-
alent to that in a 1D junction. Second, we determined
that the Vg dependence of G in RRM is similar to that
in a conventional 1D junction. Such an anomalous Vg
dependence of G(Vg) could benefit from the characteris-
tic dimensionality of the DOS of each of the nontrivial
metallic states.
For verifying the obtained results by experiments, thin
heterostructure of Pt/Co/AlOx is promising since FRM
can be realized26. The RSOC can be caused by the in-
version symmetry breaking along the layered direction,
and the exchange coupling is due to the Co film. By us-
ing the RSOC coefficient (α ≈ 1 eVA˚) and ~2/(2mF) ≈ 1
eVA˚2, the Rashba energy is estimated as Eα ≈ 0.1 eV.
The magnitude of the exchange coupling could be esti-
mated from the typical exchange coupling of ferromag-
nets, M ∼ 1 eV, because the magnetization of the thin
heterostructure is similar to that of its bulk26. Although
its exchange coupling tends to be larger than the en-
ergy scale of the RSOC, the exchange coupling could be
manipulated by an external magnetic field. The mag-
netic hysteresis of the magnetization is manipulated by
using an applied magnetic field, and the exchange cou-
pling is proportional to the magnetization. Hence, the
exchange coupling M could be manipulated by an ap-
plied magnetic field. Therefore, we expect that, in the
heterojunction with a magnetic field applied along the
out-of-plane direction, a situation of 2Eα > M can be ex-
perimentally realized by using the property of magnetic
hysteresis. Moreover, we note that a thin-film hetero-
junction could be reasonable for substantially tuning the
Fermi level using the gate voltage.
Up to now, Rashba type spin-orbit coupling in 2D sys-
tem has been studied in NRM, and several characteristic
transport has been discovered in the field of spintronics.
On the other hand, we systematically studied not only
NRM but also ARM and RRM. As a result, we theoret-
ically discovered anomalous charge transport and DOS,
which are also characteristic in the ARM and RRM (e.g.,
anomalous dimensionality of the DOS). Therefore, un-
conventional charge and spin-related transport could be
expected in the ARM and RRM.
In this paper, we have studied about charge transport
properties of FRM. There are several remaining and fu-
ture works. Since FRM has specific spin structures with
non-zero Berry curvature, we can expect new charge and
spin transport phenomena such as unconventional Edel-
stein effect37. Besides this, to calculate tunneling mag-
neto resistance (TMR) in FRM junctions is interesting.
TMR may show the different features depending on the
gate voltage, where FRM is in the NRM, ARM or RRM
regime. Secondly, to compare ARM and surface states of
TI38 is an interesting topic. Both of these systems, the
electron’s degree of freedom is reduced to be half due to
8the strong spin orbit coupling. By contrast to the surface
state of TI38–40, ARM does not have the time-reversal
symmetry, and it has a kinetic term proportional to k2.
At present, it is not clear how different physical prop-
erties appear between these two systems. Finally, the
physical properties of RRM are not obvious, and exotic
quantum phenomena might exist. We will study these
problems as a future work.
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Appendix A: Derivation of the density of states
We show the detailed derivation of the DOS in FRM
[see Eq. (16)]. The spin-dependent DOS is defined by
ρ(E ′F ) ≡ −
1
π
Im
∑
k
GR
k
(E ′
F
), (A1)
where E ′
F
= EF − eVg corresponds to the position of the
Fermi surface. GR
k
(E ′
F
) ≡ (E ′
F
− HFRM + iδ)−1 is the re-
tarded Green’s function, and δ is an infinitesimal posi-
tive value. From Eq. (A1), we find that the off-diagonal
components are zero (ρ↑↓ = ρ↓↑ = 0) in every case. The
retarded Green’s function can be divided into two parts
as follows:
GR
k
= GR+
k
+ GR−
k
, (A2)
where
GR±
k
=
Ω±
E ′
F
− E± + iδ
, (A3)
Ω± =
1
2
(1 ± n · σ), (A4)
n ≡ −α(k × zˆ) + M zˆ√
α2k2 + M2
. (A5)
Here, zˆ is a unit vector along z-axis. GR±
k
are the Green’s
function of E±. Therefore, Eq. (A1) is decomposed as
follows:
ρ(E ′F ) = ρ+(E ′F ) + ρ−(E ′F ), (A6)
ρ±(E ′F ) ≡ −
1
π
Im
∑
k
GR±
k
(E ′
F
). (A7)
We calculate ρ−(E ′
F
):
ρ−(E ′F ) = −
1
2π
Im
∑
k
1 − n · σ
E ′
F
− E− + iδ
= − 1
4π2
Im
∫ ∞
0
kdk
1 − nzσz
E ′
F
− E− + iδ
=
νe
2π
Im
∫ ∞
0
dǫ0
1 − nz(ǫ0)σz
ǫ0 − 2
√
Eα
√
ǫ0 + Ec − (E ′F + iδ)
,
(A8)
where ǫ0 = ~
2k2/(2mF) is the kinetic energy in NM. We
set ξ =
√
ǫ0 + Ec. ρ
− becomes
ρ−(E ′F ) =
νe
π
Im
∫ ∞
√
Ec
dξ
[1 − nz(ξ)σz]ξ
ξ2 − 2√Eαξ − (E ′F + Ec) − iδ
.
(A9)
nz is given by
nz = − M√
α2k2 + M2
= −
√
Ec
ǫ0 + Ec
= −
√
Ec
ξ
. (A10)
As a result, we can obtain
ρ−(E ′F ) =
νe
π
Im
∫ ∞
√
Ec
dξ
ξ +
√
Ecσz
F−(ξ) − iδ
=
νe
2iπ
∫ ∞
√
Ec
dξ
[
ξ +
√
Ecσz
F−(ξ) − iδ
− ξ +
√
Ecσz
F−(ξ) + iδ
]
= νe
∫ ∞
√
Ec
dξ
(
ξ +
√
Ecσz
)
δ[F−(ξ)]. (A11)
Here, F−(ξ) is expressed by
F−(ξ) = ξ2 − 2
√
Eαξ − (E ′F + Ec) = (ξ − ξ1)(ξ − ξ2),
(A12)
with ξ1(2) =
√
Eα + (−)√ǫF , and ǫF = EF − eVg + Eα + Ec.
Then, δ[F−(ξ)] in Eq. (A11) is estimated by
δ[F−(ξ)] = 1|∂ξF−(ξ1)|
δ(ξ − ξ1) + 1|∂ξF−(ξ2)|
δ(ξ − ξ2)
=
1
2
√
ǫF
[δ(ξ − ξ1) + δ(ξ − ξ2)]. (A13)
As a result, we have
ρ−(E ′F ) =
νe
2
√
ǫF
∫ ∞
√
Ec
dξ
(
ξ +
√
Ecσz
)
× [δ(ξ − ξ1) + δ(ξ − ξ2)]
=
νe
2
[ (
1 +
2Eα + Mσz
2
√
EαǫF
)
θ(√ǫF +
√
Eα −
√
Ec)
+
(
−1 + 2Eα + Mσz
2
√
EαǫF
)
θ(−√ǫF +
√
Eα −
√
Ec)
]
.
(A14)
9To replace
√
Eα with −
√
Eα, we obtain ρ
+ as follows:
ρ+(E ′F ) =
νe
2
(
1 − 2Eα + Mσz
2
√
EαǫF
)
θ(√ǫF −
√
Eα −
√
Ec).
(A15)
From Eqs. (A14) and (A15), we can obtain the spin-
dependent DOS ρ(E ′
F
) as follows:
ρ(E ′F ) =
νe
2
[(
1 − 2Eα + Mσz
2
√
EαǫF
)
θ(√ǫF −
√
Eα −
√
Ec)
+
(
1 +
2Eα + Mσz
2
√
EαǫF
)
θ(√ǫF +
√
Eα −
√
Ec)
+
(
−1 + 2Eα + Mσz
2
√
EαǫF
)
θ(−√ǫF +
√
Eα −
√
Ec)
]
.
(A16)
Here, the resulting DOS as Eq. (16) is given by Tr[ρ] =
ρ↑↑+ ρ↓↓ in case (ii). The DOS in cases (i)-(iii) are shown
in Table III. We can demonstrate the DOS for M = 0
agrees with that in Ref. 24.
TABLE III. Vg dependence of the DOS in the Fermi surface
of FRM for NRM, ARM, and RRM in cases (i)-(iii). The
position of the Fermi level becomes lower with increasing Vg.
Here, ǫF = EF − eVg + Eα + Ec is a linear function of EF −
eVg, and 2νe is the DOS in 2DEG. NRM, ARM, and RRM is
realized in 0 < eVg < EF − M, EF − M < eVg < EF + M, and
EF + M < eVg < EF + Eα + Ec , respectively.
Case NRM ARM RRM
(i) M = 0 2νe - 2νe
√
Eα
ǫF
(ii)0 < M < 2Eα 2νe νe
[
1 +
√
Eα
ǫF
]
2νe
√
Eα
ǫF
(iii) M ≥ 2Eα 2νe νe
[
1 +
√
Eα
ǫF
]
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