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Abstract. Malware attacks identification can be reduced to a problem of assig-
ning a file under suspicion to a known malware family. Malware categorization
into families requires the use of analysis and classification techniques. Recent
research work show that texture analysis has been successfully applied techni-
que for malware classification, because it is a fast, OS-agnostic approach, and
achieves comparable results (in some cases more accurate) to traditional clas-
sification methods. In this paper, we present a study of different classification
techniques based on texture analysis for malware assignment into families, as
well as a discussion of their results.
Resumo. A identificação de ataques por malware pode ser resumida a um
problema de atribuição do arquivo suspeito a uma famı́lia conhecida. A
categorização de malware em famı́lias requer o uso de técnicas de análise e
classificação. Pesquisas recentes mostram a análise de texturas como uma
solução viável para tal fim, uma vez que se trata de uma abordagem rápida
e independente de sistema operacional, além de alcançar resultados com-
paráveis (em alguns casos mais precisos) aos métodos de classificação tradi-
cionais. Neste artigo, apresenta-se um levantamento de diferentes técnicas de
classificação de malware em famı́lias usando texturas, bem como discute-se os
resultados alcançados pela aplicação dessas técnicas.
1. Introdução
Malware é uma ameaça à segurança de computadores e redes já há décadas. Progra-
mas maliciosos costumam ser classificados de acordo com seu objetivo de infecção e,
conhecendo-o, é possı́vel tomar contra-medidas [Nataraj 2015]. Devido ao grande vo-
lume de novas variantes de malware lançadas (segundo [Symantec 2017], mais de 357
milhões só em 2016), fica inviável fazer uma análise manual de cada exemplar. Buscando
automatizar essa tarefa, foram desenvolvidas diversas maneiras de se realizar a análise
dos arquivos, usualmente através da análise estática e da dinâmica. A estática busca iden-
tificar as caracterı́sticas do arquivo sem executá-lo e a análise dinâmica observa o seu
comportamento ao executá-lo [Damodaran et al. 2017].
A partir dos resultados da análise, pode-se diferenciar malware de arquivos benig-
nos (detecção) [Idika and Mathur 2007] ou atribui-lo a uma dada famı́lia (classificação)
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[Nataraj 2015]. Em busca de uma classificação mais correta, diferentes abordagens fo-
ram propostas, como a análise por texturas, onde os arquivos binários são convertidos em
imagens em escala de cinzas e utiliza-se um descritor para extrair as caracterı́sticas da
amostra [Nataraj et al. 2011a].
Neste artigo, é realizada uma revisão sistemática da literatura relacionada a
classificação de malware baseada em análise de texturas, discutindo-se os bons resultados
e as limitações de cada uma delas. O restante do artigo está dividido da seguinte forma: a
Seção 2 apresenta conceitos básicos e discute os trabalhos relacionados; a Seção 3 exibe
a metodologia utilizada para selecionar as pesquisas analisadas neste artigo; as técnicas
de classificação de malware baseada em análise de textura encontradas na literatura são
mostradas na Seção 4; a comparação e categorização das pesquisas a partir de suas carac-
terı́sticas em comum é feita na Seção 5; por fim, as conclusões e trabalhos futuros estão
na Seção 6.
2. Conceitos Básicos e Trabalhos Relacionados
Na análise por texturas, é necessário converter o binário do arquivo em uma imagem
em escala de cinzas. Cada byte do arquivo é representado por sua cor correspon-
dente (0, preto; 255, branco) e é previamente fixada uma largura (256 bytes). Para
um processamento ainda mais rápido, alguns autores realizam um redimensionamento
da imagem, tornando-a quadrada e utilizam um descritor de textura para extrair as ca-
racterı́sticas a serem utilizadas como entrada de um classificador, supervisionado ou
não [Sathya and Abraham 2013] [Singh 2017].
Descritores de textura podem ser globais ou locais, ou seja, que ana-
lisam a imagem de maneira global ou por regiões [Bannour et al. 2009]. Os
artigos que foram analisados nessa pesquisa utilizam descritores de ambos,
como GIST [Oliva and Torralba 2001], Color Layout Descriptor (CLD) e Homoge-
nous Texture Descriptor (HTD) [Manjunath et al. 2001], Gabor Wavelet Transform
(GWT) [Manjunath and Ma 1996], Discrete Wavelet Transform (DWT) [Shensa 1992],
Local Binary Pattern (LBP) [Ojala et al. 2002].
Diversos classificadores podem ser utilizados para esse fim, como por exemplo
Stochastic Gradient Descent (SGD) [Robbins and Monro 1985], Support Vector Machine
(SVM) [Cortes and Vapnik 1995], Nearest Centroid [McIntyre and Blashfield 1980], K-
nearest neighbor (KNN) [Fix and Hodges Jr 1951], Decision Tree [Quinlan 1986], Ran-
dom Forest [Ho 1995], Artificial Neural Network (ANN) [Vemuri 1988], Percep-
tron [Rosenblatt 1957], MultiLayer Perceptron (MLP) [Rumelhart et al. 1985], Convo-
lutional Neural Network (CNN) [LeCun et al. 1989] com Tensorflow [Abadi et al. 2016],
ResNet [He et al. 2016], VGG16 [Simonyan and Zisserman 2014].
Atualmente existem muitos surveys relacionados a análise e classificação de
malware, mas nenhum aplica especificamente análise de texturas para tal finalidade.
[Yu et al. 2016] mostram artigos que utilizam Machine Learning e visualização para
detecção de intrusão. Apesar de utilizar Machine Learning para classificar malware,
são aplicados em cenários diferentes, onde os autores não se preocupam com o tipo de
malware, apenas em identificar anomalias na rede. [Gandotra et al. 2014] fizeram um
survey para análise e classificação de malware cujo foco é na análise estática e dinâmica
(texturas e visualização são apenas mencionados). [Wagner et al. 2015] realizaram um le-
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vantamento de pesquisas que utilizam visualização para análise de malware. Nesse caso
são exibidas outras estratégias de análise de malware, não especificamente a de texturas e
não é considerada a classificação em si.
Foi apresentado um survey com técnicas de classificação de texturas em
[Thakare et al. 2013], porém sem aplica-las ao problema do malware especificamente,
semelhante ao survey de [Nanni et al. 2012], que também trabalha com classificação de
imagens, mas usando descritor de texturas LBP. A classificação de malware por análise
de texturas é uma abordagem relativamente nova que tem atingido boas taxas de acerto e
precisão, além de ser rápida e agnóstica a sistema operacional [Nataraj et al. 2011a].
3. Metodologia
Para seleção dos trabalhos, foi feita uma revisão sistemática, baseada no modelo proposto
por [Sampaio and Mancini 2007], com o objetivo de avaliar técnicas baseadas em análise
de texturas para classificação de famı́lias de malware. A busca foi realizada utilizando
as bases de dados eletrônicas Google Scholar e Scopus, as quais foram consultadas a
partir de 2009 usando as seguintes palavras-chave: malware classification AND texture
analysis AND malware images AND visualization. Optou-se por utilizar apenas artigos
em inglês e com acesso gratuito ou disponibilizado pela instituição de ensino. Todos os
artigos avaliados foram publicados entre janeiro de 2009 e julho de 2018, pois apesar
de [Nataraj et al. 2011a] afirmarem ter proposto uma abordagem nova e completamente
diferente de analisar malware, estendeu-se a busca a dois anos anteriores para verificar se
não havia artigos com a mesma proposta.
Foi dado foco em artigos de caráter experimental quanto a classificação de
malware em famı́lias, restringindo-se àqueles cuja análise da amostra é feita através da
conversão do binário para texturas em escala de cinzas. Foram considerados apenas os ex-
perimentos tendo como desfecho a acurácia da classificação com amostras de no mı́nimo
cinco mil exemplares. Não foram utilizados experimentos com apenas detecção ou análise
de malware e, visando a qualidade metodológica dos estudos, foram excluı́dos artigos que
traziam informações repetidas. A pesquisa inicial identificou 573 publicações, porém,
após a análise e seleção de acordo com as especificações mencionadas anteriormente,
restaram 17 avaliados neste artigo. Na Figura 1, pode-se ver o aumento nas publicações
usando análise por texturas, indicando que esta pode ser uma boa estratégia. E a Figura 2
mostra que o número de diferentes autores publicando ao longo dos anos também tem au-
mentado, ou seja, novos pesquisadores têm demonstrado interesse neste tipo de análise.
4. Técnicas de Classificação de Malware baseadas em Texturas
A utilização da análise de texturas para classificação de malware foi proposta pela
primeira vez em [Nataraj et al. 2011a]. Os autores usavam um descritor de texturas
GIST como entrada do classificador, o qual apresentou resultado melhor do que ou-
tros descritores globais (HTD e CLD), e que também foi o descritor utilizado em
outros trabalhos [Nataraj et al. 2011b] [Nataraj 2015] [Kosmidis and Kalloniatis 2017]
[Luo and Lo 2017]. Seguindo a mesma ideia, [Makandar and Patrot 2015a] utilizam
como descritor o GWT em conjunto com GIST, pois a escolha do descritor de textura é
de fundamental importância para a correta classificação. Já [Makandar and Patrot 2015b]
e [Makandar and Patrot 2018] utilizam GWT como único descritor, porém não atingem
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Figura 1. Número de publicações
que utilizam análise de texturas de
malware por ano.
Figura 2. Número de autores dife-
rentes com publicações que utili-
zam análise de texturas de malware
por ano.
uma acurácia de classificação tão alta. [Makandar and Patrot 2016] propõem a utilização
do DWT em conjunto com GIST, aumentando a taxa de acerto, enquanto que o DWT
é utilizado sozinho por [Makandar and Patrot 2017a] e [Makandar and Patrot 2017b].
[Luo and Lo 2017] decidem utilizar um descritor local para evitar erro de classificação
nos casos de realocação de seções ou quando se é adicionado grande quantidade de dados
redundantes, problema já sugerido em [Nataraj et al. 2011b], mostrando que mesmo com
diferentes classificadores, o descritor local apresenta melhores acurácia.
Outro fator importante que interfere diretamente nos resultados é a esco-
lha do classificador. [Nataraj et al. 2011a], [Nataraj et al. 2011b], [Nataraj 2015],
[Makandar and Patrot 2016], [Luo and Lo 2017], [Makandar and Patrot 2017a] e
[Makandar and Patrot 2018] optam pelo KNN que, apesar de ser um classificador
bastante simples (assume que todas as instâncias correspondem a pontos no espaço e
relaciona-as com suas vizinhas [Mitchell 1997]), apresenta uma boa taxa de acurácia.
KNN atingiu o melhor resultado dentre os demais classificadores utilizados para
texturas de malware [Makandar and Patrot 2016]. [Makandar and Patrot 2015b],
[Luo and Lo 2017], [Makandar and Patrot 2017a], [Makandar and Patrot 2017b] e
[Makandar and Patrot 2018] também utilizam o classificador SVM, que é efetivo em
espaços de grande dimensão e apresentou resultados bastante significativos, alcançando
a melhor acurácia dentre as pesquisas apresentadas em [Makandar and Patrot 2017a],
o mesmo alcançado anteriormente utilizando KNN. [Kosmidis and Kalloniatis 2017]
fazem uma comparação entre diferentes classificadores, apresentando não só a acurácia
de classificação, mas o tempo médio de treino e teste de cada um deles. Redes Neu-
rais Artificiais e suas variações foram apresentadas em [Makandar and Patrot 2015a],
[Singh 2017], [Rezende et al. 2017], [Rezende et al. 2018], [Yakura et al. 2018] e
[Kabanga and Kim 2018], mostrando que as pesquisas mais recentes têm apostado em sua
utilização para classificação, pois apresentam altas taxas de acurácia e por vezes são mais
rápidas que outras abordagens, como o uso de TensorFlow e CNN [Luo and Lo 2017].
A Tabela 1 exibe o estado da arte em classificação de malware por análise de
texturas, diferenciando os trabalhos por descritor, classificador, pré-processamento da
imagem por redimensionamento (resize), acurácia alcançada por cada técnica e dataset
utilizado. Com essas informações extraı́das dos artigos selecionados, é possı́vel identifi-
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car as técnicas mais aplicadas e que têm apresentado melhor resultado. Na próxima seção
é feita uma comparação para categorizar esses artigos.
Tabela 1. Comparação de técnicas usadas para classificação de malware usando
análise de texturas (n/i: não informado pelo autor; 7: descritor não necessário.)
Referência Resize Descritor Classificador Acurácia (%) Dataset
[Nataraj et al. 2011a] n/i GIST KNN 98,00 Malimg




[Makandar and Patrot 2015a] 64x64
GWT +
GIST ANN 96,35 Malheur
[Makandar and Patrot 2015b] n/i GWT SVM 89,68 Malheur





[Makandar and Patrot 2016] n/i
DWT,
GIST KNN 98,88 Malimg








[Yue 2017] n/i 7 CNN 98,63 Malimg










[Makandar and Patrot 2017a] 64x64 DWT KNN 98,84 MalimgSVM 98,88
[Makandar and Patrot 2017b] 256x256 DWT SVM 91,05 Malheur92,53 Malimg
[Singh 2017] 32x32 7
CNN 95,24 Malshare +
VirusShare +
VirusTotal.CNN (ResNet) 98,21
CNN (ResNet) 96,08 Malimg
[Rezende et al. 2017] 224x224 7 CNN (ResNet) 98,62 Malimg
[Rezende et al. 2018] 224x224 7 CNN (VGG16) 92,97 VirusSign
[Yakura et al. 2018] 64x64 n/i CNN 49,03 VX Heaven
[Makandar and Patrot 2018] 128x128 GWT KNN 89,11 MalimgSVM 75,11
[Kabanga and Kim 2018] 128x128 n/i CNN 98,00 Malimg
5. Categorização e Comparação da Literatura
Como explicado na Seção 2, um classificador recebe como entrada algumas caracterı́sticas
do exemplar a ser avaliado, normalmente extraı́das por um descritor de texturas. O ob-
jetivo é determinar a qual famı́lia uma amostra pertence, tornando a escolha do descri-
tor de suma importância para a classificação. A Tabela 1 mostra que o descritor mais
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comumente utilizado é o GIST. [Nataraj 2015] fez uma comparação entre alguns descri-
tores globais (GIST, HTD e CLD), onde o primeiro apresentou melhores resultados. Já
[Luo and Lo 2017] fez uma comparação com o descritor LBP e o GIST, onde este último
apresentou resultado inferior ao descritor local. Em outras pesquisas o GIST é utilizado
em conjunto com outros descritores, podendo significar que este possui caracterı́sticas
importantes para classificação. Cabe ressaltar que algoritmos baseados em deep learning
não necessitam de descritor da textura, pois o próprio classificador seleciona as carac-
terı́sticas da imagem mais importantes.
A análise dos trabalhos da área deixa claro que o uso de diferentes descritores
interfere na taxa de acerto da classificação. É possı́vel perceber isso comparando os re-
sultados de [Nataraj et al. 2011a] e [Makandar and Patrot 2017a], nos quais os autores
fazem uso do mesmo classificador (KNN) e conjunto de dados, porém alcançam taxas de
acurácia distintas, pois se diferenciam no descritor. Isso pode ser também constatado na
comparação feita por [Luo and Lo 2017] que avalia dois descritores em diferentes clas-
sificadores, mostrando que alterando-se o descritor, tem-se melhor acurácia em todos os
classificadores testados. Apesar de ser difı́cil realizar uma comparação direta entre to-
dos os trabalhos (diferentes datasets e redimensionamentos), a Figura 3 mostra a acurácia
alcançada por classificadores que utilizam descritor GIST, enquanto que a Figura 4 mostra
a acurácia obtida com outros descritores.
Figura 3. Acurácia de classificação
utilizando descritor GIST em dife-
rentes classificadores.
Figura 4. Acurácia de classificação
utilizando outros descritores em di-
ferentes classificadores.
Os classificadores cujo descritor é o GIST utilizaram o mesmo dataset em todos
os casos (Figura 3), porém há diferenças quanto ao redimensionamento da imagem, o que
pode ter interferido nos resultados. Já a classificação apresentada na Figura 4 referente aos
demais descritores exibe resultados um pouco mais difı́ceis de comparar, pois os autores
fazem uso de datasets distintos em alguns casos e com diferentes redimensionamentos.
Ainda, como já mencionado, alguns autores não utilizam descritor de texturas,
pois o próprio classificador faz a seleção das caracterı́sticas. Na Figura 5, exibe-se a
acurácia das redes neurais convolucionais (CNN) propostas na literatura conforme sua ar-
quitetura e para datasets distintos. As CNNs com mais camadas apresentaram melhores
taxas de acerto, porém problemas de degradação e desaparecimento de gradientes costu-
mam aparecer conforme aumenta-se a profundidade da rede neural [Singh 2017], portanto
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é necessário utiliza-las com cautela. Novamente há uma dificuldade em comparar os re-
sultados devido ao redimensionamento inicial da imagem.
Como visto, na etapa de pré-processamento da imagem, alguns autores fazem o
redimensionamento da mesma, deixando-a quadrada. [Nataraj et al. 2013] definem esse
valor como 64x64, pois um valor menor não retorna uma assinatura significativa e um
maior aumenta a complexidade computacional. Porém, esse valor é escolhido empiri-
camente e não há um consenso sobre o melhor valor a ser fixado. A Figura 6 mostra a
diferença da pior e melhor acurácia obtida na classificação por texturas com redimensio-
namento de imagem, desconsiderando-se descritor e classificador utilizados.
Figura 5. Acurácia obtida para dife-
rentes arquiteturas de CNN.
Figura 6. Melhor e pior acurácia ob-
tidas em cada redimensionamento.
Levando-se em conta só os resultados obtidos com o redimensionamento da ima-
gem, apesar da melhor acurácia ser o de 64x64, talvez o mais prudente seria utilizar um
redimensionamento por 224x224, dada a menor variação e mantendo alta taxa de acerto
em todos os casos. A utilização de diferentes datasets dificulta a comparação real das
técnicas apresentadas. Foram identificados oito datasets utilizados na literatura, mas o
mais usado é o Malimg ([Nataraj et al. 2011a]), que possui 9342 amostras de 25 famı́lias
de malware já convertidas em textura. A Tabela 2 mostra as informações básicas de cada
dataset conforme a literatura e a acurácia obtida pelos autores em cada base.
Tabela 2. Datasets utilizados na literatura para classificação de malware em
famı́lias.
Nome do Dataset Exemplares Famı́lias Acurácia (%)
Host-Rx 393 6 95,14
Malheur 3.131 24 89,68 a 98,37
VX Heaven 63.002 531 72,8
Malimg 9.342 25 75,11 a 98,88
MalGenome 1.094 13 97,4
VXShare 568 8 83,27
Singh 2017 (VirusShare, VirusTotal, Malshare) 44.945 20 95,24 a 98,21
VirusSign 10.136 20 92,97
Nota-se na Tabela 2 que, para um dataset com uma grande quantidade de famı́lias,
a taxa de acerto classificação diminui. Porém, como em outros casos, o classificador e
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descritor utilizados podem também ter interferido nesse resultado. Para uma comparação
justa, seria importante usar a mesma técnica para todos os datasets.
6. Conclusão e Trabalhos Futuros
Classificação de malware em famı́lias é um problema que tenta ser solucionado há muitos
anos e dentre diversas abordagens utilizadas na literatura, o uso de análise de texturas
tem crescido nos últimos anos. Neste artigo, apresentou-se uma revisão da literatura
apontando quais são as abordagens utilizadas para classificação de malware baseadas
na transformação do binário em textura, mostrando os diferentes tipos de descritores e
classificadores que apresentam boas taxas de acurácia.
Os trabalhos aqui apresentados não puderam ser diretamente comparados em mui-
tos casos devido a utilização de diferentes datasets e se diferenciar não só pelo classifica-
dor, mas também por descritor e pré-processamento de imagem. Para identificar técnicas
mais apropriadas para obter melhor acurácia de classificação, deixou-se como trabalhos
futuros a reimplementação dos algoritmos apresentados na literatura e sua aplicação em
um dataset comum, variando-se cada aspecto (descritor e redimensionamento) a partir
disso.
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