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Let p, E n,(n = I. 2. 3,...) denote the polynomial interpolating a given function 
u E C’I- 1, I 1 at the extremum points I, = cos jn/n. 0 <j < II. of the rrth Ceby Set 
polynomial. Denote the CebySev norm on Cl-l, I 1 by // //. Then the following 
estimate holds: 1)~’ Pp;,II < (2 + 2 log n) inf())u - 4)): q E l7,, ~, }. This improves 
earlier results by Schonhage (Mar/t. 2. 94 (1966), 79-83) and the author (J. 
Approx. Theor), 23 (1978). 261-266). The new result is based on the use of a 
generalized Lebesgue function D,. For the given interpolation points the estimate is 
sharp. Similar but weaker results are obtained for higher derivatives. 
I. EINLEITUNG 
Fur n E N0 und u E Cl-l. 1 1 sei IZ,, der Raum der algebraischen 
Polynome bis zum Grad n und 
Mit den lnterpolationsoperatoren 
z,- ,: C[-l-l]-n, ,. L,: Cl-l, l] + n,. nE N, 
bei denen in den Nullstellen ii= cos(j - $)(rc/n), 1 &j< n bzw. den 
Extremstellen tj = cos j(n/,), 0 <j < II der Cebygev-Polynome T,,(t) = 
cos n(arc cos t) interpoliert wird, gilt nach Rivlin ([ 7, Seiten 12, 13 1) 
llu-~,~,ull~(2+(2/n)logn)E,-,(u), u E q-1, 11. (1.1) 
Im vorliegenden Artikel wird gezeigt, daB im Fall u E C’[ -1, 1 1 die 
Ableitung U’ durch LLu := (L,u)’ ahnlich gut approximiert wird. und zwar 
gemal der Beziehung 
i/u’-L:,ull~(2+2logn)E,~,(u’). uEC’[-I, 11. (1.2) 
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Fine grobere Abschatzung wird in Haverkamp 131 mit anderer Schlul3weise 
gewonnen; qualitativ scharf wird U’ - LLu schon in Schonhage (8 ] 
abgeschatzt. 
Als einfache Folgerung gewinnt man Fehlerabschatzungen fur hohere 
Ableitungen und mit den Jackson-Satzen als Abschwlchung Kriterien fur 
gleichmanige Konvergenz der k-ten Ableitungen. 
In vergleichbaren Konvergenzsatzen von Neckermann, Runck [4 1 werden 
fur globale Konvergenz der li-ten Ableitungen starkere Voraussetzungen 
benotigt. 
Den Anstol3 zur vorliegenden Arbeit gaben zwei Artikel von Pallaschke 
15. 61. in denen optimal stabile Integrations- und Differentiationsformeln 
entwickelt werden. 
2. FEHLER DER ERSTEN ABLEITUNGEN 
Analog zum Nachweis von (1.1) wird hier (1.2) bewiesen, indem man die 
Griil3en 
geeignet abschgtzt. 
SAT2 2.1. Fzi’r n E N. u E C’[-1, 1 I gilt 
1/L;Jl, ,< 1 + 2 log n; 
11 u’ - L;u I/ < (2 + 2 log n) E, ,(u’). 
Beweis. Da p’ - LLp fur p E n, verschwindet, gilt 
llu’ -Gull < (1 + llL’,ll*) l/u’ -P’lI 
fur u E C’[-I, 11, pE III,,. 
Wegen I7,-, = ( p’: p E II,,} ist damit (2.2) auf (2.1) zuriickgefiihrt. 
Einfache Rechnung ergibt 
IIL; /I* = 15 II L’, II* = 2, IIL: IL = V3. 
und es bleibt zu zeigen, da13 (2.1) such in den Fallen n > 4 zutrifft. 
Die Knoten tj sind nach fallender GriiC3e geordnet 
I =fn <f,-, < “’ < t, <t,= 1. 
(2.1) 
(2.2) 
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Seien M’, . 0 <j < II die Lagrange’schen Basispolynome und sei ferner 
n,, = x, I, 1 w;. 1. (2.3) 
I 
Mit diesen Bezeichnungen gilt 
lU(f,) - u(f, ,)I < IIU’I! 1;. I <j<n, uEC’/--I, 1): (2.4) 
w,,= I/,= vim, + w;= I. “; ,=-w I’ I <j<n: (2.5 1 
iI,= q’ ljlV; ,/t 2 ljlW;i, l,<k<,t-1. 
;I; 
(2.3’) 
i k-l 
Durch einfache Umformung erhtilt man fiir u E C( -1. 1 1 aus der 
Lagrange’schen Interpolationsformel 
L,u = U(f”) + t {U(f,) -u(t, ,)} w,. 
Nach Differenzieren folgt mit (2.4) und der Dreiecksungleichung 
Diese Abschgtzung ist offenbar scharf in dem Sinne, daR es zu f E (- I. I / 
und F > 0 ein u E C’ [-I, 1 ] gibt, fur das gilt 
IWi?u)(t)l > II u’ II P,(t) - &). 
Damit ist die Beziehung 11 Lkll.+ = 11 D,ll bewiesen. 
Aus Symmetriegriinden geniigt es zu zeigen 
D,(t) < 1 t 2 log n fur t E 10, 11, 
da die Knoten tj = cos jn/n, 0 <j < tz, symmetrisch liegen. Die gleiche 
Schl&weise, nach der (2.2) auf (2.1) zuriickgefiihrt wurde, ergibt mit (2.6) 
die punktweise Abschatzung 
I(u’-L;u)(t)l<(l +o,(t))E,-,(u’) fiiruEC’[-1, l],[C I-1, 11, (2.6’) 
auf die unten im Beweis zu Satz 2.2 verwiesen wird. 
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In den weiteren ijberlegungen werden einige Eigenschaften der CebySev- 
Polynome T,,(t) = cos n(arc cos t) benutzt. 
I!T,Il = 1: T,(q) = (--1y, O<j<n: 
llT;Il= T;(l)= (-1)“+’ TL(-l)=n? 
\/1-t’lT$)l=n~T~, fE [-1.11; 
(1 - t2) T;(r) - G;(l) + nT,(t) = 0; 
TL(fj) = 0, (1 - fi’) Ti(t;) = (--lr’-’ n?, I <j<n- I. 
Der Beweis ist in [ 71 auf den ersten Seiten ausgeftihrt. Fur das Polynom 
mit den Nullstellen fi, 0 <j < n erhalt man damit 
gi(f,) = t,/(l - f:); 
&(fj) = (-I ,‘T 1 <j<n- 1; 
g’,(fj) = 2(- I y? jE (0, Hi; 
t-lY’g,W > 0, f  E (fj3 ‘j-11, 
1 <j<n; 
I dI(t>l G m fur f E I-f,, fl]. 
Die Aussagen (2.7t(2.9) folgen unmittelbar. 
Mit t, = cos n/n erhllt man 
If I/VT? < cot n/n < n/n fur t E l-f,, f,] 
und nach (2.7) und obiger Darstellung von IYE( folgt 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
I &@)I < max X~IO,ll I 
X++7 
I 
=dTTipF fur f E l-f,,, f,]. 
Mit der im folgenden benutzten Konvention, da13 rationale Funktionen in 
hebbaren Singularitaten stetig erganzt werden, erhalt man nach (2.8) die 
Basispolynome wj in der Form 
wjtf> = t-l Y’ gnCf)ltf - fj), l<j<n-1, 
wo(f> = -g,(Wl2tl - f>l* 
w,(t) = (-l)“g,(~Yl2(1 + f>l. 
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Zur Darstellung der Polynome C’,. IV, setzen wir 
S”(f) -= 2illJj. S;(t) = ,‘; ~~ s, ,(t). j- I. 2 . . . ..)I~ I: (2.11) 
i 
R,(t) = $;;j. Rj(r) = IiT R;. I(tl* j := n I . . . . . 2. I (2.11’) 
i 
und erhalten wegen 
I’, = II‘, + v, , . wi= wj t wi,,, I &j<n-- 1 
mit einfachem Induktionsschlua 
F, , = (-l}‘g,S, ,. wi = (--l)‘gnRj. I bj< II. (2.12) 
Im folgenden Lemma A werden Hilfsmittel zusammengestellt, mit denen 
dann in den Lemmata B und C die einzelnen Summanden aus (2.3) und 
(2.3’) abgeschitzt werden. 
LEMMA A. 
2R,(1) > R,(t,) fiir2<j<n: 
s)"'(t) > 0 ftir t < I,, O,<j<n- 1. 
(-1)” Rik’(t) > 0 fir t > f,, I <j<n. 
0 < R,j(t) < & fir t > t,. I<j<n-1; 
i 
fir t < ti, 
(Al) 
k E 10. I. 2}; (AZ) 
kE {O. 1, 21; (A2’) 
(A3) 
(A4) 
(tpf,)Rj+,(t)<i fiir t E I,. 
n i I 
1 G-j< 
2 - 
lj ‘j ICt) = lt ~ tj)(l - w,+ I(t)) + (tjm] ~ t) I/, z(l) 
fiirZ<j<n -- I. 
Beweis. Wegen $ < t, = cos n/n < 1 folgt 
(A51 
(A6) 
2R,(l) - R,(t,) =; ( 1 - 111, > 0. 
I 
31, ~ I -I; 
2R,-,(I)-R,-,U,)= 2t (1 +t) >O. 
I I 
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Aus der Beziehung 
R;(f) = & - ++ R;, z(f), 1 <j<t?-2 (A71 
I Ii 1 
erhtilt man mit den Gr613en 
c, = (1 - t,)lcr, - tkh 2<k<n-I 
durch einfache Umformung 
‘R,(l)-R,t(t~)=(2-CjCj+~)(~,i-~j+,)+2R~+~(l)-Ri+~(t,) 
fiir 2 <j < II - 2. 
Damit folgt nun (Al) wegen 
‘k+l < lk, 0 < c, < c, fiir2<k<n-1 
durch Induktion nach n -j, wenn noch C, < fi gezeigt wird. Mit 
t, = cos krt/n folgt nach Additionstheoremen 
f, - t, = (1 - f,)(l + 2t,), 1 - t, = (1 - t,)(2 + 2r,) 
und wegen n > 4, t, = cos n/n erhalt man 
Cl = (2 + 2t,)/( 1 + 2t,) < (2 + &)/(I + @) = &. 
Damit ist (A 1) bewiesen. 
Indem man zunlchst R,, R,_, betrachtet, erhllt man (42’) mit (A7) 
ebenfalls durch Induktion, und (A2) folgt analog. 
Zusammen mit der Rekursionsformel (2.11’) folgt (A3) unmittelbar. 
Die Abschatzung (A4) wird durch Induktion bewiesen. 
Offenbar gilt 
lj < lj + 1 fur 1 <j < n/2. (‘48) 
Fur S,,, S, erhalt man damit 
(t, - t) s,(t) = + (t, - t)/( 1 - t) < +- fur t < t,, 
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I 6 -. 
2 
fur f < I?. 
Sei jz > 6 und 3 <j< n/2. Dann gilt nach (A2) und Induktionsannahme 
([j ~ l) sj J(l) 6 ;(lj - t)/(fj 2 ~ f) fur f < ti, 
und nach der zu (A7) analogen Beziehung folgt damit 
Von hier an kann mit (A8) wie im Fall j = 2 weiter abgeschatzt werden, und 
(A4) ist bewiesen. 
Neben (A4) gilt aus Symmetriegrunden 
([ ~ fi) Ri+ ,([I < + fur t > fi. n/2 <j < n ~ 1. 
Im Fall n ungerade, j= (n + 1)/2 gilt also 
(t - f;) R j + 1 (t> < 1 fiirtEl,= Ifj,ti ,/. 
Mit (A3) und (A8) folgt direkt 
fur t E Ii, 1 <j < n/2, und (A5) ist gezeigt. 
Aus (2.11). (2.12) erhalt man durch einfache Umformung 
lj ~j j(t) = (t - fj) vj(t) + (tj.. 1 - f) vj *(f) fur 2 s.j < n 1. 
Zusammen mit (2.5) ergibt dies (A6). und Lemma A ist bewiesen. 
LEMMA B. Fiir t E I, ~ 1 <j < n gilt 
j W;(f)1 < j y( 1): = 2Ri( 1). 
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Bertleis. Neben g,( 1) = g,(t,) = 0 gilt nach (2.7). (2.8) 
gk( 1) = 2. ggt,, = -1, silt,) > 0. 
Nach (2.12) und (A2’) folgt damit 
I wi(tl)l = Rj(tl> 
(-lr’ W;(l) = 2Rj(l) > 0 
(-1 r' WY@,) > 0 
fiir 2 <j < n; 
fiir 1 <j < n; 
fiir 2 <j < n. 
Pl) 
032) 
(B3) 
Alle n Nullstellen von M’” = 1 - W, liegen in (-1, f, 1. so da13 man mit (B2) 
erhilt 
I w;(f)1 < I W,(l)/ = 2R,(l) fiir t E I,. 
Fiir 2 <j < n hat das Polynom W; E II,.-, wegen 
Wj(fk)=O, O<k<j- 1; Wj(tk) = 1, j < k < n (B4) 
nur einfache Nullstellen, genau eine in (t, , 1) und genau n - 2 in (- 1, t,). 
Daher hat such WY nur einfache Nullstellen, h6chstens eine in I, = [t, . 1 1, 
und es gilt W;( 1) W;(l) > 0. 
Nach (B2), (B3) haben daher such W,!‘(f,), W;(l) gleiches Vorzeichen. 
Also hat WY in I, keine Nullstelle. und mit (Bl), (B2) und (Al) folgt 
schliealich 
I W:(t)1 <max(l W$,)lv IW;(l)11 
=2R,(l)=/Wp)/ fiirtEZ,, 2<j<n, 
und Lemma B ist bewiesen. 
LEMMA C. Ftir tE I,, 2 < k < n - 1 gelten mit c := v’m die 
Ungleichungen: 
I gistI G c3 Ig,(t)l~cmin(f,~,-t,t-r,}; 
I ‘;(‘>I G CSj(tk- 1) fCrO,<j<k-2; 
I Wj(t>l < CRj(fk) ftirk+ 1 <j<n; 
0 < IkV;-,(t)< 1 +c. 
(Cl) 
cc21 
(C2’) 
(C3) 
Beweis. Mit I, c l-t,, t,], gn(fk) =gn(tk-,) = 0 folgt (Cl) nach (2.10). 
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Aus (2.12). (A2’) und (C I) erhalt man 
i Y(t)1 6 c{R,(t) - (t tk) R;(t)/ 
< CK ;(f, ) fur k t I <j < n. 
und mit (A2) statt (A2’) folgt (C2) analog. 
Das Polynom VL., = -W;, E II,] , hat nach (2.5) und (B4) wenigstens 
n - I Nullstellen in i-- I. I )\I,. Wegen l,, < f1 , . v, ,(fk) = 0. 
I’, ,(t, ,) = 1 ist also Vi , in I, positiv. 
Nach (A6) und (2.12) folgt 
Auf I, nimmt nach (A2), (A2’) und (2.9) keine der Funktionen S,- *, Sk_ ?. 
R -K+, und (-1)&g, negative Werte an. so da13 man mit (Cl), (A4) 
u,“d ‘[A5) erhalt 
0 < 1, VL ,(t) < 1 + c(S, ? + R, j ,)(f) min(t, , --~ f. I - fk) 
+ c I([- fk)Rk+,U- (fkm, - f) S, ~z(t)i 
<I +2cmax((f,~,--f)S,.z(f).(f~ f,)R,+,(t)t 
<Ii-c. 
Hiermit ist such Lemma C bewiesen. 
Als vorlautige Abschatzung der Funktion D, aus (2.3) bzw. (2.3’) erhalt 
man mit den Lemmata B and C durch Einsetzen 
D,,(f) < D,,(l) = 2 ;’ IjR,(l) 
;I; 
fur t E I,; (2.13 ) 
k- I 
1 + x ljS,mml(fk- 1) t ‘- 
z 
IjRJtk) 
i 1 , 1 I 
fiir t E lk, 2<k<(n+ 1)/2. (2.14) 
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Zur weiteren AbschCtzung setzen wir 
si = sinj(,/fl), O<j<n; 
K(x) = (2471) tan(71/2x), x E (1, co): 
ak =SkRkdkh bk=skSkm,(tk), 1 <k<n- 1; 
n-l 
A,= 1‘ 
Sjl(tk - ti)y O<k<n-2; 
.i-kt 1 
k-l 
Bk= ” Sj/(tj- tk), 
.,Tl 
2<k<n; 
a,I=b,=A+,=B,=O 
und zeigen 
LEMMA D. 
i 
j-k-l 
IjRj(tk) = (ak + Ak) tan % fiirO<k<n-1; PI) 
\“’ ljsi-I(tk) = (bk + Bk) tan -& 
.,Tl 
fir 1 <k<n; (Dl’) 
1 
ak tan -? < -. 
2n 2 
b, tan G < r ftirl<k<n-I; (D.2) 
A&log~; 
7t 71 (D3) 
B k-, +A,&log* 1; 71 fCr2<k<n- 71 (04) 
K(x) < 1 + $ fCrx E 13, co); CD51 
o,(t) < D,( 1) < 1 + 2 log n fiirtEI,; CD61 
L),(t) < 1 + 2 log n fiir t E (0, t,]. (D7) 
Beweis. Mit Additionstheoremen erhtilt man 
',i k - tj = (s~-~ + sj) tan kn/2n fir 0 < k <j < n, k # n. (D8) 
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und nach der Rekursionsformel (2.12’) gilt 
Mit li = t, , fi. s, = 0 ergibt dies 
;‘. 
!iRi(tk) = tan 2 T. (s, , + sj) R j(ld 
/ 77. I , -TV I 
)I I 
= tan $ skR,, ,(f,) + 
i 
\‘ si(Rj + R,;, ,)(fk) 
, k-1 
=(a, +A,)tan$ fiirO<k<n - 1. 
Entsprechend weist man (Dl’) nach. 
Der Beweis zu (D2) ist unter Benutzung von (D8) Bhnlich dem zu (A4) 
und wird hier nicht ausgefiihrt. 
Zum Nachweis von (D3), (D4) setzen wir 
r(s) = cos x L, s(s) = sin .Y n fur x E 10: n 1: 
n n 
Fiir s E 10. n) ist. wie man leicht bestatigt, f, auf (x. II ] konvex. 
Mit s(x) = s,. t(?c) = t, fur x E (0, l,..., n) folgt also 
und durch Summation 
wobei log 1 = 0 dem Fall k = 11 - I entspricht. 
Vollig analog erhalt man 
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Mit t(O) = I, t(i) = cos(n/2n) folgt nach (D9) die Ungleichung 
A,&log 
1 + t(i) 
Tl 1 - t(i) 
= $ log cot c < $ log ; 
Einfache Umformung mit Additionstheoremen ergibt 
Z(x) := (t(i) - t(x - $))(t(i) + t(x + 4)) = s2(x) - S(1 ) s(x) 
N(x) := (t(x - 1) - t(x - +))(t(x + 4, - t(x + 1)) 
= 2?(x)( I - t(f)) - (t(i) - t( 1))2. 
Fiir die Funktion Q(x) := Z(x)/N( x weist man damit leicht die folgende ) 
Abschatzung nach 
0 < Q(x) < Q(nl2) = (1 - ~(1 ))/(d 1) - d#” 
< cot2 $ fiirxE [l,n- 11, 
und zusammen mit (D9). (D9’) ergibt dies die Abschatzung 
B kp, +A,<$logQ 
fiir2<k<n-1 
Fur v(t) := tan I erhllt man mit 
die zu (D5) aquivalente Abschltzung 
t’(t) = tan t < I( 1 + 4t2/n2), tE 0,; . 
[ I 
Ausgehend von (2.13) fotgt nun mit a, = 0 nach (Dl), (D3) und (D5) 
D,,(t) < D,( 1) = 2A, tan $ ,< 2K(n) log $ 
<2(I +3 (++log+ 1+2logn fur f E I,. 
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Aus (2.14) erhalt man mit (D I). (Dl’). (D2). (D4). (D5) und 
c = ~“mn’ < 1.05 entsprechend 
D,,(t) < I + 2c + c(B, , + A,) tan 2 
nS 1 
fiirrE1,. 2<k<F. 
In den Fallen {I > 7 kann diese Abschatzung leicht zu (D7) vergrobert 
werden. Durch Einsetzen verifiziert man mit (2.14) (D 1) und (Dl’), da13 
(D7) such in den Fallen n E {4,5.6} zutrifft, und Lemma D ist bewiesen. 
Als Summe von (D6) und (D7) erhalt man nun die Abschatzung 
D,,(t) < 1 $ 2 log n fur f E 10, 11. n E ZJ, ft 3 4, 
auf die der Beweis von Satz 2.1 bereits zuruckgefiihrt wurde. 
SATZ 2.2. Fiir u E C’ ( - 1, I 1 und ungerade n E PU gilr 
Ku - Lbu)(O)l < 1 + 1 E,, ,(u’j. 
( i 
Berzseis. Einfache Rechnung ergibt 
IIU’ - L; u II < 2E,(u’), l(U’ - L;u)(o)l< 5/2Ez(u’). 
Fur n > 4 gilt nach (2.6’) neben (2.2) such die punktweise Abschatzung 
Ku - L’,uN)l < (1 + D,(t)) E ,I... ,(u’). 
Im folgenden sei n = 2k + 1 mit k E N, k > 2. 
Mit g;(O) =‘O, 1 g,,(O)1 = I/n folgt nach (2.1 I), (2.12). (A2) und aus 
Symmetriegriinden 
1 W, ,(O)l = i V;(O)1 = + S;(O) fiir 1 <j<k; 
Analog zum Nachweis von (Dl) und (Dl’) folgt damit 
D,,(O) = f tan -?- (’ 
2n .,z7 
sipi’ 
(2.15 ) 
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Fur die Summe gewinnt man mit 
s k ; = cos(2j + 1) +, tk~mi= sin(2j+ I)&. O<j<k- 1 
cos u/sin’ (r < l/u’. 
die Abschatzung 
Mit IZ = 2k + 1 > 5 und C,Y , l/j’ = n’/6 folgt elementar 
h-1 1 
,‘(, (2j + l)* 
Zusammen mit (2.15) und (D5) erhalt man schliel3lich 
und Satz 2.2 ist bewiesen. 
3. GLEICHM&SIGE KONVERGENZ DET ~-TEN ABLEITUNGEN 
Im folgenden sei C,[-1, 1 J der Teilraum der Dini-lipschitz-stetigen 
Funktionen u E C[-1, 11, deren Stetigkeitsmodul 4.5 u) also 
16 .. , ~(h, U) log l/h = 0 gentigt, und sei ferner 
C$l, I] = (UE P-1, 11: LP’E C,[-1, 11) fiir kE N. 
Nach Jackson-Satzen (vgl. [ 1, Seiten 147, 1481) gilt: 
fur t’E Cl-l, l], m E n\l,: (3.1) 
E,,(c) < = 
2(m + 1) Em- ,(u’) 
fiir L’ E C-1, 11, m E N. (3.2) 
Als Abschwachung der Sltze 2.1, 2.2 folgt mit (3.1) unmittelbar 
SATZ 3.1. 
(a) lim,l(u’-L;uII=O fur uECA[-l,l]; 
lb) lim,(G,, + , u)(O) = u’(O) fur u E C’[-1, 1 I. 
194 RICHARD HAVERKAMP 
Mit einfachem Induktionsbeweis gewinnt man aus Sat2 2.1 
Fehlerabschatzungen fur den Fall hoherer Ableitungen. 
SATZ 3.2. Flier k E n, u E C”I- 1. I j urtd 12 E N tnit n > k gilr 
h I 
11 dk’ (2 + 2 log n) E, &P’). 
Belt,eis. Im Fall k = I ergibt Satz 2.1 die Behauptung. Als Teilergebnis 
eines Satzes van Duff?n-Schaeffer ([ 21 oder such 17, Seite 119 I) erhalt man: 
IILi,,cll < ~772/1~~11 fiircECI-l.lj. mEh. 
SeikEh,uECkt’(-l,l]undn>ktl. 
Dann gilt nach Satz 2.1 
(3.3) 
(kt I) I/u -t:, kill< (2 + 2logn)E, k&~‘hd”), (3.4) 
und nach (3.3) und Induktionsannahme 
(2 + 2 log n) E,, _&P). 
Mit (3.2) und n 3 k + 1 2 2 folgt daraus elementar 
11 L:, -k(U(k) - Ly?f)l( 
<[(T)“- 1](2t210gn)E,, km'(U(k"'). (3.5) 
Wegen LLki, E IZ, _ k, PEC[-1, l]giltdieFaktorisierungL~+“=L~_,Ljt;’. 
Zusammen mit (3.4) und (3.5) ergibt dies 
II ff (kt I) ~ Lkk+ ‘)U/I < /IUfk+ ‘)- Lkmkdk’li + lit’,- k(u’A’ - LLk’u)II 
nach Dreiecksungleichung. 
Damit ist Satz 3.2 durch InduktionsschluE bewiesen. 
Als Abschwachung erhilt man 
SATZ 3.3. Fzi+ kE h, u E Cym’(-l. 1 ) gilt 
lim 11 u’~) - LLk’u j/ = 0. ” 
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Beweis. Aus Satz 3.2 gewinnt man mit (3.2) und (3.1) Abschatzungen 
der Form 
I/ dk’ - ,Qk’ull < ckw 
fur k E N, u E Czkp’[-1, 11, n E k4, n > n,(k). 
Damit ist Satz 3.3 als Verallgemeinerung von Satz 3.1(a) bewiesen. 
4. ZUR SCH.&RFE DER ABSCH~~TZUNGEN 
Durch giinstigere Wahl der Knoten kann man gegeniiber Satz 2.1 keine 
qualitativ besseren Abschatzungen erzielen, und such nicht, indem man 
neben Interpolationsoperatoren allgemeiner Projektionsoperatoren zur 
Konkurrenz zulll3t. Dies ist eine einfache Folgerung der Satze von 
Kharshiladze-Lozinski. 
Gleichmaf3ige Konvergenz der k-ten Ableitungen kann in den Fallen k >, 2 
such schon fur u E CZk-‘l-1, I] gezeigt werden. Diese Verschlrfung von 
Satz 3.3 erhllt man, indem man Satz 3.2 mit der Beweistechnik aus ]3] 
entsprechend verscharft. 
In kompakten Teilintervallen von (-1, 1) erhalt man such in den Fallen 
k > 2 gleichma&ge Konvergenz der Ableitungen LLk’u schon im Fall 
u E C:[-1, 11, was hier jedoch ebenfalls nicht ausgefiihrt wird. Diese 
Aussage zur lokalen Konvergenz gilt such bei Interpolation in Nullstellen 
von Jacobi-Polynomen, wie in der zitierten Arbeit von Neckermann, Runck 
14) gezeigt wird. 
Durch drei Zahlenbeispiele sol1 demonstriert werden, da13 im Fall sehr 
glatter Funktionen schon bei niedrigem Polynomgrad die Ableitungen sehr 
gut approximiert werden. 
In den Beispielen sind die Fehler ek(n) := ]]u(~) - Lkk’u]) fur k = 1. 2 und 
einige Werte von n aufgetragen. 
1+t 
(1) u(t)=exp- 
2 
n/4 6 8 10 
e,(n) 4.8 - 4 1.1-6 1.2-9 9.0- 13 
e,(n) 5.3 - 3 2.6 - 5 5.1 - 8 5.7 - 11 
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(7-l 
tz 
e,(t~) 
e202) 
(3) 
I 4 h 8 IO 14 IX 
6.3 - 3 2.8 4 I. I - 5 4.0 7 4.8 IO 6.6 ~~~ 13
7.6 -- 2 7. I 3 4.7 -- 4 2.8 - 5 6.4 -~~ 8 I.3 10 
u(r) = log(2 ~ 1) 
I1 j 3 6 8 IO 14 18 22 
e,(t$ 1.5.-2 1.2-3 8.8-m5 6.5-m6 3.5-8 l.Y- IO 4.5.. I? 
e:(u) 1 1.0 I 3.1 ~ 2 4.0 ~- 3 4.5 -~~ 4 4.7 - 6 4.1 8 2.7 10 
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