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ABSTRACT
We propose two novel feature detection methods for ac-
tion recognition, based on the dense interest points described
by Tuytelaars [1]. The first one is an extension of dense in-
terest points to three dimensions. In the second one, trajecto-
ries are constructed starting from dense interest points. We
present an analysis of the properties of these methods and
conclude that both give higher classification accuracies than
dense sampling when less features are used.
Index Terms— Action classification, Video representa-
tion
1. INTRODUCTION
The first step in many image and video analysis systems is
feature detection. Especially in the context of object or action
classification, feature selection and representation is a crucial
step. In image processing, the first feature detectors were de-
signed to focus on certain characteristic image points like cor-
ners (e.g., Harris corner detector [2]). Later, it was shown that
better image classification could be obtained by sampling reg-
ularly on a dense grid in the image [3]. This way, the whole
image is covered and less information is lost.
In video processing, feature detection evolved similarly.
Laptev and Lindeberg [4] extended the Harris corner detector
to include the temporal dimension. This way, spatio-temporal
interest points (STIP) are detected: image corners undergo-
ing a change in their motion. Other interest point detectors
were derived similarly from Gabor filters [5] or the Hessian
matrix [6]. Dense sampling was later introduced by Wang
et al. [7] and proved to outperform interest points on video
processing as well.
Dolla´r et al. [5] stress that the temporal dimension has
different characteristics than the spatial dimensions. There-
fore, it seems logical to treat it differently, and not simply
extend the 2D detectors to 3D. Interest point tracking is a log-
ical choice: interest points are well defined, and tracking suc-
ceeds in capturing their motion. Different methods have been
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proposed to capture and describe those trajectories for action
recognition, e.g., [8, 9]. Later, Wang et al. [10, 11] intro-
duced dense trajectories: they no longer start the trajectories
from detected interest points, but from a densely sampled grid
instead. They prove that, for action recognition, dense tra-
jectories outperform interest point detectors as well as other
trajectory based methods.
Although dense sampling gives better classification re-
sults because it covers the whole image or video, interest point
based methods have some advantages as well. An interest
point is easier to locate: two different images or videos from
an object or action will likely have their interest points on
similar locations. Tuytelaars [1] developed a hybrid system
to detect features in 2D images, that combines elements of
interest points and dense sampling. Her dense interest point
detector outperforms both approaches. In this paper, we in-
vestigate whether a similar method can be applied to videos.
We briefly explain 2D dense interest points in section 2. In
section 3 and 4 we introduce two novel video feature detection
methods, the first one based on a 3D interest point detector
and the second one based on trajectories. We evaluate them
in section 5 and conclude in section 6.
2. BACKGROUND: DENSE INTEREST POINTS
Our work is based on the 2D dense interest points developed
by Tuytelaars [1]. She designed a hybrid scheme to com-
bine the advantages of dense sampling with those of interest
points. Her method starts from a dense grid over multiple
octaves and multiple scales within these octaves. The grid
points are refined however to let them align somewhat with
the interest points of the image. A maximum over the out-
put of an interest point detector function (e.g., the Laplacian
of Gaussian) is searched in the neighbourhood of each point,
spatially as well as over scales. The point neighbourhoods
touch each other to allow a large deviation from the original
grid positions. The found maxima are referred to as dense
interest points (DIPs): they are better localized than the grid
points, but still cover the whole image.
These DIPs are shown to outperform dense sampling and
interest points on Pascal VOC2007 [12]. In the remainder of
this paper, we extend them to video processing.
3. SPATIO-TEMPORAL DENSE INTEREST POINTS
In our first approach, we consider the video as a 3D image.
We extend Tuytelaars’s DIPs to the spatio-temporal domain,
similar to Laptev’s extension of the Harris corner detector [4].
First, we apply a Gaussian filter on the video in each of the
three dimensions. Afterwards, we use a 3D Laplacian to ob-
tain the LoG of the videos.
A 2D LoG detects blobs. In 3D, the most significant local
maxima in the LoG response occur at the place a blob passes
by. Other local maxima are found on spatial non-moving
blobs or when an object with non-blob shape is moving.
To enable scale selection, we filter the original video with
multiple Gaussian filters, each with a different sigma. In our
setup, we use two values for sigma in space and two values
for sigma in time, thus obtaining four different responses for
a video. More values lead to a better scale selection, but the
calculation time increases considerably.
Finally, the filtered video is divided in a grid of 4D
cuboids. Each cuboid has width and height equal to w, depth
(expressed in number of frames) equal to t and as fourth di-
mension the number of scales s within an octave. With dense
sampling the centers of the cuboids would be selected as fea-
tures. On the other hand, our spatio-temporal dense interest
points (STDIPs) correspond to the maximum filter response
inside this cuboid. We take s = 4. It is however also possible
to take s smaller than the number of calculated scales. This
would increase the number of cuboids (and as a consequence
the number of STDIPs), but the precision of the scale selec-
tion decreases unless the LoG response is calculated for more
values of sigma (which increases the calculation time).
In our experiments we repeat this detection process over
three octaves. With these parameters we use as many scales
as [4]. We calculate a 72-dimensional HOG and a 90-
dimensional HOF descriptor with Laptev’s code1 [7] so we
can compare our STDIPs directly with his STIPs.
An example of different spatio-temporal features can be
found in Figure 1. STIPs are only found on the moving per-
son, while the dense points regularly cover the whole image.
STDIPs however are centered on the person and the edges in
the image. Both STIP and STDIP are capable of optimizing
the feature positions in time.
4. DENSE INTEREST TRAJECTORIES
Our second approach is based on the dense trajectories of
Wang et al. [10]. They start by sampling feature points on a
dense grid in the first frame: typically one feature every d = 5
pixels. Each point is tracked through the next frames by me-
dian filtering in a dense optical flow field. When a trajectory
reaches a maximum length of fifteen frames, it is ’finished’
and put aside for further processing. After each frame, they
check whether the remaining trajectories still cover the whole
1http://www.di.ens.fr/∼laptev/download.html
Fig. 1. Example of detected STIPs, dense sampling and
STDIPs with w = 40 and t = 6 for two consecutive frames.
image: if no tracked point is found in the neighbourhood of
a grid point, a new trajectory is started there. This sampling
and tracking is performed in eight scales, each one a factor√
2 smaller than the previous.
We adapt this method as follows. Wang finds the starting
points of his trajectories by sampling on a dense grid over a
frame. We, on the contrary, look for DIPs to use as trajectory
starting points. In the next step, we calculate the optical flow
for all scales and we track each point in its own scale. This
way, we obtain dense interest trajectories (DITs).
In our experiments, we use four octaves. We sample two
scales per octave; each scale can be refined over four fine
scales. This way, we obtain eight equivalent scales similar to
Wang’s method. Due to the constant size of our scales within
an octave, however, we get 25% more features. The detected
features likely contain more image information since they are
the best-localized points in their neighbourhood. Moreover,
they usually can be better tracked. These factors can be ex-
pected to give rise to a better classification performance.
A disadvantage of this strategy is the increase in process-
ing time: we have to calculate the optical flow eight times per
octave instead of the two times in [10]. Therefore, we also
test without the scale selection. The location of the DIPs is
then only optimized in the spatial domain.
To allow direct comparison with dense trajectories, we
calculate the same four descriptors used in [10] with their
code.2 The first 28-dimensional descriptor contains the
relative motion of the feature point, the others are the 96-
dimensional HOG, 108-dimensional HOF and 96-dimensional
MBH, all calculated locally around the trajectory.
2http://lear.inrialpes.fr/people/wang/dense trajectories
YouTube UCF Sports
Setting Dense STDIP Dense STDIP
w = 10, t = 3 73.8% 72.6% 87.9% 85.5%
w = 10, t = 6 74.6% 74.2% 85.0% 77.4%
w = 10, t = 12 72.0% 72.0% 87.3% 73.5%
w = 20, t = 3 70.8% 72.3% 87.3% 90.5%
w = 20, t = 6 70.1% 70.8% 87.4% 83.2%
w = 20, t = 12 67.7% 69.0% 83.5% 78.9%
w = 40, t = 3 65.3% 69.1% 81.4% 77.2%
w = 40, t = 6 61.4% 67.7% 85.3% 83.2%
w = 40, t = 12 59.6% 63.2% 72.0% 69.8%
Table 1. Accuracy for different spatio-temporal point meth-
ods as a function of sampling distance. The STIP accuracy is
70.1% for YouTube and 75.5% for UCF Sports.
Fig. 2. YouTube: accuracy versus average number of spatio-
temporal points per frame.
5. EXPERIMENTS
5.1. Datasets
We use two action recognition datasets to evaluate our fea-
tures. The YouTube dataset [13] consists of 1600 YouTube
videos of 11 action classes. Frequently, a subset of 1168
videos is selected; to be able to compare directly with [11],
we use this subset as well. For evaluation, a leave-one-group-
out strategy is used with 25 pre-defined groups. The final
accuracy is calculated by averaging the scores of the classes.
The second dataset is the UCF Sports Action Dataset [14],
containing 150 video samples of ten different actions. Eval-
uation is based on the leave-one-out strategy. The average
accuracy over all action classes is the final performance mea-
sure. To increase the number of examples, we add a mirrored
version of each video to the dataset. This flipped video is
left out of the training data together with its original and we
evaluate only on the original videos.
5.2. Action recognition setup
The following steps of the action recognition pipeline are
identical for spatio-temporal dense interest points and for
dense interest trajectories. First, a codebook of 4000 words
Fig. 3. UCF Sports: accuracy versus average number of
spatio-temporal points per frame.
is learned for each descriptor type. Next, all descriptors of
one type are quantized and grouped in a bag-of-words rep-
resentation. We use a multichannel support vector machine
(SVM) with χ2-kernel to combine the different descriptor
types as in [15]. We train one SVM for each action class, and
use one-against-all classification. We select the class with the
highest probability output.
5.3. Spatio-temporal dense interest points
We test our STDIPs on the two datasets and compare them
with STIP and dense sampling. Table 1 shows the classifica-
tion accuracies; Figure 2 and 3 plot these accuracies against
the number of features. Wang et al. [7] report on the UCF
Sports dataset 78.1% for STIP and 86.1% for dense sampling.
These differences can be explained by the inherent random-
ness of the codebook initialization.
The figure of the YouTube dataset shows that more
densely sampling improves the accuracy greatly at first,
however only up to a certain density. STDIPs lead to bet-
ter classification than dense sampling when a similar amount
of features is used, especially when sampling sparsely. When
we sample more densely, STDIP and dense are very similar.
Since the STDIPs have less room to be optimized and are
closer to the dense points, the descriptors will be similar.
The UCF Sports results are less clear, however. Possibly,
the limited number of videos makes this dataset less stable.
The number of features needed to obtain a certain accu-
racy can be lowered by using STDIPs. Although this is not
so important in a bag-of-words setting where features can be
quantized on the fly and immediately forgotten, it can be use-
ful in cases where the location of the feature or the full feature
vector has to be saved for later use (e.g., [16]).
Most of the feature detection processing time is used for
the filtering step. For both STIP and STDIP, this depends
on the number of scales. Since filtering is not required for
dense sampling, this method is much faster. The descriptor
calculation time however depends linearly on the number of
features. With dense sampling, a larger number of features
is needed to obtain similar classification results, so this step
YouTube UCF Sports
d Dense DIT DIT-NS Dense DIT DIT-NS
5 83.1% 83.0% 83.1% 88.4% 89.7% 89.7%
10 83.0% 82.4% 81.9% 87.4% 90.3% 89.2%
20 79.7% 80.6% 80.9% 84.6% 89.7% 88.2%
40 73.1% 75.1% 76.9% 78.0% 78.0% 85.1%
Table 2. Accuracy for different trajectory-based methods as
a function of sampling distance d.
Fig. 4. YouTube: accuracy versus average number of trajec-
tories per frame.
takes more time.
5.4. Dense interest trajectories
For the trajectory based methods, we compare dense trajecto-
ries (calculated with the code of [10]), DIT, and DIT without
scale selection (DIT-NS). Each time, we experiment with four
sampling densities: every 5, 10, 20 and 40 pixels. Classifica-
tion results on the YouTube and UCF Sports dataset can be
found in Table 2.These results are also shown in Figure 4 and
5, with on the horizontal axis the average number of features
and on the vertical axis the classification accuracy. Our re-
sults are close to the 84.1% and 88.0% reported in [11] for a
sampling distance of 5 pixels.
Denser sampling generally leads to more accurate classi-
fication, but this effect saturates for more than 100 features
per frame. It is also clearly visible (especially for the UCF
Sports data) that for equal density DITs perform better than
dense sampling, and more so when less features per frame are
used. If DITs are sampled more densely, they have less room
to be optimized and they are more similar to the trajectories
obtained by dense sampling. As a consequence, the descrip-
tors and therefore the classification accuracy of both methods
are comparable.
DIT mainly has a higher accuracy due to the larger num-
ber of features. Dense trajectories are often removed before
they are finished because the tracked point is lost. Succesfully
tracked points are also ignored when they move very little be-
cause they contain few information. This happens less fre-
quently with DIT, because the start point is the easiest point
to track in its environment.
Fig. 5. UCF Sports: accuracy versus average number of tra-
jectories per frame.
Fig. 6. Calculation time for trajectory-based methods as a
function of the sample distance.
All trajectory methods score better than those based on
interest points. A direct comparison is not possible, however:
the used descriptors are very different. Especially the pres-
ence of the MBH descriptor could cause a large difference.
A comparison of the calculation time for the trajec-
tory based methods for different densities is shown in Fig-
ure 6. Optical flow and descriptor calculation are most
time-consuming. Since in Wang’s code the optical flow is
calculated over the whole image and the descriptors are based
on integral images, the calculation time hardly varies when
we sample less densely. With scale selection, DITs are nearly
four times as slow as dense trajectories; without scale selec-
tion, however, the difference is much less, since the optical
flow and integral images have to be calculated for fewer
scales. Since the accuracy is almost independent of the scale
selection, we recommend to not use scale selection for DIT.
6. CONCLUSION
The two presented features have advantages over interest
points and dense methods. They cover the whole image and
their density can easily be varied, which is not the case for
interest points. On the other hand, they focus on represen-
tative and reproducable image regions, as opposed to dense
sampling. In action classification, DIT and especially STDIP
are better than their corresponding interest point and dense
method when the sampling density is low. With high density,
dense methods are more interesting since they are faster.
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