Complex network theory aims to model and analyze complex systems that consist of multiple and interdependent components. Among all studies on complex networks, topological structure analysis is of the most fundamental importance, as it represents a natural route to understand the dynamics, as well as to synthesize or optimize the functions, of networks. A broad spectrum of network structural patterns have been respectively reported in the past decade, such as communities, multipartites, hubs, authorities, outliers, bow ties, and others.
significant pattern contained in the underlying structures of the network can be statistically highlighted by a group of homogenous individuals with identical or quite similar connectivity profiles.
For instance, individuals from the same communities prefer to intensively interact with each other but rarely interact with the rest; hubs would prefer to connect many individuals from different parts of the whole network, whereas all outliers tend to seldom play with others by emitting only a few connections. Based on this naive observation, if one can group the majority of individuals into reasonable clusters according to their connectivity profiles, the coexisting structural patterns can be unveiled by further inferring the linkage among clusters. In this way, the first issue listed above can be promisingly solved.
The idea of grouping nodes into equivalent clusters in terms of their connection patterns is quite similar with the philosophy of the blockmodeling first proposed by Lorrain and White 23 , in which nodes with structural equivalence (defined in terms of local neighborhood configurations) or more generally regular equivalence 24 (defined in terms of globally physical connections to all others) or more softly stochastic equivalence 25, 26 (defined in terms of linking probabilities between groups) will be grouped into the same blocks.
Based on the same idea, a very related study has been proposed recently by Newman and Leicht, which first (to our knowledge) shows the motivation to detect unpredefined structural patterns from exploratory networks 27 . From the perspective of machine leaning, their method can be seen as a version of naive Bayes algorithm applied to networks, whose objective is to group nodes with similar connection features into a predefined number of clusters. Although their work only shows the ability to determine whether an exploratory network is assortative or disassortative by manually analyzing the obtained clusters, it has provided one good proof supporting that the idea of grouping nodes into equivalent clusters can be an initial step of the whole process aiming to unveil multiplex structures from networks.
In this work, we will propose a novel model by introducing the concept of granularity into stochastic connection profiles in order to properly model multiplex structures, and then show how the task of recognizing multiplex structures can be reduced to a simplified version of the isomorphism subgraph matching problem. To test our ideas and strategies proposed here, different sources of networks have been analyzed. It is encouraging that our methods show a good performance, capable of uncovering multiplex structures from the tested networks in a fully automatic way.
The Model
Granular couplings We will model the connection profiles of nodes in terms of probabilities instead of physical connectivity. In this way, it is expected not only to find out multiplex structures but also to provide an explicit probabilistic interpretation for these findings within the Bayesian framework. We term such probabilities as couplings in that they are not just the mathematical measures subjectively defined for modeling or computing, but they do exist in many real-world systems, encoding different physical meanings such as social preferences in societies, predation habits in ecosystems, co-expression regularities in gene networks or co-occurrence likelihood of words in languages, which will be valuable to predict their situated systems.
Here the notation of granularity should be interpreted in terms of the resolution and precision. On one hand, in our model we define two kinds of couplings with different resolutions, i.e., node couplings and block couplings. Formally, we define node feedforward-coupling matrix P n×n and node feedback-coupling matrix Q n×n , where p ij and q ij respectively denote the probabilities that node i expects to couple with or to be coupled by node j. In the cases of indirected networks we have P = Q (see SI for proofs). We assume nodes will independently couple with others regulated by such couplings. Nodes with similar feedforward-as well as feedback-coupling distributions will be clustered into the same blocks. In terms of matrices, homogeneous feedforwardand feedback-couplings guarantee homogeneous row and column connection profiles, respectively.
Correspondingly, given the block number K, we define block feedforward-coupling matrix Φ K×K and block feedback-coupling matrix Ψ K×K , where φ pq and ψ pq respectively denote the probabilities that block C p expects to couple with or to be coupled by block C q . We will show later that block couplings can be inferred from node couplings and vice versa. Node couplings with a fine granularity are used to model networks in order to capture their local information as much as possible;
while block couplings with a coarser granularity are used to define and recognize global structural patterns by intentionally neglecting trivial details. On the other hand, in the nested patterns, node couplings and block couplings in different hierarchies will have different precisions in order to properly abstract and construct hierarchical organizations. In our model, the couplings on higher layers are the approximations of the related ones on the lower layers. Therefore, as the layers moving from the bottom (corresponding to the original networks) to the top (corresponding to the finally reduced networks) of the nested organizations, the precision of node or block couplings will gradually degenerate.
Defining multiplex structures The main steps of our strategies for detecting multiplex structures from networks can be stated as follows: 1) simultaneously estimating all kinds of couplings mentioned above and clustering all nodes into nested blocks with a proposed granular blocking algorithm; and 2) in each layer of the nested blocks, recognizing structural patterns by matching predefined isomorphism subgraphs from a reduced blocking model in which trivial couplings are neglected, as illustrated in Fig. 1d . Multiplex structures can be defined in terms of blocks and their couplings. Fig. 2 shows a schematic illustration by means of some conceptual networks. By referring to them, we give following definitions.
A community is a self-coupled block. An authority is a self-coupled block which is coupled by a number of other blocks. A hub is a self-coupled block which couples with a number of other
blocks. An outlier is a block without self-coupling which is coupled by a hub or couples with an authority. A bow-tie is a subgraph consisting of a block b and two sets of blocks S l (b) and S r (b), which satisfy with: 1) b is coupled by and couples with the blocks of S l (p) and S r (p), respectively;
2) the intersection of S l (p) and S r (p) is empty or {b}; and 3) there are no couplings between S l (p) and S r (p); A multipartite is a subgraph consisting of a set of blocks without self-couplings which reciprocally couple with each other. As a special case of multipartite, a bipartite is a subgraph consisting of two blocks without self-loop couplings which unilaterally or bilaterally coupled with each other. A hierarchical organization is a set of nested blocks, in which block subgraphs in lower layers are directly or indirectly nested in the bigger blocks on higher layers.
The above definitions imply that there may exist overlaps between different patterns in the sense that the same blocks can be simultaneously involved in a multitude of subgraphs. For example, a block which is determined as a community can be also a hub, a authority or the core of one bow tie. Moreover, beyond the predefined patterns, users are allowed to define novel even more complex patterns by designing new subgraphs of blocks, which can be identified by matching their isomorphism counterparts from blocking models.
Granular blocking model Let N = (V, E) be a directed and binary network, where V (N ) denotes the set of nodes and E(N ) denotes the set of directed links. In the case of undirected network, we suppose there are two direct links between each pair of nodes. Let A n×n be the adjacency matrix of N , where n is the number of nodes.
Suppose all nodes of N are divided into L(1 ≤ L ≤ n) blocks, denotes by B n×L , where
When each block is considered to be inseparable, the granularity of network N can be measured by the average size of blocks g = n/L.
As g increasing from 1 to n, the granularity of N degenerates from the finest to the coarsest. Let B g denote the blocking model with a granularity g, and we expect to cluster all its blocks into a reasonable number of clusters so that the nodes of blocks within the same cluster will demonstrate homogeneous coupling distributions. Let matrix
K is the cluster number and z lk = 1 if block l is labeled by cluster k, otherwise z lk = 0. Since the coupling distributions of nodes within the same clusters are expected to be homogeneous, one can characterize such distributions for each cluster instead of for each node. Given Z, define Θ K×n , where θ kj denotes the probability that any node out of cluster k expects to couple with node v j ; define ∆ K×n , where δ kj denotes the probability that any node out of cluster k expects to be coupled by node v j ; define Ω = (ω 1 , · · · , ω K ) T , where ω k denotes the prior probability that a randomly selected node will belong to the cluster C k . It is easy to show P = B g ZΘ and Q = B g Z∆ (see SI).
Let X = (K, Z, Θ, ∆, Ω) be a model with respect to N and B g . We expect to select an optimal X from its hypothesis space to properly fit as well as to precisely predict the behaviors of N under B g in terms of node couplings characterized by it. According to the MAP principle (maximum a posteriori), the optimal X for a given network N under B g will be the one with the maximum posterior probability. Moreover, we have:
where P (X|N, B g ), P (N |X, B g ) and P (X|B g ) denote the posteriori of X given N and B g , the likelihood of N given X and B g and the priori of X given B g , respectively.
Learning Methods
Likelihood maximization We first consider the simplest case by assuming all the prioris of X given B g are equal. In this case, we have:
where
Let L(N, Z|X, B g ) be the log-likelihood of the joint distribution of N and Z given X and B g , we have (see SI):
Considering the expectation of L(N, Z|X, B g ) on Z, we have:
where E[z lk ] = γ lk = P (y = k|b = l, X, B g ), i.e., the probability that block l will be labeled as cluster k given X and B g .
According to the Bayesian theorem,we have (see SI):
Using the similar treatment as proposed by Dempster and Laird 28 , we can prove that a local optimum of Eq. Priori approximation Without considering the priori of the model, the above-proposed likelihood maximization algorithm will be cursed by the overfitting problem. That is, L(N |X, B g ) will monotonically increase as K approaching to L. In this section, we will discuss how to approximately estimate the prior P (X|B g ) by means of the information theory.
Note that 1 ≤ K ≤ L = n/g, which implies that the coarser granularity the smaller K. It will be shown in the following that a smaller K will indicate a less complexity of X. So, we have:
a coarser granularity prefer simpler models, which can be mathematically written as P (X|B g ) = η(X) g , where the function η(X) measures the complexity of X in terms of its parameters. In this work, we set η(X) = P (X|B 1 ) = P (X), where P (X) is the priori of X in the hypothesis space in which K can be freely valued from 1 to n. According to Shannon and Weaver 29 , ln(1/P (X))
is the minimum description length of X with a prior P (X) in its model space. Let OC(X) denote the optimal coding schema for X, and let L OC (X) be the minimum description length of X under this schema. We have: − ln P (X|B g ) = −g ln P (X) = gL OC (X). Now, to estimate the prior P (X|B g ) is to design a good coding (or compressing) schema as close to OC as possible.
In terms of the parameter of X, i.e.,Θ, ∆, Z and Ω, we have (see SI):
where D = diag(nΩ).
Note that matrices Z and B g can be compressed into a map y, where y(i) = k if the entry (i, k) of B g Z is equal to one. Given y, Φ and Ψ, node couplings p ij and q ij can be measured by:
Eq.7 says that, all node couplings can be approximately characterized by y, Φ and Ψ. In other word, the compressing schema close to OC(X) we have found out is:
Now, we have,
Moreover, we have:
Eq.9 tries to seek a good tradeoff between the accuracy of model (or the precision of fitting observed data) measured by the likelihood of a network, and the complexity of a model (or the generalization ability to predict new data) measured by its optimal coding length.
Model selection For a given K, the penalty term is a constant, and thus to maximize
is to maximize L(N |X, B g ). In our algorithm, K will be systematically checked from 1 to L, and the model with the minimum sum of negative likelihood and penalty will be returned as the optimal one. In the landscape of K and P (X|N, B g ), a well-like curve will be shaped during the whole search process (see SI). So, in practice, rather than mechanically checking K for exact L times, an ongoing searching can be stopped after it has safely passed the well bottom. By means of this greedy strategy, the efficiency of our algorithm would be greatly improved. The complete algorithm is given in the SI.
Hierarchy construction Assume we have constructed h layers, in which the i − th layer corresponds to a blocking model characterized by B g i . Now, we want to construct the (h + 1) − th layer by selecting an X with a maximum posterior given a set of blocking models on different layers. We have shown that (see SI):
Markov-like process indicates that the new model to be selected for layer h is only based on the information of the layer h − 1. So, for a given network, its hierarchical organization can be incrementally constructed as follows.
Firstly, we construct the first layer by taking each node as one block, and cluster it into K 1
clusters by selecting an model with a maximum P (X|N, B 1 ). Next, we form B n/K 1 by capsuling each cluster on the first layer as one block, and cluster these blocks into K 2 clusters by selecting an new model with a maximum P (X|N, B n/K 1 ), which forms the second layer. We repeat the same procedure until it converges (the cluster number obtained keeps fixed). In this way, the number of layers of a hierarchical organization will be automatically determined. The above procedure can be seen as a semi-supervised learning process; in the cases that the granularity is more than one,
we have already known a priori that which nodes will be definitely within the same clusters. As the layer in the constructed hierarchy increases, the homogeneity of the nodes within the same cluster in terms of their connection profiles keeps degenerating, and correspondingly more global patterns are allowed to be observed by tolerating such increasing diversities.
Isomorphism subgraph matching Based on the obtained blocks in the level h + 1 of the hierarchy, all potential patterns hidden in the level h can be revealed through an isomorphism subgraph matching procedure, whose input is the block feedforward-coupling matrix Φ. First we construct a reduced blocking model by taking each block as one node, and for each pair of blocks p and q we insert a link from p to q if φ pq is above a threshold computed based on Φ (see SI). Then for each block, we pick up the matched isomorphism subgraphs it will be involved in, and put them into categorized reservoirs labeled by different patterns. During this procedure, the subgraph to be put into a reservoir will be discarded if it is a subgraph of an existing one, as illustrated by Fig.3d . Accordingly, in the visualized network, the countries labeled by them are distributed along three circles from inside to outside, respectively.
A two-layer hierarchical organization has been constructed by our system, as illustrated in Fig. 3d . A reduced blocking model is shown in the first layer by neglecting trivial couplings, in which six blocks are obtained. By referring the matrix of the network as presented in Fig. 3b , one can observe that the nodes within the same blocks demonstrate homogeneous row as well as column connection profiles. By referring to their couplings, ten isomorphism subgraphs of the patterns as defined in Fig. 2 are recognized, which, respectively, are one authority, four communities, three hubs and two outliers, as shown in Fig. 3e . Quite a few interesting things can be read from these uncovered multiplex structures. Globally, the countries near center tend to have larger out-degrees, while those far from center have smaller even zero out-degrees. Specifically, (1) according to the coupling strength from strong to weak, three detected hubs can be ranked into the sequence of blocks 4, 1 and 3. The first two hubs consist of the "core" of the trade system except for Spain and Denmark; (2) the countries from blocks 3, 2 and 6 consist of the backbone of the "semi-periphery"; (3) more than a half of "periphery" countries (10 of 17) have zero out-degrees; (4) interestingly, the detected blocks are also geography-related, as illustrated in Fig. 3c . Most countries of hubs 4 and 1 are from western Europe expect America, China and Japan; most of hub 3 are from southeastern Asia; most of the community block 6 are from north or south America; most of the outlier block 2 are from eastern Europe; most of the outlier block 5 are from Africa or some areas of Asia.
In the second layer, a macroscopic hub-outlier pattern with strong couplings is recognized.
Hub blocks 4 and 1 in the first layer collectively form a more global hub of the whole network as the core of the entire trade system; other blocks form a more global outlier of the network corresponding to the semi-periphery and periphery of the trade system. This nested hub-outlier patterns perhaps give us an evidence about how cash flowed through the world in different levels in 1994. Note that arc i → j denotes that country i imported commodities from country j, which also indicates that the spent cash has flowed from i to j. In this way, one can image cash flows along these arcs from one country to another. According to the global pattern in the second layer, the dominant cash flux will flow from the core countries to themselves with a probability 0.6, and to the rest with a probability 0.57. Locally, the blocking model in the first layer shows the backbone of the cash flow through the entire world with their respective strength in terms of block couplings, as illustrated in Fig. 3d .
Mining granular association rules from networks When a network encodes the co-occurrence of events, its underlying node-or block-coupling matrices would imply the probabilistic associations among these events in different granular levels, respectively. Formally, we have: node association rule (NAR): i → j p ij , and block association rule (BAR): B p → B q φ pq . A NAR means that event j would happen with a probability p ij given event i happens. A BAR means that any event of block q would happen with a probability φ pq given any event of block p happens. Such association rules with different granularities can be used in making prediction in a wide range of applications, such as online recommender systems. We will demonstrate this idea with a political book co-purchasing network compiled by V. Krebs, as given in Fig. 4(a) , where nodes represent books about US politics sold by the online bookseller Amazon.com, and edges connects pairs of books that are frequently co-purchased, as indicated by the "customers who bought this book also bought these other books" feature on Amazon. Moreover, these books have been labeled as "liberal", "neutral" or "conservative" according to their stated or apparent political alignments based on the descriptions and reviews of the books posted on Amazon.com 32 .
A two-layer hierarchical organization has been detected by our system as shown in Fig. 4 .
The blocking model of the first layer is shown in Fig. 4(b) . By matching isomorphism subgraphs in its reduced blocking model, nine patterns are recognized, which respectively are five communities (blocks 1,2,4,6,7), two cores (blocks 2 and 7), two outliers (blocks 3 and 5) and a bow tie (blocks 1,2,3). Note that, in indirected networks, the core of a bow tie (block 2 in this case) can be seen as the overlapping part of its two wings (blocks 1 and 3 in this case) by neglecting the direction of links. In the second layer, a macroscopic community structure is recognized, as shown in Fig.   4 (c). Interestingly, the left and right communities can be globally labeled as "left-wing" and "rightwing" according to the types of the books they contain respectively. Such a global pattern can be seen as one macroscopic BAR: the books with common labels would be co-purchased with a great chance (about 15%); while, those with different labels are rarely co-purchased (only with a chance of 1%).
When zooming in to both global communities in the second layer, one will obtain 7 × 7 mesoscopic BARs encoded by the block-coupling matrix Φ, as illustrated by the weighted arrow lines Fig. 4(b) . As an example, we list the BRAs related to the block 2 in a decreasing sequence of association strength. 
Conclusions
In this work, we have shown through examples that the structural patterns coexisting in the same real-world complex network can be miscellaneous, overlapped or nested, which collaboratively shape a heterogeneous hierarchical organization. We have proposed a framework based on the concept of granular couplings and the proposed granular blocking model to uncover such multi-plex structures from networks. From the output of patterns, hierarchies and granular couplings generated by our approach, one can analyze or even predict some dynamics of networks, which are helpful for both theoretical studies and practical applications.
Moreover, based on the rationale behind this work, we suggest that the evolution of a realworld network may be driven by the co-evolution of its structural patterns and its underlying cou- 
Support Information
A Proofs and algorithms Proposition 1. For an indirected network, its feedforward-coupling matrix P is equal to its feedbackcoupling matrix Q.
Proof.
where i → j denote the event that node v i couples with v j , and y = k denote the event that v i is labeled by cluster k; m ik = 1 if v i is labeled by cluster k, otherwise m ik = 0. So we have
where i j denote the event that node v i except to be coupled by v j . So we have
If A is symmetry, from the Eq.4 in the article, we have
So we have P = Q.
Proposition 2.
Proof. Let v = i denote the event that a node with linkage structure < a i1 , · · · , a in , a 1i , · · · , a ni > will be observed in network N . Let y = k denote the event that the cluster label assigned to a node is equal to k. Let i → a ij j denote the event that node v i link to node v j or not depending on a ij .
Let i ← a ji j denote the event that node v i will be linked by node v j or not depending on a ji . We have:
Proof. Let y(i) denote the cluster label assigned to node i under the given partition Z, we have:
Notice that, in the proofs of Props 2 and 3, all probabilities such as P (y = k|v = i) and P (y = k) are discussed under the conditions of X and B g . To simplify the equations, we omit them without losing correctness.
Proposition 4.
Proof. let P (y = k|v = i) be the probability that node i belongs to cluster k given X and B g . We have:
is the probability of selecting node i from block l.
According to the Bayesian theorem, we have:
.
Based on the proof of Prop.2, we have:
So, we have Eq.12.
As an approximate version of Eq.12, we have:
where ∃ b il =0 denotes that randomly selecting a node from block l.
That is, instead of averaging all nodes in the block l, the real value of γ lk can be approximately estimated by a randomly selected node from block l.
Correspondingly, an approximate version of the log-likelihood of Eq.10 is given by:
where N l denotes the size of block l.
The time calculating Eqs.12 and 10 will be bounded by O(n 2 K). While, the time calculating
Eqs.13 and 14 will be bounded by O(LnK). This will be much efficient for constructing the hierarchical organizations of networks.
Theorem 1.
A local optimum of Eq.10 will be guaranteed by recursively calculating Eqs.4 and 5 in the article.
Proof. From the Proposition2, we have:
(by Jensen's inequality)
Furthermore, we have:
ik , we have:
So, we have:
Recall that, the Θ (s+1) , ∆ (s+1) and Ω (s+1) of X (s+1) can be computed in terms of γ in the article. So, we have:
we have:
That is to say, the X (s+1) obtained in the current iteration will be not worse than X (s) obtained in last iteration. So, we have the theorem.
Proposition 5. In terms of the parameter of X, Θ, ∆, Z and Ω, we have:
Proof. We have
where i ∈ C q denotes node i is in the cluster q with a size N q , and 1 Nq is the probability of selecting node i from cluster q. Furthermore, we have:
Similarly, we have:
So, we have 02.
03. for K=2:n 04.
05
. Proposition 6. Let B g i denotes the blocking model on the i − th layer of the hierarchical organization of network N , we have:
association network, a benchmark widely used for testing the performance of community detection algorithms. Fig. 6 gives the experimental results.
Our approach automatically find out 10 clusters or communities from this network. Fig. 6(a) shows the clustered network, and Fig. 6(c1) shows the clustered matrix, in which dots denote the non-zero entries, and the rows and column corresponding to the same cluster will be put together and be separated by the solid lines. Fig. 6b shows the searching process, in which the cost in Testing against synthetic networks We have tested our approach against several synthetic networks, and here we give two examples. Fig. 7a give one synthetic network, in which a 2-community pattern and two bipartite patterns coexist together. A two-layer nested organization are found out. In the first layer, six clusters with homogeneous row as well as column connection distributions are detected; in the second layer, such detected clusters are grouped in pairs according to the node couplings with coarser granularity. This time, a 2-community pattern, a reciprocal bipartite pattern and an unilateral bipartite pattern are emerged. Fig. 7d give another synthetic network, in which 12 communities are organized in a 3-layer hierarchical structure according to the density of connections. Correspondingly, a three-layer nested blocking model is constructed as given in Fig. 7e . A macroscopic hub-outlier pattern on the second layer is detected; together with the microscopic hub-outlier patterns on the first layer, the whole trade system would demonstrate a nested coreperiphery organization. (e) shows the multiplex structures discovered from the reduced blocking model on the first layer by a procedure of matching isomorphism subgraphs as defined before.
These structural patterns are stored in their respective reservoirs labeled as authority, community, hub or outlier. 
