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Abstract
We develop the general theory for the construction of Extended Topological
Quantum Field Theories (ETQFTs) associated with the Costantino-Geer-Patureau
quantum invariants of closed 3-manifolds. In order to do so, we introduce relative
modular categories, a class of ribbon categories which are modeled on representa-
tions of unrolled quantum groups, and which can be thought of as a non-semisimple
analogue to modular categories. Our approach exploits a 2-categorical version of
the universal construction introduced by Blanchet, Habegger, Masbaum, and Vogel.
The 1+1+1-EQFTs thus obtained are realized by symmetric monoidal 2-functors
which are defined over non-rigid 2-categories of admissible cobordisms decorated
with colored ribbon graphs and cohomology classes, and which take values in 2-
categories of complete graded linear categories. In particular, our construction
extends the family of graded 2+1-TQFTs defined for the unrolled version of quan-
tum sl2 by Blanchet, Costantino, Geer, and Patureau to a new family of graded
ETQFTs. The non-semisimplicity of the theory is witnessed by the presence of
non-semisimple graded linear categories associated with critical 1-manifolds.
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Preface
In their 2014 paper [CGP14] Costantino, Geer, and Patureau developed the
general theory for the construction of a new class of non-semisimple quantum in-
variants of closed 3-manifolds of Witten-Reshetikhin-Turaev type. Their work is
based on surgery presentations, and it exploits some rather complicated algebraic
structures: if G and Z are abelian groups called the structure group and the pe-
riodicity group respectively, and if X is a “small” subset of G called the critical
set, then their machinery provides a quantum invariant CGPC of decorated closed
3-manifolds for every pre-modular1 G-category C relative to (Z,X) satisfying a cer-
tain non-degeneracy condition. Such relative pre-modular categories, introduced
here in Definition 1.1, are ribbon categories with three important features: they
carry a G-structure, they have finiteness properties only up to the action of Z and,
more importantly, they are not necessarily semisimple, with the deviation from
semisimplicity being measured by the set X ⊂ G. The Costantino-Geer-Patureau
invariants are defined for closed 3-manifolds M equipped with C-colored ribbon
graphs T and cohomology classes ω with G-coefficients, but not for arbitrary ones:
indeed, T and ω should satisfy a certain crucial admissibility condition, which is
introduced here in Section 2.3. A small survey of the construction and of some of
its applications can be found in [D15].
An explicit family of examples was obtained by Costantino, Geer, and Patureau
using certain non-degenerate relative pre-modular categories of finite-dimensional
complex-weight representations of the so called unrolled quantum group UHq sl2 when
q is a primitive r-th root of unity for even r > 4 not a multiple of 8. The struc-
ture group for these categories is C/2Z, with critical set Z/2Z, and their period-
icity group is isomorphic to Z. This family of examples extends the multivariable
Alexander polynomial, the Kashaev invariants, and the Akutsu-Deguchi-Ohtsuki
invariants to framed colored links in arbitrary 3-manifolds. A very important phe-
nomenon in this theory is the appearance of the abelian Reidemeister torsion, which
can be recovered by the sl2 Costantino-Geer-Patureau invariants at the level r = 4.
This distinguishes dramatically the non-semisimple theory from the semisimple one,
as the relationship between the Reidemeister torsion and the standard Witten-
Reshetikhin-Turaev invariants remains a great open question, part of the famous
asymptotic conjecture of Witten. In particular, the Costantino-Geer-Patureau in-
variants can be used to recover the whole classification of lens spaces, of which
there exist infinitely many pairs which are not homeomorphic, and yet cannot be
distinguished using any semisimple quantum invariant.
1In [CGP14] the authors use the term modular instead of pre-modular. Our change of
terminology is motivated by the semisimple theory, where quantum invariants are defined for any
non-degerate pre-modular category, and modularity is only needed in order to prove symmetric
monoidality of functorial extensions.
vii
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In [BCGP16] Blanchet, Costantino, Geer, and Patureau extended this fam-
ily of sl2 quantum invariants to a family of non-semisimple Z-graded Topological
Quantum Field Theories, or TQFTs for short, consisting in symmetric monoidal
functors with sources given by categories of admissible decorated cobordisms, and
with targets given by categories of Z-graded vector spaces. Remark that the period-
icity group of UHq sl2-modules appears here as the grading group for vector spaces.
This is not random. Furthermore, when the level r, which is the order of the root of
unity q, is a multiple of 4, then the braiding on Z-graded vector spaces is the super-
symmetric one. This family of Z-graded TQFTs has surprising new properties which
produce unprecedented results: indeed, if we consider the induced representations
of mapping class groups of surfaces, the actions of Dehn twists along non-separating
simple closed curves always have infinite order, something that never happened in
the semisimple theory.
Main results
Extended TQFTs, usually abbreviated as ETQFTs, are symmetric monoidal
2-functors from 2-categories of cobordisms to linear 2-categories. They provide
localizations of TQFTs, meaning that they allow for computations of state spaces
with cut-and-paste methods, while further enriching their structure, thus providing
tools for deeper applications. It is therefore quite natural to ask the following:
(1) Is it possible to upgrade the family of Z-graded TQFTs associated with un-
rolled quantum sl2 to a new family of non-semisimple Z-graded ETQFTs?
(2) Can we find conditions for a non-degenerate pre-modular G-category C
relative to (Z,X) under which CGPC extends to a Z-graded ETQFT?
The goal of this memoir is to give a positive answer to both of these questions.
Indeed, we prove that if C is a non-degenerate relative pre-modular category, then
we only need to make a small additional requirement in order to reach our goal.
We call this condition relative modularity, we introduce it in Definition 1.3, and we
draw analogies with the standard modularity condition coming from the semisimple
theory. Since in particular this property is met by all categories of finite-dimensional
weight representations of UHq sl2, our construction applies to all of the Blanchet-
Costantino-Geer-Patureau Z-graded TQFTs. Our ETQFTs will then be given by
symmetric monoidal 2-functors defined over 2-categories of decorated cobordisms
satisfying a certain admissibility condition, and taking values in 2-categories of
complete Z-graded linear categories. We state here our main result.
Theorem. If C is a modular G-category relative to (Z,X), then CGPC extends
to a Z-graded ETQFT
AˆZC : Cob
ad
C → CˆatZk .
Unlike the non-semisimple ETQFTs constructed by Kerler and Lyubashenko
in [KL01], the 2-functor AˆZC is defined also for non-connected surfaces. This is
possible thanks to a key ingredient which was missing from earlier attempts at
non-semisimple construction: modified traces. The theory, which was developed
in [GPT09], [GKP11], [GKP13], and [GPV13] by Geer and Patureau together
with a number of collaborators, and which is further studied in various different
contexts such as [GR17], [BBG18], and [H18], plays a crucial role in our set-
ting, as well as in other recent non-semisimple constructions such as [BBG17],
[DGP17], [BGPR18], and [CGPT18]. In our case, the 2-functor AˆZC can be
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described in terms of the relative modular category C which is used as a building
block: connected objects of CobadC are mapped to complete Z-graded linear cate-
gories which, up to equivalence, are given by Z-graded extensions of homogeneous
subcategories of projective objects of C. Furthermore, generating 1-morphisms of
CobadC can be translated into Z-graded linear functors between these Z-graded lin-
ear categories, and they can be interpreted as algebraic structures on them. This
description presents us immediately with a new phenomenon: the 2-functor AˆZC
is fully monoidal with respect to disjoint union, but the images of certain objects
of the domain 2-category are in general non-semisimple. This result may seem to
contradict Theorem 3 of [BDSV15], which can roughly be stated as follows: not
only every modular category C determines a 1+1+1-ETQFT featuring C as cir-
cle category, but these are essentially all the possibilities. In particular, images of
closed 1-manifolds under 1+1+1-ETQFTs are necessarily semisimple. This appar-
ent incongruity can in fact be explained as follows: all the objects of the cobordism
2-category considered in [BDSV15] are fully dualizable, and semisimplicity is a
consequence of this property. On the other hand, in the definition of the ad-
missible cobordism 2-category CobadC we forbid some non-admissible cobordisms
by removing them from the categories of morphisms. This produces a non-rigid
2-category featuring some critical non-dualizable objects, thus making room for
non-semisimplicity in the theory.
Where to find a quantum invariant and a TQFT inside an ETQFT
We claimed that the symmetric monoidal 2-functor AˆZC extends the quantum
invariant CGPC, but what does this mean? The idea comes from the analogy with
the following well-known property: every 2+1-TQFT yields a quantum invariant of
closed 3-manifolds. Here is a recipe to read it off directly. A closed 3-manifold can
be interpreted in a unique way as a cobordism between two copies of the empty
surface. Therefore, a TQFT associates with it a linear endomorphism of a certain
vector space which, as a consequence of monoidality, is isomorphic to the base field
k, the unit for the tensor product on vector spaces. Such a map is just a product
with some fixed number in k. Since morphisms of cobordism categories are given
by isomorphism classes of cobordisms, this number actually depends only on the
diffeomorphism class of the closed 3-manifold, so we can intepret it as a quantum
invariant. This picture directly generalizes to the level of 2-categories, so that every
1+1+1-ETQFT yields a 2+1-TQFT. The procedure that recovers it is completely
analogous. A closed surface can be interpreted in a unique way as a cobordism
between two copies of the empty 1-manifold. Therefore, an ETQFT associates
with it a linear endofunctor of a certain linear category which, as a consequence of
monoidality, is equivalent to the linear category of finite-dimensional vector spaces
over k, which is in turn equivalent to the unit for the complete tensor product of
complete linear categories. Such a functor is, up to equivalence of linear categories,
just a tensor product with some fixed vector space, which we can interpret as a state
space of a TQFT. Everything extends word by word to the Z-graded case: every
Z-graded 2+1-TQFT yields a quantum invariant of closed 3-manifolds, and every Z-
graded 1+1+1-ETQFT yields a Z-graded 2+1-TQFT. In particular, hidden behind
the higher structure of the symmetric monoidal 2-functor AˆZC , we still have a recipe
which associates a number with every admissible decorated closed 3-manifold and a
Z-graded vector space with every admissible decorated closed surface. In this sense,
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our construction recovers the quantum invariants of [CGP14], and generalizes the
TQFTs of [BCGP16] to all relative modular categories.
Outline of the construction
The definition of the Witten-Reshetikhin-Turaev quantum invariants of closed
3-manifolds contained in [RT91] makes use of surgery presentations which are col-
ored with certain finite-dimensional simple modules over the restricted version of
quantum sl2 at an even root of unity. A famous result by Turaev, which first ap-
peared in [T94], generalizes this construction by characterizing its building blocks:
non-degenerate pre-modular categories. This allows us to associate with every such
category C a quantum invariant WRTC of decorated closed 3-manifolds, where
this time surgery presentations are colored with objects of the indexing category,
rather than representations of quantum sl2. It has been known for some time that
these quantum invariants can be extended to ETQFTs every time the category C
is modular. One possible way to construct these semisimple ETQFTs is to plug
WRTC into a machinery which is derived from [BHMV95], and which is called
the extended universal construction. This operation produces a 2-functor denoted
AˆC : CobC → Cˆatk.
Here CobC is a symmetric monoidal 2-category of decorated cobordisms of dimen-
sion 1+1+1, and Cˆatk is the symmetric monoidal 2-category of complete linear
categories. It can then be shown that AˆC is symmetric monoidal if, and in fact
only if, as follows from Theorem 3 of [BDSV15], C is modular.
The idea of this memoir is to try and adapt the same procedure to the non-
semisimple setting of Costantino, Geer, and Patureau. Their construction, which
is again based on surgery presentations, provides a quantum invariant CGPC of
admissible decorated closed 3-manifolds for every non-degenerate pre-modular G-
category C relative to (Z,X). By means of the extended universal construction we
can extend CGPC to a 2-functor
AˆC : Cob
ad
C → Cˆatk.
In order to do this, we have to construct a suitable symmetric monoidal 2-category
CobadC of admissible cobordisms decorated with C-colored ribbon graphs and co-
homology classes with G-coefficients. However, unlike in the semisimple case, AˆC is
not an ETQFT on the nose, and its deviation from monoidality can be parametrized
by means of the periodicity group Z. Nevertheless, we can define a Z-graded ex-
tension
AˆZC : Cob
ad
C → CˆatZk
of AˆC with target the symmetric monoidal 2-category of complete Z-graded linear
categories. The idea is to replace the image of an object of CobadC under AˆC, which
is a complete linear category, with a suitably defined complete Z-graded linear cat-
egory obtained by integrating the obstruction to monoidality into its structure.
We can then show that the resulting 2-functor AˆZC is indeed symmetric monoidal,
and thus provides a Z-graded ETQFT. While functoriality comes for free from the
extended universal construction, there is a price to pay when it comes to charac-
terizing the result. Indeed, some work is required in order to figure out the explicit
relationship between the input relative modular category C and the image of the as-
sociated 2-functor AˆZC . Nevertheless, the description is for the most part extremely
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clear, with images of connected 1-dimensional manifolds corresponding to natu-
ral subcategories of C, and with images of generating 2-dimensional cobordisms
corresponding to meaningful functors between them.
Structure of the exposition
The memoir is organized as follows: we begin by introducing our main in-
gredient, relative modular categories, in Chapter 1; We devote Chapter 2 to the
detailed construction of the symmetric monoidal 2-category CobadC of admissible
cobordisms, which we will then use as domain for our non-semisimple ETQFTs; In
Chapter 3 we review the construction of the Costantino-Geer-Patureau invariant
CGPC, and we apply the extended universal construction to extend it to 2-functor
AˆC : Cob
ad
C → Cˆatk; In Chapter 4 we study how the behaviour of CGPC under
combinatorial and topological operations affects the properties of the 2-functor AˆC;
In Chapter 5 we show AˆC is not an ETQFT in general, we carefully analyze its
deviation from monoidality, and we upgrade the construction by defining the 2-
functor AˆZC : Cob
ad
C → CˆatZk ; Our main result is contained in Chapter 6, where
we show that AˆZC is indeed a symmetric monoidal 2-functor, and that it contains
a generalized version of the Blanchet-Costantino-Geer-Patureau TQFT; Chapter
7 is devoted to the explicit description, in terms of the relative modular category
C, of the Z-graded linear categories and of the Z-graded linear functors associ-
ated with generating objects and 1-morphisms of CobadC respectively; Appendix A
builds an explicit family of examples of relative modular categories coming from
the representation theory of unrolled quantum groups at roots of unity, which can
be plugged into our machinery to produce concrete examples of graded ETQFTs;
Appendix B fixes the notation we use for manifolds and cobordisms with corners;
Appendix C generalizes the theory of Lagrangian subspaces and Maslov indices to
the case of surfaces with boundary; Appendix D gathers definitions and results
concerning 2-categories and symmetric monoidal structures; Appendix E contains
definitions and properties of complete linear categories and of complete Z-graded
linear categories.
Marco De Renzi

CHAPTER 1
Relative modular categories
This chapter is devoted to the definition of the algebraic structures which are
going to play the lead role in our construction: relative modular categories. These
are a non-semisimple analogue to modular categories and, since their definition
involves a lot of different ingredients, we first set the ground by recalling concepts
like ribbon linear categories, group structures, group actions, and projective traces.
1.1. Pivotal and ribbon linear categories
Before starting, a quick remark about conventions: by appealing to Theorem
D.1, we tacitly assume every monoidal category C we consider is strict. However,
monoidal functors F : C → C′ between monoidal categories will still be equipped
with coherence data, given by isomorphisms ε : ′ → F ( ) and natural transforma-
tions µ : ⊗′ ◦ F × F ⇒ F ◦ ⊗. Throughout this memoir, k denotes an algebraically
closed field, although we actually only need elements of k to admit square roots.
A linear category is a Vectk-enriched category, where Vectk is the monoidal
category of vector spaces over k, and a linear functor between linear categories is
a Vectk-enriched functor. A linear category is additive if it admits a zero object
0 ∈ C, and if every pair of objects V, V ′ ∈ C admits a direct sum, which we specify
by fixing the choice of a linear functor ⊕ : C ×C → C. A monoidal linear category
is a linear category equipped with a monoidal structure whose tensor unit is given
by a simple object ∈ C, and whose tensor product is given by a bilinear functor
⊗ : C ×C → C. A good reference for additive and monoidal categories is provided
by Sections 1.2 and 2.1 of [EGNO15].
A pivotal linear category is a rigid monoidal linear category C together with
a strict monoidal linear functor D : Cop → C specifying duals of objects and
morphisms, and with a monoidal natural isomorphism ϕ : D ◦D ⇒ idC called the
pivotal structure. For every object V ∈ C and every morphism f ∈ HomC(V, V ′)
we use the notation V ∗ := D(V ) and f∗ := D(f), and we specify left and right
evaluation and coevaluation morphisms
←
evV ∈ HomC(V ∗ ⊗ V, ), ←−coevV ∈ HomC( , V ⊗ V ∗),
→
evV ∈ HomC(V ⊗ V ∗, ), −→coevV ∈ HomC( , V ∗ ⊗ V )
satisfying
f∗ = (
←
evV ′ ⊗ idV ∗) ◦ (idV ′∗ ⊗ f ⊗ idV ∗) ◦ (idV ′∗ ⊗ ←−coevV )
= (idV ∗ ⊗ →evV ′) ◦ (idV ∗ ⊗ f ⊗ idV ′∗) ◦ ( −→coevV ⊗ idV ′∗).
If c is a braiding on a pivotal linear category C, then we define the twist of C to
be the natural isomorphism ϑ : idC ⇒ idC associating with every object V ∈ C the
morphism
ϑV := (idV ⊗ →evV ) ◦ (cV,V ⊗ idV ∗) ◦ (idV ⊗ ←−coevV ).
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The twist satisfies
ϑV⊗V ′ = cV ′,V ◦ cV,V ′ ◦ (ϑV ⊗ ϑV ′)
for all objects V, V ′ ∈ C, and we say the braiding c is compatible with the pivotal
structure if ϑ satifies (ϑV )∗ = ϑV ∗ for every object V ∈ C. A ribbon linear category
is a pivotal linear category together with a compatible braiding. See Sections 4.7
and 8.10 of [EGNO15] for a reference about pivotal and ribbon categories.
1.2. Group structures and ribbon graphs
In order to introduce group structures, let us fix an abelian group G. A G-
structure on an additive monoidal linear category C is an equivalence
C ∼=
⊕
g∈G
Cg
for a family {Cg | g ∈ G} of full subcategories of C satisfying:
(1) V ∈ Cg, V ′ ∈ Cg′ ⇒ V ⊗ V ′ ∈ Cg+g′ ;
(2) V ∈ Cg, V ′ ∈ Cg′ , g 6= g′ ⇒ HomC(V, V ′) = 0.
An additive monoidal linear category C equipped with a G-structure is called a
G-category1. For every g ∈ G the subcategory Cg is called the homogeneous sub-
category of index g. If V is an object of Cg, then we say it is a homogeneous object
of index g. Analogously, if f is a morphism of Cg, then we say it is a homogeneous
morphism of index g. We say a G-structure on an additive pivotal linear category
C is compatible with the pivotal structure if V ∗ ∈ C−g for every V ∈ Cg. A pivotal
G-category is then an additive pivotal linear category equipped with a compatible
G-structure, and a ribbon G-category is a pivotal G-category which is ribbon.
When working with ribbon G-categories, we will use a version of the category
RC of C-colored ribbon graphs which is adapted to group structures: the category
RGC of G-homogeneous C-colored ribbon graphs is the subcategory ofRC whose ob-
jects (ε, V ) are finite sequences ((ε1, V1), . . . , (εk, Vk)) where εi ∈ {+,−} is a sign
and Vi is a homogeneous object of C for every integer 1 6 i 6 k, and whose mor-
phisms T : (ε, V )→ (ε′, V ′) are isotopy classes of C-colored ribbon graphs inside
D2 × I from P(ε,V ) to P(ε′,V ′) whose C-coloring is G-homogeneous, meaning that
colors of edges of T are given by homogeneous objects of C. Here P(ε,V ) and P(ε′,V ′)
are the standard C-colored ribbon sets inside D2 associated with the objects (ε, V )
and (ε′, V ′) of RGC , where the term ribbon set simply denotes a discrete set of ori-
ented framed marked points, which is what you get when you intersect transversely
a ribbon graph inside a 3-manifold with a surface. We denote with FC the re-
striction of the Reshetikhin-Turaev functor associated with C to the category RGC .
Remark that FC induces an equivalence relation, called skein equivalence, on formal
linear combinations of morphisms of RGC , which we still interpret as morphisms of
RGC . More precisely, if T1, . . . , Tm, T
′
1, . . . , T
′
m′ : (ε, V )→ (ε′, V ′) are morphisms of
RGC satisfying
m∑
i=1
αi · FC(Ti) =
m′∑
i′=1
α′i′ · FC(T ′i′),
1A G-category is usually called a G-graded category, see for instance [TV12], [GP13], and
[CGP14]. We change terminology here because we will make extensive use of the term graded
category in the enriched sense, with grading appearing on morphisms rather than objects.
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for some coefficients α1, . . . , αm, α′1, . . . , α′m′ ∈ k, and if we set
T :=
m∑
i=1
αi · Ti, T ′ :=
m′∑
i′=1
α′i′ · T ′i′ ,
then we say T is skein equivalent to T ′, and we write T .= T ′.
1.3. Group actions and group realizations
In order to define relative modular categories we will need a special kind of
group action. Let us fix for this section an abelian group Z, and let us denote
with Z also the discrete category over Z. This category has a natural monoidal
structure, with tensor unit given by the identity element of Z, and with tensor
product given by the operation of Z. An action of Z on a linear category C is
a monoidal functor R : Z → Endk(C), where Endk(C) denotes the category of
linear endofunctors of C, which is a monoidal category with tensor unit given by
the identity functor of C, and with tensor product given by composition. If R is an
action of Z on C, then we denote with Rk the linear endofunctor R(k) ∈ Endk(C)
for every k ∈ Z. Remark that actions preserve properties of objects of C like
simplicity: indeed, for every element k ∈ Z and for all objects V, V ′ ∈ C, the linear
map RkV,V ′ from HomC(V, V
′) to HomC(Rk(V ), Rk(V ′)) is invertible. Its inverse is
built using the action of −k ∈ Z and the structural morphisms ε : idC ⇒ R0 and
µ−k,k : R−k ◦Rk ⇒ R−k+k of R, and it maps every f ∈ HomC(Rk(V ), Rk(V ′)) to
ε−1V ′ ◦ (µ−k,k)V ′ ◦R−kRk(V ),Rk(V ′)(f) ◦ (µ−1−k,k)V ◦ εV ∈ HomC(V, V ′).
An action of Z on a linear category C is free if it induces a free action on the set of
isomorphism classes of simple objects of C. Remark that if C is a monoidal linear
category, then every monoidal functor F : Z → C yields an action RF of Z on C
determined by the right translation linear endofunctors RF (k) ∈ Endk(C) mapping
every object V of C to V ⊗ F (k), and every morphism f of C to f ⊗ idF (k) for
every k ∈ Z.
A realization of Z in a ribbon linear category C is a monoidal functor σ : Z → C
satisfying ϑσ(k) = idσ(k) for every k ∈ Z. For every realization σ of Z inC we denote
with σ(Z) the set of objects {σ(k) ∈ C | k ∈ Z}. Let us collect some properties of
group realizations: first of all, for every k ∈ Z we have
dimC(σ(k))
2 = dimC(σ(−k)) dimC(σ(k))
= dimC(σ(−k)⊗ σ(k))
= dimC(σ(0))
= 1.
Furthermore, for every k ∈ Z we have
dimC(σ(k)) = trC(idσ(k))
= trC(ϑσ(k))
= trC(cσ(k),σ(k)).
A realization σ of Z in a ribbon linear category C is free if the associated action
Rσ of Z on C by right translation linear endofunctors is free.
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1.4. Projective traces and ambidextrous objects
The last ingredient for the definition of relative modular categories is the most
important one, and the one that was crucially missing from earlier attempts at non-
semisimple constructions. In this section, we will recall the notion of a trace on the
ideal of projective objects in a ribbon linear category, which is central in the theory
of renormalized topological invariants developed by Geer and Patureau together
with many collabrators. We say an object V of a category C is a retract of another
object V ′ of C if there exist morphisms f ∈ HomC(V, V ′) and f ′ ∈ HomC(V ′, V )
satisfying f ′ ◦ f = idV . A subcategory C′ of C is said to be closed under retraction
if every retract of every object of C′ is an object of C′. Moreover a subcategory C′
of a monoidal category C is said to be absorbent if for all objects V of C and V ′
of C′ the tensor products V ⊗ V ′ and V ′ ⊗ V are objects of C′. An ideal I of a
monoidal category C is then a full subcategory of C which is absorbent and closed
under retraction. If C is a pivotal category, then the full subcategory Proj(C) of
projective objects of C is an ideal of C, and it coincides with the full subcategory
Inj(C) of injective objects. Moreover, thanks to Lemma 17 of [GPV13], if V is a
projective object of C with epic evaluation then Proj(C) coincides with the ideal
IV generated by V , that is the smallest ideal of C containing V .
The right partial trace of an endomorphism f ∈ EndC(V ⊗ V ′) is the endomor-
phism trr(f) ∈ EndC(V ) given by
trr(f) := (idV ⊗ →evV ′) ◦ (f ⊗ idV ′∗) ◦ (idV ⊗ ←−coevV ′).
A trace t on the ideal of projective objects Proj(C) of a ribbon linear category C,
sometimes also called a projective trace on C, is a family
t := {tV : EndC(V )→ C | V ∈ Proj(C)}
of linear maps satisfying:
(1) Ciclicity : tV (f ′ ◦ f) = tV ′(f ◦ f ′) for all objects V, V ′ of Proj(C) and for
all morphisms f ∈ HomC(V, V ′) and f ′ ∈ HomC(V ′, V );
(2) Partial trace: tV⊗V ′(f) = tV (trr(f)) for all objects V of Proj(C) and V ′
of C and for every morphism f ∈ EndC(V ⊗ V ′).
Thanks to the braiding of C, a projective trace also satisfies tV⊗V ′(f) = tV ′(trl(f))
for all objects V ofC and V ′ of Proj(C) and for every morphism f ∈ EndC(V ⊗ V ′),
where the endomorphism trl(f) ∈ EndC(V ′), called the left partial trace of f , is
given by
trl(f) := (
←
evV ⊗ idV ′) ◦ (idV ∗ ⊗ f) ◦ ( −→coevV ⊗ idV ′).
See Figure 1.1 for a graphical representation of partial trace operations. Remark
that our convention differs from the one used in [T94] for what concerns orientations
of edges. This is done in order to have a coherent notation for the orientation
induced on the boundary throughout the exposition.
Figure 1.1. Partial traces trl(f) and trr(f) of a morphism f ∈ EndC(V ⊗ V ′).
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A trace t on Proj(C) is non-zero if there exists an endomorphism f of a pro-
jective object V satisfying tV (f) 6= 0, and it is non-degenerate if
tV (· ◦ ·) : HomC(V ′, V )⊗HomC(V, V ′)→ k
is a non-degenerate pairing for every object V in Proj(C) and for every object
V ′ in C. Every trace t on Proj(C) determines a projective dimension defined as
d(V ) := tV (idV ) for every V ∈ C.
The existence of projective traces is ensured by the existence of a special kind
of objects: if C is a ribbon linear category then we say a simple object V of C is
ambidextrous if
trl(f) = trr(f)
for every f ∈ EndC(V ⊗ V ). If C is a ribbon linear category and if V is a projective
ambidextrous object of C then, thanks to Theorem 3.3.2 of [GKP11], there exists
a unique trace t on Proj(C) which satisfies d(V ) = 1. Moreover, it follows from
Section 5 of [GPV13] that if t is a non-zero trace on Proj(C) then d(V ) 6= 0 for
every simple projective object V of C whose left evaluation is an epimorphism. We
call such a V an object with epic evaluation. Corollary 3.2.1 of [GKP13] gives
a condition ensuring the existence of ambidextrous objects. We also remark that
sometimes traces on more general ideals exist, but we will not focus on them in
this memoir, as we will crucially exploit properties of projective objects in our
construction.
1.5. Relative pre-modular categories
Relative pre-modular categories are a non-semisimple version of pre-modular
categories carrying both a group structure and a group action. However, in order
for them to be manageable, we need to be able to control their non-semisimplicity.
In particular, we want their generic homogeneous subcategory with respect to the
group structure to be semisimple, with the non-semisimple part of the category
localized in a set of critical indices which has to be somewhat small, in a sense to
be made precise. Furthermore, although we do not ask for generic homogeneous
subcategories to admit a finite number of isomorphism classes of simple objects,
as this does not happen in significant examples, we want them to admit a finite
number of orbits of such isomorphism classes with respect to the group action.
Before explaning the meaning of all this in further detail, let us start by quickly
fixing our terminology. We say a set D = {Vi ∈ C | i ∈ I} of objects of a linear
category C is a dominating set if for every V ∈ C there exist Vi1 , . . . , Vim ∈ D and
rj ∈ HomC(Vij , V ) and sj ∈ HomC(V, Vij ) for every integer 1 6 j 6 m satisfying
idV =
m∑
j=1
rj ◦ sj ,
in which case we also say D dominates C. Furthermore, we say D is completely
reduced if dimCHomC(Vi, Vj) = δij for all i, j ∈ I. A semisimple category is then
a linear category C together with a completely reduced dominating set. Next, we
say a subset X of an abelian group G is small symmetric if:
(1) X = −X;
(2) G 6⊂
m⋃
i=1
(gi +X) for all m ∈ N and all g1, . . . , gm ∈ G.
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If G is an abelian group and X ⊂ G is a small symmetric subset then all elements
in GrX are called generic, and all elements in X are called critical. We are now
ready to give our first definition, which is insipired by Definition 2 of [GP13] and
by Definition 4.2 of [CGP14].
Definition 1.1. If G and Z are abelian groups, and if X ⊂ G is a small
symmetric subset, then a pre-modular G-category relative to (Z,X) is a ribbon
linear category C together with:
(1) A compatible G-structure on C;
(2) A free realization σ : Z → C0;
(3) A non-zero trace t on Proj(C).
These data satisfy the following conditions:
(1) Generic semisimplicity : For every g ∈ GrX there exists a finite ordered
set Θ(Cg) = {Vi ∈ Cg | i ∈ Ig} of objects with epic evaluation such that
Θ(Cg)⊗ σ(Z) := {Vi ⊗ σ(k) | i ∈ Ig, k ∈ Z}
is a completely reduced dominating set for Cg;
(2) Compatibility : There exists a bilinear map ψ : G× Z → k∗ such that
cσ(k),V ◦ cV,σ(k) = ψ(g, k) · idV⊗σ(k)
for every g ∈ G, for every V ∈ Cg, and for every k ∈ Z.
If C is a pre-modular G-category relative to (Z,X), then G is called the struc-
ture group, Z is called the periodicity group, and X is called the critical set of C.
Bilinearity of ψ means
ψ(0, k) = 1, ψ(g + g′, k) = ψ(g, k)ψ(g′, k),
ψ(g, 0) = 1, ψ(g, k + k′) = ψ(g, k)ψ(g, k′)
for all g, g′ ∈ G and all k, k′ ∈ Z. In the trivial case G = Z = {0} and X = ∅ a pre-
modular G-category relative to (Z,X) is just a pre-modular category, as explained
in Section 1.7.
Let us discuss Definition 1.1 by comparing it with Definition 4.2 of [CGP14].
First of all, remark we are asking the non-zero trace t to be defined on the ideal
Proj(C), instead of an arbitrary one, because, as we already mentioned earlier,
we will rely on specific properties of projective objects in order to perform our
construction. Here is the very first example, which we will use multiple times.
Remark 1.1. The requirement about epic evaluations in Definition 1.1 has the
following direct consequence: if U ∈ Proj(C) and if Vi ∈ Θ(Cg), then the morphism
idU ⊗ →evVi is still epic, because U is dualizable. Therefore, since U is projective,
there exists a section sU,i of idU⊗→evVi , which is a morphism in HomC(U,U⊗Vi⊗V ∗i )
satisfying (idU ⊗ →evVi) ◦ sU,i = idU .
This observation has a number of consequences.
Proposition 1.1. If C is a pre-modular G-category relative to (Z,X) then the
trace t on Proj(C) is non-degenerate.
Proof. Let us consider a homogeneous projective object U , a homogeneous
object U ′ of the same index, and a non-zero morphism f ∈ HomC(U,U ′) between
them. We claim that
((idU∗ ⊗ f) ◦ −→coevU )⊗ idVi ∈ HomC(Vi, U∗ ⊗ U ′ ⊗ Vi)
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Figure 1.2. Endomorphisms of C sharing the same trace.
is a non-zero morphism of Cg for every Vi ∈ Θ(Cg). Indeed, it can be written as
(idU∗ ⊗ (f ◦ (idU ⊗ →evVi))⊗ idVi) ◦ (
←−
coevU ⊗ idVi ⊗
−→
coevVi) ,
which is the image of f ◦ (idU ⊗ →evVi) under the linear isomorphism between the
morphism spaces HomC(U ⊗ Vi ⊗ V ∗i , U ′) and HomC(Vi, U∗ ⊗ U ′ ⊗ Vi) induced by
the pivotal structure. But f ◦ (idU ⊗ →evVi) is a non-zero morphism because
f ◦ (idU ⊗ →evVi) ◦ sU,i = f
for every section sU,i of idU⊗→evVi . This proves our claim. Now, since Cg is semisim-
ple and Vi is simple, there exists a retraction rf,i of ((idU∗ ⊗ f) ◦ −→coevU )⊗ idVi ,
which is a morphism in HomC(U∗ ⊗ U ′ ⊗ Vi, Vi) satisfying
rf,i ◦ (((idU∗ ⊗ f) ◦ −→coevU )⊗ idVi) = idVi .
Let f ′ ∈ HomC(U ′, U) denote the morphism
(idU ⊗ →evVi) ◦ (idU ⊗ rf,i ⊗ idV ∗i ) ◦ (
←−
coevU ⊗ idU ′ ⊗ ←−coevVi).
Using first ciclicity and then left and right partial trace properties, the three endo-
morphisms represented in Figure 1.2 have the same trace. This means precisely
tU (f
′ ◦ f) = tU
(
(idU ⊗ →evVi) ◦ (idU ⊗ rf,i ⊗ idV ∗i ) ◦ (
←−
coevU ⊗ f ⊗ ←−coevVi)
)
= tU⊗Vi⊗V ∗i
(
(idU ⊗ rf,i ⊗ idV ∗i ) ◦ (
←−
coevU ⊗ f ⊗ ←−coevVi) ◦ (idU ⊗
→
evVi)
)
= tVi
(
trl
(
trr
(
(idU ⊗ rf,i ⊗ idV ∗i ) ◦ (
←−
coevU ⊗ f ⊗ ←−coevVi) ◦ (idU ⊗
→
evVi)
)))
= tVi (rf,i ◦ (((idU∗ ⊗ f) ◦
−→
coevU )⊗ idVi))
= tVi(idVi)
6= 0. 
A second direct consequence of Remark 1.1 is that we can do without condition
(8) in Definition 4.2 of [CGP14], as explained in Remark 4.4 of [CGP14]. Also,
another observation: our notion of free realization is actually different from the one
given in [CGP14], because we are asking nothing of the braiding. However, the
compatibility condition in Definition 1.1 implies
cσ(k′),σ(k) ◦ cσ(k),σ(k′) = idσ(k)⊗σ(k′)
for all k, k′ ∈ Z. Thus, when we restrict the free realization σ to the subcategory Z+
of Z whose set of objects is the kernel of the homomorphism dimC ◦ σ : Z → Z∗,
we indeed obtain a free realization in the sense of Section 4.3 of [CGP14]. Of
course, we loose nothing by having this free realization as part of the action of a
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larger group, which is what we are doing here. Remark this means that for every
V ∈ Proj(C) and every k ∈ Z we have
d(V ⊗ σ(k)) = d(V ) dimC(σ(k)).
Remark 1.2. We can fix, for every critical x ∈ X, a generic gx ∈ G r X
satisfying x+ gx ∈ GrX, which always exists because X is small. We can also fix
some ix ∈ Igx , which specifies a projective simple object Vx := Vix ∈ Θ(Cgx). Then
the linear category Proj(Cx) is dominated by the set
Θ(Cx+gx)⊗ σ(Z)⊗ {V ∗x } := {Vi ⊗ σ(k)⊗ V ∗x | i ∈ Ix+gx , k ∈ Z} .
In other words, if V ∈ Proj(Cx), then there exist Vi1 , . . . , Vim ∈ Θ(Cx+gx) and
sj ∈ HomC(V, Vij ⊗ σ(kj) ⊗ V ∗x ) and rj ∈ HomC(Vij ⊗ σ(kj) ⊗ V ∗x , V ) for some
kj ∈ Z and for every integer 1 6 j 6 m satisfying
idV =
m∑
j=1
rj ◦ sj .
Indeed, since V is projective, then, thanks to Remark 1.1, there exists a section
sV,x ∈ HomC(V, V ⊗Vx⊗V ∗x ) of the epimorphism idV ⊗
→
evVx . Thus, since V ⊗Vx has
index x + gx, and since Cx+gx is semisimple and dominated by Θ(Cx+gx) ⊗ σ(Z),
the claim follows. Remark however that in this case the dominating set of objects
Θ(Cx+gx)⊗ σ(Z)⊗ {V ∗x } is not completely reduced.
1.6. Main definition
Relative modular categories are relative pre-modular categories satisfying a
strong non-degeneracy condition. Their definition requires some preliminary work.
If C is a pre-modular G-category relative to (Z,X) then the associated Kirby color
of index g ∈ GrX is the formal linear combination of objects
Ωg :=
∑
i∈Ig
d(Vi) · Vi.
If T is a G-homogeneous C-colored ribbon graph, and if K ⊂ D2 × I is a framed
knot disjoint from T , the operation of labeling K with Ωg for some generic index
g ∈ G r X produces a formal linear combination of G-homogeneous C-colored
ribbon graphs which we still interpret as a G-homogeneous C-colored ribbon graph,
whose image under the Rehetikhin-Turaev functor FC is obtained by expanding
linearly. Remark that here, as well as everywhere else in this memoir, we tacitly
assume all knots and links to be equipped with a fixed orientation.
Let us pause for a moment to make an important remark. Because of our def-
inition of free realization, which does not require categorical dimensions of objects
in the image to be equal to 1, what we call a Kirby color is not a Kirby color in
the sense Definition 4.6 of [CGP14]. Indeed, if we wanted to follow the original
notion, we would need to consider representatives for orbits of isomorphism classes
of simple objects of Cg under the action of Z+ := {k ∈ Z | dimC(σ(k)) = 1}, which
is a subgroup of index at most 2 in Z. In other words, we would need to consider,
for every g ∈ GrX, the linear combination
Ω˜g :=
∑
[k]∈Z/Z+
dimC(σ(k))
∑
i∈Ig
d(Vi) · Vi ⊗ σ(k).
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However, we claim that, for the purposes of our construction, the original Kirby
color Ω˜g is actually equivalent to |Z/Z+|·Ωg. In order to make this claim precise, we
need a preliminary definition which is inspired by Section 5.2 of [CGP14], so let T
be a G-homogeneous C-colored ribbon graph, let K ⊂ D2× I be a G-homogeneous
C-colored framed knot disjoint from T , and let ΣK ⊂ D2 × I be a Seifert surface
for a parallel copy of K determined by the framing. If we suppose ΣK is transverse
to T ∪K, and if for every point p ∈ ΣK ∩ (T ∪K) we denote with εp ∈ {+,−} the
sign of the intersection of ΣK and T ∪K at p, and with gp ∈ G the index of the
color of the edge of T ∪K intersecting ΣK at p, then we can set
lkG(K,T ∪K) :=
∑
p∈ΣK∩(T∪K)
εpgp ∈ G.
Lemma 1.1. If T is a G-homogeneous C-colored ribbon graph, if K ⊂ D2 × I
is an Ωg-colored framed knot disjoint from T , if K˜ ⊂ D2× I is obtained from K by
replacing the color Ωg with Ω˜g, and if lkG(K,T ∪K) = 0, then
|Z/Z+| · T ∪K .= T ∪ K˜.
Proof. The proof is analogous to the one of Lemma 5.8 of [CGP14]. Indeed,
suppose that k ∈ Z determines a non-trivial generator [k] ∈ Z/Z+, so that
Ω˜g =
∑
i∈Ig
d(Vi) · (Vi − Vi ⊗ σ(k)).
Then, up to skein equivalence, we have T ∪ K˜ .= T ∪K−T ∪K ∪K ′, where K ′ is a
σ(k)-colored parallel copy of K determined by the framing. Now the compatibility
condition between the G-structure and the Z-action of C allows us to turn every
undercrossing of the σ(k)-colored framed knot K ′ with the rest of the tangle into
an overcrossing, and the price we need to pay for this operation is a coefficient
ψ(lkG(K,T ∪ K), k) = 1. By applying the same strategy to self-crossings of the
σ(k)-colored component we can turn it into an unknot with framing either 0 or 1.
The result now follows from trC(ϑσ(k)) = dimC(σ(k)) = −1. 
Remark 1.3. As a consequence of Lemma 1.1, our Kirby colors have all the
properties of the original ones. In particular, they satisfy Lemma 5.9 of [CGP14],
which implies the handle-slide invariance of the corresponding graphical calculus.
The reason why the technical hypothesis of Lemma 1.1 is not restrictive is ex-
plained in Remark 5.6 of [CGP14]. See also Proposition 6.20 of [BCGP16] for
the analogous statement in the special case of unrolled quantum sl2.
Next, for a pre-modular G-category C relative to (Z,X) there exist constants
∆−,∆+ ∈ k, called the negative and the positive stabilization coefficient respec-
tively, realizing the skein equivalences of Figure 1.3. Observe that ∆− and ∆+ do
Figure 1.3. Skein equivalences defining ∆− and ∆+.
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not depend neither on V ∈ Cg, nor on g ∈ G r X, as proved in Lemma 5.10 of
[CGP14]. We call negative and positive stabilization along a V -colored edge the
operations that replace the right-hand sides with the left-hand sides of the first and
of the second skein equivalence respectively.
Definition 1.2. A pre-modular G-category relative to (Z,X) is non-degener-
ate if ∆−∆+ 6= 0.
Non-degenerate relative pre-modular categories give rise to quantum invariants
of admissible closed 3-manifolds, as explained in Section 3.2. What we need in
order to extend these invariants to ETQFTs is a slightly stronger non-degeneracy
condition, which provides the main definition of this memoir.
Definition 1.3. A modular G-category relative to (Z,X) is a pre-modular G-
category relative to (Z,X) which admits a relative modularity parameter ζ ∈ k∗
realizing the skein equivalence of Figure 1.4 for all g, h ∈ GrX and for all i, j ∈ Ig.
Figure 1.4. Relative modularity condition.
There are many examples of relative modular categories. The main family
comes from representations of unrolled quantum groups at roots of unity. An
explicit construction can be found in Appendix A, as well as in references within.
The next result shows the non-degeneracy condition of Definition 1.3 is stronger
than the one of 1.2.
Proposition 1.2. If C is a modular G-category relative to (Z,X) then C is
non-degenerate, with ∆−∆+ = ζ 6= 0.
Figure 1.5. C-Colored ribbon tangle Ti witnessing ∆−∆+ = ζ.
Proof. We claim the non-degeneracy of C can be proved by considering the
C-colored ribbon tangle Ti represented in Figure 1.5 for any i ∈ Ig. Indeed, remark
that Ti can be obtained from the identity C-colored ribbon tangle id(+,Vi) by first
performing a negative stabilization on the Vi-colored edge, and then performing a
positive stabilization on the resulting Ωg-colored framed knot. Thus we have
∆−∆+ · idVi .= Ti .= ζ · idVi ,
where the second skein equivalence is a consequence of the relative modularity
condition. 
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1.7. Relation with semisimple theory
At first sight the relative modularity condition of Definition 1.3 may seem
strange, but it is actually a direct generalization of the standard modularity con-
dition, which is usually stated in terms of the invertibility of the positive Hopf
link matrix. In order to explain this, let us consider a pre-modular G-category C
relative to (Z,X). In the trivial case G = Z = {0} we have X = ∅, which means
Proj(C) = C. Then, thanks to Lemma 16 and Corollary 17 of [GPT09], every
projective dimension is just a scalar multiple of the categorical dimension, which
means we may as well directly suppose d = dimC. In particular, C is semisimple,
with Θ(C) = {Vi | i ∈ I} providing a finite completely reduced dominating set, so
it is pre-modular also in the usual sense. In this case, we drop the term relative
from the modularity condition of Definition 1.3. If C is a pre-modular category
then the positive Hopf link matrix of C is the I2-matrix (S+ij)(i,j)∈I2 whose (i, j)-th
entry S+ij is given by the evaluation of the Reshetikhin-Turaev functor FC against
the C-colored framed link depicted in the left-hand part of Figure 1.6 for every
(i, j) ∈ I2.
Figure 1.6. The C-colored framed links representing the (i, j)-th
entries of the positive and of the negative Hopf link matrix of C.
Proposition 1.3. A pre-modular category C satisfies the modularity condition
of Definition 1.1 if and only if its positive Hopf link matrix is invertible.
Proof. If the positive Hopf link matrix of C is invertible, then it is known that
the modularity condition holds, as follows from Exercise 3.10.2 of [T94]. Therefore,
let us suppose C satisfies the modularity condition, and let us consider the negative
Hopf link matrix of C, that is the I2-matrix (S−ij )(i,j)∈I2 whose (i, j)-th entry S
−
ij
is defined as the evaluation of the Reshetikhin-Turaev functor FC against the C-
colored framed link depicted in the right-hand part of Figure 1.6 for every (i, j) ∈ I2.
Now we have
S+ij = trC
(
FC
(
T+ij
))
, S−ij = trC
(
FC
(
T−ij
))
,
for the C-colored ribbon tangles depicted in Figure 1.7 for every (i, j) ∈ I2.
Figure 1.7. C-Colored ribbon tangles T+ij and T
−
ij .
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Therefore we have∑
h∈I
S+ihS
−
hj =
∑
h∈I
trC
(
FC
(
T+ih
))
trC
(
FC
(
T−hj
))
=
∑
h∈I
dimC(Vh)trC
(
FC
(
T+ih ◦ T−hj
))
= ζδij ,
for every (i, j) ∈ I2, where the last equality follows from the skein equivalence of
Figure 1.8. 
Figure 1.8. Skein equivalence witnessing (S+ij)
−1
(i,j)∈I2 = ζ
−1(S−ij )(i,j)∈I2 .
CHAPTER 2
Admissible cobordisms
In this chapter we introduce our source 2-category for ETQFTs and graded
ETQFTs: the symmetric monoidal 2-category CobadC of admissible cobordisms of
dimension 1+1+1. Since our goal is to extend the Costantino-Geer-Patureau quan-
tum invariants, which require cohomology classes for their definition, decorations
on cobordisms will be richer than usual. Every manifold considered in this memoir
is assumed to be oriented, except when explicitly stated otherwise.
2.1. Group colorings
In this section we fix an abelian group G, and we define G-colorings, which
are special decorations we progressively introduce on closed manifolds, cobordisms,
and cobordisms with corners. They consist of a relative cohomology class with
coefficients in G, together with a finite set of base points which is needed in order
to induce G-colorings on horizontal and vertical gluings. The role of G-colorings will
be to determine indices for surgery presentations of closed 3-manifolds. Appendix
B explains our notation for cobordisms and cobordisms with corners.
Definition 2.1. If Γ is a closed 1-dimensional smooth manifold, then a G-
coloring of Γ is a relative cohomology class
ξ ∈ H1(Γ,A;G)
together with a finite set A ⊂ Γ containing exactly one base point in every con-
nected component of Γ .
Definition 2.2. If ξ and ξ′ are G-colorings of Γ and Γ ′, if Σ is a 2-dimensional
cobordism from Γ to Γ ′, and if P is a ribbon set inside Σ, then a G-coloring of
(Σ,P ) extending ξ and ξ′ is a relative cohomology class
ϑ ∈ H1(Σ r P,A ∪A′ ∪B;G)
satisfying j∗Γ (ϑ) = ξ and j
∗
Γ ′(ϑ) = ξ
′ for the embeddings
jΓ : (Γ,A) ↪→ (Σ r P,A ∪A′ ∪B),
jΓ ′ : (Γ
′, A′) ↪→ (Σ r P,A ∪A′ ∪B)
induced by the boundary identifications fΣ− and fΣ+ , together with a finite set
B ⊂ Σ r P containing at least one base point in the interior of every connected
component of Σ disjoint from the incoming boundary ∂−Σ. Remark that we still
denote with A ⊂ ∂−Σ and A′ ⊂ ∂+Σ the images of A ⊂ Γ and A′ ⊂ Γ ′ under the
boundary identifications fΣ− and fΣ+ respectively. Our notation for cobordisms is
explained in Definition B.4.
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Remark 2.1. Every G-coloring ξ of Γ induces a G-coloring I × ξ of I × Γ
extending ξ given by p∗Γ (ξ) for the projection
pΓ : (I × Γ, {0, 1} ×A)→ (Γ,A).
The trivial cobordism I × Γ is introduced in Remark B.1.
Definition 2.3. If ϑ and ϑ′ areG-colorings of (Σ,P ) and (Σ′, P ′) which extend
G-colorings ξ and ξ′ of Γ and Γ ′, if M is a 3-dimensional cobordism with corners
from Σ to Σ′, and if T ⊂M is a ribbon graph from P to P ′, then a G-coloring of
(M,T ) extending ϑ and ϑ′ is a relative cohomology class
ω ∈ H1(M r T, ((A ∪A′)× {0, 1}) ∪B ∪B′;G),
satisfying j∗Γ (ω) = p
∗
Γ (ξ), j
∗
Γ ′(ω) = p
∗
Γ ′(ξ
′), j∗Σ(ω) = ϑ, and j
∗
Σ′(ω) = ϑ
′ for the em-
beddings
jΓ : (Γ × I, A× {0, 1}) ↪→ (M r T, ((A ∪A′)× {0, 1}) ∪B ∪B′),
jΓ ′ : (Γ
′ × I, A′ × {0, 1}) ↪→ (M r T, ((A ∪A′)× {0, 1}) ∪B ∪B′),
jΣ : (Σ r P,A ∪A′ ∪B) ↪→ (M r T, ((A ∪A′)× {0, 1}) ∪B ∪B′),
jΣ′ : (Σ
′ r P ′, A ∪A′ ∪B′) ↪→ (M r T, ((A ∪A′)× {0, 1}) ∪B ∪B′)
induced by the boundary identifications fMv− , fMv+ , fMh− , and fMh+ , and for the
projections
pΓ : (Γ × I, A× {0, 1})→ (Γ,A),
pΓ ′ : (Γ
′ × I, A′ × {0, 1})→ (Γ ′, A′).
Remark that we still denote with A× {0, 1}, A′ × {0, 1}, B, and B′ the images of
A× {0, 1} ⊂ Γ × I, A′ × {0, 1} ⊂ Γ ′ × I, B ⊂ Σ, and B′ ⊂ Σ′ under the boundary
identifications fMv− , fMv+ , fMh− , and fMh+ respectively. Our notation for cobordisms
with corners is explained in Definition B.5.
Remark 2.2. Every G-coloring ϑ of (Σ,P ) extending G-colorings ξ and ξ′ of
Γ and Γ ′ induces a G-coloring ϑ× I of (Σ × I, P × I) extending ϑ given by p∗Σ(ϑ)
for the projection
pΣ : ((Σ r P )× I, (A ∪A′ ∪B)× {0, 1})→ (Σ r P,A ∪A′ ∪B).
The trivial cobordism with corners Σ × I is introduced in Remark B.2.
Let us fix a ribbon G-category C. If Σ is a 2-dimensional cobordism from Γ
to Γ ′, then we say a G-homogeneous C-colored ribbon set P ⊂ Σ and a G-coloring
ϑ of (Σ,P ) extending ξ and ξ′ are compatible if, for every oriented vertex p ∈ P ,
the index of the color of p is given by 〈ϑ,mp〉, where mp is the homology class
of a positive meridian of p. A (C, G)-coloring (P, ϑ) of Σ relative to ξ and ξ′ is
then a G-homogeneous C-colored ribbon set P ⊂ Σ together with a compatible
G-coloring ϑ of (Σ,P ) extending ξ and ξ′. Analogously, if M is a 3-dimensional
cobordism with corners from Σ to Σ′, then we say a G-homogeneous C-colored
ribbon graph T ⊂ M from P to P ′ and a G-coloring ω of (M,T ) extending ϑ and
ϑ′ are compatible if, for every oriented edge e ⊂ T , the index of the color of e is
given by 〈ω,me〉, where me is the homology class of a positive meridian of e. A
(C, G)-coloring (T, ω) of M relative to (P, ϑ) and (P ′, ϑ′) is then a G-homogeneous
C-colored ribbon graph T ⊂M from P to P ′ together with a compatible G-coloring
ω of (M,T ) extending ϑ and ϑ′.
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2.2. 2-Category of decorated cobordisms
In this section we fix a ribbon G-category C and we introduce the symmetric
monoidal 2-category CobC of decorated cobordisms of dimension 1+1+1. Along-
side standard decorations like C-colored ribbon sets, C-colored ribbon graphs, La-
grangian subspaces, and signature defects, we also equip objects and morphisms of
CobC with G-colorings as introduced in the previous section. Remark that Maslov
indices need to be discussed in the case of surfaces with boundary, so we do this in
Appendix C. We also point out that CobC is a rigid 2-category, meaning all of its
objects are fully dualizable, while the domain 2-category for our ETQFTs will be
a non-rigid subcategory of this one. Here, we are using the term 2-category in the
fully weak sense, as a synonym for bicategory. See Appendix D for the definition of
symmetric monoidal 2-category.
Definition 2.4. An object of CobC is a pair (Γ, ξ) where:
(1) Γ is a smooth closed 1-dimensional manifold;
(2) ξ is a G-coloring of Γ .
See Definition 2.1 for the notion of G-coloring ξ of Γ .
Definition 2.5. A 1-morphism : → ′ of CobC is a 4-tuple (Σ,P, ϑ,L)
where:
(1) Σ is a 2-dimensional cobordism from Γ to Γ ′;
(2) P ⊂ Σ is a G-homogeneous C-colored ribbon set;
(3) ϑ is a compatible G-coloring of (Σ,P ) extending ξ and ξ′;
(4) L ⊂ H1(Σ;R) is a Lagrangian subspace.
See Definition 2.2 for the notion of G-coloring ϑ of (Σ,P ), and see Definition
C.1 for the notion of Lagrangian subspace.
Definition 2.6. A 2-morphism M : ⇒ ′ of CobC between 1-morphisms
, ′ : → ′ is an equivalence class of 4-tuples (M,T, ω, n) where:
(1) M is a 3-dimensional cobordism with corners from Σ to Σ′;
(2) T ⊂M is a G-homogeneous C-colored ribbon graph from P to P ′;
(3) ω is a compatible G-coloring of (M,T ) extending ϑ and ϑ′;
(4) n ∈ Z is an integer called the signature defect.
Two such 4-tuples (M,T, ω, n) and (M ′, T ′, ω′, n′) are equivalent if n = n′ and if
there exists an isomorphism of cobordisms with corners f : M →M ′ satisfying
f(T ) = T ′ and f∗(ω′) = ω.
See Definition B.5 for the notion of cobordism with corners and related isomor-
phisms, and see Definition 2.3 for the notion of G-coloring ω of (M,T ).
Definition 2.7. The identity 1-morphism id : → associated with an ob-
ject of CobC is the 4-tuple
(I × Γ,∅, I × ξ,H1(I × Γ ;R)) ,
where I × ξ is the G-coloring introduced in Remark 2.1.
Definition 2.8. The identity 2-morphism id : ⇒ associated with a 1-
morphism : → ′ of CobC is the equivalence class of the 4-tuple
(Σ × I, P × I, ϑ× I, 0) ,
where ϑ× I is the G-coloring introduced in Remark 2.2.
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In order to define horizontal and vertical compositions of 1-morphisms and
2-morphisms, we need to be able to induce uniquely determined G-colorings on
horizontal and vertical gluings of decorated cobordisms. The following remark will
be repeatedly used for this purpose.
Remark 2.3. Let X−, X+, and Y be topological spaces, let f− : Y ↪→ X−
and f+ : Y → X+ be embeddings, and let E− ⊂ X−, E+ ⊂ X+, and F ⊂ Y be
subspaces satisfying f−(F ) = E− ∩ f−(Y−) and f+(F ) = E+ ∩ f+(Y+). If
α− ∈ H1(X−, E−;G), α+ ∈ H1(X+, E+;G)
are relative cohomology classes satisfying j∗Y−(α−) = j
∗
Y+
(α+) for the embeddings
jY− : (Y, F ) ↪→ (X−, E−), jY+ : (Y, F ) ↪→ (X+, E+)
induced by f− and f+ respectively, then there exists a relative cohomology class
α− ∪Y α+ ∈ H1(X− ∪Y X+, E− ∪F E+;G)
satisfying i∗X−(α− ∪Y α+) = α− and i∗X+(α− ∪Y α+) = α+ for the inclusions
iX− : (X−, E−) ↪→ (X− ∪Y X+, E− ∪F E+),
iX+ : (X+, E+) ↪→ (X− ∪Y X+, E− ∪F E+).
This follows from the Mayer-Vietoris sequence
· · · H0(Y, F ;G) H1(X− ∪Y X+, E− ∪F E+;G)
H1(X−, E−;G)⊕H1(X+, E+;G) H1(Y, F ;G) · · ·
∂∗
(i∗X− , i
∗
X+
) j∗Y− − j∗Y+
Such a relative cohomology class is furthermore unique if the map
∂∗ : H0(Y, F ;G)→ H1(X− ∪Y X+, E− ∪F E+;G)
is zero. This happens, for instance, when H0(Y,E;G) = 0.
Now if : → ′ and ′ : ′ → ′′ are 1-morphisms of CobC, then the
gluing of Σ to Σ′ along Γ ′, as given in Definition B.6, determines a G-coloring
ϑ ∪ξ′ ϑ′ of (Σ ∪Γ ′ Σ′, P ∪ P ′) extending ξ and ξ′′: its relative cohomology class
is given by the pull-back q∗A′(ϑ ∪Γ ′ ϑ′) for the relative cohomology class ϑ ∪Γ ′ ϑ′
obtained from Remark 2.3 by taking
(X−, E−) = (Σ r P,A ∪A′ ∪B),
(X+, E+) = (Σ
′ r P ′, A′ ∪A′′ ∪B′),
(Y, F ) = (Γ ′, A′),
and for the inclusion qA′ of the pair
((Σ ∪Γ ′ Σ′)r (P ∪ P ′), A ∪A′′ ∪B ∪B′)
into the pair
((Σ ∪Γ ′ Σ′)r (P ∪ P ′), A ∪A′ ∪A′′ ∪B ∪B′) ,
while its base set is given by B ∪B′.
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Definition 2.9. The horizontal composition ′ ◦ : → ′′ of 1-morphisms
: → ′ and ′ : ′ → ′′ of CobC is the 4-tuple
(Σ ∪Γ ′ Σ′, P ∪ P ′, ϑ ∪ξ′ ϑ′, iΣ∗(L) + iΣ′∗(L′)) ,
where iΣ∗ : H1(Σ;R)→ H1(Σ ∪Γ ′ Σ′;R) and iΣ′∗ : H1(Σ′;R)→ H1(Σ ∪Γ ′ Σ′;R)
are induced by inclusion, as in Proposition C.2.
Analogously, if , ′′ : → ′ and ′, ′′′ : ′ → ′′ are 1-morphisms, and
if M : ⇒ ′′ and M′ : ′ ⇒ ′′′ are 2-morphisms of CobC, then the horizontal
gluing ofM toM ′ along Γ ′ × I, as given in Definition B.7, determines a G-coloring
ω ∪ξ′×I ω′ of (M ∪Γ ′×I M ′, T ∪ T ′) extending ϑ ∪Γ ′ ϑ′ and ϑ′′ ∪Γ ′ ϑ′′′: it is given
by the pull-back q∗A′×{0,1}(ω ∪Γ ′×I ω′) for the relative cohomology class ω ∪Γ ′×I ω′
obtained from Remark 2.3 by taking
(X−, E−) = (M r T, ((A ∪A′)× {0, 1}) ∪B ∪B′),
(X+, E+) = (M
′ r T ′, ((A′ ∪A′′)× {0, 1}) ∪B′′ ∪B′′′),
(Y, F ) = (Γ ′ × I, A′ × {0, 1}),
and for the inclusion qA′×{0,1} of the pair
((M ∪Γ ′×I M ′)r (T ∪ T ′), ((A ∪A′′)× {0, 1}) ∪B ∪B′ ∪B′′ ∪B′′′)
into the pair
((M ∪Γ ′×I M ′)r (T ∪ T ′), ((A ∪A′ ∪A′′)× {0, 1}) ∪B ∪B′ ∪B′′ ∪B′′′) .
Definition 2.10. The horizontal composition M′ ◦ M : ′ ◦ ⇒ ′′′ ◦ ′′
of 2-morphisms M : ⇒ ′′ and M′ : ′ ⇒ ′′′ of CobC between 1-morphisms
, ′′ : → ′ and ′, ′′′ : ′ → ′′ is the equivalence class of the 4-tuple
(M ∪Γ ′×I M ′, T ∪ T ′, ω ∪ξ′×I ω′, n+ n′) .
If , ′, ′′ : → ′ are 1-morphisms, and if M : ⇒ ′ and M′ : ′ ⇒ ′′
are 2-morphisms of CobC, then the vertical gluing ofM toM ′ along Σ′, as given in
Definition B.8, determines a G-coloring ω ∪ϑ′ ω′ of (M ∪Σ′ M ′, T ∪P ′ T ′) extending
ϑ and ϑ′′: it is given by the pull-back q∗(A∪A′)×{1/2}(ω ∪Σ′ ω′) for the relative
cohomology class ω ∪Σ′ ω′ obtained from Remark 2.3 by taking
(X−, E−) = (M r T, ((A ∪A′)× {0, 1}) ∪B ∪B′),
(X+, E+) = (M
′ r T ′, ((A ∪A′)× {0, 1}) ∪B′ ∪B′′),
(Y, F ) = (Σ′, A ∪A′ ∪B′),
and for the inclusion q(A∪A′)×{1/2} of the pair
((M ∪Σ′ M ′)r (T ∪P T ′), ((A ∪A′)× {0, 1}) ∪B ∪B′′)
into the pair(
(M ∪Σ′ M ′)r (T ∪P T ′),
(
(A ∪A′)×
{
0,
1
2
, 1
})
∪B ∪B′ ∪B′′
)
.
Remark that we still denote with A× {0, 12 , 1} and with A′ × {0, 12 , 1} the im-
ages of A× {0, 12 , 1} ⊂ Γ × I and A′ × {0, 12 , 1} ⊂ Γ × I under the boundary iden-
tifications (fMv− ∪Γ fM ′v− ) ◦ uΓ and (fMv+ ∪Γ ′ fM ′v+ ) ◦ uΓ ′ , which, we recall, factor
through (Γ × I) ∪Γ (Γ × I) and through (Γ ′ × I) ∪Γ ′ (Γ ′ × I) respectively, as ex-
plained in Definition B.8.
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Definition 2.11. The vertical composition M′ ∗M : ⇒ ′′ of 2-morphisms
M : ⇒ ′ and M′ : ′ ⇒ ′′ of CobC between 1-morphisms , ′, ′′ : → ′
is the equivalence class of the 4-tuple
(M ∪Σ′ M ′, T ∪P ′ T ′, ω ∪ϑ′ ω′, n+ n′ − µ(M∗(L),L′,M ′∗(L′′))) ,
where the push-forward M∗(L) and the pull-back M ′∗(L′′) are defined by
M∗(L) := {x′ ∈ H1(Σ′;R) | jΣ′∗(x′) ∈ jΣ∗(L)},
M ′∗(L′′) := {x′ ∈ H1(Σ′;R) | j′Σ′∗(x′) ∈ j′Σ′′∗(L′′)}
for the embeddings
jΣ : Σ ↪→M, jΣ′ : Σ′ ↪→M, j′Σ′ : Σ′ ↪→M ′, j′Σ′′ : Σ′′ ↪→M ′
induced by the boundary identifications fMh− , fMh+ , fM ′h− , and fM ′h+ , and where µ is
the Maslov index introduced in Definition C.2.
See Proposition C.3 for a proof that M∗(L) and M ′∗(L′′) are indeed La-
grangian subspaces of H1(Σ′;R). If the reader wonders why µ did not appear in
horizontal compositions of 2-morphisms of CobC, the answer is simple: horizontal
gluings are performed along surfaces of the form Γ ′ × I, whose first homology with
real coefficients contains a unique Lagrangian, the whole space. Therefore, every
Maslov index in H1(Γ ′ × I;R) is zero. Now, remark that the definitions we intro-
duced up to here almost produce the structure of a 2-category as given in Definition
D.1. What we still miss are left and right unitors and associators. These can be
easily defined, and it is important that these definitions can indeed be given. How-
ever, we will not, because if we did, then we would invoke Theorem D.1 anyway.
Thus, from now on, we pretend CobC is a strict 2-category, and we move on to
discuss its symmetric monoidal structure, which is induced by disjoint union.
Definition 2.12. The tensor unit of CobC is the unique object associated
with the empty manifold, and it is denoted ∅. We refer to 1-endomorphisms of ∅
as closed 1-morphisms, and to 2-endomorphisms of id∅ as closed 2-morphisms.
If X and X ′ are topological spaces, if E ⊂ X and E′ ⊂ X ′ are subspaces, and
if α ∈ Hk(X,E;G) and α′ ∈ Hk(X ′, E′;G) are cohomology classes, then we denote
with α unionsq α′ the cohomology class in Hk(X unionsqX ′, E unionsq E′;G) given by
q∗X′(e
∗−1
X′ (α)) + q
∗
X(e
∗−1
X (α
′))
for the inclusions
qX′ : (X unionsqX ′, E unionsq E′) ↪→ (X unionsqX ′, E unionsqX ′),
qX : (X unionsqX ′, E unionsq E′) ↪→ (X unionsqX ′, X unionsq E′),
eX′ : (X,E) ↪→ (X unionsqX ′, E unionsqX ′),
eX : (X
′, E′) ↪→ (X unionsqX ′, X unionsq E′).
This induces a disjoint union operation on G-colorings, which is given by standard
disjoint union on base sets.
Definition 2.13. The tensor product unionsq ′ of objects and ′ of CobC is
the pair (Γ unionsq Γ ′, ξ unionsq ξ′).
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Definition 2.14. The tensor product unionsq ′ : unionsq ′ → ′′ unionsq ′′′ of 1-mor-
phisms : → ′′ and ′ : ′ → ′′′ of CobC is the 4-tuple
(Σ unionsqΣ′, P unionsq P ′, ϑ unionsq ϑ′,L ⊕L′).
Definition 2.15. The tensor product MunionsqM′ : unionsq ′ ⇒ ′′ unionsq ′′′ of 2-
morphisms M : ⇒ ′′ and M′ : ′ ⇒ ′′′ of CobC between 1-morphisms
, ′′ : → ′′ and ′, ′′′ : ′ → ′′′ is the equivalence class of the 4-tuple
(M unionsqM ′, T unionsq T ′, ω unionsq ω′, n+ n′).
In order to make all this into a tensor product 2-functor, we need to define
coherence 2-morphisms of the form
unionsq( ′′, ′′′),( , ′) : ( ′′ unionsq ′′′) ◦ ( unionsq ′)⇒ ( ′′ ◦ )unionsq ( ′′′ ◦ ′)
for all 2-morphisms : → ′′, ′ : ′ → ′′′, ′′ : ′′ → , ′′′ : ′′′ →
of CobC. These are naturally induced by the canonical isomorphisms
(Σ unionsqΣ′) ∪Γ ′′unionsqΓ ′′′ (Σ′′ unionsqΣ′′′) ∼= (Σ ∪Γ ′′ Σ′′) unionsq (Σ′ ∪Γ ′′′ Σ′′′).
Now, remark that most of the remaining symmetric monoidal structure of CobC
can simply be skipped by appealing to Theorem D.2. Again, it is important to
know that the rest of the coherence data can indeed be defined, which is the case,
but we will avoid doing this because then we would forget about it anyway. Thus,
the last piece of structure we need to discuss is the braiding, and we do this directly
in the quasi-strict version of CobC.
Definition 2.16. The braiding 1-morphism τ , ′ : unionsq ′ → ′ unionsq associ-
ated with objects and ′ of CobC is the 4-tuple
(I ×˜(Γ unionsq Γ ′),∅, I × (ξ unionsq ξ′), H1(I × (Γ unionsq Γ ′);R)),
where I ×˜(Γ unionsq Γ ′) is the cobordism commuting Γ past Γ ′, as given in Definition
B.9.
Definition 2.17. The braiding 2-morphism
τ , ′ : τ ′′, ′′′ ◦ ( unionsq ′)⇒ ( ′ unionsq ) ◦ τ , ′
associated with 1-morphisms : → ′′ and ′ : ′ → ′′′ of CobC is the equiv-
alence class of the 4-tuple
((Σ unionsqΣ′) ×˜ I, (P unionsq P ′)× I, (ϑ unionsq ϑ′)× I, 0),
where (Σ unionsqΣ′) ×˜ I is the cobordism with corners commuting Σ past Σ′, as given
in Definition B.10.
2.3. 2-Category of admissible cobordisms
In this section we fix a pre-modular G-category C relative to (Z,X) and we
define the symmetric monoidal 2-category CobadC of admissible cobordisms of di-
mension 1+1+1. This is a sub-2-category of CobC that will provide the source
for our Z-graded ETQFTs. Its definition rests on the key notion of admissibil-
ity, a condition for morphisms of CobC which will allow us to define the Cos-
tantino-Geer-Patureau quantum invariants, and which will be responsible for the
non-semisimplicity of our Z-graded ETQFTs. In order to introduce it, we first need
to fix some terminology.
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If Σ is a 2-dimensional cobordism, then we say a G-homogeneous C-colored
ribbon set P ⊂ Σ is projective if it admits a projective vertex, that is a vertex p ∈ P
whose color is a projective object ofC, and we say aG-coloring ϑ of (Σ,P ) is generic
if it admits a generic curve, that is an embedded closed oriented curve γ ⊂ Σ r P
whose homology class, still denoted γ, satisfies 〈ϑ, γ〉 ∈ GrX. Analogously, ifM is
a 3-dimensional cobordism with corners, then we say a G-homogeneous C-colored
ribbon graph T ⊂ M is projective if it admits a projective edge, that is an edge
e ⊂ T whose color is a projective object of C, and we say a G-coloring ω of (M,T )
is generic if it admits a generic curve, that is an embedded closed oriented curve
κ ⊂M r T whose homology class, still denoted κ, satisfies 〈ω, κ〉 ∈ GrX.
Let Σ be a 2-dimensional cobordism with connected components Σ1, . . . , Σm,
and let (P, ϑ) be a (C, G)-coloring of Σ inducing (C, G)-colorings (Pi, ϑi) of Σi for
every integer 1 6 i 6 m. We say (P, ϑ) is admissible if either Pi is projective or ϑi is
generic for every connected component Σi of Σ which is disjoint from the incoming
boundary ∂−Σ, and we say (P, ϑ) is strongly admissible if the same condition holds
for every connected component Σi of Σ, regardless of its intersection with ∂−Σ.
Analogously, let M be a 3-dimensional cobordism with corners with connected
components M1, . . . ,Mm, and let (T, ω) be a (C, G)-coloring of M inducig (C, G)-
colorings (Ti, ωi) of Mi for every integer 1 6 i 6 m. We say (T, ω) is admissible
if either Ti is projective or ωi is generic for every connected component Mi of M
which is disjoint from the incoming horizontal boundary ∂h−M , and we say (T, ω)
is strongly admissible if the same condition holds for every connected component
Mi of M , regardless of its intersection with ∂h−M .
Definition 2.18. A 1-morphism = (Σ,P, ϑ,L) of CobC is admissible if
(T, ϑ) is an admissible (C, G)-coloring of Σ, and it is strongly admissible if (P, ϑ)
is strongly admissible.
Remark that the previous definition has the following direct consequences:
(1) If is an object of CobC, then its identity id is an admissible 1-mor-
phism, as no component is disjoint from the incoming boundary;
(2) If : → ′ and ′ : ′ → ′′ are admissible 1-morphisms of CobC,
then their composition ′ ◦ is an admissible 1-morphism;
(3) If and ′ are admissible 1-morphisms of CobC, then their tensor prod-
uct unionsq ′ is an admissible 1-morphism.
Definition 2.19. A 2-morphism M = (M,T, ω, n) of CobC is admissible if
(T, ω) is an admissible (C, G)-coloring of M , and it is strongly admissible if (T, ω)
is strongly admissible.
Remark that the previous definition has the following direct consequences:
(1) If is a 1-morphism of CobC, then its identity id is an admissible
2-morphism, as no component is disjoint from the incoming horizontal
boundary;
(2) If M : ⇒ ′′ and M′ : ′ ⇒ ′′′ are admissible 2-morphisms of CobC
between 1-morphisms , ′′ : → ′ and ′, ′′′ : ′ → ′′, then their
horizontal composition M′ ◦M is an admissible 2-morphism;
(3) If M : ⇒ ′ and M′ : ′ ⇒ ′′ are admissible 2-morphisms of CobC
between 1-morphisms , ′, ′′ : → ′, then their vertical composition
M′ ∗M is an admissible 2-morphism;
2.3. 2-CATEGORY OF ADMISSIBLE COBORDISMS 21
(4) IfM andM′ are admissible 2-morphisms of CobC, then their tensor prod-
uct MunionsqM′ is an admissible 2-morphism.
Definition 2.20. The symmetric monoidal 2-category of admissible cobordisms
of dimension 1+1+1 is the symmetric monoidal 2-category CobadC whose objects
are objects of CobC, whose morphisms are admissible morphisms of CobC, and
whose symmetric monoidal structure is inherited from the one of CobC.

CHAPTER 3
Extension of Costantino-Geer-Patureau invariants
In this chapter we fix a non-degenerate pre-modular G-category C relative
to (Z,X) and we review the definition of the associated Costantino-Geer-Patureau
quantum invariant CGPC of admissible closed 3-manifolds constructed in [CGP14].
To this invariant we apply a 2-categorical version of the universal construction of
[BHMV95]. This will produce a strict 2-functor AC from the 2-category CobadC
of admissible cobordisms, introduced in Definition 2.20, to the 2-category Catk of
linear categories, introduced in Definition E.2. This 2-functor will turn out not to
be symmetric monoidal in general, but it will provide the basis for our definition of
a Z-graded ETQFT extending CGPC. Starting from this chapter, we will begin to
draw graphical representations of some morphisms of CobadC inside R3. Here is our
convention for reading them: edges of C-colored ribbon graphs will be represented
by oriented solid blue lines with blackboard framing, and coupons will be equipped
with orientations of horizontal and vertical boundaries indicating the order of tensor
products and the direction of morphisms; G-colorings will appear as labels, denoting
the result of evaluation, attached to oriented red dashed-dotted lines, representing
relative homology classes.
3.1. Projective and generic stabilizations
We start by introducing two operations which will be used later in order to de-
fine the Costantino-Geer-Patureau invariants for all closed 2-morphisms of CobadC .
These operations transform an admissible (C, G)-coloring of a 3-dimensional cobor-
dism with corners into a formal linear combination of admissible (C, G)-colorings,
which we still interpret as an admissible (C, G)-coloring. Their purpose is to turn
any admissible closed 3-manifold into a decorated closed 3-manifold against which
we can compute the Costantino-Geer-Patureau invariant. Both operations consist
in replacing small portions of decorations in order to ensure the presence of an edge
colored by a simple projective object of generic index, as represented in Figure 3.1.
In order to explain all this in more detail, let us fix a generic g ∈ GrX, a simple
projective Vi ∈ Θ(Cg), an arbitrary h ∈ G, and a projective U ∈ Proj(Ch). First
of all, we denote with S2(−,U),(+,U) the closed 1-morphism of Cob
ad
C given by(
S2, P(−,U),(+,U), ϑ(−,U),(+,U), {0}
)
,
where P(−,U),(+,U) ⊂ S2 is the C-colored ribbon set given by the south pole with
negative orientation and by the north pole with positive orientation, both with color
U , and where ϑ(−,U),(+,U) is the unique compatible G-coloring of (S2, P(−,U),(+,U)).
Next, we denote with D3id(+,U) : id∅ ⇒ S2(−,U),(+,U) the 2-morphism of CobadC given
by
(D3, id(+,U), ωid(+,U) , 0),
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where id(+,U) ⊂ D3 is the C-colored ribbon tangle given by a single vertical edge
joining the south and the north pole, with framing zero and color U , and where
ωid(+,U) is the unique compatible G-coloring of (D
3, id(+,U)). Similarly, we denote
with D3TU,i : id∅ ⇒ S2(−,U),(+,U) the 2-morphism of CobadC given by
(D3, TU,i, ωTU,i , 0),
where TU,i ⊂ D3 is the C-colored ribbon tangle represented in the bottom left part
of Figure 3.1, where sU,i is a section of the epimorphism idU ⊗ →evVi given by Remark
1.1, and where ωTU,i is the unique compatible G-coloring of (D3, TU,i). Then, if
(M,T, ω, n) is a 2-morphism of CobadC between 1-morphisms ,
′ : → ′, a
projective edge e ⊂ T of color U ∈ Proj(C) determines a decomposition
(M,T, ω, n) = Me ∗
(
D3id(+,U) unionsq id
)
for some 2-morphism Me : S2(−,U),(+,U) unionsq ⇒ ′ of CobadC , and we say a (C, G)-
coloring (Te, ωe) of M satisfying
(M,Te, ωe, n) = Me ∗
(
D3TU,i unionsq id
)
is obtained from (T, ω) by projective stabilization of index g along the edge e. This
defines the first operation, so let us move on to the second one. We begin by
denoting with (S1 × S1)g the closed 1-morphism of CobadC given by
(S1 × S1,∅, ϑg,Lm),
where ϑg is the G-coloring of (S1 × S1,∅) determined by 〈ϑg, `〉 = g and by
〈ϑg,m〉 = 0 for the homology classes ` and m of the longitude S1 × {(0, 1)} and of
the meridian {(1, 0)}×S1 respectively, and where the Lagrangian Lm is generated
by m. Next, we denote with (S1 × D2)g : id∅ ⇒ (S1 × S1)g the 2-morphism of
CobadC given by
(S1 ×D2,∅, ωg, 0)
where ωg is the unique G-coloring of (S1 × D2,∅) which extends ϑg. Lastly, we
denote with (S1×D2)L−∪L+ : id∅ ⇒ (S1×S1)g the 2-morphism of CobadC given by
(S1 ×D2, L− ∪ L+, ωL−∪L+ , 0)
where L− ∪ L+ ⊂ S1 ×D2 is the C-colored framed link represented in the bottom
right part of Figure 3.1, and where ωL−∪L+ is the unique compatible G-coloring
of (S1 ×D2, L− ∪ L+) which extends ϑg. Then, just like before, if (M,T, ω, n) is
a 2-morphism of CobadC between 1-morphisms ,
′ : → ′, a generic curve
κ ⊂M r T of index g ∈ GrX determines a decomposition
(M,T, ω, n) = Mκ ∗
(
(S1 × D2)g unionsq id
)
for some 2-morphism Mκ : (S1 × S1)g unionsq ⇒ ′ of CobadC , and we say a (C, G)-
coloring (Tκ, ωκ) of M satisfying
(M,Tκ, ωκ, n) = ∆
−1
− ∆
−1
+ ·Mκ ∗
(
(S1 × D2)L−∪L+ unionsq id
)
is obtained from (T, ω) by generic stabilization of index g along the curve κ. Remark
that, in order to define this operation, we are using the non-degeneracy condition
of Definition 1.2.
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Figure 3.1. In the left-hand part, a projective stabilization of
index g replacing (id(+,U), ωid(+,U)) with (TU,i, ωTU,i); In the right-
hand part, a generic stabilization of index g replacing (∅, ωg) with
∆−1− ∆
−1
+ · (L− ∪ L+, ωL−∪L+).
3.2. Costantino-Geer-Patureau invariants
We start this section by recalling the definition of the renormalized invariant
of admissible closed ribbon graphs, which was first introduced by Geer, Patureau,
and Turaev in [GPT09]. This construction relies crucially on a key ingredient:
the non-degenerate trace t on Proj(C). Let us begin by fixing some terminology:
if T ⊂ S3 is a closed G-homogeneous C-colored ribbon graph, then we say an
endomorphism T(ε,V ) : (ε, V )→ (ε, V ) of RGC is a cutting presentation of T if
T = trRG
C
(T(ε,V )) =
→
ev(ε,V ) ◦ (T(ε,V ) ⊗ id(ε,V )∗) ◦ ←−coev(ε,V ),
where we are realizing D2 × I as a subspace of S3. Remark that if T is projective,
then it admits a cutting presentation of the form T(+,V ) for some projective object
V ∈ Proj(C). Such a presentation is of course far from being unique. Nonetheless,
as follows from Theorem 3 of [GPT09], if T(+,V ) is a cutting presentation of T for
some projective object V ∈ Proj(C), then
F ′C(T ) := tV (FC(T(+,V )))
is an invariant of the isotopy class of T . We call F ′C the renormalized invariant
of admissible closed ribbon graphs. Remark that for every C-colored ribbon graph
T ⊂ S3 there exists a unique compatible G-coloring ω of (S3, T ), and if T is pro-
jective then (S3, T, ω, 0) is an admissible closed 2-morphism of CobadC . Remark
also that the definition of F ′C does not actually require non-degeneracy of C. We
will however use this condition now, because we need to choose a square root D of
∆−∆+, and to set
δ :=
D
∆−
=
∆+
D
.
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These constants will appear in the formula defining the Costantino-Geer-Patureau
invariant. In order to review the construction, we first need to fix our terminology
a little further, so let us consider 1-morphisms , ′ : → ′ of CobC, let
M be a connected 3-dimensional cobordism with corners from Σ to Σ′, and let
(M ′, T ′, ω′, n′) be a connected 2-morphism of CobC from to ′. A surgery
presentation of M ′ in M is a framed link L = L1 ∪ . . . ∪ L` ⊂ M together with
a positive diffeomorphism fL between the surgered cobordism with corners M(L)
and M ′. Remark that, since T ′ can be isotoped inside the image of the exterior
ML of L, we can pull it back to a C-colored ribbon graph in M disjoint from L,
which we still denote T ′. Analogously, the restriction of ω′ to fL(ML)r T ′ can be
pulled back to a cohomology class in H1(M r (L ∪ T ′);G), which we still denote
ω′. Then, we say a surgery presentation L = L1∪ . . .∪L` ⊂M of M ′ is computable
with respect to (T ′, ω′) if 〈ω′,mi〉 ∈ G rX for every integer 1 6 i 6 `, where mi
is the homology class of a positive meridian of the component Li. In this case,
we denote with Lω′ the C-colored framed link in M obtained by labeling every Li
with the Kirby color Ω〈ω′,mi〉. Remark that, if (T
′, ω′) is strongly admissible, then
M ′ admits a computable surgery presentation in M with respect to some (T˜ ′, ω˜′)
obtained by performing projective or generic stabilization. Indeed, if L ⊂ M is a
surgery presentation of M ′, we can distinguish two cases: either T ′ is projective, or
ω′ is generic. If T ′ is projective, then, as follows from Remark 4.4 and from the proof
of Theorem 4.10 of [CGP14], a projective stabilization of sufficiently generic index
g allows us to turn L into a computable surgery presentation with respect to the
resulting (C, G)-coloring by sliding the edge of color Vi over all surgery components.
On the other hand, if ω′ is generic, then we can perform a generic stabilization,
which leads us back to the first case. Once again, although computable surgery
presentations are far from being unique, we have the following result.
Proposition 3.1. If M = (M,T, ω, n) is a closed connected 2-morphism of
CobadC , and if L = L1 ∪ . . . ∪ L` ⊂ S3 is a computable surgery presentation of
M with respect to some admissible (C, G)-coloring (T˜, ω˜) obtained from (T, ω) by
performing projective or generic stabilizations, then
CGPC(M) := D−1−`δn−σ(L)F ′C
(
Lω˜ ∪ T˜
)
is an invariant of the isomorphism class of (M,T, ω, n), where σ(L) is the signature
of the linking matrix of L.
Proof. The formula for CGPC(M) can be rewritten as
CGPC(M) = D−1−b1(M)δn
F ′C
(
Lω˜ ∪ T˜
)
∆
σ−(L)
− ∆
σ+(L)
+
where b1(M) is the first Betti number of M , and where σ−(L) and σ+(L) are the
positive and the negative signature of L respectively. Therefore, the statement fol-
lows directly from Remark 4.4 and from Theorem 4.10 of [CGP14] when T is pro-
jective. When ω is generic, this essentially follows from Lemma 4.10 of [BCGP16],
after suitably translating the proof from the language of unrolled quantum sl2 to the
language of non-degenerate relative pre-modular categories. For the convenience
of the reader, let us give the explicit argument here: if κ, κ′ ⊂ M are two distinct
generic curves for ω, then let (Tκ, ωκ) be obtained from (T, ω) by generic stabiliza-
tion along κ, let (Tκ′ , ωκ′) be obtained from (T, ω) by generic stabilization along κ′,
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and let (Tκ∪κ′ , ωκ∪κ′) be obtained from (T, ω) by generic stabilization along both
κ and κ′. If we set Lκ := f−1κ (L− ∪ L+) ⊂ M and Lκ′ := f−1κ′ (L− ∪ L+) ⊂ M ,
then remark that surgery along both Lκ and Lκ′ is trivial. Now let us consider
a surgery presentation L ⊂ S3 of M , and let IL be the finite set of indices de-
termined by L and ω. Since X ⊂ G is small, we can choose g, g′ ∈ G such that
(g + IL) ∪ (g′ + IL) ∪ (g + g′ + IL) ⊂ GrX. Then, let (Tκ,Lκ , ωκ,Lκ) be obtained
from (Tκ, ωκ) by projective stabilization of index g along Lκ, let (Tκ′,Lκ′ , ωκ′,Lκ′ )
be obtained from (Tκ′ , ωκ′) by projective stabilization of index g′ along Lκ′ , and
let (Tκ∪κ′,Lκ∪Lκ′ , ωκ∪κ′,Lκ∪Lκ′ ) be obtained from (Tκ∪κ′ , ωκ∪κ′) by projective sta-
bilization of index g and g′ along Lκ and Lκ′ respectively. If we slide the edges of
color Vi and Vi′ over all components of L, we turn L into a computable surgery pre-
sentation of M with respect to (Tκ∪κ′,Lκ∪Lκ′ , ωκ∪κ′,Lκ∪Lκ′ ). Now, if we slide back
the edge of color Vi′ to its original position, and if we undo the second projective
stabilization, we turn Lκ′ ∪ L into a computable surgery presentation of M with
respect to (Tκ,Lκ , ωκ,Lκ). On the other hand, if we slide back the edge of color Vi to
its original position, and if we undo the first projective stabilization, we turn Lκ∪L
into a computable surgery presentation of M with respect to (Tκ′,Lκ′ , ωκ′,Lκ′ ). 
We call CGPC the Costantino-Geer-Patureau invariant of admissible closed
3-manifolds.
3.3. Universal construction
In this section we consider the category CobadC of closed 1-morphisms of CobC
and of admissible 2-morphisms between them, and we extend the invariant CGPC to
a functor VC : CobadC → Vectk. This is done by means of the universal construction
of Blanchet, Habegger, Masbaum, and Vogel, which is a very natural recipe for
doing so. The idea behind it is very straight-forward: first, we should linearize
sets of morphisms of CobadC , and then, we should quotient these vector spaces by
means of the invariant CGPC. More precisely, let us consider an object of
CobadC , let V( ) be the free vector space over the set Cob
ad
C (id∅, ) of morphisms
M : id∅ ⇒ of CobadC , and let V′( ) be the free vector space over the set
Cobad( , id∅) of morphisms M′ : ⇒ id∅ of CobadC . We define the bilinear
pairing
〈·, ·〉 :V′( )×V( )→ k,
sending every vector (M′ ,M ) ∈V′( )×V( ) to the number
CGPC(M′ ∗M ) ∈ k.
Definition 3.1. The universal vector space of is the vector space
VC( ) :=V( )/V
′( )⊥.
The dual universal vector space of is the vector space
V′C( ) :=V
′( )/V( )⊥.
Remark that this terminology is coherent, because for every object of CobadC
the induced pairing
〈·, ·〉 : V′C( )⊗VC( )→ k
is non-degenerate, so that V′C( ) is indeed dual to VC( ). Now, let us consider a
morphism M : ⇒ ′ of CobadC .
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Definition 3.2. The universal linear map of M is the linear map
VC(M) : VC( )→ VC( ′)
sending every vector [M ] ∈ VC( ) to the vector
[M ∗M ] ∈ VC( ′).
The dual universal linear map of M is the linear map
V′C(M) : V′C(
′)→ V′C( )
sending every vector [M′ ] ∈ V′C( ′) to the vector
[M′ ∗M] ∈ V′C( ).
The universal construction extends CGPC to a pair of functors
VC : Cob
ad
C → Vectk, V′C : (CobadC )op → Vectk
called the universal quantization functor and the dual universal quantization functor
respectively. Some properties of these functors can be established right away. For
instance, we can define a natural transformation of the form
µ : ⊗ ◦ (VC ×VC)⇒ VC ◦ unionsq
as follows: for all objects and ′ of CobadC , we consider the linear map
µ , ′ : VC( )⊗VC( ′)→ VC( unionsq ′)
sending every vector [M ]⊗ [M ′ ] ∈ VC( )⊗VC( ′) to the vector
[M unionsqM ′ ] ∈ VC( unionsq ′).
Similarly, we can define a natural transformation of the form
µ′ : ⊗ ◦ (V′C ×V′C)⇒ V′C ◦ unionsq
as follows: for all objects and ′ of CobadC , we consider the linear map
µ′ , ′ : V
′
C( )⊗V′C( ′)→ V′C( unionsq ′)
sending every vector [M′ ]⊗ [M′ ′ ] ∈ V′C( )⊗V′C( ′) to the vector
[M unionsqM ′ ] ∈ V′C( unionsq ′).
Proposition 3.2. The linear maps µ , ′ : VC( ) ⊗ VC( ′) → VC( unionsq ′)
and µ′ , ′ : V
′
C( )⊗V′C( ′)→ V′C( unionsq ′) are injective for all , ′ ∈ CobadC .
Proof. Let us consider a trivial vector of the form
m∑
i=1
αi · [M ,i unionsqM ′,i] ∈ VC( unionsq ).
By definition, this means the pairing
m∑
i=1
αiCGPC (M′ unionsq ′ ∗ (M ,i unionsqM ′,i))
is zero for every vector M′ unionsq ′ ∈ V′C( unionsq ′). In particular, every vector of the
form M′ unionsqM′ ′ ∈ V′C( unionsq ′) has trivial pairing. This means the vector
m∑
i=1
αi · [M ,i]⊗ [M ′,i] ∈ VC( )⊗VC( ′)
is trivial too. The proof in for the dual case is completely analogous. 
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3.4. Extended universal construction
In this section we extend the functor VC : CobadC → Vectk to a strict 2-functor
AC : Cob
ad
C → Catk by repeating the universal construction on a higher categorical
level, and we refer to Appendix D for the terminology and notation we use. The
idea remains the same: first, we should linearize categories of morphisms of CobadC ,
and then, we should quotient these linear categories by means of the functor VC.
This requires fixing some terminology. First of all, we need to say what it means to
linearize a category. This is easy: every category determines a free linear category
sharing its set of objects, which is obtained by specifying the free vector spaces over
its sets of morphisms as vector spaces of morphisms. Next, we need to say what it
means to quotient a linear category. This requires a preliminary definition: a linear
congruence R on a linear category A is given by the choice of a linear subspace
R(x, y) ⊂ HomA(x, y) for every pair of objects x, y ∈ A satisfying:
(1) f ∈ R(x, y) ⇒ g ◦ f ∈ R(x, z) ∀ g ∈ HomA(y, z);
(2) g ∈ R(y, z) ⇒ g ◦ f ∈ R(x, z) ∀ f ∈ HomA(x, y).
If A is a linear category, and if R is a linear congruence on A, then the quotient
linear category A/R is the linear category with the same set of objects of A, and
with vector spaces of morphisms defined by HomA/R(x, y) := HomA(x, y)/R(x, y)
for all x, y ∈ A. Then, we need to say how to obtain linear congruences from the
universal quantization functor. This is done as before: a bilinear pairing between
linear categories A and A′ is a functor 〈·, ·〉 : A′ × A → Vectk which is linear in
every factor, the annihilator of A′ with respect to 〈·, ·〉 is the linear congruence A′⊥
on A defined by
A′⊥(x, y) := {f ∈ HomA(x, y) | 〈idx′ , f〉 = 0∀x′ ∈ A′},
and analogously the annihilator of A with respect to 〈·, ·〉 is the linear congruence
A⊥ on A′ defined by
A⊥(x′, y′) := {f ′ ∈ HomA′(x′, y′) | 〈f ′, idx〉 = 0∀x ∈ A}.
We are now ready to implement our construction, so let us consider an object
of CobadC , let A( ) be the free linear category over the category Cob
ad
C (∅, ) of
1-morphisms : ∅ → and 2-morphisms M : ⇒ ′′ of CobadC , and let
A′( ) be the free linear category over the category CobadC ( ,∅) of 1-morphisms′ : → ∅ and 2-morphisms M′ : ′ ⇒ ′′′ of CobadC . We define the bilinear
pairing
〈·, ·〉 : A′( )×A( )→ Vectk,
sending every object ( ′ , ) ∈ A′( )×A( ) to the vector space
VC(
′ ◦ ) ∈ Vectk,
and sending every morphism (M′ ,M ) ∈ HomA′( )×A( )(( ′ , ), ( ′′′, ′′ )) to
the linear map
VC(M′ ◦M ) ∈ Homk
(
VC(
′ ◦ ),VC( ′′′ ◦ ′′ )
)
.
Definition 3.3. The universal linear category of is the linear category
AC( ) := A( )/A
′( )⊥.
The dual universal linear category of is the linear category
A′C( ) := A
′( )/A( )⊥.
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Let us consider a 1-morphism : → ′ of CobadC .
Definition 3.4. The universal linear functor of is the linear functor
AC( ) : AC( )→ AC( ′)
sending every object ∈ AC( ) to the object
◦ ∈ AC( ′),
and every morphism [M ] ∈ HomAC( )( , ′′ ) to the morphism
[id ◦M ] ∈ HomAC( ′)( ◦ , ◦ ′′ ).
The dual universal linear functor of is the linear functor
A′C( ) : A
′
C(
′)→ A′C( )
sending every object ′ ′ ∈ A′C( ′) to the object
′
′ ◦ ∈ A′C( ),
and every morphism
[
M′ ′
] ∈ HomA′
C
( ′)(
′
′ , ′′′′) to the morphism
[M′ ′ ◦ id ] ∈ HomA′
C
( )(
′
′ ◦ , ′′′′ ◦ ).
Let us consider a 2-morphism M : ⇒ ′ of CobadC between 1-morphisms
, ′ : → ′.
Definition 3.5. The universal natural transformation of M is the natural
transformation
AC(M) : AC( )⇒ AC( ′)
associating with every object ∈ AC( ) the morphism
[M ◦ id ] ∈ HomAC( ′)( ◦ , ′ ◦ ).
The dual universal natural transformation of M is the natural transformation
A′C(M) : A′C( )⇒ A′C( ′)
associating with every object ′ ′ ∈ A′C( ) the morphism[
id ′ ′ ◦M
]
∈ HomA′
C
( )(
′
′ ◦ , ′ ′ ◦ ′).
The extended universal construction extends CGPC to a pair of 2-functors
AC : Cob
ad
C → Catk, A′C : (CobadC )op → Catk
called the universal quantization 2-functor and the dual universal quantization 2-
functor respectively, where (CobadC )op is the 2-category with same class of objects
as CobadC , and with categories of morphisms (Cob
ad
C )
op( , ′) := CobadC (
′, )
for all objects , ′ ∈ CobadC . We denote with
AˆC : Cob
ad
C → Cˆatk, Aˆ′C : (CobadC )op → Cˆatk
the completions of the universal quantization 2-functor and of the dual univer-
sal quantization 2-functor in the sense of Proposition E.1 and Remark E.3, where
Cˆatk is the symmetric monoidal 2-category of complete linear categories, see Defi-
nition E.8. These 2-functors will provide our first candidates for ETQFTs extending
CGPC, although, as we will see later, they fail at being symmetric monoidal, and we
will need to refine our construction in order to obtain the desired feature. However,
some properties of these 2-functors can be established right away. First of all, they
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are strict, as a consequence of our confusing CobadC , and thus also (Cob
ad
C )
op, with
strict 2-categories. Moreover, if  denotes the enriched tensor product of linear
categories introduced in Section E.1, we can define a 2-transformation of the form
µ :  ◦ (AC ×AC)⇒ AC ◦ unionsq
as follows: for all objects and ′ of CobadC , we consider the linear functor
µ , ′ : AC( )AC(
′)→ AC( unionsq ′)
sending every object ( , ′) of AC( )AC( ′) to the object unionsq ′ of
AC( unionsq ′), and every morphism
[M ]⊗ [M ′ ]
of HomAC( )AC( ′)(( , ′), (
′′ , ′′ ′)) to the morphism
[M unionsqM ′ ]
of HomAC( unionsq ′)( unionsq ′ , ′′ unionsq ′′ ′). For all 1-morphisms : → ′′ and
′ : ′ → ′′′ of CobadC , we consider the natural transformation
µ , ′ : AC( unionsq ′) ◦ µ , ′ ⇒ µ ′′, ′′′ ◦
(
AC( )AC(
′)
)
associating with every object ( , ′) of AC( )AC( ′) the coherence mor-
phism [unionsq( , ′),( , ′ )]
of HomAC( ′′ unionsq ′′′)(( unionsq ′) ◦ ( unionsq ′), ( ◦ )unionsq ( ′ ◦ ′)). The same can
be done in the dual case. Indeed, we can define a 2-transformation of the form
µ′ :  ◦ (A′C ×A′C)⇒ A′C ◦ unionsq
as follows: for all objects and ′ of CobadC , we consider the linear functor
µ′ , ′ : A
′
C( )A
′
C(
′)→ A′C( unionsq ′)
sending every object ( ′ , ′ ′) of A′C( )A
′
C(
′) to the object ′ unionsq ′ ′ of
A′C( unionsq ′), and every morphism
[M′ ]⊗ [M′ ′ ]
of HomA′
C
( )A′
C
( ′)((
′ , ′ ′), ( ′′′, ′′′′)) to the morphism
[M′ unionsqM′ ′ ]
of HomA′
C
( unionsq ′)(
′ unionsq ′ ′ , ′′′ unionsq ′′′′). For all 1-morphisms : → ′′ and
′ : ′ → ′′′ of CobadC , we consider the natural transformation
µ′ , ′ : A
′
C( unionsq ′) ◦ µ′ ′′, ′′′ ⇒ µ′ , ′ ◦
(
A′C( )A
′
C(
′)
)
associating with every object ( ′ ′′ , ′ ′′′) of A′C(
′′)A′C(
′′′) the coherence mor-
phism [
unionsq( ′ ′′ , ′ ′′′ ),( , ′)
]
of HomA′
C
( unionsq ′)((
′
′′ unionsq ′ ′′′) ◦ ( unionsq ′), ( ′ ′′ ◦ )unionsq ( ′ ′′′ ◦ ′)).
Proposition 3.3. The linear functors µ , ′ : AC( )AC(
′)→ AC( unionsq ′)
and µ′ , ′ : A
′
C( )A
′
C(
′)→ A′C( unionsq ′) are faithful for all , ′ ∈ CobadC .
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Proof. Let us consider a trivial morphism of the form
m∑
i=1
αi · [M ,i unionsqM ′,i] ∈ HomAC( unionsq ′)( unionsq ′ , ′′ unionsq ′′ ′).
By definition, this means the linear map
m∑
i=1
αi ·VC
(
id ′
unionsq ′
◦ (M ,i unionsqM ′,i)
)
is zero for every object ′ unionsq ′ ∈ A′C( unionsq ′). In particular, every object of the
form ′ unionsq ′ ′ ∈ A′C( unionsq ′) determines a zero linear map. This means the mor-
phism
m∑
i=1
αi · [M ,i]⊗ [M ′,i] ∈ HomAC( )( , ′′ )⊗HomAC( ′)( ′ , ′′ ′)
is trivial too. The proof in for the dual case is completely analogous. 
We end this chapter with a final remark: for every admissible object of
CobadC , we have
VC( ) = HomAC(∅)(id∅, ).
Indeed, both VC( ) and HomAC(∅)(id∅, ) are quotients of the free vector space
generated by the set of 2-morphisms of CobadC from id∅ to . In order to prove
our claim, we have to show that they are the exact same quotient. It is clear that
if the morphism
m∑
i=1
αi · [M∅,i] ∈ HomAC(∅)(id∅, )
is trivial, then the vector
m∑
i=1
αi · [M∅,i] ∈ VC( )
is trivial too. Indeed, if the linear map
m∑
i=1
αi ·VC
(
id ′∅ ◦M∅,i
)
is trivial for every object ′∅ ∈ AC(∅), then in particular it is trivial for ′∅ = id∅.
To show that the converse is also true, let us suppose the vector
m∑
i=1
αi · [M ,i] ∈ VC( )
is trivial. This means
m∑
i=1
αiCGPC (M′ ∗M ,i)
is zero for every vector [M′ ] ∈ V′C( ). Now the morphism
m∑
i=1
αi · [M ,i] ∈ HomAC(∅)(id∅, )
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is trivial if
m∑
i=1
αiCGPC
(
M′ ′
∅◦ ∗
(
id ′∅ ◦M ,i
)
∗M ′∅
)
is zero for every object ′∅ ∈ A′C(∅), and for all vectors [M ′∅ ] ∈ VC( ′∅) and
[M′ ′
∅◦ ] ∈ V
′
C(
′
∅ ◦ ). But since
M′ ′
∅◦ ∗
(
id ′∅ ◦M ,i
)
∗M ′∅ =
(
M′ ′
∅◦ ∗
((
id ′∅ ∗M ′∅
)
◦ id
))
∗M ,i
for every integer 1 6 i 6 m, we can conclude.

CHAPTER 4
Combinatorial and topological properties
In this chapter we begin to study the 2-functor AC : CobadC → Catk of Section
3.4. In particular, we discuss properties related the behaviour of the Costantino-
Geer-Patureau invariant CGPC under combinatorial and topological operations.
From now on, C will denote a fixed modular G-category relative to (Z,X).
4.1. Skein equivalence
In this section we extend the notion of skein equivalence, which was introduced
in Section 1.2 for morphisms ofRGC , to an equivalence relation on admissible (C, G)-
colorings of a 3-dimensional cobordism with corners. The idea is to declare two
admissible (C, G)-colorings skein equivalent when they are related by a local skein
equivalence inside a 3-disc. To better explain this, let us consider the map
fD3 : D
2 × I → D3
((x, y) , t) 7→
(
x, y, (2t− 1)√1− (x2 + y2)) .
If (ε, V ) and (ε′, V ′) are objects ofRGC , we can use fD3 to define by pull-back a stan-
dard C-colored ribbon set P(ε,V )∗,(ε′,V ′) inside S2, and we denote with S2(ε,V )∗,(ε′,V ′)
the closed 1-morphism of CobC given by
(S2, P(ε,V )∗,(ε′,V ′), ϑ(ε,V )∗,(ε′,V ′), {0}),
where ϑ(ε,V )∗,(ε′,V ′) is the unique compatible G-coloring of (S2, P(ε,V )∗,(ε′,V ′)). If
T ⊂ D3 is a G-homogeneous C-colored ribbon graph from ∅ to P(ε,V )∗,(ε′,V ′), we
denote with D3T : id∅ ⇒ S2(ε,V )∗,(ε′,V ′) the 2-morphism of CobC given by
(D3, T, ωT , 0),
where ωT is the unique compatible G-coloring of (D3, T ). Then, if (M,T, ω, n) is a
2-morphism of CobadC between 1-morphisms ,
′ : → ′ which decomposes as
(M,T, ω, n) =
m∑
i=1
αi ·M(ε,V )∗,(ε′,V ′) ∗
(
D3Ti unionsq id
)
for some 2-morphism M(ε,V )∗,(ε′,V ′) : S2(ε,V )∗,(ε′,V ′) unionsq ⇒ ′ of CobadC , we say a
(C, G)-coloring (T ′, ω′) of M satisfying
(M,T ′, ω′, n) =
m′∑
i′=1
α′i′ ·M(ε,V )∗,(ε′,V ′) ∗
(
D3T ′
i′
unionsq id
)
is skein equivalent to (T, ω) if
m∑
i=1
αi · f−1D3 (Ti)
.
=
m′∑
i′=1
α′i′ · f−1D3 (T ′i′) .
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The projective stabilization of Section 3.1 provides an example of skein equivalence.
Remark 4.1. If (M,T, ω, n) is a closed 2-morphism of CobadC , and if the
(C, G)-coloring (T ′, ω′) of M is skein equivalent to (T, ω), then
CGPC(M,T, ω, n) = CGPC(M,T
′, ω′, n).
Lemma 4.1. If [MΓ , T, ω, n] is a morphism of HomAC( )( ,
′′ ), and if the
(C, G)-coloring (T ′, ω′) of MΓ is skein equivalent to (T, ω), then
[MΓ , T, ω, n] = [MΓ , T
′, ω′, n]
as morphisms of HomAC( )( ,
′′ ).
Proof. We have to show that for every object ′ ∈ A′C( ) the linear map
VC
(
id ′ ◦ (MΓ , T, ω, n)
)
is equal to the linear map
VC
(
id ′ ◦ (MΓ , T ′, ω′, n)
)
.
This means we have to show that for all vectors [M ′ ◦ ] ∈ VC( ′ ◦ ) and
[M′ ′ ◦ ′′ ] ∈ V′C( ′ ◦ ′′ ) the invariant
CGPC
(
M′ ′ ◦ ′′ ∗
(
id ′ ◦ (MΓ , T, ω, n)
) ∗M ′ ◦ )
is equal to the invariant
CGPC
(
M′ ′ ◦ ′′ ∗
(
id ′ ◦ (MΓ , T ′, ω′, n)
) ∗M ′ ◦ ) .
Now this follows directly from Remark 4.1. 
4.2. Surgery axioms
In this section we introduce decorated surgeries of index 0, 1, and 2. These
operations transform a 2-morphism of CobadC into a formal linear combination of
2-morphisms of CobadC , which we still interpret as a 2-morphism of Cob
ad
C , and
they modify both topological properties of supports and combinatorial properties
of decorations. On the level of topology, they consist in 3-dimensional surgeries,
replacing a copy of Si−1 × (−1)i−1D4−i with a copy of Di × S3−i for some integer
0 6 i 6 2, with the convention that S−1 := ∅ and that D0 = {0}. To explain how
they affect decorations, we need to introduce some notation, so let us consider a
generic g ∈ GrX, together with some i ∈ Ig. We begin by defining index 0 surgery
morphisms, which are very simple: The index 0 surgery 1-morphism 0 : ∅ → ∅
of CobadC is just (
S−1 × S3,∅, 0, {0}) = id∅;
The index 0 attaching 2-morphism A0 : ∅→ 0 of CobadC is just(
S−1 ×D4,∅, 0, 0
)
= idid∅ ;
The i-colored index 0 belt 2-morphism Bi,0 : ∅→ 0 of CobadC is(
D0 × S3,KBi,0 , ωB0,i , 0
)
,
where KBi,0 ⊂ D0 × S3 is the C-colored framed link given by an unknot with
framing zero and color Vi, and where ωBi,0 is the unique compatible G-coloring of
(D0 × S3,KBi,0).
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Next, we move on to define index 1 surgery morphisms, which are represented
in Figure 4.1: The i-colored index 1 surgery 1-morphism i,1 : ∅→ ∅ of CobadC is(
S0 × S2, Pi,1, ϑi,1, {0}
)
,
where Pi,1 ⊂ S0 × S2 is the C-colored ribbon set given by the first south and the
second north pole with positive orientation, and by the first north and the second
south pole with negative orientation, all with color Vi, and where ϑi,1 is the unique
compatible G-coloring of (S0×S2, Pi,1), with a single base point on the equator of
each copy of S2 ; The i-colored index 1 attaching 2-morphism Ai,1 : id∅ ⇒ i,1 of
CobadC is (
S0 ×D3, TAi,1 , ωAi,1 , 0
)
,
where TAi,1 ⊂ S0 × D3 is the C-colored ribbon tangle given by two edges, both
joining the south and the north pole of a copy of S2, both with framing zero and
color Vi, and where ωAi,1 is the unique compatible G-coloring of (S0 ×D3, TAi,1);
The i-colored index 1 belt 2-morphism Bi,1 : id∅ ⇒ i,1 of CobadC is(
D1 × S2, TBi,1 , ωBi,1 , 0
)
,
where TBi,1 ⊂ D1 × S2 is the C-colored ribbon tangle given by two edges, one
joining the south poles, one joining the north poles of the two copies of S2, both
with framing zero and color Vi, and where ωBi,1 is the only compatible G-coloring
of (D1 × S2, TBi,1) which is a pull-back for the projection pS2 : D1 × S2 → S2.
Figure 4.1. An i-colored index 1 surgery replacing Ai,1 with Bi,1.
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We finish by defining index 2 surgery morphisms, which are represented in
Figure 4.2: The g-colored index 2 surgery 1-morphism g,2 : ∅→ ∅ of CobadC is(
S1 × S1,∅, ϑg,2,Lg,2
)
,
where ϑg,2 is the G-coloring of (S1 × S1,∅) determined by 〈ϑg,2, `〉 = 0 and by
〈ϑg,2,m〉 = g for the homology classes ` and m of the longitude S1×{(0, 1)} and of
the meridian {(1, 0)}×S1 respectively, and where the LagrangianLg,2 is generated
by m; The g-colored index 2 attaching 2-morphism Ag,2 : id∅ ⇒ g,2 of CobadC is(
S1 ×D2,KAg,2 , ωAg,2 , 0
)
,
whereKAg,2 ⊂ S1×D2 is the C-colored framed knot given by the core S1 × {(0, 0)},
with framing zero and color Ωg, and where ωAg,2 is the only compatible G-coloring
of (S1 ×D2,KAg,2) which extends ϑg,2; The g-colored index 2 belt 2-morphism
Bg,2 : id∅ ⇒ g,2 of CobadC is(
D2 × S1,∅, ωBg,2 , 0
)
where ωBg,2 is the only G-coloring of (D2 × S1,∅) which extends ϑg,2.
Figure 4.2. A g-colored index 2 surgery replacing Ag,2 with Bg,2.
IfM : ⇒ ′ is a 2-morphism of CobadC between 1-morphisms , ′ : → ′
which decomposes asMi,j ∗(Ai,j unionsq id ) for some generic g ∈ GrX, for some i ∈ Ig,
for some integer 0 6 j 6 2, and for some 2-morphism Mi,j : i,j unionsq ⇒ ′ of
CobadC , where we set i,0 := 0, Ai,0 := A0, i,2 := g,2, Ai,2 := Ag,2, and
Bi,2 := Bg,2, then we say the 2-morphism Mi,j ∗ (Bi,j unionsq id ) is obtained from M
by i-colored index j surgery. The generic stabilization of Section 3.1 provides an
example of a double index 2 surgery.
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Proposition 4.1. If Mi,j : i,j ⇒ id∅ is a closed 2-morphism of CobadC for
some generic g ∈ GrX, for some i ∈ Ig, and for some integer 0 6 j 6 2, then
CGPC(Mi,j ∗ Bi,j) = λi,jCGPC(Mi,j ∗ Ai,j)
with λi,0 = λ−1i,1 = D
−1d(Vi) and λi,2 = D−1.
Proof. If j = 0, then the property reduces to the computation
CGPC(Bi,0) = D−1−0δ0−0F ′C(KBi,0)
= D−1d(Vi)
= D−1d(Vi)CGPC(A0).
If j = 1, then we can adapt the proof of Proposition 4.8 of [BCGP16]. Indeed,
we can distinguish two cases, according to whether or not the surgery operation
involves two different connected components. We start from the first case, so let us
suppose it does. Let us fix decompositions
i,1 = S2(+,Vi),(−,Vi) unionsqS2(−,Vi),(+,Vi), Ai,1 = D3id(−,Vi) unionsqD
3
id(+,Vi)
with respect to the 2-morphisms
D3id(−,Vi) : id∅ ⇒ S
2
(+,Vi),(−,Vi), D
3
id(+,Vi)
: id∅ ⇒ S2(−,Vi),(+,Vi)
of CobadC represented in the top-left part and in the top-right part of Figure 4.1
respectively. Then, let us consider connected 2-morphisms
Mi,1 : S2(+,Vi),(−,Vi) ⇒ id∅, M′i,1 : S2(−,Vi),(+,Vi) ⇒ id∅
of CobadC , and let us set
(M,T, ω, n) = Mi,1 ∗ D3id(−,Vi) , (M
′, T ′, ω′, n′) = M′i,1 ∗ D3id(+,Vi) ,
(M unionsqM ′, T unionsq T ′, ω unionsq ω′, n+ n′) = (Mi,1 unionsqM′i,1) ∗ Ai,1,
(M#M ′, T#T ′, ω#ω′, n+ n′) = (Mi,1 unionsqM′i,1) ∗ Bi,1.
Up to performing projective stabilizations of sufficiently generic indices, we can
suppose that M admits a computable surgery presentation L = L1 ∪ . . . ∪ L` ⊂ S3
with respect to (T, ω), and that M ′ admits a computable surgery presentation
L′ = L′1∪. . .∪L′`′ ⊂ S3 with respect to (T ′, ω′). Then, L∪L′ is a computable surgery
presentation of M#M ′ with respect to (T#T ′, ω#ω′). Moreover, if (Lω ∪ T )(+,Vi)
and (L′ω′ ∪T ′)(+,Vi) are cutting presentations of Lω∪T and of L′ω′ ∪T ′ respectively,
then their composition (Lω ∪ T )(+,Vi) ◦ (L′ω′ ∪ T ′)(+,Vi) is a cutting presentation of
(L ∪ L′)ω#ω′ ∪ (T#T ′). This means
F ′C ((L ∪ L′)ω#ω′ ∪ (T#T ′)) = tVi
(
FC
(
(Lω ∪ T )(+,Vi) ◦ (L′ω′ ∪ T ′)(+,Vi)
))
= d(Vi)
−1tVi
(
FC
(
(Lω ∪ T )(+,Vi)
))
tVi
(
FC
(
(L′ω′ ∪ T ′)(+,Vi)
))
= d(Vi)
−1F ′C (Lω ∪ T )F ′C (L′ω′ ∪ T ′) .
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Thus we get
CGPC
(
(Mi,1 unionsqM′i,1) ∗ Bi,1
)
= D−1−(`+`
′)δ(n+n
′)−(σ(L)+σ(L′))F ′C ((L ∪ L′)ω#ω′ ∪ (T#T ′))
= D−1−`−`
′
δn−σ(L)+n
′−σ(L′)d(Vi)−1F ′C (Lω ∪ T )F ′C (L′ω′ ∪ T ′)
= Dd(Vi)
−1CGPC
(
Mi,1 ∗ D3id(−,Vi)
)
CGPC
(
M′i,1 ∗ D3id(+,Vi)
)
= Dd(Vi)
−1CGPC
(
(Mi,1 unionsqM′i,1) ∗ Ai,1
)
.
Now, let us move on to the second case, let us consider a connected 2-mor-
phism Mi,1 : i,1 ⇒ id∅ of CobadC , and let us set (M,T, ω, n) = Mi,1 ∗ Ai,1
and (M ′, T ′, ω′, n′) = Mi,1 ∗ Bi,1. Up to performing a projective stabilization of
sufficiently generic index, we can suppose that M admits a computable surgery
presentation L = L1 ∪ . . . ∪ L` ⊂ S3 with respect to (T, ω), and that there exists
a curve γ ⊂ M joining the base points of i,1 whose relative homology class is
evaluated to a generic index h ∈ GrX by the G-coloring ofMi,1. In order to check
the second claim, remark that we can turn any relative homology class into a generic
one by adding to it the homology class of a meridian of an edge whose color has
sufficiently generic index. Furthermore, a computable surgery presentation L′ ofM ′
in S3 with respect to (T ′, ω′) can be obtained from L by adding a single surgery
component L`+1. In order to explain how, let us choose a cutting presentation
(Lω ∪ T )((−,Vi),(+,Vi)) of Lω ∪ T in which γ appears as an arc contained in the
outgoing horizontal boundary D2 × {1} of D2 × I. Then, a cutting presentation
(L′ω′ ∪ T ′)((−,Vi),(+,Vi)) of L′ω′ ∪ T ′ is represented in Figure 4.3. Remark that
F ′C(L
′
ω′ ∪ T ′) = ζd(Vi)−1F ′C(Lω ∪ T )
= D2d(Vi)
−1F ′C(Lω ∪ T )
thanks to the relative modularity condition of Definition 1.3, and thanks to Propo-
sition 1.2. Furthermore, remark that n′ = n, and that σ(L′) = σ(L). This means
CGPC (Mi,1 ∗ Bi,1) = D−1−`′δn′−σ(L′)F ′C(L′ω′ ∪ T ′)
= D−`δn−σ(L)d(Vi)−1F ′C (Lω ∪ T )
= Dd(Vi)
−1CGPC
(
(Mi,1 unionsqM′i,1) ∗ Ai,1
)
.
Figure 4.3. Cutting presentation of L′ω′ ∪ T ′.
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If j = 2, then we can adapt the proof of Proposition 4.9 of [BCGP16]. Indeed,
let us consider a connected 2-morphism Mg,2 : g,2 ⇒ id∅ of CobadC , and let us set
(M,T, ω, n) = Mg,2 ∗ Ag,2 and (M ′, T ′, ω′, n′) = Mg,2 ∗ Bg,2. Up to performing a
projective stabilization of sufficiently generic index, we can suppose thatM admits a
computable surgery presentation L = L1∪. . .∪L` ⊂ S3 with respect to (T, ω). Then
a computable surgery presentation L′ ofM ′ in S3 with respect to (T ′, ω′) is obtained
from L by adding a single surgery component L`+1 determined by the C-colored
framed knot KAg,2 of Ag,2. Furthermore, remark that n′ = n+σ(L∪KAg,2)−σ(L),
and that KAg,2 ∪ T ′ = T . Therefore, we get
CGPC (Mg,2 ∗ Bg,2) = D−1−`′δn′−σ(L′)F ′C (L′ω′ ∪ T ′)
= D−2−`δn−σ(L)F ′C
(
Lω ∪KAg,2 ∪ T ′
)
= D−1CGPC (Mg,2 ∗ Ag,2) . 
Lemma 4.2. If [M ,i,j ] is a morphism of HomAC( )( i,j unionsq , ′′ ) for some
generic g ∈ GrX, for some i ∈ Ig, and for some integer 0 6 j 6 2, then
[M ,i,j ∗ (Bi,j unionsq id )] = λi,j · [M ,i,j ∗ (Ai,j unionsq id )]
as morphisms of HomAC( )( i,j unionsq , ′′ ).
Proof. The proof is completely analogous to the proof of 4.1. Indeed, we have
to show that for every object ′ ∈ A′C( ) the linear map
VC
(
id ′ ◦ (M ,i,j ∗ (Bi,j unionsq id ))
)
is equal to the linear map
λi,j ·VC
(
id ′ ◦ (M ,i,j ∗ (Ai,j unionsq id ))
)
.
This means we have to show that for all vectors [M ′ ◦ ] ∈ VC( ′ ◦ ) and
[M′ ′ ◦ ′′ ] ∈ V′C( ′ ◦ ′′ ) the invariant
CGPC
(
M′ ′ ◦ ′′ ∗
(
id ′ ◦ (M ,i,j ∗ (Bi,j unionsq id ))
) ∗M ′ ◦ )
is equal to the invariant
λi,jCGPC
(
M′ ′ ◦ ′′ ∗
(
id ′ ◦ (M ,i,j ∗ (Ai,j unionsq id ))
) ∗M ′ ◦ ) .
Now this follows directly from Proposition 4.1. 
4.3. Connection, domination, triviality
In this section we derive some important consequences of skein equivalence and
surgery axioms. Roughly speaking, these results can be summarized as follows:
(1) The vector space of morphisms between a pair of objects of a universal
linear category is generated by all admissible decorations of a fixed non-
empty connected 3-dimensional cobordism with corners;
(2) A dominating set of objects of a universal linear category is obtained by
considering all admissible decorations of a fixed non-empty 2-dimensional
cobordism;
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(3) To check whether a morphism of a universal linear category is trivial or
not, it is enough to evaluate all admissible decorations of a fixed closed
3-manifold obtained by first gluing horizontally a non-empty trivial 3-di-
mensional cobordism with corners to it, and then gluing vertically a pair
of non-empty connected 3-dimensional cobordisms to the result.
In order to explain all this, we need some preliminary definition. First of all, if
= (Σ,P, ϑ,L) and ′ = (Σ′, P ′, ϑ′,L′) are 1-morphisms of CobadC between
objects and ′, and if M is a 3-dimensional cobordism with corners from Σ
to Σ′, then we denote with Sˇ(M ; , ′) the free vector space over the set of all
admissible (C, G)-colorings of M relative to (P, ϑ) and (P ′, ϑ′).
Lemma 4.3. If = (ΣΓ , P, ϑ,L) and ′′ = (Σ′′Γ , P
′′, ϑ′′,L′′) are objects of
AC( ), and if M is a non-empty connected 3-dimensional cobordism with corners
from ΣΓ to Σ′Γ , then the linear map
ρM : Sˇ(M ; ,
′′ ) → HomAC( )( , ′′ )
(T, ω) 7→ [M,T, ω, 0]
is surjective.
Proof. In order to prove surjectivity of ρM , we have to show that for every
morphism [MΓ , T, ω, n] of HomAC( )( ,
′′ ) there exist admissible (C, G)-color-
ings (T1, ω1), . . . , (Tm, ωm) of M relative to (P, ϑ) and (P ′′, ϑ′′), and coefficients
α1, . . . , αm ∈ k such that
m∑
i=1
αi · [M,Ti, ωi, 0] = [MΓ , T, ω, n].
First of all, we can suppose MΓ is connected. Indeed, if it is not, then we can
choose some some i ∈ Ig with g ∈ G r X, and we can suppose every connected
component of MΓ contains an edge colored with Vi. This is achieved by per-
forming projective or generic stabilizations, which, thanks to Lemmas 4.1 and 4.2,
do not alter [MΓ , T, ω, n]. Thus, thanks to Lemma 4.2, a finite sequence of i-
colored index 1 surgeries on (MΓ , T, ω, n) connecting its components determines a
vector of HomAC( )( ,
′′ ) which is a non-zero scalar multiple of [MΓ , T, ω, n].
Then, since we are assuming MΓ is connected, we know that, up to performing
projective or generic stabilizations, there exists a computable surgery presentation
L = L1 ∪ . . . ∪ L` ⊂ M of MΓ with respect to (T, ω). This means that, thanks to
Lemma 4.2, there exists an integer nL ∈ Z such that
[MΓ , T, ω, n] = D
−` · [M,Lω ∪ T, ω, nL]
= D−`δnL · [M,Lω ∪ T, ω, 0]. 
Here is an important remark: at this point in the construction, universal linear
categories divert fom dual ones. Indeed, using the terminology introduced in Section
2.3, admissibility is equivalent to strong admissibility for all objects and morphisms
of universal linear categories, while this is not true in the dual case, where the two
conditions differ. This discrepancy is not visible in Lemmas 4.1 and 4.2, which can
be directly translated, together with their proofs, into analogous results for dual
universal linear categories. On the other hand, in order to translate Lemma 4.3,
we need stronger hypotheses.
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Lemma 4.4. If ′ = (Σ′Γ , P
′, ϑ′,L′) and ′′′ = (Σ′′′Γ , P
′′′, ϑ′′′,L′′′) are strong-
ly admissible objects of A′C( ), and if M
′ is a non-empty connected 3-dimensional
cobordism with corners from Σ′Γ to Σ
′′′
Γ , then the linear map
ρ′M ′ : Sˇ(M
′; ′ , ′′′) → HomA′
C
( )(
′ , ′′′)
(T ′, ω′) 7→ [M ′, T ′, ω′, 0]
is surjective.
Remark that the stronger hypotheses of Lemma 4.4 allow for the exact same
proof of Lemma 4.3. Now, if = (Γ, ξ) and ′ = (Γ ′, ξ′) are objects of CobadC , and
if Σ is a 2-dimensional cobordism from Γ to Γ ′, then we denote with Sˇ(Σ; , ′)
the set of all admissible (C, G)-colorings of Σ relative to ξ and ξ′. For the next
statement, we need the notion of dominating set as given in Section 1.5.
Lemma 4.5. If = (Γ, ξ) is an object of CobadC , if Σ is a non-empty 2-di-
mensional cobordism from ∅ to Γ , and if L ⊂ H1(Σ;R) is a Lagrangian, then the
set of objects
D(Σ; ) :=
{
(P,ϑ) := (Σ,P, ϑ,L) ∈ AC( )
∣∣ (P, ϑ) ∈ Sˇ(Σ;∅, )}
dominates AC( ).
Proof. If = (ΣΓ , P, ϑ,L) and ′′ = (Σ′′Γ , P
′′, ϑ′′,L′′) are objects of
AC( ), if M is a non-empty connected 3-dimensional cobordism with corners
from ΣΓ to Σ, and if M ′ is a non-empty connected 3-dimensional cobordism
with corners from Σ to Σ′′Γ , then, thanks to Lemma 4.3, every morphism [M ]
of HomAC( )( ,
′′ ) is the image of some vector of Sˇ(M ∪Σ M ′; , ′′ ). Up
to isotopy, every (C, G)-coloring of M ∪Σ M ′ determines a (C, G)-coloring of Σ,
which is a vector of Sˇ(Σ;∅, ). This means we have
[M ] =
m∑
i=1
αi [(M
′, T ′i , ω
′
i, 0) ∗ (M,Ti, ωi, 0)] ,
where (Ti, ωi) ∈ Sˇ(M ; , (Pi,ϑi)) and (T ′i , ω′i) ∈ Sˇ(M ′; (Pi,ϑi), ′′ ) for every
integer 1 6 i 6 m and for some (P1, ϑ1), . . . , (Pm, ϑm) ∈ Sˇ(Σ;∅, ), 
Remark that Lemma 4.5 does not extend to the dual case, because morphisms
of dual universal linear categories are not in general strongly admissible.
Lemma 4.6. If = (ΣΓ , P, ϑ,L) and ′′ = (Σ′′Γ , P
′′, ϑ′′,L′′) are objects of
AC( ) for some object = (Γ, ξ) of CobadC , if Σ′ is a non-empty 2-dimensional
cobordism from Γ to ∅, if L′ ⊂ H1(Σ′;R) is a Lagrangian, if M is a connected 3-
dimensional cobordism from ∅ to ΣΓ ∪Γ Σ′, and if M ′ is a connected 3-dimensional
cobordism from Σ′′Γ ∪Γ Σ′ to ∅, then a linear combination
m∑
i=1
αi · [M ,i] ∈ HomAC( )( , ′′ )
is trivial if and only if
m∑
i=1
αiCGPC
(
(M ′, T ′, ω′, 0) ∗
(
id ′
(P ′,ϑ′)
◦M ,i
)
∗ (M,T, ω, 0)
)
= 0
for all (P ′, ϑ′) ∈ Sˇ(Σ′; ,∅), for all (T, ω) ∈ Sˇ(M ; id∅, ′(P ′,ϑ′) ◦ ), and for all
(T ′, ω′) ∈ Sˇ(M ′; ′(P ′,ϑ′) ◦ ′′ , id∅).
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Proof. The morphism
m∑
i=1
αi · [M ,i] ∈ HomAC( )( , ′′ )
is zero if and only if the linear map
m∑
i=1
αi ·VC
(
id ′ ◦M ,i
)
is zero for every object ′ ∈ A′C( ). This happens if and only if the invariant
m∑
i=1
αiCGPC
(
M′ ′ ◦ ′′ ∗
(
id ′ ◦M ,i
) ∗M ′ ◦ )
is zero for all vectors [M ′ ◦ ] ∈ VC( ′ ◦ ) and [M′ ′ ◦ ′′ ] ∈ V′C( ′ ◦ ′′ ). Up
to performing projective or generic stabilizations, we can suppose the C-colored
ribbon graph of M ′ ◦ contains a projective edge in every connected component
of the support ofM ′ ◦ . Therefore, up to isotoping these projective edges through
all connected components of the support of id ′ , we can suppose id ′ is strongly
admissible. Then, thanks to Lemma 4.4, we know [id ′ ] is the image of a vector of
Sˇ(M ′′ ∪Σ′ M ′′′; ′ , ′ ) for some non-empty connected 3-dimensional cobordisms
with corners M ′′ from Σ′Γ to Σ
′ and M ′′′ from Σ′ to Σ′′′Γ . Up to isotopy, every
(C, G)-coloring ofM ′′∪Σ′M ′′′ determines a (C, G)-coloring of Σ′, which is a vector
of Sˇ(Σ′; ,∅). This means we have
[
id ′
]
=
m′∑
i′=1
α′i′ [(M
′′′, T ′′′i′ , ω
′′′
i′ , 0) ∗ (M ′′, T ′′i′ , ω′′i′ , 0)] ,
where (T ′′i′ , ω
′′
i′) ∈ Sˇ(M ′′; ′ , ′(P ′
i′ ,ϑ
′
i′ )
) and (T ′′′i′ , ω
′′′
i′ ) ∈ Sˇ(M ′′′; ′(P ′
i′ ,ϑ
′
i′ )
, ′ ) for
every integer 1 6 i′ 6 m′ and for some (P ′1, ϑ′1), . . . , (P ′m′ , ϑ′m′) ∈ Sˇ(Σ′; ,∅). Now
we can apply Lemma 4.3 to[
((M ′′, T ′′i′ , ω
′′
i′ , 0) ◦ id ) ∗M ′ ◦
]
and to [
M′ ′ ◦ ′′ ∗
(
(M ′′′, T ′′′i′ , ω
′′′
i′ , 0) ◦ id ′′
)]
for every integer 1 6 i′ 6 m′ in order to conclude. 
We end this chapter with a final remark: many properties of morphism spaces
of universal linear categories can be proved, with identical or easier arguments,
for universal vector spaces. Let us spell out the analogues, in the context of the
universal construction, of the main results we obtained so far.
Lemma 4.7. If = (Σ,P, ϑ,L) is an object of CobadC , and ifM is a non-empty
connected 3-dimensional cobordism with corners from ∅ to Σ, then the linear map
ρM : Sˇ(M ; id∅, ) → VC( )
(T, ω) 7→ [M,T, ω, 0]
is surjective.
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Proof. This statement is almost a special case of Lemma 4.3, apart from
the fact that objects of CobadC need not be admissible. However, the exact same
proof works in this case: indeed, every vector of VC( ) is represented by a linear
combination of strongly admissible morphisms of CobadC , and the admissibility of
sources and targets plays no role at all in the proofs of Lemmas 4.1 and 4.2. 
Lemma 4.8. If = (Σ,P, ϑ,L) is an admissible object of CobadC , if M ′ is a
connected 3-dimensional cobordism from Σ to ∅, then a linear combination
m∑
i=1
αi · [M ,i] ∈ VC( )
is trivial if and only if
m∑
i=1
αiCGPC ((M
′, T ′, ω′, 0) ∗M ,i) = 0
for all (T ′, ω′) ∈ Sˇ(M ′; , id∅).
Proof. The vector
m∑
i=1
αi · [M ,i] ∈ VC( )
is zero if and only if the invariant
m∑
i=1
αiCGPC (M′ ∗M ,i)
is zero for all vectors [M′ ] ∈ V′C( ′). Thanks to Lemma 4.3, we know [M′ ] is the
image of a vector of Sˇ(M ′; , id∅). 

CHAPTER 5
Graded extensions
In this chapter we prove the 2-functor AˆC : CobadC → Cˆatk of Section 3.4 is
not in general an ETQFT. The obstruction to monoidality can be characterized by
means of the periodicity group Z. In order to do this, we first introduce the various
ingredients involved in the definition of a free realization of Z in AC(∅). Next,
we assemble everything into an action of Z on all universal linear categories. This
allows for the construction of Z-graded extensions of universal linear categories,
which lead to the definition of a strict 2-functor AZC whose target, the 2-category
CatZk of Z-graded linear categories, is introduced in Definition E.3. The completion
of this 2-functor will provide a Z-graded ETQFT extending CGPC.
5.1. 2-Spheres
We suppose from now on that the element 0 ∈ G is critical. Indeed, should 0
be generic, we would have Proj(C) = C, because every object of C can be realized
as a tensor product with ∈ C0. Then, thanks to Lemma 16 and Corollary 17
of [GPT09], this would force the projective trace t to be just a scalar multiple
of the standard categorical trace trC, and similarly the renormalized invariant F ′C
would just be a scalar multiple of the standard Reshetikhin-Turaev functor FC.
Then, CGPC would boil down to a semisimple Witten-Reshetikhin-Turaev invariant
with G-structure. In particular, the rest of the construction could very well be
carried on also without this assumption, but this would force us to use two different
notations for the rest of the memoir. Since the semisimple case produces a milder
generalization of what was already known, we prefer to focus directly on the non-
semisimple one. Then, let us consider some generic g ∈ GrX, some i, j ∈ Ig, and
some k ∈ Z.
Definition 5.1. The (i, j, k)-colored 2-sphere S2i,j,k is the closed 1-morphism
of CobadC given by
(S2, P∅,((+,Vi),(+,σ(k)),(−,Vj)), ϑ∅,((+,Vi),(+,σ(k)),(−,Vj)), {0})
in the notation of Section 4.1, with a single base point at the south pole.
This family of closed 1-morphisms plays a major role in our construction, and
we devote the next few sections to the study of their properties.
Lemma 5.1. For all i, j ∈ Ig and all k, k′ ∈ Z we have
dimk
(
HomAC(∅)
(
S2i,j,k,S2i,j,k′
))
= δijδkk′ .
Proof. Every morphism of HomAC(∅)(S2i,j,k,S2i,j,k′) is the image of a vector of
Sˇ(S2× I;S2i,j,k,S2i,j,k′) thanks to Lemma 4.3. Furthermore, up to isotopy and skein
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Figure 5.1. (C, G)-Coloring of S2 × I of the form (Tf , ωh).
equivalence, we can restrict to admissible (C, G)-colorings of the form (Tf , ωh) like
the one represented in Figure 5.1 with
f ∈ HomC(Vi ⊗ σ(k)⊗ V ∗j , Vi ⊗ σ(k′)⊗ V ∗j ), h ∈ G.
To determine which (C, G)-colorings correspond to trivial morphisms, we can
appeal to Lemma 4.6, so let us specify S2 as a 2-dimensional cobordism from
∅ to ∅, let us specify S2 × I as a 3-dimensional cobordism from ∅ to S2 unionsq S2,
and let us specify S2 × I as a 3-dimensional cobordism from S2 unionsq S2 to ∅. Now
the triviality of the morphism [S2 × I, Tf , ωh, 0] can be tested by considering all
(P ′, ϑ′) ∈ Sˇ(S2;∅,∅) and all
(T, ω) ∈ Sˇ
(
S2 × I; id∅,S2i,j,k unionsqS2(P ′,ϑ′)
)
,
(T ′, ω′) ∈ Sˇ
(
S2 × I;S2i,j,k′ unionsqS2(P ′,ϑ′), id∅
)
,
and by computing the Costantino-Geer-Patureau invariant CGPC of the resulting
closed 2-morphism of CobadC . We can choose a surgery presentation composed of
a single unknot with framing zero, whose computability can always be forced by
performing generic or projective stabilization outside of (Tf , ωh). Therefore, up to
isotopy, skein equivalence, and multiplication by invertible scalars, we only need to
compute the projective trace of the morphism FC(Tf,f ′,h+h′) for all
f ′ ∈ HomC
(
Vi ⊗ σ(k′)⊗ V ∗j , Vi ⊗ σ(k)⊗ V ∗j
)
, h′ ∈ {−h}+ (GrX),
where the C-colored ribbon graph Tf,f ′,h+h′ is represented in the left-hand part of
Figure 5.2. Now the ribbon structure of C and the semisimplicity of Cg yield
dimk
(
HomC(Vi ⊗ σ(k)⊗ V ∗j , σ(k′))
)
= δijδkk′ .
This means
dimk
(
HomAC(∅)
(
S2i,j,k,S2i,j,k′
))
6 δijδkk′ .
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Figure 5.2. Skein equivalence following from the compatibility
between the G-structure and the Z-action, and from the relative
modularity of C.
The dimension of EndAC(∅)(S2i,i,k) is furthermore exactly equal to 1, because the
non-triviality of [idS2i,i,k ] follows by considering
f = idVi⊗σ(k)⊗V ∗i , h = 0,
f ′ = idVi⊗σ(k)⊗V ∗i , h
′ ∈ GrX. 
Recall Remark 1.2, in which we fixed, for every critical x ∈ X, a generic
gx ∈ G r X satisfying x + gx ∈ G r X, together with some ix ∈ Igx specifying
a simple projective object Vx := Vix ∈ Θ(Cgx). Now, as a direct consequence of
Remark 1.2 and of Lemmas 4.1 and 4.5, the universal linear category AC(∅) is
dominated by the set of obects {S2i,i0,k | i ∈ Ig0 , k ∈ Z}. However, this dominating
set is redundant, as we just established that, for all i ∈ Ig0r{i0}, and for all k ∈ Z,
the (i, i0, k)-colored 2-sphere S2i,i0,k is a zero object of AC(∅). Therefore, we set
S2k := S2i0,i0,k,
and we refer to S2k simply as the k-colored 2-sphere. Now the linear category AC(∅)
is Morita equivalent to its full subcategory with set of objects {S2k | k ∈ Z}, which
is not Morita equivalent to the tensor unit k of Catk unless Z = {0}. This means
the periodicity group Z measures the deviation from monoidality of AˆC.
5.2. 3-Discs
The family of 2-spheres we just specified provides the first brick in the definition
of a free realization of Z in AC(∅). In the next two sections we introduce the
remaining ingredients.
Definition 5.2. The 0-colored 3-disc D30 : id∅ ⇒ S20 is the 2-morphism of
CobadC given by (
D3, T0, ω0, 0
)
where T0 ⊂ D3 is the C-colored ribbon graph represented in Figure 5.3, where
ε ∈ HomC( , σ(0)) is a coherence morphism of σ : Z → C0, and where ω0 is the
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unique compatible G-coloring of (D3, T0). Similarly, the inverse 0-colored 3-disc
D30 : S20 ⇒ id∅ is the 2-morphism of CobadC given by(
D3, T0, ω0, 0
)
where T0 ⊂ D3 is the C-colored ribbon graph obtained from T0 by reversing the
orientation of all edges and vertical boundaries of coupons, and by replacing the
color ε with its inverse ε−1.
Figure 5.3. The 0-colored 3-disc D30.
Let us discuss properties of compositions of these morphisms.
Lemma 5.2. We have the equality[
D30 ∗ D30
]
= D−1d(V0) ·
[
idS20
]
between morphisms of EndAC(∅)(S20).
Proof. This result is an immediate consequence of Lemma 4.2 with color
i = ig0 and index j = 1. 
Remark that, since the equality[
D30 ∗ D30
]
= D−1d(V0) ·
[
idid∅
]
between morphisms of EndAC(∅)(id∅) follows immediately from Lemma 4.2 with
color i = ig0 and index j = 0, the objects id∅ and S20 of AC(∅) are isomorphic.
5.3. 3-Pants
We define the 3-pant cobordism P 3 as the 3-dimensional cobordism from S2unionsqS2
to S2 whose support is given by D3 minus two open balls of radius 14 and center
(− 12 , 0, 0) and (+ 12 , 0, 0) respectively, and whose incoming and outgoing horizontal
boundary identifications are induced by idS2 through rescaling and translation.
Then, let us consider k, k′ ∈ Z.
Definition 5.3. The (k, k′)-colored 3-pant P3k,k′ : S2k unionsqS2k′ ⇒ S2k+k′ is the 2-
morphism of CobadC given by (
P 3, Tk,k′ , ωk,k′ , 0
)
where Tk,k′ ⊂ P 3 is the C-colored ribbon graph represented in Figure 5.4, where
µk,k′ ∈ HomC(σ(k) ⊗ σ(k′), σ(k + k′)) is a coherence morphism of σ : Z → C0,
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and where ωk,k′ is the only compatible G-coloring of (P 3, Tk,k′) which vanishes on
all relative homology classes contained in the southern hemisphere. Similarly, the
inverse (k, k′)-colored 3-pant P3k,k′ : S2k+k′ ⇒ S2k unionsqS2k′ is the 2-morphism of CobadC
given by (
P 3, Tk,k′ , ωk,k′ , 0
)
where Tk,k′ ⊂ P 3 is the C-colored ribbon graph obtained from Tk,k′ by reversing
the orientation of all edges and vertical boundaries of coupons, and by replacing
the color µk,k′ with its inverse µ−1k,k′ .
Figure 5.4. The (k, k′)-colored 3-pant P3k,k′ .
Lemma 5.3. For all k, k′, k′′ ∈ Z we have
dimkHomAC(∅)
(
S2k unionsqS2k′ ,S2k′′
)
= δ(k+k′)k′′
dimkHomAC(∅)
(
S2k,S2k′ unionsqS2k′′
)
= δk(k′+k′′).
Proof. The argument is the exact same one we used for the proof of Lemma
5.1. Indeed, every morphism of HomAC(∅)(S2k unionsq S2k′ ,S2k′′) is the image of a vector
of Sˇ(P 3;S2k unionsqS2k′ ,S2k′′) thanks to Lemma 4.3. Furthermore, up to isotopy and skein
equivalence, we can restrict to admissible (C, G)-colorings of the form (Tf , ωh,h′)
like the one represented in Figure 5.5 with
f ∈ HomC(V0 ⊗ σ(k)⊗ V ∗0 ⊗ V0 ⊗ σ(k′)⊗ V ∗0 , V0 ⊗ σ(k′′)⊗ V ∗0 ), h, h′ ∈ G.
To determine which (C, G)-colorings correspond to trivial morphisms, we can
appeal to Lemma 4.6, so let us specify S2 as a 2-dimensional cobordism from
∅ to ∅, let us specify P 3 as a 3-dimensional cobordism from ∅ to S2 unionsq S2 unionsq S2,
and let us specify S2 × I as a 3-dimensional cobordism from S2 unionsq S2 to ∅. Now
the triviality of the morphism [P 3, Tf , ωh,h′ , 0] can be tested by considering all
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Figure 5.5. (C, G)-Coloring of P 3 of the form (Tf , ωh,h′).
(P ′, ϑ′) ∈ Sˇ(S2;∅,∅) and all
(T, ω) ∈ Sˇ
(
P 3; id∅,S2k unionsqS2k′ unionsqS2(P ′,ϑ′)
)
,
(T ′, ω′) ∈ Sˇ
(
S2 × I;S2k′′ unionsq S2(P ′,ϑ′), id∅
)
,
and by computing the Costantino-Geer-Patureau invariant CGPC of the resulting
closed 2-morphism of CobadC . We can choose a surgery presentation composed of a
two-component unlink with framing zero, whose computability can always be forced
by performing generic or projective stabilization outside of (Tf , ωh,h′). Therefore,
up to isotopy, skein equivalence, and multiplication by invertible scalars, we only
need to compute the projective trace of the morphism FC(Tf,f ′,h+h′′,h′+h′′′) for all
f ′ ∈ HomC (V0 ⊗ σ(k′′)⊗ V ∗0 , V0 ⊗ σ(k)⊗ V ∗0 ⊗ V0 ⊗ σ(k′)⊗ V ∗0 ) ,
h′′ ∈ {−h}+ (GrX), h′′′ ∈ {−h′}+ (GrX),
where the C-colored ribbon graph Tf,f ′,h+h′′,h′+h′′′ is represented in the left-hand
part of Figure 5.6. Now the ribbon structure of C and the semisimplicity of Cg0
yield
dimk (HomC(σ(k)⊗ σ(k′), V0 ⊗ σ(k′′)⊗ V ∗0 )) = δ(k+k′)k′′ .
This means
dimk
(
HomAC(∅)
(
S2k unionsqS2k′ ,S2k′′
))
6 δ(k+k′)k′′ .
The dimension of HomAC(∅)(S2k unionsqS2k′ ,S2k+k′) is furthermore exactly equal to 1, be-
cause the non-triviality of [P3k,k′ ] follows by considering
f = idV0 ⊗
(
µk,k′ ◦ (idσ(k) ⊗ ←evV0 ⊗ idσ(k′))
)⊗ idV ∗0 , h = 0,
f ′ = idV0 ⊗
(
(idσ(k) ⊗ −→coevV0 ⊗ idσ(k′)) ◦ µ−1k,k′
)
⊗ idV ∗0 , h′ = g0.
The proof of the second statement is completely analogous. 
Let us discuss properties of compositions of these morphisms.
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Lemma 5.4. For every k ∈ Z we have the equalities[
P30,k ∗
(
D30 unionsq idS2k
)]
=
[
P3k,0 ∗
(
idS2k unionsqD
3
0
)]
=
[
idS2k
]
,[(
D30 unionsq idS2k
)
∗ P30,k
]
=
[(
idS2k unionsqD30
)
∗ P3k,0
]
=
[
idS2k
]
between vectors of EndAC(∅)(S2k).
Proof. The equalities
µ0,k ◦ (ε⊗ idσ(k)) = µk,0 ◦ (idσ(k) ⊗ ε) = idσ(k)
follow from the definition of the coherence data for the monoidal functor σ. There-
fore, the result follows from Lemma 4.1 by remarking that the cobordisms(
D3 unionsq (S2 × I)) ∪S2unionsqS2 P 3, ((S2 × I) unionsqD3) ∪S2unionsqS2 P 3, S2 × I
are isomorphic. 
Lemma 5.5. For all k, k′, k′′ ∈ Z we have the equalities[
P3k+k′,k′′ ∗
(
P3k,k′ unionsq idS2
k′′
)]
=
[
P3k,k′+k′′ ∗
(
idS2k unionsqP
3
k′,k′′
)]
between vectors of HomAC(∅)(S2k unionsq S2k′ unionsq S2k′′ ,S2k+k′+k′′) and[(
P3k,k′ unionsq idS2k′′
)
∗ P3k+k′,k′′
]
=
[(
idS2k unionsqP3k′,k′′
)
∗ P3k,k′+k′′
]
between vectors of HomAC(∅)(S2k+k′+k′′ ,S2k unionsq S2k′ unionsq S2k′′).
Proof. The equality
µk+k′,k′′ ◦ (µk,k′ ⊗ idσ(k′′)) = µk,k′+k′′ ◦ (idσ(k) ⊗ µk′,k′′)
follows from the definition of the coherence data for the monoidal functor σ. There-
fore, the result follows from Lemma 4.1 by remarking that the cobordisms(
P 3 unionsq (S2 × I)) ∪S2unionsqS2 P 3, ((S2 × I) unionsq P 3) ∪S2unionsqS2 P 3
are isomorphic. 
Figure 5.6. Skein equivalence following from the compatibility
between the G-structure and the Z-action, and from the relative
modularity of C.
54 5. GRADED EXTENSIONS
Lemma 5.6. For all k, k′ ∈ Z we have the equality[
P3k,k′ ∗ P3k,k′
]
= Dd(V0)
−1 ·
[
idS2k unionsq idS2k′
]
between vectors of EndAC(∅)(S2k unionsqS2k′).
Proof. The equality
µ−1k,k′ ◦ µk,k′ =
(
(idσ(k) ⊗ ε−1) ◦ µ−1k,0
)
⊗ (µ0,k′ ◦ (ε⊗ idσ(k′)))
follows from the definition of the coherence data for the monoidal functor σ. There-
fore, the equality[
P3k,k′ ∗ P3k,k′
]
=
[(
idS2k unionsqP
3
0,k′
)
∗
(
P3k,0 unionsq idS2
k′
)]
between vectors of EndAC(∅)(S2k unionsq S2k′) follows from Lemma 4.1 by remarking that
the cobordisms
P 3 ∪S2 P 3,
(
(S2 × I) unionsq P 3
)
∪S2unionsqS2unionsqS2
(
P 3 unionsq (S2 × I))
are isomorphic. The result now follows from Lemmas 5.2 and 5.4. 
Lemma 5.7. For all k, k′ ∈ Z we have the equality[
P3k,k′ ∗ P3k,k′
]
= Dd(V0)
−1 ·
[
idS2
k+k′
]
between vectors of EndAC(∅)(S2k+k′).
Proof. Since dimk EndAC(∅)(S2k+k′) = 1, we must have[
P3k,k′ ∗ P3k,k′
]
= α ·
[
idS2
k+k′
]
for some α ∈ k. Thanks to Lemma 5.6, we have the chain of equalities[
idS2k unionsq idS2k′
]
= D−2d(V0)2 ·
[
P3k,k′ ∗ P3k,k′ ∗ P3k,k′ ∗ P3k,k′
]
= D−2d(V0)2α ·
[
P3k,k′ ∗ P3k,k′
]
= D−1d(V0)α ·
[
idS2k unionsq idS2k′
]
,
which implies α = Dd(V0)−1. 
Remark that, thanks to Lemmas 5.6 and 5.7, the objects S2k unionsqS2k′ and S2k+k′ of
AC(∅) are isomorphic. Then, let us consider k, k′ ∈ Z.
Definition 5.4. The twisted (k, k′)-colored 3-pant P˜3k,k′ : S2k unionsqS2k′ ⇒ S2k+k′ is
the 2-morphism of CobadC given by
P3k′,k ∗ τ S2k,S2k′ ,
where the braiding 2-morphism τ S2k,S2k′ is given in Definition 2.17.
Let us consider the unique bilinear map γ : Z × Z → Z∗ satisfying
γ(k, k′) · µk,k′ = µk′,k ◦ cσ(k),σ(k′).
Lemma 5.8. For all k, k′ ∈ Z we have the equality[
P˜3k,k′
]
= γ(k, k′) · [P3k,k′]
between vectors of HomAC(∅)(S2k unionsqS2k′ ,S2k+k′).
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Figure 5.7. C-Colored ribbon graphs representing f and f˜ respectively.
Proof. We know
[
P3k,k′
]
generates HomAC(∅)(S2k unionsqS2k′ ,S2k+k′), so there have
to exist coefficients αk,k′ ∈ k for all k, k′ ∈ Z satisfying[
P˜3k,k′
]
= αk,k′ ·
[
P3k,k′
]
.
In order to compute αk,k′ , we can appeal to Lemma 4.6, so let us specify S2 as a
2-dimensional cobordism from ∅ to ∅, let us specify P 3 as a 3-dimensional cobor-
dism from ∅ to S2unionsqS2unionsqS2, and let us specify S2×I as a 3-dimensional cobordism
from S2 unionsq S2 to ∅. Up to isotopy, skein equivalence, and multiplication by in-
vertible scalars, we only need to compare the projective traces of the morphisms
FC(Tf,f ′,g+g′′,g′+g′′′) and FC(Tf˜,f ′,g+g′′,g′+g′′′) for all
f ′ ∈ HomC (V0 ⊗ σ(k′′)⊗ V ∗0 , V0 ⊗ σ(k)⊗ V ∗0 ⊗ V0 ⊗ σ(k′)⊗ V ∗0 ) ,
g′′ ∈ {−g}+ (GrX), g′′′ ∈ {−g′}+ (GrX),
where the C-colored ribbon graph Tf,f ′,g+g′′,g′+g′′′ is represented in the left-hand
part of Figure 5.6, where k′′ = k + k′, where g = g′ = 0, and where f and f˜
are given by the evaluation of the Reshetikhin-Turaev functor FC against the C-
colored ribbon graphs represented in the left-hand part and in the right-hand part
of Figure 5.7 respectively. By using twice the compatibility condition between the
G-structure and the Z-action, we can pull the σ(k)-colored edge in the graphical
representation of f˜ on top of all V0-colored edges. This means
Tf˜,f ′,g+g′′,g′+g′′′
.
= γ(k, k′) · Tf,f ′,g+g′′,g′+g′′′ . 
5.4. Graded extended universal construction
In this section we define a Z-graded refinement of the 2-functors AC and A′C
based on the results of the previous sections. What we proved so far can be sum-
marized as follows: we have a realization S2 of Z in AC(∅) = A′C(∅) sending every
k ∈ Z to S2k ∈ AC(∅) = A′C(∅), with coherence data provided by the 0-colored
3-discs D30, and by the (k, k′)-colored 3-pants P3k,k′ . Now, recall the definition of the
2-transformations µ :  ◦ (AC ×AC)⇒ AC ◦ unionsq and µ′ :  ◦ (A′C ×A′C)⇒ A′C ◦ unionsq
given in Proposition 3.3.
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Proposition 5.1. For every object of CobadC , we have an action RS
2
of Z
on AC( ) determined by the right translation linear endofunctors
RS
2
k := µ ,∅ ◦ (idAC( ) × S2k) ∈ Endk(AC( ))
for every k ∈ Z, and similarly we have an action R′S2 of Z on A′C( ) determined
by the right translation linear endofunctors
R′S
2
k := µ′ ,∅ ◦ (idA′C( ) × S2k) ∈ Endk(A′C( ))
for every k ∈ Z.
The proof of Proposition 5.1 is given by Lemmas 5.4, 5.5, 5.6, and 5.7. We
are now ready to upgrade the extended universal construction by means of an
operation called Z-graded extension, which is introduced here in Definition E.5.
Let us consider an object of CobadC .
Definition 5.5. The universal Z-graded linear category of is the Z-graded
linear category
AZC( ) := RS
2
(AC( ))
obtained from AC( ) by Z-graded extension with respect to the action RS
2
of Z
given by Proposition 5.1. The dual universal Z-graded linear category of is the
Z-graded linear category
A′ZC ( ) := R′
S2
(A′C( ))
obtained from A′C( ) by Z-graded extension with respect to the action R
′S2 of Z
given by Proposition 5.1.
Let us spell this definition out: objects of AZC( ) are the same as objects
of AC( ), degree k morphisms of AZC( ) from to
′′ are morphisms [Mk ] of
HomAC( )( ,
′′ unionsqS2−k), identities of AZC( ) are[
id0
]
:=
[
id unionsqD30
]
in HomAC( )( , unionsqS20) for every ∈ AC( ), and compositions of AZC( ) are[
M′′`
]  [Mk ] := [(id unionsqP3−`,−k) ∗ (M′′` unionsq idS2−k) ∗Mk ]
in HomAC( )( , unionsqS2−`−k) for every [Mk ] ∈ HomAC( )( , ′′ unionsqS2−k) and ev-
ery [M′′`] ∈ HomAC( )( ′′ , unionsqS2−`). The same description holds for the dual
case: objects of A′ZC ( ) are the same as objects
′ of A′C( ), degree k morphisms
of A′ZC ( ) from
′ to ′′′ are morphisms [M′k] of HomA′
C
( )(
′ , ′′′ unionsqS2−k), iden-
tities of A′ZC ( ) are [
id0 ′
]
:=
[
id ′ unionsqD30
]
in HomA′
C
( )(
′ , ′ unionsqS20) for every ′ ∈ A′C( ), and compositions of A′ZC ( ) are[
M′′′`
]  [M′k] := [(id unionsqP3−`,−k) ∗ (M′′′` unionsq idS2−k) ∗M′k]
in HomA′
C
( )(
′ , unionsqS2−`−k) for every [M′k] ∈ HomA′C( )( ′ , ′′′ unionsqS2−k) and
every [M′′′`] ∈ HomA′
C
( )(
′′′, unionsqS2−`). Moving on, let us consider a 1-morphism
: → ′ of CobadC .
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Definition 5.6. The universal Z-graded linear functor of is the Z-graded
linear functor
AZC( ) : AZC( )→ AZC( ′)
sending every object ∈ AZC( ) to the object
◦ ∈ AZC( ′),
and every degree k morphism [Mk ] ∈ HomAZ
C
( )( ,
′′ ) to the degree k morphism[
id ◦Mk ] ∈ HomAZ
C
( ′)
( ◦ , ◦ ′′ ) .
The dual universal Z-graded linear functor of is the Z-graded linear functor
A′ZC ( ) : A′ZC (
′)→ A′ZC ( )
sending every object ′ ′ ∈ A′ZC ( ′) to the object
′
′ ◦ ∈ A′ZC ( ),
and every degree k morphism [M′k′ ] ∈ HomA′Z
C
( ′)(
′
′ , ′′′′) to the degree k mor-
phism [
M′k′ ◦ id ] ∈ HomA′Z
C
( )
( ′
′ ◦ , ′′′′ ◦ ) .
Next, let us consider a 2-morphismM : ⇒ ′ of CobadC between 1-morphisms
, ′ : → ′.
Definition 5.7. The universal Z-graded natural transformation of M is the
Z-graded natural transformation AZC(M) : AZC( )⇒ AZC( ′) associating with every
object ∈ AZC( ) the degree 0 morphism[
(M ◦ id )unionsqD30
] ∈ HomAZ
C
( ′)( ◦ , ′ ◦ ).
The dual universal Z-graded natural transformation of M is the Z-graded nat-
ural transformation A′ZC (M) : A′ZC ( ) ⇒ A′ZC ( ′) associating with every object′ ∈ A′ZC ( ′) the degree 0 morphism[(
id ′ ′ ◦M
)
unionsqD30
]
∈ HomA′Z
C
( )(
′
′ ◦ , ′ ′ ◦ ′).
The Z-graded extended universal construction extends CGPC to a pair of 2-
functors
AZC : Cob
ad
C → CatZk , A′ZC : (CobadC )op → CatZk
called the universal Z-graded quantization 2-functor and the dual universal Z-
graded quantization 2-functor respectively. Remark that these 2-functors are strict,
as a consequence of our confusing CobadC , and thus also (Cob
ad
C )
op, with strict
2-categories. We denote with
AˆZC : Cob
ad
C → CˆatZk , Aˆ′ZC : (CobadC )op → CˆatZk
the completions of the universal Z-graded quantization 2-functor and of the dual
universal Z-graded quantization 2-functor in the sense of Proposition E.4 and Re-
mark E.4, where CˆatZk is the symmetric monoidal 2-category of complete Z-graded
linear categories, see Definition E.13.

CHAPTER 6
Symmetric monoidality
The first part of this chapter contains the proof of our main result: the 2-func-
tor AˆZC : Cob
ad
C → CˆatZk of Section 5.4 is symmetric monoidal. The second part
is devoted to a description of the Z-graded TQFT contained in AˆZC , which will be
studied in detail in the next chapter.
6.1. Graded ETQFT
In order to establish the symmetric monoidality of the 2-functor AˆZC , we first
need to construct the appropriate coherence data. To this end, we start by defining
a Z-graded linear functor of the form
ε : k→ AZC(∅).
We do this by sending the unique object of k to the empty object id∅ of AZC(∅).
Proposition 6.1. The Z-graded linear functor
ε : k→ AZC(∅)
is a Z-Morita equivalence.
Proof. The Z-graded linear category AZC(∅) is dominated by {id∅}, and id∅
is a simple object, so the result follows immediately from Proposition E.6. 
Next, we need to define a 2-transformation of the form
µ :  ◦ (AZC × AZC)⇒ AZC ◦ unionsq .
In order to do this, we need to start by defining, for all objects and ′ of CobadC ,
a Z-graded linear functor of the form
µ , ′ : AZC( )AZC(
′)→ AZC( unionsq ′).
We do this by sending every object ( , ′) of AZC( )AZC(
′) to the object
unionsq ′ of AZC( unionsq ′), and every degree k + k′ morphism
[Mk ]⊗ [Mk′′ ]
of HomAZ
C
( )AZ
C
( ′)(( , ′), (
′′ , ′′ ′)) to the degree k + k′ morphism[(
id ′′ unionsq
(
(id ′′′ unionsqP3−k,−k′) ∗ (τ S2−k, ′′′ unionsq idS2−k′ )
))
∗ (Mk unionsqMk′′)
]
of HomAZ
C
( unionsq ′)( unionsq ′ , ′′ unionsq ′′ ′), where τ S2−k, ′′′ denotes the braiding 2-mor-
phism of Definition 2.17.
Proposition 6.2. For all objects and ′ of CobadC
µ , ′ : AZC( )AZC(
′)→ AZC( unionsq ′)
is a Z-Morita equivalence.
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Proof. We start by proving µ , ′ is actually a Z-graded linear functor. First
of all, we need to show that
µ , ′
(
[id0 ]⊗ [id0 ′ ]
)
=
[
id0 unionsq ′
]
.
For all objects ∈ AZC( ) and ′ ∈ AZC( ′). This follows directly from Lemma
5.4. Next, we need to show that
µ , ′
(
[M′′`
′
]⊗ [M′′`′′ ]
)
 µ , ′
(
[Mk ]⊗ [Mk′′ ]
)
= γ(k, `′) · µ , ′
((
[M′′`
′
]  [Mk ]
)
⊗
(
[M′′`
′
′ ]  [Mk′′ ]
))
for every degree k + k′ morphism
[Mk ]⊗ [Mk′′ ] ∈ HomAZ
C
( )( ,
′′ )⊗HomAZ
C
( ′)( ′ ,
′′
′)
and every degree `+ `′ morphism
[M′′`]⊗ [M′′`′′ ] ∈ HomAZ
C
( )(
′′ , )⊗HomAZ
C
( ′)(
′′
′ , ′).
This follows from[
P3−`−`′,−k−k′ ∗ (P3−`,−`′ unionsqP3−k,−k′) ∗ (idS2−` unionsq τ S2−k,S2−`′ unionsq idS2−k′ )
]
=
[
P3−`−`′−k,−k′ ∗
((
P3−`−`′,−k ∗ (P3−`,−`′ unionsq idS2−k) ∗ (idS2−` unionsq τ S2−k,S2−`′ )
)unionsq idS2−k′)]
=
[
P3−`−`′−k,−k′ ∗
((
P3−`,−`′−k ∗
(
idS2−` unionsq (P
3
−`′,−k ∗ τ S2−k,S2−`′ )
))unionsq idS2−k′)]
= γ(−k,−`′) ·
[
P3−`−k−`′,−k′ ∗
((
P3−`,−k−`′ ∗ (idS2−` unionsqP
3
−k,−`′)
)unionsq idS2−k′)]
= γ(k, `′) ·
[
P3−`−k−`′,−k′ ∗
((
P3−`−k,−`′ ∗ (P3−`,−k unionsq idS2−`′ )
)unionsq idS2−k′)]
= γ(k, `′) ·
[
P3−`−k,−`′−k′ ∗ (P3−`,−k unionsqP3−`′,−k′)
]
,
where the first, the second, the fourth, and the fifth equality follow from Lemma
5.5, and where the third equality follows from Lemma 5.8. Now, we can move
on to prove µ , ′ is a Z-Morita equivalence. Once again, the strategy is to use
Proposition E.6. To begin with, if AZC( ) is dominated by
D(Σ; ) =
{
(P,ϑ) = (Σ,P, ϑ,L) ∈ AZC( )
∣∣ (P, ϑ) ∈ Sˇ(Σ;∅, )} ,
and if AZC(
′) is dominated by
D(Σ′; ′) =
{
′
(P ′,ϑ′) = (Σ
′, P ′, ϑ′,L′) ∈ AZC( ′)
∣∣∣ (P ′, ϑ′) ∈ Sˇ(Σ′;∅, ′)} ,
then AZC( unionsq ′) is dominated by
D(ΣunionsqΣ′; unionsq ′) =
{
(P,ϑ) unionsq ′(P ′,ϑ′) ∈ AZC( unionsq ′)
∣∣∣∣ (P, ϑ) ∈ Sˇ(Σ;∅, )(P ′, ϑ′) ∈ Sˇ(Σ′;∅, ′)
}
,
as follows from Lemma 4.5. Therefore, µ , ′ defines a bijection between generators.
Next, to see that it is faithful, let us consider a trivial degree k morphism
m∑
i=1
αi · µ , ′
(
[Mk−ki,i ]⊗ [Mki′,i]
)
∈ HomAZ
C
( unionsq ′)( unionsq ′ , ′′ unionsq ′′ ′).
Now remark that, for all 1-morphisms
: → ∅, ′ : ′ → ∅,
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and for all 2-morphisms
M : id∅ ⇒ ( ◦ ) , M′ : id∅ ⇒
( ′ ◦ ′) ,
M′′ :
(
( ◦ ′′ )unionsqS2−k+ki
)⇒ id∅, M′′′ : (( ′ ◦ ′′ ′)unionsqS2−ki)⇒ id∅
of CobadC , the Costantino-Geer-Patureau invariant of the admissible closed 3-man-
ifold obtained by vertically composing
MunionsqM′
to (
id ◦Mk−ki,i
)
unionsq
(
id ′ ◦Mki′,i
)
,
then to
id ◦ ′′ unionsq
((
id ′◦ ′′′ unionsqP3−k+ki,−ki
)
∗
(
τ S2−k+ki ,
′◦ ′′′ unionsq idS2−ki
))
,
then to
id ◦ ′′ unionsq
((
τ ′◦ ′′′ ,S2−k+ki
unionsq idS2−ki
))
∗
(
id ′◦ ′′′ unionsqP3−k+ki,−ki
)
,
and then to
M′′ unionsqM′′′
equals
Dd(V0)
−1CGPC
(
M′′ ∗
(
id ◦Mk−ki,i
)
∗M
)
CGPC
(
M′′′ ∗
(
id ′ ◦Mki′,i
)
∗M′
)
for every integer 1 6 i 6 m. This implies the degree k morphism
m∑
i=1
αi · [Mk−ki,i ]⊗ [Mki′,i] ∈ HomAZC ( )( ,
′′ )⊗HomAZ
C
( ′)( ′ ,
′′
′)
is trivial, which proves µ , ′ is faithful. To see it is also full, we need to show that,
for all objects
= (ΣΓ , P, ϑ,L),
′′ = (Σ′′Γ , P
′′, ϑ′′,L′′)
of AZC( ), and for all objects
′ = (ΣΓ ′ , P
′, ϑ′,L′), ′′ ′ = (Σ′′Γ ′ , P
′′′, ϑ′′′,L′′′)
of AZC(
′), every degree k morphism
[Mk unionsq ′ ] ∈ HomAZC ( unionsq ′)
( unionsq ′ , ′′ unionsq ′′ ′)
can be written as
m∑
i=1
αi · µ , ′
(
[Mk−ki,i ]⊗ [Mki′,i]
)
for some coefficients αi ∈ k, for some degree k − ki morphisms
[Mk−ki,i ] ∈ HomAZC ( )( ,
′′ ),
and for some degree ki morphisms
[Mki′,i] ∈ HomAZC ( ′)( ′ ,
′′
′),
with 1 6 i 6 m. In orded to do so, let us consider non-empty connected 3-
dimensional cobordisms with corners M from ΣΓ to Σ′′Γ unionsq S2 and M ′ from ΣΓ ′
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to Σ′′Γ ′ unionsq S2. Then, thanks to Lemma 4.3, [Mk unionsq ′ ] is the image of some vec-
tor of Sˇ(P 3(M,M ′); unionsq ′ , ′′ unionsq ′′ ′ unionsqS3−k), where the cobordism with corners
P 3(M,M ′) is obtained by vertically gluing
M unionsqM ′
to
(Σ′′Γ × I) unionsq
(
(S2 unionsqΣ′′Γ ′) ×˜ I
) unionsq (S2 × I)
along Σ′′Γ unionsq S2 unionsqΣ′′Γ ′ unionsq S2, and then to
(Σ′′Γ × I) unionsq (Σ′′Γ ′ × I) unionsq P 3
along Σ′′Γ unionsq Σ′′Γ ′ unionsq S2 unionsq S2. Up to isotopy and skein equivalence, Lemmas 5.1 and
5.3 allow us to conclude. 
Now, we need to define, for all 1-morphisms : → ′′ and ′ : ′ → ′′′ of
CobadC , a Z-graded natural transformation of the form
µ , ′ : AZC( unionsq ′) ◦ µ , ′ ⇒ µ ′′, ′′′ ◦
(
AZC( )AZC(
′)
)
.
We do this by associating with every object ( , ′) of AZC( )AZC(
′) the
degree 0 morphism [unionsq( , ′),( , ′ ) unionsqD30]
of HomAZ
C
( ′′ unionsq ′′′)(( unionsq ′) ◦ ( unionsq ′), ( ◦ )unionsq ( ′ ◦ ′)), which we denote
µ0( , ′),( , ′ ).
Lemma 6.1. For all 1-morphisms : → ′′ and ′ : ′ → ′′′ of CobadC
µ , ′ : AZC( unionsq ′) ◦ µ , ′ ⇒ µ ′′, ′′′ ◦
(
AZC( )AZC(
′)
)
.
is a Z-graded natural transformation
Proof. We need to show that
µ ′′, ′′′
(
AZC( )
(
[Mk ]
)⊗ AZC( ′)([Mk′′ ]))  µ0( , ′),( , ′ )
= µ0( , ′),( ′′, ′′′ )  AZC( unionsq
′)
(
µ , ′
(
[Mk ]⊗ [Mk′′ ]
))
for every degree k + k′ morphism
[Mk ]⊗ [Mk′′ ] ∈ HomAZ
C
( )( ,
′′ )⊗HomAZ
C
( ′)( ′ ,
′′
′).
This follows directly from the properties of unionsq, and from Lemma 5.4. 
It is now easy to check that µ is a 2-transformation. Next, we need to define a
2-modification of the form
H : (AZC . τ ) ◦ µV (µ /T) ◦
(
cγ / (AZC × AZC)
)
,
where the 2-functor T : CobadC × CobadC → CobadC × CobadC transposes the two
copies of CobadC . In order to do this, we need to define, for all objects and
′ of
CobadC , a Z-graded natural transformation of the form
H , ′ : AZC(τ , ′) ◦ µ , ′ ⇒ µ ′, ◦ cγAZ
C
( ),AZ
C
( ′).
We do this by associating with every object ( , ′) of AZC( )AZC(
′) the
degree 0 morphism [
τ , ′ unionsqD30
]
of HomAZ
C
( ′ unionsq )(τ , ′ ◦ ( unionsq ′), ′ unionsq ), which we denote H0 , ′ .
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Lemma 6.2. For all objects and ′ of CobadC
H , ′ : AZC(τ , ′) ◦ µ , ′ ⇒ µ ′, ◦ cγAZ
C
( ),AZ
C
( ′)
is a Z-graded natural transformation.
Proof. We have to show that
γ(k, k′) · µ ′,
(
[Mk
′
′ ]⊗ [Mk ]
)
H0 , ′
= H0 ′′, ′′′ 
(
AZC(τ , ′)
(
µ , ′
(
[Mk ]⊗ [Mk′′ ]
)))
for every degree k + k′ morphism
[Mk ]⊗ [Mk′′ ] ∈ HomAZ
C
( )( ,
′′ )⊗HomAZ
C
( ′)( ′ ,
′′
′)
This follows directly from the properties of τ , and from Lemmas 5.4 and 5.8. 
We are now ready to prove our main result.
Theorem 6.1. The 2-functor AˆZC : Cob
ad
C → CˆatZk is symmetric monoidal.
Proof. First of all, the completion C◦ε of the Z-graded linear functor ε is an
equivalence, as a direct consequence of Proposition 6.1. Next, the 2-transformation
(C . µ) ◦ (χ / (F×F)) is a composition of equivalences thanks to Proposition 6.2,
where χ : C ◦  ◦ (C×C)⇒ C ◦  is part of the coherence data of the symmetric
monoidal 2-functor C given by Proposition E.4. Furthermore, we claim
µ∅, ◦ (ε idAZ
C
( )) = idAZ
C
( ), µ ,∅ ◦ (idAZ
C
( )  ε) = idAZ
C
( ),
µ , ′ unionsq ′′ ◦
(
idAZ
C
( ) µ ′, ′′
)
= µ unionsq ′, ′′ ◦
(
µ , ′  idAZ
C
( ′′)
)
for all , ′, ′′ ∈ CobadC . On the level of objects, these equalities are an immediate
consequence of the quasi-strictness of CobadC . On the level of morphisms, the first
and the second equality follow from Lemma 5.4, while the third equality follows
from Lemma 5.5. This means that, apart from the invertible 2-modification C .H,
we can assemble the coherence data for AZC simply by using identity 2-modifications.
Therefore, all the conditions we need to check are greatly simplified. For instance,
the first two axioms, namely Equations (HTA1) and (HTA2) of [GPS95], reduce to
equalities between different compositions of identity 2-modifications, thanks again
to the quasi-strictness of CobadC . On the other hand, Equations (BHA1), (BHA2),
and (SHA1) of [M00] follow directly from the properties of the braiding τ . 
6.2. Graded TQFT
In this section, we consider the category CobadC of closed 1-morphisms of CobC
and of admissible 2-morphisms between them, and we describe the Z-graded TQFT
VZC : Cob
ad
C → VectZk contained in AˆZC . Indeed, as it was explained in the intro-
duction, every Z-graded ETQFT yields a Z-graded TQFT, and Z-graded linear
functors associated with closed 1-morphisms of CobadC determine Z-graded vector
spaces which we explicitly characterize. When C is taken to be the relative modu-
lar category of finite-dimensional weight representations of the unrolled version of
quantum sl2 at even roots of unity, our construction recovers the Z-graded TQFT
defined in [BCGP16]. To start, let us consider an object of CobadC .
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Definition 6.1. The universal Z-graded vector space of is the Z-graded
vector space VZC( ) whose space of degree k vectors is given by
VkC( ) := VC( unionsqS2−k)
for every k ∈ Z. The dual universal Z-graded vector space of is the Z-graded
vector space V′ZC ( ) whose space of degree k vectors is given by
V′kC ( ) := V′C( unionsq S2k)
for every k ∈ Z.
Remark that this terminology is coherent, because for every object of CobadC
the induced pairing 〈·, ·〉 : V′ZC ( )⊗ VZC( )→ k whose degree 0 component
〈·, ·〉0 :
⊕
k∈Z
V′−kC ( )⊗ VkC( )→ k
sends every vector [M′−k]⊗ [Mk ] ∈ V′−kC ( )⊗ VkC( ) to the number
CGPC(M′−k ∗Mk ) ∈ k
is non-degenerate, so that V′ZC ( ) is indeed dual to VZC( ). Now, let us consider a
morphism M : ⇒ ′ of CobadC .
Definition 6.2. The universal Z-graded linear map ofM is the Z-graded linear
map VZC(M) : VZC( )→ VZC( ′) whose degree k component is given by
VkC(M) := VC(Munionsq idS2−k)
for every k ∈ Z. The dual universal Z-graded linear map of M is the Z-graded
linear map V′ZC (M) : V′ZC (
′)→ V′ZC ( ) whose degree k component is given by
V′kC (M) := VC(Munionsq idS2k)
for every k ∈ Z.
The Z-graded universal construction extends CGPC to a pair of functors
VZC : Cob
ad
C → VectZk , V′ZC : (CobadC )op → VectZk
called the universal Z-graded quantization functor and the dual universal Z-graded
quantization functor respectively. In order to establish the symmetric monoidality
of the functor VZC , we first need to construct the appropriate coherence data. To
this end, we start by considering the Z-graded linear
ε : k→ VZC(id∅).
which sends the generator 1 of k to the empty vector [idid∅ ] of VZC(id∅).
Proposition 6.3. The Z-graded linear map
ε : k→ VZC(id∅)
is a Z-graded isomorphism.
Proof. The claim follows immediately from the multiplicativity and from the
non-triviality of the invariant CGPC. 
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Next, we consider the natural transformation
µ : ⊗ ◦ (VZC × VZC)⇒ VZC ◦ unionsq
whose components are given, for all objects and ′ of CobadC , by the Z-graded
linear map
µ , ′ : VZC( )⊗ VZC( ′)→ VZC( unionsq ′)
sending every degree k + k′ vector
[Mk ]⊗ [Mk′′ ]
of VZC( )⊗ VZC( ′) to the degree k + k′ vector[(
id unionsq
(
(id ′ unionsqP3−k,−k′) ∗ (τ S2−k, ′ unionsq idS2−k′ )
))
∗ (Mk unionsqMk′′)
]
of VZC( unionsq ′).
Proposition 6.4. For all objects and ′ of CobadC
µ , ′ : VZC( )⊗ VZC( ′)→ VZC( unionsq ′)
is a Z-graded isomorphism.
Proof. The argument is the exact same one we used in order to establish
faithfulness and fullness of the Z-graded functors
µ , ′ : AZC( )AZC(
′)→ AZC( unionsq ′)
for objects and ′ of CobadC in the proof of Proposition 6.2, with the only
difference that we have to invoke Lemma 4.7 instead of Lemma 4.3 for establishing
the surjectivity of µ , ′ . 
We are now ready to prove the following result.
Theorem 6.2. The functor
VZC : Cob
ad
C → VectZk
is symmetric monoidal.
Proof. In order to prove our claim we only need to check that
µid∅, ◦ (ε⊗ idVZC ( )) = idVZC ( ), µ ,id∅ ◦ (idVZC ( ) ⊗ ε) = idVZC ( ),
µ , ′ unionsq ′′ ◦
(
idVZ
C
( ) ⊗ µ ′, ′′
)
= µ unionsq ′, ′′ ◦
(
µ , ′ ⊗ idVZ
C
( ′′)
)
,
VZC(τ , ′) ◦ µ , ′ = µ ′, ◦ cγVZ
C
( ),VZ
C
( ′)
for all , ′, ′′ ∈ CobadC . The first and the second equality follow from Lemma
5.4, the third equality follows from Lemma 5.5, while the fourth equality follows
from Lemma 5.8. 
Our goal for the remainder of the memoir will be characterize universal Z-
graded linear categories and universal Z-graded linear functors associated with
generating objects and 1-morphisms of CobadC . This will allow us to produce com-
putations of universal Z-graded vector spaces associated with closed 1-morphisms
of CobadC in terms of the relative modular category C. In order to do this, we need
to introduce a Z-graded linear version of the functor VZC providing our Z-graded
TQFT. First, we need to recall the definition of the Z-graded linear category VectZk
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of Z-graded vector spaces given by Example E.1. Next, we need to consider the
Z-graded linear functor
VZC : AZC(∅)→ VectZk
sending every object ∅ ∈ AZC(∅) to the Z-graded vector space VZC( ∅), and
every degree k morphism [Mk∅] ∈ HomAZ
C
(∅)( ∅,
′′
∅) to the Z-graded linear map
VZC([Mk∅]) : VZC( ∅) → R−k(VZC( ′′∅)) sending every degree ` vector [M` ∅ ] of
VZC( ∅) to the degree k + ` vector[(
id ′′∅ unionsqP3−k,−`
)
∗
(
Mk∅ unionsq idS2−`
)
∗M` ∅
]
of VZC(
′′
∅). We will think about this problem as follows: if is a closed 1-morphism
of CobadC , then we look for a Z-graded linear functor F : k → VectZk , together
with a Z-graded natural isomorphism of the form
VectZkk
AZC(∅) AZC(∅)
⇓
F
ε
AZC( )
VZC
Since the Z-graded linear category k features a single object, we are actually looking
for a single Z-graded vector space, together with a Z-graded linear isomorphism
from VZC( ) to it. The idea is then to try and decompose the closed 1-morphism
as a compostion of tensor products of generating 1-morphisms, whose images are
easier to describe and compute.
CHAPTER 7
Characterization of the image
This chapter is devoted to a characterization of the Z-graded ETQFT AˆZC
by means of the relative modular category C. First, we identify Z-graded linear
categories associated with a set of generating objects of CobadC composed of 1-
spheres. Next, we study Z-graded linear functors associated with a set of generating
1-morphisms of CobadC composed of 2-discs, 2-pants, and 2-cylinders. We end this
chapter with some computations of Z-graded vector spaces associated with closed
1-morphisms of CobadC , as an application of the characterization we provide.
7.1. 1-Spheres
We start by describing universal Z-graded linear categories associated with
generating objects of CobadC , given by 1-spheres, in terms of homogeneous subcat-
egories of projective objects of C. In order to do this, we first need to fix some
notation. Recalling Definition E.5, we denote with Rσ(C) the Z-graded linear cate-
gory obtained from C by Z-graded extension with respect to the free action Rσ of Z
determined by the right translation linear endofunctors Rσ(k) ∈ Endk(C) mapping
every object V of C to V ⊗σ(k), and every morphism f of C to f ⊗ idσ(k) for every
k ∈ Z. For all objects V, V ′ ∈ C, we denote with HomC(V, V ′) the Z-graded vector
space of morphisms of Rσ(C) from V to V ′. Furthermore, since Rσ restricts to a
free action of Z on Proj(Cg) for every g ∈ G, we set Proj(Cg) := Rσ(Proj(Cg)).
Next, we need to introduce some objects and 1-morphisms of CobC, so let us fix a
g ∈ G and an object V ∈ Cg.
Definition 7.1. The g-colored 1-sphere S1g is the object of CobC given by(
S1, ξg
)
where ξg is the G-coloring of S1 determined by 〈ξg, [S1]〉 = g, with a single base
point at the south pole.
Definition 7.2. The V -colored 2-disc D2V : ∅ → S1g is the 1-morphism of
CobC given by (
D2, PV , ϑV , {0}
)
where PV ⊂ D2 is the standard C-colored ribbon set associated with (+, V ) ∈RGC ,
and where ϑV is the only compatible G-coloring of (D2, PV ) which vanishes on all
relative homology classes contained in the southern hemisphere, as represented in
Figure 7.1. Similarly, the dual V -colored 2-disc D2V : S1g → ∅ is the 1-morphism of
CobadC given by (
D2, PV , ϑV , {0}
)
where PV ⊂ D2 is the C-colored ribbon set obtained from PV by a change of sign.
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Figure 7.1. The 1-morphism D2V of Cob
ad
C .
Let us consider a 3-dimensional cobordism with corners Y from D2 to D2 unionsqS2
whose support is given by D2 × I ⊂ R3 minus an open ball of radius 14 and center
(0, 0, 23 ), and let us fix a section sV,0 ∈ HomC(V, V ⊗ V0 ⊗ V ∗0 ) of the epimorphism
idV ⊗ →evV0 for every object V ∈ Proj(Cg), whose existence is ensured by Remark
1.1. Let
Fg : Proj(Cg)→ AZC(S1g)
be the Z-graded linear functor sending every object V of Proj(Cg) to the ob-
ject D2V of AZC(S1g), and every degree k morphism fk of HomC(V, V ′) to the de-
gree k morphism D−1d(V0) · [Yfk ] of HomAZ
C
(S1g)(D
2
V ,D2V ′), where the 2-morphism
Yfk : D2V ⇒ D2V ′ unionsqS2−k of CobadC is given by
(Y, Tfk , ωfk , 0)
for the (C, G)-coloring (Tfk , ωfk) of Y represented in Figure 7.2.
Figure 7.2. The 2-morphism Yfk of CobadC .
Proposition 7.1. For every g ∈ G the Z-graded linear functor
Fg : Proj(Cg)→ AZC(S1g)
is a Z-Morita equivalence.
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Proof. We start by proving Fg is actually a Z-graded linear functor. First of
all, we need to show that [
id0D2V
]
= D−1d(V0) ·
[
Yid0V
]
for every object V ∈ Proj(Cg). This follows directly from Lemma 5.2. Next, we
need to show that
D−2d(V0)2 ·
[
Yf ′k′
]
 [Yfk] = D−1d(V0) · [Yf ′k′fk]
for every degree k morphism fk ∈ HomC(V, V ′) and every degree k′ morphism
f ′k
′ ∈ HomC(V ′, V ′′). This follows directly from the skein equivalence of Figure
7.3, which gives a graphical representation of the equality we need to check. Re-
mark that the C-colored ribbon graph represented in the left-hand part contains
a surgey component accounting for the additional 3-pant cobordism intervening
in the composition in AZC(S1g), and that we have to slide a V0-colored edge over
it in order to make the surgery presentation computable. Remark also that the
extra coefficient D−1 on the left comes from Lemma 4.2 with index j = 2. To
prove the skein equivalence, we use twice the compatibility condition between the
G-structure and the Z-action of C in order to turn every undercrossing of the
σ(−k)-colored edge with the rest of the graph into an overcrossing. Next, the rel-
ative monoidality condition allows us to remove the surgery component, and the
price to pay is a coefficient D−2d(V0). Then, thanks to isotopy and to the defini-
tion of the section sV ′,0, we can conclude. Now, we can move on to prove Fg is a
Z-Morita equivalence. Once again, the strategy is to use Proposition E.6. First,
we need to show the family of objects {D2V | V ∈ Proj(Cg)} dominates AZC(S1g). To
do so, let us consider, for every V ∈ Proj(Cg) and every h ∈ G, the 1-morphism
Figure 7.3. Skein equivalence witnessing the functoriality of Fg.
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Figure 7.4. The 2-morphism (D2 × I)V,h of CobadC .
D2V,h : ∅ → S1g of CobC given by
(
D2, PV , ϑV,h, {0}
)
, where ϑV,h is the only com-
patible G-coloring of (D2, PV ) satisfying 〈ϑV,h, γ〉 = h for the relative homology
class γ represented in Figure 7.1. Then, thanks to Lemmas 4.1 and 4.5, we know
{D2V,h | V ∈ Proj(Cg), h ∈ G} is a dominating set of objects for AZC(S2g). However,
this set is redundant, as the objects D2V,h and D2V,0 are isomorphic in AZC(S2g) for
every V ∈ Proj(Cg) and every h ∈ G. This can be seen by considering the invert-
ible degree 0 morphism of [(D2 × I)V,h unionsqD30] ∈ HomAZ
C
(Cg)(D
2
V,h,D2V,0), where the
2-morphism (D2×I)V,h : D2V,h ⇒ D2V,0 of CobadC is given by (D2×I, PV ×I, ωV,h, 0)
for the (C, G)-coloring (PV ×I, ωV,h) of D2×I represented in Figure 7.4. Therefore,
we just need to show that Fg is faithful and full. Let us start with fullness, so let
us fix some k ∈ Z and some objects V, V ′ ∈ Proj(Cg). Every degree k morphism
of HomAZ
C
(S1g)(D
2
V ,D2V ′) is the image of a vector of Sˇ(Y ;D2V ,D2V ′ unionsq S2−k) thanks to
Lemma 4.3. Furthermore, up to isotopy and skein equivalence, we can restrict to
admissible (C, G)-colorings of the form (Tf , ωh) like the one represented in Figure
7.5 with
f ∈ HomC(V, V ′ ⊗ V0 ⊗ σ(−k)⊗ V ∗0 ), h ∈ G.
Figure 7.5. (C, G)-Coloring of Y of the form (Tf , ωh).
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Indeed, remark that every G-coloring of (Y, Tf ) has to vanish on the relative ho-
mology class B × I joining the base points of the two copies of D2, which is a
sum of relative homology classes contained in the boundary whose evaluations are
prescribed to be zero. Now, to determine which (C, G)-colorings correspond to
trivial morphisms, we can appeal to Lemma 4.6, so let us specify D2 as a 2-di-
mensional cobordism from S1 to ∅, let us specify D3 as a 3-dimensional cobordism
from ∅ to D2 ∪S1 D2, and let us specify S2× I as a 3-dimensional cobordism from
(D2 ∪S1 D2) unionsq S2 to ∅. Now the triviality of the morphism [Y, Tf , ωh, 0] can be
tested by considering all V ′′ ∈ Cg and all
(T, ω) ∈ Sˇ
(
D3; id∅,D2V ′′ ◦ D2V
)
,
(T ′, ω′) ∈ Sˇ
(
S2 × I;
(
D2V ′′ ◦ D2V ′
)
unionsqS2−k, id∅
)
,
and by computing the Costantino-Geer-Patureau invariant CGPC of the resulting
closed 2-morphism of CobadC . We can choose a surgery presentation composed of
a single unknot with framing zero, whose computability can always be forced by
performing generic or projective stabilization outside of (Tf , ωh). Therefore, up to
isotopy, skein equivalence, and multiplication by invertible scalars, we only need to
compute the projective trace of the morphism FC(Tf,f ′,h+h′) for all
f ′ ∈ HomC (V ′ ⊗ V0 ⊗ σ(−k)⊗ V ∗0 , V ) , h′ ∈ {−h}+ (GrX),
where the C-colored ribbon graph Tf,f ′,h+h′ is represented in the left-hand part of
Figure 7.6. This means that, if we consider
eV ′,−k := idV ′ ⊗
(
(
→
evV0 ⊗ idσ(−k)) ◦ (idV0 ⊗ cσ(−k),V ∗0 )
)
,
sV ′,−k := (idV ′ ⊗ idV0 ⊗ c−1σ(−k),V ∗0 ) ◦ (sV ′,0 ⊗ idσ(−k)),
which satisfy eV ′,−k ◦ sV ′,−k = idV ′⊗σ(−k), we get
[Y, Tf , ωh, 0] = ψ(h,−k) ·
[
Y, TsV ′,−k◦eV ′,−k◦f , ω0, 0
]
= ψ(h,−k) · YeV ′,−k◦f .
Figure 7.6. Skein equivalence following from the compatibility
between the G-structure and the Z-action, and from the relative
modularity of C.
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Therefore, we only need to show that Fg is faithful. This follows from the non-
degeneracy of the projective trace t: indeed, if we consider some non-trivial degree
k morphism fk ∈ HomC(V, V ′), then, thanks to Proposition 1.1, there exists a
morphism f ′ ∈ HomC(V ′ ⊗ σ(−k), V ) satisfying tV (f ′ ◦ fk) 6= 0. This means that,
if we choose a retraction rV ′,0 ∈ HomC(V ′ ⊗ V0 ⊗ V ∗0 , V ′) of the monomorphism
idV ′⊗ ←−coevV0 , whose existence is ensured by the injectivity of V ′, and if we consider
rV ′,−k := (rV ′,0 ⊗ idσ(−k)) ◦ (idV ′ ⊗ idV0 ⊗ cσ(−k),V ∗0 ),
cV ′,−k := idV ′ ⊗
(
(idV0 ⊗ c−1σ(−k),V ∗0 ) ◦ (
←−
coevV0 ⊗ idσ(−k))
)
,
which satisfy rV ′,−k ◦ cV ′,−k = idV ′⊗σ(−k), we get
tV
(
FC
(
TsV ′,−k◦fk,f ′◦rV ′,−k,g0
))
= ζψ(g0,−k)tV
(
f ′ ◦ fk) 6= 0. 
Remark 7.1. The proof of the fullness of Fg, and in particular the argument
involving Figure 7.5, shows that in fact, for every fk ∈ HomC(V, V ′), the definition
of Yfk is independent of the choice of the section sV ′,0 of idV ′⊗→evV0 . This property
will be used in the following.
7.2. 2-Discs
We move on to describe universal Z-graded linear functors induced by gener-
ating 1-morphisms of CobadC in terms of various structures over Z-graded subcate-
gories of projective objects of C. In this section we focus on 2-discs, which come in
two flavors. The first family of universal Z-graded linear functors we are going to
consider is quite trivial, and can be described in terms of constant functors. Indeed,
for every g ∈ G and every object V ∈ Proj(Cg), we have a constant Z-graded linear
functor from k to Proj(Cg), which we still denote V , which fits into a commutative
diagram of Z-graded linear functors of the form
AZC(S1g)
Proj(Cg)k
AZC(∅)
Fg
V
ε
AZC
(
D2V
)
Next, we consider a family of universal Z-graded linear functors which can be
described in terms of Hom functors. First of all, for every g ∈ G and every object
V ∈ Cg, not necessarily projective, let
HomC(V, ·) : Proj(Cg)→ VectZk
be the Z-graded linear functor sending every object V ′ of Proj(Cg) to the Z-graded
vector space HomC(V, V ′), and every degree k′ morphism f ′k
′
of HomC(V ′, V ′′)
to the Z-graded linear map HomC(V, f ′k
′
) : HomC(V, V ′) → R−k′ (HomC(V, V ′′))
sending every degree k vector fk of HomC(V, V ′) to the degree k+k′ vector f ′k
′ fk
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of HomC(V, V ′′). Next, let us consider a 3-dimensional cobordism X from ∅ to
(D2 ∪S1 D2)unionsq S2 whose support is given by D3 ⊂ R3 minus an open ball of radius
1
4 and center (0, 0,
1
3 ). Then, for every object V
′ ∈ Proj(Cg), we consider the
Z-graded linear map
V,V ′ : HomC(V, V
′)→ VZC
(
D2V ◦ D2V ′
)
sending every degree k vector fk of HomC(V, V ′) to the degree k vector [Xfk ] of
VZC(D2V ◦ D2V ′), where the 2-morphism
Xfk : id∅ ⇒
(
D2V ◦ D2V ′
)
unionsqS2−k
of CobadC is given by (X,Tfk , ωfk , 0) for the (C, G)-coloring (Tfk , ωfk) of X repre-
sented in Figure 7.7.
Figure 7.7. The 2-morphism Xfk of CobadC .
Proposition 7.2. For every g ∈ G, and for every object V ∈ Cg, the Z-graded
linear maps V,V ′ define a Z-graded natural isomorphism
AZC(∅)
VectZkProj(Cg)
AZC(S1g)
⇓
V
VZC
HomC(V, ·)
Fg
AZC
(
D2V
)
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Proof. The result is established by showing that the Z-graded linear maps
V,V ′ : HomC(V, V
′)→ VZC
(
D2V ◦ D2V ′
)
are natural with respect to degree k′ morphism f ′k
′ ∈ HomC(V ′, V ′′), and that
they are invertible for all objects V ′ ∈ Proj(Cg). All these properties are checked
by adapting the proof of Proposition 7.1. First of all, naturality of V is proved
just like functoriality of Fg. Indeed, we need to show that
D−1d(V0) · VZC
([
idD2V
◦ Yf ′k′
]) ([
Xfk
])
=
[
Xf ′k′fk
]
for every degree k morphism fk ∈ HomC(V, V ′) and every degree k′ morphism
f ′k
′ ∈ HomC(V ′, V ′′). This follows directly from the skein equivalence of Figure
7.3. Next, surjectivity and injectivity of V,V ′ are shown just like fullness and
faitfhulness of Fg. Indeed, for what concerns surjectivity, every degree k vector of
VZC(D2V ◦ D2V ′) is the image of a vector of Sˇ(X; id∅, (D2V ◦ D2V ′)unionsqS2−k) thanks to
Lemma 4.7. Furthermore, up to isotopy and skein equivalence, we can restrict to
admissible (C, G)-colorings of the form (Tf , ωh) like the one represented in Figure
7.8 with
f ∈ HomC(V, V ′ ⊗ V0 ⊗ σ(−k)⊗ V ∗0 ), h ∈ G.
To determine which (C, G)-colorings correspond to trivial morphisms, we can ap-
peal to Lemma 4.8, so let us specify S2 × I as a 3-dimensional cobordism from
(D2 ∪S1 D2) unionsq S2 to ∅. Now the triviality of the degree k vector [X,Tf , ωh, 0] can
be tested by considering all
(T ′, ω′) ∈ Sˇ
(
S2 × I;
(
D2V ◦ D2V ′
)
unionsqS2−k, id∅
)
,
and by computing the Costantino-Geer-Patureau invariant CGPC of the resulting
closed 2-morphism of CobadC . We can choose a surgery presentation composed of
a single unknot with framing zero, whose computability can always be forced by
performing generic or projective stabilization outside of (Tf , ωh). Therefore, up to
Figure 7.8. (C, G)-Coloring of X of the form (Tf , ωh).
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isotopy, skein equivalence, and multiplication by invertible scalars, we only need to
compute the projective trace of the morphism FC(Tf,f ′,h+h′) for all
f ′ ∈ HomC (V ′ ⊗ V0 ⊗ σ(−k)⊗ V ∗0 , V ) , h′ ∈ {−h}+ (GrX),
where the C-colored ribbon graph Tf,f ′,h+h′ is represented in the left-hand part
of Figure 7.5. This means that, using the notation introduced during the proof of
Proposition 7.1, we get
[X,Tf , ωh, 0] = ψ(h,−k) ·
[
X,TsV ′,−k◦eV ′,−k◦f , ω0, 0
]
= ψ(h,−k) · XeV ′,−k◦f .
Therefore, we only need to show injectivity, which follows from the non-degeneracy
of the projective trace t: indeed, if we consider some non-trivial degree k mor-
phism fk ∈ HomC(V, V ′), then, thanks to Proposition 1.1, there exists a morphism
f ′ ∈ HomC(V ′ ⊗ σ(−k), V ) satisfying tV (f ′◦fk) 6= 0. This means that, using again
the notation introduced during the proof of Proposition 7.1, we get
tV
(
FC
(
TsV ′,−k◦fk,f ′◦rV ′,−k,g0
))
= ζψ(g0,−k)tV
(
f ′ ◦ fk) 6= 0. 
7.3. 2-Pants
In this section we focus on a new family of 1-morphisms of CobadC . We define
the 2-pant cobordism P 2 as the 2-dimensional cobordism from S1 unionsqS1 to S1 whose
support is given by D2 minus two open balls of radius 14 and center (− 12 , 0, 0)
and (+ 12 , 0, 0) respectively, and whose incoming and outgoing horizontal boundary
identifications are induced by idS1 through rescaling and translation. Then, let us
consider g, g′ ∈ G.
Definition 7.3. The (g, g′)-colored 2-pant P2g,g′ : S1g unionsqS1g′ → S1g+g′ is the 1-
morphism of CobadC given by(
P 2,∅, ωg,g′ , H1(P 2;R)
)
where ωg,g′ is the only G-coloring of (P 2,∅) which extends ξg unionsq ξg′ and ξg+g′ ,
and which vanishes on all relative homology classes contained in the southern
hemisphere, as represented in Figure 7.9. Similarly, the dual (g, g′)-colored 2-pant
P2g,g′ : S1g+g′ → S1g unionsqS1g′ is the 1-morphism of CobadC given by(
P 2,∅, ωg,g′ , H1(P 2;R)
)
.
Figure 7.9. The (g, g′)-colored 2-pant P2g,g′ .
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The first family of universal Z-graded linear functors we are going to consider
can be described in terms of tensor product functors. First, for all g, g′ ∈ G, let
g,g′ : Proj(Cg)Proj(Cg′)→ Proj(Cg+g′)
be the Z-graded linear functor sending every object (V, V ′) of Proj(Cg)Proj(Cg′)
to the object V ⊗ V ′ of Proj(Cg+g′), and every degree k + k′ morphism fk ⊗ f ′k′
of HomC(V, V ′′)⊗HomC(V ′, V ′′′) to the degree k + k′ morphism(
idV ′′ ⊗
(
(idV ′′′ ⊗ µ−k,−k′) ◦ (cσ(−k),V ′′′ ⊗ idσ(−k′))
)) ◦ (fk ⊗ f ′k′)
of HomC(V ⊗V ′, V ′′⊗V ′′′). Next, for every object (V, V ′) ∈ Proj(Cg)Proj(Cg′),
we consider the degree 0 morphism
0
g,g′,(V,V ′) ∈ HomAZC (S1g+g′ )
(
D2V⊗V ′ ,P2g,g′ ◦
(
D2V unionsqD2V ′
))
,
given by [(D2 × I)(V,V ′) unionsqD30], where the 2-morphism
(D2 × I)(V,V ′) : D2V⊗V ′ ⇒ P2g,g′ ◦
(
D2V unionsqD2V ′ ,
)
of CobadC is given by (D2 × I, T(V,V ′), ω(V,V ′), 0) for the C-colored ribbon graph
T(V,V ′) ⊂ D2 × I represented in Figure 7.10, and for the unique compatible G-
coloring ω(V,V ′) of (D2 × I, T(V,V ′)).
Figure 7.10. The 2-morphism (D2 × I)(V,V ′) of CobadC .
Proposition 7.3. For all g, g′ ∈ G the degree 0 morphisms 0g,g′,(V,V ′) define
a Z-graded natural isomorphism
AZC(S1g+g′)
Proj(Cg+g′)Proj(Cg)Proj(Cg′)
AZC(S1g unionsq S1g′)
⇓
g,g′
Fg+g′
g,g′
µS1g,S1g′
◦ (Fg Fg′)
AZC
(
P2g,g′
)
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Figure 7.11. Skein equivalence witnessing the naturality of g,g′ .
Proof. The result is established by showing that the degree 0 morphisms
0
g,g′,(V,V ′) ∈ HomAZC (S1g+g′ )
(
D2V⊗V ′ ,P2g,g′ ◦
(
D2V unionsqD2V ′ ,
))
are natural with respect to degree k morphisms fk ∈ HomC(V, V ′′) and degree
k′ morphisms f ′k
′ ∈ HomC(V ′, V ′′′), and that they are invertible for all objects
V ∈ Proj(Cg) and V ′ ∈ Proj(Cg′). For what concerns naturality, we need to show
that
D−2d(V0)2 ·
(
AZC(P2g,g′)
) (
µS1g,S1g′
([
Yfk
]⊗ [Yf ′k′ ]))  [(D2 × I)(V,V ′) unionsqD30]
= D−1d(V0) ·
[
(D2 × I)(V ′′,V ′′′) unionsqD30
]  [Y
g,g′ (fk⊗f ′k′ )
]
for every degree k+ k′ morphism fk ⊗ f ′k′ ∈ HomC(V, V ′′)⊗HomC(V ′, V ′′′). This
follows directly from the skein equivalence of Figure 7.11, which gives a graphical
representation of the equality we need to check. Remark that we are using Remark
7.1 in order to assume that
sV ′′⊗V ′′′,0 = (idV ′′ ⊗ cV0⊗V ∗0 ,V ′′′) ◦ (sV ′′,0 ⊗ idV ′′′).
The skein equivalence is proved exactly like the one represented in Figure 7.3: we
use twice the compatibility condition between the G-structure and the Z-action of
C in order to turn every undercrossing of the σ(−k′)-colored edge with the rest of
the graph into an overcrossing. Next, the relative monoidality condition allows us
to remove the surgery component, and the price to pay is a coefficient D−2d(V0).
Then, thanks to isotopy and to the definition of the section sV ′′′,0, we can conclude.
Invertibility is clear from the definition. 
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We move on to study the dual 2-pant cobordism, which gives rise to a family
of universal Z-graded linear functors which can be described in terms of coends
of internal Hom functors. This time, we have to distinguish two cases: either one
of the two colors is generic, or both of them are critical. The two situations can
be treated similarly, although the second one is considerably more complicated,
as it forces us to deal with the non-semisimple part of C, which we control less
effectively. We begin by studying the generic case. First of all, for every g ∈ G and
every generic g′ ∈ GrX, let
g,g′ : Proj(Cg+g′)→ Proj(Cg) ˆProj(Cg′)
be the Z-graded linear functor sending every object V of Proj(Cg+g′) to the object⊕
i∈Ig′
(V ⊗ V ∗i , Vi)
of Proj(Cg) ˆProj(Cg′), and every degree k morphism fk of HomC(V, V ′) to the
degree k morphism(
δij · ( g+g′,−g′(fk ⊗ id0V ∗i )⊗ id
0
Vi)
)
(i,j)∈I2
g′
of
HomC ˆC
⊕
i∈Ig′
(V ⊗ V ∗i , Vi),
⊕
i∈Ig′
(V ′ ⊗ V ∗i , Vi)
 .
Next, we consider a 3-dimensional cobordism with corners W from D2 unionsq D2 to
D2 ∪S1 P 2 whose support is given by I ×D2 ⊂ R3 minus two open balls of radius
1
4 and centers (0, 0, 0) and (1, 0, 0). Then, for every object V ∈ Proj(Cg+g′) and
every i ∈ Ig′ , we consider the degree 0 morphism
0
g,g′,V,i ∈ HomAZC (S1g unionsq S1g′ )
(
D2V⊗V ∗i unionsqD
2
Vi ,P
2
g,g′ ◦ D2V
)
given by [WV,i unionsqD30], where the 2-morphism
WV,i : D2V⊗V ∗i unionsqD
2
Vi ⇒ P2g,g′ ◦ D2V
of CobadC is given by (W,TV,i, ωV,i, 0) for the C-colored ribbon graph TV,i ⊂W rep-
resented in Figure 7.12, and for the unique compatible G-coloring ωV,i of (W,TV,i).
Figure 7.12. The 2-morphism WV,i of CobadC .
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Proposition 7.4. For every g ∈ G and every generic g′ ∈ G rX, the degree
0 morphisms 0g,g′,V,i define a Z-graded natural isomorphism
AˆZC(S1g unionsqS1g′)
Proj(Cg) ˆProj(Cg′)Proj(Cg+g′)
AZC(S1g+g′)
⇓
g,g′
µˆS1g,S1g′
◦ (Fg ˆFg′)
g,g′
Fg+g′
AZC
(
P2g,g′
)
Proof. The result is established by showing that the degree 0 morphisms
(
0
g,g′,V,j
)
(i,j)∈{1}×Ig′
∈ HomAˆZ
C
(S1g unionsq S1g′ )
⊕
i∈Ig′
D2V⊗V ∗j unionsqD
2
Vj ,P
2
g,g′ ◦ D2V

are natural with respect to degree k morphisms fk ∈ HomC(V, V ′), and that they
are invertible for all objects V ∈ Proj(Cg+g′). For what concerns naturality, we
need to show that
D−2d(V0)2 ·
[
WV ′,j unionsqD30
]  µS1g,S1g′
([
Y
g+g′,−g′ (fk⊗id0V ∗
j
)
]
⊗
[
Yid0Vj
])
= D−1d(V0) ·
[
idP2
g,g′
◦ Yfk
]
 [WV,j unionsqD30]
for every j ∈ Ig′ and every degree k morphism fk ∈ HomC(V, V ′). This follows
directly from Lemma 5.4. Next, for what concerns invertibility, we claim that, for
every object V ∈ Proj(Cg+g′), the inverse of the degree 0 morphism([
WV,j unionsqD30
])
(i,j)∈{1}×Ig′
of
HomAˆZ
C
(S1g unionsq S1g′ )
⊕
i∈Ig′
D2V⊗V ∗i unionsqD
2
Vi ,P
2
g,g′ ◦ D2V

is given by the degree 0 morphism
D−1 · (d(Vi) · [WV,i unionsqD30])(i,j)∈Ig′×{1}
of
HomAˆZ
C
(S1g unionsq S1g′ )
P2g,g′ ◦ D2V ,⊕
i∈Ig′
D2V⊗V ∗i unionsqD
2
Vi
 ,
where the 2-morphism
WV,i : P2g,g′ ◦ D2V ⇒ D2V⊗V ∗i unionsqD
2
Vi
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Figure 7.13. The 2-morphism (I× S1 × I)g′,V of CobadC .
of CobadC is given by (W,TV,i, ωV,i, 0) for the C-colored ribbon graph TV,i ⊂ W
obtained from TV,i by reversing the orientation of all edges and vertical boundaries
of coupons. Indeed, on the one hand the equality
D−1d(Vi) ·
[
WV,i unionsqD30
]  [WV,j unionsqD30] = δij · [idD2
V⊗V ∗
i
unionsq idD2Vi unionsqD
3
0
]
follows directly from Lemmas 4.2 and 5.1. On the other hand, we have∑
h∈Ig′
d(Vh) ·
[
WV,h unionsqD30
]  [WV,h unionsqD30] = D−1 · [(I× S1 × I)g′,V unionsqD30] ,
where the 2-morphism
(I× S1 × I)g′,V : P2g,g′ ◦ D2V ⇒ P2g,g′ ◦ D2V
of CobadC is given by (I × S1 × I, Tg′,V , ωg′,V , 0) for the C-colored ribbon graph
Tg′,V ⊂ I × S1 × I represented in Figure 7.13, and for the unique compatible
G-coloring ωg′,V of (I × S1 × I, Tg′,V ). Then, thanks to the relative modularity
condition for ζ = D2, and thanks to the definition of the section sV,0, we get
D−1 ·
∑
h∈Ig′
d(Vh) ·
[
WV,h unionsqD30
]  [WV,h unionsqD30] = [id0P2
g,g′◦D2V
]
. 
We move on to study the critical case. The strategy is the same as before,
but this time the description is more complicated, because dominating sets for ho-
mogeneous subcategories of projective objects of critical degree are not completely
reduced. This means we need some preparation, so let us start by fixing some no-
tation. For all critical x, x′ ∈ X, for every object V ∈ Proj(Cx+x′), and for every
(i, j) ∈ I2gx′+x′ , we denote with TV ij the C-colored ribbon graph represented in
Figure 7.14, and we set
p0V ij := D
−2d(Vi) · FC (TV ij)⊗ ε.
Next, let us establish a key technical result for our characterization.
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Figure 7.14. The C-colored ribbon graph TV ij .
Lemma 7.1. The degree 0 morphisms
p0V ij ∈ HomC(V ⊗ Vx′ ⊗ V ∗j ⊗ Vj ⊗ V ∗x′ , V ⊗ Vx′ ⊗ V ∗i ⊗ Vi ⊗ V ∗x′)
satisfy ∑
h∈Ig
x′+x′
p0V ih  p0V hj = p0V ij ,
and there exist some integer Nij, some degree kn morphism
pknV ijn ∈ HomC(V ⊗ Vx′ ⊗ V ∗j , V ⊗ Vx′ ⊗ V ∗i )
and some degree −kn morphism
p′−knijn ∈ HomC(Vj ⊗ V ∗x′ , Vi ⊗ V ∗x′)
for some kn ∈ Z and for every integer 1 6 n 6 Nij, which satisfy
p0V ij =
Nij∑
n=1
x,x′(p
kn
V ijn ⊗ p′−knijn ).
Proof. If we denote with T ′V ij the C-colored ribbon graph represented in
Figure 7.15, then we have∑
h∈Ig
x′+x′
p0V ih  p0V hj = D−4d(Vi) · FC
(
T ′V ij
)⊗ ε.
The relative modularity condition applied to the Ωgx′+x′ -colored component, to-
gether with the definition of the section sV,x′ of idV ⊗ →evVx′ , gives the desired
equality. Furthermore, the fact that p0V ij belongs to the image of x,x′ follows
directly from Remark 1.2, which allows us to decompose
idVj ⊗ idV ∗x′ ⊗ idVx′ ⊗ idV ∗i =
Nij∑
n=1
rn ◦ sn
for some morphisms
sn ∈ HomC(Vj ⊗ V ∗x′ ⊗ Vx′ ⊗ V ∗i , Vhn ⊗ σ(kn)⊗ V ∗0 ),
rn ∈ HomC(Vhn ⊗ σ(kn)⊗ V ∗0 , Vj ⊗ V ∗x′ ⊗ Vx′ ⊗ V ∗i ).
Then, the relative modularity condition applied to the Ωg0 -colored knot of Figure
7.14 gives the desired property. 
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Figure 7.15. The C-colored ribbon graph T ′V ij .
For all critical indices x, x′ in X let
x,x′ : Proj(Cx+x′)→ Proj(Cx) ˆProj(Cx′)
be the Z-graded linear functor sending every object V of Proj(Cx+x′) to the object
im
(
p0V ij
)
(i,j)∈I2
g
x′+x′
of Proj(Cx) ˆProj(Cx′) given by
p0V ij :=
NV ij∑
n=1
pknV ijn ⊗ p′−knijn
and every degree k morphism fk of HomC(V, V ′) to the degree k morphism(
fkij
)
(i,j)∈I2
g
x′+x′
of
HomC ˆC
(
im
(
p0V ij
)
(i,j)∈I2
g
x′+x′
, im
(
p0V ′ij
)
(i,j)∈I2
g
x′+x′
)
given by
fkij :=
∑
h∈Ig
x′+x′
p0V ′ih 
(
x+x′,−x′
(
fk ⊗ id0Vx′⊗V ∗h
)
⊗ id0Vh⊗V ∗x′
)
 p0V hj
Next, for every object V ∈ Proj(Cx+x′) and every j ∈ Igx′+x′ , we consider the
degree 0 morphism
0
x,x′,V,j ∈ HomAZC (S1x unionsq S1x′ )
(
D2V⊗Vx′⊗V ∗j unionsqD
2
Vj⊗V ∗x′ ,P
2
x,x′ ◦ D2V
)
given by
D−2d(V0)2 ·
∑
i∈Ig
x′+x′
[
Wx′,V,i unionsqD30
]  µS1x,S1x′ ([Yp0V ij])
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where
D−2d(V0)2 ·
[
Yp0V ij
]
:= (Fx Fx′)
(
p0V ij
)
,
and where the 2-morphism
Wx′,V,i : D2V⊗Vx′⊗V ∗i unionsqD
2
Vi⊗V ∗x′ ⇒ P
2
x,x′ ◦ D2V
of CobadC is given by (W,Tx′,V,i, ωx′,V,i, 0) for theC-colored ribbon graph Tx′,V,i ⊂W
represented in Figure 7.16, where
sx′,V,i :=
(
(idV ⊗ idVx′ ⊗
←
evVx′ ) ◦ (sV,x′ ⊗ idVx′ )
)⊗ idV ∗i ,
and for the unique compatible G-coloring ωx′,V,i of (W,Tx′,V,i).
Figure 7.16. The 2-morphism Wx′,V,i of CobadC .
Proposition 7.5. For all x, x′ ∈ X the degree 0 morphisms 0x,x′,V,i define a
Z-graded natural isomorphism
AˆZC(S1x unionsq S1x′)
Proj(Cx) ˆProj(Cx′)Proj(Cx+x′)
AZC(S1x+x′)
⇓
x,x′
µˆS1x,S1x′
◦ (Fx ˆFx′)
x,x′
Fx+x′
AZC
(
P2x,x′
)
Proof. The result is established by showing that the degree 0 morphisms(
0
x,x′,V,j
)
(i,j)∈{1}×Ig
x′+x′
of
HomAˆZ
C
(S1x unionsq S1x′ )
(
im
(
D−2d(V0)2 ·
(
µS1x,S1x′
([
Yp0V ij
]))
(i,j)∈I2
g
x′+x′
)
,P2x,x′ ◦ D2V
)
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are natural with respect to degree k morphisms fk ∈ HomC(V, V ′), and that they
are invertible for all objects V ∈ Proj(Cx+x′). For what concerns naturality, we
need to show that
D−2d(V0)2 ·
∑
i∈Ig
x′+x′
[
Wx′,V ′,i unionsqD30
]  µS1x,S1x′ ([Yfkij])
= D−3d(V0)3 ·
∑
i∈Ig
x′+x′
[
idP2
x,x′
◦ Yfk
]
 [Wx′,V,i unionsqD30]  µS1x,S1x′ ([Yp0V ij])
for every j ∈ Ig′ and every degree k morphism fk ∈ HomC(V, V ′), where
D−2d(V0)2 ·
[
Yfkij
]
:= (Fx Fx′)
(
fkij
)
.
This follows directly from Lemma 5.4. Next, for what concerns invertibility, we
claim that, for every object V ∈ Proj(Cx+x′), the inverse of the degree 0 morphism
D−2d(V0)2 ·
 ∑
h∈Ig
x′+x′
[
Wx′,V,h unionsqD30
]  µS1x,S1x′ ([Yp0V hj])

(i,j)∈{1}×Ig
x′+x′
of
HomAˆZ
C
(S1x unionsq S1x′ )
(
im
(
D−2d(V0)2 ·
(
µS1x,S1x′
([
Yp0V ij
]))
(i,j)∈I2
g
x′+x′
)
,P2x,x′ ◦ D2V
)
is given by the degree 0 morphism
D−3d(V0)2 ·
 ∑
h∈Ig
x′+x′
d(Vh) · µS1x,S1x′
([
Yp0V ih
])
 [Wx′,V,h unionsqD30]

(i,j)∈Ig
x′+x′
×{1}
of
HomAˆZ
C
(S1x unionsq S1x′ )
(
P2x,x′ ◦ D2V , im
(
D−3d(V0)2 ·
(
µS1x,S1x′
([
Yp0V ij
]))
(i,j)∈I2
g
x′+x′
))
,
where the 2-morphism
Wx′,V,i : P2x,x′ ◦ D2V ⇒ D2V⊗Vx′⊗V ∗i unionsqD
2
Vi⊗V ∗x′
of CobadC is given by (W,Tx′,V,i, ωx′,V,i, 0) for the C-colored ribbon graph Tx′,V,i ⊂W
obtained from Tx′,V,i by reversing the orientation of all edges and vertical boundaries
of coupons, and by changing the color of the latter to idV⊗Vx′⊗V ∗i . Indeed, on the
one hand the equality
D−1d(Vi) ·
[
Wx′,V,i unionsqD30
]  [Wx′,V,j unionsqD30] = D−2d(V0)2 · µS1x,S1x′ ([Yp0V ij])
follows directly from Lemmas 4.2, 5.1, and 7.1. On the other hand, we have
D−2d(V0)2 ·
∑
h,h′∈Ig
x′+x′
d(Vh) ·
[
Wx′,V,h′ unionsqD30
]  µS1x,S1x′ ([Yp0V h′h])  [Wx′,V,h unionsqD30]
= D−3 · [(I× S1 × I)x′,V unionsqD30] ,
where the 2-morphism
(I× S1 × I)x′,V : P2x,x′ ◦ D2V ⇒ P2x,x′ ◦ D2V
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Figure 7.17. The 2-morphism (I× S1 × I)x′,V of CobadC .
of CobadC is given by (I × S1 × I, Tx′,V , ωx′,V , 0) for the C-colored ribbon graph
Tx′,V ⊂ I × S1 × I represented in Figure 7.17, and for the unique compatible G-
coloring ωx′,V of (I × S1 × I, Tx′,V ). Then, using twice the relative modularity
condition with ζ = D2, we get
D−3d(V0)2 ·
∑
h,h′∈Ig
x′+x′
d(Vh) ·
[
Wx′,V,h′ unionsqD30
]  µS1x,S1x′ ([Yp0V h′h])  [Wx′,V,h unionsqD30]
=
[
id0P2
x,x′◦D2V
]
.

7.4. 2-Cylinders
In this section we focus on a very simple family of 1-morphisms of CobadC . In
order to introduce it, let us consider g, h ∈ G.
Definition 7.4. The (g, h)-colored 2-cylinder (I × S1)g,h : S1g → S1g is the
1-morphism of CobadC given by(
I × S1,∅, ϑg,h, H1(I × S1;R)
)
where ϑg,h is the unique G-coloring of (I × S1,∅) extending ξg which satisfies
〈ϑg,h, I × A〉 = h for the relative homology class I × A joining the base points of
the two copies of S1, as represented in Figure 7.18.
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Figure 7.18. The 1-morphism (I× S1)g,h of CobadC .
The family of universal Z-graded linear functors we are going to discuss now can
be described in terms of the bilinear map which governs the compatibility between
the G-structure and the Z-action. First, for all g, h ∈ G, let
Ig,h : Proj(Cg)→ Proj(Cg)
be the Z-graded linear functor given by the identity on objects of Proj(Cg), and by
a rescaling map of a factor ψ(h,−k) on degree k morphisms of Proj(Cg). Next, for
all g, h ∈ G and every object V of Proj(Cg), we consider the degree 0 morphism
0
g,h,V ∈ HomAZC (S1g)
(
D2V ,
(
I× S1)
g,h
◦ D2V
)
given by [(D2 × I)V,h)unionsqD30], where the 2-morphism(
D2 × I)
V,h
: D2V ⇒
(
I× S1)
g,h
◦ D2V
of CobadC is given by (D2 × I, PV × I, ωV,h, 0) for the (C, G)-coloring PV × I, ωV,h
of D2 × I represented in Figure 7.3.
Proposition 7.6. For all g, h ∈ G the degree 0 morphisms 0g,h,V define a
Z-graded natural isomorphism
AZC(S1g)
Proj(Cg)Proj(Cg)
AZC(S1g)
⇓
g,h
Fg
Ig,h
Fg
AZC
((
I× S1)
g,h
)
Proof. The result is established by showing that the degree 0 morphisms
0
g,h,V ∈ HomAZC (S1g)
(
D2V ,
(
I× S1)
g,h
◦ D2V
)
are natural with respect to degree k morphisms fk ∈ HomC(V, V ′), and that they
are invertible for all objects V ∈ Proj(Cg). For what concerns naturality, we need
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to show that[
id(I×S1)g,h ◦ Yfk
]
 [(D2 × I)V,h unionsqD30] = ψ(h,−k) · [(D2 × I)V ′,h unionsqD30]  [Yfk]
for every degree k morphism fk ∈ HomC(V, V ′). In order to do this, we can appeal
to Lemma 4.6, so let us specify D2 as a 2-dimensional cobordism from S1 to ∅,
let us specify D3 as a 3-dimensional cobordism from ∅ to D2 ∪S1 D2, and let us
specify S2× I as a 3-dimensional cobordism from (D2 ∪S1 (I ×S1)∪S1 D2)unionsqS2 to
∅. Now the identity can be tested by considering all V ′′ ∈ Cg and all
(T, ω) ∈ Sˇ
(
D3; id∅,D2V ′′ ◦ D2V
)
,
(T ′, ω′) ∈ Sˇ
(
S2 × I;
(
D2V ′′ ◦
(
I× S1)
g,h
◦ D2V ′
)
unionsqS2−k, id∅
)
,
and by computing the Costantino-Geer-Patureau invariant CGPC of the resulting
closed 2-morphisms of CobadC . We can choose a surgery presentation composed
of a single unknot with framing zero, whose computability can always be forced
by performing generic or projective stabilization. Therefore, up to isotopy, skein
equivalence, and multiplication by invertible scalars, we only need to check that
tV (FC(Tf,f ′,h+h′)) = ψ(h,−k)tV (FC(Tf,f ′,h′))
for all
f ′ ∈ HomC (V ′ ⊗ V0 ⊗ σ(−k)⊗ V ∗0 , V ) , h′ ∈ ({−h}+ (GrX)) ∩ (GrX),
where the C-colored ribbon graph Tf,f ′,h+h′ is represented in the left-hand part
of Figure 7.6. That same skein equivalence gives the identity we are looking for.
Therefore, we only need to check invertibility, which follows directly from the defi-
nition. 
We are missing one last family of generating 1-morphisms of CobadC from our
description: indeed, for every generic g ∈ G r X, the g-colored 1-sphere S1g is a
dualizable object of CobadC , whose dual object is given by the −g-colored 1-sphere
S2−g, with right evaluation and coevaluation given by the (g, 0)-colored 2-cylinders
D2 ◦ P2g,−g : ∅ → S1g unionsqS1−g and P2−g,g ◦ D2 : ∅ → S1−g unionsqS1g. However, the latter
cannot be obtained from the previous 1-morphisms, because D2 is not admissible.
Fortunately, no additional work is required in order to figure out the universal
Z-graded linear functor AZC(P2−g,g ◦ D2). Indeed, for every generic g ∈ GrX, let
−g,g( ) : k→ Proj(C−g) ˆProj(Cg)
be the Z-graded linear functor sending the unique object of k to the object⊕
i∈Ig
(V ∗i , Vi)
of Proj(C−g) ˆProj(Cg). Then, for every i ∈ Ig, we consider the degree 0 morphism
0
−g,g,i ∈ HomAZC (S1−g unionsq S1g)
(
D2V ∗i unionsqD
2
Vi ,P
2−g,g ◦ D2
)
given by [Wi unionsqD30], where the 2-morphism
Wi : D2V ∗i unionsqD
2
Vi ⇒ P2−g,g ◦ D2
of CobadC is given by (W,Ti, ωi, 0) for the C-colored ribbon graph Ti ⊂ W repre-
sented in Figure 7.19, and for the unique compatible G-coloring ωi of (W,Ti).
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Figure 7.19. The 2-morphism Wi of CobadC .
Then, for every generic g ∈ GrX we have a Z-graded natural isomorphism
AˆZC(S1−g unionsqS1g)
Proj(C−g) ˆProj(Cg)k
AZC(∅)
⇓
−g,g
µˆS1−g,S1g ◦ (F−g ˆFg)
−g,g( )
ε
AZC
(
P2−g,g ◦ D2
)
Remark that the proof of this claim can be adapted directly from the proof of
Proposition 7.4. The inverse of the degree 0 morphism([
Wj unionsqD30
])
(i,j)∈{1}×Ig
of
HomAˆZ
C
(S1−g unionsq S1g)
⊕
i∈Ig
D2V ∗i unionsqD
2
Vi ,P
2−g,g ◦ D2

is given by the degree 0 morphism
D−1 · (d(Vi) · [Wi unionsqD30])(i,j)∈Ig×{1}
of
HomAˆZ
C
(S1−g unionsq S1g)
P2−g,g ◦ D2,⊕
i∈Ig
D2V ∗i unionsqD
2
Vi
 ,
where the 2-morphism
Wi : P2−g,g ◦ D2 ⇒ D2V ∗i unionsqD
2
Vi
of CobadC is given by (W,Ti, ωi, 0) for the C-colored ribbon graph Ti ⊂ W ob-
tained from Ti by reversing the orientation of all edges and vertical boundaries of
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coupons. However this time, in order to obtain a computable surgery presentation
of W ∪D2unionsqD2 W inside I × S1 × I with respect to the (C, G)-coloring(
Ti ∪PV ∗
i
unionsqPVi Ti, ωi ∪ϑV ∗i unionsqϑVi ωi
)
,
we first have to perform a generic stabilization of index g along the generic curve
{ 12}×S1×{ 12}, then we have to perfrom a projective stabilization of index g0 along
one of the resulting projective components, and only then we can slide a V0-colored
edge over the surgery knot. The rest of the proof is unchanged.
7.5. Examples of computations
In this section we provide a combinatorial description of universal Z-graded
vector spaces associated with families of closed surfaces.
Remark 7.2. The genus 0 case follows immediately from Section 7.2: indeed,
suppose = (Σ,P, 0, {0}) is a closed connected 1-morphism of CobadC which ad-
mits a positive diffeomorphism f : S2 → Σ, and suppose P ⊂ Σ is composed of a
single positive point of color FC(P ) ∈ Proj(C0). Then Proposition 7.2 implies
VZC( ) ∼= HomC( , FC(P )).
We move on to the genus 1 case, so let us begin by fixing our terminology. We
say a cohomology class ϑ ∈ H1(S1 × S1;G) is generic if the meridian {(1, 0)} × S1
is a generic curve with respect to ϑ, which means its homology class m satisfies
〈ϑ,m〉 ∈ G r X. A generic surface of genus 1 is a closed connected 1-morphism
= (Σ,∅, ϑ,L) of CobadC which admits a generic identification f : S1×S1 → Σ,
which is a positive diffeomorphism such that f∗(ϑ) is generic. This condition is
equivalent to the existence of a generic curve γ ⊂ Σ.
Proposition 7.7. If = (Σ,∅, ϑ,L) is a generic surface of genus 1, and if
f : S1 × S1 → Σ is a generic identification, then
dimk
(
VZC( )
)
=
∣∣I〈f∗(ϑ),m〉∣∣ .
Proof. Let us set
g := 〈f∗(ϑ),m〉 ∈ GrX, h := 〈f∗(ϑ), `〉 ∈ G,
where ` denotes the homology class of the longitude S1 × {(0, 1)}. Then, we can
decompose , up to isomorphism, as
D2 ◦ P2−g,g ◦
(
(I× S1)−g,−h unionsq idS1g
)
◦ P2−g,g ◦ D2.
Therefore, thanks to Propositions 7.2, 7.3, 7.4, and 7.6, VZC( ) is isomorphic to⊕
i∈Ig
HomC ( , V ∗i ⊗ Vi) .
This allows us to conclude. 
We say a (C, G)-coloring (P, ϑ) of S1 × S1 is critical if the C-colored ribbon
set P ⊂ S1 × S1 is composed of a single positive point of color FC(P ) ∈ Proj(C0),
and if the cohomology class ϑ ∈ H1(S1 × S1 r P ;G) admits no generic curve. A
critical surface of genus 1 is a closed connected 1-morphism = (Σ,P, ϑ,L) of
CobadC which admits a critical identification f : S1 × S1 → Σ, which is a positive
diffeomorphism such that (f−1(P ), f∗(ϑ)) is critical. For all critical x, y ∈ X, for
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every object V ∈ Proj(C0), and for every (i, j) ∈ I2gx+x, we denote with TV ijy the
C-colored ribbon graph represented in Figure 7.20, and we set
p0V ijy := D
−2d(Vi) · FC (TV ijy)⊗ ε.
Figure 7.20. The C-colored ribbon graph TV ijy.
Proposition 7.8. If = (Σ,P, ϑ,L) is a critical surface of genus 1, and if
f : S1 × S1 → Σ is a critical identification, then
VZC( ) ∼= HomCˆ
(
, im
((
p0FC(P )ij〈f∗(ϑ),`〉
)
(i,j)∈I2
g〈f∗(ϑ),m〉+〈f∗(ϑ),m〉
))
.
Proof. Let us set
V := FC(P ) ∈ Proj(C0), x := 〈f∗(ϑ),m〉 ∈ X, y := 〈f∗(ϑ), `〉 ∈ X.
Then, we can decompose , up to isomorphism, as
D2 ◦ P2−x,x ◦
(
idS1−x unionsq(I× S1)x,y
)
◦ P2−x,x ◦ D2V .
But now remark that, if
p0V ij0 =
Nij∑
n=1
−x,x(pknV ij0n ⊗ p′−knij0n ),
then
p0V ijy =
Nij∑
n=1
ψ(y, kn) · −x,x(pknV ij0n ⊗ p′−knij0n )
for every (i, j) ∈ I2gx+x. Therefore, thanks to Propositions 7.2, 7.3, 7.4, and 7.6, we
can conclude. 
Next, we discuss surfaces of genus n > 1, although we restrict to the generic
case for our study. First of all, let us start by fixing our notation. If G is an
oriented trivalent graph, whose set of vertices is denoted V, and whose set of edges
is denoted E, then, for every vertex v ∈ V, we denote with Ev the set of germs
of edges of E which are incident to v, and we denote with εv : Ev → {+,−} the
function associating the sign + with incoming germs of edges, and the sign − with
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outgoing ones. If G is an ordered trivalent graph, and if V :E → C is a C-coloring
of E, then we set
Hv(V ) := HomC
(
,
⊗
e∈Ev
V (e)εv(e)
)
for every v ∈ V, where V (e)+ := V (e) and V −(e) := V (e)∗ for every e ∈ Ev.
For our description, we will focus on a particular family of graphs. For every
integer n > 1, we consider the oriented planar trivalent graph Gn ⊂ R2 × {0} ⊂ R3
represented in Figure 7.21.
Figure 7.21. Trivalent graph of genus n.
Let Σn be the closed surface of genus n obtained as the boundary of a standard
tubular neighborhoodHn ofGn in R3. Letmi denote a positive meridian of the edge
ei, let m′i denote a positive meridian of the edge e′i, and let m′′i denote a positive
meridian of the edge e′′i for all integers 1 6 i < n. We use the same notation for the
corresponding homology classes, with the exception of the meridians mi, which all
determine the same homology classm0. We say a cohomology class ϑn ∈ H1(Σn;G)
is generic if
〈ϑn,m0〉, 〈ϑn,m′i〉, 〈ϑn,m′′i 〉 ∈ GrX
for all integers 1 6 i < n. A generic surface of genus n is a closed connected
1-morphism = (Σ,∅, ϑ,L) of CobadC which admits a generic identification
f : Σn → Σ, which is a positive diffeomorphism such that f∗(ϑ) is generic. Then,
let us give a sufficient condition for the genericity of surfaces of genus n which re-
quires some additional terminology. We say a generic g ∈ GrX is doubly generic
if 〈g〉 6⊂ (g1 +X)∪ (g2 +X) for all g1, g2 ∈ G, where 〈g〉 denotes the cyclic subgroup
of G generated by g. Then, if Σ is a 2-dimensional cobordism, and if ϑ ∈ H1(Σ;G)
is a cohomology class, we say an embedded closed oriented curve γ ⊂ Σ is doubly
generic with respect to ϑ if 〈ϑ, γ〉 ∈ GrX is doubly generic.
Lemma 7.2. If = (Σ,∅, ϑ,L) is a closed connected 1-morphism of CobadC
of genus n > 1 which admits a doubly generic curve γ ⊂ Σ, then is generic.
Proof. The argument can be directly adapted from the proof of Proposition
6.5 of [BCGP16]. Indeed, let us consider a positive diffeomorphism f : Σn → Σ
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sending the embedded closed oriented curvem1 to γ, and let us consider the integral
basis
{m0,m′1, . . . ,m′n−1} ⊂ H1(Σn;Z)
of ker(i∂Hn∗) ⊂ H1(Σn;R) for the inclusion i∂Hn : ∂Hn ↪→ Hn. Then, we claim
that, for every integer 1 6 i < n, there exists some ki ∈ Z such that
〈f∗(ϑ),m′i + ki ·m0〉, 〈f∗(ϑ),m′i + (ki − 1) ·m0〉 ∈ GrX.
This can be proven by contradiction. Indeed, suppose there exists some integer
1 6 i < n such that either 〈f∗(ϑ),m′i+k ·m0〉 ∈ X or 〈f∗(ϑ),m′i+(k−1) ·m0〉 ∈ X
for every k ∈ Z. Then, since
k〈f∗(ϑ),m0〉 = −〈f∗(ϑ),m′i〉+ 〈f∗(ϑ),m′i + k ·m0〉
= −〈f∗(ϑ),m′i −m0〉+ 〈f∗(ϑ),m′i + (k − 1) ·m0〉,
this means
k〈f∗(ϑ),m0〉 ∈ (−〈f∗(ϑ),m′i〉+X) ∪ (−〈f∗(ϑ),m′i −m0〉+X)
for every k ∈ Z. This is a contradiction, because 〈f∗(ϑ),m0〉 is doubly generic.
Then, let us consider the integral basis
{m0,m′1 + k1 ·m0, . . . ,m′n−1 + kn−1 ·m0} ⊂ H1(Σn;Z)
of ker(i∂Hn∗) ⊂ H1(Σn;R). It is clear from the definition that
〈f∗(ϑ),m′i + ki ·m0〉, 〈f∗(ϑ),m0 − (m′i + ki ·m0)〉 ∈ GrX
for every integer 1 6 i < n. Now let f ′ : Σn → Σn be an automorphism of Σn
satisfying f ′∗(m0) = m0 and f ′∗(m′i) = m′i+ki ·m0 for every integer 1 6 i < n, which
exists because the mapping class group of Σn acts transitively on the set of integral
bases of any Lagrangian subspace of H1(Σn;R). Then, we can set (f ◦ f ′)∗(ϑ) is
generic. 
If Gn is generic with respect to a cohomology class ϑn ∈ H1(Σn;R), then we
define the set Col(En, ϑn) of fundamental ϑn-compatible C-colorings of En to beV :En → C
∣∣∣∣∣
V (ei) ∈ Θ(C〈ϑn,mi〉),
V (e′i) ∈ Θ(C〈ϑn,m′i〉),
V (e′′i ) ∈ Θ(C〈ϑn,m′′i 〉)
∀ 1 6 i < n
 .
Proposition 7.9. If = (Σ,∅, ϑ,L) is a generic surface of genus n > 1,
and if f : Σn → Σ is a generic identification, then
VZC( ) ∼=
⊕
V ∈Col(En,f∗(ϑ))
⊗
v∈Vn
Hv(V ).
Proof. Let us set
g0 := 〈f∗(ϑ),m0〉, h0 := 〈f∗(ϑ), `0〉, g′i := 〈f∗(ϑ),m′i〉, h′i := 〈f∗(ϑ), `′i〉,
where `0 denotes the homology class determined by the cycle
n−1∑
i=1
ei + e
′
i,
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Figure 7.22. The 1-morphism Jg′i,h′i of Cob
ad
C .
and where `′i denotes the homology class determined by the cycle e′i − e′′i using the
blackboard framing for every integer 1 6 i < n. Then, we can decompose , up to
isomorphism, as
D2 ◦ P2−g0,g0 ◦
(
(I× S1)−g0,−h0 unionsq
(
Jg′n−1,h′n−1 ◦ . . . ◦ Jg′1,h′1
))
◦ P2−g0,g0 ◦ D2
for the 1-morphisms Jg′i,h′i : S
1
g0 → S1g0 of CobadC represented Figure 7.22 for every
integer 1 6 i < n. Therefore, thanks to Propositions 7.2, 7.3, 7.4, and 7.6, we can
conclude. 

APPENDIX A
Unrolled quantum groups
In this appendix we construct the main families of examples of relative modular
categories, which come from finite-dimensional weight representations of unrolled
quantum groups at roots of unity. More precisely, we specialize the deformation
parameter q to e
2pii
r for some integer r called the level of the theory. We distinguish
two cases: when r is even, the representation theory is slightly more complicated,
and explicit examples have been constructed so far only for the Lie algebra sl2.
The resulting quantum invariants and TQFTs are very interesting, as it is this
particular family that contains the abelian Reidemeister torsion. When r is odd,
we have a relative modular category associated with every simple Lie algebra g.
Many properties of these quantum groups are collected in [CGP14], [CGP15],
[BCGP16], [D15], and [GP13].
A.1. Even roots of unity
For this section we will focus on the Lie algebra sl2. If q is a formal parameter,
then for every integer k > ` > 0 we set
{k} := qk − q−k, [k] := {k}{1} , [k]! := [k][k − 1] · · · [1],
[
k
`
]
:=
[k]!
[`]![k − `]! .
Let Uqsl2 denote the quantum group of sl2, which is the C(q)-algebra with genera-
tors K,K−1, E, F and relations
KK−1 = K−1K = 1, KEK−1 = q2 · E, KFK−1 = q−2 · F,
[E,F ] =
K −K−1
q − q−1 .
Then Uqsl2 can be made into a Hopf algebra by setting
∆(K) = K ⊗K, ε(K) = 1, S(K) = K−1,
∆(E) = E ⊗K + 1⊗ E, ε(E) = 0, S(E) = −EK−1,
∆(F ) = F ⊗ 1 +K−1 ⊗ F, ε(F ) = 0, S(F ) = −KF.
Let us fix an even integer r > 4 with the further condition that r 6≡ 0 modulo 8,
and let us specialize q to e
2pii
r . The unrolled quantum group of sl2 is the C-algebra
UHq sl2 obtained from Uqsl2 by adding the generator H and the relations
[H,K] = 0, [H,E] = 2 · E, [H,F ] = −2 · F, E r2 = F r2 = 0.
Then UHq sl2 can be made into a Hopf algebra by setting
∆(H) = H ⊗ 1 + 1⊗H, ε(H) = 0, S(H) = −H,
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and we denote with UHq h, with UHq n+, and with UHq n− the subalgebras of UHq sl2
generated by H, by E, and by F respectively. Remark that UHq sl2 is a pivotal Hopf
algebra, with pivotal element K
r
2+1.
Let us move on to discuss the representation theory of UHq sl2. For every z ∈ C
let us introduce the notation
qz := e
z2pii
r , {z} := qz − q−z.
A finite-dimensional UHq sl2-module V is a weight module if it is a semisimple UHq h-
module and if for every λ ∈ C and every v ∈ V we have
ρV (H)(v) = λ · v ⇒ ρV (K)(v) = qλ · v.
If we denote with C the full subcategory of the linear category of finite-dimensional
UHq sl2-modules whose objects are weight modules, thenC can be made into a ribbon
linear category as follows: if V and V ′ are objects of C their braiding morphism is
given by
cV,V ′ : V ⊗ V ′ → V ′ ⊗ V
v ⊗ v′ 7→ τV,V ′(R0,V,V ′((ρV ⊗ ρV ′)(Θ)(v ⊗ v′)))
for the linear maps R0,V,V ′ : V ⊗ V ′ → V ⊗ V ′ and τV,V ′ : V ⊗ V ′ → V ′ ⊗ V deter-
mined by
R0,V,V ′(v ⊗ v′) := q λλ
′
2 · v ⊗ v′, τV,V ′(v ⊗ v′) := v′ ⊗ v
for all v ∈ V , v′ ∈ V ′ satisfying
ρV (H)(v) = λ · v, ρV ′(H)(v′) = λ′ · v′,
and for the element Θ ∈ UHq n+ ⊗ UHq n− given by
Θ :=
r
2−1∑
b=0
{1}b
[b]!
q
b(b−1)
2 · Eb ⊗ F b.
If we set G := C/2Z, then C supports the structure of a G-category: indeed,
for every γ ∈ C we can define the homogeneous subcategory C[γ] to be the full
subcategory of C with objects given by weight modules whose weights are all of
the form γ + 2k for some k ∈ Z. Furthermore, if we set
r¯ :=
r
gcd
(
2, r2
) ,
then we can define Z := r¯Z, and we have a free realization σ : Z → C[0] mapping
every k ∈ Z to the object σ(k) ∈ C[0] given by the vector space C with UHq sl2-action
specified by
ρσ(k)(H)(1) := k, ρσ(k)(E)(1) := 0, ρσ(k)(F )(1) := 0.
Now the bilinear map
ψ : G× Z → C∗
([γ], k) 7→ qγk
satisfies cσ(k),V ◦ cV,σ(k) = ψ([γ], k) · idV⊗σ(k) for every γ ∈ C, every V ∈ C[γ], and
every k ∈ Z. If we consider the critical set X := Z/2Z then, as proved in Theorem
5.2 of [CGP15], the category C[γ] is semisimple for every [γ] ∈ GrX. Therefore,
the last ingredient we are missing is a projective trace. In order to define it, let
us introduce typical UHq sl2-modules. First of all, we say a vector v+ of a weight
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UHq sl2-module V is a highest weight vector if ρV (E)(v+) = 0. Analogously, we
say a vector v− of V is a lowest weight vector if ρV (F )(v−) = 0. Then for every
λ ∈ C there exists a simple weight UHq sl2-module Vλ featuring a heighest weight
vector of weight λ. Remark that this highest weight notation for simple UHq sl2-
modules agrees with the one used in [GPT09] and in [GP13], but differs from the
middle weight notation used in [CGP14] and in [CGP15]. This module is unique
up to isomorphism, and every simple UHq sl2-module is of this form, see Lemma
5.3 of [CGP15]. Every such module also has a lowest weight vector, and it is
called typical if its lowest weight is given by λ− 2(r − 1). If we consider the set
C¨ := (Cr Z) ∪ ({r − 1}+ rZ) then Vγ is typical if and only if γ ∈ C¨. Remark that
if γ ∈ C satisfies [γ] 6∈ X, then Vγ is typical. Furthermore, thanks to Theorem 5.2 of
[CGP15] and Corollary 31 of [GPT09], every typical UHq sl2-module is projective
and ambidextrous. Then, by combining Theorem 3.3.2 of [GKP11] with Lemma
17 of [GPV13], there exists a non-zero trace on the ideal Proj(C) of projective
objects of C which is unique up to scalar. Here is the normalization we choose: for
every γ ∈ C¨ we set the projective dimension of Vγ to be
d(Vγ) :=
r {γ − (r − 1)}
{r (γ − (r − 1))} .
Proposition A.1. C is a modular G-category relative to (Z,X).
A proof of the relative pre-modularity of C is provided by Section 6.3 of
[CGP14], while the relative modularity condition is checked in Lemma A.4 of
[BCGP16].
A.2. Odd roots of unity
Let g be a simple Lie algebra of rank n and dimension 2N + n, let B be its
Killing form, let h be a Cartan subalgebra of g, let Φ be the corresponding root
system, let Φ+ be a choice of a set of positive roots of g, and let {α1, . . . , αn} be
an ordering of its set of simple roots. Let A = (aij)16i,j6n be the corresponding
Cartan matrix, which is the integral matrix given by
aij :=
2B∗(αi, αj)
B∗(αi, αi)
,
where B∗ is the symmetric bilinear form on h∗ determined by the restriction of B
to h under the isomorphism which identifies a vector H ∈ h with the linear form
B(H, ·) ∈ h∗, and let {H1, . . . ,Hn} be the basis of h determined by αj(Hi) = aij
for all indices 1 6 i, j 6 n. For every α ∈ Φ+ we set
dα :=
B∗(α, α)
min{B∗(αi, αi) | 1 6 i 6 n}
and for every integer 1 6 i 6 n we use the short notation di := dαi . We denote
with 〈·, ·〉 the symmetric bilinear form on h∗ determined by 〈αi, αj〉 = diaij for all
indices 1 6 i, j 6 n, and we denote with λ1, . . . , λn the corresponding fundamen-
tal dominant weights, which are the vectors of h∗ determined by the condition
〈λi, αj〉 = diδij for all indices 1 6 i, j 6 n. We denote with ΛR the root lattice,
which is the subgroup of h∗ generated by simple roots, and we denote with ΛW
the weight lattice, which is the subgroup of h∗ generated by fundamental dominant
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weights. If q is a formal parameter, then for every α ∈ Φ+ we set qα := qdα , for all
integer k > ` > 0 we set
{k}α := qkα − q−kα , [k]α :=
{k}α
{1}α , [k]α! := [k]α[k − 1]α · · · [1]α,[
k
`
]
α
:=
[k]α!
[`]α![k − `]α! ,
and for every integer 1 6 i 6 n we use the short notation
qi := qαi , {k}i := {k}αi , [k]i := [k]αi , [k]i! := [k]αi !,
[
k
`
]
i
:=
[
k
`
]
αi
.
Let Uqg denote the quantum group of g, which is the C(q)-algebra with generators
{Ki,K−1i , Ei, Fi | 1 6 i 6 n}
and relations
KiK
−1
i = K
−1
i Ki = 1, [Ki,Kj ] = 0,
KiEjK
−1
i = q
aij
i · Ej , KiFjK−1i = q−aiji · Fj ,
[Ei, Fj ] = δij · Ki −K
−1
i
qi − q−1i
for all indices 1 6 i, j 6 n and
1−aij∑
k=0
(−1)k
[
1− aij
k
]
i
· Eki EjE1−aij−ki = 0,
1−aij∑
k=0
(−1)k
[
1− aij
k
]
i
· F ki FjF 1−aij−ki = 0
for all indices 1 6 i, j 6 n satisfying i 6= j. Then Uqg can be made into a Hopf
algebra by setting
∆(Ki) = Ki ⊗Ki, ε(Ki) = 1, S(Ki) = K−1i ,
∆(Ei) = Ei ⊗Ki + 1⊗ Ei, ε(Ei) = 0, S(Ei) = −EiK−1i ,
∆(Fi) = Fi ⊗ 1 +K−1i ⊗ Fi, ε(Fi) = 0, S(Fi) = −KiFi
for every integer 1 6 i 6 n. Let W be the Weyl group of g associated with h, which
is the subgroup of GL(h∗) generated by reflections
si : h
∗ → h∗
αj 7→ αj − aij · αi
for every integer 1 6 i 6 n, and let w0 ∈W be the unique element corresponding
to a word of maximal length in the generators. The choice of a decomposition
w0 = si1 ◦ · · · ◦ siN determines a total order on the set of positive roots
Φ+ = {αi1 , si1(αi2), . . . , (si1 ◦ · · · ◦ siN−1)(αiN )}.
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For every integer 1 6 i 6 n let us consider the automorphism Ti of Uqg determined
by
Ti(Kj) := KjK
−aij
i ,
Ti(Ej) :=

−FiKi i = j,
−aij∑
k=0
(−1)k q
aij+k
i
[k]i![−aij − k]i! · E
k
i EjE
−aij−k
i i 6= j,
Ti(Fj) :=

−K−1i Ei i = j,
−aij∑
k=0
(−1)−aij−k q
k
i
[k]i![−aij − k]i! · F
k
i FjF
−aij−k
i i 6= j.
Then for every integer 1 6 k 6 N we set
βk := (si1 ◦ · · · ◦ sik−1)(αik) ∈ Φ+
and
Eβk := (Ti1 ◦ · · · ◦ Tik−1)(Eik) ∈ Uqg, Fβk := (Ti1 ◦ · · · ◦ Tik−1)(Fik) ∈ Uqg.
Let us fix an odd integer r > 3 with the further condition that r 6≡ 0 modulo
3 if g = g2, and let us specialize q to e
2pii
r . The unrolled quantum group of g is the
C-algebra UHq g obtained from Uqg by adding generators
{Hi | 1 6 i 6 n}
and relations
[Hi, Hj ] = [Hi,Kj ] = 0, [Hi, Ej ] = aij ·Ej , [Hi, Fj ] = −aij ·Fj , Erα = F rα = 0
for all indices 1 6 i, j 6 n and all positive roots α ∈ Φ+. Then UHq g can be made
into a Hopf algebra by setting
∆(Hi) = Hi ⊗ 1 + 1⊗Hi, ε(Hi) = 0, S(Hi) = −Hi
for every integer 1 6 i 6 n, and we denote with UHq h, with UHq n+, and with UHq n−
the subalgebras of UHq g generated by {Hi | 1 6 i 6 n}, by {Ei | 1 6 i 6 n}, and by
{Fi | 1 6 i 6 n} respectively. Remark that UHq g is a pivotal Hopf algebra, with
pivotal element K1−r2·ρ determined by
ρ :=
1
2
·
N∑
k=1
βk ∈ ΛW ,
where for every
λ =
n∑
i=1
`i · αi ∈ ΛR
we use the notation
Kλ :=
n∏
i=1
K`ii .
Let us move on to discuss the representation theory of UHq g. For every z ∈ C
let us introduce the notation
qz := e
z2pii
r , {z} := qz − q−z.
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A finite-dimensional UHq g-module V is a weight module if it is a semisimple UHq h-
module and if for every weight λ ∈ h∗ and every vector v ∈ V we have
ρV (Hi)(v) = λ(Hi) · v ∀ 1 6 i 6 n ⇒ ρV (Ki)(v) = qλ(Hi)i · v ∀ 1 6 i 6 n,
where we are identifying h with the corresponding linear subspace of UHq h in the
obvious way. If we denote with C the full subcategory of the linear category of
finite-dimensional UHq g-modules whose objects are weight modules, then C can be
made into a ribbon linear category as follows: first of all, a pivotal element is given
by K1−r2·ρ , where the choice of the exponent is explained in Remark 4 of [GP18].
Furthermore, if V and V ′ are objects of C, their braiding morphism is given by
cV,V ′ : V ⊗ V ′ → V ′ ⊗ V
v ⊗ v′ 7→ τV,V ′(R0,V,V ′((ρV ⊗ ρV ′)(Θ)(v ⊗ v′)))
for the linear maps R0,V,V ′ : V ⊗ V ′ → V ⊗ V ′ and τV,V ′ : V ⊗ V ′ → V ′ ⊗ V deter-
mined by
R0,V,V ′(v ⊗ v′) := q〈λ,λ′〉 · v ⊗ v′, τV,V ′(v ⊗ v′) := v′ ⊗ v
for all v ∈ V , v′ ∈ V ′ satisfying
ρV (Hi)(v) = λ(Hi) · v, ρV ′(Hi)(v′) = λ′(Hi) · v′
for every integer 1 6 i 6 n, and for the element Θ ∈ UHq n+ ⊗ UHq n− given by
Θ :=
r−1∑
b1,...,bN=0
(
N∏
k=1
{1}bkβk
[bk]βk !
q
bk(bk−1)
2
βk
)
·
(
N∏
k=1
Ebkβk
)
⊗
(
N∏
k=1
F bkβk
)
.
Then Theorem 4 of [GP18] shows that C is a ribbon category.
If we set G := h∗/ΛR, then C supports the structure of a G-category: indeed,
for every γ ∈ h∗ we can define the homogeneous subcategory C[γ] to be the full
subcategory of C with objects given by modules whose weights are all of the form
γ + λ for some λ ∈ ΛR. Furthermore, if we set Z := ΛR ∩ (r · ΛW ), then we have a
free realization σ : Z → C[0] mapping every κ ∈ Z to the object σ(κ) ∈ C[0] given
by the vector space C with UHq g-action specified by
ρσ(κ)(Hi)(1) := κ(Hi), ρσ(κ)(Ei)(1) := 0, ρσ(κ)(Fi)(1) := 0
for every integer 1 6 i 6 n. Now the bilinear map
ψ : G× Z → C∗
([γ], κ) 7→ q2〈γ,κ〉
satisfies cσ(κ),V ◦ cV,σ(κ) = ψ([γ], κ) · idV⊗σ(κ) for every γ ∈ h∗, every V ∈ C[γ], and
every κ ∈ Z. If we consider the critical set
X := {[ξ] ∈ h∗/ΛR | ∃α ∈ Φ+ : 2〈α, ξ〉 ∈ Z}
then, as explained in Section 7 of [CGP14], the category C[γ] is semisimple for
every [γ] ∈ GrX. Therefore, the last ingredient we are missing is a projective
trace. In order to define it, let us introduce typical UHq g-modules. First of all, we
say a vector v+ of a UHq g-module V is a highest weight vector if ρV (Ei)(v+) = 0
for every integer 1 6 i 6 n. Analogously, we say a vector v− of V is a lowest weight
vector if ρV (Fi)(v−) = 0 for every integer 1 6 i 6 n. Then for every weight λ ∈ h∗
there exists a simple finite-dimensional weight UHq g-module Vλ featuring a heighest
weight vector of weight λ. This module is unique up to isomorphism, and every
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simple UHq g-module is of this form, see Proposition 33 of [GP13]. Every such
module also has a lowest weight vector, and it is called typical if its lowest weight
is given by λ− 2(r − 1) · ρ. If we consider the set
h¨∗ := {γ ∈ h∗ | 2〈α, γ + ρ〉+m〈α, α〉 6∈ rZ ∀α ∈ Φ+, ∀ 1 6 m 6 r − 1}
then, thanks to Proposition 34 of [GP13], Vγ is typical if and only if γ ∈ h¨∗. Remark
that if γ ∈ h∗ satisfies 2〈α, γ〉 6∈ Z for every α ∈ Φ, then γ ∈ h¨∗. This means that if
γ ∈ h∗ satisfies [γ] 6∈ X, then Vγ is typical. Furthermore, thanks to Lemma 7.1 of
[CGP14] and Theorem 38 of [GP13], every typical UHq g-module is projective and
ambidextrous. Then, by combining Theorem 3.3.2 of [GKP11] with Lemma 17 of
[GPV13], there exists a non-zero trace on the ideal Proj(C) of projective objects
of C which is unique up to scalar. Here is the normalization we choose: for every
γ ∈ h¨∗ we set the projective dimension of Vγ to be
d(Vγ) :=
∏
α∈Φ+
r{〈γ − (r − 1) · ρ, α〉}
{r〈γ − (r − 1) · ρ, α〉} .
Remark that this normalization is rN times the one given in [GP13].
Proposition A.2. C is a modular G-category relative to (Z,X).
A proof of the relative pre-modularity of C is provided by Theorem 7.2 of
[CGP14], while the relative modularity condition is checked in [DGP18].

APPENDIX B
Manifolds and cobordisms with corners
In this appendix we fix our notation for manifolds and cobordisms with corners.
We recall we are assuming all manifolds in this memoir are oriented, except when
explicitly stated otherwise, so our terminology will reflect this assumption. In order
to induce an orientation on the boundary, we will use the “outward normal first”
convention.
B.1. Manifolds with corners
This section is just an oriented version of Section 1 of [J68] and of Section 2 of
[L00]. Consider the manifolds with boundary
R+ := {x ∈ R | x ≥ 0}, R− := {x ∈ R | x ≤ 0}
oriented as submanifolds of R. We say a map f from V ⊂ Rm−− × Rm++ to Rn is
smooth if there exists an open neighborhood W of V in Rm−+m+ together with
a smooth map g : W → Rn such that g∣∣
V
= f . Let us fix now an m-dimensional
topological manifold with boundary X. A chart at x ∈ X is a pair (U,ϕ) where U
is an open subset of X containing x, and where ϕ : U → Rm−− × Rm++ is a homeo-
morphism onto its image with m− +m+ = m. Two charts (U,ϕ) and (U ′, ϕ′) are
compatible if the transition function
ϕ′ ◦ ϕ−1∣∣
ϕ(U∩U ′) : ϕ(U ∩ U ′)→ ϕ′(U ∩ U ′)
is a diffeomorphism, and they are co-oriented if the Jacobian determinant of the
transition function is positive. An atlas with corners for X is a collection of compat-
ible co-oriented charts containing a chart at x for every x ∈ X. A smooth structure
with corners on a topological manifold with boundary is an atlas with corners A
which is maximal under inclusion. Given an atlas with corners for X, there exists
a unique maximal smooth structure with corners containing it.
Definition B.1. Amanifold with corners is a topological manifold with bound-
ary X equipped with a smooth structure with corners.
If X is a manifold with corners and if A is its smooth structure with corners,
then we denote with X the opposite manifold with corners, which is obtained from
X by replacing A with the smooth structure with corners composed of all charts
outside of A which are compatible with charts in A. Other notations we will some-
times use for X and X are +X and −X, or (−1)X and (+1)X. A map f : X → Y
between manifolds with corners is smooth at x ∈ X if it is smooth when read in
any pair of charts at x and at f(x) respectively. A smooth map f : X → Y between
manifolds with corners is a map which is smooth at x for every x ∈ X. The tangent
space at x ∈ X is the vector space TxX of derivations on the algebraC∞(x) of germs
of smooth real-valued functions at x, and the differential dxf : TxX → Tf(x)Y at
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x ∈ X of a smooth map f : X → Y between manifolds with corners is defined using
the algebra homomorphism f∗ : C∞(f(x))→ C∞(x). A smooth map f : X → Y
between manifolds with corners is an immersion if dxf is injective for every x ∈ X,
and it is and embedding if it is also a homeomorphism onto its image. If X and
Y are manifolds with corners of the same dimension, then we say an embedding
f : X ↪→ Y is positive if it preserves the orientations, and we say it is negative oth-
erwise. A submanifold with corners of a manifold with corners X is a topological
submanifold Y of X together with a smooth structure with corners making the in-
clusion i : Y ↪→ X into a smooth embedding. The index ind(x) of a point x ∈ X is
the number of vanishing coordinates of ϕ(x) for any chart (U,ϕ) at x. A connected
face of a manifold with corners X is the closure of a connected component of the
set {x ∈ X | ind(x) = 1}.
Definition B.2. A manifold with corners X is a manifold with faces if every
point x ∈ X belongs to exactly ind(x) distinct connected faces of X.
A face of a manifold with faces X is a disjoint union of connected faces. It
can be made into a manifold with faces itself by equipping it with the orientation
induced using the boundary convention. Remark that, if X and Y are manifolds
with faces, then so is X × Y .
Definition B.3. An m-dimensional 〈2〉-manifold is an m-dimensional mani-
fold with faces X together with a decomposition of its boundary into a union of
faces
∂X = (−1)m−1
(
∂h−X ∪ ∂h+X
)
∪ ∂v−X ∪ ∂v+X
such that:
(1) ∂h−X ∩ ∂h+X = ∂v−X ∩ ∂v+X = ∅;
(2) ∂2εhεvX := ∂
h
εh
X ∩ ∂vεvX is a possibly empty face of both ∂hεhX and ∂vεvX,
which we orient as a face of εv∂hεhX for all signs εh, εv ∈ {+,−}.
We call ∂h−X the incoming horizontal boundary, we call ∂h+X the outgoing horizon-
tal boundary, we call ∂v−X the incoming vertical boundary, and we call ∂v+X the
outgoing vertical boundary of X.
See Figure B.1 for an example of a 〈2〉-manifold structure on the 2-dimensional
manifold with faces I × I with
∂h−(I × I) := I × {0}, ∂h+(I × I) := I × {1},
∂v−(I × I) := {0} × I, ∂v+(I × I) := {1} × I.
Figure B.1. 〈2〉-Manifold structure on I × I.
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An isomorphism of 〈2〉-manifolds is a positive diffeomorphism of manifolds
with faces which preserves horizontal and vertical boundaries. Remark that if Y is
manifold with boundary, then every decomposition ∂Y = ∂−Y ∪ ∂+Y arising from
a partition of the set of connected components of ∂Y determines multiple 〈2〉-man-
ifold structures on Y . We say Y is a horizontal manifold with boundary when
we interpret all of its boundary as vertical, thus taking its horizontal boundary
to be empty, and we say Y is a vertical manifold with boundary when we do the
opposite. Furthermore, remark that every closed manifold admits a unique 〈2〉-
manifold structure. Now if X is a 〈2〉-manifold, then ∂hεhX is naturally a horizontal
manifold with boundary, ∂vεvX is naturally a vertical manifold with boundary, and
∂2εhεvX is a closed manifold for all signs εh, εv ∈ {+,−}. Remark also that if X is
a horizontal n-dimensional manifold with boundary, and if Y is a vertical m− n-
dimensional manifold with boundary, then the product X × Y is naturally an m-
dimensional 〈2〉-manifold with
∂hεh(X × Y ) := (−1)n (X × ∂εhY ) , ∂vεv(X × Y ) := ∂εhX × Y.
B.2. Collars
In this section we discuss collars of boundary identifications. The reason we
need to do this is the following: while the operation of gluing two manifolds with
faces along a face produces a well-defined topological manifold, if we want this
manifold to carry a canonical smooth structure with corners we need to specify
collars. If we do not, we have infinitely many smooth structures with corners on
the glued manifold extending the original ones, and they are all diffeomorphic, al-
though unfortunately diffeomorphisms between them are non-canonical. We point
out that the reason this problem does not emerge when constructing categories of
cobordisms for 2+1-TQFTs is that morphisms in this context are given by diffeo-
morphism classes of cobordisms. In the 2-categorical setting of 1+1+1-ETQFTs,
however, things are more complicated: while 2-morphisms are still given by diffeo-
morphism classes of cobordisms with corners, we need to use 1-morphisms given by
honest cobordisms, and not just diffeomorphism classes, or else we lose the ability of
composing 2-morphisms. This can be taken care of simply by equipping cobordisms
with collars for their boundary identifications, which is precisely what we set out
to do now. We will give definitions directly in the setting of 〈2〉-manifolds in order
to treat coherently horizontal and vertical gluing operations. Just like in [L00],
we can give a categorical description of structure of a 〈2〉-manifold. Indeed, let
〈2〉 denote the two-fold cartesian product of the category associated with the poset
{0, 1}, and let Man denote the category whose objects are manifold with corners,
and whose morphisms are embeddings. Then every 〈2〉-manifold X determines a
family of functors Xεhεv : 〈2〉 → Man, one for every choice of signs εh, εv ∈ {+,−},
which map every object a = (ah, av) of 〈2〉 to the manifold with faces
Xεhεv(a) :=

∂2εhεvX (ah, av) = (0, 0),
∂hεhX (ah, av) = (0, 1),
∂vεvX (ah, av) = (1, 0),
X (ah, av) = (1, 1),
and which map every morphism a 6 b : a→ b of 〈2〉 to the corresponding inclusion
Xεhεv(a 6 b) : Xεhεv(a) ↪→ Xεhεv(b).
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Then, if we consider the involution ∗ on the set {+,−} determined by +∗ := −, the
following is just an oriented version of Lemma 2.1.6 of [L00].
Lemma B.1. For every 〈2〉-manifold X and for all signs εh, εv ∈ {+,−} there
exists a functor Cεhεv : 〈2〉 → Man mapping every object a = (ah, av) of 〈2〉 to the
manifold with faces
R1−avε∗v ×Xεhεv(a)× R
1−ah
ε∗h
,
and mapping every morphism a 6 b : a→ b of 〈2〉 to a positive embedding
Cεhεv(a 6 b) : R1−avε∗v ×Xεhεv(a)× R
1−ah
ε∗h
↪→ R1−bvε∗v ×Xεhεv(b)× R
1−bh
ε∗h
whose restriction to R1−bvε∗v ×Xεhεv(a)× R
1−bh
ε∗h
coincides with the inclusion
idR1−bv
ε∗v
×Xεhεv(a 6 b)× idR1−bh
ε∗
h
.
If X is a 〈2〉-manifold, then a compatible system of boundary identifications
around ∂2εhεvX is a functor Yεhεv : 〈2〉 → Man together with a positive natural iso-
morphism fεhεv : Yεhεv ⇒ Xεhεv , where positive means the diffeomorphism fεhεv(a)
is positive for every object a of 〈2〉. If (Yεhεv , fεhεv) is a compatible system of
boundary identifications around ∂2εhεvX, then a compatible system of collars for
(Yεhεv , fεhεv) is a functor Fεhεv : 〈2〉 → Man mapping every object a = (ah, av) of
〈2〉 to the manifold with faces
R1−avε∗v × Yεhεv(a)× R
1−ah
ε∗h
,
and mapping every morphism a 6 b : a→ b of 〈2〉 to a positive embedding
Fεhεv(a 6 b) : R1−avε∗v × Yεhεv(a)× R
1−ah
ε∗h
↪→ R1−bvε∗v × Yεhεv(b)× R
1−bh
ε∗h
whose restriction to R1−bvε∗v × Yεhεv(a)× R
1−bh
ε∗h
coincides with the embedding
idR1−bv
ε∗v
× Yεhεv(a 6 b)× idR1−bh
ε∗
h
.
We say the embedding
Fεhεv((ah, av) 6 (1, 1)) : R1−avε∗v × Yεhεv(ah, av)× R
1−ah
ε∗h
↪→ Yεhεv(1, 1)
is a collar for the boundary identification
(fεhεv)(ah,av) : Yεhεv(ah, av) ↪→ Xεhεv(ah, av).
Remark that every compatible system of boundary identifications admits a compat-
ible system of collars. Indeed, if (Yεhεv , fεhεv) is a compatible system of boundary
identifications around ∂2εhεvX, and if Cεhεv is the functor given by Lemma B.1, then
for every morphism a 6 b : a→ b of 〈2〉 we can define the embedding Fεhεv(a 6 b)
as(
idR1−bv
ε∗v
× f−1εhεv(b)× idR1−bh
ε∗
h
)
◦ Cεhεv(a 6 b) ◦
(
idR1−av
ε∗v
× fεhεv(a)× idR1−ah
ε∗
h
)
.
B.3. GLUING 107
B.3. Gluing
We are now ready to define horizontal and vertical gluing operations. Let X
and X ′ be m-dimensional 〈2〉-manifolds, let Y v be an m− 1-dimensional vertical
manifold with boundary, let Y h be an m− 1-dimensional horizontal manifold with
boundary, let
fv : Y v → ∂v+X, f ′v : Y v → ∂v−X ′, fh : Y h → ∂h+X, f ′h : Y h → ∂v−X
be boundary identifications, and let
F v : R− × Y v ↪→ X, F ′v : R+ × Y v ↪→ X ′,
F h : Y h × R− ↪→ X, F ′h : Y h × R+ ↪→ X ′
be collars for fv, f ′v, fh, and f ′h. Then we denote with X ∪Y v X ′ and with
X ∪Y h X ′ the m-dimensional 〈2〉-manifolds obtained by gluing horizontally X to
X ′ along Y v using the gluing data (fv, f ′v, F v, F ′v), and by gluing vertically X
to X ′ along Y h using the gluing data (fh, f ′h, F h, F ′h). More precisely, X ∪Y v X ′
and X ∪Y h X ′ are obtained, as topological manifolds, from the disjoint union
X unionsqX ′ := ({−1} ×X) ∪ ({+1} ×X ′)
by identifying {−1} × ∂v+X to {+1} × ∂v−X ′ using f ′v ◦ (fv)−1, and by identifying
{−1} × ∂h+X to {+1} × ∂h−X ′ using f ′h ◦ (fh)−1. These quotient spaces come with
natural topological embeddings
ivX : X ↪→ X ∪Y v X ′, ivX′ : X ′ ↪→ X ∪Y v X ′,
ihX : X ↪→ X ∪Y h X ′, ihX′ : X ′ ↪→ X ∪Y h X ′.
Their smooth structures are the only ones making the restrictions
ivX
∣∣
Xr∂v+X
: X r ∂v+X ↪→ X ∪Y v X ′, ivX′
∣∣
X′r∂v−X′
: X ′ r ∂v−X ′ ↪→ X ∪Y v X ′,
ihX
∣∣
Xr∂h+X
: X r ∂h+X ↪→ X ∪Y h X ′, ihX′
∣∣
X′r∂h−X′
: X ′ r ∂h−X ′ ↪→ X ∪Y h X ′
and the maps
F v ∪Y v F ′v : R× Y v → X ∪Y v X ′
(t, yv) →
{
[−1, F v(t, yv)] t ≤ 0
[+1, F ′v(t, yv)] t ≥ 0
F h ∪Y h F ′h : Y h × R → X ∪Y h X ′
(yh, t) →
{
[−1, F h(yh, t)] t ≤ 0
[+1, F ′h(yh, t)] t ≥ 0
into smooth embeddings. The boundary of X ∪Y v X ′ is decomposed as
∂hεh(X ∪Y v X ′) := ∂hεhX ∪∂εhY v ∂hεhX ′,
∂v−(X ∪Y v X ′) := ivX(∂v−X), ∂v+(X ∪Y v X ′) := ivX′(∂v+X ′)
with εh ∈ {+,−}, and the boundary of X ∪Y h X ′ is decomposed as
∂h−(X ∪Y h X ′) := ihX(∂h−X), ∂h+(X ∪Y h X ′) := ihX′(∂h+X ′),
∂vεv(X ∪Y h X ′) := ∂vεvX ∪∂εvY h ∂vεvX ′
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with εv ∈ {+,−}. In the following, the embeddings ivX , ivX′ , ihX , and ihX will be
always suppressed from the notation. Furthermore, whenever we will have 〈2〉-man-
ifolds X ′′ and X ′′′, and isomorphisms g : X → X ′′ and g′ : X ′ → X ′′′, then we will
denote with X ′′ ∪Y v X ′′′ and with X ′′ ∪Y h X ′′′ the 〈2〉-manifolds determined by the
gluing datas (g ◦ fv, g ◦ f ′v, g ◦ F ′v, g′ ◦ F ′v) and (g ◦ fh, g ◦ f ′h, g ◦ F ′h, g′ ◦ F ′h),
and we will denote with
g ∪Y v g′ : X ∪Y v X ′ → X ′′ ∪Y v X ′′′, g ∪Y h g′ : X ∪Y h X ′ → X ′′ ∪Y h X ′′′
the isomorphisms induced by g and g′.
B.4. Cobordisms with corners
This section provides a reference for the notation we use for cobordisms. All
the manifolds considered here are equipped with a smooth structure with possibly
empty corners, and we recall that, according to our conventions, this means an ori-
entation has been fixed. We also recall that horizontal and vertical manifolds with
boundary are manifolds with boundary equipped with a 〈2〉-manifold structure,
which in this case simply amounts to a partition of the set of connected compo-
nents of the boundary, leading to a distinction between incoming and outgoing
boundary.
Definition B.4. If Γ and Γ ′ are d− 2-dimensional closed manifolds, then a
d− 1-dimensional cobordism Σ from Γ to Γ ′ is a 5-tuple
(Σ, fΣ− , fΣ+ , FΣ− , FΣ+)
where:
(1) Σ is a d− 1-dimensional compact horizontal manifold with boundary,
called the support ;
(2) fΣ− : Γ → ∂−Σ and fΣ+ : Γ ′ → ∂+Σ are positive diffeomorphisms called
the incoming and the outgoing boundary identification respectively;
(3) FΣ− : R+ × Γ ↪→ Σ and FΣ+ : R− × Γ ′ ↪→ Σ are collars for fΣ+ and fΣ−
respectively.
We always suppress boundary identifications and collars from the notation.
Two cobordisms Σ and Σ′ from Γ to Γ ′ are isomorphic if there exists a positive
diffeomorphism f : Σ → Σ′ such that:
(1) f ◦ fΣ− = fΣ′− and f ◦ fΣ+ = fΣ′+ ;
(2) f ◦ FΣ− agrees with FΣ′− in a neighborhood of {0} × Γ ;
(3) f ◦ FΣ+ agrees with FΣ′+ in a neighborhood of {0} × Γ ′.
Such a diffeomorphism f is called an isomorphism of cobordisms.
Remark B.1. Every d− 2-dimensional closed manifold Γ determines a d− 1-
dimensional cobordism I × Γ from Γ to itself called the trivial cobordism on Γ ,
which is given by
(I × Γ, (0, idΓ ), (1, idΓ ), FI− × idΓ , FI+ × idΓ ),
where (0, idΓ ) : Γ → {0} × Γ and (1, idΓ ) : Γ → {1} × Γ are the obvious diffeo-
morphisms induced by idΓ , and where FI− : R+ ↪→ I and FI+ : R− ↪→ I are some
embeddings we fix here once and for all satisfying:
(1) FI−(t+) = t+ for every t+ ≤ 13 ;
(2) FI+(t−) = 1 + t− for every t− ≥ − 13 .
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Figure B.2 represents the trivial cobordism I × S1 on the circle S1, together
with its boundary identifications f(I×S1)− = (0, idS1) and f(I×S1)+ = (1, idS1).
Figure B.2. Boundary identifications for the cobordism I × S1.
Definition B.5. If Σ and Σ′ are d− 1-dimensional cobordisms from Γ to Γ ′,
then a d-dimensional cobordism with corners M from Σ to Σ′ is a 9-tuple
(M,fMh− , fMh+ , fM
v
− , fMv+ , FMh− , FMh+ , FM
v
− , FMv+),
where:
(1) M is a d-dimensional compact 〈2〉-manifold, called the support ;
(2) fMh− : Σ → ∂h−M and fMh+ : Σ′ → ∂h+M are positive diffeomorphisms
called the incoming and the outgoing horizontal boundary identification,
and fMv− : Γ × I → ∂v−M and fMv+ : Γ ′ × I → ∂v+M are positive diffeo-
morphisms called the incoming and the outgoing vertical boundary iden-
tification respectively;
(3) FMh− : Σ × R+ ↪→M , FMh+ : Σ′ × R− ↪→M , FMv− : R− × Γ × I ↪→M ,
and FMv+ : R+ × Γ ′ × I ↪→M are collars for fMh− , fMh+ , fMv− , and fMv+
respectively.
These data satisfy the following conditions, using the notation of Remark B.1:
(1) The assignment
Y−−(0, 0) := Γ, Y−−(0, 1) := Σ, Y−−(1, 0) := Γ × I, Y−−(1, 1) := M
Y−−((0, 0) 6 (0, 1)) := fΣ− , Y−−((0, 0) 6 (1, 0)) := (idΓ , 0),
(f−−)(0,1) := fMh− , (f−−)(1,0) := fMv− , (f−−)(1,1) := idM ,
can be completed to a compatible system of boundary identifications
(Y−−, f−−) around ∂2−−M , and the assignment
F−−((0, 0) 6 (0, 1)) := FΣ− × idR+ , F−−((0, 0) 6 (1, 0)) := idR+ × idΓ × FI− ,
F−−((0, 1) 6 (1, 1)) := FMh− , F−−((1, 0) 6 (1, 1)) := FMv−
can be completed to a compatible system of collars F−− for (Y−−, f−−);
(2) The assignment
Y−+(0, 0) := Γ ′, Y−+(0, 1) := Σ, Y−+(1, 0) := Γ ′ × I, Y−+(1, 1) := M
Y−+((0, 0) 6 (0, 1)) := fΣ+ , Y−+((0, 0) 6 (1, 0)) := (idΓ ′ , 0),
(f−+)(0,1) := fMh− , (f−+)(1,0) := fMv+ , (f−+)(1,1) := idM ,
can be completed to a compatible system of boundary identifications
(Y−+, f−+) around ∂2−+M , and the assignment
F−+((0, 0) 6 (0, 1)) := FΣ+ × idR+ , F−+((0, 0) 6 (1, 0)) := idR− × idΓ ′ × FI− ,
F−+((0, 1) 6 (1, 1)) := FMh− , F−+((1, 0) 6 (1, 1)) := FMv+
can be completed to a compatible system of collars F−+ for (Y−+, f−+);
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(3) The assignment
Y+−(0, 0) := Γ, Y+−(0, 1) := Σ′, Y+−(1, 0) := Γ × I, Y+−(1, 1) := M
Y+−((0, 0) 6 (0, 1)) := fΣ′− , Y+−((0, 0) 6 (1, 0)) := (idΓ , 1),
(f+−)(0,1) := fMh+ , (f+−)(1,0) := fMv− , (f+−)(1,1) := idM ,
can be completed to a compatible system of boundary identifications
(Y+−, f+−) around ∂2+−M , and the assignment
F+−((0, 0) 6 (0, 1)) := FΣ′− × idR− , F+−((0, 0) 6 (1, 0)) := idR+ × idΓ × FI+ ,
F+−((0, 1) 6 (1, 1)) := FMh+ , F+−((1, 0) 6 (1, 1)) := FMv−
can be completed to a compatible system of collars F+− for (Y+−, f+−);
(4) The assignment
Y++(0, 0) := Γ
′, Y++(0, 1) := Σ′, Y++(1, 0) := Γ ′ × I, Y++(1, 1) := M
Y++((0, 0) 6 (0, 1)) := fΣ′+ , Y++((0, 0) 6 (1, 0)) := (idΓ ′ , 1),
(f++)(0,1) := fMh+ , (f++)(1,0) := fM
v
+
, (f++)(1,1) := idM ,
can be completed to a compatible system of boundary identifications
(Y++, f++) around ∂2++M , and the assignment
F++((0, 0) 6 (0, 1)) := FΣ′+ × idR− , F++((0, 0) 6 (1, 0)) := idR− × idΓ ′ × FI+ ,
F++((0, 1) 6 (1, 1)) := FMh+ , F++((1, 0) 6 (1, 1)) := FMv+
can be completed to a compatible system of collars F++ for (Y++, f++).
As for cobordisms, we always suppress boundary identifications and collars from
the notation. Two cobordisms with cornersM andM ′ from Σ to Σ′ are isomorphic
if there exists an isomorphism of oriented 〈2〉-manifolds f : M →M ′ such that:
(1) f ◦ fMh− = fM ′h− and f ◦ fMh+ = fM ′h+ ;
(2) f ◦ fMv− = fM ′v− and f ◦ fMv+ = fM ′v+ ;
(3) f ◦ FM−− and f ◦ FM+− agree with FM ′−− and FM ′+− in a neighborhood
of {0} × Γ × {0};
(4) f ◦ FM−+ and f ◦ FM++ agree with FM ′+− and FM ′++ in a neighborhood
of {0} × Γ ′ × {0}.
Such an f is called an isomorphism of cobordisms with corners.
Remark B.2. Every d− 1-dimensional cobordism Σ from Γ to Γ ′ determines
a d-dimensional cobordism with corners Σ × I from Σ to itself called the trivial
cobordism with corners on Σ, which is given by
(Σ × I, (idΣ , 0), (idΣ , 1), fΣ− × idI , fΣ+ × idI ,
idΣ × FI− , idΣ × FI+ , FΣ− × idI , FΣ+ × idI),
where again we are using the notation of Remark B.1.
Figure B.3 represents the trivial cobordism with corners I × S1 × I on the
annulus I × S1, which is itself the trivial cobordism on the circle S1, together with
its boundary identifications f(I×S1×I)h− = (idI×S1 , 0), f(I×S1×I)h+ = (idI×S1 , 1),
f(I×S1×I)v− = (0, idS1×I), and f(I×S1×I)v+ = (1, idS1×I).
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Figure B.3. Boundary identifications for the cobordism with cor-
ners I × S1 × I.
Definition B.6. If Σ is a d− 1-dimensional cobordism from Γ to Γ ′, and if
Σ′ is a d− 1-dimensional cobordism from Γ ′ to Γ ′′, then the gluing of Σ to Σ′
along Γ is the d− 1-dimensional cobordism Σ ∪Γ ′ Σ′ from Γ to Γ ′′ given by
(Σ ∪Γ ′ Σ′, fΣ− , fΣ′+ , FΣ− , FΣ′+)
with gluing data (fΣ+ , fΣ′− , FΣ+ , FΣ′−).
Definition B.7. If Σ and Σ′′ are d− 1-dimensional cobordisms from Γ to
Γ ′, if Σ′ and Σ′′′ are d− 1-dimensional cobordisms from Γ ′ to Γ ′′, if M is a d-
dimensional cobordism with corners from Σ to Σ′′, and if M ′ is a d-dimensional
cobordism with corners from Σ′ to Σ′′′, then the horizontal gluing ofM toM ′ along
Γ ′ × I is the d-dimensional cobordism with corners M ∪Γ ′×I M ′ from Σ ∪Γ ′ Σ′ to
Σ′′ ∪Γ ′ Σ′′′ given by
(M ∪Γ ′×I M ′, fMh− ∪Γ ′ fM ′h− , fMh+ ∪Γ ′ fM ′h+ , fMv− , fM ′v+ ,
FMh− ∪Γ ′×R+ FM ′h− , FMh+ ∪Γ ′×R− FM ′h+ , FMv− , FM ′v+ )
with gluing data (fMv+ , fM ′v− , FMv+ , FM ′v− ).
In order to define vertical gluings, we need to make a choice. Indeed, vertical
boundary identifications are more rigid than horizontal ones, because the form of
their sources is fixed. This means we need to specify how to identify the gluing of
two copies of a trivial vertical cobordism with a single copy. To this end, let us fix
here once and for all a diffeomorphism u : I → I satisfying:
(1) u(t) = t2 for all t ≤ 14 ;
(2) u(t) = t+12 for all t ≥ 34 ;
(3) u( 12 ) =
1
2 .
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Then, if X is a horizontal manifold with boundary, and if (X × I) ∪X (X × I) is
the 〈2〉-manifold otained by gluing vertically (X × I) to itself along X using the
gluing data ((idX , 1), (idX , 0), FI+ , FI−), we denote with uX the isomorphism
uX : X × I → (X × I) ∪X (X × I)
(x, t) 7→
{
[−1, (x, 2u(t))] t ≤ 12 ,
[+1, (x, 2u(t)− 1)] t ≥ 12 .
Definition B.8. If Σ, Σ′, and Σ′′ are d− 1-dimensional cobordisms from Γ
to Γ ′, if M is a d-dimensional cobordism with corners from Σ to Σ′, and if M ′ is
a d-dimensional cobordism with corners from Σ′ to Σ′′, then the vertical gluing of
M to M ′ along Σ′ the d-dimensional cobordism with corners M ∪Σ′ M ′ from Σ to
Σ′′ given by
(M ∪Σ′ M ′, fMh− , fM ′h+ , (fMv− ∪Γ fM ′v− ) ◦ uΓ , (fMv+ ∪Γ ′ fM ′v+ ) ◦ uΓ ′ ,
FMh− , FM ′h+ , (FM
v
− ∪R+×Γ FM ′v− ) ◦ uR+×Γ , (FMv+ ∪R−×Γ ′ FM ′v+ ) ◦ uR−×Γ ′)
with gluing data (fMh+ , fM ′h− , FMh+ , FM ′h− ).
The operation of disjoint union extends very naturally to cobordisms and cobor-
disms with corners, and the reader can easily figure out how to obtain boundary
identifications and collars from those of components. However, we point out a small
detail which is essentially negligible until the introduction of gradings: when X and
X ′ are topological spaces, then their disjoint unions
X unionsqX ′ = ({−1} ×X) ∪ ({+1} ×X ′),
X ′ unionsqX = ({−1} ×X ′) ∪ ({+1} ×X)
are actually given by different spaces, unless X = X ′. Of course, we have a natural
map
τX,X′ : X unionsqX ′ → X ′ unionsqX
(−1, x) 7→ (+1, x),
(+1, x′) 7→ (−1, x′)
which realizes a homeomorphism, but the associated cobordisms reversing the order
of disjoint unions do play a role, although a minor one, in our construction.
Definition B.9. If Γ and Γ ′ are d− 2-dimensional closed manifolds, then we
denote with I ×˜(Γ unionsq Γ ′) the d− 1-dimensional cobordism from Γ unionsq Γ ′ to Γ ′ unionsq Γ
given by
(I × (Γ unionsq Γ ′), (0, idΓunionsqΓ ′), (1, τΓ ′,Γ ), FI− × idΓunionsqΓ ′ , FI+ × τΓ ′,Γ ).
Figure B.4 represents schematically the cobordism I ×˜(Γ unionsq Γ ′) together with
its boundary identifications.
Figure B.4. Schematic representation of the cobordism I ×˜(Γ unionsq Γ ′).
Analogously, we have cobordisms with corners reversing the order of disjoint
unions.
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Definition B.10. If Σ is a d− 1-dimensional cobordism from Γ to Γ ′′, and if
Σ′ is a d−1-dimensional cobordism from Γ ′ to Γ ′′′, then we denote with (ΣunionsqΣ′) ×˜ I
the d-dimensional cobordism from Σ u˜nionsqΣ′ to Σ′ u˜nionsqΣ given by
((Σ unionsqΣ′)× I, (idΣunionsqΣ′ , 0), (τΣ′,Σ , 1), f(ΣunionsqΣ′)− × idI , (f(ΣunionsqΣ′)+ ◦ τΓ ′′′,Γ ′′)× idI ,
(idΣunionsqΣ′ , FI−), (τΣ′,Σ , FI+), (F(ΣunionsqΣ′)− × idI , (F(ΣunionsqΣ′)+ ◦ τΓ ′′′,Γ ′′)× idI),
where Σ u˜nionsqΣ′ denotes the d − 1-dimensional cobordism from Γ unionsq Γ ′ to Γ ′′′ unionsq Γ ′′
given by
(Σ unionsqΣ′, f(ΣunionsqΣ′)− , f(ΣunionsqΣ′)+ ◦ τΓ ′′′,Γ ′′ , F(ΣunionsqΣ′)− , F(ΣunionsqΣ′)+ ◦ τΓ ′′′,Γ ′′),
and where Σ′ u˜nionsqΣ denotes the d−1-dimensional cobordism from Γ unionsqΓ ′ to Γ ′′′unionsqΓ ′′
given by
(Σ′ unionsqΣ, f(Σ′unionsqΣ)− ◦ τΓ,Γ ′ , f(Σ′unionsqΣ)+ , F(Σ′unionsqΣ)− ◦ τΓ,Γ ′ , F(Σ′unionsqΣ)+).
Figure B.5 represents schematically the cobordism with corners (Σ unionsqΣ′) ×˜ I
together with its boundary identifications.
Figure B.5. Schematic representation of the cobordism with cor-
ners (Σ unionsqΣ′) ×˜ I.

APPENDIX C
Signature defects
In this appendix we discuss Lagrangian subspaces and Maslov indices in the
case of surfaces with boundary. This is done in order to equip cobordisms with
decorations whose role is to fix the framing anomaly associated with quantum in-
variants of Witten-Reshetikhin-Turaev type, which is related to signature defects
studied by Wall in [W69]. Throughout this chapter, the term manifold will stand
for compact oriented topological manifold, and coefficients for homology and coho-
mology groups will always be real.
C.1. Intersection pairings
Let us consider an n-dimensional manifold with boundary X. For every inte-
ger 0 6 k 6 n, the relative intersection pairing t∂X : Hk(X)×Hn−k(X, ∂X)→ R is
defined by the formula
a t∂X b := 〈D−1X (b), a〉
for all relative homology classes a ∈ Hk(X) and b ∈ Hn−k(X, ∂X), where
DX : H
k(X) → Hn−k(X, ∂X)
ϕ 7→ [X]aϕ
is the Poincaré duality isomorphism, and where [X] ∈ Hn(X, ∂X) is the funda-
mental class of X. Remark that, since DX is an isomorphism, and since the
universal coefficient pairing is non-degenerate, relative intersection pairings are al-
ways non-degenerate. For every integer 0 6 k 6 n, the absolute intersection pairing
tX : Hk(X)×Hn−k(X)→ R is defined by the formula
a tX b := a t∂X q∂X∗(b)
for all homology classes a ∈ Hk(X) and b ∈ Hn−k(X), where
q∂X∗ : Hn−k(X)→ Hn−k(X, ∂X)
is induced by inclusion. Remark that, since t∂X is non-degenerate, we immediately
have
Hk(X)
⊥ = ker(q∂X∗) = im(i∂X∗) ⊂ Hn−k(X),
where
i∂X∗ : Hn−k(∂X)→ Hn−k(X)
is induced by inclusion. Now let us fix for the rest of this section an n-dimensional
manifold with boundary X, and let us establish a few technical results about inter-
section pairings which will be used later in order to discuss Lagrangian subspaces.
Lemma C.1. The absolute intersection pairing tX satisfies
a tX b = (−1)k(n−k)b tX a
for all homology classes a ∈ Hk(X) and b ∈ Hn−k(X).
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Proof. Naturality of relative cap products gives
[X]a q∗∂X(ϕ) = q∂X∗([X]aϕ)
for every relative cohomology class ϕ ∈ Hk(X, ∂X). This means
a tX b = 〈D−1X (a), q∂X∗(b)〉
= 〈q∗∂X(D−1X (a)), b〉
= 〈D−1X (q∗∂X(a)), b〉
= 〈D−1X (b)`D−1X (q∗∂X(a)), [X]〉
= (−1)k(n−k)〈D−1X (q∗∂X(a))`D−1X (b), [X]〉
= (−1)k(n−k)〈D−1X (b), q∂X∗(a)〉
= (−1)k(n−k)b tX a
for all homology classes a ∈ Hk(X) and b ∈ Hn−k(X). 
We move on to study how relative intersection pairings behave under boundary
homomorphisms coming from long exact sequences in homology.
Lemma C.2. If i∂X∗ : Hk(∂X) → Hk(X) is induced by inclusion, and if
∂∗ : Hn−k(X, ∂X) → Hn−k−1(∂X) comes from the long exact sequence of the
pair (X, ∂X), then
i∂X∗(a) t∂X b = (−1)ka t∂X ∂∗(b)
for all relative homology classes a ∈ Hk(∂X) and b ∈ Hn−k(X, ∂X).
Proof. If we adopt the notation
[X]aϕ = ϕ
(
[X]
∣∣
[0,...,k]
)
· [X]∣∣
[k,...,n]
,
then we have
∂∗([X]aϕ) =
n−k∑
i=0
(−1)iϕ
(
[X]
∣∣
[0,...,k]
)
· [X]∣∣
[k,...,k+ˆi,...,n]
.
for every relative cohomology class ϕ ∈ Hk(X,A). But since the fundamental class
of ∂X satisfies [∂X] = ∂∗[X], we have
[∂X]a i∗∂X(ϕ) =
k∑
i=0
(−1)iϕ
(
[X]
∣∣
[0,...,ˆi,...,k+1]
)
· [X]∣∣
[k+1,...,n]
+
n∑
i=k+1
(−1)iϕ
(
[X]
∣∣
[0,...,k]
)
· [X]∣∣
[k,...,ˆi,...,n]
= (−1)kϕ
(
[X]
∣∣
[0,...,k]
)
· [X]∣∣
[k+1,...,n]
+
n∑
i=k+1
(−1)iϕ
(
[X]
∣∣
[0,...,k]
)
· [X]∣∣
[k,...,ˆi,...,n]
= (−1)k
n−k∑
i=0
(−1)iϕ
(
[X]
∣∣
[0,...,k]
)
· [X]∣∣
[k,...,k+ˆi,...,n]
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where the second equality follows from
k+1∑
i=0
(−1)iϕ
(
[X]
∣∣
[0,...,ˆi,...,k+1]
)
= 0.
In other words, the diagram
Hk(X) Hk(∂X)
Hn−k(X, ∂X) Hn−k−1(∂X)
i∗∂X
(−1)k ·D∂XDX
∂∗
is commutative. This gives
i∂X∗(a) t∂X b = 〈D−1X (b), i∂X∗(a)〉
= 〈i∗∂X(D−1X (b)), a〉
= (−1)k〈D−1∂X(∂∗(b)), a〉
= (−1)ka t∂X ∂∗(b)
for all relative homology classes a ∈ Hk(∂X) and b ∈ Hn−k(X, ∂X). 
Now let us fix for the rest of this section a closed separating n− 1-dimen-
sional submanifold Y0 of X disjoint from ∂X. Then Y0 induces a decomposition
X = X− ∪X+ for some codimension 0 submanifolds X− and X+ of X having
boundaries ∂X− = Y− ∪ Y0 and ∂X+ = Y0 ∪ Y+ respectively, where Y− and Y+ sat-
isfy Y− ∪ Y+ = ∂X and Y− ∩ Y+ = ∅. Remark we do not exclude the case ∂X = ∅,
and so Y− and Y+ may be empty, even simultaneously.
Lemma C.3. If
iX±∗ : Hk(X±)→ Hk(X),
qX∓∗ : Hn−k(X, ∂X)→ Hn−k(X,X∓ ∪ ∂X),
eX∓∗ : Hn−k(X±, ∂X±)→ Hn−k(X,X∓ ∪ ∂X)
are induced by inclusion, then
iX±∗(a) t∂X b = a t∂X± e
−1
X∓∗(qX∓∗(b))
for all relative homology classes a ∈ Hk(X±) and b ∈ Hn−k(X, ∂X).
Proof. Naturality of relative cap products gives
eX∓∗([X±]a i∗X±(ϕ)) = eX∓∗([X±])aϕ, qX∓∗([X]aϕ) = qX∓∗([X])aϕ
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for every cohomology class ϕ ∈ Hk(X). But since the fundamental class of X±
satisfies [X±] = e−1X∓∗(qX∓∗([X])), we have
[X±]a i∗X±(ϕ) = e
−1
X∓∗(eX∓∗([X±])aϕ)
= e−1X∓∗(qX∓∗([X])aϕ)
= e−1X∓∗(qX∓∗([X]aϕ)),
which implies
iX±∗(a) t∂X b = 〈D−1X (b), iX±∗(a)〉
= 〈i∗X±(D−1X (b)), a〉
= 〈D−1X±(e−1X∓∗(qX∓∗(b))), a〉
= a t∂X± e
−1
X∓∗(qX∓∗(b))
for all relative homology classes a ∈ Hk(X±) and b ∈ Hn−k(X, ∂X). 
Remark C.1. If iX± : X± ↪→ X denotes inclusion, then Lemma C.3 im-
mediately implies that iX±∗ preserves absolute intersection pairings. Indeed, if
q∂X : (X,∅) ↪→ (X, ∂X) and q∂X± : (X±,∅) ↪→ (X±, ∂X±) denote inclusions, then
iX±∗(a) tX iX±∗(b) = iX±∗(a) t∂X q∂X∗(iX±∗(b))
= a t∂X± q∂X±∗(b)
= a tX± b,
for all homology classes a ∈ Hk(X±) and b ∈ Hn−k(X±).
Now, we will characterize some annihilators for the absolute intersection pairing
tX which are related to the decomposition X = X− ∪X+. Let iX± : X± ↪→ X,
iY0 : Y0 ↪→ X, and iY± : Y± ↪→ X denote inclusions.
Lemma C.4. The absolute intersection pairing tX satisfies
im(iX±∗)
⊥ = im(iX∓∗) + im(iY±∗),(
im(iX−∗) + im(iX+∗)
)⊥
= im(iY0∗) + im(iY−∗) + im(iY+∗).
Proof. Lemma C.3 gives
iX±∗(a) tX b = iX±∗(a) t∂X q∂X∗(b)
= a t∂X± e
−1
X∓∗(qX∓∗(q∂X∗(b)))
for all homology classes a ∈ Hk(X±) and b ∈ Hn−k(X), where
q∂X∗ : Hn−k(X)→ Hn−k(X, ∂X),
qX∓∗ : Hn−k(X, ∂X)→ Hn−k(X,X∓ ∪ ∂X),
eX∓∗ : Hn−k(X±, ∂X±)→ Hn−k(X,X∓ ∪ ∂X)
are induced by inclusion. Therefore, since t∂X± is non-degenerate, we have
im(iX±∗)
⊥ = ker(e−1X∓∗ ◦ qX∓∗ ◦ q∂X∗)
= ker(qX∓∗ ◦ q∂X∗)
= im(iX∓∗) + im(iY±∗),
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where the last equality follows from the long exact sequence of the pair (X,X∓∪Y±).
This gives the first annihilator, and immediately determines also the second one,
since(
im(iX−∗) + im(iX+∗)
)⊥
= im(iX−∗)
⊥ ∩ im(iX+∗)⊥
=
(
im(iX+∗) + im(iY−∗)
) ∩ (im(iX−∗) + im(iY+∗))
=
((
im(iX+∗) + im(iY−∗)
) ∩ im(iX−∗))+ im(iY+∗)
=
(
im(iX+∗) ∩ im(iX−∗)
)
+ im(iY−∗) + im(iY+∗)
= im(iY0∗) + im(iY−∗) + im(iY+∗),
where the third equality follows from the inclusion im(iY+∗) ⊂ im(iX+∗), where the
fourth equality follows from the inclusion im(iY−∗) ⊂ im(iX−∗), and where the fifth
equality follows from the Mayer-Vietoris sequence associated with X+ and X−. 
C.2. Lagrangian subspaces
In this section we introduce and study Lagragian subspaces of the middle
homology of a 4m+ 2-dimensional manifold with boundary. Let us fix a finite-
dimensional real vector space H equipped with an antisymmetric bilinear form ω.
A subspace A ⊂ H is isotropic if it satisfies A ⊂ A⊥.
Definition C.1. An isotropic subspace L of H is Lagrangian if L =L⊥.
When ω is non-degenerate, H is called a symplectic space. For instance, if Σ
is a closed 4m+ 2-dimensional manifold, then its middle homology H2m+1(Σ) is a
symplectic space once equipped with the intersection pairing tΣ .
Proposition C.1. If M is a 4m+ 3-dimensional manifold, and if
i∂M∗ : H2m+1(∂M)→ H2m+1(M)
is induced by inclusion, then ker(i∂M∗) is a Lagrangian subspace of the symplectic
space H2m+1(∂M).
Proof. If ∂∗ : H2m+2(M,∂M)→ H2m+1(∂M) comes from the long exact se-
quence of the pair (M,∂M), then ker(i∂M∗) = im(∂∗). But now Lemma C.2 gives
the equality
i∂M∗(a) t∂M b = −a t∂M ∂∗(b)
for all relative homology classes a ∈ H2m+1(∂M) and b ∈ H2m+2(M,∂M). This
means ker(i∂M∗)⊥ = im(∂∗)⊥ = ker(i∂M∗), where the second equality follows from
the non-degeneracy of t∂M . 
Now let us fix a 4m+ 2-dimensional manifold Σ, and let Γ0 be a closed sepa-
rating 4m+ 1-dimensional submanifold of Σ disjoint from ∂Σ. Then Γ0 induces a
decompositionΣ = Σ− ∪Σ+ for some codimension 0 submanifoldsΣ− andΣ+ ofΣ
having boundaries ∂Σ− = Γ− ∪ Γ0 and ∂Σ+ = Γ0 ∪ Γ+ respectively, where Γ− and
Γ+ satisfy Γ− ∪ Γ+ = ∂Σ and Γ− ∩ Γ+ = ∅. Let iΣ±∗ : H2m+1(Σ±)→ H2m+1(Σ)
be induced by inclusion.
Proposition C.2. If L− ⊂ H2m+1(Σ−) and L+ ⊂ H2m+1(Σ+) are La-
grangian subspaces, then L := iΣ−∗(L−)+ iΣ+∗(L+) ⊂ H2m+1(Σ) is a Lagrangian
subspace.
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Proof. Let
iΓ0∗ : H2m+1(Γ0)→ H2m+1(Σ), iΓ±∗ : H2m+1(Γ±)→ H2m+1(Σ)
be induced by inclusion. We start by remarking that
L⊥ = iΣ−∗(L−)
⊥ ∩ iΣ+∗(L+)⊥,
and that
iΣ±∗(L±)
⊥ = iΣ±∗(L±)
⊥⊥⊥
=
(
iΣ±∗(L±) + im(iΓ−∗) + im(iΓ+∗)
)⊥
=
(
iΣ±∗(L±) + im(iΓ∓∗)
)⊥
,
where the second equality follows from the inclusion
im(iΓ0∗) + im(iΓ±∗) = iΣ±∗
(
H2m+1(Σ±)⊥
) ⊂ iΣ±∗ (L⊥± ) = iΣ±∗ (L±) .
This implies
im(iΓ0∗) + im(iΓ−∗) + im(iΓ+∗) ⊂ iΣ±∗(L±) + im(iΓ∓∗),
which means
iΣ±∗(L±)
⊥ =
(
iΣ±∗(L±) + im(iΓ∓∗)
)⊥ ⊂ (im(iΓ0∗) + im(iΓ−∗) + im(iΓ+∗))⊥ ,
and the second annihilator in Lemma C.4 gives(
im(iΓ0∗) + im(iΓ−∗) + im(iΓ+∗)
)⊥
=
(
im(iΣ−∗) + im(iΣ+∗)
)⊥⊥
= im(iΣ−∗) + im(iΣ+∗) + im(iΓ−∗) + im(iΓ+∗)
= im(iΣ−∗) + im(iΣ+∗).
Thus
iΣ±∗(L±)
⊥ = iΣ±∗(L±)
⊥ ∩ (im(iΣ±∗) + im(iΣ∓∗))
=
(
iΣ±∗(L±)
⊥ ∩ im(iΣ±∗)
)
+ im(iΣ∓∗)
= iΣ±∗
(
L⊥±
)
+ im(iΣ∓∗)
= iΣ±∗ (L±) + im(iΣ∓∗),
where the second equality follows from the inclusion
im(iΣ∓∗) ⊂ im(iΣ±∗)⊥ ⊂ iΣ±∗(L±)⊥
given by the first annihilator in Lemma C.4, and where the third equality follows
from Remark C.1. Therefore
L⊥ =
(
iΣ−∗(L−) + im
(
iΣ+∗
)) ∩ (iΣ+∗(L+) + im (iΣ−∗))
= iΣ−∗(L−) +
(
im
(
iΣ+∗
) ∩ (iΣ+∗(L+) + im (iΣ−∗)))
= iΣ−∗(L−) + iΣ+∗(L+) +
(
im
(
iΣ+∗
) ∩ im (iΣ−∗))
= iΣ−∗(L−) + iΣ+∗(L+) + im (iΓ0∗)
= iΣ−∗(L−) + iΣ+∗(L+)
=L,
where the second equality follows from the inclusion iΣ−∗(L−) ⊂ im
(
iΣ−∗
)
, where
the third equality follows from the inclusion iΣ+∗(L+) ⊂ im
(
iΣ+∗
)
, and where the
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fourth equality follows from the Mayer-Vietoris sequence associated with Σ− and
Σ+. 
Let H be a symplectic space, let ω be its non-degenerate antisymmetric bilinear
form, and let A be an isotropic subspace of H. Then the space
H|A := A⊥/A,
equipped with the antisymmetric bilinear form ω|A induced by ω, is a symplectic
space too. If B is a subspace of H, then we say the subspace
B|A := ((B +A) ∩A⊥)/A
of H|A is obtained from B by contraction along A.
Lemma C.5. If L is a Lagrangian subspace of a symplectic space H, then for
every isotropic subspace A ⊂ H the contraction L|A is a Lagrangian subspace of
H|A.
Proof. For all x, x′, a, a′ ∈ H we have
ω(x+ a, x′ + a′) = ω(x, x′) + ω(x+ a, a′) + ω(a, x′ + a′)− ω(a, a′).
If x, x′ ∈L, if a, a′ ∈ A, and if x+ a, x′ + a′ ∈ A⊥, then all terms on the right-hand
side of the equality vanish. Therefore we have L|A ⊂ (L|A)⊥. For the opposite
inclusion, we have(
(L +A) ∩A⊥)⊥ = (L +A)⊥ +A⊥⊥ = (L⊥ ∩A⊥) +A ⊂L⊥ +A =L +A
Therefore
(L|A)⊥ =
((
(L +A) ∩A⊥)⊥ ∩A⊥)/A ⊂ ((L +A) ∩A⊥)/A =L|A. 
Now let us fix a 4m+ 3-dimensional manifold M , and let Γ be a closed sepa-
rating 4m+ 1-dimensional submanifold of ∂M . Then Γ induces a decomposition
∂M = Σ− ∪Σ+ for some codimension 0 submanifolds Σ− and Σ+ of ∂M having
boundaries ∂Σ− = Γ and ∂Σ+ = Γ respectively. Let
iΣ±∗ : H2m+1(Σ±)→ H2m+1(∂M), i∂M∗ : H2m+1(∂M)→ H2m+1(M),
be induced by inclusion.
Proposition C.3. If L− is a Lagrangian subspace of H2m+1(Σ−), then
L+ := {x+ ∈ H2m+1(Σ+) | i∂M∗(iΣ+∗(x+)) ∈ i∂M∗(iΣ−∗(L−))}
is a Lagrangian subspace of H2m+1(Σ+).
Proof. Thanks to Proposition C.1, we know ker(i∂M∗) is a Lagrangian sub-
space of the symplectic space H2m+1(∂M). Moreover, thanks to Remark C.1,
we also know iΣ−∗ preserves absolute intesection pairings, so iΣ−∗(L−) is an
isotropic subspace of H2m+1(∂M). This means we can define the contraction
ker(i∂M∗)|iΣ−∗(L−) which, thanks to Lemma C.5, is a Lagrangian subspace of
H2m+1(∂M)|iΣ−∗(L−). Now let iΓ±∗ : H2m+1(Γ )→ H2m+1(Σ±) be induced by
inclusion. We claim that H2m+1(∂M)|iΣ−∗(L−) is isomorphic, as a symplectic
space, to H2m+1(Σ+)/ im(iΓ+∗), and that, under this isomorphism, the contraction
ker(i∂M∗)|iΣ−∗(L−) corresponds to L+/ im(iΓ+∗). Remark that this claim clearly
allows us to conclude, so let us prove it. We saw during the proof of Proposition
C.2 that we have
iΣ−∗(L−)
⊥ = iΣ−∗(L−) + im(iΣ+∗).
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This yields isomorphisms of symplectic spaces
H2m+1(∂M)|iΣ−∗(L−) ∼= im(iΣ+∗)
/ (
iΣ−∗(L−) ∩ im(iΣ+∗)
)
= im(iΣ+∗)
/
im(iΣ+∗ ◦ iΓ+∗)
∼= H2m+1(Σ+)/ im(iΓ+∗),
where the second one follows from Remark C.1. Furthermore, we have(
ker(i∂M∗) + iΣ−∗(L−)
) ∩ iΣ−∗(L−)⊥
=
(
ker(i∂M∗) + iΣ−∗(L−)
) ∩ (iΣ−∗(L−) + im(iΣ+∗))
=
(
ker(i∂M∗) ∩
(
iΣ−∗(L−) + im(iΣ+∗)
))
+ iΣ−∗(L−).
But now, by the very definition of L∗, we have
ker(i∂M∗) ∩
(
iΣ−∗(L−) + im(iΣ+∗)
)
= iΣ−∗(L−) + iΣ+∗(L+).
This means
ker(i∂M∗)|iΣ−∗(L−) ∼= iΣ+∗(L+))
/ (
iΣ−∗(L−) ∩ iΣ+∗(L+)
)
= iΣ+∗(L+)
/
im(iΣ+∗ ◦ iΓ+∗)
∼= L+/ im(iΓ+∗),
where again the second isomorphism follows from Remark C.1. This proves our
claim. 
C.3. Maslov indices
In this section we define Maslov indices of Lagrangian subspaces, which control
the behaviour of the signature of 4m-dimensional manifolds under the operation
of gluing along codimension 0 submanifolds of their boundary. Let us fix for this
section a finite-dimensional real vector space H equipped with an antisymmetric
bilinear form ω, and letL1,L2, andL3 be three Lagrangian subspaces of H. Every
element of the vector space
W (L1,L2,L3) :=
L1 ∩ (L2 +L3)
(L1 ∩L2) + (L1 ∩L3)
is represented by some a1 ∈L1 which is equal to a sum a2 + a3 for a2 ∈L2 and
a3 ∈L3. Now consider the bilinear form
〈·, ·〉L1,L2,L3 : W (L1,L2,L3)×W (L1,L2,L3) → R
([a1], [b2 + b3]) 7→ ω(a1, b2)
where a1 ∈L1, b2 ∈L2, and b3 ∈L3. Remark that this map is indeed well-defined:
on one hand, if a1 = a2 + a3 with ai ∈L1 ∩Li, and if b1 = b2 + b3 with bi ∈Li for
every integer 1 6 i 6 3, then
ω(a1, b2) = ω(a2 + a3, b2) = ω(a3, b2) = ω(a3, b1 − b3) = ω(a3, b1) = 0.
On the other hand, if a1 = a2+a3 with ai ∈Li, and if b1 = b2+b3 with bi ∈L1∩Li
for every integer 1 6 i 6 3, then we immediately have ω(a1, b2) = 0. Moreover, the
bilinear form 〈·, ·〉L1,L2,L3 is symmetric: indeed, if a1 = a2 + a3 with ai ∈ Li, and
if b1 = b2 + b3 with bi ∈Li for every integer 1 6 i 6 3, then we have
0 = ω(a1, b1) = ω(a3, b2) + ω(a2, b3) = ω(a3, b2)− ω(b3, a2),
which implies
ω(a1, b2) = ω(a3, b2) = ω(b3, a2) = ω(b1, a2).
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The symmetric form 〈·, ·〉L1,L2,L3 is called the Maslov form associated with the
Lagrangian subspaces L1, L2, and L3 of H.
Definition C.2. If L1, L2, and L3 are Lagrangian subspaces of H, their
Maslov index µ(L1,L2,L3) is the signature of the Maslov form 〈·, ·〉L1,L2,L3 .
Lemma C.6. The Maslov index satisfies
µ(Lσ(1),Lσ(2),Lσ(3)) = sgn(σ)µ(L1,L2,L3)
for all Lagrangian subspaces L1, L2, and L3 of H, and for every permutation σ
in S3.
Proof. We have
〈[a1], [b3 + b2]〉L1,L3,L2 = ω(a1, b3) = −ω(a1, b2) = −〈[a1], [b2 + b3]〉L1,L2,L3
for all [a1] = [a2 + a3], [b1] = [b2 + b3] ∈ W (L1,L2,L3). This accounts for the
equality µ(L1,L3,L2) = −µ(L1,L2,L3). Furthermore, the space W (L1,L2,L3)
is isomorphic to W (L2,L1,L3), with every [a1] = [a2 + a3] ∈ W (L1,L2,L3)
corresponding to [a2] = [a1 − a3] ∈W (L2,L1,L3). Therefore, we have
〈[a2], [b1 − b3]〉L2,L1,L3 = ω(a2, b1) = −ω(a1, b2) = −〈[a1], [b2 + b3]〉L1,L2,L3
for all [a1] = [a2 + a3], [b1] = [b2 + b3] ∈ W (L1,L2,L3). This accounts for the
equality µ(L2,L1,L3) = −µ(L1,L2,L3). 
A small remark on conventions: our definition of the space W (L1,L2,L3)
agrees with the one of [W69], while the one given in [T94] corresponds to our
W (L3,L1,L2). However, our symmetric form 〈·, ·〉L1,L2,L3 is the opposite of the
one given in [W69], while it agrees with the one given in [T94]. Therefore, our
definition of µ(L1,L2,L3) turns out to coincide with the one of [T94], while if we
wanted to match our formulas with the ones coming from [W69], we would need
to place a minus sign in front of every occurence of the Maslov index.
Now, to put Maslov indices into perspective, let us quote Wall’s famous non-
additivity result, whose proof can be found in [W69]. The signature σ(W ) of a 4m-
dimensional manifold W is the signature of its middle absolute intersection pairing
tW : H2m(W )×H2m(W )→ R, which is a symmetric bilinear form on H2m(W ).
Now let us fix a 4m-dimensional manifoldW , and letM0 be a separating 4m− 1-di-
mensional submanifold of W with boundary ∂M0 = M0 ∩ ∂W . Then M0 induces a
decompositionW = W− ∪W+ for some codimension 0 submanifoldsW− andW+ of
W having boundaries ∂W− = M− ∪M0 and ∂W+ = M0 ∪M+ respectively, where
M− and M+ satisfy ∂W = M− ∪M+ and M− ∩M+ = ∂M− = ∂M0 = ∂M+ = Σ.
Theorem C.1. Let
iΣ0∗ : H2m−1(Σ)→ H2m−1(M0), iΣ±∗ : H2m−1(Σ)→ H2m−1(M±)
be induced by inclusion. Then
σ(W ) = σ(W−) + σ(W+) + µ(L−,L0,L+),
where L0 := ker(iΣ0∗), and L± := ker(iΣ±∗).
A final remark: the manifestation of the Maslov index in the composition of
2-morphisms of the 2-category CobC of decorated cobordisms of dimension 1+1+1
is indeed related to the non-additivity of the signature of 4-manifolds. Indeed,
Lagrangian subspaces and signature defects are the shadow of certain manifolds
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whose boundaries are related to morphisms of CobC, and which leave no trace
on objects. The idea is roughly the following: every object of CobC secretly
carries along a collection of topological discs whose boundary is identified with
Γ . We remember nothing about these discs simply because there is essentially a
unique way of identifying a topological circle to a connected 1-manifold preserving
orientations. Analogously, every 1-morphism : → ′ of CobC secretly carries
along a collection of topological handlebodies whose boundary is identified with the
closed surface Σˆ obtained from Σ by gluing in all the discs bounding Γ and Γ ′. The
only thing we remember about these handlebodies is the Lagrangians they leave in
the first homology of Σ. Lastly, every 2-morphism M : ⇒ ′ of CobC secretly
carries along a topological 4-manifold whose boundary is identified with the closed
3-manifold Mˆ obtained from M by gluing in all the handlebodies bounding the
closed surfaces Σˆ and Σˆ′. The only thing we remember about these 4-manifolds is
their signature.
The reader might wonder then why there is a minus sign in front of the Maslov
index in Definition 2.11, while the correction term in Theorem C.1 appears with
a plus sign. The question is related to orientations: when we compose vertically
2-morphisms M : ⇒ ′ and M′ : ′ ⇒ ′′ of CobC, let us see who plays who
with respect to the notation of Theorem [W69]. First of all, we assign the roles
for W− and W+, which are played by the bounding 4-manifolds attached to M
and to M ′ respectively. Now, remark that W− is supposed to induce the opposite
orientation onM−. This means thatM− has to be played by Mˆ , whileM0 is played
by the bounding collection of handlebodies attached to Σ′, and M+ is played by
Mˆ ′. Lastly, since Σ needs to be oriented as the boundary of M−, M0, and M+
at the same time, we need to set Σ = Σˆ′. Summing up everything, when we
compose vertically 2-morphisms M : ⇒ ′ and M′ : ′ ⇒ ′′ of CobC, we look
at Lagrangian subspaces of the first homology of Σ′, and the orientation reversal
operation reverses intersection pairings too. This explains the minus sign in front
of the Maslov index in Definition 2.11.
APPENDIX D
Symmetric monoidal 2-categories
This appendix collects definitions of higher categorical structures related to
symmetric monoidal 2-categories, which are all gathered here for convenience. We
also recall an important coherence result for symmetric monoidal 2-categories, due
to Schommer-Pries, which allows us to forget about most of their coherence data.
D.1. 2-Categories
We begin by fixing our terminology and notation for 2-categories. The concept
was introduced for the first time in [B67] under the name bicategory. Other refer-
ences are provided by [KS74] and [G74], or by the more recent and concise [L98],
although the main source for all the material presented in this chapter is [S11].
Definition D.1. A 2-category C (sometimes called a weak 2-category, or a
bicategory) is given by:
(1) A class C, whose elements are called objects (our notation is abusive and
confuses 2-categories with their classes of objects);
(2) A categoryC(x, y) for all x, y ∈C, whose objects are called 1-morphisms,
whose morphisms are called 2-morphisms, and whose composition is called
vertical composition (we represent 1-morphisms as arrows f : x → y, 2-
morphisms as double-struck arrows α : f ⇒ g, and we denote vertical
composition of 2-morphisms α : f ⇒ g and β : g ⇒ h with β ∗α : f ⇒ h);
(3) A distinguished 1-morphism idx ∈ C(x, x) for every x ∈ C, called iden-
tity ;
(4) A functor Cx,y,z : C(y, z) ×C(x, y) → C(x, z) for all x, y, z ∈ C, called
horizontal composition functor (we denote horizontal composition of 1-
morphisms f : x→ y and g : y → z with g◦f : x→ z, and of 2-morphisms
α : f ⇒ h and β : g ⇒ i with β ◦ α : g ◦ f ⇒ i ◦ h);
(5) Natural isomorphisms
λx,y : Cx,y,y ◦ (idy, idC(x,y))⇒ idC(x,y),
ρx,y : Cx,x,y ◦ (idC(x,y), idx)⇒ idC(x,y)
for all x, y ∈C, called left and right unitor respectively (we denote their
components with λf : idy ◦ f ⇒ f and with ρf : f ◦ idx ⇒ f for every
1-morphism f : x→ y of C);
(6) A natural isomorphism
αx,y,z,a : Cx,y,a ◦ (Cy,z,a × idC(x,y))⇒ Cx,z,a ◦ (idC(z,a) × Cx,y,z)
for all x, y, z, a ∈ C, called associator (we denote its components with
αh,g,f : (h ◦ g) ◦ f ⇒ h ◦ (g ◦ f) for all 1-morphisms f : x→ y, g : y → z,
and h : z → a of C).
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These data satisfy the following conditions:
(1) The diagram of 2-morphisms of C
g ◦ (idy ◦ f)
(g ◦ idy) ◦ f g ◦ f
αg,idy,f
ρg ◦ idf
idg ◦ λf
is commutative for all 1-morphisms f : x→ y and g : y → z of C.
(2) The diagram of 2-morphisms of C
(i ◦ h) ◦ (g ◦ f)
i ◦ (h ◦ (g ◦ f))
i ◦ ((h ◦ g) ◦ f)(i ◦ (h ◦ g)) ◦ f
((i ◦ h) ◦ g) ◦ f
αi◦h,g,f αi,h,g◦f
idi ◦ αh,g,f
αi,h◦g,f
αi,h,g ◦ idf
is commutative for all 1-morphisms f : x → y, g : y → z, h : z → a, and
i : a→ b of C.
We move on to introduce 2-functors, which we can interpret as 1-morphisms
between 2-categories.
Definition D.2. A 2-functor F : C → C′ between a pair of 2-categories C,
C′ is given by:
(1) A function F :C→C′ (again, by abuse of notation, we confuse 2-functors
with their functions on classes of objects);
(2) A functor Fx,y : C(x, y) → C′(F(x),F(y)) for all x, y ∈ C (we denote
its images with F(f) : F(x)→ F(y) and with F(α) : F(f)⇒ F(g) for all
1-morphisms f, g : x→ y and every 2-morphism α : f ⇒ g of C);
(3) A distinguished invertible 2-morphism Fx : idF(x) ⇒ F(idx) of C′ for
every x ∈C;
(4) A natural isomorphism
Fx,y,z : CF(x),F(y),F(z) ◦ (Fy,z × Fx,y)⇒ Fx,z ◦ Cx,y,z
for all x, y, z ∈ C (we denote with Fg,f : F(g) ◦ F(f) ⇒ F(g ◦ f) its
compontents for all 1-morphisms f : x→ y and g : y → z of C).
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These data satisfy the following conditions:
(1) The diagrams of 2-morphisms of C′
F(idy ◦ f)F(idy) ◦ F(f)
idF(y) ◦ F(f) F(f)
Fidy,f
Fy ◦ idF(f)
λF(f)
F(λf )
F(f ◦ idx)F(f) ◦ F(idx)
F(f) ◦ idF(x) F(f)
Ff,idx
idF(f) ◦ Fx
ρF(f)
F(ρf )
are commutative for every 1-morphism f : x→ y of C;
(2) The diagram of 2-morphisms of C′
(F(h) ◦ F(g)) ◦ F(f)
F(h) ◦ (F(g) ◦ F(f)) F(h) ◦ F(g ◦ f)
F(h ◦ (g ◦ f))
F((h ◦ g) ◦ f)F(h ◦ g) ◦ F(f)
Fh,g◦fαF(h),F(g),F(f)
idF(h) ◦ Fg,f
Fh,g ◦ idF(f)
Fh◦g,f
F(αh,g,f )
is commutative for all 1-morphisms f : x→ y, g : y → z, and h : z → a of
C.
Next, let us introduce 2-morphisms between 2-functors, which are called 2-
transformations.
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Definition D.3. A 2-transformation σ : F⇒ F′ between a pair of 2-functors
F,F′ :C→C′ is given by:
(1) A 1-morphism σx : F(x) → F′(x) of C′ for every x ∈ C, called compo-
nent ;
(2) A natural isomorphism
σx,y : (σx)
∗ ◦ F′x,y ⇒ (σy)∗ ◦ Fx,y
for all x, y ∈C (we denote its components with σf : F′(f)◦σx ⇒ σy◦F(f)
for every 1-morphism f : x→ y of C).
These data satisfy the following conditions:
(1) The diagram of 2-morphisms of C′
F′(idx) ◦ σx
σx ◦ F(idx)
σx ◦ idF(x)σx
idF′(x) ◦ σx
F′x ◦ idσx σidx
λσx
ρ−1σx
idσx ◦ Fx
is commutative for every x ∈C.
(2) The diagram of 2-morphisms of C′
σz ◦ (F(g) ◦ F(f))
(σz ◦ F(g)) ◦ F(f)
(F′(g) ◦ σy) ◦ F(f)
F′(g) ◦ (σy ◦ F(f))
F′(g) ◦ (F′(f) ◦ σx)
(F′(g) ◦ F′(f)) ◦ σx
F′(g ◦ f) ◦ σx
σz ◦ F(g ◦ f)
αF′(g),F′(f),σx
idF′(g) ◦ σf
α−1F′(g),σy,F(f) σg ◦ idF(f)
ασz,F(g),F(f)
idσz ◦ Fg,f
F′g,f ◦ idσx σg◦f
is commutative for all 1-morphisms f : x→ y and g : y → z of C.
Now, we introduce what can be thought of as a notion of 3-morphism between
2-transformations: 2-modifications.
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Definition D.4. A 2-modification Γ : σ V σ′ between a pair of 2-transforma-
tions σ,σ′ : F ⇒ F′ between 2-functors F,F′ : C → C′ is given by a 2-morphism
Γx : σx ⇒ σ′x of C′ for every x ∈ C, called component, such that the diagram of
2-morphisms of C′
σ′y ◦ F(f)
F′(f) ◦ σ′x
F′(f) ◦ σx
σy ◦ F(f)
σ′fidF′(f) ◦ Γx
σf Γy ◦ idF(f)
is commutative for every 1-morphism f : x→ y of C.
The simplest examples of all these morphisms are provided by identities. In-
deed, remark that the identity 2-functor associated with a 2-category C can be
readily defined using only identity functions, functors, and 2-morphisms ofC. Anal-
ogously, the identity 2-transformation associated with a 2-functor F :C→C′ can
be easily defined using identity 1-morphisms and left and right unitors in C′, while
the identity 2-modification associated with a 2-transformation σ : F⇒ F′ between
2-functors F,F′ : C → C′ only requires the use of identity 2-morphisms in C′.
Next, all these morphisms can be composed in various ways. First of all, we define
composition of 2-functors.
Definition D.5. The composition F′ ◦F :C→C′′ of 2-functors F :C→C′
and F′ :C′ →C′′ between 2-categories C, C′, C′′ is obtained by specifying:
(1) F′ ◦ F :C→C′′ between classes of objects;
(2) F′F(x),F(y) ◦Fx,y as (F′ ◦F)x,y :C(x, y)→C′′(F′(F(x)),F′(F(y))) for all
x, y ∈C;
(3) F′(Fx) ◦ F′F(x) as (F′ ◦ F)x : idF′(F(x)) ⇒ F′(F(idx)) for every x ∈C;
(4) F′(Fg,f ) ◦ F′F(g),F(f) as (F′ ◦ F)g,f : F′(F(g)) ◦ F′(F(f)) ⇒ F′(F(g ◦ f))
for all 1-morphisms f : x→ y and g : y → z of C;
Then, we have two operations, called left and right whiskering, which mix 2-
functors with 2-transformations and 2-modifications.
Definition D.6. The left whiskering F′′ .σ : F′′ ◦F⇒ F′′ ◦F′ of a 2-transfor-
mation σ : F ⇒ F′ with a 2-functor F′′ : C′ → C′′ for 2-functors F,F′ : C → C′
is obtained by specifying:
(1) F′′(σx) as the component (F′′ . σ)x : F′′(F(x)) → F′′(F′(x)) for every
x ∈C;
(2) F′′−1σy,F(f) ∗ F′′(σf ) ∗ F′′F′(f),σx as
(F′′ . σ)f : F′′(F′(f)) ◦ F′′(σx)⇒ F′′(σy) ◦ F′′(F(f))
for every 1-morphism f : x→ y of C.
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Definition D.7. The right whiskering σ /F : F′ ◦F⇒ F′′ ◦F of a 2-transfor-
mation σ : F′ ⇒ F′′ with a 2-functor F :C→C′ for 2-functors F′,F′′ :C′ →C′′
is obtained by specifying:
(1) σF(x) as the component (σ /F)x : F′(F(x))→ F′′(F(x)) for every x ∈C;
(2) σF(f) as (σ /F)f : F′′(F(f)) ◦σF(x) ⇒ σF(y) ◦F′(F(f)) for every 1-mor-
phism f : x→ y of C.
Definition D.8. The left whiskering F′′ . Γ : F′′ . σ V F′′ . σ′ of a 2-
modification Γ : σ ⇒ σ′ with a 2-functor F′′ : C′ → C′′ for 2-transformations
σ,σ′ : F⇒ F′ between 2-functors F,F′ :C→C′ is obtained by specifying F′′(Γx)
as the component (F′′ . Γ)x : F′′(σx)⇒ F′′(σ′x) for every x ∈C.
Definition D.9. The right whiskering Γ/F : σ/FV σ′/F of a 2-modification
Γ : σ ⇒ σ′ with a 2-functor F : C → C′ for 2-transformations σ,σ′ : F′ ⇒ F′′
between 2-functors F′,F′′ : C′ → C′′ is obtained by specifying ΓF(x) as the com-
ponent (Γ / F)x : σF(x) ⇒ σ′F(x) for every x ∈C.
Next, we define horizontal composition of 2-transformations, which involves
associators of the target 2-category.
Definition D.10. The horizontal composition σ′ ◦ σ : F ⇒ F′′ of 2-transfor-
mations σ : F ⇒ F′ and σ′ : F′ ⇒ F′′ between 2-functors F,F′,F′′ : C → C′ is
obtained by specifying:
(1) σ′x ◦ σx as the component (σ′ ◦ σ)x : F(x)→ F′′(x) for every x ∈C;
(2) α−1σ′y,σy,F(f) ∗
(
idσ′y ◦ σf
)
∗ ασ′y,F′(f),σx ∗
(
σ′f ◦ idσx
)
∗ α−1F′′(f),σ′x,σx as
(σ′ ◦ σ)f : F′′(f) ◦ (σ′x ◦ σx)⇒ (σ′y ◦ σy) ◦ F(f)
for every 1-morphism f : x→ y of C.
Then, we define horizontal and vertical composition of 2-transformations simply
using horizontal and vertical composition of 2-morphisms in the target 2-category.
Definition D.11. The horizontal composition Γ′ ◦ Γ : σ′ ◦ σ V σ′′′ ◦ σ′′
of 2-modifications Γ : σ V σ′′ and Γ′ : σ′ V σ′′′ between 2-transformations
σ,σ′′ : F ⇒ F′ and σ′,σ′′′ : F′ ⇒ F′′ between 2-functors F,F′,F′′ : C → C′ is
obtained by specifying Γ′x ◦Γx as the component (Γ′ ◦Γ)x : σ′x ◦σx ⇒ σ′′′x ◦σ′′x for
every x ∈C.
Definition D.12. The vertical composition Γ′ ∗ Γ : σ V σ′′ of 2-modifica-
tions Γ : σ V σ′ and Γ′ : σ′ V σ′′ between 2-transformations σ,σ′,σ′′ : F ⇒ F′
between 2-functors F, :C→C′ is obtained by specifying Γ′x ∗Γx as the component
(Γ′ ∗ Γ)x : σx ⇒ σ′′x for every x ∈C.
Now, as explained in Definition A.9 of [S11], 2-functors fromC toC′, together
with 2-transformations and 2-modifications between them, can be arranged into a
2-category, which we denote 2Cat(C,C′). Remark that our notation hints to
the fact that there exists a notion of 3-category, and that 2-categories, together
with 2-functors, 2-transformations, and 2-modifications between them, provide an
example, see [GPS95]. We move on to recall an important general result, belonging
to a family of statements known as coherence theorems, which essentially tells us
we have the right to assume triviality of coherence data for 2-categories. In order
to explain what we mean precisely, we first need to give a few more definitions.
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We say two objects x and y of a 2-category C are equivalent if there exist 1-mor-
phisms f : x → y and g : y → x together with invertible 2-morphisms of the form
η : idx ⇒ g◦f and ε : f ◦g ⇒ idy, in which case both f and g are called equivalences.
If moreover η and ε satisfy (idg ◦ ε) ∗ (η ◦ idg) = idg and (ε ◦ idf ) ∗ (idf ◦ η) = idf ,
then we say f and g are adjoint equivalences, with unit η and counit ε. Remark
that every equivalence f : x → y between objects x and y of C admits an adjoint
equivalence, as proved in Proposition A.27 of [S11]. This notion of equivalence is
said to be internal, because it applies to objects of a 2-category. However, there is
also an external notion of equivalence, which applies directly to 2-categories. We
say two 2-categories C and C′ are equivalent if there exist 2-functors F :C →C′
and F′ : C′ → C such that F′ ◦ F is equivalent to idC in 2Cat(C,C), and such
that F ◦F′ is equivalent to idC′ in 2Cat(C′,C′), in which case both F and F′ are
called equivalences. Our goal now is to make sure we can replace any 2-category
with a nicer one, so let us say what a nice 2-category is.
Definition D.13. A 2-category C is strict if λx,y, ρx,y, and αx,y,z are identity
natural transformations for all x, y, z ∈C.
The following result is a direct consequence of MacLane’s famous original co-
herence theorem from Chapter 7 of [M78]. See for instance Corollary A.18 of [S11]
for a discussion, but see also the short paper [L98] for a very concise proof.
Theorem D.1. Every 2-category is equivalent to a strict 2-category.
This is why, outside of this chapter, we always assume unitors and associators
of 2-categories to be identities. More precisely, whenever we consider a 2-category,
we secretly replace it with a strict version of itself without changing our notation.
Remark that, since monoidal categories can be realized as 2-categories with a single
object, Theorem D.1 can in particular be seen as a coherence result for monoidal
categories. We also have a similar notion for 2-functors.
Definition D.14. A 2-functor F :C→C′ is strict if Fx and Fg,f are identity
2-morphisms ofC′ for every x ∈C and for all 1-morphisms f : x→ y and g : y → z
of C.
Then, as explained in Section A.2 of [S11], we also have a coherence result for
2-functors, although we do not make use of it in our construction. Loosely speaking,
we have a functor which associates with every 2-category C an equivalent strict 2-
category, called the strictification of C, and which associates with every 2-functor
F between 2-categories C and C′ a strict 2-functor, called the strictification of
F, between the strictifications of C and C′. This means we can always assume
coherence data of 2-functors to be trivial.
D.2. Symmetric monoidal structures
In this section we introduce symmetric monoidal 2-categories. Their definition,
at least in the form given here made, its first appearance in [S16], but see also
Section 2.1 of [S11] for a full account of the history behind the concept.
Definition D.15. A symmetric monoidal 2-category is a 2-categoryC together
with:
(1) A distinguished object ∈C called tensor unit ;
(2) A 2-functor ⊗ :C ×C→C called tensor product ;
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(3) Equivalence 2-transformations
λ : ⊗ ◦ ( , idC)⇒ idC,
ρ : ⊗ ◦ (idC, )⇒ idC
called left and right unitor respectively, with specified adjoint equivalence
2-transformations λ∗ and ρ∗, where the 2-functors ( , idC) :C→C×C
and (idC, ) :C→C ×C are induced by idC;
(4) An equivalence 2-transformation
α : ⊗ ◦ (⊗× idC)⇒ ⊗ ◦ (idC ×⊗)
called associator, with a specified adjoint equivalence 2-transformation
α∗;
(5) An equivalence 2-transformation
c : ⊗ ⇒ ⊗ ◦T
called braiding, with a specified adjoint equivalence 2-transformations c∗,
where the 2-functor T :C×C→C×C transposes the two copies of C;
(6) Invertible 2-modifications Λ, P, M, Π, A, B, and Σ, whose components
have the form
⊗ (x⊗ y)
( ⊗ x)⊗ y x⊗ y
⇓
Λx,y
α ,x,y λx⊗y
λx ⊗ idy
x⊗ (y ⊗ )
(x⊗ y)⊗ x⊗ y
⇓
Px,y
αx,y, idx ⊗ ρy
ρx⊗y
x⊗ ( ⊗ y)
(x⊗ )⊗ y x⊗ y
⇓
Mx,y
αx, ,y idx ⊗ λy
ρx ⊗ idy
(x⊗ y)⊗ (z ⊗ a)
x⊗ (y ⊗ (z ⊗ a))
x⊗ ((y ⊗ z)⊗ a)(x⊗ (y ⊗ z))⊗ a
((x⊗ y)⊗ z)⊗ a
⇓
Πx,y,z,a
αx⊗y,z,a αx,y,z⊗a
idx ⊗αy,z,a
αx,y⊗z,a
αx,y,z ⊗ ida
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y ⊗ (z ⊗ x)
(y ⊗ z)⊗ xx⊗ (y ⊗ z)
(x⊗ y)⊗ z
(y ⊗ x)⊗ z y ⊗ (x⊗ z)
⇓
Ax,y,z
αx,y,z
cx,y⊗z
αy,z,x
cx,y ⊗ idz
αy,x,z
idy ⊗ cx,z
(z ⊗ x)⊗ y
z ⊗ (x⊗ y)(x⊗ y)⊗ z
x⊗ (y ⊗ z)
x⊗ (z ⊗ y) (x⊗ z)⊗ y
⇓
Bx,y,z
α∗x,y,z
cx⊗y,z
α∗z,x,y
idx ⊗ cy,z
α∗y,z,x
cx,z ⊗ idy
y ⊗ x
x⊗ y x⊗ y
⇓
Σx,y
cx,y cy,x
idx⊗y
for all x, y, z, a ∈C;
These data satisfy ten conditions in the form of commuting polytopes of 2-modifica-
tions, which can be obtained from Definitions 4.4 through 4.8 of [S16], as explained
in Definition 2.3 of [S11].
Remark that Definitions 4.4 through 4.8 of [S16] actually give a total of twelve
relations, but, as pointed out in Definition C.1 of [S11], two of them are redundant.
Remark also that all sources and targets for the 2-modifications Λ, P, M, Π, A,
B, and Σ can be explicitly written in terms of tensor unit, tensor product, left and
right unitor, associator, and braiding, by perfoming compositions, whiskerings, and
cartesian products, although this takes up some space, which is the reason why
we did not do it. Also, see Section 2.2 of [S11] for an explanation of how to make
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sense of the commuting polytopes of 2-modifications of [S16]. Now, let us introduce
symmetric monoidal 2-functors between symmetric monoidal 2-categories.
Definition D.16. A symmetric monoidal 2-functor is a 2-functor F :C→C′
between symmetric monoidal 2-categories C and C′ together with:
(1) An equivalence 1-morphism ι : ′ → F( ) of C′ with a specified adjoint
equivalence 1-morphism ι∗ of C′;
(2) An equivalence 2-transformation
χ : ⊗′ ◦ (F× F)⇒ F ◦ ⊗
with a specified adjoint equivalence 2-transformation χ∗;
(3) Invertible 2-modifications Γ, ∆, Ω, and Θ whose components have the
form
F( ⊗ x)F( )⊗′ F(x)
′ ⊗′ F(x) F(x)
⇓
Γx
χ ,x
ι⊗′ idF(x)
λ′F(x)
F(λx)
F(x⊗ )F(x)⊗′ F( )
F(x)⊗′ ′ F(x)
⇓
∆x
χx,
idF(x) ⊗′ ι
ρ′F(x)
F(ρx)
F(x⊗ (y ⊗ z))
F(x)⊗′ F(y ⊗ z)F(x)⊗′ (F(y)⊗′ F(z))
(F(x)⊗′ F(y))⊗′ F(z)
F(x⊗ y)⊗′ F(z) F((x⊗ y)⊗ z)
⇓
Ωx,y,z
α′F(x),F(y),F(z)
idF(x) ⊗′ χy,z
χx,y⊗z
χx,y ⊗′ idF(z)
χx⊗y,z
F(αx,y,z)
D.2. SYMMETRIC MONOIDAL STRUCTURES 135
F(y ⊗ x)
F(x⊗ y)
F(x)⊗′ F(y)
F(y)⊗′ F(x)
⇓
Θx,y
F(cx,y)χx,y
c′F(x),F(y) χy,x
for all x, y, z ∈C.
These data satisfy five conditions in the form of commuting polytopes of 2-modifica-
tions, which can be obtained from Equations (HTA1) and (HTA2) of [GPS95], and
(BHA1), (BHA2), and (SHA1) of [M00], as explained in Definition 2.5 of [S11].
Next, we define symmetric monoidal 2-transformations between symmetric
monoidal 2-functors.
Definition D.17. A symmetric monoidal 2-transformation is a 2-transforma-
tion σ : F ⇒ F′ between symmetric monoidal 2-functors F,F′ : C → C′ together
with:
(1) An invertible 2-morphism ϕ : σ ◦ ι⇒ ι′;
(2) An invertible 2-modification Ξ whose components have the form
F(x⊗ y)
F′(x⊗ y)
F′(x)⊗′ F′(y)F′(x)⊗′ F(y)
F(x)⊗′ F(y)
⇓
Ξx,y
χx,y σx⊗y
χ′x,y
idF′(x) ⊗′ σy
σx ⊗′ idF(y)
for all x, y ∈C.
These data satisfy four conditions in the form of commuting polytopes of 2-modifi-
cations, which can be obtained from Equations (MBTA1), (MBTA2), and (MBTA3)
of [S11], and (BTA1) of [M00], as explained in Definition 2.7 of [S11].
We also have symmetric monoidal 2-modifications between symmetric monoidal
2-transformations.
Definition D.18. A symmetric monoidal 2-modification is a 2-modification
Γ : σ V σ′ between symmetric monoidal 2-transformations σ,σ′ : F ⇒ F′ for
symmetric monoidal 2-functors F,F′ : C → C′ satisfying two condititions in the
form of commuting polytopes of 2-modifications, which can be found in Equations
(BMBM1) and (BMBM2) of [S11], as explained in Definition 2.8 of [S11].
136 D. SYMMETRIC MONOIDAL 2-CATEGORIES
Just like before, we can easily define identities for symmetric monoidal 2-func-
tors, for symmetric monoidal 2-transformations, and for symmetric monoidal 2-
modifications. Next, we can define composition of symmetric monoidal 2-functors
as explained in Definition 2.12 of [S11], and we can define whiskering of symmetric
monoidal 2-functors with symmetric monoidal 2-transformations and symmetric
monoidal 2-modifications as explained in Definition 2.13 of [S11]. Furthermore,
we can define horizontal composition of symmetric monoidal 2-transformations as
explained in Definition 2.9 of [S11], and we can define horizontal and vertical com-
position of symmetric monoidal 2-modifications as explained in Definitions 2.10
and 2.11 of [S11]. In particular, for every pair of symmetric monoidal 2-categories
C and C′, symmetric monoidal 2-functors from C to C′, together with symmet-
ric monoidal 2-transformations and symmetric monoidal 2-modifications between
them, form a 2-category, which we denote 2Catsm(C,C′). This construction is
needed in order to state an important coherence theorem for symmetric monoidal
2-categories due to Schommer-Pries. Indeed, the definitions given in this section
can look quite scary. For instance, we would happily forget about the coherence
data for symmetric monoidal 2-categories, if we could, just like we did for standard
2-categories. Luckily enough, for the most part we can. In order to state this result,
we need an external notion of equivalence for symmetric monoidal 2-categories. We
say two symmetric monoidal 2-categories C and C′ are equivalent if there exist
symmetric monoidal 2-functors F : C → C′ and F′ : C′ → C such that F′ ◦ F
is equivalent to idC in 2Catsm(C,C′), and such that F ◦ F′ is equivalent to idC′
in 2Catsm(C′,C′), in which case both F and F′ are called equivalences. Then,
we need to say what a nice symmetric monoidal 2-category is. The next definition
corresponds to Definition 2.28 of [S11].
Definition D.19. A symmetric monoidal 2-category C is quasi-strict if:
(1) C is strict;
(2) λ, ρ, α, λ∗, ρ∗, and α∗ are identity 2-transformations;
(3) Λ, P, M, Π, A, B, and Σ are identity 2-modifications;
(4) cx,y : x ⊗ y → y ⊗ x is an identity 1-morphism of C for all x, y ∈ C
satisfying either x = or y = ;
(5) ⊗(h,i),(f,g) : (h⊗ i) ◦ (f ⊗ g)⇒ (h ◦ f)⊗ (i ◦ g) is an identity 2-morphism
of C for all 1-morphisms f : x→ z, g : y → a, h : z → b, and i : a→ c of
C satisfying either g = cy1,y2 or h = cz1,z2 ;
(6) cf,g : (g⊗ f) ◦ cx,y ⇒ cz,a ◦ (f ⊗ g) is an identity 2-morphism of C for all
1-morphisms f : x → z and g : y → a of C satisfying either f = idx or
g = idy.
Remark that if C is quasi-strict, then its tensor product ⊗ is cubical, meaning
that ⊗(x,y) : idx⊗y ⇒ idx⊗ idy is an identity 2-morphism of C for all x, y ∈C, and
that ⊗(h,i),(f,g) : (h⊗ i) ◦ (f ⊗ g)⇒ (h ◦ f)⊗ (i ◦ g) is an identity 2-morphism of C
for all 1-morphisms f : x → z, g : y → a, h : z → b, and i : a → c of C satisfying
either g = idy or h = idz. Then, let us state a result which is contained in Theorem
2.96 of [S11].
Theorem D.2. Every symmetric monoidal 2-category is equivalent to a quasi-
strict symmetric monoidal 2-category.
This explains why, outside of this chapter, we always assume unitors, associ-
ators, and all structural 2-modifications of symmetric monoidal 2-categories to be
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identities. Again, what we are actually doing is, whenever we consider a symmetric
monoidal 2-category, to secretly replace it with a quasi-strict version of itself with-
out changing our notation. For completion, we mention there exists a coherence
result for symmetric monoidal 2-functors too, also due to Schommer-Pries, which
is given by Theorem 2.97 of [S11], although we do not use it here.

APPENDIX E
Complete linear and graded linear categories
In this appendix we introduce our target 2-categories for ETQFTs and for
Z-graded ETQFTs: the symmetric monoidal 2-category Cˆatk of complete linear
categories, and the symmetric monoidal 2-category CˆatZk of complete Z-graded
linear categories. We also introduce non-complete analogues, denoted Catk and
CatZk respectively, and we spend some time explaining the relations between all
the different flavors of these constructions. The goal is to allow us to work in the
simpler non-complete settings, while still specifying the complete versions of these
symmetric monoidal 2-categories as targets for ETQFTs and Z-graded ETQFTs.
E.1. Linear and graded linear categories
We begin this section by defining a family of symmetric monoidal 2-categories
which will provide the basis for all the following constructions. To this end, let us
fix a monoidal categoryK, and let us remark thatK-enriched categories, together
with K-enriched functors and K-enriched natural transformations between them,
can be arranged into a 2-category CatK whose horizontal and vertical composition
are given by horizontal composition of K-enriched functors, and by horizontal and
vertical composition ofK-enriched natural transformations, as explained in Section
1.2 of [K82]. Now Section 1.3 of [K82] provides the notion of unit K-enriched
category and, if K is also equipped with a symmetric braiding c, Section 1.4 of
[K82] provides the notion of K-enriched tensor product of K-enriched categories.
Furthermore, it is easy to see that the braiding c on K induces a c-braiding of
K-enriched categories.
Definition E.1. The symmetric monoidal 2-category ofK-enriched categories
is the symmetric monoidal 2-category obtained from the 2-category CatK by spec-
ifying the unit K-enriched category as tensor unit, the K-enriched tensor product
as tensor product, and the c-braiding of K-enriched categories as braiding.
For what concerns enriched category theory, we will need nothing more than
the very basic notions we just recalled in the previous definition. Indeed, we will
specialize the symmetric monoidal category K only in two of the simplest possible
ways. Here is the first.
Definition E.2. The symmetric monoidal 2-category of linear categories is
the symmetric monoidal 2-category Catk obtained from Definition E.1 by taking
K to be the monoidal category Vectk equipped with the trivial braiding τ .
A Vectk-enriched category A is referred to as a linear category, a Vectk-enriched
functor F : A → A′ between linear categories A and A′ is referred to as a linear
functor, while a Vectk-enriched natural transformation η : F ⇒ F ′ between linear
functors F, F ′ : A → A′ is nothing more than an ordinary natural transformation.
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The tensor unit of Catk is denoted k, the tensor product of Catk is denoted , and
the braiding of Catk is denoted τ .
Remark E.1. Let us spell out some of the consequences of having specified
the trivial braiding τ on Vectk. First of all, this determines standard compositions
in tensor products of linear categories. Indeed, for all linear categories A and A′,
and for all
f ⊗ f ′ ∈ HomA(x, y)⊗HomA′(x′, y′), g ⊗ g′ ∈ HomA(y, z)⊗HomA′(y′, z′),
we have
(g ⊗ g′) ◦ (f ⊗ f ′) = (g ◦ f)⊗ (g′ ◦ f ′).
Furthermore, this makes  into a strict 2-functor on the nose. Indeed, for all linear
functors F : A → A′′, F ′ : A′ → A′′′, F ′′ : A′′ → A , and F ′′′ : A′′′ → A , and for
every morphism
f ⊗ f ′ ∈ HomA(x, y)⊗HomA′(x′, y′)
we have
(F ′′ F ′′′) ((F F ′)(f ⊗ f ′)) = (F ′′ ◦ F )(f)⊗ (F ′′′ ◦ F ′)(f ′).
Now, let us move on the the second specialization ofK we will consider, which
is just a very mild generalization of the first one. Let us begin by fixing an abelian
group Z, and let us denote with Z also the discrete category over Z. Furthermore,
if Z∗ denotes the multiplicative group {+1,−1} of invertible integers, then let us
fix a bilinear map γ : Z ×Z → Z∗, which will be used in order to define potentially
non-trivial symmetric braidings. Let us start with some preliminary definitions: a
Z-graded vector space V is a functor from Z to Vectk, and for every k ∈ Z the
space Vk of degree k vectors of V is the vector space V(k). A Z-graded linear map
: V → V′ between Z-graded vector spaces V and V′ is a natural transformation
from V to V′, and for every k ∈ Z the degree k component k : Vk → V′k of
: V → V′ is the linear map k : V(k) → V′(k). The tensor unit k of Z-graded
vector spaces is the Z-graded vector space defined by
kk :=
{
k k = 0
{0} k 6= 0.
for all k ∈ Z. The tensor product V⊗V′ of Z-graded vector spaces V and V′ is the
Z-graded vector space defined by
(V⊗ V′)k :=
⊕
k′∈Z
Vk−k
′ ⊗ V′k′ .
for all k ∈ Z. The γ-braiding morphism cγV,V′ : V⊗V′ → V′⊗V of Z-graded vector
spaces V and V′ is the Z-graded linear map given by
(cγV,V′)
k :=
⊕
k′∈Z
γ(k − k′, k′) · τVk−k′ ,V′k′
for all k ∈ Z, where τ is the trivial braiding of vector spaces. Now, we have
everything in place in order to define the monoidal category VectZk of Z-graded
vector spaces, which is the monoidal category whose objects are Z-graded vector
spaces, whose morphisms are Z-graded linear maps, and whose monoidal structure
is given by the tensor unit and by the tensor product we just introduced. Remark
that VectZk can be made into a symmetric monoidal category by equipping it with
the γ-braiding cγ .
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Definition E.3. The symmetric monoidal 2-category of Z-graded linear cat-
egories is the symmetric monoidal 2-category CatZk obtained from Definition E.1
by taking K to be the monoidal category VectZk equipped with the γ-braiding cγ .
A VectZk -enriched category A is referred to as a Z-graded linear category, a
VectZk -enriched functor F : A → A′ between Z-graded linear categories A and A′
is referred to as a Z-graded linear functor, and a VectZk -enriched natural trans-
formation : F ⇒ F′ between Z-graded linear functors F,F′ : A → A′ is re-
ferred to as a Z-graded natural transformation. If A is a Z-graded linear category,
then for every k ∈ Z and for all x, y ∈ A the space of degree k morphisms fk
from x to y is the vector space HomkA(x, y) of degree k vectors of HomA(x, y),
and the notation fk ∈ HomA(x, y) stands for fk ∈ HomkA(x, y). If F : A→ A′
is a Z-graded linear functor, then for every k ∈ Z the image under F of a de-
gree k morphism fk ∈ HomA(x, y) is denoted F(fk) ∈ HomA′(F(x),F(y)). If
: F⇒ F′ is a Z-graded natural transformation between Z-graded linear func-
tors F,F′ : A→ A′, then the component of associated with an object x ∈ A is
denoted 0x ∈ HomA′(F(x),F′(x)). The tensor unit of CatZk is denoted k, the tensor
product of CatZk is denoted , and the braiding of Cat
Z
k is denoted cγ .
Remark E.2. Let us spell out some of the consequences of having specified the
γ-braiding cγ on VectZk . First of all, this affects compositions in tensor products
of Z-graded linear categories. Indeed, for all Z-graded linear categories A and A′,
and for all
fk ⊗ f ′k′ ∈ HomA(x, y)⊗HomA′(x′, y′), g` ⊗ g′`′ ∈ HomA(y, z)⊗HomA′(y′, z′),
we have
(g` ⊗ g′`′) ◦ (fk ⊗ f ′k′) = γ(k, `′) · (g` ◦ fk)⊗ (g′`′ ◦ f ′k′).
Furthermore, this prevents  from being a strict 2-functor in general. Indeed, for
all Z-graded linear functors F : A → A′′, F′ : A′ → A′′′, F′′ : A′′ → A , and
F′′′ : A′′′ → A , and for every
fk ⊗ f ′k′ ∈ HomA(x, y)⊗HomA′(x′, y′)
we have
(F′′ F′′′)
(
(FF′)(fk ⊗ f ′k′)
)
= γ(k, k′) · (F′′ ◦ F)(fk)⊗ (F′′′ ◦ F′)(f ′k′).
Linear categories and Z-graded linear categories are of course very closely re-
lated. First of all, every Z-graded linear category naturally determines a linear
category.
Definition E.4. The underlying linear category of a Z-graded linear category
A is the linear category A whose set of objects is given by A, and whose space of
morphisms from x ∈ A to y ∈ A is given by Hom0A(x, y).
Conversely, every linear category naturally determines a Z-graded linear cate-
gory, once provided with an additional piece of structure: an action of the abelian
group Z on a linear category A is a monoidal functor R : Z → Endk(A), where
Endk(A) denotes the category of linear endofunctors of A, which is a monoidal cat-
egory with tensor unit given by the identity functor of A, and with tensor product
given by composition. If R is an action of Z on A, then we denote with Rk the
linear endofunctor R(k) ∈ Endk(A) for every k ∈ Z.
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Definition E.5. The Z-graded extension of a linear category A with respect
to an action R of Z on A is the Z-graded linear category R(A) whose objects are
x ∈ A, whose degree k morphisms from x to y are fk ∈ HomA(x,R−k(y)), whose
identities are coherence morphisms
id0x := εx ∈ HomA(x,R0(x)),
for every x ∈ A, and whose compositions are
g`  fk := (µ−`,−k)z ◦R−k(g`) ◦ fk ∈ HomA(x,R−k−`(z))
for all fk ∈ HomA(x,R−k(y)) and g` ∈ HomA(y,R−`(z)).
If R is an action of Z on A, and if x and y are objects of A, then the notation
HomA(x, y) stands for HomR(A)(x, y).
Example E.1. An action R of Z on VectZk is determined by the right transla-
tion endofunctors Rk := R∗−k ∈ Endk(VectZk ) mapping every Z-graded vector space
V to V ◦ R−k, where R−k : Z → Z is the functor defined by R−k(`) := ` − k. We
denote with VectZk the Z-graded extension R(Vect
Z
k ).
E.2. Complete linear categories
In this section we introduce our target symmetric monoidal 2-category for
ETQFTs. In order to do this, let us give some preliminary definitions. We say
a linear category is complete1 if it is closed under finite direct sums, and if all its
idempotents are split. When a linear category is not complete, there is a standard
procedure, called completion, which produces a complete linear category out of it.
The idea is very natural, and simply consists in adding by hand direct sums of
objects, and subobjects corresponding to images of idempotent morphisms. We do
this in multiple steps.
First, we define the additive completion Mat(A) of a linear category A as the
linear category whose objects are
⊕
i∈I
xi :=

...
xi
...

with xi ∈ A for every i in some finite ordered set I, and whose morphisms from⊕
i∈I
xi to
⊕
i∈J
yi are
(fij)(i,j)∈J×I :=

. . .
...
...
· · · fij · · ·
...
...
. . .

with fij ∈ HomA(xj , yi) for every (i, j) ∈ J × I. The identity of an object⊕
i∈I
xi ∈ Mat(A) is the morphism
(δij · idxi)(i,j)∈I2 ∈ EndMat(A)
(⊕
i∈I
xi
)
,
1What we call a complete linear category is usually called Cauchy complete, see for instance
[BDSV15]. We adopt a loose terminology because this is the only kind of completion we consider.
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and the composition of a morphism
(fij)(i,j)∈J×I ∈ HomMat(A)
(⊕
i∈I
xi,
⊕
i∈J
yi
)
with a morphism
(gij)(i,j)∈K×J ∈ HomMat(A)
(⊕
i∈J
yi,
⊕
i∈K
zi
)
is the morphism(∑
h∈J
gih ◦ fhj
)
(i,j)∈K×I
∈ HomMat(A)
(⊕
i∈I
xi,
⊕
i∈K
zi
)
.
Remark that every object of A can be naturally interpreted as an object of Mat(A)
given by a direct sum with a single summand.
Next, we define the idempotent completion Kar(A) of a linear category A as
the linear category whose objects are im(p) := (x, p) with x ∈ A and p ∈ EndA(x)
satisfying p ◦ p = p, and whose morphisms from im(p) to im(q) are f ∈ HomA(x, y)
satisfying f ◦ p = f = q ◦ f . The identity of an object im(p) ∈ Kar(A) is the
idempotent morphism p ∈ EndKar(A)(im(p)), and composition is directly inherited
from composition in A. Remark again that every object of A can be naturally
interpreted as an object of Kar(A) by confusing it with the image of its identity.
Definition E.6. The completion Aˆ of a linear category A is the linear category
Kar(Mat(A)).
Every object of the completion Aˆ of a linear category A has the form
im
(
(pij)(i,j)∈I2
)
:=


...
xi
...
 ,

. . .
...
...
· · · pij · · ·
...
...
. . .


for some finite ordered set I, for some family {xi ∈ A | i ∈ I}, and for some family
{pij ∈ HomA(xj , xi) | (i, j) ∈ I2} satisfying∑
h∈I
pih ◦ phj = pij
for every (i, j) ∈ I2. Analogously, every morphism of the completion Aˆ from
im((pij)(i,j)∈I2) to im((qij)(i,j)∈J2) has the form
(fij)(i,j)∈J×I :=

. . .
...
...
· · · fij · · ·
...
...
. . .

for some family {fij ∈ HomA(xj , yi) | (i, j) ∈ J × I} satisfying∑
h∈I
fih ◦ phj = fij =
∑
h∈J
qih ◦ fhj
for every (i, j) ∈ J × I.
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Every linear functor F : A→ A′ extends to a linear functor Fˆ : Aˆ→ Aˆ′, called
the completion of F , which sends every object
im
(
(pij)(i,j)∈I2
)
of Aˆ to the object
im
(
(F (pij))(i,j)∈I2
)
of Aˆ′, and wich sends every morphism
(fij)(i,j)∈J×I
of HomAˆ(im((pij)(i,j)∈I2), im((qij)(i,j)∈I2)) to the morphism
(F (fij))(i,j)∈J×I
of HomAˆ′(im((F (pij))(i,j)∈I2), im((F (qij))(i,j)∈J2)). Similarly, every natural trans-
formation η : F ⇒ F ′ extends to a natural transformation ηˆ : Fˆ ⇒ Fˆ ′, called the
completion of η, which associates with every object
im
(
(pij)(i,j)∈I2
)
of Aˆ the morphism (∑
h∈I
F ′ (pih) ◦ ηxh ◦ F (phj)
)
(i,j)∈I2
of HomAˆ′(im((F (pij))(i,j)∈I2), im((F
′(pij))(i,j)∈I2)).
Definition E.7. The 2-category of complete linear categories is the full sub-
2-category Cˆatk of Catk whose objects are complete linear categories.
Proposition E.1. Completion defines a strict 2-functor C : Catk → Cˆatk.
Proof. The proof is straight-forward. First of all, for every linear functor
F : A → A′, we have idC(F ) = C(idF ). Next, for all natural transformations
η′ : F ′ ⇒ F ′′ and η : F ⇒ F ′ between linear functors F, F ′, F ′′ : A → A′, we have
C(η′) ∗ C(η) = C(η′ ∗ η), because for every object im((pij)(i,j)∈I2) of Aˆ, and for
every (i, j) ∈ I2, we have∑
h,h′,h′′∈I
F ′′ (pih′′) ◦ η′xh′′ ◦ F ′ (ph′′h′) ◦ F ′ (ph′h) ◦ ηxh ◦ F (phj)
=
∑
h,h′′∈I
F ′′ (pih′′) ◦ η′xh′′ ◦ F ′ (ph′′h) ◦ ηxh ◦ F (phj)
=
∑
h,h′′∈I
F ′′ (pih′′) ◦ F ′′ (ph′′h) ◦ η′xh ◦ ηxh ◦ F (phj)
=
∑
h∈I
F ′′ (pih) ◦ η′xh ◦ ηxh ◦ F (phj) .
This proves CA,A′ is a functor for all linear categories A and A′. Now, for every
linear category A, we have idC(A) = C(idA), and for all linear functors F ′ : A′ → A′′
and F : A → A′, we have C(F ′) ◦C(F ) = C(F ′ ◦ F ). This means we can set CA
and CF ′,F to be identity natural tranformations for every linear category A and
for all linear functors F ′ : A′ → A′′ and F : A→ A′. 
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Remark E.3. IfC is a 2-category, then every 2-functor F :C→ Catk induces
a 2-functor Fˆ : C → Cˆatk, called the completion of F, which is defined as the
composition C ◦ F. Similarly, every 2-transformation σ : F ⇒ F′ between 2-func-
tors F,F′ :C→ Catk induces a 2-transformation σˆ : Fˆ⇒ Fˆ′, called the completion
of σ, which is defined as the left whiskering C . σ. Analogously, every 2-modifi-
cation Γ : σ V σ′ between 2-transformations σ,σ′ : F ⇒ F′ between 2-functors
F,F′ :C→ Catk induces a 2-modification Γˆ : σˆ V σˆ′, called the completion of Γ,
which is defined as the left whiskering C . Γ.
We are now ready to define the target for our candidate ETQFT.
Definition E.8. The symmetric monoidal 2-category of complete linear cate-
gories is the symmetric monoidal 2-category obtained from Definition E.7 by spec-
ifying as tensor unit the completion kˆ of the tensor unit k of Catk, by specifying as
tensor product the completion ˆ of the tensor product  of Catk, and by specifying
as braiding the completion τˆ of the braiding τ of Catk.
Remark that, although Cˆatk is a full sub-2-category of Catk, it is not a sym-
metric monoidal sub-2-category, because the two symmetric monoidal structures
do not agree.
Proposition E.2. The strict 2-functor C : Catk → Cˆatk is symmetric mon-
oidal.
The proof of this result is elementary but rather long, so we postpone it to
Section E.4. Moving on, let us make an important remark: although in this memoir
we use Cˆatk as target for ETQFTs, we actually spend most of our time working
inside Catk, because this makes arguments easier. However, this means the notion
of equivalence inside Catk is too strong for our purposes. Indeed, we have to
consider as equivalent all linear categories whose completions are equivalent.
Definition E.9. Two linear categories A and A′ are Morita equivalent if their
completions Aˆ and Aˆ′ are equivalent, and a linear functor F : A → A′ is a Morita
equivalence if its completion Fˆ : Aˆ→ Aˆ′ is an equivalence.
Now we give a very useful Morita equivalence criterion. We recall that we
say a set D = {xi ∈ A | i ∈ I} of objects of a linear category A is a dominating
set if for every x ∈ A there exist xi1 , . . . , xim ∈ D and rj ∈ HomA(xij , x) and
sj ∈ HomA(x, xij ) for every integer 1 6 j 6 m satisfying
idx =
m∑
j=1
rj ◦ sj ,
in which case we also say D dominates A. We also recall that a linear functor
F : A → A′ is fully faithful if, for all objects x, y ∈ A, the induced map from
HA(x, y) to HA′(F (x), F (y)) is a linear isomorphism, and that it is essentially
surjective if every object x′ ∈ A′ is isomorphic to F (x) for some object x ∈ A.
Then, as explained in Section 1.11 of [K82], every linear functor which is fully
faithful and essentially surjective defines an equivalence in Catk.
Proposition E.3. Let F : A→ A′ be a fully faithful linear functor. If the set
of objects F (A) dominates A′, then F is a Morita equivalence.
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Proof. Let us consider an object x′ ∈ A′ and a decomposition
idx′ =
m∑
j=1
r′j ◦ s′j
with r′j ∈ HomA′(F (xj), x′), with s′j ∈ HomA′(x′, F (xj)), and with xj ∈ A for
every j ∈ I := {1, . . . ,m}. Then im((s′i ◦ r′j)(i,j)∈I2) is an object of Aˆ′, because
m∑
h=1
s′i ◦ r′h ◦ s′h ◦ r′j = s′i ◦ r′j .
Furthermore, x′ is isomorphic to im((s′i ◦ r′j)(i,j)∈I2) as objects of Aˆ′ through
(s′i)(i,j)∈I×{1} ∈ HomAˆ′
(
x, im
((
s′i ◦ r′j
)
(i,j)∈I2
))
,(
r′j
)
(i,j)∈{1}×I ∈ HomAˆ′
(
im
((
s′i ◦ r′j
)
(i,j)∈I2
)
, x
)
.
Indeed we have equalities(
s′i ◦ r′j
)
(i,j)∈I2 ◦ (s′i)(i,j)∈I×{1} = (s′i)(i,j)∈I×{1} ,(
r′j
)
(i,j)∈{1}×I ◦
(
s′i ◦ r′j
)
(i,j)∈I2 =
(
r′j
)
(i,j)∈{1}×I ,(
r′j
)
(i,j)∈{1}×I ◦ (s′i)(i,j)∈I×{1} = idx,
(s′i)(i,j)∈I×{1} ◦
(
r′j
)
(i,j)∈{1}×I =
(
s′i ◦ r′j
)
(i,j)∈I2 .
This means x′ is isomorphic, as an object of Aˆ, to the image under the functor Fˆ
of the object
im
((
F−1
(
s′i ◦ r′j
))
(i,j)∈I2
)
∈ Aˆ. 
The notion of Morita equivalence given in Definition E.9 applies to objects of
the 2-category Catk, but it can actually be generalized. For our construction, we
need to extend it to 2-functors with target Catk. In order to do this, let us consider
a 2-category C.
Definition E.10. Two 2-functors F,F′ : C → Catk are Morita equivalent
if their completions Fˆ, Fˆ′ : C → Cˆatk are equivalent, and a 2-transformation
σ : F ⇒ F′ between 2-functors F,F′ : C → Catk is a Morita equivalence if its
completion σˆ : Fˆ⇒ Fˆ′ is an equivalence 2-transformation.
E.3. Complete graded linear categories
In this section we introduce our target symmetric monoidal 2-category for Z-
graded ETQFTs. We do this by providing graded analogues for all the constructions
and results of Section E.2, with the only difference that this time we allow non-
trivial symmetric braidings. Let us start with some preliminary definitions. We say
an object x of a Z-graded linear category A is the k-suspension of an object y of A
for some k ∈ Z if there exists a degree k invertible morphism fk ∈ HomA(x, y), and
we say it is the direct sum in A of a finite family of objects {xi ∈ A | i ∈ I} if it is
the direct sum of {xi ∈ A | i ∈ I} in the underlying linear category A of A. We say
a degree 0 morphism of a Z-graded linear category A is an idempotent of A if it is
an idempotent morphism of the underlying linear category A of A. Then, we say a
Z-graded linear category A is complete if it is closed under suspensions and finite
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direct sums, and if all its idempotents are split. When a Z-graded linear category
is not complete, there is a standard procedure, called completion, which produces
a complete Z-graded linear category out of it. The idea is again very natural, and
simply consists in adding by hand suspensions and direct sums of objects, as well
as subobjects corresponding to images of idempotent morphisms. We do this in
multiple steps.
First, we define the suspension completion Deg(A) of a Z-graded linear cat-
egory A as the Z-graded linear category whose objects are S`(x) := (x, `) with
x ∈ A and ` ∈ Z, and whose degree k morphisms from S`(x) to Sm(y) are
fk+`−m ∈ HomA(x, y). Identities and compositions are directly inherited from A.
Remark that every object of A can be naturally interpreted as an object of Deg(A)
by confusing it with its 0 suspension.
Next, we define the additive completion Mat(A) of a Z-graded linear category
A as the Z-graded linear category whose objects are
⊕
i∈I
xi :=

...
xi
...

with xi ∈ A for every i in some finite ordered set I, and whose degree k mor-
phisms from
⊕
i∈I
xi to
⊕
i∈J
yi are
(
fkij
)
(i,j)∈J×I :=

. . .
...
...
· · · fkij · · ·
...
...
. . .

with fkij ∈ HomA(xj , yi) for every (i, j) ∈ J × I. The identity of an object⊕
i∈I
xi ∈ Mat(A) is the degree 0 morphism(
δij · id0xi
)
(i,j)∈I2 ∈ EndMat(A)
(⊕
i∈I
xi
)
,
and the composition of a degree k morphism(
fkij
)
(i,j)∈J×I ∈ HomMat(A)
(⊕
i∈I
xi,
⊕
i∈J
yi
)
with a degree ` morphism(
g`ij
)
(i,j)∈K×J ∈ HomMat(A)
(⊕
i∈J
yi,
⊕
i∈K
zi
)
is the degree k + ` morphism(∑
h∈J
g`ih ◦ fkhj
)
(i,j)∈K×I
∈ HomMat(A)
(⊕
i∈I
xi,
⊕
i∈K
zi
)
.
Remark that every object of A can be naturally interpreted as an object of Mat(A)
given by a direct sum with a single summand.
Lastly, we define the idempotent completion Kar(A) of a Z-graded linear cat-
egory A as the Z-graded linear category whose objects are im(p0) := (x, p0) with
x ∈ A and p0 ∈ EndA(x) satisfying p0 ◦ p0 = p0, and whose degree k morphisms
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from im(p0) to im(q0) are fk ∈ HomA(x, y) satisfying fk ◦ p0 = fk = q0 ◦ fk.
The identity of an object im(p0) ∈ Kar(A) is the idempotent degree 0 morphism
p0 ∈ EndA(im(p0)), and composition is directly inherited from composition in A.
Remark again that every object of A can be naturally interpreted as an object of
Kar(A) by confusing it with the image of its identity.
Definition E.11. The completion Aˆ of a Z-graded linear category A is the
Z-graded linear category Kar(Mat(Deg(A))).
Every object of the completion Aˆ of a Z-graded linear category A has the form
im
((
p
`j−`i
ij
)
(i,j)∈I2
)
:=


...
(xi, `i)
...
 ,

. . .
...
...
· · · p`j−`iij · · ·
...
...
. . .


for some finite ordered set I, for some family {`i ∈ Z | i ∈ I}, for some family
{xi ∈ A | i ∈ I}, and for some family {p`j−`iij ∈ HomA(xj , xi) | (i, j) ∈ I2}
satisfying ∑
h∈I
p`h−`iih ◦ p`j−`hhj = p`j−`iij
for every (i, j) ∈ I2. Analogously, every degree k morphism of the completion Aˆ
from im((p`j−`iij )(i,j)∈I2) to im((q
mj−mi
ij )(i,j)∈J2) has the form
(
f
k+`j−mi
ij
)
(i,j)∈J×I
:=

. . .
...
...
· · · fk+`j−miij · · ·
...
...
. . .

for some family {fk+`j−miij ∈ HomA(xj , yi) | (i, j) ∈ J × I} satisfying∑
h∈I
fk+`h−miih ◦ p`j−`hhj = fk+`j−miij =
∑
h∈J
qmh−miih ◦ fk+`j−mhhj
for every (i, j) ∈ J × I.
Every Z-graded linear functor F : A→ A′ extends to a Z-graded linear functor
Fˆ : Aˆ→ Aˆ′, called the completion of F, which sends every object
im
((
p
`j−`i
ij
)
(i,j)∈I2
)
of Aˆ to the object
im
((
F
(
p
`j−`i
ij
))
(i,j)∈I2
)
of Aˆ′, and wich sends every degree k morphism(
f
k+`j−mi
ij
)
(i,j)∈J×I
of HomAˆ(im((p
`j−`i
ij )(i,j)∈I2), im((q
mj−mi
ij )(i,j)∈I2)) to the degree k morphism(
F
(
f
k+`j−mi
ij
))
(i,j)∈J×I
E.3. COMPLETE GRADED LINEAR CATEGORIES 149
of HomAˆ′(im((F(p
`j−`i
ij ))(i,j)∈I2), im((F(q
mj−mi
ij ))(i,j)∈J2)). Similarly, every Z-grad-
ed natural transformation : F⇒ F′ extends to a Z-graded natural transformation
ˆ : Fˆ⇒ Fˆ′, called the completion of , which associates with every object
im
((
p
`j−`i
ij
)
(i,j)∈I2
)
of Aˆ the degree 0 morphism(∑
h∈I
F′
(
p`h−`iih
)
◦ 0xh ◦ F
(
p
`j−`h
hj
))
(i,j)∈I2
of HomAˆ′(im((F(p
`j−`i
ij ))(i,j)∈I2), im((F′(p
`j−`i
ij ))(i,j)∈I2)).
Definition E.12. The 2-category of complete Z-graded linear categories is
the full sub-2-category CˆatZk of Cat
Z
k whose objects are complete Z-graded linear
categories.
Proposition E.4. Completion defines a strict 2-functor C : CatZk → CˆatZk .
Proof. The proof is straight-forward. First of all, for every Z-graded linear
functor F : A → A′, we have idC(F) = C(idF). Next, for all Z-graded natural
transformations ′ : F′ ⇒ F′′ and : F ⇒ F′ between Z-graded linear functors
F,F′,F′′ : A → A′, we have C( ′) ∗ C( ) = C( ′ ∗ ), because for every object
im((p
`j−`i
ij )(i,j)∈I2) of Aˆ, and for every (i, j) ∈ I2, we have∑
h,h′,h′′∈I
F′′
(
p
`h′′−`i
ih′′
)
◦ ′0xh′′ ◦ F
′
(
p
`h′−`h′′
h′′h′
)
◦ F′
(
p
`h−`h′
h′h
)
◦ 0xh ◦ F
(
p
`j−`h
hj
)
=
∑
h,h′′∈I
F′′
(
p
`h′′−`i
ih′′
)
◦ ′0xh′′ ◦ F
′
(
p
`h−`h′′
h′′h
)
◦ 0xh ◦ F
(
p
`j−`h
hj
)
=
∑
h,h′′∈I
F′′
(
p
`h′′−`i
ih′′
)
◦ F′′
(
p
`h−`h′′
h′′h
)
◦ ′0xh ◦ 0xh ◦ F
(
p
`j−`h
hj
)
=
∑
h∈I
F′′
(
p`h−`iih
)
◦ ′0xh ◦ 0xh ◦ F
(
p
`j−`h
hj
)
.
This proves CA,A′ is a functor for all Z-graded linear categories A and A′. Now, for
every Z-graded linear category A, we have idC(A) = C(idA), and for all Z-graded
linear functors F′ : A′ → A′′ and F : A → A′, we have C(F′) ◦ C(F) = C(F′ ◦ F).
This means we can set CA and CF′,F to be identity natural tranformations for every
Z-graded linear category A and for all Z-graded linear functors F′ : A′ → A′′ and
F : A→ A′. 
Remark E.4. If C is a 2-category, then every 2-functor F : C → CatZk
induces a 2-functor Fˆ : C → CˆatZk , called the completion of F, which is defined
as the composition C ◦ F. Similarly, every 2-transformation σ : F ⇒ F′ between
2-functors F,F′ : C → CatZk induces a 2-transformation σˆ : Fˆ ⇒ Fˆ′, called the
completion of σ, which is defined as the left whiskering C . σ. Analogously, every
2-modification Γ : σ V σ′ between 2-transformations σ,σ′ : F ⇒ F′ between
2-functors F,F′ : C → CatZk induces a 2-modification Γˆ : σˆ V σˆ′, called the
completion of Γ, which is defined as the left whiskering C . Γ.
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We are now ready to define the target for our graded ETQFT.
Definition E.13. The symmetric monoidal 2-category of complete Z-graded
linear categories is the symmetric monoidal 2-category obtained from Definition
E.12 by specifying as tensor unit the completion kˆ of the tensor unit k of CatZk ,
by specifying as tensor product the completion ˆ of the tensor product  of CatZk ,
and by specifying as braiding the completion cˆγ of the braiding cγ of Catk.
Remark that, although CˆatZk is a full sub-2-category of Cat
Z
k , it is not a sym-
metric monoidal sub-2-category, because the two symmetric monoidal structures
do not agree.
Proposition E.5. The strict 2-functor C : CatZk → CˆatZk is symmetric
monoidal.
The proof of this result is elementary but rather long, so we postpone it to
Section E.4. Moving on, let us make an important remark: although in this memoir
we use CˆatZk as target for Z-graded ETQFTs, we actually spend most of our time
working inside CatZk , because this makes arguments easier. However, this means
the notion of equivalence inside CatZk is too strong for our purposes. Indeed, we
have to consider as equivalent all Z-graded linear categories whose completions are
equivalent.
Definition E.14. Two Z-graded linear categories A and A′ are Z-Morita equiv-
alent if their completions Aˆ and Aˆ′ are equivalent, and a Z-graded linear functor
F : A→ A′ is a Z-Morita equivalence if its completion Fˆ : Aˆ→ Aˆ′ is an equivalence.
Now we give a very useful Z-Morita equivalence criterion. We say a set
D = {xi ∈ A | i ∈ I} of objects of a Z-graded linear category A is a dominating
set if for every x ∈ A there exist xi1 , . . . , xim ∈ D and rkjj ∈ HomA(xij , x) and
s
−kj
j ∈ HomA(x, xij ) for every integer 1 6 j 6 m satisfying
id0x =
m∑
j=1
r
kj
j ◦ s−kjj ,
in which case we also say D dominates A. We also recall that a Z-graded linear
functor F : A→ A′ is fully faithful if, for all objects x, y ∈ A, the induced map from
HomA(x, y) to HomA′(F(x),F(y)) is a Z-graded linear isomorphism, and that it is
essentially surjective if every object x′ ∈ A′ is isomorphic, in the underlying linear
category A′, to F(x) for some object x ∈ A. Then, as explained in Section 1.11 of
[K82], every linear functor which is fully faithful and essentially surjective defines
an equivalence in CatZk .
Proposition E.6. Let F : A → A′ be a fully faithful Z-graded linear functor.
If the set of objects F(A) dominates A′, then F is a Z-Morita equivalence.
Proof. Let us consider an object x′ ∈ A′ and a decomposition
id0x′ =
m∑
j=1
r
′kj
j ◦ s′−kjj
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with r′kjj ∈ HomA′(F(xj), x′), with s′−kjj ∈ HomA′(x′,F(xj)), and with xj ∈ A for
every j ∈ I := {1, . . . ,m}. Then im((s′−kii ◦ r′kjj )(i,j)∈I2) is an object of Aˆ′, because
m∑
h=1
s′−kii ◦ r′khh ◦ s′−khh ◦ r′kjj = s′−kii ◦ r′kjj .
Furthermore, x′ is isomorphic to im((s′−kii ◦ r′kjj )(i,j)∈I2) as objects of Aˆ′ through(
s′−kii
)
(i,j)∈I×{1}
∈ HomAˆ′
(
x, im
((
s′−kii ◦ r′kjj
)
(i,j)∈I2
))
,(
r
′kj
j
)
(i,j)∈{1}×I
∈ HomAˆ′
(
im
((
s′−kii ◦ r′kjj
)
(i,j)∈I2
)
, x
)
.
Indeed we have equalities(
s′−kii ◦ r′kjj
)
(i,j)∈I2
◦
(
s′−kii
)
(i,j)∈I×{1}
=
(
s′−kii
)
(i,j)∈I×{1}
,(
r
′kj
j
)
(i,j)∈{1}×I
◦
(
s′−kii ◦ r′kjj
)
(i,j)∈I2
=
(
r
′kj
j
)
(i,j)∈{1}×I
,(
r
′kj
j
)
(i,j)∈{1}×I
◦
(
s′−kii
)
(i,j)∈I×{1}
= id0x,(
s′−kii
)
(i,j)∈I×{1}
◦
(
r
′kj
j
)
(i,j)∈{1}×I
=
(
s′−kii ◦ r′kjj
)
(i,j)∈I2
.
This means x′ is isomorphic, as an object of Aˆ, to the image under the functor Fˆ
of the object
im
((
F−1
(
s′−kii ◦ r′kjj
))
(i,j)∈I2
)
∈ Aˆ. 
The notion of Z-Morita equivalence given in Definition E.14 applies to objects
of the 2-category CatZk , but it can actually be generalized. For our construction,
we need to extended it to 2-functors with target CatZk . In order to do this, let us
consider a 2-category C.
Definition E.15. Two 2-functors F,F′ : C → CatZk are Z-Morita equivalent
if their completions Fˆ, Fˆ′ : C → CˆatZk are equivalent, and a 2-transformation
σ : F ⇒ F′ between 2-functors F,F′ : C → CatZk is a Z-Morita equivalence if its
completion σˆ : Fˆ⇒ Fˆ′ is an equivalence 2-transformation.
E.4. Proofs
In this section we prove the results we announced in the previous two. Both
proofs essentially boil down to some standard multilinear algebra. In particular, at
their core lies the following remark: for all m,n ∈ N, M := (m1, . . . ,mm) ∈ Nm,
and n := (n1, . . . , nn) ∈ Nn, if we set m := m1 + . . .+mm and n := n1 + . . .+ nn,
then we have a natural linear isomorphism
fM,N : kM×N → km×n,
where kM×N denotes the vector space of m × n-matrices whose (i, j)-th entry is
an mm × nn-matrix with coefficients in k, and where km×n denotes the vector
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space of m × n-matrices with coefficients in k. Furthermore, these natural linear
isomorphisms preserve matrix product, meaning we have
fL,M (Y )fM,N (X) = fL,N (Y X)
for all Y ∈ kL×M and X ∈ kM×N .
Proof of Proposition E.2. First of all, by definition, C(k) is the tensor
unit of Cˆatk, so we can set ι to be the identity linear functor. Now, for all linear
categories A and A′, let us explain how to construct a linear functor
χA,A′ : C(A) ˆC(A
′)→ C(AA′).
First of all, every object of the completion C(A) ˆC(A′) has the form
im
((
pij
)
(i,j)∈I2
)
:=


...
xi
...
 ,

. . .
...
...
· · · pij · · ·
...
...
. . .


for some finite ordered set I, for some family{
xi ∈ C(A)C(A′)
∣∣ i ∈ I}
of the form
xi :=
(
im
(
(piij)(i,j)∈I2i
)
, im
((
p′ii′j′
)
(i′,j′)∈I′2i
))
,
where
im
(
(piij)(i,j)∈I2i
)
:=


...
xii
...
 ,

. . .
...
...
· · · piij · · ·
...
...
. . .


is an object of C(A) and
im
((
p′ii′j′
)
(i′,j′)∈I′2i
)
:=


...
x′ii′
...
 ,

. . .
...
...
· · · p′ii′j′ · · ·
...
...
. . .


is an object of C(A′) for every i ∈ I, and for some family{
pij ∈ HomC(A)C(A′)
(
xj,xi
) ∣∣∣ (i, j) ∈ I2}
of the form
pij :=
npij∑
n=1
(pijnij)(i,j)∈Ii×Ij ⊗
(
p′ijni′j′
)
(i′,j′)∈I′i×I′j
satisfying ∑
h∈I
pih ◦ phj = pij
for every (i, j) ∈ I2, where
(pijnij)(i,j)∈Ii×Ij :=

. . .
...
...
· · · pijnij · · ·
...
...
. . .

E.4. PROOFS 153
is a morphism of
HomC(A)
(
im
(
(pjij)(i,j)∈I2j
)
, im
(
(piij)(i,j)∈I2i
))
and
(
p′ijni′j′
)
(i′,j′)∈I′i×I′j
:=

. . .
...
...
· · · p′ijni′j′ · · ·
...
...
. . .

is a morphism of
HomC(A′)
(
im
((
p′ji′j′
)
(i′,j′)∈I′2j
)
, im
((
p′ii′j′
)
(i′,j′)∈I′2i
))
for every (i, j) ∈ I2 and 1 6 n 6 npij . Analogously, every morphism of the comple-
tion C(A) ˆC(A′) from im((pij)(i,j)∈I2) to im((qij)(i,j)∈J2) has the form
(
fij
)
(i,j)∈J×I
:=

. . .
...
...
· · · fij · · ·
...
...
. . .

for some family {
fij ∈ HomC(A)C(A′)
(
xj,yi
) ∣∣∣ (i, j) ∈ J× I}
of the form
fij :=
nfij∑
n=1
(fijnij)(i,j)∈Ji×Ij ⊗
(
f ′ijni′j′
)
(i′,j′)∈J′i×I′j
satisfying ∑
h∈I
fih ◦ phj = fij =
∑
h∈J
qih ◦ fhj
for every (i, j) ∈ J× I, where
(fijnij)(i,j)∈Ji×Ij :=

. . .
...
...
· · · fijnij · · ·
...
...
. . .

is a morphism of
HomC(A)
(
im
(
(pjij)(i,j)∈I2j
)
, im
(
(qiij)(i,j)∈J2i
))
and
(
f ′ijni′j′
)
(i′,j′)∈J′i×I′j
:=

. . .
...
...
· · · f ′ijni′j′ · · ·
...
...
. . .

is a morphism of
HomC(A′)
(
im
((
p′ji′j′
)
(i′,j′)∈I′2j
)
, im
((
q′ii′j′
)
(i′,j′)∈J′2i
))
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for every (i, j) ∈ J× I and 1 6 n 6 nfij . Then, we define the image under χA,A′ of
an object
im
((
pij
)
(i,j)∈I2
)
of C(A) ˆC(A′) to be the object
im
((
pij
)
(i,j)∈I2
)
:=


...
xi
...
 ,

. . .
...
...
· · · pij · · ·
...
...
. . .


of C(AA′) given by the finite ordered set
I :=
⋃
i∈I
({i} × Ii × I ′i)
of indices, by the objects
x(i,i,i′) := (xii, x
′
ii′)
of AA′, and by the morphisms
p(i,i,i′)(j,j,j′) :=
npij∑
n=1
pijnij ⊗ p′ijni′j′
of HomAA′(x(j,j,j′), x(i,i,i′)), and we define the image under χA,A′ of a morphism(
fij
)
(i,j)∈J×I
of C(A) ˆC(A′) to be the morphism
(
fij
)
(i,j)∈J×I
:=

. . .
...
...
· · · fij · · ·
...
...
. . .

of C(AA′) given by the morphisms
f(i,i,i′)(j,j,j′) :=
nfij∑
n=1
fijnij ⊗ f ′ijni′j′
of HomC(AA′)(x(j,j,j′), y(i,i,i′)). It can be checked that this assignment actually
defines an essentially surjective fully faithful linear functor. Now, remark that for
all linear functors F : A→ A′′ and F ′ : A′ → A′′′ we have
C(F F ′) ◦ χA,A′ = χA′′,A′′′ ◦ (C(F ) ˆC(F ′)) ,
so we can set χF,F ′ to be the identity natural transformation. Then, we only need
to specify 2-modifications for the symmetric monoidal structure of C. In the quasi-
strict versions of Catk and Cˆatk we have, for all linear categories A, A′, and A′′,
the equalities
χk,A = idC(A), χA,k = idC(A),
χA,A′ A′′ ◦
(
idC(A) ˆχA′,A′′
)
= χAA′,A′′ ◦
(
χA,A′ ˆ idC(A′′)
)
,
χA′,A ◦ τˆC(A),C(A′) = C(τA,A′) ◦ χA,A′ ,
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so we can set ΓA, ∆A, ΩA,A′,A′′ , and ΘA,A′ to be identity natural transformations.

The proof of the analogue graded result is exactly the same, but with gradings.
Let us give it for completeness.
Proof of Proposition E.5. First of all, by definition, C(k) is the tensor
unit of CˆatZk , so we can set ι to be the identity Z-graded linear functor. Now, for
all Z-graded linear categories A and A′, let us explain how to construct a Z-graded
linear functor
χA,A′ : C(A) ˆC(A′)→ C(AA′).
First of all, every object of the completion C(A) ˆC(A′) has the form
im
((
pij
lj−li
)
(i,j)∈I2
)
:=


...(
xi, li
)
...
 ,

. . .
...
...
· · · pijlj−li · · ·
...
...
. . .


for some finite ordered set I, for some family {li ∈ Z | i ∈ I}, for some family{
xi ∈ C(A)C(A′)
∣∣ i ∈ I}
of the form
xi :=
(
im
((
p
`ij−`ii
iij
)
(i,j)∈I2i
)
, im
((
p
′`′
ij′−`′ii′
ii′j′
)
(i′,j′)∈I′2i
))
,
where
im
((
p
`ij−`ii
iij
)
(i,j)∈I2i
)
:=


...
(xii, `ii)
...
 ,

. . .
...
...
· · · p`ij−`iiiij · · ·
...
...
. . .


is an object of C(A) and
im
((
p
′`′
ij′−`′ii′
ii′j′
)
(i′,j′)∈I′2i
)
:=


...
(x′ii′ , `
′
ii′)
...
 ,

. . .
...
...
· · · p′`
′
ij′−`′ii′
ii′j′ · · ·
...
...
. . .


is an object of C(A′) for every i ∈ I, and for some family{
pij
lj−li ∈ HomC(A)C(A′)
(
xj,xi
) ∣∣∣ (i, j) ∈ I2}
of the form
pij
lj−li :=
npij∑
n=1
(
p
lj−li−l′n+`jj−`ii
ijnij
)
(i,j)∈Ii×Ij
⊗
(
p
′l′n+`′jj′−`′ii′
ijni′j′
)
(i′,j′)∈I′i×I′j
satisfying ∑
h∈I
pih
lh−li ◦ phjlj−lh = pijlj−li
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for every (i, j) ∈ I2, where
(
p
lj−li−l′n+`jj−`ii
ijnij
)
(i,j)∈Ii×Ij
:=

. . .
...
...
· · · plj−li−l′n+`jj−`iiijnij · · ·
...
...
. . .

is a degree lj − li − l′n + `jj − `ii morphism of
HomC(A)
(
im
((
p
`jj−`ji
jij
)
(i,j)∈I2j
)
, im
((
p
`ij−`ii
iij
)
(i,j)∈I2i
))
and (
p
′l′n+`′jj′−`′ii′
ijni′j′
)
(i′,j′)∈I′i×I′j
:=

. . .
...
...
· · · p′l
′
n+`
′
jj′−`′ii′
ijni′j′ · · ·
...
...
. . .

is a degree l′n + `′jj′ − `′ii′ morphism of
HomC(A′)
(
im
((
p
′`′
jj′−`′ji′
i′j′j
)
(i′,j′)∈I′2j
)
, im
((
p
′`′
ij′−`′ii′
i′j′i
)
(i′,j′)∈I′2i
))
for every (i, j) ∈ I2 and 1 6 n 6 npij . Analogously, every degree k morphism
of the completion C(A) ˆC(A′) from im((pijlj−li)(i,j)∈I2) to im((qijmj−mi)(i,j)∈J2)
has the form
(
fij
k+lj−mi
)
(i,j)∈J×I
:=

. . .
...
...
· · · fijk+lj−mi · · ·
...
...
. . .

for some family{
fij
k+lj−mi ∈ HomC(A)C(A′)
(
xj,yi
) ∣∣∣ (i, j) ∈ J× I}
of the form
fij
k+lj−mi :=
nfij∑
n=1
(
f
k+lj−mi−k′n+`jj−mii
ijnij
)
(i,j)∈Ji×Ij
⊗
(
f
′k′n+`′jj′−m′ii′
ijni′j′
)
(i′,j′)∈J′i×I′j
satisfying∑
h∈I
fih
k+lh−mi ◦ phjlj−lh = fijk+lj−mi =
∑
h∈J
qih
mh−mi ◦ fhjk+lj−mh
for every (i, j) ∈ J× I, where
(
f
k+lj−mi−k′n+`jj−mii
ijnij
)
(i,j)∈Ji×Ij
:=

. . .
...
...
· · · fk+lj−mi−k′n+`jj−miiijnij · · ·
...
...
. . .

is a degree k + lj −mi − k′n morphism of
HomC(A)
(
im
((
p
`jj−`ji
jij
)
(i,j)∈I2j
)
, im
((
q
mij−mii
iij
)
(i,j)∈J2i
))
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and (
f
′k′n+`′jj′−m′ii′
ijni′j′
)
(i′,j′)∈J′i×I′j
:=

. . .
...
...
· · · f ′k
′
n+`
′
jj′−m′ii′
ijni′j′ · · ·
...
...
. . .

is a degree k′n morphism of
HomC(A′)
(
im
((
p
′`′
jj′−`′ji′
ji′j′
)
(i′,j′)∈I′2j
)
, im
((
q
′m′
ij′−m′ii′
ii′j′
)
(i′,j′)∈J′2i
))
for every (i, j) ∈ J× I and 1 6 n 6 nfij . Then, we define the image under χA,A′ of
an object
im
((
pij
lj−li
)
(i,j)∈I2
)
of C(A) ˆC(A′) to be the object
im
((
pij
`j−`i
)
(i,j)∈I2
)
:=


...(
xi, `i
)
...
 ,

. . .
...
...
· · · pij`j−`i · · ·
...
...
. . .


of C(AA′) given by the finite ordered set
I :=
⋃
i∈I
({i} × Ii × I ′i)
of indices, by the elements
`(i,i,i′) := li + `ii + `
′
ii′
of Z, by the objects
x(i,i,i′) := (xii, x
′
ii′)
of AA′, and by the degree lj − li + `jj − `ii + `′jj′ − `′ii′ morphisms
p(i,i,i′)(j,j,j′)
`(j,j,j′)−`(i,i,i′) :=
npij∑
n=1
p
lj−li−l′n+`jj−`ii
ijnij ⊗ p
′l′n+`′jj′−`′ii′
ijni′j′
of HomAA′(x(j,j,j′), x(i,i,i′)), and we define the image under χA,A′ of a degree k
morphism (
fij
k+lj−mi
)
(i,j)∈J×I
of C(A) ˆC(A′) to be the degree k morphism
(
fij
k+`j−mi
)
(i,j)∈J×I
:=

. . .
...
...
· · · fijk+`j−mi · · ·
...
...
. . .

of C(AA′) given by the element
k := k
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of Z, and by the degree k + lj −mi + `jj −mii + `′jj′ −m′ii′ morphisms
f(i,i,i′)(j,j,j′)
k+`(j,j,j′)−m(i,i,i′) :=
nfij∑
n=1
f
k+lj−mi−k′n+`jj−mii
ijnij ⊗ f
′k′n+`′jj′−m′ii′
ijni′j′
of HomC(AA′)(x(j,j,j′), y(i,i,i′)). It can be checked that this assignment actually
defines an essentially surjective fully faithful Z-graded linear functor. Now, remark
that for all Z-graded linear functors F : A→ A′′ and F′ : A′ → A′′′ we have
C(FF′) ◦ χA,A′ = χA′′,A′′′ ◦ (C(F) ˆC(F′)) ,
so we can set χF,F′ to be the identity Z-graded natural transformation. Then, we
only need to specify 2-modifications for the symmetric monoidal structure of C.
In the quasi-strict versions of CatZk and Cˆat
Z
k we have, for all Z-graded linear
categories A, A′, and A′′, the equalities
χk,A = idC(A), χA,k = idC(A),
χA,A′ A′′ ◦
(
idC(A) ˆχA′,A′′
)
= χAA′,A′′ ◦
(
χA,A′ ˆ idC(A′′)
)
,
χA′,A ◦ cˆγC(A),C(A′) = C(cγA,A′) ◦ χA,A′ ,
so we can set ΓA, ∆A, ΩA,A′,A′′ , and ΘA,A′ to be identity Z-graded natural trans-
formations. 
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