Abstract. We introduce the notion of transmission time to study the dynamics of disordered quantum spin chains and prove results relating its behavior to many-body localization properties. We also study two versions of the so-called Local Integrals of Motion (LIOM) representation of spin chain Hamiltonians and their relation to dynamical manybody localization. We prove that uniform-in-time dynamical localization expressed by a zero-velocity Lieb-Robinson bound implies the existence of a LIOM representation of the dynamics as well as a weak converse of this statement. We also prove that for a class of spin chains satisfying a form of exponential dynamical localization, sparse perturbations result in a dynamics in which transmission times diverge at least as a power law of distance, with a power for which we provide lower bound that diverges with increasing sparseness of the perturbation.
Introduction
Anderson localization in random Schrödinger operators is quite well understood. Mathematical proofs of this phenomenon have been given under a variety of conditions. See the recent book by Aizenman and Warzel for an overview of the state-of-the-art [4] . The physical phenomenon is a drastic slowdown of transport in the system's dynamics, which is seen as the consequence of a change in the nature of the spectrum from continuous spectrum (extended states) to pure point spectrum (localized states).
The problem of Many-Body Localization (MBL) is the question of what happens to localization properties in the presence of interactions. Although Anderson in his work that started the subject of localization [5] envisioned the phenomenon for interacting systems, research on MBL picked up only relatively recently stimulated by papers by Basko, Aleiner, and Altshuler [6] , Oganesyan and Huse [36] , and Pal and Huse [37] .
Quantum spin system with, for example, nearest neighbor interactions, are among the simplest interacting quantum many-body systems and much of the recent work on MBL dealt with one of just three one-dimensional quantum spin models: the XY chain, the quantum Ising chain, and the XXZ chain. The small number of rigorous results that have been obtained so far are also mostly restricted to these three models. Exponential dynamical localization, uniformly in time, was proved for a class of disordered XY chains by exploiting their connection to Anderson models [23, 40, 1] . Imbrie studied the quantum Ising chain with random couplings and fields [25] . Localization properties in the low-energy region, called the droplet-regime, of the ferromagnetic XXZ chain were proved in [17, 19, 18, 7, 8] . For a single quantum particle, the study of localization for a long time focused on spectral properties. i.e., proving the occurrence of point spectrum with associated eigenvectors that satisfy exponential decay. Later, multi-scale analysis [21] and the fractional-moment method [2] emerged as two powerful tools to study dynamical localization. Systems of N interacting particles can be analyzed by extending these methods, as along as N is fixed [12, 3] .
The first main result of this work is the proof of a relation between uniform dynamical localization and the existence of Local Integrals of Motion (LIOM). The LIOM picture [38, 10] has been proposed as the mechanism by which systems exhibiting MBL do not thermalize under their own (closed system) dynamics and, in particular, that violate the Eigenfunction Thermalization Hypothesis (ETH). We give two definitions of LIOMs, consistent with the different ways this concept has been considered in the literature. For lack of a better name, we call them LIOMs of the first kind Definition 2.3 and LIOMS of the second kind (Definition 2.6). The first kind implies dynamical localization of the form generically expected for strongly disordered quantum spin chains. The second kind, as we show, exist when we have uniform-in-time dynamical localization, such as has been proved to occur in the random XY chain [23] .
In interacting many-body systems it is most natural to express localization in terms of dynamical properties directly. A good (but not typcial) example is the zero-velocity LiebRobinson bound proved for the disordered XY chain in [23] . In this work, we introduce the notion of transmission time, as the smallest time a signal or disturbance can reach a prescribed strength a given distance away from the source. See Definition 2.9. For exponentially localized systems, we expect transmission times grow exponentially with the distance. We then prove that exponentially localized systems perturbed by sparse disorder, have transmission times that grow at least as a power law and we we give a lower bound for the power that diverges with increasing sparseness of the perturbation. A large power indicates sub-diffusive behavior. We model the sparse disorder by adding a uniformly bounded but otherwise arbitrary nearest-neighbor term to the Hamiltoian at locations determined by a Bernoulli process with small probability of success.
De Roeck and coworkers have argued that MBL, interpreted as the complete absence of transport, is only possible in one-dimensional systems. They argue that diffusion of energy is inevitable in higher dimensions [16, 14, 15, 13, 29, 42] . We only study one dimensional systems in this work, and therefore we do not have results that either support or contradict these arguments. Rather, for one-dimensional systems our results implies a degree of robustness of localization phenomena in the sense of slow propagation. Others have investigated stability of MBL in spin chains under the influence of regions of low disorder or coupling to a heat bath [22] , in a kicked quantum spin chain model [9] and by extensive numerical calculation for the Heisenberg chain [41] . The latter studies consider properties of the spectral form factor (i.e., the Fourier transform of a two-point function) to look for an indicator of an MBL-type transition. It would be interesting to supplement these studies with information about transmission times in these models.
In Section 2 we introduce several definitions related to MBL and describe our main results. The proofs are in Section 3. Two applications are discussed in Section 4. Some auxiliary facts are collected in two appendices.
Many-body localization properties and main results
In this section we define several properties associated with localized many-body systems. We focus on characteristics of the dynamics in terms of which our main results are formulated and restrict ourselves to the one-dimensional setting. All notions make sense for multi-dimensional systems but, as discussed in the introduction, the phenomenon of manybody localization as it is commonly understood may well be restricted to one dimension.
We will consider subsystems of a chain of quantum systems labeled by x ∈ Z, with a finitedimensional Hilbert space H x for each x ∈ Z. The Hilbert space of the subsystem associated with a finite set X ⊂ Z, is given by H X = x∈X H x , and the observables measurable in this subsystem are given by A X := B(H X ). The elements of A loc := X⊂Z A X , where the union is over finite subsets, are called the local observables, whereas the norm completion of A loc , denoted by A Z , is the algebra of quasi-local observables. We denote the closed unit ball of A X by A 1 X .
A convenient way to specify a model is with an interaction, which is a map Φ assigning to each finite set X ⊂ Z an element Φ(X) = Φ(X) * ∈ A X . Associated to the interaction Φ is the family of local Hamiltonians H Λ = X⊂Λ Φ(X) ∈ A Λ , defined for each finite subset Λ ⊂ Z. The Heisenberg dynamics generated by a family of local Hamiltonians determined by an interaction Φ is defined in the usual way:
The interactions Φ may be random, meaning the following: There is a probability space (Ω, F, P), and to each ω ∈ Ω there is assigned an interaction Φ(ω). We assume weak measurability of the random operators ω → Φ(ω)(X) for each finite X ⊂ Z.
A finite range interaction is one for which there exists R ≥ 0 such that Φ(X) = 0 unless diam X ≤ R. R is then the range of the interaction. A common way to introduce a model with a finite-range interaction is to specify self-adjoint h x ∈ A [x,x+R] , for each x ∈ Z.
2.1. Dynamical Localization. In the single-particle setting, dynamical localization refers to the absence of ballistic or diffusive propagation in the system's Schrödinger evolution. Initially localized wave functions remain localized for all time under the dynamics. A natural analogue of this property in the setting of quantum spin chains is localization of the Heisenberg dynamics. For concreteness, we consider exponential dynamical localization expressed by the following definition. 
Here d(X, Y ) = min{|x − y| : x ∈ X, y ∈ Y } is the usual set distance. In this case η −1 is called (a bound for the) localization length.
(ii) We say the family {H Λ (ω)} exhibits exponential dynamical localization uniformly in time if it satisfies (i) with β = 0.
The following lemma shows that if a family of local Hamiltonians is exponentially dynamically localized and the corresponding family of local dynamics has a thermodynamic limit, then the infinite volume dynamics is also exponentially dynamically localized. 
For any sequence of finite sets Y n ↑ Y , by using local approximations and the fact that C ∞;X,Yn is monotone in n we obtain
which proves the lemma.
Local Integrals of Motion.
Tthe lack of ergodicity seen in MBL systems can be 'explained' as a consequence the emergence of an extensive set of local conserved quantities, called local integrals of motion (LIOMs). In this section we propose precise definitions of LIOMs. Heuristic definitions of LIOMs have been given in the physics literature, [24] , [39] . LIOMs are thought to account for most of the phenomena of MBL. See, for example, the review paper [26] . To address the variety seen in the physics literature we formulate two distinct definitions. Specifically, Definition 2.3 given below is modeled after the discussion in [24] , while Definition 2.6 was motivated by [10] . We refer to them as LIOMs of the first kind and LIOMs of the second kind, respectively. We briefly discuss the relation between the two at the end of this section.
In the following definition we restrict our attention to quantum spin chains, for simplicity. The definition can also be formulated in higher-dimensions. Let d x ≥ 2 denote the dimension of the Hilbert space at x ∈ Z. Definition 2.3. Let H n ∈ A [0,n] be a sequence of random Hamiltonians. We say that the sequence H n has LIOMs of the first kind if the following conditions are satisfied:
(1) There is a sequence of random unitary maps U n ∈ A [0,n] such that
where S m;x is the operator supported at the site x given by the matrix,
and the φ n (m, X) are random variables satisfying
for some non-increasing function F :
The sequence of unitary maps U n is quasi-local, in the sense that for all disjoint finite subsets X, Y ⊂ Γ, 
where D n,X,λ and D n,Y,λ are nonnegative random variables satisfying,
The proof of this theorem is given in Section 3.1.
It is natural to ask whether the existence of LIOMs also follows from dynamical localization. Indeed, the existence of LIOMs and dynamical localization are regarded as equivalent properties in the physics literature. It turns out to be convenient to use a slightly different notion of LIOMs to prove a result in this direction. Definition 2.6. Suppose that Φ is a (random) finite range interaction with a thermodynamic limit τ t generated by the derivation δ. We say the interaction has LIOMs of the second kind if there exists a family {I x } x∈Z of self-adjoint, uniformly bounded quasi-local observables I x satisfying the following:
almost surely, i.e. the family n x=−n I x of quasi-local Hamiltonians almost surely generate the same dynamics in the thermodynamic limit as Φ.
Remark 2.7. In Definition 2.6 we do not assume that the LIOMs I x commute. From the time invariance it is necessary that I x ∈ ker δ, thus if ker δ is abelian the LIOMs will commute. We expect ker δ to be abelian almost surely, generically for continuous randomness. Note that in finite volumes, δ(·) = [H, ·] for a local Hamiltonian H, and simplicity of the spectrum of H is equivalent to ker δ being an abelian algebra.
The following proposition connects uniform exponential localization with the 'canonical LIOMs' introduced in [10] .
Theorem 2.8. If a model with finite-range interactions is exponentially dynamically localized uniformly in time, then it has LIOMs of the second kind. Moreover, a canonical LIOM representation can be given explicitly by the following expression:
where T n is a suitably chosen (random) strictly increasing sequence in N. The termsh x are time-invariant, and satisfy the following locality properties:
In the definition of LIOMs of the first kind, Definition 2.3, nothing is said on the dependence of the unitaries and the interaction coefficients on the length, n, of the chain. One could expect however, that a random interaction Φ can be defined by
where it should be understood that n here refers to a finite spin chain labeled by [−n, n].
Using the notion of local convergence in F-norm (see [35, Definition 3.7] ), it is then straightforward to define condition that would ensure the existence of a commuting family of LIOMs of the second kind.
Transmission Times.
Definition 2.9. Given a Hamiltonian H ∈ A [0,n] and an ε > 0 define the transmission time, t(ε) of H as,
Suppose we have a sequence H n ∈ A [0,n] of Hamiltonians with associated transmission times t n (ε). It is reasonable to expect that dispersive effects may cause the commutator defining the transmission time to never exceed some fixed ε > 0 for large values of n. If this occurs then t n (ε) will cease to be a meaningful quantity. For this reason we should consider a sequence ε n , suitably decaying in n, and instead consider the sequence of transmission times t n (ε n ).
A natural question to ask is whether the transmission time is consistent with the propagation bounds imposed by a Lieb-Robinson bound. Suppose that the sequence H n satisfies, (2.23) sup
for x = y, uniformly in n. Such bounds are known to hold for a broad class of quantum spin models on general lattices [34] . The bound implies that,
provided ε n decays subexponentially in n.
We consider slow transport in a quantum spin chain to be characterized by super-linear growth of the transmission time. For exponentially dynamically localized spin chains the transmission time grows exponentially, as the next proposition shows. Proof. By assumption, sup
where EC n ≤ e −ηn . If β > 0 this implies
As this is summable in n, it follows that e γηn tn(e −αηn ) → 0 almost surely. For β = 0 it is easy to see that P(t n (e −αηn ) = ∞ eventually) = 1.
be a sequence of random Hamiltonians defined over the probability space (Ω 0 , P 0 ) which are dynamically localized in the sense of Definition 2.1.
sequence of Bernoulli random variables over the probability space
x=0 denote a uniformly bounded sequence with ψ x ∈ A [x,x+1] for all x. Consider the sequence of random Hamiltonians
over the probability space Ω 0 ×Ω 1 equipped with the product measure. If t n is the transmission time of H n , then for any γ > 0 and α ∈ (0, 1/3) satisfying
→ 0 in probability.
Theorem 2.11 concerns finite volume Hamiltonians. The following theorem shows that in certain cases one can work directly with the thermodynamic limit.
Theorem 2.12. Suppose that Φ 0 is a random interaction over the probability space (Ω 0 , P 0 ) whose finite volume Hamiltonians are exponentially dynamically localized. Suppose that (δ x ) x∈Z is a sequence of i.i.d. Bernoulli random variables over the probability space (Ω 1 , P 1 ), with P 1 (δ 0 = 0) = p ∈ (0, 1]. Let (ψ x ) x∈Z denote a uniformly bounded sequence with ψ x ∈ A [x,x+1] for all x. Let Φ 2 be the random nearest neighbor interaction given by,
for all x ∈ Z. Define the random interaction Φ(ω) = Φ 0 (ω 0 ) + Φ 1 (ω 1 ) over the probability space Ω 0 × Ω 1 equipped with the product measure. If, for almost every ω 0 ∈ Ω 0 , there is a (possibly random) F -function F such that Φ 0 is F -normed, then the thermodynamic limit, τ t , of Φ exists almost surely. For any fixed r ∈ N, define
Then for any γ > 0 and α ∈ (0, 1/3) satisfying
Proofs of Main Results

Proofs of results about LIOMs.
Showing that LIOMs of the fist kind imply dynamical localization is a straightforward application of the quasi-locality properties of the LIOMs.
Proof of Theorem 2.5. For any
, whereÕ = U * n OU n for an observable O. Using the quasi-locality of the unitary U n specified in Eq. (2.12), by a standard application of conditionla expectations (see, for example, [35, Section IV.A]), we can find (random) local observables A λ ∈ A X n,λ and B λ ∈ A Y n,λ , with A n,λ , B n,λ ≤ 1 such that,
where D n,X,λ and D n,Y,λ have the desired expectation bound. Therefore,
Note thatH X,Y consist of the terms ofH n which do not in general commute with either
Since the first term on the right is norm preserving, we have that,
The estimate,
together with (3.4) completes the proof.
The existence of LIOMs of the second kind for uniform-in-time dynamically localized systems follows from a combination of quasi-locality arguments and compactness.
Proof of Theorem 2.8. We first show how to construct a sequence T n for which the limit in (2.19) exists almost surely for any dynamics that is sufficiently localized uniformly in time. For A ∈ A 1 X and T > 0, define
A T is random since τ t is.
For each N ∈ N, let Π N denote the conditional expectation A loc → A X(N ) defined as the limit of the normalized partial trace over the complement of X(N ) = {y ∈ Z : d(y, X) < N } (see [35, Section 4.2] ). Since the dynamics τ t is assumed to satisfy (2.3), we have
In particular,
We can pick the sequences (T (N ) ) n≥1 such that (T (N +1) ) n≥1 is a subsequence of (T (N ) 
Since N ≤ M , (T (M ) ) n≥1 is a subsequence of (T (N ) ) n≥1 . Therefore, we also have
Using these bounds we have
Since ε > 0 is arbitrary, this estimate along with (3.10) shows that (A(N )) N is almost surely a Cauchy sequence in A Z . Denote its limit byÃ.
We can now pick an increasing sequence K N such that for all n ≥ K N we have
Since we also have
we can conclude the convergence of the sequence of time averages:
The time-invariance ofÃ is obvious from the fact that it is the limit of time averages as in (3.11) . By taking the lim sup of (3.9) we also obtain a quasi-locality estimate forÃ:
We can now apply this to A = h x and, possibly after taking another subsequence, obtain a sequence of times T n such that for all x ∈ Z,
are well-defined, time-invariant, and quasi-local.
Finally, the quasi-local HamiltoniansH Λ defined bỹ
generate the same dynamics τ t in the thermodynamic limit. To see the last point we once more have to argue we can interchange two limits, which we do next.
Let X be finite, A ∈ A 1 X , and ε > 0 . Fix a sufficiently large positive integer M such that for all Λ containing X(M ) we have
Then, we have
Then, for any L, n ∈ N, starting from (3.15), we obtain the following estimate:
Therefore, almost surely
Letting n → ∞ in this inequality gives,
almost surely. By Fatou's lemma,
almost surely, which proves that δ(A) =δ(A) with probability 1.
3.2.
Proofs of results about transmission time. We will prove Theorem 2.11 by utilizing the interaction picture decomposition of the Heisenberg dynamics τ
t , where H I n is the time dependent random Hamiltonian given by,
In order for this decomposition to be of use we will need a Lieb-Robinson bound for the dynamics τ H I t . The first step is deriving such a bound is to write H I n in terms of a suitable time dependent random interaction.
First we introduce some notation. Let Λ x = {x, x + 1}, Λ n = [0, n] and Λ n;x (m) = {y ∈ Λ n : d(y, Λ x ) ≤ m}. We write
Here Tr denotes the normalized partial trace operator. Note that the sum in Eq. (3.17) is actually a finite sum, since ψ (m)
n;x = 0 for any m such that Λ n;x (m − 1) = Λ n .
Proposition 3.1. supp(ψ (m)
n;x (t)) ⊆ Λ n;x (m) for all m ≥ 0 and
n;x is a non-negative random variable satisfying
Proof. supp(ψ (m)
n;x (t)) ⊆ Λ n;x (m) follows from properties of the partial trace. The bound ψ (0)
≤ ψ x χ(2) C n;Λx,Λn\Λn;x(m) + C n;Λx,Λn\Λn;x(m−1) |t|
The expectation bound on C (m) n;x follows from the assumptions.
The decomposition given in Eq. (3.17) provides a way to write H I n (t) in terms of a random interaction. Define Φ n (ω, t) : P(Λ n ) → A Λn by, (3.24) Φ n (ω, t)(X) = 
This follows from the fact that max{|z − x|, |z − y + 1|} is the smallest integer m such that x, y ∈ Λ n;z (m).
Lemma 3.2. Fix n ∈ N and consider the time dependent Hamiltonian given by Eq. (3.16).
Let E ⊂ Ω 1 be an event on which (δ 0 , ..., δ n−1 ) is fixed. Let L > 0 and suppose
is a nonempty collection of disjoint intervals
and such that δ x E = 0 for all x ∈ I j and |I j | ≥ L. For σ ∈ [0, 1/2), let ℓ = ⌊σL⌋ and let
Then for x, y ∈ ∪ M j=1Ĩ j with x < y,
where there is a constantC, independent of n and the collection {I j }, such that B E;x,y satisfies,
for any λ ∈ (0, 1) .
Proof. Suppose x ∈Ĩ r and y ∈Ĩ s , where r ≤ s. On the event E, δ z (ω 1 ) = 0 if z ∈ ∪ M j=1 I j , so we have the bound
By Proposition 3.1, 
where,
Proof. For a fixed pair x < y in ∪ M j=1Ĩ j , by Markov's inequality and Lemma 3.2, for all x < y ∈ ∪ M j=1Ĩ j } It follows that,
On the event W E , we apply Proposition A.1 using the collection I = {[a j + ℓ, b j − ℓ + 1]} M j=1 , the standard metric on Z + , and an F -function on Z + such that e −ξ|x−y| F (|x − y|) .
Proof of Theorem 2.11. We will prove the result for β > 0. The case β = 0 requires only minor modifications. Let P ⊂ R 5 be given by,
and take an element (κ, σ, ν, λ, θ) ∈ P . Let d n = ⌊κn⌋. If A ∈ A 1 0 , by quasi-locality of the dynamics, we may write
and Ẽ (ω 0 , t) ≤ χ(1)C n;dn (ω 0 )|t| β , where EC n;dn ≤ e −η(dn+1) . Therefore, (3.44) sup
where we have used the interaction picture decomposition of the Heisenberg dynamics τ
). Let G n denote the number of runs of 0's of length at least θ log 1/p (n) in (δ dn , δ dn+1 , ..., δ n−1 ), and let R n denote the length of the longest run. For θ ′ ∈ (θ, 1), let A ⊂ Ω 1 denote the event, (3.45) A = {∃ a run of length at least θ log 1/p (n) in (δ dn , ..., δ ln ) and (δ rn , ..., δ n−1 )},
is the length of the lists (δ dn , ..., δ ln ) and (δ rn , ..., δ n−1 ). Write,
where q = 1 − p > 0 and F n is the set of events E ⊂ Ω 1 on which (δ dn , δ dn+1 , ...δ n−1 ) is fixed. We have that,
as n → ∞ by Propositions B.2 and B.3. For any τ > 0
where we denote e −αηn = ε n . Fix an event E ∈ F n . By Lemma 3.3 we have that,
for a set W E ⊂ Ω 0 , where c 0 and c 1 are positive constants uniform in E and n, ℓ n = ⌊σθ log 1/p (n)⌋, and
The choice of θ guarantees that,
We further approximate,
where we used that P(W E |E) = P(W E ) by independence. Combining Eq. (3.44) and (3.49) we have,
This implies that, (3.54)
where we used independence. (3.52) and (3.56) imply,
We now combine (3.48) and (3.57) to find,
and since η(1 − κ) > αη, it is easy to see that (3.61)
Y n converges to a positive constant. Therefore,
Since P(∪ E∈F E) → 1 as n → ∞, the result holds provided we can choose λ, ν, θ and σ such that Eq. (3.63) holds. We can do this provided,
The following general proposition is needed to adapt the proof of Theorem 2.11 to the thermodynamic limit. 
where the limits are taken along any increasing, exhaustive sequences of finite subsets of Z.
For each finite
can be expressed in terms of the interaction picture:
where τ 0 t is the thermodynamic limit of the model Φ 1 , and τ Λ,I t is the dynamics generated by the time-dependent, quasi-local Hamiltonian τ 0 t (H 2 Λ ).
Armed with Proposition 3.4, the proof of Theorem 2.12 is nearly identical to the proof of Theorem 2.11. Using the decomposition (3.66), one can show that the bound (3.35) in • τ 0 t . Taking the limit Λ ↑ Z gives this bound for the thermodynamic limit, and the proof proceeds exactly as before.
Applications
As mentioned before, MBL in the sense of dynamical localization without an energy restriction, has been rigorously established only for the random XY chain and partial results exists for the quantum Ising chain. Naturally, applications of the results in this paper, at the moment, are also restricted to these two models. An extension we will not discuss in detail here is to fermion chains. Our arguments go through without change as long the same obvious analogous conditions are satisfied. Generalizing in another direction, one could consider non-random quasi-periodic chains with localization properties such as the Fibonacci chain [30] or the fermion models studied by Mastropietro [33, 32] .
4.1. The Disordered XY Chain. Consider three real-valued sequences µ j , γ j and ω j . These sequences may be random. The finite volume anisotropic XY Hamiltonian in an external field in the z-direction is given by the Hamiltonian
Here σ x j , σ y j , σ z j ∈ A j denote the Pauli spin matrices acting on the jth spin. It is well known that the many-body XY Hamiltonian can be written in terms of an effective one-body Hamiltonian via the Jordan-Wigner transformation [28] :
where C t = (c 0 , ..., c n , c * 0 , ..., c * n ) is a column vector of operators c j given by
and M n is a 2×2 block matrix,
, and
The following result was proved in [23] :
Theorem 4.1. Suppose that the matrices M n are exponentially dynamically localized in the following sense: there exist positive constants C and η such that for any integers n ≥ 0 and Theorem 4.1 shows that if the sequences µ j , γ j and ω j are such that dynamical localization for the M n holds, then Theorem 2.11 applies to the XY chain. If, in addition sup j µ j and sup j γ j are almost surely finite, then the XY chain satisfies the hypotheses of Theorem 2.12.
Then the Heisenberg dynamics τ
There are several instances in which the matrices M n are known to satisfy (4.3). For example, if γ j = 0 and µ j = 1 for all j, and the ω j are i.i.d. with compactly supported density, then B n = 0 and A n is the finite volume Anderson model. In this case it is well known that (4.3) holds [27] . In [20] a large class of random block operators were shown to exhibit exponential dynamical localization at high disorder. Under the assumption that µ j and γ j are deterministic and bounded, and that the ω j are i.i.d. with sufficiently smooth distribution, this class of random block operators includes M n and (4.3) holds for sufficiently large |λ|.
The anisotropic case was also investigated in [11] . The methods there prove localization of the M n for ω j with compactly supported distribution contained in (−∞, −2) or (2, ∞). For these results smoothness of the distribution is not needed, however the method produces a bound with a stretched exponential, not an exponential as in (4.3) . This localization bound is shown to imply a uniform in time localization bound for the XY chain where the decay is given by a stretched exponential. The proofs of theorems 2.11 and 2.12 can be adapted to the case of stretched exponential localization and so analogous results on slow transport will hold for a model of this type. To state the various claims we need to introduce the assumptions made by Imbrie [25] . Let λ Imbrie's Assumption: There exist γ 0 , such that for all γ ∈ (−γ 0 , γ 0 ), there exists constants ν, C > 0, such that for all δ > 0, a < b ∈ Z we have (4.5)
In [25] Imbrie uses a systematic perturbation theory which, under his assumptions, he argues combines with a multi-scale analysis to prove detailed properties about the eigenvectors of the Hamiltonians H [a,b] for sufficiently small γ, uniformly in the length of the chain. We should note, however, that among experts in the multiscale analysis approach to proving localization there is no agreement that such an argument can indeed be carried out along the lines described in [25] .
In the review paper [26, Section 4.3] the following implications of the perturbation analysis of [25] are stated: H [a,b] is diagonalized by a quasi-local unitary transformation and the resulting energy eigenvalues when labeled by Ising configurations take the form of a random Ising model with multi-spin interactions of strong decay, i.e., something very similar to the LIOM picture we define in Definition 2.3. The LIOM representation is explained by starting from Imbrie's localization property for the eigenvectors ψ [a,b] which reads as follows: there exists κ > 0 such that for all sufficiently long finite intervals [a, b] containing the origin one has
where ρ α is a probability distribution such as
In the spirit of these results it appears that the disordered quantum Ising chain may indeed be a model where the exponential dynamical localization of Definition 2.1 and the LIOM picture of Definition 2.3 indeed both hold.
Appendix A. Lieb-Robinson Bounds
In this appendix we develop a bound on the velocity of propagation under the Heisenberg dynamics which ignores interaction terms supported in a given subset of the lattice. Such a result is made possible by the fact that the general methods for obtaining Lieb-Robinson bounds give a velocity bound that is not affected by on-site terms of the Hamiltonian.
In facilitate the mathematical results, we introduce the notion of an F -function. Let
Suppose that we have a quantum spin chain H = n x=0 H x on the interval Λ n = [0, n] ⊂ Z + together with a time-dependent Hamiltonian H(t) generated by an interaction Φ(t) :
For purposes of notation let b 0 = 0 and a m+1 = n. We seek to define an equivalent spin chain in which the spins located on the sites [b j , a j+1 ] become a large spin located on a single site. Define the contracted lattice Γ I by,
Note that C maps a site in Λ n to its corresponding site in Γ I . For each x ∈ Γ I , define Proof. This follows from applying Theorem 3.1 of [35] to the spin model defined on the lattice (Γ I , d).
A few remarks about this theorem need to be made. Note that (b j − a j ). With either of these metrics, given an F -function F on Z + with the usual metric, the constants in Theorem A.1 can be chosen to be c 0 = 2 F /C Fµ and c 1 = 2C Fµ . In particular, these constants do not depend on n or on the collection of intervals I. This is made possible by the fact that Γ I isometrically embeds into (Z + , | · |) when equipped with either of these metrics.
Appendix B. Success Runs in Bernoulli Trials
Let G n,k denote the number of success runs of length at least k in n i.i.d. Bernoulli trials with success probability p ∈ (0, 1) and q = 1 − p. The following is from Corollary 3.1 in [31] (B.1)
In that reference there is also an exact formula for Var(G n,k ) when n < 2k, but we will not need that here.
Note that the following inequality holds whenever n ≥ 2k and 2(n − 1) ≥ (3k 2 − 2)/k:
Proposition B.1. If k n is a sequence of positive integers then
In particular, E(G n,kn ) → ∞ if lim sup n→∞ kn log 1/p (n) < 1.
Proof. One can compute (B.5) p kn = n − kn log 1/p (n) .
Then,
Proposition B.2. Suppose that k n is a sequence of positive integers such that eventually n ≥ 2k n and 2(n − 1) ≥ (3k 2 − 2)/k. Suppose further that lim n→∞ E(G n,kn ) = ∞. Then (B.7) G n,kn E(G n,kn ) → 1 in probability.
Proof. By assumption, for sufficiently large n we can apply Eq. (B.3) to obtain (B.8) Var(G n,kn ) E(G n,kn ) 2 ≤ 1 E(G n,kn ) → 0 as n → ∞. Therefore (B.9) E G n,kn E(G n,kn ) − 1 2 = Var(G n,kn ) E(G n,kn ) 2 → 0, hence G n,kn /E(G n,kn ) → 1 in probability.
Proposition B.3. Let θ ∈ (0, 1) and k n = ⌈θ log 1/p (n)⌉. Then Proof. Using θ log 1/p (n) ≤ k n ≤ θ log 1/p (n) + 1,
The result follows by using this estimate in Eq. (B.1).
