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Quantitative  PCR (qPCR)  is the  method  of choice  in  gene  expression  analysis.  However,  the  number  of
groups  or  treatments,  target  genes  and  technical  replicates  quickly  exceeds  the capacity  of  a single  run  on
a qPCR  machine  and  the  measurements  have  to be spread  over more  than  1  plate.  Such  multi-plate  mea-
surements  often  show  similar  proportional  differences  between  experimental  conditions,  but  different
absolute  values,  even  though  the  measurements  were  technically  carried  out with  identical  procedures.
Removal  of  this  between-plate  variation  will  enhance  the  power  of  the statistical  analysis  on the result-
ing  data.  Inclusion  and  application  of calibrator  samples,  with  replicate  measurements  distributed  over
the plates,  assumes  a multiplicative  difference  between  plates.  However,  random  and  technical  errors
in these calibrators  will  propagate  to all  samples  on the  plate.  To  avoid  this  effect,  the  systematic  bias
between  plates  can  be removed  with  a correction  factor  based  on  all overlapping  technical  and  biolog-
ical replicates  between  plates.  This  approach  removes  the  requirement  for  all  calibrator  samples  to be
measured  successfully  on  every  plate.  This  paper  extends  an  already  published  factor  correction  method
to the  use  in multi-plate  qPCR  experiments.  The  between-run  correction  factor  is derived  from  the  tar-
get  quantities  which  are  calculated  from  the quantiﬁcation  threshold,  PCR  efﬁciency  and  observed  Cq
value.  To  enable  further  statistical  analysis  in  existing  qPCR  software  packages,  an  efﬁciency-corrected
Cq value  is reported,  based  on the  corrected  target  quantity  and a PCR  efﬁciency  per target.  The  latter
is  calculated  as the  mean  of  the PCR  efﬁciencies  taking  the number  of  reactions  per amplicon  per  plate
into  account.  Export  to the  RDML  format  completes  an RDML-supported  analysis  pipeline  of  qPCR  data
ranging  from  raw  ﬂuorescence  data,  ampliﬁcation  curve analysis  and application  of  reference  genes  to
statistical  analysis.
©  2015  The  Authors.  Published  by  Elsevier  GmbH.  This  is  an  open  access  article  under  the  CC. Introduction
In experimental biology, replicating a series of measurements
nder presumably identical circumstances often leads to results
hat show the same proportional differences between experimental
roups, disease states or treatments, but different absolute values
ithin each of the conditions in the different measurement sessions
1]. A quantitative PCR (qPCR) analysis also often requires more
han one run, each run consisting of one plate with measurements
or every well on the plate. In such a multi-plate qPCR analy-
is, between-run variation may  result from small, but systematic,
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differences in cDNA, primer and reagent concentrations, reaction
temperatures and timing of denaturing, annealing and elongation
phases. Apart from this, the yield of the RT-reaction and handling of
the plates prior to running the PCR are systematically affecting the
results per run. The fact that a logarithmic plot of replicated mea-
surements shows parallel lines per run (Fig. 1A) indicates that these
variation sources together proportionally increase or decrease the
outcome of the ampliﬁcation reaction for all samples on the plate.
Therefore, this between-run variation is commonly removed using
calibrator samples. In this correction, every observed target quan-
tity on the plate is divided by the geometric mean of the target
quantities of the calibrator samples on that plate [2]. Consequently,
all observations on a plate are divided by a constant, the so-called
calibration factor; the between-run variation is thus assumed to
result from a multiplicative factor that affects the whole plate in a
similar way. A drawback of the calibrator sample approach is that
it requires the successful measurement of all calibrator samples
le under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
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Fig. 1. Between-run variation in quantitative PCR experiments. (A) Target quantities of 4 genes measured in 5 different parts of the embryonic chicken heart in 6 plates. Note
the  6-times difference between runs 2 and 5 and the missing overlap between runs 5 and 6. The parallel lines per plate indicate that between-plate variation is multiplicative.
( e that
t s; PE,
b
t
s
o
p
t
i
a
c
m
b
A
t
s
b
f
tB)  Data from panel A corrected for the multiplicative difference between runs. Not
he  Y-axis has not changed. Abbreviations: OFT, outﬂow tract; PA, pharyngeal arche
ecause missing values will bias the calibration factor. Moreover,
he calibrator samples cannot be used in further statistical analy-
is because their residual error is artiﬁcially reduced compared to
ther samples. In the extreme case, with only one calibrator sam-
le per plate, the calibrator samples are without variation after
he correction [1]. As no measurement is free of error, the error
n the calibrator samples are propagated to all samples in the plate
nd is, therefore, still present as between-run variation in all non-
alibrator samples.
Factor correction was proposed as a method to determine the
ultiplicative factors that enable the removal of the systematic bias
etween measurement sessions without the use of calibrators [1].
s stated in that paper, “for a correction method to be effective,
he correction factors should be based on all observations in the
ession and the estimation of these factors should not be affected
y incomplete data sets”. The current paper describes the use of
actor correction in the analysis of qPCR data. In terms of quan-
itative PCR, the above quote means that an optimal estimation there is no longer a systematic difference between the runs and that the scaling of
 pro-epicardium; SV, sinus venosus; VENT, ventricle.
of factors to correct between-run differences requires a maximum
overlap between plates. This overlap can be reached with respect to
conditions, being the unique combinations of targets, experimen-
tal treatments or biological variables in the study. The statistical
model is not based strictly on technical replicates, as is the case
for calibrator samples, but also on biological replicates. It will be
shown that all target quantities that have technical or biological
replicates between plates can serve to estimate the factor per run.
The described program, Factor-qPCR, imports analysed qPCR data,
consisting of Cq, PCR efﬁciency, quantiﬁcation threshold and target
quantity values, and performs the correction between plates. The
corrected target quantities can directly be used to calculate rela-
tive gene expression levels [3] which can further be analysed with
standard statistical software. Alternatively, to calculate efﬁciency-
corrected relative gene expression ratios [4] and to perform further
statistical analysis with software commonly used in qPCR analysis
[2], the corrected target quantities can be converted into efﬁciency-
corrected Cq values, using a PCR efﬁciency per target. Factor-qPCR
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upports import of data and export of corrected values in spread-
heet or RDML format [5].
. Methods and results
.1. Factor correction model
As described, measurements that result from multi-session
xperiments can be considered to result from a mixed additive
nd multiplicative model [1]. This is also true for multi-plate qPCR
xperiments. The equations in this paper refer to a multi-plate
xperiment with N runs, J conditions and K measurements per tar-
et; the lowercase characters are used as indexes in the equations.
The multiplicative nature of the between-run variation in the
ata set is illustrated by the approximately parallel lines that con-
ect the data points per run in a logarithmic plot of the data (Fig. 1A).
n a multi-plate experiment with such a multiplicative between-
un variation, the observations can, therefore, be described with
q. (1)
nj = Fn × (Ymean + Cj + error) (1)
he additive part of this model, between parentheses, states that
he result of a measurement in condition j is the sum of the pop-
lation mean (Ymean), the effect of condition j (Cj), and a technical
rror and/or biological variation. Note that the condition effect C in
his model represents the effect of a combined condition consisting
f the target and the biological conditions in which the samples are
ollected. For each run n, the additive part of the observation Y.j
s multiplied by plate factor Fn. This factor affects every target and
ample in a plate in the same way.
In this model the biological error is normally distributed with
ean 0 and standard deviation . This biological error reﬂects the
ariance within a condition, whereas the condition effects reﬂect
he differences between conditions. As in standard statistics, the
um of the condition effects is 0. The product of the session fac-
ors equals 1, which, together with the condition effects sum of
, ensures that in a complete and balanced design the mean of all
bservations Ynj is equal to the overall Ymean.
.2. Estimation of the session factors with the ratio approach
The run factors F can be determined by the described ratio
pproach [1]. This approach is based on the fact that a between-
un ratio for a pair of observations from different runs (a and b) but
or the same condition (Cj) can be written as Eq. (2):
etween-run ratioa/b =
Ya,j
Yb,j
= Fa
Fb
× (Y¯ + Cj + error)
(Y¯ + Cj + error)
(2)
n this between-run ratio, the ratio of the two normally distributed
dditive parts of the multi-run model (Eq. (1)) has a Cauchy dis-
ribution. Theoretically speaking, the Cauchy distribution has no
ean but it has a median of zero and a symmetrical clock shape
6]. Because more pairs of observations overlap between plate a
nd plate b, the average of the last term in Eq. (2) will approach
ero and cancel out. This makes every between-run ratio an unbi-
sed estimate of the ratio of the two run factors [1]. Because of this,
he best estimate of a ratio of two run factors can be determined
y calculating the geometric mean for all pairs of observations that
ave conditions in common in each pair of two runs.
To derive run factors from this between-run ratio matrix, the
atrix has to be complete. When a pair of runs has no conditionsn common, the between-run ratio will be missing (e.g. runs 5 and
 in Figs. 1A and 2A). Such a missing between-run ratio can be sub-
tituted. To this end, the quotients of the other ratios in the column
f the missing ratio and those in each of the other columns of the and Quantiﬁcation 5 (2015) 10–14
matrix are calculated. Their geometric mean is the fold difference
between the columns in the matrix (Fig. 2B). An estimate of the
missing ratio can then be calculated by dividing the observed ratio
in the row of the missing ratio (Fig. 2A) by this fold difference. The
geometric mean of these N − 1 estimates, one per column, is then
the best substitute for the missing ratio (Fig. 2C). Eq. (3) shows the
nested geometric means that are applied in this calculation.
Rc/r = N−1
√√√√√N−1∏
n=1
⎛
⎝Rn/r/ N−1
√√√√N−1∏
i=1
(
Ri/n
Rc/n
)⎞⎠ (3)
In Eq. (3), N is the number of runs; n and i range from 1 to N − 1,
excluding row r and column c, respectively. The inner geometric
mean calculates the fold difference between matrix columns. The
observed ratios in the affected row are divided by this difference to
obtain substitutes and the outer geometric mean then results in the
best substitute. Substitution can be applied repeatedly. However,
when more than 2 rounds of substitution are required, the design
of the experiment is clearly incomplete and it is recommended to
run another plate to ﬁll in the missing overlap.
From the matrix in which the missing between-run ratios are
substituted (Fig. 2D), the run factors can be determined. In the
matrix of between-run ratios every cell is an estimate of the factor
of the run in the column divided by the factor of the run in the row
(Fig. 2D). Because in the factor correction model (Eq. (1)), the prod-
uct of all session factors equals 1, the geometric mean of column
i in this between-run ratio matrix is an estimate of the correction
factor for run i (Fig. 2E; as shown in Eq. (4), in which n ranges over
the N rows in the matrix).
Geometric mean columni = N
√√√√ N∏
n=1
(
Fi
Fn
)
= N
√
Fi
N∏N
n=1(Fn)
= Fi (4)
The between-run variation in the original data set can now be
removed by dividing each measured target quantity (N0) in each
plate by the corresponding run factor (Eq. (5)).
CorrectedN0,n =
N0,n
Fn
(5)
The corrected data of Fig. 1A are shown in Fig. 1B. After factor
correction, the average of the between-run ratios has become 1.
2.3. Application of factor correction to qPCR data: Factor-qPCR
Analysis of qPCR data starts with raw ﬂuorescence values which
can either be processed by the software of the qPCR system, result-
ing in a PCR efﬁciency per target derived from a dilution series and
a Cq value per target and sample, or be exported as raw data. In the
latter case, the ampliﬁcation curves can be analysed with other pro-
grams mostly resulting in the PCR efﬁciency per target and a target
quantity per sample and target [7,8] (Fig. 3). The qPCR systems or
analysis programs export these data per run to a table, in text or
spreadsheet format, or to an XML-based hierarchical tree structure
deﬁned as RDML (www.rdml.org) [5,9]. During the import of the
data of every run into Factor-qPCR, the program creates a variable
that identiﬁes the plate. The user has to select the variables that
identify the targets, group and treatment annotations which serve
to set the combined condition. When the target quantity (N0), that
has to be corrected, is not reported in the input ﬁle, it has to be cal-
culated from the quantiﬁcation threshold (N ) and PCR efﬁciencyq
value (both per target) and Cq value (per sample) (Eq. (6)).
N0 =
Nq
ECq
(6)
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Fig. 2. Factor estimation from the between-run ratio matrix. (A) Each cell in the between-run ratio matrix is the geometric mean of all ratios that can be calculated between
observations in the same conditions from each pair of runs and is an estimate of the column and row run factors. Runs 5 and 6 have no conditions in common (Fig. 1) and the
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fter these user choices, the correction factor per run can be deter-
ined (Fig. 3). Dividing each target quantity by the correction factor
as removed the between-run variation (Eq. (5)).
The corrected N0 values can then be saved into a spreadsheet
ormat that can be read by standard statistical packages. However,
he use of the corrected target quantity by statistical packages used
n qPCR analysis requires its conversion into an efﬁciency-corrected
q value. To this end, the PCR efﬁciency per target that was  reported
er plate has to be converted into a PCR efﬁciency per target that
s representative for the multi-plate experiment. Because the indi-
idual PCR efﬁciencies, as reported by ampliﬁcation curve analysis
rograms, are normally distributed when pooled over runs, the
ean of those values can be used to estimate the mean PCR efﬁ-
iency for each target for the combined runs (Eq. (7))
mean =
N∑
n=1
(
Kn∑
k=1
Ek,n
)
/
N∑
n=1
(Kn) (7)
n Eq. (7), N is the number of plates and Kn is the number of observa-
ions for the speciﬁc target on plate n. However, when only the PCR
fﬁciency per target is reported for each plate, e.g. derived from a
ilution series included in every plate, the sum of the PCR efﬁciency
alues for the multi-plate experiment is calculated by multiplying
he reported value (En) by the number of observations for the target
n the plate (Kn); the mean PCR efﬁciency can then be calculated
Eq. (8)).
=
N∑
(K E )/
N∑
(K ) (8)mean
n=1
n n
n=1
n
Export to RDML requires that a standard error (SE) for these
CR efﬁciency values is reported. This SE can be determined fromifference in (B) to obtain an estimate of the missing ratio. The geometric mean of
f this completed matrix the denominator in the ratio is a different run factor, these
 (Eq. (4)).
the residual variation (SSres). In case of individual efﬁciencies, this
residue is determined with respect to the PCR efﬁciency per target
per plate (Eq. (9)).
SSres =
N∑
n=1
(
Kn∑
k=1
(En − En,k)2
)
(9)
In Eq. (9), En is the PCR efﬁciency of the target on plate n and En,k
are the individual efﬁciencies observed for the Kn samples in which
the target was ampliﬁed. When only an SE of the PCR efﬁciency per
plate is reported in the input ﬁles, these SEs have to be converted
into the variation per plate and summed over plates (Eq. (10)).
SSres =
N∑
n=1
((Kn − 1)(SEn ×
√
Kn)
2
) (10)
The SE of the mean PCR efﬁciency for the combined runs can be
calculated from the SSres as usual (Eq. (11)).
SEEmean =
√
SSres/
∑
(Kn − 1)/
√∑
(Kn) (11)
In Eq. (11), (Kn) is the sum of the number of observations for each
target per plate.
An efﬁciency-corrected Cq value per sample can be calculated
with the PCR efﬁciency per target (Emean) and the corrected target
quantity (r N0). To this end, the inverse of the logarithmic version
of Eq. (6) is applied (Eq. (12)).
Cq,Ecorr =
log(1) − log(r N0) (12)log(Emean)
The quantiﬁcation threshold is set to 1. Factor-qPCR enables the
export of the corrected data to a spreadsheet or RDML for further
statistical analysis. The original plate differences were removed
14 J.M. Ruijter et al. / Biomolecular Detection
export  cor r. N0
to sp readsheet
export  to
RDML
calculate substute
(Fig 2B,C; Eq. 3)
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calculat e target qua nt y (N0; Eq.  6 )
construct between-run rao matrix (Fig 2A; Eq. 2)
missing 
raos? 
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curve anal ysis  so wareqPCR system
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normalisao n (referenc e genes)
stascal anal ysis
calculat e Emean and SE  (Eqs.  7-11  )
Fig. 3. Flowchart of a multi-run quantitative PCR experiment. The raw ﬂuorescence
values can be analysed by the qPCR system or exported and analysed with an ampli-
ﬁcation curve analysis program and saved in spreadsheet or RDML format. The
resulting data can be imported into Factor-qPCR (shaded part of the ﬂow chart).
After substitution of missing between-run ratios, the run factors are determined
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[nd applied. The program then exports the corrected target quantities (N0) to a
preadsheet or, after their conversion into efﬁciency-corrected Cq values, to RDML
or normalisation and further statistical analysis.
nd can, therefore, be ignored in these analyses. Factor-qPCR was
peciﬁcally implemented to perform factor correction on multi-run
uantitative PCR experiments. The program and a demonstration
ataset can be downloaded from http://HFRC.nl
. Discussion
Between-run correction in qPCR data analysis assumes a
ultiplicative difference between plates in a multi-plate qPCR
xperiment. After division by a constant factor per plate, all
etween-run differences that are not multiplicative will still be
resent. The latter is true, irrespective of the method used to
etermine the correction factor: restricted to calibrator samples
r including all overlapping technical and biological replicates. The
dvantage of using all overlap between plates is that measurements
hat have failed for technical reasons can be replicated easily in a
ew run and then added to the experiment.
Factor correction requires overlap between plates. Although this
verlap can be reached by spreading replicate measurements over
[ and Quantiﬁcation 5 (2015) 10–14
different plates, the required overlap is not restricted to such tech-
nical replicates. The statistical model on which the correction is
based requires maximum overlap between plates with respect to
targets and samples collected under the same biological or exper-
imental conditions. In the ratio approach (Eq. (2)), the biological
and technical errors, both normally distributed with a mean of
zero, cancel out (Eq. (2)). Overlap between plates can, therefore,
be based on biological and technical replicates. The design of the
experiment should preferably be balanced and complete: a simi-
lar number of samples coming from every condition on each of the
required plates. Because every target and condition then has the
same inﬂuence on the between-run correction, the loss of condition
effects through the correction is avoided.
Plate design in qPCR experiments often aims at sample max-
imisation: biological or medical samples that have to be compared
are measured all in 1 plate, limiting the number of targets that
can be measured on that plate [2]. This approach allows compari-
son between samples, but not between targets. Alternatively, target
maximisation enables comparison between genes but not between
samples. The maximum overlap design that is basic in Factor-qPCR
allows comparison of samples and genes and thus enables the study
of gene expression pathways.
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