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CAPíTULO O 
INTRODUCÃO 
Esta dissertação versa sobre o problema de equilíbrio de 
t.ráf'e~o. 
O sistema viário de muitas: cidades, principalmente as: de 
rn.aior porte_. e:s:t.ã superado há rnuit.o t.ernpo. Isto t.ern caus:ado 
congestionamentos insuportáveis. A cidade de São Paulo é um 
bom exemplo disto, est.ando seu t.râns:it.o à beira de um colapso: 
.. Se toda a frota de veículos da cidade Cque é al~o 
em torno de 25% da frot.a nacional) ocupasse ao 
mesmo tempo o sist.erna viário principal da cidade 
Ct.odas: as: grandes avenidas:), os carros, em 1960, 
encost.ados pá:ra-choque com pá:ra-choque, ocupariam 
t.odas: as: faixas. Dez anos mais tarde, o mesmo 
acont.eceria, mas com pilhas de dois car:ros:. Em 
1980, as pilhas seriam de quatro carros:. E por 
projeção 
f 
em 
automóveis.. [311. 
1990 as pilhas at.ingiriam oito 
O nosso objetivo ao realizar est.e t.:rabalho não é o de dar 
uma solução definit.iva para o p:roblema, mas: ío:rnecer aos 
engenheiros e analistas de trâns:i t.o urna ferramenta a mais para 
1 
a dura t.arefa de resolver os: problemas: de t.râns:it.o. 
A preocupação ~erada por problemas: de t.ráfe~o criou 
condições: para que pesquisas: nas:ces:s:em t.razendo aborda~ens as: 
mais diversas:. 
Já em 1952~ Wardrop [411 publicava trabalhos sobre o 
as:s:unt.o. Dada a relevância e o carát.er seminal de sua 
cont.ribuição ~ o problema que es:t.udamos: aqui pas:s:ou a ser 
chamado de equilíbrio de Wardrop. 
Beckmann [4), em 1956~ most.rou que sobre cert.as: 
condições~ o problema de equilíbrio é equivalent.e a um 
problema de ot.imização [391. Porém, Beckmann t.rat.ou o cas:o 
simples em que os cust.os nos arcos dependem apenas: de fluxos: 
locais, mesmo reconhecendo que apenas: al~uns cas:os: especiais: 
s:at.isfaziam as: condições requeridas [281. 
Dafermos: [4] es:t.endeu cons:ideravelment.e a est.rut.ura 
ori~inal de Beckmann, considerando o cust.o nos: arcos como uma 
função dos fluxos ocorrendo em t.oda a rede. Is:t.o t.orna-s:e 
part.icularment.e import.ant.e quando t.rabalhamos: com redes: 
cont.endo ruas: de duplo sent.ido, ou quando o t.empo de via~em em 
um arco depende crucialment.e da espera que ocorre nas: 
int.ersecções. 
Smit.h [391, Dafermos [6] e out.ros apresent.aram e 
resolveram o problema usando desi~ualdade variacional. 
Asmuth [3] t.ambém for·mulou o problema dest.a maneira, propondo 
2 
o us:o do algo ri t..mo de pont..o t'bco de Eaves:-Saigal para sua 
solução [331. 
Aas:ht..iani e Magnant..i [11 apresent..aram a part..e t..e6i-ica do 
problema trabalhando com complement..aridade. Não se t..em 
conheciment..o, no entant..o, de t..rabalhos: comput..acionais usando 
algo ri t..mos específicos para complement..aridade não-linear. 
No Capít..ulo I dest..e t..rabalho, daremos uma descrição 
det..alhada do problema. Apres:ent..aremos:, no Capít..ulo II, a 
formulação !lo problema por complement..aridade. Também serão 
apres:ent..ados: teoremas: que garant..em a exis:t.ência e unicidade de 
solução. No Capit.ulo III, !'aremos: a abordagem por ot..imização. 
Uma demons:t.ração de equivalência ent.re os: mét..odos: t..ambém s:erá 
feit..a. No Capít..ulo IV, apresent.aremos: res:ul t..ados: 
comput..acionais:, !·aremos: uma análise ent..re os: mét..odos: e daremos: 
algumas: conclusões:. E finalment.e, · no Capí t..ulo V, as: ext.ens:ões:, 
(onde apres:ent..aremos: o paradoxo de Braes:s:) e as: conclusões: 
íinais serão apresent.adas:. 
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CAPíTULO I 
O PROBLEMA DE EQUILíBRIO DE TRÁFEGO 
1.1 - EM QUE CONSISTE UM EQUILÍBRIO DE TRÁFEGO? 
Vamos supor que em uma det-erminada cidade, o depart.ament.o 
de t-ráfego resolve, por algum mot.ivo, impor aos condut-ores de 
veículos as rot.as que est.es devem t.omar para chegar ao seu 
dest.ino, de acordo com cert-os crit.érios que julga serem bons 
para a comunidade. 
Seja a rede de t.ransport.e como na Figura 1, onde os nós 
represent-am os pont-os de origem-dest.ino <O-D, por 
simplicidade) ou as int.ersecções de ruas e: os arcos 
represent-am as ruas. Nos referimos ao j-ésimo caminho do 
i-ésimo par 0-D como o caminho ji., ao f1uxo nest.e caminho como 
Fi. e ao cust.o uni t.ário correspondent-e 
J 
como C~<F). As demandas 
J 
f 
no i-ésimo par 0-D são denot.adas por d . Com relação aos 
~ 
arcos, nos referimos ao k-ésimo arco da rede como arco k, ao 
f' luxo nest.e arco como f k e ao cust.o uni t.ário correspondent.e 
como c (f). Vamos considerar o par <1,2) como o primeiro par 
k 
0-D e o par <2,1) como o segundo par 0-D. 
4 
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Figura 1 
Vamos est.abelecar os cust.os unit.ários nos caminhos: 
10 o o 5 o 1000 
o 15 o o 5 950 
CCF) = o o 20 o o F + 3000 (1.1) 
2 o o 20 o 1000 
o 1 o o 25 1300 
onde o vet.or F cont.ém em suas primeiras component.es os 
fluxos ralat.ivos ao primeiro par 0-D, a seguir os íluxos 
relat.ivos ao segundo par 0-D e assim sucessivament-e. 
Vamos supor que as demandas ent.re os paras 0-D <1,2> e 
C2,1) são d 
:L 
= 210 e d 
z 
= 120, respect.i v ament.e. SuP,ondo que o 
depart.ament.o de t.rálego exige que o cust.o t.ot.al deve ser 
1 
minimizado, precisamos resolver o seguint.e problema: 
1 Sendo os C\. como em C1.1) 
J 
5 
Min lÍ C~(F} Fl J J 
~ J 
s.a. 
í FI. = d j I. 
FI. 
j 2:: o 
onde i = 1,2 e j = 1,2,3 
A solução para est.e problema é: 
Fs. 
= 111.57 C S. = 2449.35 1. 1 
Ft 
= 80.96 cs. = 2430.83 z z 
~ = 17.46 cs. = 3349.26 a a 
Fz 
= 66.72 cz = 2557.53 1 1 
Fz 
= 53.28 cz = 2712.98 z 2 
O cust-o t.ot.al é 843765.56. 
É claro que o depart.ament.o de t.ráíego part-iu do princípio 
que cada condut-or iria aprovar a sua polít-ica e segui-la 
irrest.rit.ament.e. Mas um condut-or bem informado das condições 
de t.ráíego nas out.ras vias pode descobrir que há caminhos mais 
barat-os para se chegar ao mesmo dest-ino. 
Por exemplo, se um condut-or que t-rafegava no caminho 3s., 
t-oma o caminho 21., a nova dist-ribuição 
' 2 correspondent-es serão como segue: 
2 Supondo que os demais 
do depart.ament.o de t.ráíego. 
permanecem tiéis 
6 
e os cust-os 
às det-erminações 
Fi 
= 81.96 2 
~ = 16.46 a 
c:! = 2445.83 2 
c:! = 3329.20 a 
cf = 2713.98 2 
Observamos aqui que o cust.o no caminho 3i dimimuiu> 
enquant.o que os cust.os nos caminhos 2i e 2 2 aument.aram e que 
est.e condut.or loi beneliciado com a t.roca que lez. 
2 Um out.ro condut.or que t.omava o caminho 2 observa que se 
t.omar o caminho 2i provocará a seguint.e alt.eracão: 
F2 
= 52.28 2 
~ = 67.72 
:1. 
cf = 2688.98 2 
cf = 2577.53 
:1. 
c:! = 2454.30 i 
c:! = 2440.80 2 
Est.a nova t.roca lez os cust.os nos caminhos e 
diminuirem> enquant.o os cust.os nos caminhos e 
aument.aram. 
Est.e prbcesso segue at.é que nenhum condut.or t.enha 
incent.ivo para mudar de rot.a, ou seja qualquer t.roca result.a 
numa rot.a mais cara. No linal dest.e processo a solução será: 
7 
Ft 
= 120 ct IIC 2550 t t 
Ft IIC 90 c' = 2550 2 2 
Ft 
-
o ct = 3000 
3 9 
Fz IIC 70 c2 = 2640 t t 
F2 
= 50 c2 = 2640 2 2 
Com est.a solução obt.emos o cust.o t.ot.al de 852300. 
Como se vê, a melhor solução colet.i v a nem sempre é a 
melhor solução individual e se cada usuário do sist.ema de 
t.ráf'ego age individualment.e, o ót.imo colet.ivo nem sempre é 
es:t.ável. Pela t.eoria econômica, diríamos: que pode ocorrer uma 
:falha de mercado. 
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CAPíTULO li 
EQUILíBRIO DE TRÁFEGO POR COMPLEMENTARIDADE 
2.1 - FORMULA CÃO MA TEMA TICA 
Ago:ra est.amos p:ront.os pa:ra enuncia:r a lei de equilíb:rio 
de Wa:rd:rop, a sabe:r: 
.. Num equilíb:rio, pa:ra cada pa:r o:rigem-dest.ino, o cust.o de 
viagem em t.odas as :rot.as usadas é igual e est.e cust.o é meno:r 
ou igual ao cust.o de viagem das :rot.as não-usadas"". 
Em out.:ras palav:ras: 
Se a dist.:ribuição est.á em equilíb:rio, ent.ão: 
Ci) se uma :rot.a ap:resent.a :fluxo posit.ivo, ent.ão eléil possui o 
meno:r cust.o possível; Cii) se uma :rot.a possui cust.o supe:rio:r 
ao cust.o de qualque:r out.:ra :rot.a, ent.ão seu :fluxo se:rá ze:ro. 
Em not.ação mat.emát.ica, o modelo de equilíb:rio é de:finido 
numa :rede de ft.:ranspo:rt.e [N,Kl com N nós, K a:rcos di:rigidos e 
um conjunt.o I de pa:res de nós o:rigem-dest.ino <0-D). 
O modelo é :fo:rmulado da seguint.e :fo:rma: 
9 
fci <F> - u. ]F" = O l J I. J j e f~ i e I <2.1.a) 
C~<F> u ~ o 
J i 
jeJ\iei (2.1.b) 
l F~ d {u) 
. J i 
= o i e I <2.1.c) <2.1> 
jeJ" 
F 2: o <2.1.d) 
u 2: o <2.1.e) 
Nest.a f'ormulacão: 
I - conjunt.o de pares 0-D. 
Ji - conjunt.o de caminhos disponíveis para o i-ésimo par 
0-D. 
F~ - f'luxo no j-ésimo caminho do i-ésimo par 0-D. 
J 
F - vet.or de <F/ com dimensão ru = l I f I = número t.ot.al 
': 
de caminhos. 
u. - cust.o mínimo para o i-ésimo par 0-D. 
': 
u - vet.or de (u } com dimensão n.2 = I I I = número t.ot.al de 
': 
pares 0-D. 
0-D. 
d. (u) - f'uncão demanda para o i-ésimo par 0-D. 
': 
d (u):(Rn_z_..,.[R~ 
i + + 
ci - í~cão cust.o para o j-ésimo caminho do i-ésimo 
J 
A íuncão cust.o pode~ a princípio, incorporar 
par 
uma 
variedade de at.ribut.os que são relevant-es para a escolha da 
rot.a t.al como t.empo de viagem, cust.o de viagem, condições ou 
10 
de exist.ência de equilíbrio incorporando t.ais caract.eríst.icas. 
Seja J = {J\ i E I} denot.ando o conjunt-o de t.odos os 
caminhos disponíveis na rede e assumimos que a rede é 
í'ort.ement.e conect.ada, ist.o é, para t.odo par 0-D, há pelo menos 
um caminho ligando a origem ao dest.ino (i. e. I f I ~ 1). 
As equações 2.1.a e 2.1.b no modelo de equilíbrio de 
Wardrop requerem que, para qualquer par 0-D, o cust.o de viagem 
em t.odos os caminhos j E J\. com fluxo posi t.i v o seja o mesmo e 
igual a u., que é menor ou igual ao cust.o de viagem em 
\. 
qualquer caminho com fluxo zero. A equação 2.1.c requer que a 
soma dos fluxos ao longo de diferent-es caminhos ent.re qualquer 
par 0-D seja igual a demanda t.ot.al d (u). i. E finalment-e as 
condições 2.1.d e 2.1.e declaram que o fluxo nos caminhos e o 
cust.o mínimo devem ser não-negat.i vos. 
Como caso especial do problema de equilíbrio :c2.1>, t.emos 
o modelo adi t.i v o no qual: 
c'-<F> = 
J 
onde: 
'6i. c (f) L. k j k 
keK 
6i. 
kj = { 
dimensão de K = na 
j E J'", i E I 
1 (arco k no caminho 
o <caso cont.rár i o) 
e ck é a função cust.o para o arco k 
c (í):IR'"'-a _ _.(Rt 
k + + 
11 
j) 
Ou seja~ o cust.o de viagem no caminho j é a soma dos 
cust.os dos arcos que compõem est.e caminho. 
Mais compact.ament.e: 
C~<F> = 
J 
.T 
ll." c(f") ~ onde = (Ôi.) kj é a 
arco-caminho para o i-ésimo par 0-D da rede. 
mat.riz de incidência 
2.2 - EQUIVALÊNCIA COM UM PROBLEMA DE COMPLEMENTARIDADE 
NÃO-LINEAR 
G(x) = (G (x)~··········~G (x)) 
1. n 
O problema de complement.aridade não-linear é encont.rar um 
vet.or x sat.isf"azendo: 
x ~ O~ G(x) ~ O e x.G(x) = O 
Vamos most.rar que o problema de equilíbrio de t.ráf'ego 
(2.1) pode ser escrit.o como um problema de comp~ement.aridade 
não-linear. 
Seja x T n = [F ul E IR , com n = n:t +nz 
e sejam: 
h"<x> = t"<F> u j J \. 
j E f~ i E I 
e 
g.<x> = LF~ d(u) \. \. i E I 
jEJ" 
Seja ent.ão: 
12 
G(x) = [ 
Consideremos agora 
complement.aridade não-linear: 
hi.(x)Fi. = o 
J J 
h~(x) 2: o 
J 
g <x>u. 
\, \. 
= o 
g<x> 
\. 
2: o 
X 2: o 
Observemos que qualquer 
h\.(x) ] j E IR'"' g_(x) \, 
o seguint.e 
j E i, i E I 
j E f, i E I 
i E I 
i E I 
solução X = [F 
sist.ema de 
(2.2) 
-T 
ul para o 
problema de equilíbrio de t.ráfego <2.1) sat.isfaz g. (x) = O, V 
\. 
i e I, logo est.a solução é t.ambém solução para o problema de 
complement.aridade não-linear (2.2). 
A proposição seguint.e est.abelece o result.ado recíproco. 
Proposição 2.2.1: 
Suponha, para t.odo j E j", que é uma função 
posit.iva. Também suponha, para t.odo i E I, que 
uma função não-negat.iva. Ent.ão o sist.ema de equilíbrio de 
t.ráfego <2.1) é equivalent.e ao sist.ema de complement.aridade 
não-linear (2.2). 
f 
Proua 
É claro que bast.a apenas most.rar que qualquer solução de 
<2.2) é t.ambém solução de (2.1). Suponha o cont.rário: que há 
um x = [F ulT sat.isfazendo (2.2), mas que não sat.ifaz <2.1) ou 
13 
seja que g (x) = ~ F'" 
" L . J d. (u) > o~ para algum i e I. \. jeJ" 
Ent.ão g. <x>.u. = o~ implica u 
-
o. Como d 
\. \. \. \. 
não-negat.iva ent.ão l F'- > d_(u) 2:: o~ o que implica que F'- > J \. j 
J 
para algum j e f e algum i e I. Mas para es:t.es j e 
part.iculares ~ a equação h'"<x>.Fi. j j = o implica que h\.(x) J 
C~<F> - u = o ou C~<F> = u_. 
J i. J \. 
é 
o 
i 
= 
Como u. = o~ ent.ão C~<F> = o, cont.radizendo 
\. J 
a hipót.es:e 
que C~<F> > O. 
J 
Logo~ t.oda solução de (2.2) é t.ambém solução de <2.1), ou 
seja o problema de equilíbrio de t.ráfego é equivalent.e ao 
problema de complement.aridade não-linear? 
Com relação ao modelo adit.ivo onde: 
C~<F> = l 6~jck (f"), C~<F> é posit.iva se as funções cust.o 
keK 
• 
nos arcos são não-negat.ivas e pelo menos uma é posit.iva num 
arco k no caminho j. 
Proposição 2.2.2: 
Suponha, para t.odo k e K que é uma função 
posit.iva. Também suponha, para t.odo i e I, que 
f 
uma função não-ne{!;at.i v a. Ent.ão o sist.ema de equilíbrio de 
t.ráfego adit.ivo é equivalent.e ao sist.ema de complement.ar-idade 
3 As: suposições sobre as condiçÕes das funções C\. e d não j \. 
são rest.rit.ivas, pois é o que ocorr-e na pr-át.ica. 
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não-linear. 
Prova 
posit.iva, obviament.e é posit.iva e 
a demonst.ração segue como a ant.erior. 
• 
2.3 - TEOREMAS DE EXISTÊNCIA E UNICIDADE DE SOLUCÃO 
Os t.eoremas que vamos apresent.ar bem como suas 
demonst.rações encont.ram-se em Aasht.iani e Magnant.i [1]. 
Teorema 2.3.1 <Exist.ência de solução> 
Suponha que [N,IO é uma rede f" ort.ement.e conect.ada. 
Suponha que c''-:1Rn_s. __ 4>[Rs. é uma f"unção cont.ínua não-negat.iva j + + 
para t.odo j e Também suponha que, para t.odo i e I, 
d. :IRn~[Rs. é uma f" unção cont.ínua que est.á limi t.ada para cima. 
I. + + 
Ent.ão o sist.ema de complement.aridade não-linear <2.2} t.em 
solução. 
Teorema 2.3.2 <Exist.ência de solução para o problema de 
equilíbrio de t.ráfego adit.ivo> 
Suponha que [N,KJ é uma rede f"ort.ement.e conect.ada e que 
c :1Rn_a __ 4>[Rs. # uma função cont.ínua posit.iva para t.odo k e K. 
)c + + 
Também suponha que para t.odo i n2 t e I, d. :IR -IR 
I. + + 
é uma f" unção 
cont.ínua não-neg-at.iva que est.á limit.ada para cima. Ent.ão o 
problema de equilíbrio de t.ráf"ego adit.ivo t.em uma solução. 
Teorema 2.3.3 <Unicidade de solução> 
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Para uma rede fort.ement.e conect.ada [N,Kl, suponha que 
ele (f), o vet.or de funções cust.o nos arcos, e ~J' o vet.or do 
negat.i v o das funções demanda são est.ri t.ament.e mon6t.onas. Ent.ão 
o fluxo nos arcos e o cust.o mínimo para o problema de 
equilíbrio de t.rát:ego adit.ivo são únicos e o conjunt.o de 
:fluxos de equilíbrio é convexo. 
Not.e que est.e t.eorema nos garant.e que o fluxo nos arcos é 
único. O fluxo nos caminhos não precisa ser único, pois pode 
exist.ir várias combinações de fluxos nos caminhos 
correspondem ao mesmo conjunt.o de fluxo nos arcos. 
2.4 - O MÉTODO DE SOLUÇÃO 
Seja G:IR"'---+IRn 
Como falamos no capít.ulo 2, 
complement.aridade 
sat.isfaz: 
não-linear é encont.rar 
x ~ O, G<x) ~ O e x.G(x) = O 
Se G pode ser escrit.a da :forma: 
o problema 
um ve~or 
" 
que 
de 
que 
G(x) = f q + Mx, dizemos que est.e é um problema de 
complement-aridade linear. 
Quando G é não-linear, t.omamos, a cada it.eração, uma 
aproximação de G da forma: 
G<x> = G<x) + A<x><x x> 
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Onde A<x> é um mét.odo de aproximação linear. Incluídos na 
família de mét.odos de aproximação linear est.ão: 
(i) O mét.odo de Newt.on no qual a função G é diferenciável 
(ii) Os mét.odos Quase-Newt.on onde A<x> e uma aproximação 
de VG<x>; 
(iii) Os mét.odos de super-relaxação sucessiva nos quais 
A<x> = L<x> + o<x> / * w ' onde * w é o parâmet.ro de 
relaxação t.al que O < * w < 2 e onde o<x>, L<x> e U<x> são 
respect.i vament.e part.es diagonal, t-riangular inferior e 
t.riangular superior de VG<x>; 
<iv) O mét.odo de Jacobi linearizado, onde A<x> = D<x>; 
(v) Os mét.odos de projeção nos quais A<x> = H, onde H é 
alguma mat.riz simét.rica definida posit.iva. 
Na resolução por complent.aridade usaremos A(x) t.al como 
em {i) e na resolução por ot.imização t.al como em {iv), 
Resolvemos o problema de complement-aridade linear usando 
o algorit.mo de pivot.eament.o quase-complement-ar de Lemke (que 
est.á descrit.o no apêndice A> e verificamos· se a solução dest.e 
problema é tfambém solução do problema não-linear. Se ist.o 
ocorre, encont.ramos a solução, se não ocorre fazemos a 
linearização nest.e pont.o e cont.inuamos at.é que seja encont.rada 
a solução. 
No nosso problema de t.ráfego, t.emos: 
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C~<F> u ~ o F~ ~ o j -~ i I e J , e 
J \. j 
l F~ d.<u> ~ o u ~ o i e I 
. J ~ \. 
jeJ~ 
A única part.e que é não-linear é c"<F>, port.ant.o será a 
J 
única a ser linearizada. A linearizacão será f"ei t.a usando 
expansão de primeira ordem em série de Taylor ou seja: 
Ci..(F) = Ci..(Fn) + 'V'Ci..(Fn)(F - Fn> 
j j j 
Vamos colocar est.e problema linearizado na f"orma: 
w=Mx+q 
Onde: 
uma mat.riz diagonal por blocos. Cada bloco se 
ref"ere a um par 0-D e cont.ém uma quant.idade de uns t.ant.o 
quant.o são os caminhos exist.ent.es para cada par o-o.: 
e T é uma mat.riz de blocos, onde o i-ésimo bloco cont.ém 
uma quant.idade de vet.ores uni t.ários 
caminhos para o i-ésimo par 0-D. 
' 
T 
e. t.ant.o quant.os são 
~ 
O t.eorema que garant.e a convergência da seqüência 
gerada pelo mét.odo de Newt.on encont.ra-se no apêndice B. 
18 
os 
2.5 - O ALGORITMO 
1: Inicialização 
n = O, est.ípular x0 
2: - Nova ít.eração 
n 
X = X 
3: Línearização 
-G(x) = G<x> + j(x)(x x) 
n q = G<x> - j(x)x 
Mn = j(x) 
4: - Resolução do problema linear 
Encont.rar x que resolve: 
n n 
w = q + M X ~ o ' X ~ o ' w .x = o 
5: Test.e de parada 
< c , para c pequeno 
x é solução aproximada para o problema não-linear 
Se não, ~ = n + 1, xn = x e ret.orna ao passo 2. 
2.6 - ASPECTOS COMPUTACIONAIS 
Para a solução dest.e problema, ut.ilizamos um pacot.e 
comput.acional de ímplement.ação de THOMAS RUTHERFORD do 
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depart.ament.o de economia da ••uruversit.y of West.ern Ont.ario•• do 
Canadá de out.ubro/87. 
O pacot.e chamado MILES é uma coleção de subrot.inas para 
resolver problemas de complement.aridade linear usando o mét.odo 
de pivot.ament.o quase-complement.ar de Lemke. 
Lusol (do Laborat.ório de Ot.imização de St.anford), um 
conjunt.o de rot.inas para gerar e mant.er a fat.oração da base é 
o element.o chave do sist.ema. É íeit.o um .. t.rade-oíf•• na escolha 
ent.re refat.oração e at.ualização da base sendo que é possível 
cont.rolar est.e balanço at.ravés de ajust.ament.o de alguns 
parâmet.ros de cont.role. 
Miles é especialment.e út.il na resolução de problemas 
grandes e esparsos, pois explora a esparsidade da mat.riz M 
recebendo apenas os seus element.os não-nulos. Est.es element.os 
são armazenados por uma subrot.ina que const.rói e mant.ém uma 
est.rut.ura de dados do t.ipo list.a ligada a qu~ é depois 
t.ransformada numa est.rut.ura de dados em forma de mat.riz de 
programação linear do t.ipo coluna dominant.e. 
Normalment.e o mét.odo de Lemke é iniciado com as variáveis 
de folga na !Jase, mas a crit.ério do usuário pode ser fornecida 
out.ra base desde que seja complement.ar. Se o mét.odo de Lemke 
íalha ao resolver o problema, o pacot.e providencia a melhor 
aproximação observada at.é aquele moment.o. 
O programa est.á implement.ado em linguagem de programação 
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Fo:rt.:ran 77. Os t.est.es foram :realizados em ambient.e VAX/VMS 
versão 4.5. O t.empo de CPU <que será apresent.ado no capít.ulo 
4) foi medido após as ent.radas de dados. 
2.7 - OUTRAS FORMULAÇÕES 
Exi.st.em out.ras formulações para o problema. 
Apresent-aremos a se~uir ~umas delas. A primeira é uma 
equivalência com um problema de desigualdade variacional. 
Definição 2.7.1: 
Sejam K c IR", e X E K, o problema de 
complement-aridade consist.e em encont.rar um vet.or x 2: O t.al que 
Definição 2. 7.2: 
Dado K c IR", não vazio, r. r. íechado e convexo e G:IR _____.,(R , o 
problema de desigualdade variacional consist.e em encont.rar um 
T 
vet.or x e K t.al que <u - x) G(x) 2: O, p.\:lra t.odo u e K. 
Teorema 2.7.1 <Equivalência ent.re o problema de 
complement-aridade e o problema de desigualdade variacional) 
O problehta de complement-aridade é equivalent-e ao problema 
de desi~ualdade variacional. 
Prova 
Como most.rado em 2.2, as :rest.riç:Ões da demanda para o 
problema de complement-aridade podem ser incorporadas à função 
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G de modo que t.emos: K = IF('. A 
+ 
demons:t.ração 
apresent.ada a seguir encont.ra-se em Kara.mardian [15). 
que será 
Toda solução do problema de complement-aridade é t.ambém 
solução do problema de desigualdade variacional~ pois t.emos: 
T T o~ G{x) ~ o e X G<x> = o~ logo <u - x) G{x) ~ o~ para 
t.odo u ~ O. 
Vamos verificar o cont.rário t.omando: 
u = O t.emos: xTG<x> :S O 
u = À.x~ com À > 1~ t.emos xTG<x> ~ O 
T logo x G(x) = O. Para provar que G<x> ~ O~ bast.a observar 
que~ como xTG(x) = O, t.emos: 
G<x> ~ O e a equivalência ant.re as formulações:. 
• 
Teorema 2.7.2 <Condições para a exis:t.ência de um problema 
de ot.imização equivalent.e> 
Se G(x) for int.egrával (ou seja, se exist.ir .uma função 
pot.encial rp(x) t.al que G<x> = 'i7rp<x>>, ent.ão exist.e um problema 
de ot.imização aquivalent..a. 
Prova 
Como Gdc.> = 'i7rp<x>, resolver o problema de desigualdade 
variacional acima é o mesmo que resolver: 
T (u - x) 'i7rp(x) 2: 0~ V u E K 
E ist..o aqui v ala às condições necessárias 
d de 1- ordem para 
mínimo local de rp. Ou seja é o mesmo que resolver: 
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)( 
'"!n ~<x> = min J G<r>.dr 
o 
Est.e result.ado será ut.ilizado no capít.ulo seguint.e. 
• 
Smit.h [391 apresent.a o problema formulado como um sist.ema 
dinâmico com apenas dois períodos: hoje e amanhã. Aos 
condut.ores não é permit.ido t.rocar suas rot.as hoje~ mas podem 
f"azê-lo amanhã, desde que obedeçam ao seguint.e princípio: 
Considere um condut.or que t.raf"egou ao menos uma vez hoje. 
Ele pode usar a mesma rot.a amanhã. Ent.ret.ant.o se ele t.roca a 
rot.a, ent.ão ele a t.roca por- uma que hoje apresent.ou cust.o 
menor que aquela que ele ut.ilizou. 
Observe que est.e princípio não garant.e que o condut.or 
t.rocará sua rot.a, nem af"irma que exist.e uma rot.a de cust.o 
menor. Ele apenas af"irma que o f"ut.ur-o é inf"luenciado, mas não 
det.erminado pelo present.e. 
Nest.a referência t.ambém são apresent.ados t.eoremas que 
garant.em a exist.ência, unicidade e est.abilidade da soh.tção. 
Em Scaramucci [371, encont.ramos uma formulação em t.ermos 
de equilíbrio econômico. os cust.os como 
preços, c como a !"unção demanda inversa e f" como nível de 
f 
operação de at.ividades t.emos a equivalência com um problema de 
equilíbrio econômico. 
No capít.ulo seguint.e apresent.aremos com det.alhes a 
íormulação por ot.imização. 
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CAPíTULO III 
EQUILÍBRIO DE TRÁFEGO POR OTIMIZACÃO 
3.1 EQUIVALÊNCIA ENTRE UM PROBLEMA DE EQUILÍBRIO DE 
TRÁFEGO E UM PROBLEMA DE OTIMIZAÇÃO 
Nest.e capít.ulo abordaremos o problema de equilíbrio de 
t.ráfego t-rabalhando como um problema de ot-imização. 
já most.ramos no capít.ulo 2 a relação ent.re o problema de 
complement-aridade não-linear e de desigualdade variacional. 
Vamos most.rar agora as condições de exist.ência de um problema 
de ot-imização equivalent-e ao problema de t.ráfego. 
O problema de equilíbrio de Wardrop f'ormuladp como um 
problema de complement-aridade não-linear é escrit.o como: 
G<x> ~ O : x ~ O 
e x = (-:~-] 
Colocando na f'orma de um problema de desigualdade 
variacional <pelo t.eorema 2.7.1): 
T 
<u - x) G<x> ~ O~ V u ~ O 
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onde G<x> = -~~~:-=-~~~ l X = (-~~-J u = (+-J 
sujeit-o à rest-rição de não-negat.ividade dos íluxos. 
Vamos nos concent-rar inicialment-e no subproblema de 
desigualdade variacional obt.ido da part.e inferior de G<x>: 
Como vist.o na proposição 2.2.1~ a rest.ricão da demanda é 
veriíicada para o problema de complement-aridade e~ como est.e é 
equivalent-e ao problema de desigualdade variacional t.emos que 
nest.e t.ambém a rest.rição da demanda será veriíicada. Port.ant.o 
podemos escrever o problema de desigualdade variacional acima 
como: 
sujeit-o às rest.ricões da demanda e da não-negat.ividade 
dos :fluxos. 
Teorema 3.1.1 <Equivalência ent.re o problema 
equilíbrio de t.ráfego e o problema de ot.imizacão> 
f 
de 
Se a mat.riz jacobiana dos cust.os nos arcos~ [dc/díJ :for 
simét.rica~ exist.e um problema de ot.imização e qui v alent.e ao 
equilíbrio de t.ráíego. 
Prova 
Ut.ilizando o result.ado obt.ido pelo t.eorema 2.7.2, 
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considerando as observações feit.as acima e t.omando a int.egral 
de linha de G<x> em relação a x, t.emos:4 
I dF"T <c" j j 
I (f f 
u) 
i. = I 22 dF~ 
\. J 
ll dF~uJ 
\. J 
u) = 
i. 
Observe que o caminho de int.egracão se dá ent.re pont.os 
íact.íveis, sat.isfazendo a rest.rição da demanda; assim o t..ermo 
' d.F\. = O. Port.ant..o, a expressão acima se reduz a: L j 
J I f f d.F~( 2 ) = J f ll 
I. J 
já que c; = f 
mas Ík = ' ' 6 i. F i. t.emos ent.ão: L. L. kj / 
I. J 
Como [dc/d:f1 é simét.rica, exist.e t..al que 
c = "ilip, logo c é int..egrável, ou seja: 
J c.df = ip(I) 
Port..ant..o exist..e uma formulação equivalent..e ao equilíbrio 
wardropiano que pode ser escrit.o como: 
' 
min ip(f) 
f 
onde c = "ilip(Í) 
• 
4 Por simplicidade de not..aç ão, est.amos omi t.indo os limi t.es 
de int.egração. Devemos ressalt.ar que ast.a é uma int.egral de 
linha ent.re a origem e um pont.o F no espaço [Rn que se deseja 
det.erminar. 
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3.2 - FORMULAÇÃO MATEMÁTICA 
Quando o problema não apresent.a jacobiano simét.rico 
exi.st.e uma f"ormulação alt.ernat.iva para resolver o problema. 
O mét.odo consist.e em linearizar os cust.os nos arcos 
usando expansão em série de Taylor, avaliando na solução 
"" ant.erior. Os c ~s serão ent.ão: 
k 
c"'> k 
Nest.e caso est.amos usando o mét.odo de Jacobi linearizado 
para f"azer a linearizac;:ão. 
Os t.ermos dependent.e e independent-e denot.ados por r e s, 
respect.ivament.e serão: 
= c (f"n) 
k 
= ôck 
Mk 
Ag-ora f"azemos I (s + rf").df" e obt.emos 
Formulamos o problema da seguint.e maneira: 
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s.a. 
2 
s f" + 1 rkf"k 
k k z-
f"k ll ôi. Fi. kj j = o 
\. 
l F~ = 
J 
F\. ~ O 
j 
J 
d i. 
A primeira rest.rição nos garant.e que o :fluxo em cada arco 
será a soma dos !"luxos nos caminhos: que passam por ele. A 
segunda rest.rição assegura que a soma dos: !"luxos nos caminhos 
ent.re quaisquer pares 0-D será igual a demanda para aquele par 
0-D. E f"inalment.e a últ.ima rest.rição exige que os !"luxos nos: 
caminhos: sejam não-negat.ivos e obviament.e os !"luxos nos: arcos 
t.ambém serão não-negat.i vos pois são a soma dos: f" luxos: nos 
caminhos. 
O t.erorema que garant.e a convergência da s:eqtiência gerada 
pelo mét.odo de Jacobi encont.ra-s:e no apêndice C. 
3.3 - O ALGORITMO 
1: Inicifllização 
n = O, es:t.ipular !"0 
2: - Nova it.eracão 
3: - Linearizacão 
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ôck 
= ck <f') + ôí k {f){f k 
r = ck{f) k 
4: - Resolução do problema 
Encont.rar f que resolve: 
s:.a. 
Ík ll 6" F~. = o kj J 
I. J 
l F; = d 
': 
J 
Fi ~ o 
J 
5: Test.e de parada 
Se < e (para e pequeno), ent.ão f é solução 
aproximada para o problema. 
Caso cont.rário, n = n + 1, f"' = f e ret.orna ao passo 2 
3.4 - ASPECTOS COMPUTACIONAIS 
' 
Para a resolução dest.e problema, usamos Minos 5.0, um 
pacot.e comput.acional desenvolvido pelo Laborat.ó::rio de 
Ot.imização de Sist.emas <SOL) de St.anford. 
O pacot.e :resolve problemas de maximização, minimização, 
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linea.z-es: ou não, com :res:t.:rições: linea.z-es: e não-linea.z-es: ou 
ainda sem :rest.:rições. 
Os dados de ent.rada são fornecidos at.ravés de um arquivo 
de dados específico, sendo que apenas os element.os não-nulos 
da mat.:riz das rest.ricões e do vet.o:r b são passados paz-a o 
programa. A cada i t.eracão é possível alt.era.z- os dados de 
ent.rada. 
É necessário const.ruir sub:rot.inas que avaliem a função 
objet.ivo e seu g:radient.e (no caso dest.a ser não-linea.z-) e o 
jacobiano das rest.ricões <quando est.as forem não-linea.z-es). Se 
o gradient.e não for dado, o prog-rama pode est.imar suas 
component.es usando diferenças finit.as. Porém, ist.o pode causar 
um acréscimo do t.empo de e"ecucão do programa e há pouca 
segurança que uma solução aceit.ável seja encont.rada. 
Ressalt.amos que em nossos t.est.es o gradient.e foi fornecido 
analit.icament.e. 
O pacot.e const.rói subproblemas ' linearizando a função a 
cada it.eracão usando expansão em série de Taylor de primeira 
ordem em t.orno da solução do subproblema ant.erior. É ut.ilizado 
o alg-orit.mo &o g-radient.e-reduzido combinado com um algorit.mo 
quase-Newt.on para minimizar a função. Est.e 
ancont.ra-se det.alhado em Murt.agh e Saunders [251. 
algorit.mo 
Para a fat.oração da base B é ut.ilizada a eliminação 
gaussiana, comput.ando uma fat.oração LU da forma: 
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LB = U 
onde L é t.riangular inferior, apresent.ando a diagonal 
compost.a de 1 e PUQ é t.riangular superior para algumas 
mat.rizes de permut.ações P e Q. 
Exi.st.em circunst.âncias nas quais o programa pode parar a 
execução. As mais freqüent.es são: 
solução ót.ima encont.rada; 
problema infact.ível; 
problema ilimi t.ado; 
gradient.e da função objet.ivo parece incorret.o; 
jacobiano das rest.rições parece incorret.o; 
base singular; 
erro nos dados de ent.rada. 
Ress~t.amos que em t.odos os t.est.es realizados, o programa 
encont.rou a solução ót.ima. 
O programa est.á implement.ado em linguagem de programação 
Fort.ran 77 e os t.est.es foram realizados em ambient.e VAX/VMS 
versão 4.5. 
f 
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CAPíTULO IV 
RESULTADOS COMPUTACIONAIS 
4.1 - TESTES COMPUTACIONAIS 
Nest.e capít.ulo apresent.aremos: alguns t.est.es: que :Coram 
:f"eit.os usando ambos os mét.odos: complement-aridade e 
ot.imização. 
Vamos apresent.ar a solução em t.ermos de :f"luxo nos 
caminhos e nos arcos, vist.o que o :f"luxo nos caminhos nos dá a 
idéia de equilíbrio, mas não é único. Temos garant.ia (pelo 
t.eorema 2.3.3) que o :f"luxo nos arcos é único, podendo haver 
várias combinações di f" erent.es de :f"luxos no~S caminhos 
. 
result.ando no mesmo conjunt.o de :f"luxos nos arcos. 
Exemplo 4.1.1 
Est.e ex~mplo encont.ra-se em Da:f"ermos [5] e nos apresent.a 
as :f"unções cust.o nos arcos dependendo t.ambém do :f"luxo nos 
demais arcos da rede. Consideremos a rede represent.ada na 
Figura 4.1.1, a qual cont.ém duas ruas de mão dupla e uma de 
mão única conect.ando os nós 1 e 2. 
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!5 I r.-----2 -----.1 1 
(1) S. (2) 
l : J 
Figura 4.1.1 
As funções cust.o nos arcos são definidas por: 
c = 4~ + 2f f + 900f 
S. S. S. 4 S. 
c = 6~ + 3f f + 820f 
z 2 2 !5 2 
c = B~ + 1220f 
a a a 
c = 6~ + 2f f + 900f 
4 4 4 S. 4 
c = 8~ + 3f f + 820f 
~ !5 ~ 2 !5 
Consideremos dois pares 0-D: 
(1~2) com demanda igual a 120 e 
(2~1) ~amhém com demanda igual a 120. 
Nest.e exemplo~ os arcos coincidem com os caminhos. Ao 
resolvermos por . complemen~aridade ~ fizemos uso . de 
. 
variáveis~ às quais correspondem: 
x - x : os caminhos (ou arcos) para o primeiro par 0-D. 
S. :a 
x : os caminhos (ou arcos) para o segundo par 0-D. 
!5 
set.e 
x: 
7 
r'espec~i vamen~e o cust.o mínimo para o primeiro e 
segundo par O-D. 
Quando usamos o mét..odo de ot..imizacão, as variáveis foram 
assim definidas: 
x x : respect.ivament..e os fluxos nos 5 arcos da rede. 
S. !5 
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x - x : respectivamente os: fluxos: nos: 3 caminhos: para o 
c5 B 
p1'imeiro par O-D. 
X çl X s.o: os: fluxos nos: 2 caminhos: para o segundo par o-D. 
A solução para este problema usando complementaridade foi 
obtida em 3 iterações com tempo de CPU igual a 0.46 segundos. 
A mesma solução foi obtida pelo método da otimização em 5 
iterações~ com o tempo da CPU da 2.45 segundos a com exatidão 
da 10-8 • Esta solução é como segue: 
f = Fs. = 42.6737 S. :1. 
f" = Fs. = 40.9964 z z 
f = Fs. = 36.3298 a a 
f = F2 = 61.2919 4 1 
f = F2 = 58.7080 :s z 
O custo mínimo para o primeiro par 0-D é da 50921.69 a~ 
para o segundo par 0-D~ 82934.11. 
Exemplo 4.1.2 
Este exemplo foi adaptado de Nagurney [271, a rede 
correspondente está representada na Figura '4.1.2. 
f 
(1}~(2}~(3)~(4)~(5)~(6)~{7)~{8)~{9)~(10) 
21 •1 6 1 9 1 s.o1 s. 2 1 s.•1 S.ó1 s.ei s.P1 
{11)~{12)~{13)~(14)~(15)~{16)~{17)~(18)~(19)~{20) 
Figura 4.1.2 
A função custo nos arcos é definida como: 
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4 
c (f) = Glt f + (1 
k k k k 
Vamos considerar um par 0-D: 
<1~20> com demanda igual a 100. 
Resolvendo-se est.e problema por complemen-taridade <que 
"trabalha com caminhos>~ fizemos uso de 11 variáveis às quais 
cor:respondem: 
x - x os caminhos possíveis para est.e par O-D. 
i. i.O 
x : cust.o mínimo para est.e par. 
u 
A mat.riz 4.1.2a :rep:resent.a a rnat.:riz de incidência 
arco-caminho para est.a :rede com :relação a est.e par 0-D. 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
Como 
1 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
o 
o 
o 
o 
o 
o 
o 
o 
já 
2 3 
1 1 
o o 
1 1 
o o 
1 1 
o o 
1 1 
o o 
1 1 
o o 
1 1 
o o 
1 1 
o o 
1 o 
o 1 
o o 
1 o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o 1 
1 1 
havíamos 
4 5 6 7 8 9 10 
1 1 1 1 1 1 o 
o o o o o o 1 
1 1 1 1 1 o o 
o o o o o 1 o 
1 1 1 1 o o o 
o o o o 1 o o 
1 1 1 o o o o 
o o o 1 o o o 
1 1 o o o o o 
o o 1 o o o o 
1 o o o o o o 
o 1 o o o o o 
o o o o o o o 
1 o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o o 1 
o o o o o 1 1 
o o o o 1 1 1 
o o o 1 1 1 1 
o o 1 1 1 1 1 
o 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 ,1 1 1 1 
Mat.riz 4.1.2a 
dit.o na deíinicão de mat.riz de 
incidência arco-caminho, a component-e <k,j) igual a 1 indica 
que o arco k pst.á no caminho j e quando est.a component-e é zero 
t..emos que est.e arco não pert.ence ao caminho j. 
Ao resolvermos por ot-imização 1izemos uso de 3B variáveis 
à quais correspondem: 
x - x : respect.ivament.e os 1luxos nos 2B arcos da rede. 
j, Z8 
x - x : os 1luxos nos 10 caminhos para est.e par 0-D. 
ZP 38 
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A solução para est.e p:roblema usando complement-aridade foi 
obt.ida em 5 it.e:rações com t.empo de CPU igual a 1.11 segundos. 
O mét.odo de ot-imização encont.:rou a solução usando 6 it.e:rações 
com t.empo de CPU de 6.64 segundos e com 
Em t.e:rmos de fluxos nos caminhos a solução é como segue: 
~ = 21.4078 ~ 
~ = 28.4839 z 
~ = F~ = o. a 4 
F~ 
= 3.!5741 
:5 
F~ 
= o. c5 
~ = 1.8148 7 
~ = F" = o. 8 p 
Ft. 
= 44.7192 ~o 
O cust.o mínimo é de 3792.34 
Est.a solução nos dá o seguint-e conjunt-o de fluxo nos 
arcos. 
f = !5!5.2808 
~ 
f ... 44.7192 
z 
f 
-
!55.2808 
a 
f = o. 4 
f = 55.:21308 5 
f = o. 
c5 
f = !53.4660 7 
I = 1.8148 
8 
I = !53.4660 p 
I 
-
o. 
~o 
I = 49.8919 ~~ 
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f" = 3.5741 j,z 
c 
-
49.8919 j,il 
c 
-
o. j,4 
c 
-
49.8919 
j,~ 
c 
-
o. j,c5 
c 
-
21.4078 
:1.7 
c 
-
28.4839 j,8 
c 
-
21.4078 j,p 
c 
-
44.7192 
zo 
c 
-
44.7192 
Z:l. 
c 
-
44.7192 
zz 
c 
-
46.5341 
za 
c = 46.5341 Z4 
c = 50.1082 z~ 
c = 50.1082 Zc5 
c = 50.1082 Z7 
c = 78.5922 
za 
Exemplo 4.1.3 
Est.e exemplo é o mesmo que o exemplo 4.1.2, mas agora com 
dois pares 0-D. Est.amos apresent.ando novament.e a rede na 
Figura 4.1.3. 
(1)~(2)~(3)~(4)~(5)~(6)~(7)~(8)~(9)~{10) 
2 1 4 1 6 1 8 1 ~ 01 ~ 2 1 ~•1 ~ 61 ~ 8 1 ~ 91 
<11)~(12)~{13)~{14)~(15)~(16)~{17)~{18)~{19)~{20) 
Figura 4.1.3 
A :função cust.o é t.al qual a do exemplo 4.1.2. 
Os dois pares 0-D são: 
<1~20) com demanda igual a 100 e 
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(1,15> t.ambém com demanda igual a 100. 
Na :Cormulacão por complement-aridade :Cizemos uso de 17 
variáveis às quais correspondem: 
x - x : os caminhos possíveis para o primeiro par 0-D. 
S. s.o 
x - x : os caminhos possíveis para o segundo par 0-D. 
:1.:1. :1.5 
X s.<J" X : :1.7 respect.i vament.e 
e segundo par 0-D. 
o cust.o mínimo para o primeiro 
A mat.riz de incidência arco-caminho para o primeiro par 
0-D é t.al qual a mat.riz 4.1.2a do exemplo 4.1.2 e a mat.riz 
4.1.3a represent-a a mat.riz de incidência arco-caminho para o 
segundo par 0-D. 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
1 2 3 4 
1 1 1 1 
o o o o 
1 1 1 o 
o o o 1 
1 1 o o 
o o 1 o 
1 o o o 
o 1 o o 
o o o o 
1 o o o 
o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
o o o 1 
o o 1 1 
o 1 1 1 
o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
Mat.riz 4.1.3a 
5 
o 
1 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
1 
1 
1 
1 
o 
o 
o 
o 
o 
Quando t.rabaJhamos com ot.imizacão fizemos uso de 43 
variáveis às quais correspondem: 
x - x : respect.ivament.e os fluxos nos 28 arcos da rede. 
:1. za, 
x x : os fluxos nos 10 caminhos para o primeiro par 
zp aa 
0-D. 
x x : os fluxos nos 5 caminhos para o se~undo par 
aP •a 
0-D. 
A solução usando complement-aridade foi obt.ida em 5 
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i t.erações com t.empo de CPU de 2.11 segundos. O mét.odo de 
ot.imização encont.rou est.a solução em 6 it.erações com t.empo de 
CPU de 7.76 segundos e com exat.idão de no mínimo 10-2 . A 
solução, em t.ermos de fluxo nos caminhos é como segue. 
~ = 21.4118 
:l 
~ = 28.4816 
z 
~ = Ft. = o. 
a 4 
Ft. 
= 21.2723 
!5 
Ft. 
= o. 
6 
~ = 12.3138 
7 
~ = Ft. = o. 
8 p 
Ft. 
= 16.5205 
:lO 
~ = 26.3778 
:l 
~ = F2 = F2 = o. z a 4 
Fz 
= 73.6222 
!5 
O cust.o mínimo para o primeiro par 0-D é 2131~.32 e, para 
o segundo par 0-D, 19565.11. 
Est.a solução corresponde à seguint.e solução em t.ermos de 
fluxo nos arcos: 
f = 109.rl573 
:l 
f = 90.1427 
2 
f = 109.8573 a 
f = o. 4 
f = 109.8573 
!5 
f = o. 
6 
f 
-
97.5435 
7 
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f = 12.3137 a 
f 
-
71.1657 p 
f 
-
26.3778 j.O 
f 
-
49.8934 j.1 
f 
-
21.2728 j.z 
f = 49.8919 j.3 
f 
-
o. j.4 
f 
-
49.8934 j.=s 
f .. o . j.cS 
f .. 21.4118 j.7 
f 
-
28.4816 j.8 
f = 21.4118 19 
f = 90.1427 20 
f 
-
90.1427 
21 
f = 90.1427 22 
f = 102.4565 2a 
f = 28.8343 24 
f = 50.1065 2=s 
f = 50.1065 
2cS 
f = 50.1065 27 
f = 78.5881 28 
Exemplo 4.1.4 
Est.e exemplo é out.ra adapt.ação de Nagurney [271 e a rede 
é novament.e 1a do exemplo 4.1.2. Vamos exibi-la mais uma vez na 
Figura 4.1.4. 
(1)~(2)~(3)~(4)~{5)~(6)~(7)~{8)~(9)~(10) 
zl 41 cS1 81 ~o1 ~21 141 161 ~a1 ~91 
<11)~(12)~(13)~(14)~{15)~(16)~(17)~(18)~{19)~(20) 
Figura 4.1.4 
A diferença dest.e exemplo para os dois ant.eriores é que 
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est.e apresent.a as f'unc;:ões cust.o nos arcos dependendo do fluxo 
nos demais arcos da rede. 
A f'uncão cust.o t.em a seguint.e est.rut.ura: 
... 
ele {f) = ale f' lc + yf" lc + Ãf" j + ~ lc 
Temos para est.e exmplo t.rês pares O-D: 
<1~20> com demanda igual a 50; 
<1~19) com demanda igual a 60 e 
<2~17> com demanda igual a 100. 
Na f'ormulacão por complement-aridade fizemos uso de 28 
variáveis às quais correspondem: 
x - x : os caminhos possíveis para o primeiro par 0-D. 
:l :lO 
x - x : os caminhos possíveis para o segundo par 0-D. 
:l:l :l9 
x - x : os caminhos possíveis para o t.erceiro par 0-D. 
ZO Z:J 
X : 
ZB 
respect.i vament.e o cust.o mínimo para o 
primeiro~ segundo e t.erceiro par 0-D. 
A mat.riz de incidência arco-caminho para o ;Primeiro par 
0-D é t.al qual a mat.riz 4.1.2a 'do exemplo 4.1.2. Para o 
segundo e t.erceiro par 0-D t.emos as mat.rizes 4.1.4a e 4.1.4b. 
f 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
1 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
o 
1 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
f 
2 3 
1 1 
o o 
1 1 
o o 
1 1 
o o 
1 1 
o o 
1 1 
o o 
1 1 
o o 
1 o 
o 1 
o o 
1 o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o 1 
1 1 
o o 
4 5 6 7 8 9 
1 1 1 1 1 o 
o o o o o 1 
1 1 1 1 o o 
o o o o 1 o 
1 1 1 o o o 
o o o 1 o o 
1 1 o o o o 
o o 1 o o o 
1 o o o o o 
o 1 o o o o 
o o o o o o 
1 o o o o o 
o o o o o o 
o o o o o o 
o o o o o o 
o o o o o o 
o o o o o o 
o o o o o o 
o o o o o o 
o o o o o 1 
o o o o 1 1 
o o o 1 1 1 
o o 1 1 1 1 
o 1 1 1 1 1 
1 1 1 1 1 1 
1 1 1 1 1 1 
1 1 1 1 1 1 
o o o o o o 
Mat.riz 4.1.4a 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
1 
o 
o 
1 
o 
1 
o 
1 
o 
1 
o 
1 
o 
o 
1 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
2 3 4 
o o o 
o o o 
1 1 1 
o o o 
1 1 1 
o o o 
1 1 o 
o o 1 
1 o o 
o 1 o 
o o o 
1 o o 
o o o 
o o o 
o o o 
o o o 
o o o 
o o o 
o o o 
o o o 
o o o 
o o o 
o o 1 
o 1 1 
1 1 1 
o o o 
o o o 
o o o 
Mat.riz 4.1.4b 
5 6 
o o 
o o 
1 o 
o 1 
o o 
1 o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
o 1 
1 1 
1 1 
1 1 
1 1 
o o 
o o 
o o 
Na resolução por ot.imizacão usamos 53 variáveis às quais 
correspondem: 
0-D. 
0-D. 
x - x : ps :Cluxos nos 28 arcos da rede. 
:1. ZB 
X 
ZP 
X 
aP 
X 
48 
x : os :Cluxos nos 10 caminhos para o primêiro par 
as 
x : os :Cluxos nos 9 caminhos para o segundo par 
47 
x : os :Cluxos nos 6 caminhos para o t.erceiro par 
~a 
45 
0-D. 
A solução usando complement-aridade C oi obt.ida em 8 
it.erações com t.empo de CPU de 4.7 segundos. O mét.odo de 
ot.imização encont.rou a solução em 9 i t.erações com t.empo de CPU 
de 15.23 segundos e com exat.idão de 10-2 • 
Est.a solução em t.emos de Cluxo nos caminhos é: 
~ = 15.7302 j, 
F~ 
= 34.2699 2 
~ = F~ = F~ = F~ = F~ = F~ = F~ = F~ = o. 
a 4 !' 6 7 8 9 j,O 
Fz 
= 2.3067 j, 
Fz 
= 
Fz 
= 
Fz 
= 
Fz 
= 
Fz 
= 
Fz 
= 
Fz 
= o. 2 a 4 !' 6 7 8 
F2 
= 57.6933 9 
F a 
= 48.9887 j, 
Fa 
= 
F a 
= 
F a 
= o. 2 a 4 
F a 
= 8.9902 5 
Fa 
= 42.0210 6 
o cust.o mini mo para o primeiro 'par 0-D é 30830.29, para 
o segundo par 0-D, 29725.94 e para o t.erceiro, 25810.21. 
Est.a solução corresponde à seguint.e solução em t.ermos de 
f 
fluxo nos arcos: 
c = 52.3067 
:1. 
c = 57.6933 2 
c = 110.2857 a 
c = 42.0210 4 
c = 101.2955 !' 
c = 8.990 6 
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I = 101.2955 ? 
f" = o. a 
f" = 101.2955 9 
f" = o. tO 
f" = 101.2955 u. 
f" = o. 
:I.Z 
I = 52.3067 ta 
f" = 48.9887 :1.. 
f" 
-
52.3067 
1~ 
I 
-
o. 
:1.6 
I = 15.7301 17 
f" .. 36.6307 
18 
f" = 15.7307 19 
I 
-
57.6933 
zo 
I = 99.7143 Z:l. 
I = 108.7045 Z2 
I = 108.7045 23 
I = 108.7045 z• 
I = 108.7045 z~ 
f" = 57.6933 Z6 
f" 
""' 
57.6933 
Z7 
f" = 34.2699 za 
Podemos obsex-vax- que o t.empo de CPU pax-a os t.est.es 
x-ealizados usando ot.irnizac;:ão é signif"icat.i vament.e maiox-
compax-ando ao t.empo usando complement.aridade. Ist.o se deve em 
part.e ao Iat.o que, ao usarmos ot.imizac;:ão, o pacot.e ut.ilizado 
lê os dados de ent.x-ada a cada it.ex-ac;:ão, e não nos !"oi possível 
impedix- est.e Iat.o. Ist.o consome um bom t.empo. Conseguimos, 
out.x-ossim, que a solução soment.e seja escx-it.a no arquivo de 
saída se o usuário assim o desejar. Out.x-o I at.o que pode t.er 
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cont.ribuído para um aurnent.o no t.empo é que quando o problema é 
linear e usamos ot.imizacão ~ est.amos t.ornando est.e problema 
não-linear ao fazermos a int.egracão. Out.ro fat.o que t.ambém 
concorre para que o t.empo de CPU aurnent.e é que o número de 
variáveis usando ot.imizacão é maior que o número de variáveis 
usando complement.aridade. lst.o faz com que as it.eracões do 
mét.odo de ot.imizacão~ ainda em menor número, sejam mais longas. 
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CAPíTULO V 
EXTENSÕES E CONCLUSõES 
5.1 - O PARADOXO DE BRAESS 
Numa rede da t.ráf"ago não sujait.a a congast.ionarnant.o onda 
o cust.o da viagem nos arcos não varia com o fluxo de veículos, 
a adição da um arco poderá ser de algum benefício para os 
condut.oras, (port.ant.o, dava apenas ser observado se est.a 
benelício é capaz ou não de cobrir o cust.o de const.rução}. E 
quando o arco adicional não providencia benalícios, nenhum 
condut.or deve ser prejudicado. Parece óbvio que a mesma coisa 
sará verdade quando a rede est.iver sujait.a a conga_st.ionarnant.o. 
O exemplo de Braess <que se encont.ra ; em Murchland [231) most.r• 
que ist.o poda não ocorrer; pelo cont.rário, algum condut.or pode 
ser significat.ivarnant.e prejudicado. 
A Figurd 2 most.ra a rede para o exemplo de Braess. Ela 
possui demanda fixa, um par origem-dest.ino e apenas quat.ro 
arcos, sendo que um quint.o é adicionado post.eriormant.e. 
O cust.o de viagem é como segue: 
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c = 101'" 
:1. :1. 
c 
-
50 + f" 
z z 
c 
-
50 + f" 
a a 
c 
-
101'" 
4 4 
o !"luxo do n6 origem 1 para 
unidades. 
Figura 2 
A solução encont.rada f"oi: 
f" = f" = f" = f" = 3 unidades 
:1. z a 4 
Ou seja 3 unidades em cada uma 
(1., 3) e <2., 4) 
o cust.o em cada rot.a é de 83. 
o n6 dest.ino 
das rot.as: 
Agora adicionamos o arco 5 com cust.o da f"orma: 
c = 10 + f" 
:5 :5 
Vejamos o que acont.ece: 
Um condut.or que t.raf"ega na rot.a: 
(1., 3)., pode observar que se t.omar a rdt.a: 
f (1., 5., 4), seu cust.o será: 
4 é de 6 
10 * 3 + 10 + 1 + 10 * 4 = 81., um cust.o menor que o da 
rot.a ant.erior. 
Porém, um condut.or que t.omava a rot.a: 
<2, 4>, f" oi prejudicado coma mudança da rot.a do 
50 
companheiro. Seu cust.o passa a ser: 
50 + 3 + 10 * 4 = 93. Ele ent.ão muda de rot.a e t.ambém 
segue a rot.a: 
<1, 5, 4). Seu novo cust.o é: 
10 * 4 + 10 + 2 + 10 * 4 = 92. Lembramos que o cust.o 
ant.es da adição do arco 5 era de 83. 
Podemos observar que o cust.o em t.odas as rot.as é 92, 
logo, nenhum condut.or t.em incent.ivo para mudar de rot.a: 
est.amos numa sit.uação de equilíbrio de 'Wardrop. Observamos 
aqui que o acréscimo de um arco não foi capaz de providenciar 
benefício algum, pelo cont.rário, fez o cust,o dos usuários 
aument.ar em 11%. 
O que acont.eceu foi que os condut.ores comport-aram-se 
muit.o bem indi vidualment.e, mas não foram capazes de 
providenciar uma solução ót.ima colet.iva: ocorre uma ''falha de 
mercado••. 
Podemos indagar sobre uma explicação para o paradoxo. De 
fat.o, desde que o fenômeno é genuíno, nenhuma explicação pode 
ser dada: ele simplesment-e 5 ocorre . Pode-sé recorrer à t.eoria 
f 
5 Poderíamos pensar que est.es casos são fict.í cios, mas uma 
experiência em St.ut.t.gart. most.rou que o paradoxo pode ocorrer 
na realidade, quando grandes invest.iment.os no cent.ro da cidade 
não Coram capazes de criar os benefícios esperados. Est.es só 
foram alcançados quando uma rua t-ransversal foi ret.irada do 
uso do t.ráfego <Murchland [23]). 
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de jogos de soma não-zero para uma int.erpret.ação 6 . O dilema do 
prisioneiro é um problema clássico dest.e grupo de problemas. 
Suponha que Darcy e Darli est.ão sendo acusados do assassinat.o 
7 da rua Cuba . A polícia, como sempre, é incapaz de provar est.e 
crime, a menos que consiga uma confissão. Mas: a polícia pode 
fazer propost.as para que est.a confissão ocorra. Os dois 
acusados são int.errogados em salas separadas são 
coníront.ados com alt.ernat.ivas específicas. 
Se Darcy e Darli não confessam, ambos pegam apenas um ano 
de prisão por um crime ecológico: eles cort.aram uma 
seringueira {a árvore) em Xapuri no Acre. Se Darli confessa e 
Darcy não o faz, o segundo recebe uma sent.ença de dez anos, 
enquant.o o primeiro sai livre. O mesmo acont.ece com o caso 
recíproco. Se ambos confessam, ambos pegam uma pena de seis 
anos. Na :forma de jogos bi-mat.riciais, com o t.empo de Darli na 
cadeia sendo relacionado primeiro, 
segue: 
6 A propósit.o, o algorit.mo de 
propost.o para calcular pont.os de 
bi-mat.riciais ,<Lemke e Howson [ 19]) 
os result.ados . são como 
Lemke, foi 
equilíbrio 
ini c ialment.e 
em jogos 
7 Os personagens, :fat.os e 
Qualquer semelhança com :fat.os 
proposi t.al. 
ocasiões são pura :ficção. 
reais t.erá sido meramente 
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Est.rat.égias de Darcy 
não confessa confessa 
Est.rat.égias não confessa 1.,1 10.,0 
de Darli confessa 0.,10 6.,6 
Assunúndo que Darli não gost.a da prisão e que sua 
segurança a respeit.o da vingança de Darcy est.á garant.ida., o 
melhor para ele é confessar., não import.ando que decisão Darcy 
t.ome. A mesma lógica segue do pont.o de vist.a de Darcy. 
Confessar uma est.rat.égia dominant.e para ambos os: 
prisioneiros. Mas: se eles agem dest.a maneira., ambos acabam 
pegando seis: anos de prisão., em vez de um único ano se nenhum 
deles confessasse. 
Como vimos mais uma vez., a melhor solução individual não 
f"oi a melhor solução colet.iva. 
!5.2 - CONCLUSÕES FINAIS 
Podemos ext.rair dest.e t.rabalho algumas: conclusões. A 
primeira delali: é que., como havíamos supost.o inicialment.e., é 
possível resolver o problema de equilíbrio de t.ráfego 
ut.ilizando complement.arid.ade. Não t.ínhamos not.ícia., at.é ent.ão 
de nenhum t.rabalho comput.acional ut.ilizando t.al mét.odo. Foi 
observado ef"iciência na resolução., pois poucas: it.erações f"oram 
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gast.as para encont.rar a solução. 
Concluímos t.ambém que a formulação usando ot.imização 
comport.ou-se bem_, apesar de ut.ilizar mais i t.erações que o 
mét.odo de complement.aridade. Como já havíamos dit.o 
ant.eriorment.e_, o t.empo de CPU <que Cai muit.o expressivo) não 
pode ser considerado como t.al devido às razões apresent.adas no 
capít.ulo IV. O nosso objet.ivo inicial era apenas most.rar que é 
possível resolver o problema por ot.imização. Não houve 
preocupação com a eficiência. 
Podemos colocar como pont.os para Cut.uros est.udos_, a 
implement.ação comput.acional de um algo ri t.mo ef"icient.e para 
resolver o problema usando ot.imização _, vist.o que ut.ilizamos um 
pacot.e geral. Esperamos que um programa específico para 
problemas quadrát.icos seja mais ef"icient.e. Também podem ser 
feit.os est.udos e levant.ament.os para avaliar a const.rução de 
funções cust.o nos arcos Ct.alvez t.est.ando sugest.õe~ Ceit.as por 
aut.ores)_, após o qual pode ser :f"eit.o• uma aplicação prát.ica do 
modelo. 
f 
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f 
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APÊNDICE A 
O MÉTODO DE LEMKE 
Vamos apresent.ar uma descrição do mét.odo de Lemke que foi 
ext.raída de Murt.y [261. 
Considere o seguint.e sist.ema: 
w - Mz = q <A.1> 
onde w e z precisam sat.isfazer: 
w ~ o~ z ~ o <A.2> <A> 
w.z. = o~ v j 
J J 
<A.3) 
A rest.rição A.1 é conhecida como a rest.rição 
complement-aridade. Significa dizer que na solução, se 
variável do par <w.~z .) 
J J 
é posit.iva, a out.ra 
de 
uma 
será 
necessariament-e zero. Por isso o par <w .,z ) é conhecido como 
J J 
par de variáveis complement-ares e cada variável nest.e par é o 
f 
complement-o da out.ra. 
Se o vet.or q é não-negat.ivo, t.emos a solução t.rivial: 
w = q e z = O 
Port.ant.o vamos assumir que exist.e q. < O para algum i. 
\. 
Uma variável art.ificial z é int.roduzida no sist.ema A.1 a 
o 
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fim de proporcionar uma base fact.ível para iniciar 
algorit.mo. Em forma de t.ablô, t.emos a seguint.e represent.acão: 
I : 1-: 1-:: I 
w ~ o z ~ o z ~ o 
o 
<A.d> 
q 
o 
Em cada est.ágio, o algo ri t.mo t.rabalha com uma base, a 
qual é uma submat.riz quadrada não-singular de ordem n da 
mat.riz A.d. 
A solução de A.d correspondent.e a uma dada base é obt.ida 
fazendo t.odas as variáveis não-básicas iguais a zero e ent.ão 
resolvendo o sist.ema rest.ant.e para os valores das básicas. A 
base é uma base f"act.ível se os valores de t.odas as variáveis 
básicas são não-negat.ivos. Devemos ressalt.ar que o algorit.mo 
t.rabalha apenas com bases f"act.íveis. 
A variável z
0 
foi int.roduzida em A.1 com o ~co objet.ivo 
de obt.er uma base f"act.ível para inici~ o algorit.mo. 
o vet.or básico inicial sat.isf"az as seguint.es 
propriedades: 
(i) Há 'no máximo uma variável básica de cada par de 
variáveis complement.ares <w _,z .>; 
J J 
(ii) Ele cont.ém exat.ament.e uma variável básica de cada um 
dos <n 1) pares de variáveis complement.ares e ambas as 
variáveis do par complement.ar rest.ant.e são não-básicas; 
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(iii> z é uma variável básica nele. 
o 
Um vet.o:r básico fact.ivel para A.d no qual há exat.ament.e 
uma variável básica de cada par complement.ar Cw.,z.> 
J J 
é 
conhecido como um vet.o:r básico fact.ível complement.ar. Um vet.o:r 
básico sat.isfazendo as propriedades (i), (i i) e (i i i> é 
conhecido como um vet.o:r básico fact.ível quase complement.ar. 
Todos os vet.o:res básicos obt.idos no algo :ri t.mo com a possível 
exceção do vet.o:r básico final são vet.o:res fact.íveis quase 
complement.ares. Em algum est.ágio do algo:rit.mo, um vet.o:r básico 
fact.ível complement.ar é obt.ido: é o vet.o:r básico final e o 
algo :ri t.mo t.e:rmina. 
A :regra para prosseguir o algo :ri t.mo é colocar como 
varíavel de ent.:rada a complement.ar daquela que deixou a base. 
Est.a :regra é conhecida como :regra do pivot.ament.o complement.ar. 
Exist.e duas maneiras nas quais o algo :ri t.mo pode t.e:rminar: 
(i) Em algum est.ágio do · algo :ri t.mo, z 
o 
dei~ o vet.or 
básico e uma base fact.ível complement.a:r é obt.ida. A solução de 
A.d co:rrespondent.e a est.a base final é urna solução de <A>. 
(i i) Em algum est.ágio do algo :ri t.mo, a coluna pivô 
t.o:rna-se não-\>osit.iva e nest.e caso o algo:rit.mo t.e:rmina no que 
chamamos de "':raio ext.:remo... Quando ist.o acont.ece o algo :ri t.mo é 
incapaz de :resolver o problema. É possível que (A) não t.enha 
solução, mas se ele t.em uma solução o algo:rit.mo é incapaz de 
encont.:rá-la. 
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Quando M sat.ist:az algumas: condições, pode ser provado que 
o raio extremo apenas ocorre quando <A> não t.em solução. Est.as 
condições serão dadas a seguir. 
Definição A.1 
Uma mat.riz M é coposit.iva se yTMy ~ O, para t.odo y ~ O. 
Definição A.2 
Uma mat.riz M é coposit.iva mais se ela é coposit.iva e 
sempre que y ~ O sat.isf"az yTMy = O, t.emos yT<M + MT> = O. 
Teorema A.t <Condições de M para o algorit.mo) 
Se M é uma mat.riz coposit.iva mais e o sist.ema de 
rest.ricões A.1 e A.2 t.em uma solução f"act.í vel, ent.ão o 
problema de complement.aridade linear <A> t.em uma solução e o 
algorit.mo t.ermina com uma base t:act.ível complement.ar. 
Reciprocament.e, quando M é uma mat.riz coposit.iva mais, se o 
algorit.mo aplicado a <A> t.ermina em raio ext.remo, ent.ão o 
sist.ema de rest.rições A.1 e A.2 é infact.ível. 
A demonst.racão dest.e t.eorema se encont.ra na referência 
cit.ada. 
Para evit.ar degenerescência no algorit.mo é aconselhável 
que se t.roqu~ o t.est.e da razão usual pelo t.est.e lexicográf"ico 
que consist.e em adicionar um e <suf"icient.ement.e pequeno> a 
cada component.e do vet.or q ant.es de fazer o t.est.e da razão. 
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APÊNDICE B 
A CONVERGÊNCIA DA SEQÜÊNCIA DE <x~ PARA O MÉTODO DE 
NE\1/TON 
Apresent.aremos agora um t.eorema devido a Pang e Chan [331 
que garant.e a convergência da seqüência {xk} gerada pelo 
mét.odo de Newt.on. A demonst.racão se encont.ra na re:f"erência 
cit.ada. 
Teorel'llo'a 8.1 <Convergência de <x~> 
Seja K um subconjunt.o :f"echado., convexo e não vazio de IR". 
Seja G:IR"------+-IR" cont.inuarnent.e di:f"erenciável com VG<x~ sendo 
de:f"inido posit.ivo. Ent.ã.o se o X est.á numa vizinhança de * X _, 
seqüência {xk} gerada pelo mét.odo de' Newt.on é bem de:f"inida e 
* converge para x . E mais, se VG é Lipschit.z-cont.ínua., ent.ão 
{xk} converge quadrat.icament.e para x * 
Nest.a :f.e:f"erência encont.ramos a ci t.acão de que est.e 
result.ado de convergência :f" oi ant.eriorment.e obt.ido por 
Eaves [8] e Josephy [141. No t.rat.ament.o de Eaves, VG não é 
assumido de:f"inido posit.ivo, mas t.em uma est.rut.ura especial. De 
:f"at.o, G é dado por: 
60 
G<y,z> = ( ~(z)] 
onde "i1h é assumido definido posi'Livo. A convergência é 
assumida apenas para as z-variáveis. 
De qualquer modo., a suposição de posi'Liva-defini'Lude para 
o jacobiano parece ser muit,o for'Le. Mat,hiesen [221 afirma que 
em seus 'Les'Les compu'Lacionais., os quais apresen'Lam 
convergência global para os modelos de equilíbrio econômico 
walrasianos., parecem necessit,ar de um conjunt,o de hipót,eses 
menos res'Lri'Livo em relação ao apresen'Lado no t,eorema. 
,. 
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APÊNDICE C 
A CONVERGÊNCIA DA SEQÜÊNCIA DE <x~ PARA O MÉTODO DE 
JACOBI LINEARIZADO 
Vamos apresen~ar agora, mais um Teorema de Pang e 
Chan [331 que garan~e a convergência da seqüência {xk} gerada 
pelo mé~odo de Jacobi linearizado. A demons~racão se encon~ra 
na referência ci~ada. 
k Teorema C.t <Convergência de <x > > 
Seja K um subconjun~o fechado, convexo e não vazio de 
IRn. Suponha con~inuamen~e diferenciável numa 
vizinhança de x* e "1G<x*> ~em diagonal posi~iva. Seja "1G<x*> = 
D<x*> + * B<x ), onde D<x*> e B<x*> são, 
' 
respeci vamen~e as 
par~es da diagonal * e de Cora da diagonal de 'ilG<x ). Se 
11 
-j./2 
D<x*> 
en~ão 
B<x *> D<x *> -j./
2
11 < 1 
s~ x 0 es~á numa vizinhança de * X , a seqüência 
{;"erada pelo mé~odo de Jacobi é bem definida e conver{;"e para a 
1 
- * so ucao x . 
62 
[ 11 
REFERÊNCIAS 
Aasht.iani, H. Z. e T. 
Congest.ed Transport.at.ion 
Met.h. 2 (3) <1981) 213-226. 
L. Magnant.i, .. Equilibria 
Net.work ••, SIAM J. Alg. 
on a 
Di se. 
[ 21 Ahn, Byong-Hun e Willian W.Hogan, ••on Convergence of" 
PIES Algori t.hrn f" o r Comput.ing Equilibria ••, Operat.ions 
Research 30 <2> <1982) 281--300. 
[ 31 Asmut.h, R. L., .. Traf'"f"ic Net.work Equilibria •• Tech. Rept.. 
SOL 78-2, Syst.ems Opt.imizat.ion Laborat.ory, Depart.ment. of" 
Operat.ions Research, St.anf"ord Universit.y, St.anf"ord, CA 
(1978). 
[ 41 Beckmann, M., G. B. McGuire e C. B. Winst.en, St.udies en 
t.he Economics oC Transport.at.ion, <Vale Universit.y Pres:s:, 
1956). 
[ 51 Daf"ermos, St.ella, ""An Ext.ended 
wit.h Applicat.ions t.o Two-Way 
Science 5 <1971> 366--389. 
Traf"f"ic Assignment. Model 
Traf"f"ic .. , Transport.at.ion 
[ 61 Daf"ermos, St.ella, .. Traf'"f"ic Equilibrium 
Inequali t.ies ••, Transport.at.ion Science 
42-64. 
and. Variat.ional 
14 . (1) (1980) 
[ 71 Daf'"ermos, St.ella, ••A Net.work Formulat.ion Of" Market. 
[ 8] 
[ 9] 
Equilibrium Problems And Variat.ional Inequalit.ies .. , 
Operat.ions Research Let.t.ers, 3 (5) (1984) 247-250. 
Eaves, t' B. C., ""A Locally Quadrat.ically Convergent. 
Algorit.hrn f"or Comput.ing St.at.ionary Point.s .. , Tech. Rept.., 
Depart.ment. of" Operat.ions Research, st.anf"ord Universit.y, 
St.anf"ord, CA <1978>. 
Eaves, B. C. e R. Saigal, .. Homot.opies f"or t.he Comput.at.ion 
oi" Fixed Point.s on Unbounded Regions ••, Mat.hemat.ical 
Programing 3 <1972) 225-237. 
[101 Florian, Michael, .. A Traf"f"ic Equilibrium Model of" Travei 
by Car and Public Transit. Modas .. , Transport.at.ion Science 
11 (2) (1977) 166-179. 
63 
[11] Fries:z, Terry L., Roger L. Tobin, Tony E. Smit.h e Pat.rick 
T. Harker, "A Nonlinear Complement.arit.y Formulat.ion and 
Solut.ion Procedure f"or t.he General derived Demand Net.work 
Equilibrium Problem••, Journal of" Regional Science 23 (3} 
(1983} 337-359. 
[121 Friesz, Terry L., Pat.rick T. Harker e Rogar L. 
.. Alt.ernat.ive Algorit.hms: f"or t.he general Net.work 
Price Equilibrium Problem .. , Journal of" Regional 
24 (4} (1984} 475-504. 
Tobin, 
Spat.ial 
Science 
[13] Harker, Pat.rick T., "A Variat.ional Inequalit.y Approach 
f"or t.he Det.erminat.ion of" Oligopolist.ic Market. 
Equilibrium••, Mat.hemat.ical Programming 30 (1984} 105-111. 
[14] Josephy, N. H., "Newt.on's Met.hod f"or Generalized 
[15] 
Equat.ions••, Tech. Rept.. 1965, Mat.hemat.ics Research 
Cent.er, Universit.y of" Wisconsin, Madison, WI (1979}. 
Karamardian S., "The Nonlinear 
wit.h Applicat.ions••, Journal of" 
Applicat.ion 4 (2} (1969} 87-98. 
Complement.ari t. y Problem 
Opt.imizat.ion Theory and 
[161 Karamardian S., "Generalized Complement.arit.y Problem••, 
Journal of" Opt.imizat.ion Theory and Applicat.ion 8 (3} 
(1971> 161-168. 
[17] 
[18] 
[191 
[201 
Leblanc, Larry J., Edward K. Morlok e Willian P. 
Pierskalla, "An Ef"f"icient. Approach t.o Solving t.he Road 
Net.work Equilibrium Traf"f"ic As:s:ignment. . Problem .. , 
Transport.at.ion Research 9 (1975} 309-318. 
Lemke C. E., "Bimat.rix Equilibrium Point.s 
Mat.hemat.ical 
(1965} 681-689. 
Programming••, Management. Science 11 
Lemk.e C. E. e 
Bi-mat.rlx Gamas ••, 
(1964} 413-423. 
J. T. Howson, "Equilibrium Point.s 
SIAM J. Soe. Indust.. AppL Mat.h. 12 
and 
(7} 
oí 
(2} 
Levent.hal T., G. Nemhauser e L. Trot.t.er 
Generat.ion Algo ri t.hm Traf"f"ic Assignment. .. , 
Science 7 (1973} 168-176. 
Jr., .. A column 
Transport.at.ion 
[211 Mat.hiesen, Lars, "Comput.acional oi Eco no mie Equilibria by 
Sequence oi Linear Complement.ari t.y Problems ••, 
Mat.hemat.ical Programming St.udy 23 (1985} 1-25. 
[221 Mat.hiesen, Lars, ••comput.at.ional Experience in Solving 
64 
Equilibrium Models by 
Complement.ari t.y Problems .. ~ 
(1985) 1225-1250. 
a Sequence of 
Opera~ions Research 
linear 
33 (6) 
[231 Murchland., J. D . ., ••araes:s:"s Paradox of Traffic 
Transpor~a~ion Research 4 (1970) 391--394. 
Flow••., 
[241 
[251 
Murphy., Frederic 
••A Mat.hemat.ical 
Oligopolis:t.ic 
Progranuning 24 
H . ., Hanif D. Sherali e 
Programming Approach 
Market. Equilibrium••., 
<1982) 92-106. 
Allen L. Soys:t.er., 
for Det.ermining 
Ma~hemat.ical 
Murt.agh., B. 
Const.rained 
(1978) 41-72. 
A. e M. A. Saunders:., ""Large-scale Linearly 
Opt.imizat.ion••., Mat.hema~ical Prograrnrning 14 
[261 Murt.y., Kat..t..a G.~ Linear and Combina~orial Progranuning., 
<Wiley Nova York., N. Y . ., 1976). 
[271 Nagurney., Anna B . ., ••comparat.ive Test.s of Mult.imodal 
Traffic Equilibrium Met..hods""., Transport.at..ion Research 18B 
(6) (1984) 469-485. 
[281 Net.t.er., M . ., ••Equilibrium and Marginal Cost. Pricing on a 
Road Net.work wit..h Severa! Traffic Flow Types .. , 
apresent.ado no 5~ Simpósio int.ernacional de t.eoria de 
fluxo de t.ráfego e t.ransport.es., Be:r-keley (1971). 
[291 Nguyen., Sang e Clermont. Dupuis., ••An Efficient. met.hod fo:r-
Comput.ing Traffic Equilib:r-ia in Net.work wit..h Asymmet.ric 
Tr-anspor-t.at.ion Cos:t.•• Transport.at.ion Science 19 (2) <1994) 
185-202. . 
[30l Nguyen, S. e S. Pallot.t.ino, .. Equilibr-ium T:r-affic 
[311 
Assignment. fo:r- Larga Scale Transit. Net.wo:r-k"", European 
Journal of" Operat.ional Research 37 (1988) 176-186. 
Pacce, Lilian, Nelson 
.. Ter:r-a fem Trânsit.o", 
d'20-d"29. 
P. Y amamamot.o 
Folha de São 
e Renat.a Rangel, 
Paulo•• (11/06/86) 
[321 Pang, Jong-Shi, .. An Equivalence Bet.weQn Two Algorit.hms 
for Quadrat.ic Programming••, Mat.hemat.ical Prograrnrning 20 
<1981> 152-165. 
[331 Pang, J. S. e O. Chan, .. It.erat.ive Met.hods for Variat.ional 
and Complement.arit.y Problems••, Mat.hemat.ical Programming 
24 (1982) 284-313. 
[341 Pang., Jong-Shi e Chang-Sung Yu., ••Linearized Simplicial 
65 
Decomposit..ion Met..hods for Comput..ing Traffic Equilibria on 
Net..work"", Net.works 14 (1984} 427-438. 
[351 Rot.ondo, \1/ladimir, "'Cálculo de Equilíbrios Econômicos por 
Complement.a:ridade ••, Tese de Mest.l:'ado <Depa:rt.ament.o de 
Mat.emát.ica Aplicada, Universidade Est.adual de Campinas, 
(dezembro de 1988). 
[36] Sacker, Richa:rd S., "A 
Quad:rat.ic Programming ••, 
(1980) 16-30. 
decomposi t.ion 
Mat.hemat.ical 
Algorit.hm 
Programming 
for 
18 
[37] Sca:ramucci, J. A., "Previsão de Tráfego como um Problema 
de Equilibl:'io Econômico ••, XI Congresso Nacional de 
Mat.emát.ica Aplicada e Computacional, <Ouro Pret..o, MG, 
1988) 176-179. 
[381 Scaramucci, J. A. e W. Rot.ondo, "Treat.ing Períect. and 
Imperfect. Compet.it.ion in Engineering-Economics ModeJs••, 
XI Congresso Nacional de Mat.emát.ica Aplicada e 
Computacional, <Ouro Pl:'et.o, MG, 1988) 180- 190. 
[39] 
[40] 
[41] 
[421 
Smit.h, 
Traffic 
295-304. 
M. J., "The 
Equilibl:'ia ••, 
Exist.ence, Uniqueness and 
Transport.at.ion Research 
St.abilit.y of 
13B <1979) 
Torres, Luis 
Inequações 
Mat.emát.ica 
972-977. 
e Nelson Maculan, "Equilíbrio de Tráfego e 
Variacionais .. , X Congresso Nacional de 
Aplicada e Computacional, <Gramado, RS, 1987) 
Wardrop, J. G., "Some Theoret.ical Aspect.s of Road 
Resea:rch"", Proc. lnst.. Civil Efngineers, Pa:rt. 
(1952) 325-378. 
Traffic 
II 1 
Wohl, Mart.in e 
Cor Engineers 
Y., 1967). 
Brian V. Mart.in, Traffic Syst.em 
and Planners, <McGraw-Hill, Nova 
Analysis 
York, N. 
66 
