Abstract-This paper presents a comparative study of two widely accepted model predictive control schemes based on mixed logical dynamical (MLD) and nonlinear modeling approaches with application to a continuous stirred tank reactor (CSTR) system. Specifically, we approximate the nonlinear behavior of a CSTR system with multiple local linear models in a MLD framework. The main benefit of such a scheme is the significant improvement in model accuracy when compared with a single linearized model. The benefits and trade-offs associated with predictive control laws synthesized using MLD and nonlinear modeling approaches are also compared.
I. INTRODUCTION
Model predictive control (MPC) is an advanced control methodology for multivariable control systems. It is also known as receding horizon control. MPC generates control actions by optimizing a specific performance index based on a dynamic model of the system to be controlled over a finite time moving window subject to system constraints [1] , [2] . MPC has been widely applied in process industries, especially in the petrochemical industry [3] . In the last decade, MPC has also gained prominence in other industries including automotive, aerospace and robotics (see [4] and references therein). A more recent survey on current trends in the field of MPC can be found in [5] .
In practice, many MPC applications prefer linear models which are obtained by linearizing the original nonlinear system model around a single operating point. The inherent simplicity of linear models facilitates the use of convex optimization techniques for solving optimization problems online. Typically, such MPC applications are also known as linear MPC (LMPC) schemes (cf. [6] ). However, linear models provide good approximations of the nonlinear system only when the system is operating close to the chosen linearized point [7] . As such, once the system moves away from this linearized point, closed-loop performance deteriorates quickly, thereby negatively impacting process productivity. To overcome this limitation, the concept of hybrid systems is used in literature to approximate nonlinear system behavior using multiple linearizations interconnected by a set of logical rules [8] . These rules are used to switch from one linear model to another depending on the state of the system at a given time instant. Such MPC applications are known as mixed logical dynamical MPC (MLD-MPC) schemes (cf. [9] ).
Another interesting approach followed by many researchers is to use the original nonlinear system model. This approach comes with attractive benefits such as higher product quality, tighter regulation of process parameters and the possibility of operating the process (with good control authority) in different operating regimes. Consequently, MPC schemes using nonlinear system models, usually called nonlinear MPC (or NMPC) have also attracted many researchers over the past decade [10] , [11] , [12] . It is worth noting that an NMPC formulation requires the solution of a (usually nonconvex) nonlinear optimization problem at each sampling instant. As such, NMPC is a challenging field and is dependent on the adoption of good optimization techniques.
The scope of the present work involves a systematic study of the aforementioned MLD-MPC and NMPC schemes in the context of a CSTR system. First, we detail the modeling of a CSTR system in the MLD framework. Subsequently, we compare the resultant MLD model with a single linearized model and justify, via model validation, the choice of the MLD model as a good prediction model for deriving the MPC control law. Finally, we compare the performance of MLD-MPC and NMPC schemes for the set-point tracking problem of a CSTR system and study the benefits and associated trade-offs among them.
II. THEORY
In this section, we first introduce the nonlinear model of a CSTR system. Next, we briefly present the NMPC and MLD-MPC formulations for the set-point tracking problem of a CSTR system.
A. CSTR model
We consider a CSTR system where an exothermic reaction A → B takes place. The dynamic behavior of such a system is described by the following nonlinear differential equation [13] 
where
Here, x 1 = C A is the concentration of A in the reactor, x 2 = T is the temperature of reaction mixture and u = T C is the temperature of the coolant stream. Numerical values of the parameters corresponding to the nominal operating point condition are φ = 0.072, β = 8, δ = 0.3, λ = 20, q = 1, x 1f = 1, x 2f = 0. The system is subjected to the following constraints on states and input:
B. NMPC formulation
We formulate an NMPC problem for continuous-time systems described by the nonlinear model (1) , where x ∈ R n and u ∈ R m denote the vectors of states and control inputs respectively. The state of the system and the control input applied at a sampling instant k are denoted by x(k) and u(k) respectively. The system is subject to state and input constraints of the following form:
where X ⊆ R n , U ⊆ R m are given by bound constraints of the form:
We consider the design of an NMPC controller for (1) to track a desired reference x s , subject to constraints of the form (4)- (5). Here, the general form of the NMPC control law can be derived at each sampling instant k by the solution of the following NLP problem:
subject to (1), (4), and (5) for i = 0, 1, . . . , N − 1 where x i,s denotes the set-point (reference) at instant i; Q ∈ R n×n and R ∈ R m×m denote positive definite, symmetric weighting matrices; ∆u i = u i − u i−1 denotes the control increment, N (≥ 1) denotes the prediction horizon, and . p represents a standard vector p-norm with p = 2.
We follow the approach presented in [14] to compute an optimal control sequence based on the NMPC optimization problem formulated in (6).
C. MLD-MPC formulation
Hybrid systems integrate the continuous aspects of physical systems (like temperature and pressure of a system) as well as discrete decisions (like on/off decisions for solenoid valves) which need to be taken to drive the system from one operating point to another. Mixed Logical Dynamical (MLD) provides a natural modeling framework for such hybrid systems. The general MLD form of hybrid systems is described in [8] as follows: As discussed earlier in Section I, nonlinear models may be effectively approximated by the use of multiple linear models. Accurate switching between these multiple linear models is vital in ensuring that the behavior of the nonlinear model is closely approximated. This switching can be easily facilitated by adopting the MLD modeling approach.
The MLD model incorporating all the linear models was formulated by adapting the piecewise affine (PWA) approach described in [13] . The two states (x 1 , x 2 ) and system input (u) along with their respective bounds are the same as reported in Section II-A. The steady-state operating points of the system were identified from [13] Binary auxiliary variables δ 1 , δ 2 and δ 3 were used to detect the current state of the system as shown below in (8a)-(8c). In conjunction with δ 4 and δ 5 , described in (8d)-(8e), the exact region of operation in the system state space was identified. Based on this, the appropriate linear model from the bank of multiple-linear models was selected for performing the state update. A total of 11 auxiliary variables were defined. The remaining 6 continuous auxiliary variables were used to perform state updates for the two continuous states depending on the region of operation.
A unified MLD model formed by combining all the linear models can be represented by (7a)-(7c). The whole process of obtaining this unified MLD model is automated using the software package Hybrid System Description Language (HYSDEL) [15] . HYSDEL generates all the matrices in the MLD model from a high level description of the system behavior. The matrices of the MLD model are omitted for the sake of brevity.
The design of an MLD-MPC controller for (1) to track a desired reference x s is formulated as follows:
subject to (1), (2), (3) , (7a), (7c) for i = 0, 1, . . . , N − 1 where x i,s denotes the set-point (reference) at instant i; Q ∈ R n×n and R ∈ R m×m denote positive definite, symmetric weighting matrices; ∆u i = u i − u i−1 denotes the control increment, N (≥ 1) denotes the prediction horizon, and . p represents a standard vector p-norm with p = ∞.
III. SIMULATION RESULTS AND DISCUSSION
In this section, we present results from two case studies performed on a CSTR system (1). In the first case, we briefly justify our selection of the MLD model over the single linearized model. This is demonstrated with the help of a simple model validation study. Next, we compare the performances of the MLD-MPC and NMPC schemes for a set-point tracking problem.
A. Model validation study
To demonstrate the advantages of the MLD approach, we compare the original nonlinear model of a CSTR system in (1) against a single linearized model (SLP) and the MLD model developed in Section II-C. We achieve this by perturbing the model in (1) under a uniform random sequence of inputs (u's) starting with the steady-state point (x s1 ) reported in Section II-C with a sampling time of 0.1 second 1 . The SLP was developed by linearizing the model (1) around the steady-state operating point x s1 . Fig. 1 depicts the evolution of states, C A and T . It is worth nothing that the single linearized model (dotted line) performs poorly against the MLD model (dash-dotted line) which closely approximates the original nonlinear model (blue solid line). To further justify the choice of the MLD model, we compare the corresponding approximation error (e) between the two schemes computed with the following performance criterion:
where f SLP / MLD are the evolutions with SLP and MLD models under a uniform random sequence of inputs (u's), and . p represents a standard vector p-norm with p = 1.
1 The reported model validation can be performed with various steadystate points and random input sequences to bring out the strength of the MLD modeling approach. However, due to a space constraints, we limit ourselves to model validation along the lines of a single equilibrium point. 
B. Set-point tracking study
We simulate the MLD-MPC and NMPC schemes for the set-point tracking control problem, which involves multiple set-point changes for the state x 2 . For an NMPC scheme, the nonlinear model in (1) is used as a system model for the simulation, and the NMPC control law is derived by solving a Nonlinear Programming (NLP) problem of the form (6) . Similarly, for the MLD-MPC scheme, the formulation (7a)-(7c) is used as a system model for the simulation and the MPC control law is derived by solving (9) . Further, the states are updated based on the set of given initial conditions and the first optimal control input derived from the MPC control law. Table II shows the parameter values adopted for the  simulation:   TABLE II   PARAMTERS FOR SET-POINT TRACKING SIMULATIONS  (FIGURES 1 AND 2) .
For simulation studies, the optimization problem for the MLD-MPC scheme is formulated using YALMIP [16] . Subsequently, intlinprog solver from the MATLAB Optimization Toolbox was used to solve the resulting Mixed Integer Linear Programs (MILPs) at each sampling instant. For the NMPC scheme, we follow the approach based on Bernstein global optimization reported in [14] to solve NLPs at each sampling instant. Figures 2a and 2b show the evolution of states starting from an initial operating point (C A = 0.5, T = 2.7) followed by a series of set-point transitions. We observed a smooth transition for both states under multiple set-point changes for the NMPC scheme. On the other hand, with the MLD-MPC scheme, a slow response was observed for the first setpoint change (samples 0-20). The settling time was observed to be similar in both cases. Subsequently, we noticed an improvement in the settling time for the second and third set-point changes with the MLD-MPC scheme. However, this could be due to a difference in the sampling time between the two schemes. It is worth nothing that in the case of NMPC scheme, we are actually solving nonconvex optimization problems (due to the nonlinear nature of the CSTR model). As such, from a practical viewpoint, a sampling time of 0.3s is justified. Fig. 2c illustrates the control performance of the two schemes. It is apparent that the MLD-MPC stabilizes the system very quickly. On the other hand, we observed that the NMPC scheme takes some time to achieve the stable state. This is evident from Fig. 2d where the NMPC scheme takes an average of 0.1s to solve optimization problems (almost 50% slower than the MLD-MPC scheme). However, this is the trade-off involved in arriving at a globally optimal solution. To ensure the consistency of our findings reported above, we chose a different series of set-point transitions.
The results from this study are reported in Fig. 3 .
IV. CONCLUSIONS
This work demonstrated the set-point tracking problem of a CSTR system. Since the original CSTR system is highly nonlinear, the optimal control problem naturally becomes an NLP problem in the MPC framework. To circumvent this issue, the present work investigated a well-known multiple model approach in the MLD formalism. The benefits accrued by the multiple-model approach over the classical single linearized model approach in terms of closely approximating the behavior of the original nonlinear model were demonstrated. Later, different simulation studies for the set-point tracking problem were conducted to compare the MLD-MPC and NMPC schemes. The simulation results demonstrated that the MLD-MPC approach holds good promise as a viable alternative for the NMPC scheme. The main benefit of the approach noted was that solving time for the optimization problems at each sampling instant was significantly reduced.
Overall, it may be concluded that the NMPC scheme has good potential in delivering optimal solutions. However, this comes at the cost of computational time and is the price to be paid in order to solve NLPs. While the MLD-MPC scheme delivered promising results in our studies, it would be interesting to observe how the approach performs under transients in comparison to the NMPC scheme. We restrict these studies to our future scope of work. 
