Abstract-This paper presents a hybrid forecasting model namely Grey Wolf Optimizer-Least Squares Support Vector Machines (GWO-LSSVM). In this study, a great deal of attention was paid in determining LSSVM's hyper parameters. For that matter, the GWO is utilized an optimization tool for optimizing the said hyper parameters. Realized in gold price forecasting, the feasibility of GWO-LSSVM is measured based on Mean Absolute Percentage Error (MAPE) and Root Mean Square Percentage Error (RMSPE). Upon completing the simulation tasks, the comparison against two hybrid methods suggested that the GWO-LSSVM capable to produce lower forecasting error as compared to the identified forecasting techniques.
I. INTRODUCTION
Swarm Intelligence (SI) which is a subset Evolutionary Computation (EC) [1] discipline has become increasingly well known during the last decade and the application of this algorithms has been revolutionized in Computational Intelligence (CI) domain. Mimics the social behavior of animals or insects such as birds, ants, termites and bees, the SI algorithms govern by its remarkable features viz. robustness and flexibility. These characteristics make SI as an outstanding algorithms in solving various optimization issues. In literature, a good number of SI algorithms have been proposed such as Particle Swarm Optimization (PSO) which is based on birds flocking [2] [cite], Ant Colony Optimization (ACO) which inspired by behavior of ants seeking a path between their colony and food source [3] , Artificial Bee Colony (ABC) [4] and Firefly Algorithm (FA) [5] which motivated from intelligent behavior of bees and firefly respectively and many more. These algorithms have been proven to be efficient and favorable by academia in dealing with variety of optimization issues and this includes data mining such as forecasting and classification. One of the factor that contributes to this situation is simple concept offered in SI algorithm [6] . This characteristic encourages academia not only in implementation but also to enhance the existing SI algorithm. The remarkable performance of SI has drawn much attention to the research community, which finally led to the good number of research publications in literature.
In [7, 8] , gold price forecasting using PSO was presented which suggested the capability of PSO in dealing with forecasting problem with small sample size. On related work, gold price forecasting using ABC was demonstrated by [8] . Upon completion the simulation task, the ABC was proven to be superior than the identified techniques for the problem under study.
The SI algorithms not only utilized as a single method but also as hybrid algorithms, specifically with machine learning algorithms. The hybridization of SI algorithms with machine learning algorithms can be seen encouraging due to its efficiency in parameter tuning. The capability of SI in optimizing the parameters address the inefficiency of conventional factor which is man-made choice in parameter tuning. The hybrid technique of PSO with Statistical Learning Theory (SLT) method namely Least Squares Support Vector Machines (LSSVM) [9] has been presented by [10] in critical heat flux forecasting (CHF). Applied in nuclear science field, the forecasting performance of PSO-LSSVM was guided by several indices which include Mean Relative Error (MRE) suggested that the obtained results by PSO-LSSVM is superior the identified technique. In [11] , a hybridization of LSSVM with Artificial Fish Swarm Algorithm (AFSA) was examined which is realized in electrical load forecasting. On the other hand, [12] presented a hybrid ACO with Support Vector Machines (SVM) for financial forecasting. Nonetheless, even though This algorithm is reported to guarantee the convergence; however the time to converge is inconsistent [13] .
Recently, a new SI algorithm namely Grey Wolf Optimizer (GWO) [6] has been proposed which mimics the intelligent behavior of grey wolf packs. This algorithm has been proven to be compatible to the existing optimization algorithms which includes the PSO, Gravitational Search Algorithm (GSA), Differential Evolution (DE), Evolutionary Programming (EP) and Evolution Strategy (ES). With such an impressive performance, in this study, the GWO is utilized as an optimization tool for LSSVM hyper parameters. It is well documented that the generalization performance of LSSVM is highly dependent on the value of its hyper parameters namely γ and σ 2 [10] . Hence suggested the importance of obtaining optimal values for the said hyper parameters. Realized in gold price forecasting, the efficiency of the proposed model is compared against the ones produced by two hybrid models namely ABC-LSSVM [14] and also LSSVM optimized by Cross Validation (CV) (CV-LSSVM) [15] .
The rest of this paper is organized as follows: Section II and III give a brief review on LSSVM and GWO respectively, followed by Section IV which presented the implemented methodology. Section V presents results and discussion and finally, Section VI draws the conclusion of the study.
II. REGRESSION BASED ON LEAST SQUAREE SUPPORT VECTOR MACHINES
Given a training set of N points {x i , y i } N with the input values x i and the output values y i , for non linear regression, the data are generated by the non linear function y(x) = f(x i ) + e i , the objective is to estimate a model of the following form [9] :
where w is the weight vector, φ(.):R n is the non linear function which maps the input space into a higher dimensional feature space, b denotes the bias and e i is the error between the actual and predicted output at the ith training data. The input, x i and output, y(x) are described in Section IV. The coefficient vector w and bias term b can be obtained through the optimization problem which is formulated as follows [9] :
Subject to the equality constraints
The first part of (2) is used to regulate the weight sizes and penalize large weights while the second part of indicates the error in training data. Applying the Lagrangian multiplier to (2) yields:
where α i are Lagrange multipliers, γ is the regularization parameter which balances the complexity of the LSSVM model, i.e. y(x), and the training error. Differentiating (3) with w, b, e i and α i , the conditions for optimality of this problem can be obtained by setting all derivatives equal to zero, as express in the following:
By elimination of w and e i , the optimization problem can be transformed into the following linear equations: 
The resulting of LSSVM model for regression in (1) becomes:
Where α and b are the solutions of (5). In this study, Radial Basis Function (RBF) kernel is used since its suitability in dealing with non linear cases [16] and give good performance in many prediction cases [17] . It is expressed as:
where σ 2 is a tuning parameter which associated with RBF kernel. Another tuning parameter, which is regularization parameter, γ can be seen in (2).
III. THE MATHEMATICAL MODEL OF GREY WOLF OPTIMIZER
GWO [6] is classified as apex predators and resides at the top of the food chain. In GWO, the grey wolf population constitutes of 4 hierarchies, viz. alpha, beta delta and omega. The alpha incorporated of male and female grey wolf. The duty of alpha is to make decision making such as about hunting, sleeping place and others. With such responsibility, they are they are placed at the top of the hierarchy. It is worth noting that, the dominant role is measures based on managing wise, not the strength.
The second level namely beta responsible in assisting the alpha in decision making or any other activities occur in the pack. Similarly like alpha, the beta can be male or female. They would be the best suitor for replacement in alpha if one of the alpha deceased or become old. The beta also plays role as advisor for the alpha in managing discipline of the pack.
Meanwhile, the delta, have to submit the solution to alpha and beta but they dominate the omega. This group consist of scouts, sentinels, elders, hunters and caretakers. Lastly, the omega, which ranked last in the hierarchy, plays the role as scapegoat.
A. Social Hierarchy
In GWO, the fittest solution is represented by alpha (α), followed by the second and third best solutions namely beta (β) and delta (δ) respectively. Meanwhile, the rest of the candidate solutions are considered as omega (ω). The hunting which represents the optimization process is guided by α, β and δ while the ω follows the three groups.
B. Encircling Prey
During hunting, the wolves tend to encircle their prey. As to model the encircling prey, the following equation is used: 
C. Hunting
Commonly, the hunting is guided by the alpha. However, both beta and delta might also involved in hunting occasionally. The alpha, i.e. the fittest candidate solution, beta and delta are the experts about the potential location of prey. Thus, the first three best solutions obtained so far are saved while the other agents (including omegas) are induced to update their positions based on the position of the best search agents. This is defined by: 
A. Research Data and Data Preparation
In this study, real data of gold price prices are considered in the examination. The time series data covered is from January 2, 2013 to October 24, 2014 and are freely obtained from Kitco website [18] . From the sample, 70% is allocated for training purposes while the rest 30% is set for validation and testing equally.
B. Data Scaling
The efficiency of machine learning algorithms dependent on the quality of the data they operate on [19] . For that matter, data transformation such as data scaling may improve the forecasting accuracy of the forecasting model. In this study, prior to training process, all input and output were normalized using Z-Score Normalization [20] . The objective of data scaling is to independently normalize each feature component to specified range where this ensures that the larger input values do not dominate the smaller input values. The formula used for the Z-Score Normalization is as shown in Eq. (16) .
The variables assigned to features involved are as tabulated in Table 1 . The dependent variable was the daily spot price of GC one month ahead (21 trading days). In this study, the silver price (SI) was considered as input due to its high correlation with GC in the examination period. The price correlation coefficient among time series data of interest was tested using Pearson Product Moment Correlation Coefficient (PPMCC) [21] . The definition for PPMCC is defined as r= 0.8 -1.0 which indicates high correlation [22] . The higher value of correlation coefficient reflects the level of significance among the input features. Table 2 shows the price correlation between GC and SI in the stated period. 
D. Benchmarking Techniques
In this study, the results from the GWO-LSSVM are compared with the results produced by the following techniques:
The ABC algorithm which has been introduced by Dervis Karaboga [4] is enlightened from the intelligent foraging behaviour of honey bees swarm. In the algorithm, it is consists of three groups of bees viz. employed bee, onlooker bees and scout bees. In this algorithm, both ABC and LSSVM algorithm is hybridized for the purpose of optimizing the LSSVM hyper parameters.
ii) CV-LSSVM [15] By using CV, each of the training set, TR data set is divided into X partitions in equal size (TR 1 , TR 2 , …,TR X ). For each run, the LSSVM is trained X times and one of X is set as testing set. Later, the trained model is used in the testing set. Finally, by using the obtained parameter values, the average accuracy of X trials is calculated to estimate the final accuracy.
E. Performance Evaluation Metric
The performance of the forecasting algorithm is evaluated via statistical evaluation indices namely Mean Absolute Percentage Error (MAPE) and Root Mean Square Percentage Error (RMSPE) [23] . The definitions of these evaluation metrics are shown as follows: In this study, the experiments were designed to evaluate the efficiency of GWO as an optimizer for LSSVM hyperparameters in forecasting the time series data of interest. The modeling process is carried out by MATLAB R2010a by using LS-SVMlab Toolbox [24] . The properties of GWO and ABC are set as follows: population size = 20, maximum iteration = 100. Meanwhile, the upper bound and lower bound of γ and σ 2 are set to 1000 and 1 respectively. The obtained results were compared against ABC-LSSVM [14] and CV-LSSVM [15] . Both methods are chosen due to it is one of the recent proposed algorithm in the literature and diversity in application respectively.
The empirical results of performance comparison among three forecasting models on two indices, namely MAPE and RMSPE are reported in Table III . From the table, it can be seen that lowest MAPE was produced by GWO-LSSVM, which is 5.9861%. Meanwhile, the ABC-LSSVM which ranked second capable to produce 6.6785% of MAPE when the value of γ and σ 2 are set to 1 and 12.7369 respectively. Lastly, the CV-LSSVM was far left when the produced MAPE was more than 10% which is 15.3802%. A good agreement based on RMSPE were also been obtained, which indicated that the GWO-LSSVM are superior than the other identified algorithms.
Meanwhile, Table IV shows the comparison of actual and forecast value produced by all the identified models for the last 15 days in testing phase, which is from day 445 to day 459. From the table, the forecast values recorded by GWO-LSSVM are clearly closer to the actual values as compared to the comparison algorithms.
On the other hand, Table V shows the results obtained from paired sample T-test. From the table, it shows that the statistical level of the difference of the means between the GWO-LSSVM and the identified forecasting models is significant at 0.05% significance level. This indicates the difference of the produced results between the GWO-LSSVM -ABC-LSSVM and GWO-LSSVM -CV-LSSVM are significant.
As tabulated in Table III , the produced value for γ by GWO-LSSVM is set to 1, which is similar to the ABC-LSSVM. However, in LSSVM, to small or too large value of hyper-parameters will lead to over fitting or under fitting situation which may affect the generalization performance in forecasting task. Considering that matter, this issue will be tacked in the next future works.
VI. CONCLUSION
This paper proposes a hybridization of GWO with LSSVM algorithm with the aim of better parameter tuning of LSSVM hyper parameters. The efficiency of the proposed technique is measured using two statistical metrics, namely MAPE and RMSPE and compared against the ones produced by ABC-LSSVM and CV-LSSVM. The encouraging results obtained indicate a positive opportunity to be explored in the future and may become a promising forecasting model for the context of study. In this study, the capability of GWO-LSSVM is experimented on commodity price. In the future, it would be interesting to apply this algorithm in other area such load forecasting and also for classification task. In order to improve the performance of GWO-LSSVM (see highlighted issue in Section 5), an improvement to the GWO can be proposed in the near future, which is still in progress. 
