ABSTRACT Software-defined network (SDN) is widely used in smart grid for monitoring and managing the communication network. Big data analytics for SDN-based smart grid has got increasing attention. It is a promising approach to use machine learning technologies to analyze a large amount of data generated in SDN-based smart grid. However, the disclosure of personal privacy information must receive considerable attention. For instance, data clustering in user electricity behavior analysis may lead to the disclosure of personal privacy information. In this paper, an optimizing and differentially private clustering algorithm named ODPCA is proposed. In the ODPCA, the differentially private K-means algorithm and K-modes algorithm are combined to cluster mixed data in a privacy-preserving manner. The allocation of privacy budgets is optimized to improve the accuracy of clustering results. Specifically, the loss function that considers both the numerical and categorical attributes between true centroids and noisy centroids is analyzed to optimize the allocation the privacy budget; the number of iterations of clustering is set to a fixed value based on the total privacy budget and the minimal privacy budget allocated to each iteration. It is proved that the ODPCA can meet the differential privacy requirements and has better performance by comparing with other popular algorithms.
I. INTRODUCTION
The emergence of SDN-based smart grid and the widespread use of big data analytics technology have led to much attention to big data analytics for SDN-based smart grids. The large amount of data generated in SDN-based smart grid is of great value. Advanced machine learning/deep learning techniques can be used to analyze data involved in SDN-based smart grid so that makes it data-driven and more intelligent [1] - [3] . Machine learning can be applied to user electricity behavior analysis power equipment monitoring and user classification in smart grid [4] - [6] . As shown in Fig.1 , data generated from smart grid, such as user electricity information, power transmission and distribution data, has
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great value for promoting the development of smart grid. And big data technologies can be used to analyze power related data obtained from SDN-based smart grid and use analysis results to analyze user electricity behavior and improve equipment management in power systems [7] , [8] .
Cluster analysis is a typical unsupervised learning data mining method, which can be used to analyze user electricity behavior in smart grid, so that analyst can predict user behavior in a targeted manner and then manage and distribute power better [9] - [11] . The main idea is to divide the data into several clusters so that the distances among data items of the same cluster are as small as possible while the distances among data items of different clusters are as large as possible.
However, some data is very sensitive when linked with individual users. If not properly handled, the collection and analysis of the personal information may leak users' privacy. Therefore, it is critical to achieve privacy-preserving data analysis in SDN-based smart grid. A definition called differential privacy proposed in [12] preserve privacy of all individual contributors in a dataset. Differential privacy is a privacy preserving method in which random noise that satisfies a specific distribution is added to distort the data [13] - [15] .
A lot of differentially private cluster algorithms has been proposed. Most of the researches focus on the design of privacy preserving mechanisms and the tradeoff between privacy and utility. Reference [13] proposed a differentially private k-means algorithm that has a simple and efficient implementation. In each iteration, this algorithm computes noisy centroids by adding Laplace noise to the number of points in each cluster and the sum of those points. Reference [16] made a comprehensive comparison of the state-of-the-art including DPLloyd, GkM [17] , PGkM [18] . They also proposed a technique to optimizing the number of iterations and privacy budget allocation by analyzing the mean square error between noisy centroids and true centroids. In [19] , authors formulated the problem of differentially private k-modes for categorical data and design various schemes to tackle differentially private k-modes for both interactive and non-interactive settings.
In practice, however, most datasets are mixed data, including numerical and categorical data. So far, there is no clustering algorithm for mixed datasets that satisfies differential privacy. In this paper, we address the privacy preserving issue of clustering algorithms for mixed datasets.
We combine the differentially private k-means algorithm and k-modes algorithm to cluster mixed data in a privacy preserving manner. In case of the tradeoff between privacy and utility, we optimize the allocation of privacy budgets to improve the accuracy of clustering results by analyzing the loss function. And we set the number of iterations of clustering algorithm to a fixed value determined by the total privacy budget and the minimal privacy budget allocate to each iteration calculated by setting loss function to a threshold.
The contributions are summarized as follows:
1. We propose ODPCA, an optimizing and differentially private clustering algorithm for mixed data in SDNbased smart grid. ODPCA algorithm combines the differentially private k-means algorithm and k-modes algorithm to cluster mixed data in a privacy preserving manner and design a mechanism to make the algorithm satisfy differential privacy. 2. We optimize the allocation of privacy budgets to improve the accuracy of clustering results. Specifically, we analyze the loss function between true centroids and noisy centroids, and the number of iterations of clustering algorithm is set to a fixed value determined by the total privacy budget and the minimal privacy budget allocated to each iteration calculated by setting loss function to a threshold. 3. We prove that our proposed algorithm satisfies differential privacy and experiment with two datasets to illustrate performance of our proposed ODPCA by comparing the Normalized Intra-Cluster Variance (NICV) produced by our algorithm in different level of privacy preserving.
The rest of this paper is organized as follows. Section 2 introduces the related work. In section 3, some preliminaries are given. Section 4 shows the system model and design goals. In section 5, our proposed algorithm is stated. In section 6, privacy analysis of our proposed algorithm is given. In Section 7, the performance of our algorithm is evaluated. In Section 8, the paper is concluded.
II. RELATED WORK
The roles of clustering algorithm include power management, consumer behavior analysis, power equipment detection, etc., in smart grid. Some different clustering methods are intended to be used in smart grid to exploit useful information about customers' behavior, which can be used to promote the development and intelligence of smart grid [20] - [23] .
However, sensitive data relevant to users' privacy information in smart grid may be involved when applying clustering algorithms to analyze the users' data. There are some existing solutions to the security and privacy issues in smart grid [24] - [28] . In the research on data privacy preservation, traditional methods, like k-anonymity [25] and l-diversity [29] , cannot preserve privacy for all individual contributors in a dataset, but differential privacy technique can. And it has been increasingly adopted in data analysis to preserve individual privacy [30] - [34] .
There is a lot of research for differentially private clustering algorithms. For categorical data, current research focus on the design of differential privacy mechanisms. Reference [19] addressed the privacy-preserving k-modes problem using differential privacy and ran the k-modes in private manners. The authors analyzed the challenges of differentially private k-modes with regard to the k-means counterpart and proposed several schemes in both interactive and non-interactive settings. In interactive setting same as our research, the authors used geometrical mechanism [32] and exponential mechanism [34] to design privacy-preserving k-modes algorithm respectively.
For numerical data, many researches mainly focus on differentially private k-means algorithms. And the availability of clustering results has been compromised due to the addition of noise. In order to increase the accuracy of differentially private k-means algorithm, current researches mainly focus on two directions, including improving the initial centroids selection method and the privacy budget allocation scheme.
In the research of initial centroids selection method, [35] proposed an improved initial centroids selection algorithm in the MapReduce framework by selecting a small portion of the dataset and performing rough clustering in advance to select the initial centroids. And they developed a method for selecting the initial centroid for a specified number of clusters k to solve the problem that the number of points outputs by the canopy algorithm is uncertain. Reference [36] proposed a DPLK-means algorithm based on differential privacy, which improved the selection of the initial center points through performing the differential privacy K-means algorithm to each subset divided by the original dataset.
For privacy budget allocation, there are generally two different methods for the allocation of privacy budgets in each iteration of the clustering algorithm, which correspond to two ways to determine the number of iterations including fixed iterations and unfixed iterations. One way is to fix the number of iterations. In some literature such as [37] , the number of iterations is artificially determined with equal privacy budget allocation for each round. Another way is proposed in [38] , in which the number of iterations is uncertain, each iteration consumes half of the remaining privacy budget. Reference [16] proposed an improved K-means clustering algorithm which satisfies differential privacy. The authors developed techniques to analyze MSE between the noisy centroids and the true centroids in one iteration and used this technique to determine the number of iterations and the budget allocation.
In reality, most of the dataset are mixed including both numerical and categorical attributes. Nowadays, there have been many researches focused on clustering algorithm for mixed datasets [39] - [43] . In [39] , unsupervised feature learning (UFL) is applied to the mixed-type data to achieve a sparse representation, which makes it easier for clustering algorithms to separate the data. Reference [40] propose a novel framework for clustering of mixed data and find the cluster substructures that are common to both the categorical and numerical data. But, so far, there is no clustering algorithm for mixed datasets that satisfies differential privacy. Our proposed algorithm addressed the privacy preserving issue of clustering algorithm for mixed datasets.
III. PRELIMINARIES
In this section, differential privacy and two major algorithms are given for our proposed algorithm.
A. DIFFERENTIAL PRIVACY
Differential privacy protects individual privacy by adding noise to the query results, while maintaining the statistical characteristics and accuracy of the query results in an acceptable range.
Definition 1 (ε-Differential Privacy):
A randomized mechanism M satisfies ε-differential privacy if for any pair of neighboring datasets D, D that differ in at most one data record, and for any set of possible output S ∈ Range(M ),
The privacy budget ε represents the level of privacy guarantee -a lower privacy budget provides a stronger privacy guarantee.
B. K-MEANS CLUSTERING ALGORITHM
Cluster analysis is a very important topic in data analysis. The purpose of clustering is to classify the data into different classes. The k-means clustering algorithm is the simplest and most commonly used clustering algorithm. The fundamental principle is to divide the data into k clusters on the basis of minimizing the error function, with distance as the rating index of similarity. That is, the shorter the distance is between two objects, the greater of similarity they have. Given
} (N is the total number of data points), the k-means algorithm divides the data points in
the mean square error (MSE) within the cluster is minimized
and
} be a categorical dataset with N data points. Each data point has M categorical attributes from the set A = {A 1 , A 2 , · · · , A M }. We use |A j | to denote the cardinality of the j-th attribute and
to denote the cardinality of full domain A. The k-modes clustering algorithm [42] is an extension of k-means clustering algorithm for clustering categorical data by using a simple dissimilarity measure. It adopts a frequency-related strategy to update modes in the clustering to minimize the clustering costs. The simplest matching dissimilarity measure between two data points x and y is defined by Hamming distance:
where x j denotes the j-th attribute of x and
The ariginal k-modes clustering algorithm tries to minimize the following cost function
where Z is the set of K modes of dataset X , ω ik ∈ {0, 1} and
IV. MODEL AND GOALS
A. AN OVERVIEW SDN-based smart grid has been proposed to manage the overall network and communication entities for the future smart grid system to improve the efficiency and resiliency of the entire system. As shown in Fig.2 , user electricity information, power transmission and distribution data generated from SDN-based smart grid has great value for promoting the development of smart grid. And the data processing center (DPC) can apply big data technologies in analyzing power related data obtained from SDN-based smart grid and use analysis results to analyze user electricity behavior and improve equipment management in power systems, etc. However, the analysis process and the release of the analysis results may lead to the leakage of users' privacy information. In our proposed algorithm, we apply differential privacy in clustering algorithm to achieve privacy-preserving big data analysis in SDN-based smart grid to preserve sensitive information invovled.
B. MODEL GOALS
In order to solve the privacy preservation issue for mixed data in SDN-based smart grid, the design goal of our algorithm can be roughly divided into two aspects: 1) Privacy preservation: deleting or adding a data point in the dataset will not reveal personal sensitive information. In other words, a malicious analyst cannot obtain any private information of a single record by mining a similar dataset, compared with original dataset. 2) Accuracy: achieve a tradeoff between accuracy of cluster results and privacy preservation by optimizing the privacy budget allocation.
C. SECURITY MODEL
In this subsection, we introduce the security model of our system. We assume that DPC are trusted. But an adversary may obtain the data analysis results when the result is transmitted to smart grid system. Differential privacy guarantees a strong privacy that deleting or adding a particular record in a dataset will not significantly change the output of any function on a dataset. Therefore, adversary will just obtain approximate information about any individual record rather than specific information. [1] . We use A j to denote the cardinality of categorical attribute, j = p+1, p+2, . . . , d, i.e., the j-th attribute of each point has A j values (generally, we assume that A j ≥ 2), respectively 1, 2, . . . , A j . The distance between any two data points in Dx i = {x i1 , x i2 , . . . , x id } and x j = {x j1 , x j2 , . . . , x jd } is defined as the combination of Euclidean distance and Hamming distance as following: (x ir , x jr ) ).
V. DESCRIPTION OF PROPOSED ALGORITHM
Dis(x i , x j ) = p r=1 (x ir − x jr ) 2 + d r=p+1 (1 −
B. OUR PROPOSED ALGORITHM
The algorithm proposed in this paper is designed to address the privacy preservation issue of clustering for mixed dataset. We combine the K-means algorithm with K-modes algorithm to cluster mixed dataset and differential privacy and two mechanisms are applied in our proposed algorithm to ensure that the change of the centroids and the number of records of each cluster does not reveal private information when the data is changed.
The basic idea of proposed algorithm is to use k-means algorithm and k-modes algorithm to cluster numerical data and categorical data respectively. And in each iteration, privacy preserving is achieved by adding noise when updating the cluster center. Our proposed algorithm is outlined in Algorithm 1.
Algorithm 1 DP K-Means-and-Modes Algorithm
Input: D: datasets with n data points, each data has d attributes. K : number of clusters. T : number of iterations. ε: privacy budget. Output: K noisy centroids ô
K ; 2: for t=1→ T do 3: for k=1→ K do 4:
for j=1→ p do 5:ô
for r = 1 → A j do 8: n 
C. ADDING NOISE
In each iteration of clustering process, privacy preserving is achieved by adding noise when updating the cluster center. For numerical data, we use Laplace mechanism [12] to add noise in the process of calculating the centroid. Laplace mechanism computes the result of function f on the dataset D by adding to f (D) a random noise, as shown in the following equation:
where
GS f is the global sensitivity of function f , which is defined as following formula:
where D and D differ in at most one data record. Noises are added to C k , the number of points included in k-th cluster, and S kj , the sum of the coordinates of the data points in the j-th dimension, respectively, and get noisy C k and S kj . Then, a new centroid is calculated bŷ
For categorical data, we use modes of attribute to update centroids in the clustering and we use Geometric Mechanism to add noise to the counts of all attribute values and take the value whose count is maximum for each attribute. Geometric Mechanism is a discrete variant of the Laplace mechanism with integral output range Z and it computes the result of VOLUME 7, 2019 function f on the dataset D as f (D) + z, z is a random integral noise generated from a geometric distribution Geom(α):
We can obtain some properties about geometric distribution as proposition 1 shows. Proposition 1: Suppose that Z ∼ Geom(α), then we have
Proof: First, we can easily get that
Then,
So, we can get
For categorical attribute A j and centroid o k , j = p + 1, . . . , d, k = 1, 2, . . . , K , the noises are added to the counts of values n kjr = count kj (r) + Geom(α), r = 1, 2, . . . , A j . And thenô kj = arg max r n kjr . To satisfy ε-differential privacy, we set α = e −ε [19] .
D. OPTIMIZING THE NUMBER OF ITERATION AND PRIVACY BUDGET ALLOCATION
An important issue of our algorithm is the allocation of privacy budgets. The choice of the number of iterations directly affects the allocation of the privacy budget. There are generally two ways to determine the number of iterations, which correspond to two different methods for the allocation of privacy budgets in each iteration of the clustering algorithm. One way is to fix the number of iterations. Another way is proposed in [38] , in which the number of iterations is uncertain, each iteration consumes half of the remaining privacy budget. Based on the two ways of determining the number of iterations as described above, there are two main methods for the allocation of privacy budget. One is first to determine the number of iterations T , then the privacy budget for each iteration is ε/T ; the other method is that the number of iterations is uncertain and the privacy budget for iteration t is ε/2 t+1 . Considering that as the iterations proceed, the harm to the accuracy of results will increase with the privacy budget decreasing, we adopt the former method in which the number of iterations is fixed and the privacy budget to each iteration is equally allocated to improve the accuracy of the clustering results.
We introduce the following method of determining the number of iterations. Our method considers the impact of using differential privacy techniques on updating centroid.
For numerical attributes, we analyze the mean square error (MSE) between noisy centroids and true centroids in one iteration proposed in [16] . And for categorical attributes, we consider the sum of variances caused by added noises. The sum of the MSE and variances is defined as the loss function of optimizing the number of iterations. The loss function of one centroid in one iteration is
We try to ensure that each iteration's Loss is no larger than the threshold, and allocate the minimal privacy budget to each iteration.
1) LOSS STUDY OF ONE ITERATION
We analyze the loss between noisy centroids and true centroids in one iteration. Proposition 2: In one iteration of our proposed algorithm, the Loss is
Proof: First, on the j-th numerical attribute,
We suppose that the privacy budget allocated to each attribute is equal, and on average ρ = S i /C and C ≈ N /K . And noises added to S j and C generated from same Laplace distribution. Hence, MSE( o i ) can be approximated as follows:
For categorical attributes, we can obtain that
Then, we can obtain
From Proposition 2 we can obtain Loss of all centroids is
2) DETERMINING THE NUMBER OF ITERATION
Based on our analysis above, then we calculate the minimal privacy budget ε m allocated to each iteration. Suppose that ε t is the privacy budget allocated to each iteration, then the privacy budget allocated to each attribute is ε = ε t (d + 1). We let the Loss of all centroids in one iteration should be no more than δ, and ε m is calculated by
Proposition 3: There exists a minimal ε m value that satisfies Equation 1 .
Proof: Equation 1 can be rewritten as
Regarding the unary quadratic equation of ε t , it is only necessary to satisfy
and this equation has a solution. And we can obtain that a > 0, b > 0, c < 0, and it is clearly that = b 2 − 4ac > 0. So, there are two values ε 1 and ε 2 make aε 2 t + bε t + c = 0. Moreover, we can get some properties based on the quadratic equation that ε 1 · ε 2 < 0. We suppose that ε 1 > 0 and it is the minimal ε m value from equation 1.
Then we can determine the number of iterations based on ε m . We use the method proposed in [16] . For ε ≤ 2ε m , we set the number of iterations T to be 2, and the privacy budget allocated to each iteration is ε/2. For ε > 2ε m , T is determined by the following equation:
The privacy budget allocated to each iteration is ε/T .
VI. PRIVACY ANALYSIS OF PROPOSED ALGORITHM
Differential privacy has two characteristics: sequence combination and parallel combination, both play an important role in the allocation of privacy budget. If there are m random algorithms A 1 , A 2 , · · · , A m , and A i (1≤i≤m) satisfies ε i -differential privacy, then for the same dataset D, the sequence combination algorithm
As described in section 5.3, the privacy of our proposed algorithm is achieved by adding Laplace noise and Geometric noise to the centroids in the process of iterations. Each iteration of our proposed algorithm is equivalent to the sequence combination of the random algorithm, the privacy budget of the entire algorithm is
In each iteration, d+1 noise will be added, including C, S i of p numerical attributes and value count of q categorical attributes. Since one point is added or deleted to the data set, the maximum change of C and value count of categorical attributes is 1, the global sensitivity of them is 1. If numerical attributes of dataset are normalized to [0, 1], when adding or deleting a point from the dataset, the maximum change of each attribute S i is 1. So, the global sensitivity of S i is 1. According to equation 2, in each iteration, adding noise Lap(1/ε) to C, adding noise Lap(1/ε) to S i , adding Geom(e −ε ) to count of categorical attributes can make the algorithm satisfy differential privacy, where ε = ε t /(d + 1). 
VII. PERFORMANCE EVALUATION
In this section, we conduct experiments to measure NICV of the algorithm for performance evaluation with two datasets. The experimental environment is set up as follows. CPU: Intel Core i7-6700 3.40GHz; RAM: 8GB; System: Windows 10. The clustering algorithm is developed in Python.
A. DESCRIPTION OF DATASETS
We experimented with two datasets Heart and Adult from the UCI Knowledge Discovery Archive database. Table 1 summarizes the two datasets. For the dataset Heart, the number of records is 303, the dimension of records is 13 and the number of clusters is 5. We choose 5 numerical attributes and 8 categorical attributes as the attributes in records. And there are 22 attribute values among all categorical attributes. For the dataset Adult, the number of records is 48842. We choose 6 numerical attributes and 3 categorical attributes as the attributes in records. And there are 26 attribute values among all categorical attributes. We set k=5 for this dataset according to variable ''race'' in the original dataset. And we set ρ = 0.225 [16] .
B. ACCURACY OF PROPOSED ALGORITHM
In this subsection, we compare the NICV of our proposed algorithms ODPCA with another differentially private cluster algorithm UDPCA, in which the number of iterations is uncertain, and cluster algorithm without privacy preserving through experimental testing. And in order to observe the impact of privacy budget on the availability of clustering result, we test with several different total privacy budget including 0.1, 0.5, 1, 1.5, 2. Results with two mixed datasets are shown in Fig.3 and Fig.4 . It can be seen from the experimental results that the NICV values of our algorithm are smaller than the other one, proving that our algorithm outperforms the other algorithm. In addition, as the privacy budget increases, the NICV values of these two differentially privacy clustering algorithms gradually approach the NICV value of non-privacy algorithm. That is, as the degree of privacy preservation decreases, the accuracy of the clustering results increases.
VIII. CONCLUSION
To enable privacy-preserving cluster analysis in SDN-based smart grid, this paper proposed an optimizing and differentially private clustering algorithm for mixed data in smart grid. In our proposed algorithm, we combine the differentially private k-means algorithm and k-modes algorithm to cluster mixed data in a privacy preserving manner and design a mechanism to make the algorithm satisfy differential privacy. And we optimize the allocation of privacy budgets to improve the accuracy of clustering results. Specifically, we analyze the loss function that considers both numerical and categorical attributes between true centroids and noisy centroids, and the number of iterations of clustering algorithm is set to a fixed value determined by the total privacy budget and the minimal privacy budget allocated to each iteration calculated by setting loss function to a threshold. Finally, we prove that our proposed algorithm satisfies differential privacy and experiment with two datasets to illustrate performance of our proposed ODPCA by comparing the Normalized IntraCluster Variance (NICV) produced by our algorithm in different privacy budget values. In the future, we will further improve the accuracy of differentially private clustering algorithm for mixed datasets. He has authored or coauthored nine books and more than publications in refereed journals and conferences. His research interests include wireless communications and mobile computing, vehicular communications, smart grid, cloud computing, and security.
