Gradient-based edge detection is a straightforward method to identify the edge points in the original grey-level image. It is intuitive that in the human vision system the edge points always appear where the grey-level value is greatly changed. Spiral Architecture is a relatively new image data structure that is inspired from anatomical considerations of the primate's vision. In Spiral Architecture, each image is represented as a collection of hexagonal pixels. Edge detection on Spiral Architecture has features of fast computation and accurate localization. In this paper, we present and compare gradient-based edge detection algorithms on Spiral Architecture. The experimental results show that the edge detection on Spiral Architecture outperforms that on traditional square image structure.
INTRODUCTION
Computer vision involves compositions of picture elements (pixels) into edges, edges into object contours and object contours into scenes. The determination of edges depends on detection of edge points (pixels) of a 3-D physical object in a 2-D image. This first step in the process is critical to the functioning of machine vision. As the success of subsequent steps are sensitive to the quality of results at this step, the performance of higher level processes such as extraction of object contours and object recognition relies heavily on the complete and correct determination of edges [1] . Edges contain major image information and need only a small amount of memory storage space compared to the original image. Hence, edge detection simplifies images and thus facilitates image analysis and interpretation [2] .
Edge detection is based on the relationship a pixel has with its neighbours. It extracts and localizes points (pixels) around which a large change in image brightness has occurred. A pixel is unsuitable to be recorded as an edge if the brightness around a pixel is similar (or close). Otherwise, the pixel may represent an edge.
During the last three decades, many algorithms have been developed for edge detection, among which the most important ones are the Marr-Hildreth method [3] based on detecting zero crossings at the output of Laplacian-Gaussian operators of different widths, Haralick's facet model [4] based method that uses the zero crossings of a second directional derivative of Gaussian edge operator, and computational approach [5] to edge detection by formulating the task as a numerical optimization problem.
Since 1996, there have been many papers on edge detection based on Spiral Architecture. Spiral Architecture described by Sheridan [6] is a new data structure for computer vision. The image is represented by a collection of hexagons of the same size (in contrast with the traditional rectangular representation). The importance of the hexagonal representation is that it possesses special computational features that are pertinent to the vision process. In [7] , edge detection using edge focusing technique was proposed. This method starts from the edge detection of a blurred image with a large scale of Gaussian filter. The scale is gradually decreased for finer images. The final edge map is recorded when it will no longer change the edge map with any smaller scale. This method has the following two drawbacks. First, the initial scale used to blur the original image is uncertain. Secondly, it is difficult to determine the quantity by which the scale is reduced in order to obtain a finer image. The second edge detection method proposed [8] applied a bilateral filter rather than a Gaussian filter to remove image noise. The bilateral filter combines a domain filter like Gaussian filter with a range filter. A range filter gives more weights to those neighbouring pixels with light intensity that is more similar to the reference pixel value. This method has been proved being more efficient for suppressing image noise for edge detection. The bilateral filter uses the standard deviation as the only scale to blur (or smooth) an image. Hence, it does not have the uncertainty that is found using the edge focusing technique. However, the edge detection scheme using the bilateral filter is based on an image structure that mimics the Spiral Architecture. This mimic Spiral Architecture uses four square pixels to represent a single hexagonal pixel and hence loses the image resolution. A similar approach has been proposed in [9] where Wu et al. proposed another scheme to mimic the Spiral Architecture. The simulation of Spiral Architecture as shown in [9] was called Virtual Spiral Architecture (VSA). Though the new mimic scheme of Spiral Architecture as shown in [9] better retains the image resolution, the conversion between the square structure and the hexagonal structure is time consuming. Another method for edge detection on Spiral Architecture, as shown in [10] and [11] , was based on triplediagonal gradient. The gradient of grey-level function was defined as a combination of three vectors in three diagonal directions of hexagonal image structure. Note that an edge point is a pixel at which the gradient magnitude assumes a local maximum. Hence, this method suggests a more accurate approach to gradient implementation in the discrete image space, and hence produces sharper edge map than other methods. However, because the triplediagonal gradient method does not use any filter to suppress image noise, image noise cannot be well filtered.
In this paper, we present another edge detection algorithm. This alternative detection scheme is based on our most recently developed mimic Spiral Architecture, called Virtual Hexagonal Structure (VHS) [12] . The virtual hexagonal structure retains all features of Spiral Architecture while almost keeping resolution. Furthermore, there is almost no image distortion after image is converted and represented in the hexagonal structure. In this new edge detection approach, edge point with its strength is obtained using Sobel operators defined on the hexagonal structure. Image is blurred using the bilateral filter. The edge points are determined in the way of Canny algorithm. The results obtained using this new approach will be compared with the previously proposed algorithms using either simple Gaussian filtering or bilateral filtering on both square structure and mimic Spiral Architecture.
The organization of this paper is as follows. The VSA and VHS are reviewed in Section 2. We depict the Gaussian and bilateral filters in Section 3. This is followed by the edge detection schemes on the VSA and VHS in Section 4. We demonstrate and compare the experimental results using various methods on various image structures in Section 5. We conclude in Section 6.
SPIRAL ARCHITECTURE AND ITS SIMULATION
In Spiral Architecture, an image is represented as a collection of hexagonal pixels. Each pixel has only six neighbouring pixels with the same distance to it. Each pixel is identified by a number of base 7 called a spiral address. The numbered (or addressed) hexagons form the cluster of size 7 n , where n is a positive integer. These hexagons starting from address 0 towards address 7 n tile the plane in a recursive modular manner along a spiral-like curve. As an example, a cluster with size of 7 2 and the corresponding spiral addresses are shown in Figure 1 .
The distribution of cones on the retina (see Figure 2 ) provides the basis of the Spiral Architecture. In the case of the human eye, these elements would represent the relative positions of the rods and cones on the retina.
In spite of the many advantages of Spiral Architecture, it has not been used widely in image processing area. The main reason is that there are no mature Edge detection on hexagonal structure devices for capturing image and for displaying image based on hexagonal architecture. In order to further research on Spiral Architecture, it is inevitable to use mimic Spiral Architecture based on the existing rectangular image architecture.
The method used in current research on Spiral Architecture [8] [10] is to use a set of four rectangular pixels which are adjacent to each other to mimic a hexagonal pixel. Figure 3 shows the arrangement of seven hexagonal pixels on the Mimic Spiral Architecture, which are identified by the different filling pattern, with spiral addresses 0, 1, 2, 3, 4, 5 and 6. Each of them consists of four rectangular pixels.
In this mimic structure, because the grey value of a mimic hexagonal pixel for a grey-level image is the average of its four corresponding rectangle pixels, it introduces a loss of resolution. This affects the performance of edge detection algorithms based on Spiral Architecture and hence weakens the advantages of Spiral Architecture in image processing.
Virtual Spiral Architecture
In the following, we review another mimic method proposed in [9, 13] called Virtual Spiral Architecture (VSA). Such virtual Spiral Architecture only exists during the procedure of image processing. It builds up a virtual hexagonal grid system on memory space in computer. Then, different algorithms can be implemented on such virtual spiral space. Finally, output data can be mapped back to rectangular architecture for display.
In order not to lose the image resolution after image is represented on the mimic architecture, the size of each hexagonal pixel is set to be the same as the size of square pixel. In order to work out the grey value of a hexagonal pixel, the relations between the hexagonal pixel and its connected square pixels (see Figure 4 (a)) must be investigated. The purpose is to find out the different contribution of each connected square pixel's grey value to the referenced hexagonal pixel.
Let N denote the number of square pixels which are connected to a particular hexagonal grid. Let S i denote the size of overlap area between square pixel i, one of connected square pixels, and the hexagonal pixel. Because the size of pixel is set to be 1 unit area, the percentage of overlap area in a referenced hexagonal pixel is,
Let g h denote the grey value of the reference hexagonal pixel, and g Si denote the grey value of i-th square pixel connected to the hexagonal pixel. Then, the grey value of the reference hexagonal pixel is calculated as the weighted average of the grey values of the connected square pixels as (2) On the other hand, the reverse operation must be considered in order to map the images from virtual Spiral Architecture to rectangular architecture after image processing on Spiral Architecture. We can compute the grey value of square grid in the same way as shown in Equations (1) and (2) . Let p i stand for the percentage of overlap area in a referenced square pixel (see Figure 4 (b)). Suppose that there are M virtual hexagonal pixels connected to a reference square pixel. Then, the square pixel's grey value denoted by g S is defined as
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where g hi is the grey value of i-th hexagonal pixel connected to the reference square pixel. Virtual Spiral Architecture retains the resolution of the image on virtual spiral space. That is, the resolution does not change during mimicking procedure. In addition, the Virtual Spiral Architecture retains the advantages of real hexagonal grid system like higher degree of symmetry, uniformly connected and closed-packed form.
Virtual Hexagonal Structure
The construction of VSA introduced in Subsection 2.1 leads to a time consuming computation for image conversion between square and hexagonal structures. In this subsection, we review another approach to mimic the Spiral Architecture [12] that can be used for easy and fast conversion between the two structures. To construct hexagonal pixels, each square pixel was first separated into 7 × 7 small pixels, called sub-pixels. Each virtual hexagonal pixel was formed by 56 sub-pixels as shown in Figure 5 . Figure 5 shows a collection of seven hexagonal pixels constructed with spiral addresses from 0 to 6. 3 3 3 3 3  3  3  3  3  3  3  3 3 3 3 3 3 3  3 3 3 3 3 3 3 3  3  3 3 3 3 3 3 3  3 3 3 3 3 3 3  3 3 It is not difficult to locate each virtual hexagonal pixel when the size of an image is known. Let us assume that original images are represented on a square structure arranged as 2M rows and 2N columns, where M and N are two positive integers. Then the centre of the virtual hexagonal structure can be located at the middle of rows M and M + 1, and at column N. Note that there are 14M rows and 14N columns in the (virtual square) structure consisting of sub-pixels. Thus, the first (or the central) hexagonal pixel has its centre located in the middle of rows 7M and 7M + 1 and the column 7N of the virtual square structure. After the 56 sub-pixels for the first hexagonal pixel are allocated, all sub-pixels for all hexagonal pixels can be easily assigned as shown in [12] .
For every hexagonal pixel, we can compute the coordinates of its centre at the two dimensional coordinate system. Let us denote the arbitrarily given hexagonal pixel by X. Then in the original image space, there exist four square pixels denoted by A, B, C and D, as shown in Figure 6 , lying on two consecutive rows and columns such that, point X falls onto the rectangle with vertices at A, B, C and D.
Let us denote the coordinates of A, B, C and X by (A x , A y ), (B x , B y ), (C x , C y ) and (X x , X y ) respectively. Let Then, it is easy to derive that (4) Let f be the image brightness function that maps a pixel (either square pixel or hexagonal pixel) to its light intensity (grey) value. Then the intensity value assigned to X using the bilinear interpolation method as shown in [9] is computed as 
After the process for image processing such as edge detection on VHS, the processed results must be displayed on the square structure. This requests the conversion from VHS to the square structure. Note that each square pixel on a sub-image is formed by 7 × 7 sub-pixels. We can simply compute the light intensity of each square pixel as the average of the light intensities of the 7 × 7 sub-pixels for this reverse conversion.
GAUSSIAN AND BILATERAL FILTERS
Gaussian Multi-scale Theory is one of the best understood multi-resolution techniques available to the computer vision community [14] . Edge detection using Gaussian Multi-scale Theory ensures not only good performance of detection but also accurate localization of edge points.
Gaussian Filter
Let be a brightness function of an image which maps the coordinates of a pixel, (x,y) to a value in light intensities. Let be the Gaussian kernel
Then the Gaussian scale-representation of the original image at scale σ 2 is (7) when σ 2 ∈(0, ∞), and L(x, y;0) = f(x, y). Scale-space representation is used to suppress and remove unnecessary and disturbing details so that later stage processing tasks can be simplified.
Bilateral Filter
Recall that a bilateral filter is defined by the combination of a domain filter and a range filter. Let a 0 be the reference hexagonal pixel. Then, for any given pixel a at location (x, y), the coefficient assigned to intensity value f(a) at a for the range filter is r(a) computed by the similarity function s as: 
Similarly, the coefficient assigned for the domain filter is g(a) computed by the closeness function c as: (9) Therefore, for the reference pixel a 0 , its new intensity value, denoted by h(a 0 ), is (10) where k is the normalization constant and is defined as (11) Image noise is filtered through the convolution of the image brightness function with the domain and range filters. Through the domain filter, details can be gradually smoothed. Through the range filter, blurring effects across the edges can be reduced and edges can be preserved better than using domain filtering alone. Application of the bilateral smoothing filter produces, for each pixel in the image, a weighted average such that each pixel contributes more significantly to the resulting grey value of the pixel than all its neighbouring pixels. Meanwhile, the pixels with more similar intensity values or closer to the reference pixel contribute more than those with more different values or further away.
Smoothing using the bilateral filter clearly reduces the blurring effect introduced by smoothing to images than Gaussian domain smoothing alone. It implies that edge information would be better retained with less averaging across the kernel under bilateral smoothing. This can be seen in the experimental results shown in Section 5 below.
EDGE DETECTION ON VSA AND VHS
Edge point is defined as a pixel at which the gradient magnitude of the light intensity function assumes a local maximum in the gradient direction. Edge pixels on SA are fetched using the methods similar to Canny edge detection method worked on the traditional square structure. Candidate edge points are located first using local non-minimal suppression [5, 9] . In order to recover missing weak edge points and eliminate false edge points, two edge strength thresholds are set to examine all the candidate edge points. Those candidate edge points whose grey levels are below the lower threshold are marked as nonedge points. For each candidate edge point whose grey levels is above the lower threshold, if it can be connected to a edge point whose edge strength is above the higher threshold through a chain of edge points, it is then marked as an edge point. The edge detection approach goes through three steps: noise filtering, gradient based edge detection and edge refining using thresholds. We perform the edge detection on VSA and VHS as follows.
Noise Filtering
Considering about 99.5% of energy is found in the central area of "Mexico cap" (the curve of Gaussian function as shown in (9) with parameter σ 2 ) within the radius of 3σ 2 , in order to increase the computation speed, Equations (10) and (11) in this paper are computed only over a small area surrounding each reference pixel and covering the disk with centre at the reference pixel and radius of 3σ 2 . In this paper, σ 2 is set to be 1. Therefore, the convolution window is set to be a 49 pixel block for the weighted average computation using Equations (10) and (11), centred at the reference pixel. This means that, for square architecture, this window is a 7 × 7 block, and for hexagonal structure, it is a cluster of 49 hexagonal lattices as shown in Figure 1 . Hence, for formula (10) and (11) above, n = 49. Furthermore, σ 1 , the parameter for the range filtering, is computed as the standard deviation of grey values in input image. Note that Gaussian filtering is performed in the same way using (10) and (11) above with r(a i ) = 1 for i = 0, 1, …, n-1.
On VSA, the σ 1 is computed after all hexagonal pixels are assigned their grey values using Equation 2.
On VHS, 56 sub-images are obtained. Each sub-image is a collection of subpixels that are located in the same location in their corresponding virtual hexagonal pixels each consisting of 56 sub-pixels. One σ 1 is computed for each sub-image without the need to know the grey values of all hexagonal pixels. The computation to include the 49 hexagonal pixels for convolution using (10) and (11) on the hexagonal structure is also achieved sub-pixel by sub-pixel without the need of conversion from square pixels to hexagonal pixels. After all of the 49 sub-pixels (one from each hexagonal pixel) are found (some subpixels may not be found because they are outside the image area), the new intensity for each sub-pixel in the reference hexagonal pixel can then be computed using Equations (8)-(11) above for bilateral filtering.
Edge Detection
After image noise is filtered, the three Sobel operators defined on SA as shown in Figure 7 below are applied. These Sobel operators replace the Triple-Diagonal gradient defined in [10] . Using the Sobel operators, the pixels' gradient values in three diagonal directions are obtained. At the same time, the edge strength (i.e., the gradient magnitude) and direction (i.e., the direction perpendicular to the gradient direction) can be determined.
Similar to the previous step shown in Subsection 4.1 for noise filtering, on VSA, the edge strengths and their directions are computed after the all hexagonal pixels are assigned their grey values using Equation 2.
On the other hand, on VHS, the edge strengths and the edge directions are computed for all sub-pixels. Hence, it does not require the computation of grey values of virtual hexagonal pixels.
Edge Refining on VSA
After the edge detection step as shown in Subsection 4.2, all hexagonal pixels have been assigned new intensity values that determine the candidates of hexagonal edge pixels, their strengths and their directions. An initial edge map on VSA is hence obtained. We can then follow the idea of Canny's method as shown in [14] to obtain the final edge map on VSA by using one lower threshold and one higher threshold. The final step is to convert the edge map (an image on VSA) to an image on square structure using Equation 3 to display. This converted image represented on the square structure is recorded as the final edge map (though it may not be a binary image because of the simple conversion).
Edge Refining on VHS
After the edge detection step as shown in Subsection 4.2, all sub-pixels have been assigned new intensity values that determine the candidates of edge subpixels, their strengths and their directions. An initial edge map on the square structure can hence be obtained by simply computing the intensity value of every square pixel as the average of the gradient magnitudes (or edge strengths) of the sub-pixels constituting the square pixel. At the same time, the edge 72
Edge detection on hexagonal structure Figure 7 . Sobel operators on hexagonal structure. direction of each square edge pixels is obtained through computing the average of the gradients of the sub-pixels constituting the square pixel. This edge map shows the square edge pixels, their strengths and their directions. We can then follow the remaining steps of Canny's method as shown in [14] to obtain the final edge map by using one lower threshold and one higher threshold.
EXPERIMENTAL RESULTS
In this section, we show the experimental results using the different edge detection algorithms with different filtering methods based on either square structure, VSA and VHS. A black and white Lena image represented with 256 grey levels is used as the original image for edge detection. It is shown in Figure 8 . Figure 9 shows three images processed by either Gaussian filtering operation or bilateral filtering operation on square structure and VSA. It is shown that changing image structure from square to VSA does not look to have affected much on Gaussian processing (though it has actually improved the noise filtering process as can be seen in Figure 10 ). However, compared with Gaussian processing, the bilateral filtering process enhances the major edge information and weakens other pixels. Figure 10 shows the edge maps obtained from the three filtered images shown in Figure 9 respectively. The same higher and lower thresholds are used to determine the edge points. The higher threshold is set to be 0.07 and the lower threshold is set to be 0.015. Gaussian filtering edge map obtained on VSA as shown in Figure 10 (b) has clearer background than the one as shown in Figure 10 (a) that was obtained on the square structure. This is mainly due to the uniformly connected and closepacked structure of hexagonal lattice. Moreover, one more Sobel operator defined on VSA than the two operators on defined square structure improves the detection accuracy. The bilateral filtering further improves the edge map quality. It is obvious that Figure 10 (c) has enhanced major edge information while suppressing image noise and trivial edge pixels. Figure 10 (c) clearly demonstrates a better edge-preserving quality using the bilateral filter than the Gaussian filter.
Comparison of VSA with Square Structure

Comparison of VHS with Square Structure
Another set of edge maps are produced in order to demonstrate the performance improved on the VHS. The first edge map is produced by common Canny edge detection through Gaussian filtering on square structure. The second and the third edge maps are obtained based on the virtual hexagonal structure. The
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Edge detection on hexagonal structure Figure 10 . Edge maps of the filtered images shown in Figure 9 .
second edge map is created after the Gaussian filtering and the third edge map is produced after the bilateral filtering. All of these three edge maps are generated based on the consistent environment parameters for Gaussian filtering and bilateral filtering. It is found that the computed σ 1 is close to 65 for all three cases. The same lower and higher thresholds are used to locate the exact edge points for all edge maps. The higher threshold is 0.125 and the lower threshold is 0.05. Figure 11 shows three images obtained from the original image shown in Figure 8 using different filtering operations on different image structures. It is shown that changing image structure from square to hexagonal structure does not affect much on the results of Gaussian filtering. However, like the results obtained on VSA shown above, the bilateral filtering not only smoothes the original image as Gaussian filtering but also enhances the major (or important) edge information. Figure 12 demonstrates three edge maps which are obtained after different filtering processes. It is obvious that after Gaussian filtering edge map ( Figure  12(b) ) obtained on the hexagonal structure has almost the same but slightly clearer background and edges than the one (Figure 12(a) ) obtained on square structure without losing major edge points. This is again mainly due to the uniformly connected and close-packed structure of hexagonal lattice and one more Sobel operator defined on VHS than the conventional operators on square structure. Figure 12 (c) shows that bilateral filtering further improves the quality of edge map. It can be clearly seen in Figure 12 (c) that the fine details of eyes have been well extracted.
Comparison of VSA with VHS
It is obvious that the edge images shown in Figure 12 have better quality than the corresponding images shown in Figure 10 . This is because a different set of threshold values used for edge refining. For the results shown on Figure 12 , both the lower threshold and higher threshold are commonly used for Canny edge algorithm. Another reason is that the computation of the standard variance on VHS and Sobel convolution is preformed sub-pixel by sub-pixel. This has improved the computation accuracy. The use of bilinear image interpolation when converting images from square structure to VHS has reduced the loss of image resolution and has hence further improved the accuracy of edge detection of hexagonal structure.
CONCLUSIONS
In this paper, various edge detection algorithms have been presented. The use of bilateral filtering combined with the advantages of hexagonal image structure has achieved pleasing edge detection performance, and has shown better results than those performed on square structure and those used Gaussian filtering under the same experimental conditions. The implementation of VHS avoids the complicated and time-consuming conversion between the square structure and VSA. We take the advantages of higher degree of symmetry and equality of distances to neighbouring pixels that are special to hexagonal structure for better performance of image filtering and more accurate computation of gradients including edges, and their strengths and directions.
Note that unlike the work done on VSA, the bilinear image interpolation has been applied on VHS and the value of parameter σ 1 used for bilateral edge detection on VHS has been computed separately for each sub-image. These have improved the accuracy of edge maps.
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Edge detection on hexagonal structure Figure 12 . Edge maps of the filtered images shown in Figure 11 . 
