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Abstract
In this paper, we study the dynamics of predator–prey interaction systems between two species
with ratio-dependent functional responses. First we provide sufﬁcient and necessary conditions
for positive steady-state solutions, and then we investigate the relationships between positive
equilibria and positive solutions of the system over a large domain. Furthermore, we deal
with the uniqueness and the stability of positive steady-states solutions with some assumptions.
In addition, we discuss the extinction and the persistence results of time-dependent positive
solutions to the system.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
In this article, we are interested in the situation that predator–prey species have
a diffusive interaction between two species and spatially inhomogeneous distribution
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within a region. Therefore, we consider the following strongly-coupled PDE system:
u
t − u = u
(
a − 1
K
u− c1v
u+mv
)
v
t − v = v
(
b − ev + c2u
u+mv
)
in DT = × (0, T ],
1 u + u = 0,
2 v + v = 0 on ST = × (0, T ], T ∈ (0,∞),
u(x, 0) = u0(x), v(x, 0) = v0(x) in ,
(1.1)
where  is a bounded domain in Rn with smooth boundary , a,K, c1, c2,m are
positive constants which stand for prey intrinsic growth rate, carrying capacity, captur-
ing rate(or the encounter rate with prey by a searching predator), conversion rate and
half capturing saturation constant, respectively. e is a nonnegative constant and b is a
constant which may change sign with b < 0 if e = 0. Here  is the Laplacian opera-
tor, 1, 2 are nonnegative constants, u and v represent the densities of two interacting
species.
One of the goals in our study is to investigate the positive solutions to the ratio-
dependent predator–prey interaction system which is the steady-state to system (1.1):

−u = u
(
a − 1
K
u− c1v
u+mv
)
,
−v = v
(
b − ev + c2u
u+mv
)
in ,
1 u + u = 0,
2 v + v = 0 on .
(1.2)
We say that system (1.2) has a positive solution (u, v) if u(x) > 0 and v(x) > 0 for
all x ∈ . The existence of a positive solution (u, v) to system (1.2) is called positive
coexistence.
One of the mathematical difﬁculties for model (1.1) and (1.2) is treating the sin-
gular point (0, 0). To overcome this difﬁculty, we will follow the idea of Kuang
and Berreta in [15], more precisely, since lim(u,v)→(0,0) u
(
a − 1
K
u− c1v
u+mv
)
= 0 and
lim(u,v)→(0,0) v(b−ev+ c2uu+mv ) = 0, we may extend the domain of u
(
a − 1
K
u− c1v
u+mv
)
and v
(
b − ev + c2u
u+mv
)
to {(u, v) : u0, v0} so that (0, 0) becomes a trivial solution
of (1.2).
In this paper, we obtain sufﬁcient and necessary conditions for positive coexistence
to system (1.2) and give proof for the existence of positive solutions using ﬁxed point
index theory on a positive cone. Also we discuss the extinction of interacting species
under certain circumstances and the global attractiveness of time-dependent solutions of
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the parabolic system (1.1). Furthermore, we study the relationships between equilibrium
points and positive solutions over a large domain. Finally, we deal with the uniqueness
and stability of positive solutions with the assumption that the encounter rate with prey
by a searching predator is sufﬁciently small. The method employed is the upper–lower
solutions technique for time-dependent models.
Recently, certain predator–prey models, so called the ratio-dependent predator–prey
models (that is, the per capita predator growth rate depends on a function of the
ratio of prey to predator abundance), have been proposed by Arditi and Ginzburg in
[1]. Since then, as well as the actual evidence and justiﬁcation [2,3,8,11], the models
have been mathematically studied for spatially homogeneous case [12–15] and for
spatially inhomogeneous case [6,24]. We also point out that according to the results
of our research, the dynamics of spatial inhomogeneous positive solutions have certain
common behavior with spatial homogeneous solutions as far as we are concerned when
dealing with extinction and persistence of time-dependent solutions.
This paper is organized as follows. In Section 2, we present some known results
which are useful in later sections. In Section 3, we give sufﬁcient and necessary
conditions for the existence of positive solutions of (1.2) and prove positive coexistence
results. We then investigate the relationships between equilibrium points and positive
solutions over a large domain in Section 4. In addition, the uniqueness and the stability
of positive solutions are obtained under certain situations. Finally, in Section 5, we give
the results for extinction of interacting species and a sufﬁcient condition for permanence
to the parabolic system (1.1) by using the comparison argument.
2. Preliminaries
In this section, we state some known results which will be useful in our work.
Eigenvalue problem. For a(x) ∈ C() and 0, it is well-known that the eigenvalue
problem,
{−u+ a(x)u = u in ,
 u + u = 0 on ,
(2.1)
has eigenvalues {n} and eigenfunctions {n} such that 123 · · · and
limn→∞ n = ∞, where n1. Furthermore, the eigenfunction 1 of (2.1) correspond-
ing to the eigenvalue 1 is unique and positive. Throughout this paper, we denote the
principal eigenvalue 1 of the eigenvalue problem (2.1) corresponding to the unique
positive principal eigenfunction 1(x) by 1,(a(x)) and simply denote 1,(0) by 1,.
We point out that most of the necessary existence and comparison results for the
eigenvalue problem (2.1) can be found in [4,5]. One can also obtain the following two
lemmas in [10,16,18] by a replacement from Dirichlet boundary condition to Robin
boundary condition without any difﬁculties.
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Lemma 2.1. Let a(x) ∈ C() and u0, u /≡ 0 in .
(i) If 0 /≡ −u+ a(x)u0, then 1,(a(x)) < 0.
(ii) If 0 /≡ −u+ a(x)u0, then 1,(a(x)) > 0.
(iii) If −u+ a(x)u ≡ 0, then 1,(a(x)) = 0.
Let T : E → E be a linear operator on a Banach space and denote the spectral
radius of T by r(T ).
Lemma 2.2. Let a(x) ∈ C() and M be a positive constant such that −a(x)+M > 0
for all x ∈ . Then we have the followings:
(i) 1,(a(x)) < 0 ⇒ r[(−+M)−1(−a(x)+M)] > 1.
(ii) 1,(a(x)) > 0 ⇒ r[(−+M)−1(−a(x)+M)] < 1.
(iii) 1,(a(x)) = 0 ⇒ r[(−+M)−1(−a(x)+M)] = 1.
Scalar equation. Consider the single equation:{−u = uf (x, u) in ,
 u + u = 0 on ,
(2.2)
where  is a bounded connected domain in Rn with smooth boundary. Assume that
the function f (x, u) : × [0,∞)→ R satisﬁes the following:
(H1) f (x, u) is C—function in x where 0 <  < 1;
(H2) f (x, u) is C1—function in u with fu(x, u) < 0 for all (x, u) ∈ × [0,∞);
(H3) f (x, u)0 on (x, u) ∈ × [C,∞) for some positive constant C.
The following theorem is a consequence from the main results of [4]. One can also
refer [18].
Theorem 2.3. (i) The nonnegative solution u(x) of (2.2) satisﬁes u(x)C for all x ∈
.
(ii) If 1,(−f (x, 0))0, then (2.2) has no positive solutions. Moreover, the trivial
solution is globally asymptotically stable.
(iii) If 1,(−f (x, 0)) < 0, then (2.2) has a unique positive solution which is globally
asymptotically stable. In this case, the trivial solution is unstable.
Fixed point index theory. Let E be a real Banach space and W ⊂ E a closed convex
set. W is called a total wedge if W ⊂ W for all 0 and W −W = E. A wedge is
said to be a cone if W ∩ (−W) = {0}. For y ∈ W , deﬁne Wy = {x ∈ E : y + x ∈
W for some  > 0} and Sy = {x ∈ Wy : −x ∈ Wy}. Then Wy is a wedge containing
W, y, −y, while Sy is a closed subspace of E containing y. Let T be a compact linear
operator on E which satisﬁes T (Wy) ⊂ Wy . We say that T has property  on Wy if
there is a t ∈ (0, 1) and a w ∈ Wy\Sy such that w − tT w ∈ Sy . Let F : W → W is
a compact operator with a ﬁxed point y ∈ W and F is Fréchet differentiable at y. Let
L = F ′(y) be the Fréchet derivative of F at y. Then L maps Wy into itself. For an open
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subset U ⊂ W , deﬁne indexW(F,U) = index(F,U,W) = degW(I − F,U, 0), where I
is the identity map. If y is an isolated ﬁxed point of F, then the ﬁxed point index of F
at y in W is deﬁned by indexW(F, y) = index(F, y,W) = index(F,U(y),W), where
U(y) is a small open neighborhood of y in W.
The following can be obtained from the results of [9,16,23].
Theorem 2.4. Assume that I − L is invertible on Wy .
(i) If L has property  on Wy , then indexW(F, y) = 0.
(ii) If L does not have property  on Wy , then indexW(F, y) = (−1), where  is the
sum of multiplicities of all the eigenvalues of L which are greater than 1.
3. Existence Theorem for positive steady states
In this section, we give sufﬁcient and necessary conditions for positive coexistence
of (1.2) by using ﬁxed point index theory.
Throughout this paper, let (ua, 0) and (0, vb), which are usually called semi-trivial
solutions, be the nonnegative nonzero solutions of system (1.2), if they exist, when one
of the species is absent, i.e., ua is the unique positive solution of the equation:−u = u
(
a − 1
K
u
)
in ,
1 u + u = 0 on 
when a > 1,1 , and vb is the unique positive solution of the equation:{−v = v(b − ev) in ,
2 v + v = 0 on 
when b > 1,2 . The existence of such semi-trivial solutions follows from Theorem
2.3(iii).
Lemma 3.1. Assume b+ c2 > 0. Then any nonnegative solution (u, v) of (1.2) has an
a priori bound;
(i) u(x)Q := aK;
(ii) v(x)R, where
R :=
{
bm−aeK+
√
(bm−aeK)2+4aemK(b+c2)
2em if e > 0,
− (b+c2)aK
bm
if e = 0.
Proof. Let f (u, v) = a − 1
K
u− c1v
u+mv and g(u, v) = b− ev + c2uu+mv . Then we can see
that fv, gv < 0 and gu > 0.
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(i) Contrariwise, assume that u(x0) > Q for some x0 ∈ . Let N be a connected
component of the set {x ∈  : u > Q} which contains x0. Clearly, u ≡ Q and u 0
on . If x ∈ N , then f (u, v)f (Q, 0) = 0. Using the strong maximum principle
and Hopf’s lemma, we can derive a contradiction.
(ii) Noticing that R is a positive root of the equation g(aK, v) = b−ev+ ac2K
aK+mv = 0
when e > 0 and g(aK, v) = b + ac2K
aK+mv = 0 when e = 0 with respect to v, one can
similarly show the result as in the proof of (i). 
Deﬁne a compact operator F : C()× C()→ C()× C() by
F(u, v) = (−+M)−1
(
u
(
a − 1
K
u− c1v
u+mv
)
+Mu, v
(
b − ev + c2u
u+mv
)
+Mv
)
,
where M is a sufﬁciently large positive constant with M>max{|−a+ c1
m
+ 2
K
Q|, |−b+
2eR+ c22 |} so that u(a− 1K u− c1vu+mv )+Mu and v(b− ev+ c2uu+mv )+Mv are monotone
increasing with respect to u, v, respectively, for all (u, v) ∈ [0,Q] × [0, R].
We introduce the following notations:
(i) E := C1()⊕ C2(), where Ci := {w ∈ C() : i w + w = 0 on };(ii) D := {(u, v) ∈ E : uQ+ 1, vR + 1};
(iii) W := K1 ⊕K2, where Ki := {w ∈ Ci () : 0w(x), x ∈ };
(iv) D′ := (intD) ∩W .
Observe that (1.2) is equivalent to (u, v) = F(u, v), and so it sufﬁces to prove that
F has a nontrivial ﬁxed point in D′ to show that system (1.2) has a positive solution.
We may assume that (0, 0), (ua, 0) and (0, vb) are isolated ﬁxed points of F if exist(if
not, then there must be a nontrivial ﬁxed point in the interior of D′), and so the
corresponding indexes in W are well-deﬁned.
The following theorem can be shown similarly as in the proof of Lemma 4.6 in [21]
if we deﬁne a homotopy Ft(u, v) = (−+M)−1
(
tu(a − 1
K
u− c1v
u+mv )+Mu, tv(b −
ev + c2u
u+mv )+Mv
)
, where t ∈ [0, 1]. So we omit the proof.
Lemma 3.2. For an open set D′ in W, indexW(F,D′) = 1.
We should point out that F(u, v) is not Fréchet differentiable at (u, v) = (0, 0), and
so we cannot directly calculate indexW(F, (0, 0)). To calculate it, deﬁne an operator
F(u, v) = (−+M)−1
(
u
(
a − 1
K
u− c1v
+ u+mv
)
+Mu, v
(
b − ev + c2u
+ u+mv
)
+Mv
)
,
where  > 0.
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Lemma 3.3. If a > 1,1 and b = 1,2 , then indexW(F, (0, 0)) = 0.
Proof. Observe that W(0,0) = K1 ⊕ K2, S(0,0) = {0} ⊕ {0} and W(0,0)\Sy = {K1 ⊕
K2}\{(0, 0)}. By the simple calculation, we have
F ′,(0,0) = (−+M)−1
(
a +M 0
0 b +M
)
.
Claim 1. F ′,(0,0) is invertible on W(0,0).
Claim 2. F ′,(0,0) has property .
Once we show Claims 1 and 2, the desired result follows from Theorem 2.4(i).
Proof of Claim 1. Assume that F ′,(0,0)(	, 
) = (	, 
) ∈ W(0,0). Then −	 = a	. If
	 > 0, then a = 1,1 by Lemma 2.1(iii) which is a contradiction to the assumption,
and so 	 ≡ 0. Similarly, one can see 
 ≡ 0 since b = 1,2 .
Proof of Claim 2. Since a > 1,1 , r[(− +M)−1(a +M)] > 1 by Lemma 2.2(i),
r[(− +M)−1(a +M)] is an eigenvalue of the operator (− +M)−1(a +M) with
a corresponding positive eigenfunction  ∈ K1\{0} by Krein–Rutman theorem. Set
t0 := 1r[(−+M)−1(a+M)] , then we have 0 < t0 < 1 and (I − t0F ′,(0,0))(, 0) ∈ S(0,0) =
{0} ⊕ {0} which implies that F ′,(0,0) has property . 
Lemma 3.4. If a > 1,1 and b = 1,2 , then indexW(F, (0, 0)) = 0.
Proof. For  ∈ [0, 1], we deﬁne a homotopy
F,(u, v) = (−+M)−1
(
u
(
a − 1
K
u− c1v
+ u+mv
)
+Mu, v
(
b − − ev + c2u
+ u+mv
)
+Mv
)
.
Clearly, (0, 0) is a ﬁxed point of F, for all  ∈ [0, 1] and F,0 = F. As in
Lemma 3.1, one can show that every ﬁxed points of F, have a priori bounds Q
and R by replacing b with b − . Since b −  < 1,2 for  ∈ (0, 1], we have
indexW(F,, (0, 0)) = 0 by Lemma 3.3. Finally, the homotopy invariance property of
index concludes indexW(F, (0, 0)) = indexW(F,, (0, 0)) = 0. 
By virtue of Lemma 3.3 and 3.4, we have the following result.
Lemma 3.5. If a > 1,1 , then indexW(F, (0, 0)) = 0.
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Proof. In Lemmas 3.3 and 3.4, note that indexW(F, (0, 0)) is independent of . Using
the extension concept of degree to continuous mappings(for more details, see [22]),
one can see that lim→0 indexW(F, (0, 0)) exists and is independent of {F}, and so
we may conclude that indexW(F, (0, 0)) = 0. 
Lemma 3.6. Assume that a > 1,1 . If b + c2 > 1,2 , then indexW(F, (ua, 0)) = 0.
Proof. Observe that W(ua,0) = C()⊕K2, S(ua,0) = C()⊕{0} and W(ua,0)\S(ua,0) =
C()⊕ {K2\{0}}.
Claim 1. I − F ′(ua,0) is invertible on W(ua,0).
Claim 2. F ′(ua,0) has property  on W(ua,0) if b + c2 > 1,2 .
If Claims 1 and 2 hold, then we may conclude the desired results by Theorem 2.4(i).
Moreover, Claim 2 can be shown similarly as in the proof of Claim 2 in Lemma 3.3,
and so we only prove Claim 1.
Proof of Claim 1. By the calculation, we have
F ′(ua,0) = (−+M)−1
(
a − 2
K
ua +M −c1
0 b + c2 +M
)
.
Let F ′(ua,0)(	, 
) = (	, 
), equivalently,{
−	 =
(
a − 2
K
ua
)
	− c1
,
−
 = (b + c2)
.
(3.1)
In the second equation of (3.1), b + c2 ≡ 1,2 if 
 > 0 by Lemma 2.1(iii), and
so 
 ≡ 0 since b + c2 = 1,2 from the assumption. Consequently, the ﬁrst equation
of (3.1) becomes −	 = (a − 2
K
ua)	. If 	 /≡ 0, then 0 is an eigenvalue of the
problem: − + (−a + 2
K
ua) =  in  and 1  +  = 0 on , and thus
1,1(−a+ 2K ua) < 0. On the other hand, since ua is the positive semi-trivial solution
of (1.2), 1,1(−a + 1K ua) = 0 by Lemma 2.1(iii). Using the comparison property
of eigenvalue, we have 1,1(−a + 2K ua) > 1,1(−a + 1K ua) = 0 which derives a
contradiction. Therefore, we see that (	, 
) = (0, 0) which implies the desired result.

The following one can be shown similarly as in Lemma 3.6, and so we omit the
proof.
Lemma 3.7. Assume that b > 1,2 . If a − c1m > 1,1 , then indexW(F, (0, vb)) = 0.
Now using the sequences of Lemmas 3.2, 3.5–3.7, we have the following theorem
which give the nonexistence and existence results of positive solutions to system (1.2).
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Theorem 3.8. (i) If a1,1 , then there is no positive solution of (1.2) and in addition,
if b1,2 , then there is no nonnegative nonzero solution of (1.2).
(ii) Assume that b1,2 . Then a > 1,1 and b+ c2 > 1,2 if and only if (1.2) has
a positive solution.
(iii) If b > 1,2 and a − c1m > 1,1 , then (1.2) has a positive solution.(iv) If b > 1,2 and (1.2) has a positive solution, then 1,1(−a + c1vbua+mvb ) < 0.
Proof. (i) First assume that (u, v) is a positive solution of (1.2), then (u, v) satisﬁes
the equation, −u = u(a − 1
K
u − c1v
u+mv ) in  and 1
u
 + u = 0 on , and so
1,1(−a + 1K u + c1vu+mv ) = 0 by Lemma 2.1(iii). By the comparison principle of an
eigenvalue, we have a > 1,1 , a contradiction. Next assume that (u, v) is a nonnegative
nonzero solution of (1.2). If u /≡ 0 and v ≡ 0, then a > 1,1 by the previous proof.
One can also similarly derive b > 1,2 when u ≡ 0 and v /≡ 0, which is a contradiction
again.
(ii) Assume that a > 1,1 and b+ c2 > 1,2 . Observe that the semi-trivial solution
vb ≡ 0 since b1,2 , and so it needs to calculate the ﬁxed point index for the trivial
solution (0, 0) and semi-trivial solution (ua, 0). By Lemma 3.5 and 3.6, we have
indexW(F, (0, 0))+ indexW(F, (ua, 0)) = 0.
On the other hand, since indexW(F,D′) = 1 by Lemma 3.2, we may conclude that
(1.2) has a positive solution in D′.
Conversely, assume that (u, v) is a positive solution of (1.2). Then a > 1,1 by (i).
Since (u, v) satisﬁes the equation, −v = v
(
b − ev + c2u
u+mv
)
in  and 2 v + v = 0
on , one has 0 = 1,2
(
−b + ev − c2u
u+mv
)
> 1,2(−b− c2) by Lemma 2.1(iii) and
the comparison property of an eigenvalue.
(iii) By Lemmas 3.5–3.7, we have
indexW(F, (0, 0))+ indexW(F, (ua, 0))+ indexW(F, (0, vb)) = 0
and so (1.2) has a positive solution in D′ since indexW(F,D′) = 1 by Lemma 3.2.
(iv) Let (u, v) be a positive solution of (1.2). Then a > 1,1 holds, and so the
positive semi-trivial solution ua exists. Also vb > 0 exists from the assumption. Since
−u = u
(
a − 1
K
u− c1v
u+mv
)
u(a − 1
K
u) in  and 1 u + u = 0 on , u is a
lower solution to the equation, −u = u(a − 1
K
u) in  and 1 u + u = 0 on .
By the uniqueness of ua (Theorem 2.3(iii)), uua . Also since −v = v(b − ev +
c2u
u+mv )v(b−ev) in  and 2 v+v = 0 on , v is an upper solution to the equation,
−v = v(b − ev) in  and 2 v + v = 0 on . Therefore vbv by the uniqueness
of vb. Finally, one can derive 1,1
(
−a + c1vb
ua+mvb
)
< 1,1
(
−a + 1
K
u+ c1v
u+mv
)
= 0
by Lemma 2.1(iii) and the monotonicity property of an eigenvalue. 
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The analogous results to Theorem 3.8 can be obtained for Michaelis–Menten
predator–prey model:

−u = u
(
a − 1
K
u− c1v1+mu
)
,
−v = v
(
b − ev + c2u1+mu
)
in ,
1 u + u = 0,
2 v + v = 0 on 
(3.2)
by the slight modiﬁcations of the corresponding proofs. We observe that the following
theorem is the same as in [7] if we only consider Dirichlet boundary conditions in
(3.2).
Theorem 3.9. (i) Assume that b1,2 . Then a > 1,1 and 1,2
(
−b − c2ua1+mua
)
< 0
if and only if (3.2) has a positive solution.
(ii) If b > 1,2 and 1,1(−a + c1vb) < 0, then (3.2) has a positive solution.
(iii) If b > 1,2 and (3.2) has a positive solution, then 1,1
(
−a + c1vb1+mua
)
< 0.
To discuss the difference between ratio-dependent models and Michaelis–Menten
predator–prey models, the above theorem will be used in Section 5.
4. Uniqueness and stability of positive steady states
In this section, we investigate the relationship between equilibrium points and positive
solutions over a large domain [17]. In addition, we obtain the uniqueness and the
stability of positive solutions for the model with the assumption that the encounter rate
with prey by a searching predator (the capturing rate) is sufﬁciently small.
Deﬁnition 4.1. (i) A positive equilibrium point (p, q) of system (1.2) means a pair of
positive real numbers (p, q) such that
(
a − 1
K
p − c1q
p+mq , b − eq + c2pp+mq
)
= (0, 0).
(ii) A domain  is termed large if it contains a ball of large radius.
Theorem 4.2. (i) Assume that b1,2 . If system (1.2) has a positive equilibrium point,
then it must have a positive solution over a large domain.
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(ii) If b > 0 and a− c1
m
> 0, then (1.2) has a positive solution over a large domain.
(iii) The existence of a positive equilibrium point is a necessary condition for the
existence of positive solutions to system (1.2) on any bounded domain in case that
a − c1
m
> 0.
Proof. (i) Let (p, q) be a positive equilibrium point of (1.2). Then we have
{
a − 1
K
p − c1q
p+mq = 0,
b − eq + c2p
p+mq = 0.
(4.1)
From the ﬁrst equation in (4.1), a = 1
K
p+ c1q
p+mq > 0, and one can easily see 0eq =
b + c2p
p+mq < b + c2 from the second equation in (4.1). Since the domain  is large,
we may assume that a > 1,1 and b+ c2 > 1,2 (for more details, one can refer [5]),
and therefore the result follows from Theorem 3.8(ii).
(ii) We may also assume that b > 1,2 and a− c1m > 1,1 since  is a large domain,
and so the result follows from Theorem 3.8(iii).
(iii) Assume that (1.2) has a positive solution in case that a− c1
m
> 0. Then a > 1,1
and b+ c2 > 1,2 by Theorem 3.8(ii) or (iv), which imply a > 0 and b+ c2 > 0. We
need to show that there exist positive constants p and q which satisfy Eq. (4.1). From the
second equation in (4.1), we have q = 12em
(
bm− ep +√(bm− ep)2 + 4em(b + c2)p)
which is positive only if p > 0 since b+ c2 > 0. Let h(x) = a− 1K x− c1i(x)x+mi(x) , where
i(x) = 12em
(
bm− ex +√(bm− ex)2 + 4em(b + c2)x). Then it sufﬁces to show that
h(x) = 0 has a positive root. By the calculation,
lim
x→0+h(x) =

a − c1
m
if b > 0,
a − c1
m
(
1+ b
c2
)
if b0.
Since a − c1
m
(1 + b
c2
) > a − c1
m
> 0 when b0, we can see that limx→0+ h(x) > 0.
One can also easily check that limx→∞ h(x) = −∞ since limx→∞ c1i(x)x+mi(x) = 0. 
Theorem 4.3. (i) Assume that b > 1,2 and a > 1,1 . Then there exist positive
constants P1(a,m) and P ∗1 (a,m) such that (1.2) has no positive solution for c1P1
and has a positive solution if c1 < P ∗1 .
(ii) Assume that b1,2 . Then there exists a nonnegative constant P2(b) such that
(1.2) has no positive solution for c2P2 and has a positive solution for c2 > P2.
Proof. (i) Using the continuity property of an eigenvalue, there exist positive constants
P1 and P ∗1 such that 1,1
(
−a + P1vb
ua+mvb
)
= 0 and a − P ∗1
m
= 1,1 . If c1P1, then
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1,1
(
−a + c1vb
ua+mvb
)
0, and if c1 < P ∗1 , then a − c1m > 1,1 . Therefore the result
follows from Theorem 3.8(iv) and (iii).
(ii) Take P2 = 1,2 − b, then it is the direct result of Theorem 3.8(ii). 
Let vˆ be the unique positive solution of the equation:
−v = v(b − ev +
c2ua
ua+mv ) in ,
2 v + v = 0 on ,
(4.2)
where a > 1,1 and b+ c2 > 1,2 . If b+ c21,2 , then we deﬁne vˆ = 0. Such vˆ is
well-deﬁned by virtue of Theorem 2.3(ii) and (iii).
Lemma 4.4. If a > 1,1 , then the positive solution of (1.2)(if exists) converges to
(ua, vˆ) as c1 → 0.
Proof. It is easy to see that the compact operator F(u, v) deﬁned in Section 3 converges
to the operator
F˜ (u, v) := (−+M)−1
(
u
(
a − 1
K
u
)
+Mu, v
(
b − ev + c2u
u+mv
)
+Mv
)
as c1 → 0. So the ﬁxed points of (1.2) converge to the ﬁxed points of F˜ (u, v) as
c1 → 0. Since the only ﬁxed point of F˜ (u, v) is (ua, vˆ), the result follows. 
Lemma 4.5. If a > 1,1 and b + c2 > 1,2 , then 1,2
(
−b + 2evˆ − c2u2a
(ua+mvˆ)2
)
> 0.
Proof. Since vˆ is a positive solution of (4.2), 1,2
(
−b + evˆ − c2ua
ua+mvˆ
)
= 0 by Lemma
2.1(iii). Let g(x, v) := b − ev + c2ua
ua+mv , then gv < 0, and so 0 = 1,2(−g(x, vˆ)) <
1,2(−g(x, vˆ)− vˆgv(x, vˆ)) = 1,2
(
−b + 2evˆ − c2u2a
(ua+mvˆ)2
)
. 
Lemma 4.6. If a > 1,1 , then there exists a positive constant C˜1 such that (1.2) has
at most one positive solution when c1C˜1. Moreover, the positive solution (if it exists)
is nondegenerate and linearly stable.
Proof. The uniqueness result is an immediate consequence from the implicit function
theorem using c1 as the main parameter. Therefore, we only prove the positive solution
(if exists) is nondegenerate and linearly stable. In view of [22, Theorem 11.20], it
sufﬁces to show that the corresponding linearized eigenvalue problem of (1.2) has no
eigenvalue  with Re()0. To do this, a contradiction argument will be used assuming
that (1.2) has a positive solution (ui, vi) which is either degenerate or linearly unstable
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for a sequence {c1,i} with c1,i → 0, where i1. Thus there exist i with Re(i )0
and (	i , 
i ) = (0, 0) such that
−	i +
(
−a + 2
K
ui + c1,imv
2
i
(ui+mvi)2
)
	i + c1,iu
2
i
(ui+mvi)2 
i = i	i ,
−
i − c2mv
2
i
(ui+mvi)2 	i +
(
−b + 2evi − c2u
2
i
(ui+mvi)2
)

i = i
i in ,
1
	i
 + 	i = 0,
2

i
 + 
i = 0 on .
(4.3)
First consider the case of b + c2 > 1,2 . Note that ui → ua and vi → vˆ > 0 as
c1,i → 0 by Lemma 4.4. Assume that ‖	i‖2L2 + ‖
i‖2L2 = 1. From Eq. (4.3), we have
i =
∫

|∇	i |2 +
∫

(
−a + 2
K
ui
c1,imv
2
i
(ui +mvi)2
)
|	i |2 +
∫

c1,iu
2
i
(ui +mvi)2 
i	i
+
∫

|∇
i |2 −
∫

c2mv
2
i
(ui +mvi)2 	i
i +
∫

(
−b + 2evi − c2u
2
i
(ui +mvi)2
)
|
i |2,
where 	i and 
i are the complex conjugate of 	i and 
i . From the above equation, one
can see that {Im(i )} and {Re(i )} are bounded, and so {i} is bounded. Without loss
of generality, assume that i → . Then Re()0. We can also assume that 	i → 	
and 
i → 
 since {	i} and {
i} are bounded. Taking the limit in (4.3), we have
−	+
(
−a + 2
K
ua
)
	 = 	,
−
− c2mvˆ2
(ua+mvˆ)2 	+
(
−b + 2evˆ − c2u2a
(ua+mvˆ)2
)

 = 
 in ,
1
	
 + 	 = 0,
2


 + 
 = 0 on 
(4.4)
and so  must be a real number which satisﬁes 0. If 	 /≡ 0, then  is an eigenvalue
of the problem: − + (−a + 2
K
ua) =  in  and 1  +  = 0 on , and
so we have 01,1(−a + 2K ua) which is impossible since 1,1(−a + 2K ua) >
1,1(−a + 1K ua) = 0. The last equality follows from Lemma 2.1(iii) since ua is the
semi-trivial solution of the ﬁrst equation in (1.2). Therefore 	 ≡ 0, and thus 
 = 0.
Substituting 	 ≡ 0 into the second equation of (4.4), we have−
+
(
−b + 2evˆ − c2u2a
(ua+mvˆ)2
)

 = 
 in ,
2


 + 
 = 0 on .
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Since 
 = 0, we get 1,2
(
−b + 2evˆ − c2u2a
(ua+mvˆ)2
)
> 0 when b + c2 > 1,2 by
Lemma 4.5 which derives a contradiction. If b+ c21,2 , then since vˆ ≡ 0 and 0,
we can also have 
 ≡ 0, which derives a contradiction. This completes the proof. 
Corollary 4.7. Assume that a > 1,1 . Then there exists a positive constant M such that
(1.2) has at most one positive solution when mM . Moreover, the positive solution
(if it exists) is nondegenerate and linearly stable.
Proof. In the proof of Lemma 4.6, replace the role of the sequences {c1,i} by {mi}
with mi →∞, then the proof is virtually the same. 
Using the obtained results, we have the following theorem.
Theorem 4.8. Assume that a > 1,1 . If b + c2 > 1,2 , then there exists a positive
constant C∗1 such that (1.2) has exactly one positive solution which is nondegenerate
and linearly stable when c1C∗1 .
Proof. In the case of b1,2 , the result follows from Theorem 3.8(ii) and Lemma
4.6. If b > 1,2 , then Theorem 4.3(i) and Lemma 4.6 imply the desired result.

5. Extinction and permanence
In this section, we investigate the extinction results and sufﬁcient conditions for
permanence to the parabolic system (1.1).
In system (1.1), the function (f (u, v), g(u, v)) :=
(
u
(
a − 1
K
u− c1v
u+mv
)
, v
(
b−ev +
c2u
u+mv
))
satisﬁes the Lipschitz condition in a bounded set [u, u]×[v, v], i.e., if u1u2,
then
f (u1, v)− f (u2, v) = a(u1 − u2)− 1
K
(u1 + u2)(u1 − u2)−
(
c1u1v
u1 +mv −
c1u2v
u2 +mv
)
 − 2
K
u(u1 − u2)− c1mv
2
(	1 +mv)2 (u1 − u2)
 −
(
2
K
u+ c1
m
)
(u1 − u2)
for some u2	1u1 and
f (u1, v)− f (u2, v)a(u1 − u2).
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If v1v2, then
g(u, v1)− g(u, v2)(b − 2ev)(v1 − v2)
and
g(u, v1)− g(u, v2)b(v1 − v2)+ c2u
2
(u+m	2)2 (v1 − v2)(b + c2)(v1 − v2)
for some v2	2v1.
Let U and VU be the respective solutions of the following equations:

Ut − U = U
(
a − 1
K
U
)
in × (0,∞),
1 U + U = 0 on × (0,∞),
U(x, 0) = u0(x)0 in 
(5.1)
and

(VU )t − VU = VU
(
b − eVU − c2UU+mVU
)
in × (0,∞),
2
VU
 + VU = 0 on × (0,∞),
VU (x, 0) = v0(x)0 in .
(5.2)
Then we have the following theorem by using Theorem 12.5.1 in [18].
Theorem 5.1. Let (u(x, 0), v(x, 0)) = (u0(x), v0(x))(0, 0). Then problem (1.1) has
a unique bounded solution (u, v) that satisﬁes the relation
(0, 0)(u, v)(U, VU) in × (0,∞).
The solution (u, v) is positive in × (0,∞) where u(x, 0) = u0(x) /≡ 0 and v(x, 0) =
v0(x) /≡ 0.
Theorem 5.2. Let (u, v) be the positive solution of (1.1).
(i) If a1,1 and b + c21,2 , then (u, v)→ (0, 0) as t →∞.
(ii) If a > 1,1 and b + c21,2 , then (u, v)→ (ua, 0) as t →∞.
(iii) If a1,1 and b > 1,2 , then (u, v)→ (0, vb) as t →∞.
Proof. (i) Let (u, v) be the positive solution of (1.1) with the initial condition (u(x, 0),
v(x, 0)) = (u0(x), v0(x)) and U be the unique solution of (5.1). Then 0u(x, t)
U(x, t) since Ut − U = U(a − 1KU)U
(
a − 1
K
U − c1v
U+mv
)
in  × (0,∞). Since
a1,1 , U(x, t)→ 0 uniformly as t →∞ by Theorem 2.3(ii), and thus u(x, t)→ 0
uniformly as t →∞. Let  > 0 be given. Then there exists T0 such that u(x, t)
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for all t t. Thus
vt − v = v
(
b − ev + c2u
u+mv
)
v
(
b − ev + c2
+mv
)
for all tT.
Now let V be the solution of the equation:
(V)t − V = V
(
b − eV + c2+mV
)
in × (T,∞),
2
V
 + V = 0 on × (T,∞),
V(x, T) = v(x, T) in .
(5.3)
Using the comparison theorem, 0v(x, t)V(x, t) for tT. Since b + c21,2 ,
V(x, t)→ 0 uniformly as t →∞ which implies v(x, t)→ 0 uniformly as t →∞.
(ii) In the proof of (i), we have 0u(x, t)U(x, t). We also have that U(x, t) →
ua(x) uniformly as t → ∞ by Theorem 2.3(iii). Let  be given. Then there exists a
T0 such that
u(x, t)ua(x)+  for all tT. (5.4)
Since vt −v = v
(
b − ev + c2u
u+mv
)
v
(
b − ev + c2(ua+)
ua++mv
)
, similarly as in the proof
of (i), v(x, t) → 0 uniformly as t → ∞. Hence there is a T ′ such that c1vu+mv  for
all tT ′ , and thus ut − u = u
(
a − 1
K
u− c1v
u+mv
)
u(a −  − 1
K
u) for tT ′ . Let
 > 0 be so small that a −  > 1,1 and let U be the solution of the equation:
(U)t − U = U
(
a − − 1
K
U
)
in × (T ′ ,∞),
1
U
 + U = 0 on × (T ′ ,∞),
U(x, T
′
 ) = u(x, T ′ ) in .
By the comparison argument, we get
u(x, t)U(x, t) for all tT ′ . (5.5)
Now, by using the continuity, U(x, t) → U(x, t) as  → 0, where U(x, t) is the
unique solution of the initial value problem (5.1). From Eqs. (5.4) and (5.5), we
conclude that u(x, t) → ua(x) as t → ∞ which ﬁnally gives ‖(u(x, t), v(x, t)) −
(ua(x), 0)‖C()×C() → 0 as t →∞.(iii) It can be shown similarly as in the proof of (ii). 
Deﬁnition 5.3. A pair of functions (u, v), (u, v) in C() ∩ C2() are called up-
per and lower solutions of (1.2) provided that they satisfy the relations uu, vv
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and the inequalities:
−uu
(
a − 1
K
u− c1v
u+mv
)
,
−uu
(
a − 1
K
u− c1v
u+mv
)
,
−vv
(
b − ev + c2u
u+mv
)
,
−vv
(
b − ev + c2u
u+mv
)
in ,
1 u + u01
u
 + u,
2 v + v02
v
 + v on .
(5.6)
In the following, assume that a − c1
m
> 1,1 , b + c2 > 1,2 . Let 1 and 2 be
the principal eigenfunctions corresponding to 1,1(−a + c1m ) and 1,2(−b − c2 + ),
respectively, for a sufﬁciently small positive  such that b + c2 −  > 1,2 . Then one
can check that (ua, vua ), (11, 22) are coupled upper and lower solutions of (1.1)
for sufﬁciently small 1 > 0 and 2 > 0, i.e., (ua, vua ) and (11, 22) satisfy the
relations ua11, vua22 and inequalities (5.6), where vua is the unique positive
solution of the equation:−vua = vua
(
b − evua + c2uaua+mvua
)
in ,
2
vua
 + vua = 0 on .
The existence of vua follows from Theorem 2.3(iii) since b + c2 > 1,2 .
The following theorem give us a sufﬁcient condition for permanence of (1.1).
Theorem 5.4. If a − c1
m
> 1,1 and b + c2 > 1,2 , then there exists a pair of
quasisolutions (˜u, v˜) and (uˆ, vˆ) of (1.2) with u˜ uˆ and v˜ vˆ, in other words, (˜u, v˜)
and (uˆ, vˆ) satisfy the equation:
−u˜ = u˜
(
a − 1
K
u˜− c1vˆ
u˜+mvˆ
)
,
−v˜ = v˜
(
b − ev˜ + c2u˜
u˜+mv˜
)
,
−uˆ = uˆ
(
a − uˆ− c1v˜
uˆ+mv˜
)
−vˆ = vˆ
(
b − evˆ + c2uˆ
uˆ+mvˆ
)
in ,
1 u˜ + u˜ = 1 uˆ + uˆ = 0,
2 v˜ + v˜ = 2 vˆ + vˆ = 0 on .
Moreover, [uˆ, u˜] × [vˆ, v˜] is a positive global attractor of (1.1).
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Proof. Using the comparison argument, one can show that the existence of a pair of
quasisolutions (uˆ, vˆ) and (˜u, v˜). (One can refer [18].)
Claim. For arbitrary nontrivial (u(x, 0), v(x, 0)) = (u0(x), v0(x))(0, 0), the corre-
sponding solution (u, v) of (1.1) satisﬁes (u, v) ∈ [11, ua] × [22, vua ] for some
t = t∗ > 0.
Once we prove the above claim, the remaining part of the proof follows from Corol-
lary 2.1 and Theorem 2.1 in [19].
Proof of Claim. Let U and VU be the unique positive solutions of (5.1) and (5.2),
respectively. By Theorem 5.1, u(x, t)U(x, t) and v(x, t)VU(x, t) hold for the solu-
tion (u, v) of (1.1). Since U(x, t)→ ua(x) and VU(x, t)→ vua (x) by Theorem 2.3(iii),
there exists T1 < ∞ such that u(x, t)ua(x) and v(x, t)vua (x) in  for all tTt ,
which implies that for any nontrivial u(x, 0) = u0(x)0 and v(x, 0) = v0(x)0, there
exists t∗ > 0 such that the solution (u, v) of (1.1) is in (u, v) ∈ [11, ua]×[22, vua ]
at t = t∗. 
Remark 5.5. To discuss the difference between (1.2) and (3.2), we assume b < 1,2 .
In view of Theorem 3.8(ii), we can see that the sufﬁcient condition for positive coexis-
tence does not depend on K and the semi-trivial solution ua . If a > 1,1 and b+ c2 >
1,2 , then there is a positive solution (u, v) of (1.2) which satisﬁes u(x)aK by
Lemma 3.1(i). By assuming K and c1 are sufﬁciently small, we may have both a small
and stable positive solution u. In addition, the stability follows from Theorem 4.8. This
situation is usually called successful biological control in a biological viewpoint.
On the other hand, (3.2) cannot have both a small and stable solution u. Note that
uaaK by Lemma 3.1(i). So if we assume K is sufﬁciently small, then we can ﬁnd
a positive constant K∗ such that 1,2(−b − c2ua1+mua )0 for all KK∗ since ua → 0
as K → 0, and therefore (3.2) has no positive solution from Theorem 3.9(i) in this
situation.
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