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COMPACTNESS AND ASYMPTOTIC BEHAVIOR IN
NONAUTONOMOUS LINEAR PARABOLIC EQUATIONS WITH
UNBOUNDED COEFFICIENTS IN Rd
ALESSANDRA LUNARDI
Abstract. We consider a class of second order linear nonautonomous parabolic
equations in Rd with time periodic unbounded coefficients. We give sufficient con-
ditions for the evolution operator G(t, s) be compact in Cb(R
d) for t > s, and
describe the asymptotic behavior of G(t, s)f as t − s → ∞ in terms of a family of
measures µs, s ∈ R, solution of the associated Fokker-Planck equation.
1. Introduction
Linear nonautonomous parabolic equations in Rd are a classical subject in the math-
ematical literature. Most papers and books about regular solutions are devoted to the
case of bounded coefficients (e.g., [9, 5], but the list is very long), and recently the in-
terest towards unbounded coefficients grew up. The standard motivations to the study
of unbounded coefficients are on one side the well known connections with stochastic
ODEs with unbounded nonlinearities, and on the other side the changes of variables
that transform bounded into unbounded coefficients, occurring in different mathemati-
cal models. However, only for a few equations with unbounded coefficients it is possible
to recover the familiar results about the bounded coefficients case. Many of them ex-
hibit very different, and at first glance surprising, aspects. Therefore, a third motivation
is the interest in new phenomena in PDEs.
This paper deals with one of these new phenomena, giving sufficient conditions in
order that the evolution operator G(t, s) associated to a class of second order parabolic
equations is a compact contraction in Cb(R
d) for t > s. Precisely, Cauchy problems
such as
ut(t, x) = A(t)u(t, ·)(x), t > s, x ∈ R
d, (1.1)
u(s, x) = ϕ(x), x ∈ Rd (1.2)
will be considered, where the elliptic operators A(t) are defined by
(A(t)ϕ)(x) :=
d∑
i,j=1
qij(t, x)Dijϕ(x) +
d∑
i=1
bi(t, x)Diϕ(x)
:= Tr
(
Q(t, x)D2ϕ(x)
)
+ 〈b(t, x),∇ϕ(x)〉, (1.3)
and the (smooth enough) coefficients qij , bi are allowed to be unbounded. If ϕ is
smooth and it has compact support, a classical bounded solution to (1.1)–(1.2) is readily
constructed, as the limit as R → ∞ of the solutions uR of Cauchy-Dirichlet problems
in the balls B(0, R). However, classical bounded solutions need not be unique. Under
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assumptions that guarantee positivity preserving in (1.1)–(1.2) (and hence, uniqueness
of its bounded classical solution), a basic study of the evolution operator G(t, s) for
(1.1) in Cb(R
d) is in the paper [8]. The evolution operator turns out to be markovian,
since it has the representation
G(t, s)ϕ(x) =
∫
Rd
ϕ(y)pt,s,x(dy), t > s, x ∈ R
d, ϕ ∈ Cb(R
d),
where the probability measures pt,s,x are given by pt,s,x(dy) = g(t, s, x, y)dy for a posi-
tive function g.
It is easy to see that if a markovian G(t, s) is compact in Cb(R
d), then it does not
preserve C0(R
d), the space of the continuos functions vanishing as |x| → ∞, and it
cannot be extended to a bounded operator in Lp(Rd, dx) for 1 ≤ p < ∞. Therefore,
much of the theory developed for bounded coefficients fails.
When a parabolic problem is not well posed in Lp spaces with respect to the Lebesgue
measure, it is natural to look for other measures µ, and in particular to weighted
Lebesgue measures, such that G(t, s) acts in Lp(Rd, µ). This is well understood in
the autonomous case A(t) ≡ A, where the dynamics is held by a semigroup T (t) and
G(t, s) = T (t− s). Then, an important role is played by invariant measures, that are
Borel probability measures µ such that∫
Rd
T (t)ϕdµ =
∫
Rd
ϕdµ, ϕ ∈ Cb(R
d).
If a Markov semigroup has an invariant measure µ, it can be extended in a standard
way to a contraction semigroup in all the spaces Lp(Rd, µ), 1 ≤ p < ∞. Under broad
assumptions the invariant measure is unique, and it is strongly related with the asymp-
totic behavior of T (t), since limt→∞ T (t)ϕ =
∫
Rd
ϕdµ, locally uniformly if ϕ ∈ Cb(R
d)
and in Lp(Rd, µ) if ϕ ∈ Lp(Rd, µ), 1 < p < ∞. In the nonautonomous case the role of
the invariant measure is played by families of measures {µs : s ∈ R}, called evolution
systems of measures, that satisfy∫
Rd
G(t, s)ϕdµt =
∫
Rd
ϕdµs, t > s, ϕ ∈ Cb(R
d). (1.4)
If (1.4) is satisfied, the function s 7→ µs satisfies (at least, formally) the Fokker-Planck
equation
Dsµs +A(s)
∗µs = 0, s ∈ R,
which is a parabolic equation for measures without any initial, or final, condition. There-
fore it is natural to have infinitely many solutions, and to look for uniqueness of special
solutions. For instance, in the autonomous case the unique stationary solution is the
invariant measure, in the periodic case A(t) = A(t+ T ) under reasonable assumptions
there is a unique T -periodic solution, etc. Arguing as in the autonomous case, it is easy
to see that if (1.4) holds then G(t, s) may be extended to a contraction from Lp(Rd, µs)
to Lp(Rd, µt) for t > s. Therefore, it is natural to investigate asymptotic behavior of
G(t, s) not only in Cb(R
d) but also in these Lp spaces.
A basic study of the evolution operator for parabolic equations with (smooth enough)
unbounded coefficients is in [8]. In its sequel [10] we studied asymptotic behavior of
G(t, s) in the case of time-periodic coefficients.
In this paper sufficient conditions will be given for the evolution operator G(t, s) be
compact in Cb(R
d). Then, compactness will be used to obtain asymptotic behavior
results in the case of time-periodic coefficients. Indeed, compactness implies that there
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exists a unique T -periodic evolution system of measures {µs : s ∈ R}, and that denoting
by msϕ the mean value
msϕ :=
∫
Rd
ϕ(x)µs(dx), s ∈ R, (1.5)
there is ω < 0 such that for each ε > 0 we have
‖G(t, s)ϕ−msϕ‖∞ ≤Mεe
(ω+ε)(t−s)‖ϕ‖∞, t > s, ϕ ∈ Cb(R
d), (1.6)
for some Mε > 0. As a consequence, for every p ∈ (1,∞) and ε > 0 we get
‖G(t, s)ϕ−msϕ‖Lp(Rd,µt) ≤Me
(ω+ε)(t−s)‖ϕ‖Lp(Rd,µs), t > s, ϕ ∈ L
p(Rd, µs), (1.7)
for some M = M(p, ε) > 0. Note that while the constant M may depend on p, the
exponential rate of decay is independent of p. These results complement the asymptotic
behavior results of [10], where (1.7) was obtained under different assumptions.
2. Preliminaries: the evolution operator G(t, s).
We use standard notations. Cb(R
d) is the space of the bounded continuous functions
from Rd to R, endowed with the sup norm. C0(R
d) is the space of the continuous
functions that vanish at infinity. For k ∈ N ∪ {0}, Ckc (R
d) is the space of k times
differentiable functions with compact support. For 0 < α < 1, a < b and R > 0,
Cα/2,α([a, b]×B(0, R)) and C1+α/2,2+α([a, b]×B(0, R)) are the usual parabolic Ho¨lder
spaces in the set [a, b] × B(0, R); C
α/2,α
loc (R
1+d) and C
1+α/2,2+α
loc (R
1+d) are the sub-
spaces of Cb(R
1+d) consisting of functions whose restrictions to [a, b]× B(0, R) belong
to Cα/2,α([a, b] × B(0, R)) and to C1+α/2,2+α([a, b] × B(0, R)), respectively, for every
a < b and R > 0.
In this section we recall some results from [8] about the evolution operator for par-
abolic equations with unbounded coefficients. They were proved under standard regu-
larity and ellipticity assumptions, and nonstandard qualitative assumptions.
Hypothesis 2.1. (i) The coefficients qij, bi (i, j = 1, . . . , d) belong to C
α/2,α
loc (R
1+d)
for some α ∈ (0, 1).
(ii) For every (s, x) ∈ R1+d, the matrix Q(s, x) is symmetric and there exists a
function η : R1+d → R such that 0 < η0 := infR1+d η and
〈Q(s, x)ξ, ξ〉 ≥ η(s, x)|ξ|2, ξ ∈ Rd, (s, x) ∈ R1+d.
(iii) There exist a positive function W ∈ C2(Rd) and a number λ ∈ R such that
lim
|x|→∞
W (x) =∞ and sup
s∈R, x∈Rd
(A(s)W )(x) − λW (x) < 0.
Assumptions (i) and (ii) imply that for every s ∈ R and ϕ ∈ Cb(R
d), the Cauchy
problem {
Dtu(t, x) = A(t)u(t, x), t > s, x ∈ R
d,
u(s, x) = ϕ(x), x ∈ Rd,
(2.1)
has a bounded classical solution. Assumption (iii) implies that the bounded classical
solution to (2.1) is unique (in fact, a maximum principle that yields uniqueness is proved
in [8] under a slightly weaker assumption). The evolution operator G(t, s) is defined by
G(t, s)ϕ = u(t, ·), t ≥ s ∈ R, (2.2)
where u is the unique bounded solution to (2.1). Some of the properties of G(t, s) are
in next theorem.
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Theorem 2.2. Let Hypothesis 2.1 hold. Define Λ := {(t, s, x) ∈ R2+d : t > s, x ∈ Rd}.
Then:
(i) for every ϕ ∈ Cb(R
d), the function (t, s, x) 7→ G(t, s)ϕ(x) is continuous in Λ.
For each s ∈ R, (t, x) 7→ G(t, s)ϕ(x) belongs to C
1+α/2,2+α
loc ((s,∞) × R
d);
(ii) for every ϕ ∈ C2c (R
d), the function (t, s, x) 7→ G(t, s)ϕ(x) is continuously dif-
ferentiable with respect to s in Λ and DsG(t, s)ϕ(x) = −G(t, s)A(s)ϕ(x) for
any (t, s, x) ∈ Λ;
(iii) for each (t, s, x) ∈ Λ there exists a Borel probability measure pt,s,x in R
d such
that
G(t, s)ϕ(x) =
∫
Rd
ϕ(y)pt,s,x(dy), ϕ ∈ Cb(R
d). (2.3)
Moreover, pt,s,x(dy) = g(t, s, x, y)dy for a positive function g.
(iv) G(t, s) is strong Feller; extending it to L∞(Rd, dx) through formula (2.3), it
maps L∞(Rd, dx) (and, in particular, Bb(R
d)) into Cb(R
d) for t > s, and
‖G(t, s)ϕ‖∞ ≤ ‖ϕ‖∞, ϕ ∈ L
∞(Rd, dx), t > s.
(v) If (ϕn) is a bounded sequence in Cb(R
d) that converges uniformly to ϕ in each
compact set K ⊂ Rd, then for each s ∈ R and T > 0, G(·, s)ϕn converges to
G(·, s)ϕ uniformly in [s, s+ T ]×K, for each compact set K ⊂ Rd.
(vi) For every s ∈ R and R > 0, 0 < ε < T there is C = C(s, ε, T,R) > 0 such that
sup
s+ε≤t≤s+T
‖G(t, s)ϕ‖C2(B(0,R)) ≤ C‖ϕ‖∞, ϕ ∈ Cb(R
d).
Statements (i) to (v) are explicitly mentioned in [8] (Thm. 2.1, Prop. 2.4, Cor.
2.5, Prop. 3.1, Lemma 3.2). Statement (vi) is hidden in the proof of Theorem 2.1,
where G(t, s)ϕ is obtained by an approximation procedure, in three steps: first, for
ϕ ∈ C2+αc (R
d), then for ϕ ∈ C0(R
d), and then for ϕ ∈ Cb(R
d). At each step, we
have interior Schauder estimates for a sequence un that approaches G(t, s)ϕ, namely
for s ∈ R and R > 0, 0 < ε < T there is C = C(s, ε, T,R) > 0 such that
‖un‖C1+α/2,2+α([s+ε,s+T ]×B(0,R)) ≤ C‖ϕ‖∞, n ∈ N,
and un converges to G(t, s)ϕ locally uniformly. This yields (vi).
To get evolution system of measures we have to strenghten assumption 2.1(iii). The
following theorem is proved in [8].
Theorem 2.3. Under Hypotheses 2.1, assume in addition that there exist a positive
function W ∈ C2(Rd) and numbers a, c > 0 such that
lim
|x|→∞
W (x) = +∞ and (A(s)W )(x) ≤ a− cW (x), (s, x) ∈ R1+d. (2.4)
Then there exists a tight(1) evolution system of measures {µs : s ∈ R} for G(t, s).
Moreover,
G(t, s)W (x) :=
∫
Rd
W (y)pt,s,x(dy) ≤W (x) +
a
c
, t > s, x ∈ Rd, (2.5)
and ∫
Rd
W (y)µt(dy) ≤ minW +
a
c
, t ∈ R. (2.6)
1i.e., ∀ε > 0 ∃R = R(ε) > 0 such that µs(B(0, R)) ≥ 1− ε, for all s ∈ R.
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3. Compactness in Cb(R
d)
A necessary and sufficient condition for G(t, s) be compact in Cb(R
d) for t > s is
very similar to the corresponding condition in the autonomous case ([13]).
Proposition 3.1. Under Hypothesis 2.1 the following statements are equivalent:
(a) for any t > s, G(t, s) : Cb(R
d)→ Cb(R
d) is compact.
(b) for any t > s the family of measures {pt,s,x(dy) : x ∈ R
d} is tight, i.e., for
every ε > 0 there exists R = R(t, s, ε) > 0 such that
pt,s,x(B(0, R)) ≥ 1− ε, x ∈ R
d.
Proof. We follow the proof given in [13, Prop. 3.6] for the autonomous case.
Let statement (a) hold. For every R > 0 let ϕR : R
d → R be a continuous function
such that 1lB(0,R) ≤ ϕR ≤ 1lB(0,R+1). Since ‖ϕR‖∞ ≤ 1 and G(t, s) is compact, there
is a sequence G(t, s)ϕRn that converges uniformly in the whole R
d to a limit function
g. Since ϕR goes to 1l as R → +∞, uniformly on each compact set and ‖ϕR‖∞ ≤ 1
for every R, by Theorem 2.2(v) limR→∞G(t, s)ϕR = G(t, s)1l = 1l uniformly on each
compact set. Then, g ≡ 1 and limR→+∞ ‖G(t, s)ϕR − 1l‖∞ = 0. Therefore, fixed any
ε > 0, we have
pt,s,x(B(0, R)) = (G(t, s)1lB(0,R))(x) ≥ (G(t, s)ϕR)(x) ≥ 1− ε, x ∈ R
d,
for R large enough.
Let now statement (b) hold. For t > s fix r ∈ (s, t) and recall that (see formula
(2.3))
(G(t, s)ϕ)(x) = (G(t, r)G(r, s)ϕ)(x) =
∫
Rd
(G(r, s)ϕ)(y)pt,r,x(dy),
for any ϕ ∈ Cb(R
d) and any x ∈ Rd. For every R > 0 set
(GRϕ)(x) =
∫
B(0,R)
(G(r, s)ϕ)(y)pt,r,x(dy), x ∈ R
d.
Each GR : Cb(R
d) → Cb(R
d) is a compact operator, since it may be written as GR =
S◦R◦G(r, s) where G(r, s) : Cb(R
d)→ Cb(R
d) is continuous,R : Cb(R
d)→ C(B(0, R))
is the restriction operator, and S : C(B(0, R))→ Cb(R
d) is defined by
Sψ(x) =
∫
B(0,R)
ψ(y)pt,r,x(dy) = (G(t, r)ψ˜)(x), x ∈ B(0, R),
where ψ˜(x) is the null extension of ψ to the whole Rd. Now, R ◦ G(s, r) : Cb(R
d) →
C(B(0, R)) is compact by Theorem 2.2(v), and S is continuous from C(B(0, R)) to
Cb(R
d) because G(t, r) is strong Feller by Theorem 2.2(iv).
Moreover, GR → G(t, s) in L(Cb(R
d)), as R → +∞. Indeed, for ε > 0 there is
R0 > 0 such that pt,r,x(B(0, R)) ≥ 1− ε for each x ∈ R
d and R ≥ R0, and consequently
|(G(t, s)ϕ)(x) − (GRϕ)(x)| ≤ ‖G(r, s)ϕ‖∞
∫
Rd\B(0,R)
pt,r,x(dy) ≤ ε‖ϕ‖∞,
for R ≥ R0 and for each x ∈ R
d.
Being limit of compact operators, G(t, s) is compact. 
Remark 3.2. Some remarks are in order.
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(i) An insight in the proof shows that if G(t, s) is compact for some t > s, then
the family {pt,s,x(dy) : x ∈ R
d} is tight; conversely if for some r > s the family
{pr,s,x(dy) : x ∈ R
d} is tight then G(t, s) is compact for each t > r.
(ii) If for some r > s the family {pr,s,x(dy) : x ∈ R
d} is tight, then the family
{pt,s,x(dy) : t ≥ r, x ∈ R
d} is tight. Indeed, for every R > 0 we have
pt,s,x(R
d \B(0, R)) = (G(t, s)1lRd\B(0,R))(x)
= (G(t, r)G(r, s)1lRd\B(0,R))(x)
≤ ‖G(r, s)1lRd\B(0,R)‖∞,
so that, if pr,s,x(R
d \ B(0, R)) = G(r, s)1lRd\B(0,R)(x) ≤ ε for every x, also
pt,s,x(R
d \B(0, R)) ≤ ε for every x.
(iii) As in the autonomous case ([13]), if G(t, s) is compact in Cb(R
d), it does not
preserve Lp(Rd, dx) for any p ∈ [1,+∞) and it does not preserve C0(R
d). In-
deed, let R > 0 be so large that pt,s,x(B(0, R)) ≥ 1/2 for every x ∈ R
d, and let
ϕ ∈ Cc(R
d) be such that ϕ ≥ 1lB(0,R). Then,
(G(t, s)ϕ)(x) ≥ (G(t, s)1lB(0,R))(x) = pt,s,x(B(0, R)) ≥
1
2
,
for every x, so that G(t, s)ϕ does not belong to any space Lp(Rd, dx) and to
C0(R
d).
(iv) A similar argument shows that inf G(t, s)ϕ > 0 for each t > s and ϕ ∈ Cb(R
d)\
{0}, ϕ ≥ 0. Indeed, if ϕ(x) > 0 for each x, and R > 0 is as before, then
(G(t, s)ϕ)(x) ≥ δ(G(t, s)1lB(0,R))(x) ≥ δ/2, with δ = min|x|≤R ϕ(x) > 0. If
ϕ(x) ≥ 0 for each x, it is sufficient to recall that G(t, s)ϕ = G(t, (s+t)/2)G((s+
t)/2, s)ϕ and that G((s + t)/2, s)ϕ(x) > 0 for each x by Theorem 2.2 (iii).
However, to check the tightness condition of Proposition 3.1 is not obvious, since
the measures pt,s,x are not explicit, in general. In the case of time depending Ornstein-
Uhlenbeck operators (e.g. [1]),
(A(t)ϕ)(x) =
1
2
Tr
(
Q(t)D2xϕ(x)
)
+ 〈A(t)x + f(t),∇ϕ(x)〉, x ∈ Rd,
the measures pt,s,x are explicit Gaussian measures and it is possible to see that the tight-
ness condition does not hold. Alternatively, one can check that G(t, s) maps Lp(Rd, dx)
into itself for every p ∈ (1,∞) and therefore it cannot be compact in Cb(R
d).
If the assumptions of Theorem 2.3 hold, estimate (2.5) implies that the family {pt,s,x :
t > s, x ∈ B(0, r)} is tight for every r > 0. However, this is not enough for compactness.
To obtain compactness we have to strenghten condition (2.4) on the auxiliary function
W .
Theorem 3.3. Let Hypotheses 2.1 hold. Assume in addition that there exist a C2
function W : Rd 7→ R, such that lim|x|→∞W (x) = +∞, a number R > 0 and a convex
increasing function g : [0,+∞)→ R such that 1/g is in L1(a,+∞) for large a, and
(A(s)W )(x) ≤ −g(W (x)), s ∈ R, |x| ≥ R. (3.1)
Then, for every δ > 0 there is C = C(δ) > 0 such that (G(t, s)W )(x) ≤ C for every
x ∈ Rd and s ≤ t−δ. Consequently, the family of probabilities {pt,s,x(dy) : s ≤ t−δ, x ∈
R
d} is tight, and G(t, s) is compact in Cb(R
d) for t > s.
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Proof. As a first step we show that
(G(t, s)W )(x) − (G(t, r)W )(x) ≥ −
∫ s
r
(G(t, σ)A(σ)W )(x)dσ, r < s < t, x ∈ Rd.
(3.2)
Let ϕ ∈ C∞(R) be a nonincreasing function such that ϕ ≡ 1 in (−∞, 0], ϕ ≡ 0 in
[1,+∞), and define ψn(t) =
∫ t
0 ϕ(s−n)ds for each n ∈ N. The functions ψn are smooth
and enjoy the following properties:
• ψn(t) = t for t ∈ [0, n],
• ψn(t) ≡ const. for t ≥ n+ 1,
• 0 ≤ ψ′n ≤ 1 and ψ
′′
n ≤ 0,
• for every t ≥ 0, the sequence (ψ′n(t)) is increasing.
Then, the function Wn := ψn ◦ W belongs to C
2
b (R
d) and it is constant outside a
compact set. By Theorem 2.2(ii), applied to Wn − c, we have
(G(t, s)Wn)(x)−(G(t, r)Wn)(x) = −
∫ s
r
(G(t, σ)A(σ)Wn)(x) dσ
= −
∫ s
r
G(t, σ) {ψ′n(W )(A(σ)W ) + ψ
′′
n(W )〈Q∇W,∇W 〉} (x)dσ
≥ −
∫ s
r
G(t, σ)(ψ′n(W )A(σ)W )(x)dσ
= −
∫ s
r
dσ
∫
Eσ
ψ′n(W (y))(A(σ)W )(y)pt,σ,x(dy)
−
∫ s
r
dσ
∫
Rd\Eσ
ψ′n(W (y))(A(σ)W )(y)pt,σ,x(dy),
where Eσ = {x ∈ R
d : (A(σ)W )(x) > 0}. Letting n → +∞, the left-hand side
goes to (G(t, s)W )(x) − (G(t, r)W )(x). Concerning the right-hand side, both integrals
converge by monotone convergence. We have to prove that their limits are finite. The
first term converges to −
∫ s
r dσ
∫
Eσ
(A(σ)W )(y)pt,σ,x(dy), which is finite since the sets
Eσ are equibounded in R
d (recall that the function A(σ)W tends to −∞ as |x| → +∞,
uniformly with respect to σ ∈ [r, s]). The second term may be estimated by
−
∫ s
r
dσ
∫
Rd\Eσ
ψ′n(W (y))(A(σ)W )(y)pt,σ,x(dy)
≤
∫ s
r
dσ
∫
Eσ
ψ′n(W (y))(A(σ)W )(y)pt,σ,x(dy) + (G(t, s)Wn)(x) − (G(t, r)Wn)(x).
Letting n→ +∞, we obtain that
∫ s
r dσ
∫
Rd\Eσ
(A(σ)W )(y)pt,σ,x(dy) is finite.
Summing up, the function σ 7→ (G(t, σ)(A(σ)W ))(x) is in L1(r, s) and (3.2) follows.
Possibly replacing g by g˜ = g − C for a suitable constant C, we may assume that
(A(s)W )(x) ≤ −g(W (x)) for every s ∈ R and x ∈ Rd.
Fix x ∈ Rd, t ∈ R, and set
β(s) := (G(t, t− s)W )(x), s ≥ 0.
Then β is measurable, since it is the limit of the sequence of continuous functions
s 7→ G(t, t− s)Wn(x). Inequality (3.2) implies
β(b)− β(a) ≤ −
∫ t−a
t−b
(G(t, σ)g(W ))(x)dσ, a < b,
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and, since g is convex,
(G(t, σ)g(W ))(x) =
∫
Rd
g(W (y))pt,σ,x(dy)
≥ g
(∫
Rd
W (y)pt,σ,x(dy)
)
= g((G(t, σ)W )(x))
so that
β(b)− β(a) ≤ −
∫ t−a
t−b
g((G(t, σ)W )(x))dσ
= −
∫ t−a
t−b
g(β(t− σ))dσ
= −
∫ b
a
g(β(σ))dσ,
(3.3)
for any a < b. Then, for every s ≥ 0, β(s) ≤ ζ(s), where ζ is the solution of the Cauchy
problem {
ζ′(s) = −g(ζ(s)), s ≥ 0,
ζ(0) =W (x).
Indeed, assume by contradiction that there exists s0 > 0 such that β(s0) > ζ(s0), and
denote by I the largest interval containing s0 such that β(s) > ζ(s) for each s ∈ I.
Inequality (3.3) implies that β(b) − β(a) ≤ −m(b − a) for b > a, with m := min g. In
other words, the function s 7→ β(s) + ms is decreasing. This implies that I contains
some left neighborhood of s0. Indeed, since s 7→ β(s) +ms is decreasing, then
lim
s→s−
0
β(s) +ms ≥ β(s0) +ms0 > ζ(s0) +ms0 = lim
s→s−
0
ζ(s) +ms
so that lims→s−
0
(β(s) − ζ(s)) > 0, which yields β > ζ in a left neighborhood of s0.
Let a = inf I. Then a < s0, and there is a sequence (sn) ↑ a such that β(sn) ≤ ζ(sn),
so that β(a) +ma ≤ limn→∞ β(sn) +msn ≤ ζ(a) +ma, that is β(a) ≤ ζ(a). On the
other hand, for each s ∈ I we have
β(s)− β(a) ≤
∫ s
a
−g(β(σ))dσ, ζ(s)− ζ(a) =
∫ s
a
−g(ζ(σ))dσ,
so that
β(s) − ζ(s) ≤
∫ s
a
[−g(β(σ)) + g(ζ(σ))] dσ, s ∈ I.
Since β(σ) > ζ(σ) for every σ ∈ I and g is increasing, the integral in the right-hand
side is nonpositive, a contradiction. Therefore, β(s) ≤ ζ(s) for every s ≥ 0.
By standard arguments about ODE’s, for every δ > 0 there is C = C(δ) independent
on the initial datum W (x) such that ζ(s) ≤ C for every s ≥ δ. Therefore,
β(s) = (G(t, t− s)W )(x) ≤ C, s ≥ δ,
with C independent of t. This implies that for every δ > 0 the family of probabilities
pt,s,x(dy) with s ≤ t− δ and x ∈ R
d is tight, because for every R > 0 we have
pt,s,x(R
d \B(0, R)) =
∫
Rd\B(0,R)
pt,s,x(dy)
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≤
1
inf{W (y) : |y| ≥ R}
∫
Rd\B(0,R)
W (y)pt,s,x(dy)
≤
1
inf{W (y) : |y| ≥ R}
(G(t, s)W )(x)
≤
C
inf{W (y) : |y| ≥ R}
and inf{W (y) : |y| ≥ R} goes to +∞ as r → +∞. So, condition (b) of Proposition 3.1
is satisfied. 
Example (As in the autonomous case). If there is R > 0 such that
Tr Q(s, x) + 〈b(s, x), x〉 −
2
|x|2
〈Q(s, x)x, x〉 ≤ −c|x|2(log |x|)γ , s ∈ R, |x| ≥ R,
with c > 0 and γ > 1, then the condition (3.1) is satisfied by any W such that W (x) =
log |x| for |x| ≥ R, with g(s) = csγ . If the regularity and ellipticity assumptions 2.1(i)(ii)
hold, Theorem 3.3 implies that the evolution operator G(t, s) is compact in Cb(R
d) for
t > s.
4. Compactness and asymptotic behavior
In this section we derive asymptotic behavior results from compactness of G(t, s) in
Cb(R
d).
Throughout the section we assume that Hypothesis 2.1 holds, and that the coefficients
qij and bi, i, j = 1, . . . , d are periodic in time, with period T > 0. Then the asymptotic
behavior of G(t, s) is driven by the spectral properties of the operators
V (s) := G(s+ T, s), s ∈ R.
This is well known in the case of evolution operators associated to families A(t) of
generators of analytic semigroups, see e.g. [7, sect. 7.2], [11, Ch. 6], [6]. Most of the
arguments are independent of analyticity and will be adapted to our situation.
To begin with, since each V (s) is a contraction in Cb(R
d), its spectrum is contained in
the unit circle. Its spectral radius is 1, since 1 is an eigenvalue. The nonzero eigenvalues
of V (s) are independent of s, since the equality G(t, s)V (s) = V (t)G(t, s) implies that
for each eigenfunction ϕ of V (s), G(t, s)ϕ 6= 0 is an eigenfunction of V (t) with the same
eigenvalue, for t > s.
If G(t, s) is compact in Cb(R
d) for t > s, then σ(V (s)) \ {0} consists of isolated
eigenvalues, hence it is independent of s. Therefore,
sup{|λ| : λ ∈ σ(V (s)), |λ| < 1, s ∈ R} := r < 1. (4.1)
Denoting by Q(s) the spectral projection
Q(s) =
1
2pii
∫
∂B(0,a)
(λI − V (s))−1dλ, s ∈ R,
with any a ∈ (r, 1), it is not difficult to see that for every ε > 0 there is Mε > 0 such
that
‖G(t, s)Q(s)ϕ‖∞ ≤Mεe
(t−s)(log r(s)+ε)/T ‖ϕ‖∞, t > s, ϕ ∈ Cb(R
d). (4.2)
(The proof may be obtained from the proof of (4.4) in Proposition 4.4, replacing the
Lp spaces considered there by Cb(R
d)).
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In the proof of the next proposition we use an important corollary of the Krein-
Rutman Theorem, whose proof may be found in e.g. [3, Ch. 1].
Theorem 4.1. Let K be a cone with nonempty interior part K˜ in a Banach space X,
and let L : X 7→ X be a linear compact operator such that Lϕ ∈ K˜ for each ϕ ∈ K \{0}.
Then the spectral radius r of L is a simple eigenvalue of L, and all the other eigenvalues
have modulus < r.
Proposition 4.2. If G(t, s) is compact in Cb(R
d) for t > s, then 1 is a simple eigen-
value of V (s) for each s, and it is the unique eigenvalue on the unit circle. The spectral
projection P (s) = I −Q(s) is given by
P (s)ϕ(x) =
∫
Rd
ϕ(y)µs(dy), ϕ ∈ Cb(R
d), s ∈ R, x ∈ Rd,
where {µs : s ∈ R} is a T -periodic evolution system of measures.
Proof. Let K = {ϕ ∈ Cb(R
d) : ∀x ∈ Rd, ϕ(x) ≥ 0} be the cone of the nonnegative
functions in Cb(R
d). By Remark 3.2(iv), if ϕ ∈ Cb(R
d) \ {0} is such that ϕ(x) ≥ 0 for
each x, then inf V (s)ϕ = inf G(s+T, s)ϕ(x) > 0. In other words, V (s) mapsK\{0} into
the interior part ofK. Theorem 4.1 implies that the spectral radius 1 of V (s) is a simple
eigenvalue, and it is the unique eigenvalue of V (s) on the unit circle. The associated
spectral projection P (s) = I −Q(s), with Q(s) defined above, may be expressed as
P (s)ϕ = msϕ 1l, ϕ ∈ Cb(R
d),
for some ms in the dual space of Cb(R
d). To prove that msϕ =
∫
Rd
ϕ(y)µs(dy) for some
measure µs we use the Stone–Daniell Theorem (e.g., [4, Thm. 4.5.2]): it is enough to
check that msϕ ≥ 0 if ϕ ≥ 0, and that for each sequence (ϕn) ⊂ Cb(R
d) such that
(ϕn(x)) is decreasing and converges to 0 for each x ∈ R
d, we have limn→∞msϕn = 0.
In this case, µs is a probability measure for every s, because P (s)1l = 1l.
By the general spectral theory, P (s) = limλ→1− Vλ, where Vλ := (λ − 1)(λI −
V (s))−1. In its turn, (λI − V (s))−1 =
∑∞
k=0 V (s)
k/λk+1 maps nonnegative functions
into nonnegative functions because V (s) does. Therefore, msϕ 1l = P (s)ϕ ≥ 0 for each
ϕ ≥ 0.
Let now ϕn ↓ 0. We claim that V (s)ϕn converges to 0 uniformly. Indeed, since
the measures {ps+T,s,x : x ∈ R
d} are tight, for each ε > 0 there is R > 0 such that∫
Rd\B(0,R)
ps+T,s,x(dy) ≤ ε, for each x ∈ R
d. On the other hand, ϕn converges to 0
uniformly on B(0, R) by the Dini Monotone Convergence Theorem, so that for n large,
say n ≥ n0, we have ϕn(y) ≤ ε, for |y| ≤ R. Therefore, for n ≥ n0 we have
0 ≤ V (s)ϕn(x) =
∫
B(0,R)
ϕn(y)ps+T,s,x(dy) +
∫
Rd\B(0,R)
ϕn(y)ps+T,s,x(dy)
≤ ε+ ‖ϕn‖∞ε
for each x ∈ Rd. Since V (s)ϕn converges to 0 uniformly, then P (s)V (s)ϕn = V (s)P (s)ϕn
converges to 0 uniformly. But V (s) is the identity on the range of P (s). Then, P (s)ϕn
converges uniformly to 0, which implies that limn→∞msϕn = 0.
Let us prove that {µs : s ∈ R} is a T -periodic evolution system of measures. Since
s 7→ P (s) is T -periodic, then µs = µs+T for each s ∈ R. Moreover, since V (t)G(t, s) =
G(t, s)V (s), then P (t)G(t, s)ϕ = G(t, s)P (s)ϕ, for each ϕ ∈ Cb(R
d). This means∫
Rd
G(t, s)ϕdµt1l = G(t, s)
(∫
Rd
ϕdµs 1l
)
, ϕ ∈ Cb(R
d),
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and since G(t, s)1l = 1l, then∫
Rd
G(t, s)ϕdµt =
∫
Rd
ϕdµs, ϕ ∈ Cb(R
d),
so that {µs : s ∈ R} is an evolution system of measures. 
Corollary 4.3. Assume that G(t, s) is compact in Cb(R
d) for t > s. Then:
(i) There exists a unique T -periodic evolution system of measures {µs : s ∈ R};
(ii) Setting ω0 = log r/T , where r is defined in (4.1), for each ω > ω0 there exists
M =M(ω) > 0 such that
‖G(t, s)ϕ−
∫
Rd
ϕdµs‖∞ ≤Me
ω(t−s)‖ϕ‖∞, t > s, ϕ ∈ Cb(R
d), (4.3)
while for ω < ω0 there is no M such that (4.3) holds.
Proof. Let {µs : s ∈ R} be the T -periodic evolution system of measures given by
Proposition 4.2. Since P (s)ϕ =
∫
Rd
ϕdµs1l, estimate (4.2) implies (4.3). Since there
exist eigenvalues of V (s) with modulus r, (4.3) cannot hold for ω < ω0. Indeed, if
V (s)ϕ = rϕ then P (s)ϕ = 0 and G(s + nT, s)ϕ = rnϕ = eω0nTϕ for each n ∈ N, so
that ‖G(s+ nT, s)ϕ−msϕ‖∞ = ‖G(s+ nT, s)ϕ‖∞ = e
ω0nT ‖ϕ‖∞.
If {νs : s ∈ R} is another T -periodic evolution system of measures, fix t ∈ R and
ϕ ∈ Cb(R
d). Since G(t, s)ϕ −
∫
Rd
ϕdµs goes to zero uniformly as s→ −∞, then
0 = lim
s→−∞
∫
Rd
(
G(t, s)ϕ −
∫
Rd
ϕdµs
)
dνt = lim
s→−∞
(∫
Rd
ϕdνs −
∫
Rd
ϕdµs
)
.
Since s 7→
∫
Rd
ϕdνs −
∫
Rd
ϕdµs is T -periodic and goes to 0 as s → −∞, it vanishes in
R. By the arbitrariness of ϕ, νs = µs for every s ∈ R. 
Once we have an evolution system of measures {µs : s ∈ R}, G(t, s) is extendable to
a contraction (still denoted by G(t, s)) from Lp(Rd, µs) to L
p(Rd, µt) for t > s. Com-
pactness and asymptotic behavior results in Cb(R
d) imply compactness and asymptotic
behavior results in such Lp spaces, as the next proposition shows.
Proposition 4.4. Let G(t, s) be compact in Cb(R
d) for t > s. Then for every p ∈
(1,∞), G(t, s) : Lp(Rd, µs) 7→ L
p(Rd, µt) is compact for t > s. Moreover, for every
ω ∈ (ω0, 0) and p ∈ (1,∞) there exist M =M(ω, p) > 0 such that
‖G(t, s)ϕ−
∫
Rd
ϕdµs‖Lp(Rd,µt) ≤Me
ω(t−s)‖ϕ‖Lp(Rd,µs), t > s, ϕ ∈ L
p(Rd, µs), (4.4)
and for every ω < ω0 there is no M such that (4.4) holds. Here ω0 is given by Corollary
4.3(ii).
Proof. Let us prove that G(t, s) : Lp(Rd, µs) 7→ L
p(Rd, µt) is compact for t > s. We
haveG(t, s) = G(t, (t+s)/2)G((t+s)/2, s) whereG((t+s)/2, s) is bounded from L∞(Rd)
to Cb(R
d) by Theorem 2.2(iv), and G(t, (t + s)/2) is compact in Cb(R
d). Therefore,
G(t, s) is compact in L∞(Rd).
Now, if µ1 and µ2 are probability measures and a linear operator is bounded from
L1(Rd, µ1) to L
1(Rd, µ2) and compact from L
∞(Rd, µ1) to L
∞(Rd, µ2), then it is com-
pact from Lp(Rd, µ1) to L
p(Rd, µ2), for every p ∈ (1,∞) (the proof is the same as in
[13, Prop. 4.6], where only one probability measure was considered).
Let us prove (4.4). Since L∞(Rd, µt) = L
∞(Rd, µs) = L
∞(Rd, dx) by [8, Prop. 5.2],
interpolating (4.3) and ‖G(t, s)ϕ−msϕ‖L1(Rd,µt) ≤ 2‖ϕ‖L1(Rd,µs) we obtain that ‖G(t, s)−
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ms‖L(Lp(Rd,µs),Lp(Rd,µt)) decays exponentially as (t− s)→∞. However, the decay rate
that we obtain by interpolation depends on p. To prove (4.4) it is enough to show
that the spectrum of the operators V (s) in Lp(Rd, µs) does not depend on s, and co-
incides with the spectrum in Cb(R
d). Since V (s) = G(s + T, s), then V (s) is compact
in Lp(Rd, µs). Therefore, its L
p spectrum (except zero) consists of eigenvalues, that
are independent of s. They are independent of p too, as well as the associated spectral
projections, by [2, Cor. 1.6.2].
The statement follows now as in the case of evolution operators in a fixed Banach
space as in the mentioned references [7, 11, 6]. Note however that our Banach spaces
Lp(Rd, µs) vary with s, so that the classical theory cannot be used verbatim. For the
reader’s convenience we give the proof below.
Let t− s = σ + kT , with k ∈ N and σ ∈ [0, T ). We have
‖G(t, s)ϕ−msϕ‖Lp(Rd,µt) = ‖G(t, t− σ)V (s)
k(I − P (s))ϕ‖Lp(Rd,µt)
≤ ‖V (s)k(I − P (s))ϕ‖Lp(Rd,µs) = ‖[V (s)(I − P (s))]
kϕ‖Lp(Rd,µs).
For ω > ω0 let ε > 0 be such that log(r + ε) ≤ ω, and let k(s) ∈ N be such that
‖[V (s)(I − P (s))]kϕ‖Lp(Rd,µs) ≤ (r + ε)
k for each k > k(s). Therefore, if the integer
part [(t− s)/T ] is larger than k(s) we have
‖G(t, s)ϕ−msϕ‖Lp(Rd,µt) ≤ (r + ε)
k‖ϕ‖Lp(Rd,µs) ≤ e
(t−s)ω‖ϕ‖Lp(Rd,µs),
for each ϕ ∈ Lp(Rd, µs). Using the obvious inequality ‖G(t, s)ϕ − msϕ‖Lp(Rd,µt) ≤
2‖ϕ‖Lp(Rd,µs) for [(t− s)/T ] ≤ k(s) we arrive at
‖G(t, s)ϕ−msϕ‖Lp(Rd,µt) ≤Mse
(t−s)ω‖ϕ‖Lp(Rd,µs), ϕ ∈ L
p(Rd, µs)
for some Ms > 0. It remains to show that Ms can be taken independent of s. Since
V is T -periodic, we may take k(s) = k(s + T ) and hence Ms = Ms+T for every s ∈ R.
Therefore it is enough to show that Ms can be taken independent of s for s ∈ [0, T ).
For 0 ≤ s < T and t ≥ T we have mTG(T, s)ϕ =
∫
Rd
G(T, s)ϕdµT = msϕ, hence
‖G(t, s)ϕ−msϕ‖Lp(Rd,µt) = ‖(G(t, T )−mT )G(T, s)ϕ‖Lp(Rd,µt)
≤MT e
ω(t−T )‖G(T, s)ϕ‖Lp(Rd,µT ) ≤MT e
|ω|T eω(t−s)‖ϕ‖Lp(Rd,µs)
So, we can take Ms =MT e
|ω|T for 0 ≤ s < T . (4.4) follows. 
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