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Abstract
We consider the problem of localization of Poisson source by the
observations of inhomogeneous Poisson processes. We suppose that
there are k detectors on the plane and each detector provides the ob-
servations of Poisson processes whose intensity functions depend on the
position of the emitter. We describe the properties of the maximum
likelihood and Bayesian estimators. We show that under regularity
conditions these estimators are consistent, asymptotically normal and
asymptotically efficient. Then we propose some simple consistent esti-
mators and this estimators are further used to construct asymptotically
efficient One-step MLE-process.
Key words: Inhomogeneous Poisson process, source localization , GPS-
localization, sensors, maximum likelihood estimator, Bayes estimators, one-
step MLE-process.
1 Introduction
We consider the problem of estimation of the position ϑ = (x0, y0) of a
source emitting Poisson signals which are received by distributed on the
plane k sensors [11]. We suppose that the source starts emission at the
instant t = 0 and the j-th sensor receives the data, which can be described
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as inhomogeneous Poisson process Xj = (Xj (t) , 0 ≤ t ≤ T ), whose intensity
function λj (ϑ0, t) = λj (t− τj) + λ0, 0 ≤ t ≤ T increases at the moment
t = τj of arriving the signal. Here λ0 > 0 is the intensity of the Poisson
noise and τj is the time needed for the signal to arrive at the j-th detector.
For the j-th detector localized at the point ϑj = (xj , yj) we have τj (ϑ0) =
ν−1 ‖ϑj − ϑ0‖, where ν > 0 is the known rate of propagation of the signal
and ‖·‖ is Euclidean norm on the plane. We suppose that λj (t) = 0 for
t ≤ 0. Therefore we have k independent inhomogeneous Poisson processes
X = (X1, . . . , Xk) with intensities depending on τj (ϑ0). We suppose that
the position of the source ϑ0 ∈ Θ is unknown and we have to estimate ϑ0 by
the observations X = (X1, . . . , Xk). Here Θ ⊂ R2 is a convex bounded set.
Note that the same mathematical model we have in the problem of GPS-
localization on the plane [15]. Indeed, in this case we have k emitters with
known positions and an object which receives these signals and has to esti-
mate its own position. Therefore, we have observations of k inhomogeneous
Poisson processes with the intensity functions depending on the position of
the object and we have to estimate the coordinates of this object.
Due to importance of such type of models in many applied problems there
exists a wide literature devoted to the different algorithms of localization
(see the introduction in the work [6] and the references there in). It seems
that the mathematical study of this class of models was not yet sufficiently
developed. The statistical models of inhomogeneous Poisson processes with
intensity functions having discontinuities along some curves depending on
unknown parameters were considered in [13], Sections 5.2 and 5.3. Statistical
inference for point processes can be found in the works [8], [18] and [19].
We are interested in the models of observations which allow the estimation
with the small errors: Eϑ0
(
ϑ¯− ϑ0
)2
= o (1). As usual in such situations as
we said “small error” we have to consider some asymptotic statement. The
small errors can be obtained, for example, if the intensity of the signal takes
large values or we have periodical Poisson process. Another possibility is
to have many sensors. We take the model with large intensity functions
λj (ϑ0, t) = λj,n (ϑ0, t), which can be written as follows
λj,n (ϑ0, t) = nλj (t− τj) + nλ0, 0 ≤ t ≤ T
or in equivalent form
λj,n (ϑ0, t) = nλj (t− τj) 1I{t≥τj (ϑ0)} + nλ0, 0 ≤ t ≤ T.
Here n is a “large parameter” and we study estimators as n → ∞. For
example, such model we can be obtained if we have k clusters and in each
cluster we have n detectors.
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The likelihood ratio function L (ϑ,Xn) is
lnL (ϑ,Xn) =
k∑
j=1
∫ T
τj
ln
(
1 +
λj (t− τj)
λ0
)
dXj (t)− n
k∑
j=1
∫ T
τj
λj (t− τj) dt.
Here τj = τj (ϑ) and X = (Xj (t) , 0 ≤ t ≤ T, j = 1, . . . , k) are counting pro-
cesses from k detectors. Having this likelihood ratio formula we define the
maximum likelihood estimator (MLE) ϑˆn and Bayesian estimator (BE) ϑ˜n
by the “usual” relations
L
(
ϑˆn, X
n
)
= sup
ϑ∈Θ
L (ϑ,Xn) (1)
and
ϑ˜n =
∫
Θ
ϑp (ϑ)L (ϑ,Xn) dϑ∫
Θ
p (ϑ)L (ϑ,Xn) dϑ
. (2)
Here p (ϑ) , ϑ ∈ Θ is the prior density. We suppose that it is positive, con-
tinuous function on Θ. If the equation (1) has more than one solution then
any of these solutions can be taken as the MLE. In the section 3 we consider
another consistent estimator.
There are several types of statistical problems depending on the regularity
of the function λj (·). In particularly, the rate of convergence of the mean
square error of the estimator ϑ¯n is
Eϑ0
(
ϑ¯n − ϑ0
)2
=
C
nγ
(1 + o (1)) ,
where the parameter γ > 0 depends on the regularity of the function λ (·).
Let us recall three of them using the following intensity functions
λj,n (ϑ0, t) = an |t− τj (ϑ0)|κ 1I{t≥τj(ϑ0)} + nλ0, 0 ≤ t ≤ T. (3)
We suppose that a > 0, λ0 > 0 and known, the set Θ is such that for all
ϑ ∈ Θ the instants τj (ϑ) ∈ (0, T ).
Here is Fig. 1
a) Smooth case. Suppose that the κ > 1
2
, then the problem of parameter
estimation is regular, the estimators are asymptotically normal and
Eϑ0
∥∥∥ϑ˜n − ϑ0∥∥∥2 = C
n
(1 + o (1)) , γ = 1.
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Figure 1: Intensity functions: a) κ = 5
8
, b) κ = 1
2
, c) κ = 1
8
, d) κ = 0, e)
κ = −3
8
.
b) Smooth case. If κ = 1
2
, then
Eϑ0
∥∥∥ϑ˜n − ϑ0∥∥∥2 = C
n lnn
(1 + o (1)) .
c ) Cusp-type case. This case is intermediate between the smooth and
change-point cases. Suppose that κ ∈ (0, 1
2
)
. Then
Eϑ0
∥∥∥ϑ˜n − ϑ0∥∥∥2 = C
n
2
2κ+1
(1 + o (1)) , γ =
2
2κ + 1
.
d) Change point case. Suppose that κ = 0. Then
Eϑ0
∥∥∥ϑ˜n − ϑ0∥∥∥2 = C
n2
(1 + o (1)) , γ = 2.
e ) Explosion case. Suppose that κ ∈ (−1
2
, 0
)
. Then
Eϑ0
∥∥∥ϑ˜n − ϑ0∥∥∥2 = C
n
2
2κ+1
(1 + o (1)) , γ =
2
2κ + 1
.
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The smooth case a) is studied in this work. See as well the work [1],
where the similar model was considered. The case b) is discussed below in
the Section 4. For the Cusp case c) see [4], [2]. The change-point case d)
is studied in [6]. The Explosion case d) can be done using the technique
developed in [5].
2 Main result
Suppose that there exists a source at some point ϑ0 = (x0, y0) ∈ Θ ⊂ R2
and k ≥ 3 sensors (detectors) on the same plane located at the points ϑj =
(xj , yj) , j = 1, . . . , k. The source was activated at the (known) instant t =
0 and the signals from the source (inhomogeneous Poisson processes) are
registered by all k detectors. The signal arrives at the j-th detector at the
instant τj . Of course, τj = τj (ϑ0) is the time necessary for the signal to
arrive in the j-th detector defined by the relation
τj (ϑ0) = ν
−1 ‖ϑj − ϑ0‖ ,
where ν > 0 is the known speed of propagation of the signal and ‖·‖ is the
Euclidean norm (distance) in R2.
The intensity function of the Poisson process Xnj = (Xj (t) , 0 ≤ t ≤ T )
registered by the j-th detector is
λj (ϑ, t) = nλj (t− τj) + nλ0, 0 ≤ t ≤ T.
Here nλj (t− τj) is the intensity function of the signal and nλ0 > 0 is the
intensity of the noise. For simplicity of the exposition we suppose that the
noise level in all detectors is the same.
Introduce the notations:
αj = inf
ϑ∈Θ
τj (ϑ) , βj = sup
ϑ∈Θ
τj (ϑ) , j = 1, . . . , k
Jj (ϑ) =
1
ν2 ‖ϑj − ϑ‖2
∫ T
τj(ϑ)
λ′j (t− τj (ϑ))2
λj (t− τj (ϑ)) + λ0 dt,
〈a, b〉ϑ =
k∑
j=1
ajbjJj (ϑ) , ‖a‖2ϑ =
k∑
j=1
a2jJj (ϑ) .
Recall that λ′j (t− τj) = 0 for 0 ≤ t ≤ τj and note that 〈a, b〉ϑ and ‖a‖ϑ
are formally the scalar product and the norm in Rk of the vectors a =
(a1, . . . , ak)
T
, b = (b1, . . . , bk)
T with weights ρj but the both depend on ϑ by
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a very special way. The Fisher information matrix In (ϑ) = nI (ϑ), where
ϑ = (x, y) and
I (ϑ) =
( ‖x− x0‖2ϑ , 〈(x− x0) , (y − y0)〉ϑ
〈(x− x0) , (y − y0)〉ϑ, ‖y − y0‖2ϑ
)
.
Here x = (x1, . . . , xk) , y = (y1, . . . , yk) and x0 = (x0, . . . , x0) etc.
Further, we suppose that βj < T and that the functions λj (t) , j =
1, . . . , k are defined on the sets Tj = [−βj , T − αj ].
Regularity conditions R.
R1. For all j = 1, . . . , k the functions
λj (t) = 0, t ∈ [−βj , 0] , and λj (t) > 0, t ∈ (0, T − αj ]
R2. The functions λj (t) , t ∈ Tj , j = 1, . . . , k have two continuous derivatives
λ′j (·) and λ′′j (·).
R3. The Fisher information matrix is uniformly non degenerate
κ1 = inf
ϑ∈Θ
inf
|e|=1
eTI (ϑ) e > 0.
R4. There are at least three detectors which are not on the same line.
Remark, that if all detectors are on the same line, then the consistent
identification is impossible because the same signals come from the symmetric
with respect to this line possible locations of the source.
According to Lemma 1 below the family of measures
(
P
(n)
ϑ , ϑ ∈ Θ
)
in-
duced by the Poisson processes Xn = (Xn1 , . . . , X
n
k ) in the space of their
realizations is locally asymptotically normal and therefore we have the fol-
lowing minimax Hajek-Le Cam’s lower boud on the mean square errors of all
estimators ϑ¯n: for any ϑ0 ∈ Θ
lim
δ→0
lim
n→∞
sup
‖ϑ−ϑ0‖≥δ
nEϑ
∥∥ϑ¯n − ϑ∥∥2 ≥ Eϑ0 ‖ζ‖2 , ζ ∼ N (0, I (ϑ0)−1) .
We call the estimator ϑ¯n asymptotically efficient, if for all ϑ0 ∈ Θ we have
the equality
lim
δ→0
lim
n→∞
sup
‖ϑ−ϑ0‖≥δ
nEϑ
∥∥ϑ¯n − ϑ∥∥2 = Eϑ0 ‖ζ‖2 .
For the proof of this bound see, e.g., [7], Theorem 2.12.1.
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Theorem 1 Let the conditions R be fulfilled then the MLE ϑˆn and BE ϑ˜n
are uniformly consistent, asymptotically normal
√
n
(
ϑˆn − ϑ0
)
=⇒ N (0, I (ϑ0)−1) , √n(ϑ˜n − ϑ0) =⇒ N (0, I (ϑ0)−1) ,
for any p > 0
lim
n→∞
n
p
2Eϑ0
∥∥∥ϑˆn − ϑ0∥∥∥p = Eϑ0 ‖ζ‖p , lim
n→∞
n
p
2Eϑ0
∥∥∥ϑ˜n − ϑ0∥∥∥p = Eϑ0 ‖ζ‖p ,
where ζ ∼ N (0, I (ϑ0)−1) and the both estimators are asymptotically efficient.
Proof. The proof of this theorem is based on two general results by Ibrag-
imov and Khasminskii [7] presented in the Theorems 1.10.1 and 1.10.2. We
have to check the conditions of these theorems given in terms of normalized
likelihood ratio
Zn (u) =
L
(
ϑ0 +
u√
n
, Xn
)
L (ϑ0, Xn)
, u ∈ Un =
{
u : ϑ0 +
u√
n
∈ Θ
}
.
Introduce the limit likelihood ratio
Z (u) = exp
{
〈u,∆(ϑ0)〉 − 1
2
uTI (ϑ0)u
}
, u ∈ R2.
Here ∆(ϑ0) ∼ N (0, I (ϑ0)).
Suppose that we already proved the weak convergence
Zn (·) =⇒ Z (·) .
Then the limit distributions of the mentioned estimators are obtained as
follows (see [7]). Below we change the variables ϑ = ϑ0 +
u√
n
and B ⊂ R2 is
a bounded set.
For the MLE we have
Pϑ0
(√
n
(
ϑˆn − ϑ0
)
∈ B
)
= Pϑ0
{
sup√
n(ϑ−ϑ0)∈B
L
(
ϑ,XT
)
> sup√
n(ϑ−ϑ0)∈Bc
L
(
ϑ,XT
)}
= Pϑ0
{
sup√
n(ϑ−ϑ0)∈B
L
(
ϑ,XT
)
L (ϑ0, XT )
> sup√
n(ϑ−ϑ0)∈Bc
L
(
ϑ,XT
)
L (ϑ0, XT )
}
= Pϑ0
{
sup
u∈B,u∈Un
Zn (u) > sup
u∈Bc,u∈Un
Zn (u)
}
−→ Pϑ0
{
sup
u∈B
Z (u) > sup
u∈Bc
Z (u)
}
= Pϑ0 (ζ ∈ B) .
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It is easy to see that ζ = argmaxu Z (u)
For the BE we have (once more we change the variables θu = ϑ0 +
u√
n
):
ϑ˜n =
∫
Θ
θp (θ)L
(
θ,XT
)
dθ∫
Θ
p (θ)L (θ,XT ) dθ
= ϑ0 +
1√
n
∫
Un
up (θu)L
(
θu, X
T
)
du∫
Un
p (θu)L (θu, XT ) du
= ϑ0 +
1√
n
∫
Un
up (θu)Zn (u) du∫
Un
p (θu)Zn (u) du
.
Hence
√
n
(
ϑ˜n − ϑ0
)
=
∫
Un
up (θu)Zn (u) du∫
Un
p (θu)Zn (u) du
=⇒
∫
R2 uZ (u) du∫
R2 Z (u) du
= ζ.
Recall that p (θu)→ p (ϑ0) > 0 and note that∫
R2
uZ (u) du = ζ
∫
R2
Z (u) du.
The properties of the Zn (u) required in the Theorems 1.10.1 and 1.10.2 [7]
are checked in the three lemmas below. Remind that this approach to the
study of the properties of these estimators was applied in [12], [13]. Here we
use some obtained there inequalities.
Introduce the vector of partial derivatives
∆n (ϑ0, X
n) =
1√
n
(
∂ lnL (ϑ0, X
n)
∂x0
,
∂ lnL (ϑ0, X
n)
∂y0
)T
.
The convergence of finite dimensional distributions of the random field
Zn (u) , u ∈ Un to the finite dimensional distributions of the limit random
field Z (u) , u ∈ R2 follows from the Lemma 1 below.
Lemma 1 Let the conditions R be fulfilled, then the family of measures
{Pϑ, ϑ ∈ Θ} is locally asymptotically normal (LAN), i.e., the random process
Zn (u) , u ∈ Un for any ϑ0 ∈ Θ admits the representation
Zn (u) = exp
{
〈u,∆n (ϑ0, Xn)〉 − 1
2
uTI (ϑ0)u+ rn
}
, u ∈ Un, (4)
where the vector
∆n (ϑ0, X
n) =⇒ ∆(ϑ0) ∼ N (0, I (ϑ0)) (5)
and rn → 0.
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Proof. Let us denote λj (t, u) = λj (t− τj(θu)) and put dπj,n (t) = dXj (t)−
n [λj (t− τj (ϑ0)) + λ0] dt. Then we can write
lnZn (u) =
k∑
j=1
∫ T
0
ln
(
λj (t, u) + λ0)
λj (t, 0) + λ0
)
dπj,n (t)
− n
k∑
j=1
∫ T
0
[
λj (t, u) + λ0
λj (t, 0) + λ0
− 1− ln
(
λj(t, u) + λ0
λj (t, 0) + λ0
)]
[λj (t, 0) + λ0] dt.
Using the Taylor formula we obtain the relations
τj
(
ϑ0 +
u√
n
)
= τj (ϑ0)− 1
ν
√
n
〈mj , u〉+O
(
1
n
)
,
mj =
(
xj − x0
ρj
,
yj − y0
ρj
)
, ‖mj‖ = 1,
λj(t− τj(ϑ0 + n−1/2u))− λj(t− τj(ϑ0))
= −n−1/2λ′j(t− τj(ϑ0))〈u,
∂τ (ϑ0)
∂ϑ
〉+ n−1O (‖u‖2)
= n−1/2ν−1λ′j(t− τj(ϑ0))〈mj, u〉+ n−1O
(‖u‖2) ,
ln
(
λj (t, u) + λ0)
λj (t, 0) + λ0
)
=
λ′j(t− τj(ϑ0))√
n [λj(t− τj(ϑ0)) + λ0]
(
u,
∂τ (ϑ0)
∂ϑ
)
+O
(
1
n
)
,
=
λ′j(t− τj(ϑ0))
ν
√
n [λj(t− τj(ϑ0)) + λ0]〈mj , u〉+O
(
1
n
)
,
λj (t, u) + λ0
λj (t, 0) + λ0
− 1− ln
(
λj(t, u) + λ0
λj (t, 0) + λ0
)
=
1
2n
λ′j(t− τj(ϑ0))2
[λj(t− τj(ϑ0)) + λ0]2
(
u,
∂τj (ϑ0)
∂ϑ
)2
+O
(
1
n3/2
)
=
1
2nν2
λ′j(t− τj(ϑ0))2
[λj(t− τj(ϑ0)) + λ0]2
〈mj, u〉2 +O
(
1
n3/2
)
.
Note that
∂τj (ϑ0)
∂x0
= − xj − x0
ν ‖ϑj − ϑ0‖ ,
∂τj (ϑ0)
∂y0
= − yj − y0
ν ‖ϑj − ϑ0‖
Therefore we can write
∂ lnL (ϑ0, X
n)
∂x0
=
k∑
j=1
(xj − x0)
ν ‖ϑj − ϑ0‖
∫ T
τj(ϑ0)
λ′j (t− τj (ϑ0))
λj (t− τj (ϑ0)) + λ0 dπj,n (t) .
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Hence
Eϑ0
[
∂ lnL (ϑ0, X
n)
∂x0
]2
= n
k∑
j=1
(xj − x0)2
ν2 ‖ϑj − ϑ0‖2
∫ T
τj(ϑ0)
λ′j (t− τj (ϑ0))2
λj (t− τj (ϑ0)) + λ0 dt
and
Eϑ0
[
∂ lnL (ϑ0, X
n)
∂x0
∂ lnL (ϑ0, X
n)
∂y0
]
= n
k∑
j=1
(xj − x0) (yj − y0)Jj (ϑ0) .
These equalities justify the introduced above form of the Fisher information
matrix I (ϑ0).
We have the representations
k∑
j=1
∫ T
0
ln
(
λj (t, u) + λ0)
λj (t, 0) + λ0
)
dπj,n (t)
=
1
ν
√
n
k∑
j=1
〈mj , u〉
∫ T
τj(ϑ0)
λ′j (t− τj (ϑ0))
λj (t− τj (ϑ0)) + λ0 dπj,n (t) + o (1) ,
= 〈u,∆n (ϑ0, Xn)〉+ o (1) ,
and
n
k∑
j=1
∫ T
0
[
λj (t, u) + λ0
λj (t, 0) + λ0
− 1− ln
(
λj(t, u) + λ0
λj (t, 0) + λ0
)]
[λj (t, 0) + λ0] dt
=
1
2ν2
k∑
j=1
〈mj, u〉2
∫ T
τj(ϑ0)
λ′j (t− τj (ϑ0))2
λj (t− τj (ϑ0)) + λ0 dt+ o (1)
=
1
2
uT I (ϑ0)u+ o (1) .
Therefore we obtained (4). To verify the convergence (5) we introduce the
vector In = (I1,n, I2,n), where
I1,n =
1√
n
k∑
j=1
aj
∫ T
τj(ϑ0)
λ′j (t− τj (ϑ0))
λj (t− τj (ϑ0)) + λ0 dπj,n (t) ,
I2,n =
1√
n
k∑
j=1
bj
∫ T
τj(ϑ0)
λ′j (t− τj (ϑ0))
λj (t− τj (ϑ0)) + λ0 dπj,n (t) ,
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where the vectors a, b ∈ Rk. Then the asymptotic normality of In follows
from the central limit theorem for stochastic integrals. See, e.g., Theorem
1.1 in [13]. Moreover, we have
I1,n =⇒
k∑
j=1
aj
∫ T
τj(ϑ0)
λ′j (t− τj (ϑ0))
λj (t− τj (ϑ0)) + λ0 dWj (Λ (ϑ0, t)) ,
where Wj (·) , j = 1, . . . , k are independent Wiener processes and
The conditions of this theorem can be easily verified for the corresponding
vectors a, b given by the presentation ∆n (ϑ,X
n).
Lemma 2 Let the condition R2 be fulfilled, then there exists a constant C >
0, which does not depend on n such that for any R > 0
sup
ϑ0∈Θ
sup
‖u1‖+‖u2‖≤R
‖u1 − u2‖−4Eϑ0
∣∣∣Z 14n (u1)− Z 14n (u2)∣∣∣4 ≤ C (1 +R2) . (6)
Proof. The proof of this lemma follows from the proof of the Lemma 2.2 in
[13] if we put there m = 2. The difference between the models of observations
there and here is not essential for the presented there proof.
Lemma 3 Let the conditions R be fulfilled, then there exists a constant κ >
0, which does not depend on n such that
sup
ϑ0∈Θ
Eϑ0Z
1
2
n (u) ≤ e−κ‖u‖2 . (7)
Proof. Let us denote θu = ϑ0 +
u√
n
and put
Zj,n (u) = exp
{∫ T
0
ln
(
λj,n (θu, t)
λj,n (ϑ0, t)
)
dXj (t)
−
∫ T
0
[λj,n (θu, t)− λj,n (ϑ0, t)] dt
}
.
Remind that (see Lemma 2.2 in [13])
Eϑ0Z
1
2
j,n (u) = exp
{
−1
2
∫ T
0
[√
λj,n (θu, t)−
√
λj,n (ϑ0, t)
]2
dt
}
Therefore we have the equality
Eϑ0Z
1
2
n (u) =
k∏
j=1
Eϑ0Z
1
2
j,n (u)
= exp
{
−1
2
k∑
j=1
∫ T
0
[√
λj,n (θu, t)−
√
λj,n (ϑ0, t)
]2
dt
}
. (8)
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By Taylor formula for ‖h‖ ≤ δ we can write
k∑
j=1
∫ T
0
[√
λj,n (ϑ0 + h, t)−
√
λj,n (ϑ0, t)
]2
dt =
n
4
hT I (ϑ0) h (1 +O (δ)) .
Hence we can take such (small) δ > 0 that for ‖u‖√
n
≤ δ we have
k∑
j=1
∫ T
0
[√
λj,n(ϑ0 +
u√
n
, t)−
√
λj,n (ϑ0, t)
]2
dt ≥ 1
8
uT I (ϑ0)u
=
1
8
uT
‖u‖ I (ϑ0)
u
‖u‖ ‖u‖
2 ≥ κ1
8
‖u‖2 , (9)
where κ1 > 0 from the condition R3.
Let us denote
g (δ) =
1
n
inf
ϑ0∈Θ
inf
‖ϑ−ϑ0‖>δ
k∑
j=1
∫ T
0
[√
λj,n (ϑ, t)−
√
λj,n (ϑ0, t)
]2
dt,
and show that g (δ) > 0. Remark that g (δ) does not depend on n. Indeed,
1
n
∫ T
0
[√
λj,n (ϑ, t)−
√
λj,n (ϑ0, t)
]2
dt
=
1
n
∫ T
0
[λj,n (ϑ, t)− λj,n (ϑ0, t)]2[√
λj,n (ϑ, t) +
√
λj,n (ϑ0, t)
]2dt
≥ 1
4 (λM + λ0)
∫ T
0
[λj (t− τj (ϑ))− λj (t− τj (ϑ0))]2dt.
Therefore if we suppose that g (δ) = 0 then this implies that there exists at
least one point ϑ∗ ∈ Θ such that ‖ϑ∗ − ϑ0‖ ≥ δ and for all j = 1, . . . , k we
have ∫ T
0
[λj (t− τj (ϑ∗))− λj (t− τj (ϑ0))]2dt = 0.
Note that by the condition R1 we have the consistent estimation of all
“delays” τj . Indeed, the identifiability condition
gj (δ) ≡ inf|τ−τ0|≥δ
∫ T
0
[λj (t− τ)− λj (t− τ0)]2dt > 0 (10)
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is fulfilled for all j = 1, . . . , k and δ > 0. If for some j and δ > 0 we have
gj (δ) = 0, then this implies that there exists τ∗ 6= τ0 such that the equality
λj (t− τ∗) = λj (t− τ0) holds for all t ∈ [0, T ]. This equality is impossible by
the following reason. Suppose that τ0 < τ∗, then on the interval (τ0, τ∗) the
function λj (t− τ0) > 0 and the function λj (t− τ∗) = 0.
Therefore the condition (10) is always fulfilled and we have the consistency
of the MLE τˆj,n and BE τ˜j,n of the parameters τj (ϑ0)
τˆj,n −→ τj (ϑ0) , τ˜j,n −→ τj (ϑ0) , j = 1, . . . , k
and asymptotic normality of these estimators. For the proofs see [13].
If g (δ) = 0, then there exist two points ϑ∗ and ϑ0 such that we have
two sets (τj (ϑ
∗) , j = 1, . . . , k) and (τj (ϑ0) , j = 1, . . . , k) with coinciding val-
ues τj (ϑ
∗) = τj (ϑ0) for all j = 1, . . . , k, i.e., the distances ‖ϑj − ϑ∗‖ and
‖ϑj − ϑ0‖ for all j = 1, . . . , k coincide. Note that such situation is impossi-
ble due to geometric properties of the set of points ϑ1, . . . , ϑk satisfying the
condition R4.
Hence, g (δ) > 0 and we can write for ‖u‖√
n
> δ
k∑
j=1
∫ T
0
[√
λj,n(ϑ0 +
u√
n
, t)−
√
λj,n (ϑ0, t)
]2
dt ≥ ng (δ) ≥ g (δ) ‖u‖
2
D2
,
(11)
where D = supϑ1,ϑ2∈Θ ‖ϑ1 − ϑ2‖.
Let us denote κ2 = D
−2g (δ) and put κ = min
(
κ1
16
, κ2
2
)
, then from (8), (9)
and (11) follows the estimate (7).
The properties of the likelihood ratio field Zn (·) established in the lem-
mas 1-2 are sufficient conditions for the Theorems 1.10.1 and 1.10.2 in [7].
Therefore the MLE ϑˆn and the BE ϑ˜n have all mentioned in the Theorem 1
properties.
3 Simple consistent estimator
To find the MLE as solution of the equation (1) can be computationally
quite complicate. It can be interesting to find some other estimators which
can be much more easily calculated. If we have just three detectors, then
one simple estimator was proposed by Pu [16]. We consider the construction
of the estimator in two steps. First we solve k one dimensional estimation
problems of estimation of arriving times τj , j = 1, . . . , k and then having k
estimators τˆ1,n, . . . , τˆk,n we estimate the parameter ϑ0.
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We have k inhomogeneous Poisson processes Xn = (Xn1 , . . . , X
n
k ), where
Xnj = (Xj (t) , 0 ≤ t ≤ T ) is a Poisson process with the intensity function
λj,n (τj , t) = nλj (t− τj) + nλ0, 0 ≤ t ≤ T.
Therefore we have k likelihood ratios
L
(
τj , X
n
j
)
= exp
{∫ T
τj
ln
(
1 +
λj (t− τj)
λ0
)
dXj (t)− n
∫ T
τj
λj (t− τj) dt
}
and can introduce k MLEs τˆj,n, by the equations
L
(
τˆj,n, X
n
j
)
= sup
τj∈Θj
L
(
τj , X
n
j
)
, j = 1, . . . , k.
The true value of τ = (τ1, . . . , τk) is τ0 = (τ1 (ϑ0) , . . . , τk (ϑ0)). Let us denote
the vector MLE τˆn = (τˆ1,n, . . . , τˆk,n) and introduce the corresponding Fisher
information matrix Iτ (ϑ0) =
(
Iτ (ϑ0)j,i
)
j,i=1,...,k
Iτ (ϑ0)j,i =
∫ T
τj
λ′ (t− τj)2
λ (t− τj) + λ0dt δi,j
where δj,i = 1I{j=i}, i.e., this matrix is diagonal. We have the following result
Theorem 2 Let the conditions R be fulfilled, then the MLE τˆn is consistent,
asymptotically normal
√
n (τˆn − τ0) =⇒ ξ ∼ N
(
0, Iτ (ϑ0)
−1)
,
we have the convergence of polynomial moments and this MLE is asymptot-
ically efficient.
Proof. The proof of this theorem can be obtained by a slight modification
of the proof of the Theorem 2.4 in [13]. The similar properties has the
corresponding BE τ˜n.
Suppose that we have already this vector of MLE τˆn with the values
close to the true value. Our goal is to construct an estimator of the position
ϑ0 = (x0, y0). We propose the linear system which gives a good estimator of
ϑ0 as follows. We have
zj,n ≡ ν2τˆ 2j,n = (xj − xˆ0)2 + (yj − yˆ0)2 = x2j + y2j + xˆ20 + yˆ20 − 2xj xˆ0 − 2yj yˆ0
= r2j + rˆ
2
0 − 2xj xˆ0 − 2yjyˆ0 = r2j − 2xjγˆ1 − 2yjγˆ2 + γˆ3,
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where we denoted γˆ1 = xˆ0, γˆ2 = yˆ0, γˆ3 = ‖ϑˆ0‖2. Consider the problem of
estimation of the vector γ0 = (γ0,1, γ0,2, γ0,3) by the observations
zj,n = r
2
j − 2xjγ0,1 − 2yjγ0,2 + γ0,3 + εj,n, j = 1, . . . , k.
Here εj,n is the noise process and the proposed model is an approximation of
the model of observations. Using the method of least squares
∂
∂γl
k∑
j=1
[
zj,n − r2j + 2xjγ1 + 2yjγ2 − γ3
]2
= 0, l = 1, 2, 3,
we obtain the system of equations
− 2
k∑
j=1
xj γ
∗
1,n − 2
k∑
j=1
yj γ
∗
2,n + kγ
∗
3,n =
k∑
j=1
(
zj,n − r2j
)
,
− 2
k∑
j=1
x2j γ
∗
1,n − 2
k∑
j=1
xjyj γ
∗
2,n +
k∑
j=1
xj γ
∗
3,n =
k∑
j=1
xj
(
zj,n − r2j
)
,
− 2
k∑
j=1
yjxj γ
∗
1,n − 2
k∑
j=1
y2j γ
∗
2,n +
k∑
j=1
yj γ
∗
3,n =
k∑
j=1
yj
(
zj,n − r2j
)
.
Therefore we have to solve the linear equation
Aγ∗n = Zn,
where
A =

 −2
∑k
j=1 xj , −2
∑k
j=1 yj , k,
−2∑kj=1 x2j , −2∑kj=1 xjyj, ∑kj=1 xj ,
−2∑kj=1 xjyj, −2∑kj=1 y2j , ∑kj=1 yj,


and Zn =
(∑k
j=1
(
zj,n − r2j
)
,
∑k
j=1 xj
(
zj,n − r2j
)
,
∑k
j=1 yj
(
zj,n − r2j
))T
.
We consider now the three dimensional parameter γ = (γ1, γ2, γ3)
T with
independent components. Of course we have the relation γ23 = γ
2
1 + γ
2
2 ,
which we do not use here. We suppose that the symmetric matrix A is non
degenerate.
Let us introduce the k × 3 matrix C = (cj,r)
cj,1 = 2ν
2τ0,jσj , cj,2 = 2ν
2xjτ0,jσj , cj,3 = 2ν
2yjτ0,jσj , j = 1, . . . , k,
where
σ2j =
(∫ T
τj(ϑ0)
λ′j (t− τj (ϑ0))2
λj (t− τj (ϑ0)) + λ0 dt
)−1
,
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and put
D (ϑ0) = A
−1
C
T
CA
−1.
The properties of the estimator γ∗n = A
−1Zn are given in the following propo-
sition.
Proposition 1 Let the conditions R be fulfilled and the matrix A be non
degenerate, then the estimator γ∗n is consistent, asymptotically normal
√
n (γ∗n − γ0) =⇒ N (0,D (ϑ0)) ,
and the moments converge.
Proof. As we have the asymptotic normality of τˆj,n (Theorem 2) we can
write τˆj,n = τ0,j+n
−1/2σjξj,n and ξj,n =⇒ ξj. Recall that (ξ1, . . . , ξk) are i.i.d.
N (0, 1). Therefore
Z1,n =
k∑
j=1
(
zj,n − r2j
)
=
k∑
j=1
(
ν2τˆ 2j,n − r2j
)
=
k∑
j=1
(
ν2
(
τ0,j + n
−1/2σj ξj,n
)2 − r2j)
=
k∑
j=1
(
ν2τ 20,j − r2j
)
+
2ν2√
n
k∑
j=1
τ0,jσj ξj,n +O
(
1
n
)
= Z1,0 +
1√
n
k∑
j=1
cj,1 ξj,n +O
(
1
n
)
,
and
Z2,n =
k∑
j=1
xj
(
ν2τ 20,j − r2j
)
+
2ν2√
n
k∑
j=1
xjτ0,jσj ξj,n +O
(
1
n
)
= Z2,0 +
1√
n
k∑
j=1
cj,2 ξj,n +O
(
1
n
)
,
Z3,n =
k∑
j=1
yj
(
ν2τ 20,j − r2j
)
+
2ν2√
n
k∑
j=1
yjτ0,jσj ξj,n +O
(
1
n
)
= Z3,0 +
1√
n
k∑
j=1
cj,3 ξj,n +O
(
1
n
)
.
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The limit covariance matrix
Rl,m = lim
n→∞
nEϑ0 (Zl,n − Zl,0) (Zm,n − Zm,0) =
k∑
j=1
cj,lcj,m.
We can write
√
n (γ∗n − γ0) = A−1
√
n (Zn − Z0) =⇒ A−1CTξ
The convergence of the moments follow from the convergence of the mo-
ments of the estimator τˆn.
Let us denote ϑ∗n =
(
γ∗1,n, γ
∗
2,n
)T
and call it mean square estimator (MSE)
of ϑ.
Then the Proposition 1 allows us to write the following
Corollary 1 Let the conditions R be fulfilled and the matrix A be non de-
generate, then the estimator ϑ∗n is consistent and asymptotically normal
√
n (ϑ∗n − ϑ0) =⇒ N (0,M (ϑ0)) ,
where
M (ϑ0) =
(
D (ϑ0)1,1 , D (ϑ0)1,2
D (ϑ0)2,1 , D (ϑ0)2,2
)
.
To avoid the large errors we can introduce the following condition
Sn =
∣∣γ23,n − γ21,n − γ22,n∣∣ < n−1/4.
For the large values of n it has to be fulfilled.
4 The case κ = 12
Let us consider the case of intensity function (3) in the case κ = 1
2
, i.e.,
λj,n (ϑ, t) = an |t− τj |1/2 1I{t≥τj} + nλ0, 0 ≤ t ≤ T,
where τj = τj (ϑ) is of course smooth function of ϑ. Recall that if κ ∈
(
0, 1
2
)
,
then we have cusp case [2] and if κ > 1
2
, then we have the smooth case con-
sidered in this work. We start with the problem of estimation the parameter
τ = (τ1, . . . , τk). Moreover as the Poisson processes with such intensity func-
tions are independent it is sufficient to study the estimation of just one τj ,
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which we denote as τ . Hence we suppose that the intensity function of the
observed Poisson process Xn = (X (t)) , 0 ≤ t ≤ T is λn (t− τ) = nλ (t− τ)
λ (t− τ) = a |t− τ |1/2 1I{t≥τ} + λ0, 0 ≤ t ≤ T.
Note that the integral (Fisher information)
Iτ =
∫ T
0
(
∂λ (t− τ)
∂τ
)2
λ (t− τ)−1 dt
=
a2
4
∫ T
τ
dt
|t− τ |
[
a |t− τ |1/2 + λ0
] =∞.
Introduce the normalizing function ϕn = (n lnn)
−1/2 and the corresponding
log-likelihood ratio process (below τ0 is the true value and u > 0)
lnZn (u) =
∫ T
τ0
ln
λ (t− τ0 − ϕnu)
λ (t− τ0) dπn (t)
− n
∫ T
τ0
[
λ (t− τ0 − ϕnu)
λ (t− τ0) − 1− ln
λ (t− τ0 − ϕnu)
λ (t− τ0)
]
λ (t− τ0) dt
= In (u)− Jn (u)
with obvious notations.
We have the asymptotics
Eτ0In (u)
2 = n
∫ T
τ0
(
ln
λ (t− τ0 − ϕnu)
λ (t− τ0)
)2
λ (t− τ0) dt
= n
∫ τ0+ϕnu
τ0
(
ln
λ0
a (t− τ0)1/2 + λ0
)2
λ (t− τ0) dt
= n
∫ T
τ0+ϕnu
(
ln
a (t− τ0 − ϕnu)1/2 + λ0
a (t− τ0)1/2 + λ0
)2
λ (t− τ0) dt
= o
( u
lnn
)
+ n
∫ T−τ0
ϕnu
(
ln
(
1 +
a
√
t− ϕnu− a
√
t
a
√
t+ λ0
))2 (
a
√
t + λ0
)
dt
= o
( u
lnn
)
+ na2
∫ T−τ0
ϕnu
(√
t− ϕnu−
√
t
)2
a
√
t + λ0
dt (1 + o (1)) .
Below we put t = sϕn and use the expansion (for large s)
(√
s− u−√s)2 = s(√1− u
s
− 1
)2
=
u2
4s
(
1 +O
(
1
s
))
.
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Therefore
n
∫ T−τ0
ϕnu
(√
t− ϕnu−
√
t
)2
a
√
t+ λ0
dt = nϕ2n
∫ T−τ0
ϕn
u
(√
s− u−√s)2
a
√
sϕn + λ0
ds
=
nϕ2nu
2
4
∫ T−τ0
ϕn
u
1
s
(
a
√
sϕn + λ0
)ds (1 + o (1))
=
nϕ2nu
2
4
∫ T−τ0
ϕn
u
1
s
(
a
√
sϕn + λ0
)ds (1 + o (1))
≈ nϕ
2
nu
2
4
(
a
√
T − τ0 + λ0
) ln(T − τ0
ϕn
)
≈ nϕ
2
nu
2
4
(
a
√
T − τ0 + λ0
) [ln (n lnn)1/2 + ln (T − τ0)]
≈ u
2
8
(
a
√
T − τ0 + λ0
) .
The stochastic integral admits the representation
In (u) = aϕn
√
n
∫ T−τ0
ϕn
u
√
s− u−√s
a
√
sϕn + λ0
dWn (s) (1 + o (1))
=
aϕn
√
nu
2
∫ T−τ0
ϕn
u
1√
s
(
a
√
sϕn + λ0
) dWn (s) (1 + o (1)) .
Here we denoted
Wn (s) =
1√
nϕn
∫ τ0+ϕns
τ0
[dX (v)− nλ (v − τ0) dv]
=
X (τ0 + sϕn)−X (τ0)− n
∫ τ0+sϕn
τ0
λ (t− τ0) dt√
nϕn
.
Using the characteristic function of the stochastic integral we can verify
that as n→∞
1√
lnn
∫ (T−τ0)√n lnn
u
dWn (s)√
s
(
a
√
sϕn + λ0
) =⇒ N (0, 1
a
√
T − τ0 + λ0
)
.
The similar calculations for the ordinary integral Jn (u) give us the asymp-
totics
Jn (u) =
u2a2
16
(
a
√
T − τ0 + λ0
) + o (1) .
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Theefore for the likelihood ratio process we have
Zn (u) = exp
{
γu∆n − γ
2u2
2
+ rn
}
(12)
where rn → 0,
γ2 =
a2
8
(
a
√
T − τ0 + λ0
) , ∆n =⇒ N (0, 1) . (13)
The estimates (6) and (7) can be obtained too. These estimates and the
representation (12)-(13) allow verify the convergences
√
n lnn (τˆn − τ0) =⇒ N
(
0, γ−2
)
and
Eτ0 (τˆn − τ0)2 =
1
γ2n lnn
(1 + o (1)) .
Therefore this is smooth or regular case with asymptotically normal MLE.
5 One-step MLE
We have the same model of observations but our problem is to construct
an estimator-process ϑ⋆ = (ϑ⋆t,n, 0 ≤ t ≤ T ), where the estimator ϑ⋆t,n has
such form that it can be easy calculated and is asymptotically efficient. Of
course we cannot use the MLE because its calculation for all t ∈ (0, T ] is
computationally too difficult.
Such construction in the case of ergodic diffusion processes was proposed
in the work [14]. See as well the work [10], where the similar approach was
applied in the case of parameter estimation of hidden telegraph process. The
case of inhomogeneous Poisson processes was considered in [3]. Here we apply
the developed there techniques. The main advantage of this approach is the
simplicity of calculations of asymptotically efficient estimators.
We need a consistent and asymptotically normal estimator ϑ∗n
nq (ϑ∗n − ϑ0) =⇒ N (0,M (ϑ0)) , (14)
where q ∈ (1
4
, 1
2
)
and M (ϑ0) is some non degenerate matrix. To construct
such estimator we follow the work [9], Section 3.3 and use the thinning of a
Poisson process. Let XT = (X (t) , 0 ≤ t ≤ T ) be the Poisson process with
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intensity function λ (t). Let ti, i = 1, 2, . . . be the events of the process X
T ,
so that
X (t) =
∑
i
1I{ti<t}.
Let η1, η2, . . . be i.i.d. random variables such that P (ηi = 1) = p = 1 −
P (ηi = 0). Introduce the new process Y (t) as follows
Y (t) =
∑
i
ηi1I{ti<t}, 0 ≤ t ≤ T.
Lemma 4 ([17], Proposition 5.2) The process Y (t) , 0 ≤ t ≤ T is a Poisson
process with the intensity function pλ (t). The process X˜ (t) = X (t) − Y (t)
is also Poisson with intensity function (1− p)λ (t). The processes Y (t) and
X˜ (t) are independent.
Note that in [17] the proof is given for Poisson processes with constant inten-
sity function, but it can be easily modified to cover inhomogeneous Poisson
processes considered in our work.
The observed k Poisson processes Xn = (Xj (t) , 0 ≤ t ≤ T, j = 1, . . . , k)
with intensity functions
λj,n (ϑ0) = nλj (t− τj (ϑ0)) + nλ0, 0 ≤ t ≤ T, j = 1, . . . , k
using the thinning procedure we represent as the sum of 2k independent
Poisson processes
Y n = (Yj (t) , 0 ≤ t ≤ T, j = 1, . . . , k) ,
X˜n = (X˜j (t) , 0 ≤ t ≤ T, j = 1, . . . , k),
where Yj (t) = Xj (t)− X˜j (t) with the intensity functions
λYj,n (ϑ0, t) = npnλj (t− τj (ϑ0)) + npnλ0, 0 ≤ t ≤ T,
λX˜j,n (ϑ0, t) = n (1− pn) λj (t− τj (ϑ0)) + n (1− pn) λ0, 0 ≤ t ≤ T,
respectively. We put the probability pn = n
−b, where b ∈ (0, 1
2
)
.
Let us denote ϑ∗n the MSE constructed by the observations Y
n and remark
that it is asymptotically normal (14) with q = 1−b
2
. Remark that we need
not to use all k detectors and it is sufficient to construct the preliminary
estimator on the base of the three Poisson processes from three detectors
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(not on the same line). We can not introduce the One-step MSE-process
ϑ⋆t,n, t ∈ (0, T ] as in [3] by the formula
ϑ⋆t,n = ϑ
∗
n + It (ϑ
∗
n)
−1
k∑
j=1
∂τj (ϑ
∗
n)
∂ϑ
∫ t
τj(ϑ∗n)
ℓj (s, ϑ
∗
n)
n
[
dX˜j (s)− λX˜j,n (ϑ∗n, s) ds
]
.
Here we suppose that 0
0
= 0, the function
ℓj (s, ϑ
∗
n) =
λ′j (s− τj (ϑ∗n))
λj (s− τj (ϑ∗n)) + λ0
1I{s>τj(ϑ∗n)}
and the Fisher information matrix It (ϑ) is the slightly modified matrix I (ϑ).
The modification concerns the weights Jj (ϑ) in the definition of the norm
‖a‖ϑ and scalar product 〈a, b〉ϑ. The modified weights are
Jj,t (ϑ) =
1
ν2 ‖ϑj − ϑ‖
∫ t
τj(ϑ)
λ′j (s− τj (ϑ))2
λj (s− τj (ϑ)) + λ0 1I{s>τj(ϑ)} ds
and we write 〈a, b〉t,ϑ, ‖a‖t,ϑ. Therefore
It (ϑ) =
(
‖x− x0‖2t,ϑ , 〈(x− x0) , (y − y0)〉t,ϑ
〈(x− x0) , (y − y0)〉t,ϑ, ‖y − y0‖2t,ϑ
)
.
Let us put the estimators τj (ϑ
∗
n) in the order of increasing
τ(1) (ϑ
∗
n) < τ(2) (ϑ
∗
n) < . . . < τ(k) (ϑ
∗
n) .
It is evident that on the time interval
[
0, τ(1) (ϑ
∗
n)
]
we have ϑ⋆t,n = ϑ
∗
n. More-
over, for the values τ(1) (ϑ
∗
n) ≤ t ≤ τ(2) (ϑ∗n) the Fisher information matrix
It (ϑ
∗
n) is degenerated. In the case τ(2) (ϑ
∗
n) ≤ t ≤ τ(3) (ϑ∗n) this matrix is non
degenerate and the estimator ϑ⋆t,n is asymptotically normal.
Note as well that in the stochastic integral used in the definition of the
One-step MLE-process the random vector ϑ∗n is independent of the “obser-
vations” X˜j (·) because the Poisson processes Y n and X˜n are independent.
Therefore the stochastic integral is well defined.
We do not give here the strict proofs but just show why the estimator-
process ϑ⋆t,n, 0 < t ≤ T is asymptotically normal with the same parameters
as the MLE ϑˆt,n, 0 < t ≤ T . Here ϑˆt,n is the MLE constructed by the
first observations X t,n = (Xj (s) , 0 ≤ s ≤ t, j = 1, . . . , k). Of course, this
MLE is not even consistent for the values t ∈ [0, τ(3)] because up to τ(1) the
observations X t,n do not contain any information about ϑ0. The consistency
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of it is possible for the values t > τ(3) only. Indeed for these values we have the
consistent estimators of τ(1) (ϑ0) , τ(2) (ϑ0) , τ(3) (ϑ0) and if the corresponding
detectors are not on the same line then ϑ0 can be identified. The proof of
this asymptotic equivalence is a slight modification of the proof given in [3].
We can write
√
n
(
ϑ⋆t,n − ϑ0
)
=
√
n (ϑ∗n − ϑ0)
+ It (ϑ
∗
n)
−1
k∑
j=1
∂τj (ϑ
∗
n)
∂ϑ
∫ t
τj(ϑ∗n)
ℓj (s, ϑ
∗
n)√
n
dπ˜j (s)
+ It (ϑ
∗
n)
−1
k∑
j=1
∂τj (ϑ
∗
n)
∂ϑ
∫ t
τj(ϑ∗n)
ℓj (s, ϑ
∗
n)√
n
[
λX˜j,n (ϑ0, s)− λX˜j,n (ϑ∗n, s)
]
ds
=
√
n (ϑ∗n − ϑ0) + It (ϑ0)−1
k∑
j=1
∂τj (ϑ0)
∂ϑ
∫ t
τj(ϑ∗n)
ℓj (s, ϑ0)√
n
dπ˜j (s) + o (1)
− It (ϑ0)−1
k∑
j=1
∂τj (ϑ0)
∂ϑ
∂τj (ϑ0)
∂ϑ
T ∫ t
τj(ϑ∗n)
λ′j (s− τj (ϑ0))2
λj (s− τj (ϑ0)) + λ0ds
√
n (ϑ∗n − ϑ0)
= It (ϑ0)
−1
k∑
j=1
∂τj (ϑ0)
∂ϑ
∂τj (ϑ0)
∂ϑ
T 1√
n
∫ t
τj(ϑ∗n)
ℓj (s, ϑ0)dπ˜j (s) + o (1) .
Here dπ˜j (s) = dX˜j (s) − λX˜j,n (ϑ0, s) ds, we used the consistency of the esti-
mator ϑ∗n = ϑ0 +O
(
1√
n1−b
)
, Taylor formula and the equality
It (ϑ
∗
n) =
k∑
j=1
∂τj (ϑ0)
∂ϑ
∂τj (ϑ0)
∂ϑ
T ∫ t
τj(ϑ0)
λ′j (s− τj (ϑ0))2
λj (s− τj (ϑ0)) + λ0ds+ O
(
1√
n1−b
)
.
Hence (see (14))
√
n (ϑ∗n − ϑ0)O
(
n−
1−b
2
)
= nq (ϑ∗n − ϑ0)O
(
n
1
2
−q− 1−b
2
)
= nq (ϑ∗n − ϑ0) o (1) .
Now the asymptotic normality
√
n
(
ϑ⋆t,n − ϑ0
)
=⇒ N (0, It (ϑ0)−1)
follows from the central limit theorem for (independent) stochastic integrals
1√
n
∫ t
0
ℓj (s, ϑ0)dπ˜j (s) , j = 1, . . . , k.
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Therefore, the One-step MLE-process ϑ⋆t,n is asymptotically equivalent to the
MLE ϑˆt,n. Of course, the it is possible to verify the uniform convergence of
moments and the asymptotic efficiency of this estimator.
Recall that the One-step MLE-process is uniformly consistent, i.e., for
any ε > 0 and any ν > 0
Pϑ0
(
sup
ε≤t≤T
∥∥ϑ⋆t,n − ϑ0∥∥ > ν
)
−→ 0.
Moreover, it is possible to verify the weak convergence of the random process
u◦t,n =
√
n
(
ϑ⋆t,n − ϑ0
)
, ε ≤ t ≤ T to the limit Gaussian process (see [3]).
Of course, we can have the One-step MLE ϑ⋆n = ϑ
⋆
T,n too
ϑ⋆n = ϑ
∗
n + I (ϑ
∗
n)
−1
k∑
j=1
∂τj (ϑ
∗
n)
∂ϑ
∫ T
τj(ϑ∗n)
ℓj (t, ϑ
∗
n)
n
[
dX˜j (t)− λX˜j,n (ϑ∗n, t) dt
]
.
This estimator have the same asymptotic normality
√
n (ϑ⋆n − ϑ0) =⇒ N
(
0, IT (ϑ0)
−1)
.
We can check the uniform convergence of the moments (see [3]) and therefore
to prove the asymptotic efficiency of this estimator.
Another possibility is to use the CUSUM type estimators of τj and then
having first three estimators of the closest to the source sensors we can start
the One-step MLE of the position of source based on the observations of
other sensors.
6 Discussion
In this work we supposed that the source starts emission at the instant t = 0.
It is interesting to consider the more general statement with the unknown
beginning of emission τ∗. Therefore the signal received by the j-th detector
arrives at the moment τ¯j = τ
∗+ τj , where τj = ν−1 ‖ϑj − ϑ0‖. Let us denote
τˆj,n the MLE of the arriving time in the j-th detector. Then we have
ν2 (τ¯j − τ∗)2 = (xj − x0)2 + (yj − y0)2 , j = 1, . . . , k,
and
ν2τ¯ 2j = x
2
j + y
2
j + x
2
0 + y
2
0 − ν2τ 2∗ − 2xjx0 − 2yjy0 + 2ν2τ¯jτ∗.
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Let us denote γ1 = x0, γ2 = y0, γ3 = τ∗, γ4 = x20 + y
2
0 − ν2τ 2∗ and r2j =
x2j + y
2
j . Therefore for the estimator γ
∗
n =
(
γ∗1,n, . . . , γ
∗
4,n
)
of the parameter
γ = (γ1, . . . , γ4) we obtain the system
−2xjγ∗1,n − 2yjγ∗2,n + 2ν2τˆj,nγ∗3,n + γ∗4,n = ν2τˆ 2j,n − r2j , j = 1, . . . , k
and so on. The corresponding matrix A is already random and the estimator
needs a special study. From the consistency of the estimators τˆj,n, j = 1, . . . , k
we obtain the consistency of the estimator γ∗n.
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