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Abstract
Context : Heterogeneous computing, i.e., computing performed on processors
of different types—such as combination of CPUs and GPUs, or CPUs and
FPGAs—has shown to be a feasible path towards higher performance and less
energy consumption. However, this approach imposes a number of challenges on
the software side that must be addressed in order to achieve the aforementioned
advantages.
Objective: The objective of this thesis is to improve the process of software
deployment on heterogeneous platforms. Through a detailed analysis of the
state-of-the-art and state-of-the-practice, we aim to provide a reasoning frame-
work for engineers to migrate software to be executed on such platforms.
Method : To achieve our goal, we conducted: (i) a literature review in the
form of a systematic mapping study on software deployment on heterogeneous
platforms; (ii) a multiple case study in industry that highlights the main
challenges and concerns in the state-of-the-practice in the area; and (iii) a study
in which we propose and evaluate a decision framework to guide engineers in
migrating software for execution on heterogeneous platforms, with a case study
in the automotive domain.
Results: In the mapping study, we provided a thorough classification of the
identified concerns and approaches to deploying software on heterogeneous
platforms. Among other findings, we discovered a lack of holistic approaches
that include development processes, as well as few validation studies in industrial
contexts. In the second study, we discovered and analyzed common practices
and challenges that companies face when using heterogeneous platforms. One
of such challenges is related to the lack of approaches that cover the software
development lifecycle. In the third study, we proposed a decision framework
that guides engineers in the process of reasoning for migrating software for
execution on heterogeneous platforms. It consists of five stages (assessing,
re-architecting, developing, deploying, evaluating), each containing a set of
aspects to be addressed through the answers to predefined questions.
Conclusions: This thesis addresses a gap that was identified in both theory
and practice concerning the lack of holistic approaches to migrate software for
execution on heterogeneous platforms. Our proposed approach addresses the
problem through systematic guidance for engineers.
Future work : In the future, we intend to further refine the proposed framework
through case studies in domains other than automotive. We will explore its
integration with existing software engineering processes in industrial contexts,
performing in-depth analysis of the required adaptations and providing detailed
solutions within the stages of the framework.
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The role of software continues to gain importance in modern society. Computer
programs now have a long track of strongly pushing for evolution in domains
far beyond the obvious, such as applied mathematics. Software has completely
transformed the lives of billions of people in their common activities through
ubiquitous computing. Industry has also greatly benefited from extensive
digitalization of processes and automatization of activities previously performed
by humans. There is currently no forecast that is contrary to the idea that
software will continue to gain space in society. The most prominent use
of software nowadays is arguably in the field of Artificial Intelligence (AI),
which focuses on providing solutions to very complex computational problems.
Machine learning algorithms, for instance, allow for automatic data analysis
through which systems can learn from data, identify patterns and make decisions
with minimum human intervention [1].
One particular aspect becomes relevant as more and more responsibil-
ities are attributed to software and realized through the implementation of
functionalities: performance. The performance of a system also relies on its
hardware capability, which must not only be sufficient for a smooth execution
of a predetermined set of features, but also cheap enough to make products
financially viable. This is particularly challenging in the case of embedded
systems, which are often limited in resources and many times have real-time
and interface constraints [2]. In the past, the requirements for hardware perfor-
mance were fulfilled by (i) boosting the frequency of processing units (PUs)
or by (ii) adding transistors onto processors. Since boosting the frequency
of processors is becoming difficult [3], performance is primarily achieved by
increasing the transistor count. However, the number of transistors built on
chips has broken several records in recent times (e.g., Cerebras Wafer Scale
Engine featuring over 1.2 trillion transistors [4]). Making use of this many
transistors is difficult due to the inherent complexity in managing the circuit
logic.
The most promising way to fulfill these high demands for performance
is to employ heterogeneous platforms, i.e., hardware platforms consisting of
more than one type of processors. Heterogeneous platforms combine pro-
cessors such as: multi-core Central Processing Units (CPUs), Graphics Pro-
cessing Units (GPUs) Application-Specific Integrated Circuits (ASICs) and
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Field-Programmable Gate Arrays (FPGAs). Using such platforms creates the
impression of dedicated units that can be adapted to a wide range of application
domains. These dedicated units can significantly increase the overall system’s
performance and energy management through, for instance, optimizing the
workload distribution according to the types of data to be processed. There
currently exists a variety of processing units that can be used as accelerators,
though the development of technologies has made GPUs and FPGAs popular
due to their flexibility in improving the performance of applications in several
domains. In particular, GPUs have gained significant attention due to their
cost benefit in processing graphics in both industrial and consumer electron-
ics contexts. In the latter, the popularization is mainly driven by personal
computers and mobile phones.
Despite the fact that the difficulty in programming for such platforms
is decreasing [5], there are multiple concerns that must be addressed in order
to handle the inherent complexity of both hardware and software in such
environments. Compared to traditional CPU-based programming, software
development for heterogeneous platforms requires the developer to acknowledge
several aspects of the underlying hardware as soon as in the design phase, when
different software deployment strategies may be modeled and analyzed. For in-
stance, the memory shared between the processors must be explicitly managed
even when using comprehensive hardware manufacturer development frame-
works such as CUDA for NVIDIA GPUs [6]. Further, by using heterogeneous
platforms, the software architecture is assumed to follow a primary/secondary
pattern, as the main flow of the application is typically executed by the CPU
while the computationally heavy portion of the algorithm is dispatched to the
accelerator.
In real-world software engineering contexts, the adoption of heterogeneous
platforms is gradual, driven by necessity, and very dependent on the application
that is to be executed. It is common practice that software is first developed for
execution on CPUs and then migrated to a solution based on multiple processors,
due to prototyping and the evaluation of need for additional performance. The
change is typically guided by a particular performance benchmark that is
previously defined in the requirements and achieved through the selection of a
particular hardware solution. Such software migration may require changes not
only to the source code itself, but also to the overall software architecture, the
development processes, and the business practices that are currently in place. In
some cases, a software project might start already with heterogeneous platforms
in place for execution of applications that are known to be highly demanding on
computational power. However, even in such cases, the hardware costs must be
justified through the performance benchmarking of implementations based on
CPUs. In this sense, the migration of software for execution on heterogeneous
platforms represents a relevant activity that must be addressed by engineers in
the process of adopting heterogeneous platforms.
This thesis consists of an introduction chapter that covers the overall
description of the research, followed by a collection of five papers. The papers
have been formatted to fit the layout of the thesis, being included as individual
chapters. This introduction chapter covers the overall description of the research
and is organized as follows. Section 1.1 introduces the background of this work.
Section 1.2 presents the research goal, scope, and research questions of this
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thesis. Section 1.3, describes the research methodologies used in this work.
Section 1.4, summarizes the contributions of this thesis and discusses their
connections to the research questions. Section 1.5 presents an overview of
the publications included in this thesis. Section 1.6 discusses the threats to
the validity of this work. Then, Section 1.7 presents the conclusions. Finally,
Section 1.8 describes our intentions for future work.
1.1 Background
In this section, we provide the background for the main topics covered in
this thesis: heterogeneous platforms (heterogeneous computing), software
deployment, and software refactoring.
1.1.1 Heterogeneous platforms
During our investigation, we discovered that the literature refers to the term
“heterogeneous platform” in different ways. Besides meaning different processors,
we found that this term also refers to platforms containing processors of the
same type, but with different capacities. For instance, a system that includes
2 CPUs with a different number of cores and/or clock frequencies is often
called heterogeneous. Another situation in which the term is commonly found
is when the types and other characteristics of the processors are omitted, being
discussed only their differences in capacity. For example, strictly combinatorial
problems consider a cost formula and a few performance attributes of the
processors in order to determine the best deployment strategy.
In this thesis, we adopted the following definition of heterogeneous com-
puting: complex systems composed of different kinds of processing units which
use different processing paradigms and are designed for different types of tasks
which work together in order to provide the best processing performance for
diverse computing needs [7]. In this sense, we consider a heterogeneous platform
as a hardware set consisting of at least two different types of processors that
are specialized in different types of tasks.
An example of heterogeneous hardware architectures is shown in Figure 1.1
[3]. In Figure 1.1(a), the single-chip Cell Broadband Engine Architecture
(CBEA) is depicted consisting of a traditional CPU core and eight single-
instruction multiple data (SIMD) accelerator cores. Each core can run separate
programs and communicate through a fast on-chip bus. Its main design criteria
is to maximize performance while consuming minimum power. Figure 1.1(b)
illustrates a GPU with 30 highly multi-threaded SIMD accelerator cores in
combination with a standard multicore CPU. The GPU has superior bandwidth
and computational performance. It is designed for high-performance graphics,
where throughput of data is key. In Figure 1.1(c), a standard multi-core CPU
is paired with an FPGA consisting of an array of logic blocks. FPGAs can
also incorporate regular CPU cores on-chip, making it a heterogeneous chip by
itself. FPGAs offer fully deterministic performance and are designed for high
throughput, for example, in telecommunication applications.
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Figure 1.1: Example of heterogeneous hardware architectures as shown in [3]:
(a) Cell Broadband Engine (heterogeneous chip), (b) a CPU in combination
with a GPU, and (c) a CPU in combination with an FPGA.
1.1.2 Software deployment
The concept of deployment also varies according to the context in which the
study is performed. For business research, it may refer to strategies for update
releases of a mobile app. For technology research, deployment may refer to the
tools that are used to facilitate and enable deployment, e.g., Docker [8]. For
fundamental research, it may refer to the mathematical strategies to optimize
load balance in a heterogeneous environment.
In the context of software engineering, software deployment comprises a
set of activities resulting in a system that is available for use [9]. These activities
can be very diverse and include a wide range of processes, such as users training,
integration of new features into the existing system, the actual installation of
software on the underlying hardware, etc. A typical deployment activity refers
to the activities in the process of installing software on hardware, including
the decision about the units in which software components will be executed
(component allocation). The activities include partitioning the software system
into components and planning their execution on different processing units.
As we conducted this work, we realized that the activities performed in
the typical deployment stage are heavily influenced by activities in previous
stages in the software process. For instance, we learned that one common way
to realize deployment onto heterogeneous platforms is by using a development
framework, which needs to be applied as soon as in the architecture phase. For
this reason, we extend the concept of deployment to include all activities that
are relevant throughout the software engineering process to successfully execute
software onto a heterogeneous platform. Further, we focus on deployment from
the software perspective rather than from the hardware perspective.
One example representation in the domain of cyber-physical systems is
shown in Figure 1.2, where a deployment scenario is depicted. On the hardware
side, there is a heterogeneous platform consisting of an FPGA, n CPUs and m
GPUs that are available for processing data, and these units have interfaces
with different types of sensors and actuators. The software is decomposed
into components that can be deployed according to different configurations,
while the following assumptions might be relevant: (i) instructions might
execute in a shorter time on the FPGA when compared to CPUs or GPUs,
however programming for FPGAs is complex and more time consuming; (ii)
two dependent applications might be executed faster in different executing
units, however the communication between them might be compromised by
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Figure 1.2: Generic modelling scenario of cyber-physical systems, depicting
software deployment on a heterogeneous platform [10].
the available bandwidth; (iii) allocating components and highly parallelizable
applications on a single executing unit (e.g., GPU) might be less complex, but
also compromises energy efficiency. Other aspects may also be considered, such
as the impact of the technology used to encapsulate processes for software
deployment or the underlying environment in which the application is executed.
1.1.3 Software migration & decision process
The most important challenge to software engineering when employing het-
erogeneous platforms is the fact that legacy CPU-based applications are not
ready for execution on such hardware. Due to the inherent differences in the
architecture and development processes, the software must be migrated prior
to deployment. The term refers to the set of steps that engineers take in order
to make an existing CPU-based application executable on a heterogeneous
platform. Migration is not only performed in legacy CPU-based applications,
but also in the implementation of new functionalities, since a CPU-based
implementation is typically used to measure performance of the system using
accelerators. It is generally simpler and faster to create prototypes and proofs
of concept, targeting execution on CPUs. In this case, the CPU-based imple-
mentation is used as benchmark to assess the behavior of applications deployed
on heterogeneous platforms.
Software migration requires careful analysis of the existing requirements
and functionalities in order to determine the extent to which they are relevant
to the business. The process can be seen as an opportunity to improve the
software itself as well as the development processes that are currently in use. In
the case of legacy applications, it is not uncommon that the knowledge about
technical details of the system is scarce across the organization, demanding that
the business goals are revisited. Architecture erosion, i.e., a mismatch between
the planned architecture and the actual architecture [11], is a phenomenon
that might be identified and addressed in this process. Furthermore, the
architectural pattern might be updated, such as in the case of a transformation
from monolithic to a microservices architecture [12]. As there is no standard
heterogeneous architecture currently in use, the cost of each migration seems
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to include many architecture-specific issues that must be addressed. Most
concerns in migrating are related to software/hardware mapping and the
required changes to the interfaces, along with adaptations in the messages that
are passed between components.
Among other tasks, the migration of applications to heterogeneous plat-
forms includes software refactoring [13]. The term refers to the process of
restructuring code without changing the application’s external behavior while
improving non-functional properties. The refactoring approach has become
more prominent in recent years due to the rise in the number of programming
models, languages and frameworks for expressing parallelism [14]. Furthermore,
models that are specific to particular accelerators, such as GPUs, have also
appeared and need to be considered [15]. Typically, parallelism must be ex-
pressed in initially sequential applications in order to fully take advantage of
the capabilities of heterogeneous platforms. In terms of implementation details,
the current technologies require programmers to explicitly handle memory
spaces between different processing units. Thus, the process of migrating
software must account for the increased complexity in the code in addition
to the changes in the architecture. Furthermore, the migration might require
changes in the existing software engineering processes that are in place, as
well as in the adoption of new software development frameworks, tools, and
deployment routines.
The aforementioned challenges to software migration must be addressed
through a decision process in order to achieve the desired benefits of hetero-
geneous platforms. Particularly in industry, such process must be clear and
systematic in guiding engineers due to the need of reproducibility. A typical
decision process includes the identification of a decision, information gather-
ing, and assessing alternative solutions [16]. In the context of heterogeneous
platforms, an effective decision process must contain all relevant aspects of
migration for engineers to reason upon and ultimately address according to
their software engineering contexts. In this sense, the application of a step-by-
step decision process based on predefined steps reduces the risks in the project
connected to diverse interpretations and engineering actions.
1.2 Research Goal & Scope
The ultimate goal of this thesis is to provide a decision framework for engineers
in the process of migrating software for execution on heterogeneous platforms.
This goal implies an investigation of both academic and industrial contexts in
order to provide: (i) an overview of the state-of-the-art of software deployment
on heterogeneous platforms; (ii) an overview of the common challenges and
practices in industry when developing software for heterogeneous platforms;
and (iii) a decision framework that supports reasoning in the task of migrating
software for execution on heterogeneous platforms.
The topic of heterogeneous platforms is often referred to as a discipline
in the area of hardware engineering. In this work, however, we consider
the software engineering perspective, which covers methods, processes, and
techniques that enable and lead to the execution of software on such platforms.
Based on the research goal, we formulated three research questions, as follows.
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RQ1: What are the main concerns and approaches in software deployment on
heterogeneous platforms?
As the first step towards understanding the area of research, we aimed
to investigate the state-of-the-art of software deployment on heterogeneous
platforms, focusing on the main concerns and approaches that can be found
in the literature. The purpose of RQ1 is to obtain an overview of the body of
knowledge in the area by revealing concerns and approaches that are relevant
when deploying software on heterogeneous platforms.
RQ2: What are the challenges in industry concerning software development
for heterogeneous platforms?
The purpose of RQ2 is to obtain an overview of the scenario in industry
regarding the development of software for heterogeneous platforms. For this,
we aimed at identifying the challenges that must be addressed and charac-
teristics that are relevant about companies in different domains when using
heterogeneous platforms.
RQ3: What is a relevant process for engineers to follow when migrating
software to heterogeneous platforms?
Based on the overviews obtained from both academia and industry con-
texts, we narrow the scope of research in order to propose an approach ad-
dressing the migration problem. With RQ3, we aim to identify aspects that
are relevant to successfully migrate software for execution on heterogeneous
platforms.
1.3 Research Methodology
We used four different research methods to address the formulated research
questions, as follows.
1.3.1 Systematic literature reviews
To address RQ1, we conducted a systematic literature review in the form of
a mapping study. Mapping studies differ from classic systematic literature
reviews in their broadness and depth [17,18]. Instead of rigorously searching,
analyzing and assessing studies, selected information is extracted from the
primary studies in order to obtain an overview of the current state-of-the-art
of research in a particular field.
We aimed at performing a systematic approach to increase reliability of
the study and enable reproducibility in the future. The search included the
most relevant academic databases in computer science and followed a set of
predefined inclusion and exclusion criteria. After the selection of studies from
the libraries, we performed the snowballing procedure [19] to also cover related
papers. The review selected 146 primary studies, and therefore collected a large
amount of data to be analyzed and discussed. We followed the standard rigorous
procedure for systematic mapping studies, and complemented with a bottom-up
approach to find similar common characteristics of the studies. Finally, we
provided different classifications in order to obtain a better understanding of
the area.
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1.3.2 Exploratory case studies
To address RQ2, we conducted an exploratory study in the form of a multiple
case study in industry. The study was designed based on the guidelines
for conducting and reporting case studies in software engineering [20]. The
process included the assessment of the scenario in four companies through semi-
structured interviews with experienced practitioners in the area of heterogeneous
computing. In total, ten participants with different roles and from companies
in different domains were interviewed face-to-face by two researchers. Each
interview had the duration of 30 to 60 minutes and was recorded with the
participant’s consent. The interview questions were prepared in advance,
piloted and discussed among the authors. The data collection followed an
interview guide and included the recorded audios and notes taken by the
researchers during the interviews. The data analysis was performed using
thematic synthesis [20], resulting in a mindmap structure (available online [21]).
It contains all aspects that were discussed during the interviews organized in
clusters.
1.3.3 Design science
To address RQ3, we conducted the studies based on the design science method-
ology. In summary, design science research (or constructive science research)
focuses on establishing and operationalizing research when the desired goal is
an artifact or a recommendation [22]. The application of this approach results
in new ideas or a set of analytical techniques that enable the development of
research [23]. In practice, the conducted research activities were separated into
3 stages: exploration, conceptualization and evaluation.
The exploration stage consisted of studying the available literature and
analyzing the current state-of-the-practice in industrial contexts through work-
shops and discussions with experts in industry. These meetings occurred in the
context of an AI project in partnership with several companies in the Nordics.
This stage resulted in the discovery of several concerns and approaches related
to the development of software for heterogeneous platforms.
The conceptualization stage included an iterative sketch of the solution
based on the knowledge acquired during exploration. In this case, we prepared
the first versions of the proposed framework and discussed its details with
the experts. Several aspects were refined based on their comments through
discussions among the researchers involved. Then, we iterated and continued
to refine the proposal until it reached a certain level of maturity. Both positive
and negative feedback was collected in the meeting occasions. The result was
a decision framework containing different stages, aspects, and questions that
should be answered.
Then, the evaluation stage consisted of preparing, distributing, and
analyzing the results of a questionnaire that was sent to several companies.
The questionnaire was designed with the intention of capturing the expert’s
feedback about the framework through explicit, open questions about their
daily activities regarding the topic. These questions were derived from the
concerns and questions proposed in the framework, allowing for questioning
about each stage of the framework. Then, we performed qualitative analysis
that resulted in a set of aspects that are described in the publications as the
1.4. CONTRIBUTIONS 9
highlights of the process. In addition to the questionnaire, we also conducted a
case study in order to demonstrate the usability of the approach in practice.
We selected a functionality in the domain of self-driving vehicles developed
within a research facility associated with Chalmers University of Technology.
1.4 Contributions
In this section, we present a summary of the three research contributions,
followed by their relation to the papers included in this thesis. These contribu-
tions are the outcome of our investigation on the topics that were previously
described, aiming to answer the research questions that were elaborated.
The main contributions of this thesis are the following:
1. An overview of the main concerns and approaches of software deployment
on heterogeneous platforms;
2. The identification of common practices and challenges when developing
software for heterogeneous platforms in industry; and
3. A decision framework for guiding engineers in refactoring software for exe-
cution on heterogeneous platforms.
Table 1.1: Mapping between contributions, topics, research questions, papers,
and research methods.
Contributions Topics Questions Papers Research methods
Contribution 1
Software deployment: concerns and approaches
RQ1
Paper A Systematic mapping study
Software architecture solutions Paper B (literature review)




Paper D Design science
Decision framework for migration Paper E (case study)
We started by conducting a systematic literature review in the form of a
mapping study to obtain an overview of the area through the literature, leading
to Contribution 1. This study revealed several concerns that are relevant and
approaches that can be used for deploying software on heterogeneous platforms.
Then, we conducted an exploratory study that provided an overview of the
common practices in industry, including the challenges that companies typically
face when developing software for heterogeneous platforms, which led to Con-
tribution 2. Finally, we delivered Contribution 3 by synthesizing the knowledge
obtained in the previous studies to propose a systematic approach to guide
engineers in the process of migrating software for execution on heterogeneous
platforms. The relation between research questions, contributions, papers, and
their main topics is shown in Table 1.1. In the next subsections, we provide a
summary of the contributions, extracted from the papers.
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1.4.1 Contribution 1: An overview of the main concerns
and approaches of software deployment on hetero-
geneous platforms
We systematically searched and analyzed the literature in order to obtain
an overview of the research area through the mapping study methodology.
We considered papers indexed by trusted libraries in computer science and
followed a pre-defined process to formulate the research questions, conduct the
research, screen the papers, and extract data from them. Then, the synthesis
was performed in the search for gaps, trends, and patterns that allow for an
overview of the research area.
Contribution 1 is associated with the following research question:
RQ1: What are the main concerns and approaches in software deployment on
heterogeneous platforms?
In the literature, the majority of studies discussing heterogeneous plat-
forms referred to a combination of CPU and GPU processing units, as shown
in Figure 1.3.
Figure 1.3: Distribution of primary studies according to the types of processors
being discussed.
Most primary studies (91.7%) proposed solutions to a particular problem,
rather than providing evaluations of existing approaches or opinions on a topic.
The validation in the papers mostly focused on demonstrating the applicability
of the proposed approach through a simple example or through experiments in
a case study.
More than 100 concerns were identified in the selected primary studies.
They were organized into the following categories: scheduling, software qual-
ity, software architecture, development process and hardware. Each category
contains several sub-categories showing the complexity of the concerns.
Scheduling: refers to the means and the order in which portions of the
software are executed, in different levels of granularity. The main discussion in
this topic is about load balancing, and how challenging it is to avoid imbalance
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in runtime. Scheduling often referred to either tasks, kernels, or complete
applications.
Software quality: refers to overall quality attributes of the software, such
as performance and maintainability. The most addressed topic is performance,
followed by portability, efficiency, maintainability and scalability.
Software architecture: includes concerns related to the management of
the architecture-level attributes of systems containing heterogeneous platforms.
The main concern in software architecture is the efficient management of data
and memory. This topic includes discussions about the means to transfer data
and the communication requirements between processors.
Development process: refers to the activities and challenges that are
relevant from the perspective of a software engineering process. The main
related concern is the efficiency in the process, including the use of different
programming models, vendor-specific tools and libraries. The complexity in de-
veloping software for heterogeneous platforms, including parallel programming,
is also a concern.
Hardware: includes technical concerns that are directly related to the
physical portion of the system. The main concerns are related to the hardware
constraints, energy consumption and the possibility of components malfunc-
tioning.
The discovered approaches were classified into general practices, design
time practices, and runtime practices. In other words, we clustered practices
that can be applied to design time, runtime, or that are applied orthogonally.
General practice approaches provide general principles, rather than focusing
on life cycle, while theoretical frameworks can be applied to both design and
runtime.
General practices: include techniques that are orthogonal to the binding
time in the software development process (design time and runtime). These
techniques can be used in either or in both stages, such as development
frameworks. Most approaches to realize software for heterogeneous platforms
are frameworks and APIs, such as CUDA and OpenCL. Further, several load
balancing techniques and scheduling algorithms are used to determine which
and when each portion of the software is executed on a given processor. In
the development process, simulation and visualization techniques are typically
used to predict the behavior of the applications.
Design time practices: refer to the set of approaches and methods per-
formed at design time, aiding in the optimization of the mapping between
software portions and hardware portions (e.g., profiling, cost functions). In
several approaches, the tasks and resources are modelled using graphs and
abstract specifications, while performance models are used to estimate the
execution time of the tasks. In terms of software architecture, the following
styles are used: layered architectures, pipelined architectures and master-slave
architectures. Some architectural principles are also used, such as: separation
of concerns, aspect-oriented architectures, standardized architectures, and the
use of dedicated communication structures.
Runtime practices: refer to mechanisms that perform changes during
runtime, such as running a giving kernel once on all available processors and
storing performance results. Several solutions implement their own scheduler
that is used at runtime for allocating taks to processors. Further, the schedule
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Figure 1.4: Distribution of studies according to the concerns (RQ1), approaches
discussed (RQ2) and their main purposes.
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at runtime is estimated through profiling, which executes small portions of the
workloads and their execution times are collected. Other techniques such as
task queueing and tracking of the states of the jobs are also used.
Figure 1.4 depicts the distribution of studies according to the concerns,
approaches and the main purposes of these studies. It shows a concentration
of studies discussing the following concerns: scheduling, software quality, ar-
chitecture, and slightly less the development process. They are almost equally
distributed over the approaches i.e., design time, runtime, and general practices.
Most studies discussing these concerns have as their main purpose to develop
a programming framework, algorithms, or tools for deployment optimization.
A large portion of the studies propose practices that are orthogonal to the
software deployment binding time, and can be applied either at design time
or runtime, or represent a more complete approach that includes both. On
the other hand, concerns like hardware, evaluation and simulation are not as
widely discussed, and thus represent opportunities for research. In summary, we
identified a lack of holistic approaches to developing software for heterogeneous
platforms, since most studies focused on particular concerns (e.g., scheduling
of tasks). Further, there were very few studies that presented validation or
evaluation research, which indicates a relative immaturity of the field and thus
opportunity for future research.
1.4.2 Contribution 2: An overview of the common prac-
tices and challenges when developing software for
heterogeneous platforms in industry
We conducted a multiple case study in industry in order to obtain an overview
of the common practices and challenges in industry when developing software
for heterogeneous platforms. The exploratory study included semi-structured
interviews with experts from companies in different domains. The interviews
mainly focused on concerns and approaches, as defined in the previous studies.
Contribution 2 is associated with the following research question:
RQ2: What are the challenges in industry concerning software development
for heterogeneous platforms?
The data obtained from the interviews indicated that the companies
were in different stages regarding the use of heterogeneous platforms in their
products. Thus, the experts in the companies experience scenarios with different
characteristics, with different challenges, and use different tactics to address
them. To structure the results, we condensed the challenges into a classification
that describes the different stages that the companies are in regarding the
adoption of heterogeneous platforms. The classification includes 4 stages:
Migrating, Establishing a process, Scaling up, and Refining the process. In
addition to the challenges in each stage, we collected the main goal of the
company in using heterogeneous platforms, the type of applications that are
developed, the practitioners’ take on software architecture, and (iv) the type of
toolchains that are used. The overview of the structure is shown in Figure 1.5.
In the migrating stage, the challenges are mostly related to building up
hardware-specific expertise in the development teams. Depending on the type
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Figure 1.5: Stages of adoption of heterogeneous platforms.
of hardware that is chosen, the learning curve must be taken into account
in the trade-off analysis for adoption. When establishing a process, there
are difficulties in complying with the differences introduced by heterogeneous
platforms in the development process. For instance, it is not straightforward
to establish a process when new frameworks or deployment routines must
be adopted. In the automotive domain, there are challenges related to the
introduction of new hardware resources, such as heating, management of energy
consumption and lack of physical space. Companies in the scaling up stage
were concerned with the quality of support that is provided by manufacturers
and framework providers. When refining a process, there is a challenge in
adjusting to hardware evolution, as the product life cycles in some domains are
long. Further, there are typically high costs involved in changing the software
when new hardware is introduced.
In summary, it is clear that the adoption of heterogeneous platforms
requires additional efforts throughout the development process, particularly in
the initial phase of using heterogeneous platforms. Practitioners typically rely
on the tools and frameworks that are provided by the manufacturers, therefore
the topics previously discovered in the literature were either not discussed in
the detail or not brought up at all during this study. The concerns identified in
the literature are mostly on system level (low-level), rather than on application
level. In contrast, the challenges reported by the practitioners are on a higher
level of abstraction, such as the lack of hardware expertise and the lack of
tool support. Their focus is on the improvement of development processes,
organization issues and high-level software design.
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1.4.3 Contribution 3: A decision framework for guiding
engineers in refactoring software for execution on
heterogeneous platforms
Based on the identified challenges in both academia and industry, we proposed
a decision framework for migrating software to heterogeneous platforms. The
study was performed based on the design science methodology, through which we
analyzed the current practices and proposed a solution based on our interactions
with experts in industry. In the context of heterogeneous platforms in industry,
we identified the need for a decision process that contains all relevant aspects
of migration. The decision process must contain steps for engineers to follow
in order to reason upon the issues that may arise and effectively prepare
the software for execution on heterogeneous platforms. Furthermore, the
application of a step-by-step decision process based on predefined steps reduces
the risks in the project connected to diverse interpretations and engineering
actions.
Contribution 3 is associated with the following research question:
RQ3: What is a relevant process for engineers to follow when migrating
software to heterogeneous platforms?
The interactions with experts resulted in initial sketches of the pro-
posed Heterogeneous Platform Migration framework (HPM-Frame), which was
evolved through their feedback. It consists of 5 stages, namely: Assessing,
Re-architecting, Developing, Deploying, and Evaluating. Each stage includes a
number of main concerns that should be addressed and questions that should
be answered in order to obtain decision support for the migration procedure.
The stages are briefly described as follows.
Assessing. This stage mainly reasons about the feasibility of system
migrating towards heterogeneous platforms. It assesses the advantages, dis-
advantages, and the preliminary impact of migrating. The bottlenecks of the
system must be identified based on a selected set of non-functional properties
to be improved. As early as in the assessing stage, the hardware to be used
must be identified in order to adjust the subsequent steps accordingly. Then,
the possibility of redesigning the identified portion should be preliminarily as-
sessed through the identification of constraints. Further, a preliminary analysis
must be conducted in order to determine the impact on the existing software
architecture, and the consequences of such changes in the project.
Re-architecting. This stage determines the necessary changes to the soft-
ware architecture. It focuses on identifying a software/hardware configuration
that is suitable according to the predefined non-functional requirements. In
other words, it determines which portions of the software will be executed by
each processing unit. Initially, it examines the existing data flow, in order to
obtain understanding of the present structure and communication behavior.
The ultimate goal in this stage is to determine the overall architecture design
according to the necessary components, communication requirements, and
technology constraints.
Developing. The goal of this stage is to implement the solution through
code, realizing the planned changes in the architecture design. It selects
a software development process that is suitable according to the context,
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including the identification of tools, frameworks and programming languages
to be adopted. Furthermore, this stage addresses the problem of refactoring of
software components. This practice consists of specifying interfaces between
components and rewriting parts of the code to enable their execution on an
accelerator.
Deploying. This stage determines the preparations that are for the
software to be executed on heterogeneous platforms. It reflects the decisions
made in the re-architecting stage in order to ensure that the communication
requirements are addressed, and the functionalities are preserved. A deployment
process is determined, including the frequency of deliveries, timing and resource
constraints, and other specific issues. Depending on the project, the need of
hardware preparations prior to deployment is also addressed in this stage.
Evaluating. The goal of this stage is to evaluate the solution and the
outcomes of the migration process. The main activity in this stage is to
ensure that the functionality provided through the migrated software has been
preserved. Additionally, the functionalities that were not subject of change must
also be tested. Finally, the outcomes of the migration process are evaluated
concerning both the expected gains in performance and the project trade-off of
undergoing migration.
An overview of HPM-Frame is shown in Table 1.2. It presents the stages,
aspects, and questions that are respective to each aspect. The stages follow
the reasoning process considering the different phases of software development
for heterogeneous platforms. In practice, these phases may not necessarily
be followed sequentially as shown in the table, but rather suggest a flow that
includes revisiting and feedback loops in the process.
The proposed stages can be integrated with classical software development
processes and therefore assume a complementary role to the reasoning that
is typically performed in the development applications. Figure 1.6 shows an
example of a decision process flow following the decision framework, considering
an iterative development process. It highlights the main decision process flow
that includes the activities that are preliminary to each aspect being addressed.
The feedback loops between the different aspects are highlighted as development
iterations, through which relevant aspects that were previously analyzed are
revisited.
The evaluation of the framework consisted of the synthesis of data from
multiple sources: interviews and questionnaires with industrial experts in
the automotive and AI domain (partner companies), and a hybrid academia-
industrial environment (case study). We demonstrated the applicability of
the approach through a case study in the automotive domain, in which we
implemented an edge detector as a 2D convolution operation in two versions:
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Figure 1.6: Decision process flow within the framework.
1.5 Publications
In this section, we list the publications appended to this thesis. The complete
version of the papers can be found in the chapters following this introduction.
They have been reformatted in order to comply with the layout of this thesis.
Paper A
Software Deployment on Heterogeneous Platforms: A Systematic
Mapping Study
H. Andrade, J. Schröder, I. Crnkovic
IEEE Transactions on Software Engineering journal (TSE)
Abstract: Context: Multiple types of processing units (e.g., CPUs,
GPUs and FPGAs) can be used jointly to achieve better performance in
computational systems. However, these units are built with fundamentally
different characteristics and demand attention especially towards software
deployment. Objective: The goal of this work is to summarize the state–of–
the–art of software deployment on heterogeneous platforms. We provide an
overview of the research area by searching for and categorizing relevant studies,
as well as discussing gaps and trends of the field. We are interested in the main
concerns (RQ1) and the approaches used (RQ2) when deploying software on
heterogeneous platforms. Method: In order to achieve our goal, we performed
a systematic mapping study, which refers to a method for reviewing literature
with basis on predefined search strategies and a multi–step selection process.
Results: We selected and analyzed 146 primary studies from multiple sources
and found that the area of research is dominated by solution proposals. The
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majority of the studies discuss concerns about scheduling, the quality of the
software, and its architecture. A large number of studies focuses on the problem
of scheduling tasks and processes. We found approaches that are applied at
different binding times (i.e., design time, runtime, orthogonal). Conclusion:
The evaluation of the proposed solutions in an industrial context is missing.
Also, the proposed methods have not been evaluated in development processes.
Most of the methods address a particular concern, or a few concerns, while
there is a lack of a holistic approach.
Paper B
A Review on Software Architectures for Heterogeneous Platforms
H. Andrade, I. Crnkovic
Proceedings of the 25th Asia-Pacific Software Engineering Conference
(APSEC). Nara, Japan, 4-7 December, 2018
Abstract: The increasing demands for computing performance have
been a reality regardless of the requirements for smaller and more energy
efficient devices. Throughout the years, the strategy adopted by industry was
to increase the robustness of a single processor by increasing its clock frequency
and mounting more transistors so more calculations could be executed. However,
it is known that the physical limits of such processors are being reached, and
one way to fulfill such increasing computing demands has been to adopt a
strategy based on heterogeneous computing, i.e., using a heterogeneous platform
containing more than one type of processor. This way, different types of tasks
can be executed by processors that are specialized in them. Heterogeneous
computing, however, poses a number of challenges to software engineering,
especially in the architecture and deployment phases. In this paper, we conduct
an empirical study that aims at discovering the state-of-the-art in software
architecture for heterogeneous computing, with focus on deployment. We
conduct a systematic mapping study that retrieved 28 studies, which were
critically assessed to obtain an overview of the research field. We identified
gaps and trends that can be used by both researchers and practitioners as
guides to further investigate the topic.
Paper C
Software Challenges in Heterogeneous Computing: A Multiple Case
Study in Industry
H. Andrade, L. Lwakatare, I. Crnkovic, J. Bosch
Proceedings of the 45th IEEE Euromicro Conference Series on Software
Engineering and Advanced Applications (SEAA). Kallithea-Chalkidiki, Greece,
28-30 August, 2019
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Abstract: One way to improve the performance of embedded systems is
through heterogeneous platforms, i.e., using hardware containing more than
one type of processor, like CPU + GPU or CPU + FPGA. This approach has
shown improved performance, particularly in the domain of artificial intelligence,
in which computationally demanding models must be trained and executed.
However, these computational environments pose various challenges to software
engineering, since applications must be designed and developed differently
while accounting for target hardware architectures that are inherently different.
Companies interested in migrating to heterogeneous platforms must be aware
of the changes to the software development processes that are required to
accommodate such solution. In this paper, we conducted a multiple case study
that aims to discover the challenges and common practices when developing
software for heterogeneous platforms in industrial contexts. First, we organized
semi-structured interviews with companies on the automotive, automation, and
telecommunication domains. Then, we analyzed and structured the data in
order to create a classification describing the software engineering challenges
faced by companies using heterogeneous platforms. The companies involved in
this study are in different stages of maturity concerning the use of heterogeneous
platforms. Thus, the classification takes into consideration these levels to
describe the challenges accordingly.
Paper D
Principles for Re-architecting Software for Heterogeneous Platforms
H. Andrade, C. Berger, I. Crnkovic, J. Bosch
Proceedings of the 27th Asia-Pacific Software Engineering Conference
(APSEC). Singapore, 1-4 December, 2020
Abstract: The demands on software continues to increase through the
constant addition of functionalities and high expectations from users. In
particular, performance has been the focus in many projects with the goal
of fulfilling complex and hard requirements across a variety of domains. One
way to achieve satisfactory levels of performance is through heterogeneous
computing, i.e., systems that contain more than one type of processing unit,
such as CPUs, GPUs, and FPGAs. However, applications are typically designed
to be executed on CPUs, and re-architecting software for execution on such
heterogeneous hardware architectures entails several challenges that must be
addressed. In this paper, we propose a framework that supports engineers
in the process of making architectural decisions to re-architect software for
execution on heterogeneous platforms. We present several relevant aspects
that should be addressed in the process, along with suggestions on how to
create design solutions using different existing approaches. The framework was
developed based on multiple interactions with three industrial partners and
evaluated through a computer vision application in the automotive domain.
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Paper E
HPM-Frame: A Decision Framework for Executing Software on Het-
erogeneous Platforms
H. Andrade, O. Benderius, C. Berger, I. Crnkovic, J. Bosch
Journal of Systems and Software (JSS), 2020 [Submitted]
Abstract: Heterogeneous computing is one of the most important com-
putational solutions to meet rapidly increasing demands on system performance.
It typically allows the main flow of applications to be executed on a CPU
while the most computationally intensive tasks are assigned to one or more
accelerators, such as GPUs and FPGAs. The refactoring of systems for execu-
tion on such platforms is highly desired but also difficult to perform, mainly
due the inherent increase in software complexity. After exploration, we have
identified a current need for a systematic approach that supports engineers
in the refactoring process—from CPU-centric applications to software that
is executed on heterogeneous platforms. In this paper, we introduce a deci-
sion framework that assists engineers in the task of refactoring software to
incorporate heterogeneous platforms. It covers the software engineering life
cycle through five steps, consisting of questions to be answered in order to
successfully address aspects that are relevant for the refactoring procedure. We
evaluate the feasibility of the framework in two ways. First, we capture the
practitioner’s impressions, concerns and suggestions through a questionnaire.
Then, we conduct a case study showing the step-by-step application of the
framework using a computer vision application in the automotive domain.
1.6 Threats to Validity
In this section, we provide an overview of the threats to the validity of this work.
They are discussed using a classification introduced in [24], which distinguishes
validity between the following aspects: construct validity, internal validity,
external validity, and reliability. Detailed threats to validity to each included
paper are discussed in their respective chapters.
Construct validity addresses the extent to which operational measures
that are studied actually represent the researchers’ intentions according to
the research questions [25]. The findings in Paper A and Paper B could have
potentially been affected by this threat, since the data extraction process was
extensive and involved more than one researcher. In order to mitigate this risk,
we held weekly meetings between the researchers to align concepts, obtain a
common understanding of the topic, and create the research questions. Constant
meetings also enabled a systematic process for applying the inclusion/exclusion
criteria in the paper selection procedure. The results of each iteration were
discussed in meetings and disagreements were solved in these occasions by a
third researcher. In Paper C, the threats to construct validity include possible
diverse interpretations by the involved parties: researchers, and experts in
industry. We mitigated these threats through discussing and reviewing an
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interview guide among the researchers, verifying that the interview questions
were aligned with the aim of the study. The interview guide was piloted prior to
the conduction of the interviews. Further, common terminology and concepts
were established in the beginning of each interview in order to minimize the risk
of misunderstandings. Such strategy to minimize diverse understanding among
stakeholders was also used in Paper D and Paper E, in which we structured
the questionnaire, interviews, discussions, and case studies with focus on the
proposed framework. We explicitly addressed each stage in the framework in
order to reduce the risk of mismatching in the evaluation.
Internal validity concerns the examination of the causal relations in
a study [25]. It refers to situations in which the researcher establishes a
causal relationship between two events without considering the possibility of
additional factors. In Papers A and B, there is a risk that the conclusions
about the state-of-the-art drawn from the primary studies were also affected by
papers outside the selected set. In order to minimize this risk, we conducted a
standard systematic mapping study method that includes a predefined set of
inclusion/exclusion criteria, pilot searches, and the calibration of the search
string. We reduced the risk of missing relevant studies by performing the
search in leading academia databases in the field. In Paper C, we discussed
the challenges faced by the experts in the area from their own perspective.
There could exist other external factors in industrial contexts leading to those
challenges that we were not aware of. We minimized this risk by interviewing
experts with different experience levels and from different companies. Regarding
Papers D and E, the research activities were designed with basis on the findings
from our previous studies and discussions we had with experts in the area.
There is a possibility that external factors were not considered in understanding
the context, therefore leading to misleading interpretations of the phenomena.
To minimize this risk, we structured the data and elaborated a set of steps
that were evaluated both qualitatively (via interviews and a questionnaire) and
quantitatively (via a case study) by experts in multiple companies.
External validity concerns the extent to which it is possible to generalize
the findings, and to what extent the findings are of interest to people outside
the investigated case [25]. This threat is potentially present in this thesis mainly
in Papers C, D and E. The findings in Paper C concern specific scenarios in
a limited set of companies. Generalizing such findings may be a challenge,
since the processes established in other companies might differ to a great
extent. However, we minimize this threat by standardizing the data analysis
and presenting the findings in the form of a model. In different contexts,
this model can be used as basis to understanding cases that have similar
characteristics of those investigated in this study. Regarding Papers D and
E, there is an assumption that the questions would still be valid in different
contexts. The proposal in the framework is based on the experiences shared by
the participating experts, bringing a narrow perspective of the phenomenon in
a particular context of their work. The scenarios can vary greatly in different
companies, thus generalizing the results may be a challenge. Assessing the
effects of applying the framework in such different contexts is part of future work.
We minimized this threat by including multiple practitioners with different
levels of experience in the procedures. The application of the framework was
restricted to an example in the automotive domain.
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Reliability refers to the extent to which the data and analysis are depen-
dent on the specific researchers [25]. In this thesis, we aimed at maintaining the
reproducibility of the studies by using well-established, systematic approaches
for research. In particular in Papers A and B, we systematically reviewed the
literature, establishing inclusion/exclusion criteria beforehand, and elaborating
a review protocol. In Paper C, we elaborated an interview guide that was used
when interacting with all the companies involved in the study. In Paper C,
the questions in the questionnaire were created with focus on clarity and the
interviews allowed experts to request face-to-face clarification when needed.
The interviews were conducted based on a preproduced interview guide. In
Papers D and E, we proposed a systematic, step-by-step approach to migrating
software to heterogeneous platforms in order to reduce the possibility of diverse
interpretations. The case studies were conducted by following the steps of the
framework in the scenarios presented in the cases. All assets produced in the
conduction of the studies have been made publicly available for verification
and reproducibility.
1.7 Conclusion
Heterogeneous computing is a technology that enables higher levels of perfor-
mance in computer systems by employing hardware platforms containing more
than one type of processor. This technology allows for lower cost and energy
usage compared to homogeneous, CPU-based platforms, since different types
of data can be processed by units that are specialized in them. Heterogeneous
computing has been gaining importance lately particularly due to the high
demands of performance in, among others, artificial intelligence systems, which
include machine learning and deep learning applications. In addition to lower
execution time through software/hardware mapping, heterogeneous platforms
may also achieve lower levels of energy consumption, which are of primary
importance in domains such as embedded systems. The current state of practice
indicates that it typically is challenging to obtain expertise in the area, as
well as tools and processes that cover the entire software engineering process.
Furthermore, most applications are built initially for CPUs and then ported
manually to heterogeneous platforms, suggesting a strong need in industry for
an approach that supports engineers (developers, analysts, architects) in the
process of migrating software for execution on heterogeneous platforms.
This thesis presents the motivation, procedures, and findings of our re-
search conducted in the area of software deployment on heterogeneous platforms.
The overall goal of the thesis is to provide engineers with a decision frame-
work for migrating software for execution on heterogeneous platforms. We
investigated both academia and industrial contexts in order to provide: (i) an
overview of the state-of-the-art of software deployment on heterogeneous plat-
forms; (ii) an overview of the common challenges and practices in industry when
developing software for heterogeneous platforms, and (iii) a decision framework
that supports reasoning in the task of migrating software for execution on
heterogeneous platforms.
We provided an overview of the state-of-the-art through an extensive
systematic literature study that “mapped out” the field of research, obtaining
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domain knowledge, and identifying gaps that indicated possibilities for future
investigation. Several concerns and approaches for software deployment on
heterogeneous platforms were identified and discussed. Most concerns in the
area are related to particular problems in implementing such systems, such as
the scheduling of tasks and processes, ensuring software quality, and designing a
software architecture that is most suitable. In terms of existing approaches, the
majority of proposals are directed to general practices, i.e., practices that can be
applied to either design time or runtime, or that are applied orthogonally. The
majority of the primary studies refer to solution proposals, with few evaluation
or validation studies in industrial contexts, which represents opportunity for
future research in the area. Further, the study showed that a number of existing
architectural design principles and architectural patterns can be used in the
development of software for heterogeneous platforms.
In terms of challenges and practices in industry, we found that companies
that are in different stages of adoption of heterogeneous platforms typically face
different challenges regarding to (i) actually migrating existing software; (ii)
establishing a process for developing software for such platforms; (iii) scaling up
production in software development; and (iv) refining the software engineering
process to optimize results. On several occasions, the companies mentioned
difficulties in obtaining expertise in the area, as well as the lack of existing tools
and processes that cover the complete development life cycle. Other challenges
were also mentioned, such as the difficulties in managing software complexity
and establishing continuous deployment & integration of these systems.
Given the results of the aforementioned studies, we proposed a decision
framework to guide engineers in the process of migrating software to hetero-
geneous platforms. The framework contains 5 stages that should be followed,
namely: Assessing, Re-architecting, Developing, Deploying and Evaluating. The
proposed aspects are connected to a typical software engineering process that
allows for feedback loops and re-visitation of other stages. Each stage includes
aspects that should be observed and questions that should be answered in order
to obtain reasoning in the migration process. The details were elaborated with
basis on the perspectives we obtained from both academia and industry. The
framework was presented to – and evolved with – multiple industrial partners
in the form of meetings and workshops. The relevance of the approach was
evaluated through a set of interviews and a questionnaire that was sent out in
order to obtain feedback from these experts. The applicability of the approach
was demonstrated through a case study in the automotive domain. We have ob-
served that good practice in the adoption of heterogeneous computing typically
consists of incremental engineering, including experimentation, simulation, and
continuous integration and deployment of parts of the system.
1.8 Future Work
As future work, we intend to continue investigating topics in the area of
software engineering for heterogeneous platforms by considering the following
possibilities:
Performing evaluation studies. As discovered in the mapping study, there
are very few studies evaluating existing techniques, while the vast majority of
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them proposes solutions to a given problem. Our main intention in the future
is to evaluate the proposed framework in an industrial scenario. The goal of
this next study is to observe how effective the use of the framework is when a
well defined software engineering process is already in place. For instance, the
focus would be on the measurable impact of the adoption of the framework
through experiments. One possibility is to organize focus groups and discuss
the modifications in the processes among different stakeholders. We intend
to observe the differences in companies with different levels of maturity in
adopting heterogeneous platforms.
Further exploring industrial settings. Especially with the popularization of
artificial intelligence techniques, heterogeneous platforms can help in improving
the performance of software systems in industry. It would be relevant to
investigate how heterogeneous platforms can be useful in the context of modern,
typically industrial software development processes, such as DevOps. Further,
one could also investigate the integration between our proposed framework with
existing well established software development frameworks for heterogeneous
platforms, such as OpenCL.
Other domains & compliance. The case studies we conducted focused
primarily on automotive systems. We intend to apply our proposed approach
in different domains in order to capture differences and similarities in the
results we obtained from such domain. The proposal then can be extended
into either an umbrella framework that is applicable to systems regardless
of their domains, or the framework could be further refined to incorporate
domain-specific characteristics. For instance, in the case of automotive systems,
the stages in framework could comply with standards that are widely used
today, such as Simulink models, ISO 26262, and/or other regulatory norms
that are currently in effect.
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