The problem considered involves finding the minimum cost path, with cost and time being two independent quantities that govern the shortest path. In this problem, each arc is associated with a cost of traversing the arc as well as the time required to traverse it and each node is associated with a lower bound and an upper bound on the time of departure from that node. For example, the time at which a parcel can be sent from a FedEx dispatching station depends upon the working hours of the station. In this case the working hours on a particular day provide a lower and upper bound on the departure time at the node. The parcel dropped off at a station also has a certain waiting time before it gets picked up. The waiting time at each node is associated with the arc linking the node to its predecessor. A time dependent cost, which varies linearly with the total waiting time along a path, is considered. The mathematical formulation of the SPWC (Shortest Path problem with Waiting Costs) is discussed. Two other types of problems for which, efficient algorithms exist are discussed and it is shown that the SPWC problem can be formulated as instances of those problems.
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Formulation of SPWC:
Consider a network G = (V, A) with V being the set of nodes and A representing the set of arcs. Let O and D be the nodes between which the optimal shortest path is to be found.
Let N be the set of all other nodes. (N = V\{O, D}). Let [l i , u i ] be the time window during which node i can be visited and t ij be the unrestricted time duration associated with arc (i,j). c ij is assumed to be the unrestricted constant cost associated with arc (i,j) and w to be the non-negative cost for waiting one unit of time on any arc of the network.
Decision variables:
The decision variables for this problem are:
A binary flow variable X ij to represent the flow on arc (i,j) A A continuous time variable T i to indicate the departure time at node i V.
This definition allows the waiting time on arc (i,j) to be computed as T j -T i -t ij Objective:
Constraint 1 states that there can only be one arc leaving the Origin O and that there can be only one arc entering the destination Node D. Constraint 2 is the conservation of flow constraint. It states that the flow entering a node must be equal to the flow leaving the node. Both of these constraints are regular shortest path constraints. Constraints 3 and 4 state form the additional part related to the other dimension namely time. Constraint 3 is the mathematical statement that if a particular arc (i,j), is chosen, the departure time at j can be no earlier than the time of arrival at node j. Constraint 4 states the earliest and latest departure time from a particular node. The final constraint is the integrality and binary requirements on the flows X ij . The objective function is the cost of the system and it consists of two parts -cost of flow along a particular arc and the cost of waiting time by choosing that particular arc. Since the latter part is a product of two decision variables the problem and so is constraint 3, the problem is a mixed integer nonlinear integer programming model. The SPWC problem can be solved as an instance of either the SPRC with non-decreasing extension functions or the SPNC as mentioned earlier. These problems are described below:
SPNC: This is the shortest path problem with time windows and linear node costs. In this problem a linear cost dependent on the departure time is incurred on each node of the network. An exact pseudo polynomial algorithm has been developed for this problem.
SPRC: This is the shortest path problem with resource constraints. In this problem, several quantities are restricted to take values within certain intervals at every node of the network.
Proving that the SPTW can be solved as an SPRC with non decreasing extension functions is much more complex than proving that it can be solved as the SPNC, but solving it as the SPRC is better as it can be solved with a much more efficient algorithm.
The first result can be proved by just rewriting the objective function as:
This problem can be solved using a DP algorithm developed by Ioachim et al. it is also noteworthy that the SPWC problem belongs to the NP-Complete problems. This is because the SPNC problem is reducible to the SPWC problem and the SPNC problem is NP-Complete.
The proof of the second result is much more complex and is accomplished by writing the cost function of the partial path with respect to the departure time at the destination node D. A partial path is one, which begins at Node O and visits in order a sequence of nodes in V.
Computational Results and Conclusions:
The efficiency of solving the SPWC problem as an SPNC and as an SPRC were compared for numerous test instances. These test instances were developed from two types of multi vehicle shortest path problem with waiting cost: urban bus scheduling problems (UBSP) and freight transport scheduling problems (FTSP). 100 problems were developed for each type from 10 primary instances of the UBSP or the FTSP generated using random problem generators for each type. For each primary instance, 10 secondary instances were generated by perturbing c ij . The memory requirements and number of calculations required for solving it as the SPNC or the SPRC problem were computed and it is found that the SPNC implementation is about 50% slower than the SPRC implementation. The analysis of results with respect to increasing w shows that both memory consumption and solution time grow linearly with w. Computational experiments prove that the SPRC implementation solves the SPWC problems faster than the SPNC implementation by a constant factor.
