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RESUMO 
o objetivo deste trabalho c a determinação da distri-
buição exata do Critério sugerido por Bartlett (1937), para tes-
tar a hipótese de igualdade de matrizes de covar.iância em popula-
çoes normais multi variadas independL~ntcs. 
Para isto, parte-se dos momentos do critério e através 
da utilização da Transformada de Mel.lin com o auxílio do Teorema 
dos Resíduos chega-se a função densi.dade do critério e daí a sua 
distribuição acumulada. Os resultados são apresentados em ·termos 
de funções especiais {a função H e a função G-de Meijer) e em for 
ma computável, para o caso em que o numero de varl.áveis e maior 
ou igual que o numero de populações . 
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• 
INTRODUÇÃO 
Para testar a hipótese de igualdade das matrizes de co 
variância em q populações normais p-variadas independentes, Bar-
tlett (1937) sugeriu um critério, que e uma modificação do crité-
rio da razao de verossimilhança de Wilks. 
Anderscn (1958, Cap. 10), apresenta detalhadamente o 
teste e os critérios de Wilks e Bartlett, bem como os momentos do 
critério de Bartlett. A partir dos momentos ele apresenta a dis-
tribuição exata do critério para os casos em que há apenas duas 
populações (q=2) e uma ou duas (p=l ou p=2) variáveis. Para os de 
mais casos ele dá a distribuição assintótica do critério baseado 
numa teoria geral para a distribuição assintótica do critério da 
razão de verossimilhança {Box, 1939). 
Aqui, neste trabalho, será apresentada a distribuição 
exata do critério de Bartlett, quando a hipótese é verdadeira. Pa 
ra isto sera utilizada a transformada de Mellin. 
A transformada de Mellin tem sido bastante usada na de 
terminação de distribuições exatas na Estatf.s-tica, desde que Nair 
(1938) a utilizou para obter a função densidade de uma variável 
aleat6ria através de sua sequência de momentos. 
A transformada de .Mellin tem sido usada na deterrnina-
çao da distribuição exata de produto::; de variáveis aleatórias in 
dependentes (Epstein (1948), Springcr e Thompson (1966), Lomnic-
ki (1967), Rathie e Pcderzoli (1980) e outros). 
Partict~larmente, nu determinação de distribuição exata 
de critérios de b::··st~s de ra:zão de ve:rcn-;similhança a transformada 
de Mellin tem sidc' de grande importância. Mat.hai {1970, 1971), M~ 
thai e Rathie (1970, 197la, 197lb), Jain, Nathic e Shah (1975), a 
utilizam na determi.naç3.o du distriLuição exata de crib~rios de va 
rios testes. 
• 
RecentE:mente, com o auxilio de progr::unas de computa-
dor, foram calcul<-:idos os pontos perccnt,uai s a partir c1a di.str lbui 
çao exata de produto 
thie e Rohrer, 1980) 
6 
de vo.riáveis aleat.Ór.ias independentes (Ra-
e de critérios de testes da razão de verossi 
milhança (Katyiar e Nathai, (197Sla, 1979b, 1980). 
A distribuição exata do critério de Bart.let.t sera apr~ 
sentada iniciàlmente em termos das funçôcs especiais Função H e 
Função G-de Meijer (Capítulo 1), onde são cUscutidos dois casos 
especiais e em seguida (Capítulo 2), é apresentada a distribuição 
exata numa forma computável, a partir da qual podem ser calcula-
dos os pontos percentuais através da função distribuição acumula-
da. Por conveniência do método c para simplificação computacional 
os resultados serão apresentados para tamanhos de amostras iguais 
e subdivididos em 4 casos: 1) p par, q par; 2) p ímpar, q ímpar ; 
3) p par, q ímpar e 4) p ímpar, q par. Será discutido o caso em 
que o numero de variáveis ê maior ou igual que o número de popul~ 
ções, p~q. O caso, mais simples, em que p_:.CT foi est:udado por Ma-
thai (19711. 
• 
CAPÍTULO I 
A DENSIDADE DO CRITÉRIO DE BARTLETT EM TERMOS DE 
FUNÇÕES ESPECIAIS 
1.1 - INTRODUÇAO 
Neste capítulo, é apresentado o critério de Bartlett p~ 
ra testar a hipótese de igualdade de matrizes de covariância. A 
partir dos momentos do critério e usando-se a transformada inver-
sa de Mellin, encontra-se a função densidade do critério, que e 
apresentada em termos das funções especiais G-de Meijer e H. Al-
guns casos especiais são dados em termos de funções especiais ele 
mentares. 
L 2 - O CRITÉRIO DE BARTLETT PARA TESTAR A IGUALDADE DE MATRIZES 
DE COVARIANCIA 
Sejam q populações normais p-variadas independentes com 
matrizes de covariância r 1 , ... ,L • Extrai-se uma amostra de cada 
l - . (gl ( q 1 I b -popu açao. SeJa x a=l, ... ,N ; g= , ... ,q uma o servaçao da 
_a g 
g-ésima população N(~ (g), E ) . 
- g 
Para testar a hipótese 
(1.2.11 
o critério da razão de verossimilhança dado por Wilks (1932) e 
(1.2.21 À= 
onde, 
i IA I (l/21Ng 
g=l g 
IAI (l/21N 
N • 
N(1/2lpN 
q N(l/21pN rr 
g=l 
g g 
A g = 
r9 (x (gl -x (gl I 
1 -" -
(x (gl -x (gl I', 
-C! -
g==l, ... ,q 
•= 
,. 
8 
N q 
- (g) l g (g) 
A= r A X = x. 
" 
g=l g' N iool -l g 
X.(g) = ( xl.· i) para a g-ésirna amostra 
-l . 
X . pl 
x .. é uma observação da j-ésima variiivc.l no i-ésimo elemento da 
-Jl 
g-ésima amostra. 
N
9
, g=l,, .. ,q sao os tamanhos d~s amostras e 
g 
N = r 
g=l 
Bartlett (1937), pror:;os um critério, que c uma modificação do cri 
tério de Wilks e e dado por 
(1.2.3) 
onde 
n =N -1 g g 
~ IA I ll/2)ng 
g =l g v= . 
e 
IAI (l/2)n 
q 
n= L n =N-q 
g=l g 
O h-ésimo momento de V, quando H é verdadeira, foi ach5:1:_ 
do por Wilks (1932) e e dado por (ver Anderson (195:·8), pg 253): 
(1.2.4) 
I'[~(n +h.n
9
+l-i)]l r[~(n+l-i)] 
r\~(ng+l-il-] --J. r[~(n+hn+l-i)] 
Como O~_v::..._l, os momentos determinum unicamente a distribuição . 
• 
9 
1.3 - AS FUNÇ()ES ESPECIAIS H E G-DE MEIJER 
A Função H foi introduzida por Fox (1961) e e definida 
na forma de uma integral do tipo Mellin-Barnes, como (ver, por 
exemplo, Mathai e Saxena (1978)) 
m n 
(1.3.1) 
(al,al), ... ,{a ,a) l l J J . l J J t ] J n r(b +S s). n rll-a.-a.s) Jf'•n 1 p p ~ ]~ J= -s p,q z {b1 ,1.\lro·•,(b ,B) -·2ni q p 2 ds q q 1 :1 r(l-b.-B.s) n r(a.+e~o.s) 
·'j=m+l J J j=n+1 J J 
onde, 
i::/: ... T; p,q,m,n sao inteiros ta.is que l~ .. m~q, o_::_n~p 
(j=l,. • I p) (j=l, • . • , q) - positivos; o. . 
' i sao e J 
ai li=l, ... ,p) ' l ( j;:: 1' . . . ,q) sao complexos tais que 
' ~
a.(b +V)~ Bh(a.-1--.1} 1 para v,>.,,O,l., ... J n l h=l, ... ,mi j=l, ... ,n. 
L é um contorno separando os pontos 
-s=(b.+v)/B. j=l, ... ,m; v=O,l ... 
J J 
e 
-s=(a.-1-v)/a., :J=l, ... ,n; v::-:0,1, ... 
J J 
Para um estudo detalhado das condiçÕ<.:·O:; de exist~ncia, cxpElnsoes 
assintóticas e continuacões analiticas, ver Graaksma (1964). 
A função G-de Meijer, na fo.nuo. de umu integral do tipo 
Mellin-Barnes foi defj.nida por Meijcr (l941, 1946) G e dada por 
(Erde1yi e outros (1953) pg. 206-208, Luke 11%9), pg. 143) 
(1.3.2) 
• 
n 
í" r{b.+s) J! r\1-a.-s) 
j 1 J __ ]=l..~--J __ _ 
CJ p 
,. 
,. 1(1-b.-~) n r·(a.+s) 
J j=rHl J 
s z-~ ds 
\) 
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onde o produto vazio é igual a 1, O.::_m::_ q 1 O.::_ n.::_p e os parâmetros são 
tais que nenhum polo de r(b.+s) 1 j=l, ... ,m, coincide com qualquer J 
p0l0 de r(l-ak-5) 1 k=l, ... ,D. 
Há três contornos L de integração: 
a) L vai de -i co a +i"' de tal modo que todos os polo~; de r (b. ·rs}, 
J 
j=l, ... ,rn, fiquem a direita e todos os polos de f(l-ak-s), k=l, .. 
.. ,n ~esquerda, de L. A integral converge se p+q<2(m+n) e 
larg xl<lm+n-(l/2)p-(l/2)q)w. Se larg xi=lm+n-(l/2)p-(l/2)q)n, a 
integral converge absolutamente quando p=t] se H e (v) < -1; e quando 
p~q, se com s=o+iT, o c T reais, o 6 escolhido de tal modo que 
(q-p)o>Re(v)+l+(l/2)p-(l/2)q, onde q p v= t: b.- t: a. 
. "l J . l J J =. J = 
b) L e um ciclo começando e terminando em +ro, no sentido an1:i-ho 
rário, englobando todos os polos de f(b.+s), j=l, ... ,m, mas ne-· 
J 
nhum dos polos de f(l.-ak-.s), k=l, ... ,n. A integral converge se 
q~l e, ou p<q ou p=q to izl<l 
c) L é um ciclo começando e terminando em-"", no sentido horário, 
englobando todos os polos de r (1-·ak-s), k=l, ... ,n, porém nenhum 
de f(b.+s), j;;;;l, ... ,m .. A integral converge se P.:.l e, ou p>q ou 
p=q e Jzl>l . 
A função G-de Meijer é um caso especial da Função n, 
quando o.i' t=l, ... ,p e f3j' j=l, .•. ,q .são racionaL;;. 
1.4 -A DENSIDADE DE V, EH TERMOS DAS FUNÇÕES H E G-DE MEIJER 
Por uma questào de simplicidade de cálculos, principal:_ 
mente na expressao da densiàacle de V em forma computável, 
considerado, neste trabalho, o caso em que 
I L 4 .l 1 
Neste caso, e di.:! (1.2.4) 
ser a 
11 
(1.4.2) = j; {rq[(l/2) (n'+hn'+l-i)J __ r[(l/2) (n'q+l-i)] } 
i=l rCf[(l/2) (n'+l-i)] r[ll/2) (n'q+hn'q+l-i)] 
Esta expressao pode ser reescrita como 
(1.4.3) E (V ) = C li h P f rq[ll/2) (n'+hn'+l-i)]} 
p,q i=ol)r[(l/2) (n'q-thn'q+l-i)] 
onde 
(1.4.4) c = ~ frr 11/2) ln'q+l--i) J 1 
p,q i=lLrq[(l/2) (n'+l-ill J 
Para determinar a densidade de V, sera usada a transfor 
mada inversa de Mellin cuja definição é 
(1.4.5) f(z) = 2 ;i. f E(Zh-l)z-hdh 
r. 
onde L e um contorno apropriado e i=l~l'. 
Cordeiro (1980), apresenta uma descrição detalhada so-
bre a transfornada e a transformada inversa de Mellin com os re-
sultados e propriedades que as tornam úteis em aplicações na Esta 
tistica. Ele também demonstra que existe uma relação um-a-um en 
tre a transformada e a distribuição de probabilidade que a define. 
Aplicando a transformada inversa de Mellin ao 
momento de V dado por {1.4 .3), ob-tém-se 
(1.4.6) 
Fazendo a mudança de variável soo(l/2) (n'1-hn 1 1l)r 
(1.4.7) 
onde, 
f(v)=C' p,q 
• 
l 
1 n 1 
2ni.v r 
. 2 
P { rq 1 s- (i/ 2) ) I -ii's 
Jl --- . J,v ds, 1-l-
J l=l f[q(s+-y-'lll L q 
h-ésimo 
! 
(1.4.8) 2 C' --C p,q- n' p,q 
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Tendo em vista a definição (1.3.1) 
(1.4.9) 
l 
----,--
f(v)=C' vr_ 
p,q 
Hpq,O 
p,pq 
1 
n• 
v 
[~{1-q-j),q]; i=l, ... ,p 
i c-,-}_ f •• • 1 p 
rerX::'.t.ido c:. vezes 
O<v<l 
que e a expressao da densidadQ de V em termos Ua Função I-!. Apli-
cando em (1.4.7} a f6-rrnu]a de Gduss-Legendre de multipllcação de 
funções gama dada por (ver, por exemplo, Luke (1969)) 
(1.4.10) 
obtém-se, 
(1.4.11) 
onde 
(1.4.12) 
1-m 
r (rnz) = (2TI) :z-rnmz- I 1/2 I 
1 
-, 
f(v)=C" v 11 p,q 
C' 
c" = ____ _j,_,_, ,q __ ~_ 
p,q 1-q -q-i .~ [(2TI) 2 q 2 .. ] 
l=l 
m-1 
n 
j=D 
m:::2,3, ... 
0-<v-<1 
Tendo em vista a definição (1.3.2), a densidade de V em termos da 
função G-de Meijer f:i.ca como: 
(1.4.13) 
2j-i+l l 1 2q - 2, .i=l, ..• p;: j=O, ..• q-1 
-(i/2), i=l, ... p,repetido q vezes_ 
0-<v-<1 
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1. 5 - A DENSIDADE DE V EM CASOS ESPECIAIS 
Para alguns valores de p e q a função G-de Meijer po-
de ser escrita em termos de funções especiais elementares. Aqui, 
para p=l, q=2 e para p=2 e q=2 são apresentados dois destes casos. 
Para p=l, q=2 
l 
-,-
f (v) =C i, 2 vn 
20 -,-(1/2),0 
G ' 4vn 
[ 
2 -
2
•
2
- 1-(l/2) ,-(l/21 
O<v<l 
Mas, (Mathai e Saxena (1978), pg. 74) 
(1.5.1) 
onde ,2F 1 (.,. ~.;.) e a função hipergeomé trica de Gauss. Usando este 
resultado, após sjmpl.ifica.ção, obtém-se 
(1.5.2) 
2 
il' l-4v 
2 
11' D<-4v <1 
O<v< l 
Usando o resultado (Erdélyi (1954), P'J· 209): 
(1.5.3) 
Obtém-se, 
[ la·] ~p+~-m-n -~p-~-q•J-<t 1 - ... -a +b1 + .•• +b Gm,nz r =(21T) .2 p q p,q b s 
• 
G2m,2n 
. ;2p,2q 
14 
G2 'O r 4vnl' 
2 , 2l 
Usando o resultado (1. 5.1) e simplificando 
(1.5.4) 
• 
Ü<V<l 
-, 
0<4vn <1 
CAPÍTULO II 
A DISTRIBUIÇÃO DO CRITÉRIO DE BARTLETT EM F0Rl1A 
COMPUTÁVEL 
2.1 - INTRODUÇÃO 
Neste capítulo é apresentada a distribuição exata doer! 
tério de Bartlett numa forma computável. Isto será feito para os 
4 casos possíveis: a) p par, q par; b) p Ímpar, q ímpar; c) p pa4 
q ímpar e d) p ímpar, q par, pois em cada caso, os polos e as or-
dens dos polos do integrando em (1.4.11) são diferentes. Será usa 
do o teorema dos resíduos para o cálculo de integral complexa de 
(1.4.11). Para todos os casos sera considerado p~q. O caso mais 
simples p_-:q foi estudado por Mathai (1971). 
2. 2 - DEFINIÇÃO DO PROBLEMA 
A função densidade de V, como aparece em (1.4.13), nao 
se presta a cálculos dos pontos percentuais de sua função distri-
buição. Para colocar a densidade de V numa forma computãvel, sera 
usado o teorema dos resíduos no cálculo da integral 
12.2.1) 
-, 
I-~1- J (vlf.-qpq) -s 
-27ri 
L 
ds 
Pelo teorema dos u:;síduos (Ahlfors (lCJG6) r pg. 149) 
2 
I 2. 2. 2) I 
''
n•,,pc,' )-s I= E Res -1 i=l s=ai 
ro 
• 
16 
Onde, Res (f(s)) e o resiàuo de f(s) no polo ~~"'a 1. s=a. Se o polo 
l. 
ai tem ordem ni o residuo de f(s) é dado por 
I 2. 2. 3 I . :j 
n.-1 
]_ 
--~·--···· ··----
n. ~:1 
n . 
( s-a.) J. 
l. 
f I sI 
Com o propósito de icL'!ltlficar os polo.s c• ~;uas ordtHtS, do 
grando em {2. 2 .1), deve ser observado que 
j=D, ... ,q-1 
e, quando, 
in tG-·-
haverá cancelamentos de funções gc:tma no numerador c ôenominador 
do integrando em (2.2.1). 
A Tabela 1, a seguir, dá as funções gama canceláveis no 
denominador de acordo com os possíveis valores de (2j-i+l)/2q, p~ 
ra p par e q par. 
Da Tabela l, pode-se ver que os cancelamentos de fun-
çoes gama e consequentemente as ordens dos pelos, variam de acox·-
do com as restrições entre os valores de p e q. Pode-se ver que, 
para 
q~p.-:_2q e 2j-i.!_~--l 3 o 2q - ,-;zr•·•ri=l, ... ,p;j=o , ••• ,q:-1 
nao há cancelamentos. 
Assim, neste trabalho, a densidade de v em forma compu-
tável, sera apresentada para 
q.::..p.:_2q . 
• Nos casos 2q<p.::_3q, 3q<p~4q, etc. 1 a densidade e achada da mesma 
maneira. 
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TABELA 1 
Funções Gama Canceláveis, para p par, q par 
~-- ------,.--------------------
(2j-i+l)/2q Gamas Canceláveis 
• 
l 
2 
o 
--1 
--2 
/ __ _ 
q Cj 
2 2 
r (si= (s-11 · 
q 
2 
r (s-11 
r (p/ 21 (s-(1/21 1 
r lp-q/ 21 (s-11 
,,q (s-l) 
r 0 is-(3/211 
i' lp-q/ 2 1 (s--(3/2) I 
,.<J(s-(3/2) 1 
r 0 I s-2 I 
r lp-Jq; 2 1 (s-1) 
r 0 (s-15/211 
I' (p- 4CJ121 1·- "/21 I , ,~ I ) 
Restrições 
q_::_p_::_2q 
p>2q 
q~p_:_3q 
p>3g 
2q<p..:::.4g 
p>4q 
q.~p_::_3q 
3q<p_"5q 
p>Sq 
q~p.::_4g 
4q<p..::_6q 
18 
2.3 - A DENSIDADE DE V NO CASO q~p~2q, p PAR, q PAR 
Neste C3SO, de acordo com a 'I'abela 1, apos os cancela-
mentos das funções gama, no integrando de (2.2.1) tem-se 
(2.3.1) 
onde 
(2.3.2) 
I-2!i I 
L 
,1_E ~- 2 q-E E_z 2 l g p. 2 2 1 2 r (s-·-1 11 r (S-7+l)r (s-11 TI r(s-12:::"c+i) ~,-s 2. 0 2 . 0 2 (vn ~) l= l= 
q 
ls-11 2 Q(s) 
1 2w-u+l Q (si= TI rls--2+ 2 I (u,w)EU q 
e 
U= {(u,w):u=l, ... ,p; w=O, ... ,q-1; } 
u~2w-q+l, ul2w+l, ul2w+q+lJ 
Como a função gamd não tem zeros, os polos são os anulantes dos 
vários fatores do:::> produtos 
~ a. 
TI (s-Ecj) J 
. o 2 J= 
e 
00 -1 b. 
rr (s-E=.!o+il 1 
. o 2 J= ' 
onde a. e b. sao dS ordens dos polos respect;ivamente dos 
J J 
~~-il e lp21-j) . 
Os valores de a. e bj, J 
r(j+1) 
(2,3.3) a.= (q--1) (p+1) /2+1./2 
-
(2.3.4) 
J 
p(q-1)/2 
{
q(]+1) 
b -
i- p (q-1) /2 
neste caso, sao 
para j=O,l, ... ,~-2 
para i=p/2-l 
para j.'_p/2 
para j "'O, 1, ... ,~-2 
para j_:::_p/2-l 
tipos 
, 
s 
i 
I 2. 3. s) 
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R.*"residuos nos polos do tipo 
J 
T.=resíduos nos polos do tipo 
J 
-~-j, de ordem aj, 
p-1 . 
""'2"'-- J r de ÜJ::"dem b j 1 
Tem-se, de ( 2. 2. 3) 
(2.3.6) 
Usando-se o fato 
(2.3. 7) 
obtém-se, 
(2.3.8) 
Seja: agora 
C. ,_Lln A. 
J 35 J 
Então, 
(2.3.10) 
lim 
"-)-~- j 
" 
k 3n-k X) - ·-·-··- --
n-k os 
e de modo geral 
f (s) ,. 
e 
(2.3.11) 
Onde A(k) 
J 
20 
k-1 
A(k)= E (k-l)A(l<-1-rlc(r) 
l r=O r J J 
denota a k-ésima derivada de A. e A~O)=A .. 
J J J 
A relação de recorrência (2.3.11), permite o cálculo da k-ésima 
derivada de A. em função das derivadas de ordem inferior e da r-
J 
ésima derivada de cj. 
Denotando agora, 
A (r) 1. 0 . = un J p . 
s-+~:-· J 
" 
pode-se escrever 
(2.3.12) 
2 i_!? 
- 2 
(vn • c.Yq) 
R. 
J (a .-1)! 
J 
Analogamente, obtE·m-sc 
(2.3.13) 
onde, 
(2.3.14) 
e, 
2 j-p-1l J 
-, 
2 b. - 1 b 1 2 k (b l k) (vn qpq} J ( i- ) n-f __ pq j- -T. ,..C:..--'1______ I (-1n(v y· ) ) B . 
J (t.-1)! k=D k OJ 
J 
lim B. 
n-1 . J 
s+~--J 
" 
r . ' 
3 D .=-lnB. 
J as J 
I 1 '"'··' 
,, 
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(2.3.15) 
k-1 
B (k) = E (k-1) B (k-1-r) 0 (r) 
J r=O r J J 
Do mesmo modo que em (2.3.11), a relação de recorrÉ;ncia (2.3.15) 
permite o cálculo da k-ésima derivada de Bj' a partir de deriva-
das de ordem inferior e da r-ésima derivada de Dj. 
Portanto, de acordo com (2.2.2) 
(2.3.16) I= E (R.+T.) j=D J J 
Onde, Rj e Tj sao dados respectivamente por (2.3.8) e (2.3.13). 
(a.-1-k) (b.-1-k) 
- 1 1 J J -Resta entao, ca cu ar AOj e BOj Como as expressoes 
sao dif~rentes para diferentes valores de j elas serão apresenta-
das por! partes. 
a) Para j=O,l, ... ,~-2 . 
De (2.3.5), tendo em vista (2.3.3) e (2.3.4) e usando-se a pro-
priedade da função gama 
(2.3.17) r(o:+l)=af(Cl), a,iO,-l,-2, .•. 
obtém-se, 
(2.3.18) q _. 1 
2 ]- p g(i>1) (s-1) .Q(s). li (s--2 +"1 i=Ü 
(2.3.19) 
q-!2. q-!2. )-2 )-2 
2(p-l ")l" 2(p-2 ") " .q(. ") ,. ,.q(. -· li r 2 --J - 2---J . ,: 1 l-J . , l-J +2 -----------=---~":c.==.JL.:+l l=Ü Aol· = 
4 g ·i-1 ' 
(n-2 . 12 Q(p . 1·,1 ( .. 1q(Hl) L:z---J . , 2 -J . ' l-·J 
l::::Ü 
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onde, a função JjJ(.) e definida como (Erdélyi e outros 1953, pg. 15) 
"' (2 3 2 ) ) d ~--1 .. 1 $ (z =-d.;lnr (z) =-·Y+ (z-1) I I (t+l) (z+t) 
e, 
(2.3.22) 
(2.3.23) 
~. t=Ü 
zr-"0,-1,-2, ... e y:o0,~~772156 ... (constante de Euler) 
( I d ( ) ,. 1 l 2w-u+1) Q* s =-.-lnQ s = ,.. ~, s--,--+----
cis (u,w)Eu 2 2q 
(r) r+1 ( p l n 
cj =(-1) r! (q-2 Jc(r+1,s-2 i+(q-';j:Hir+l,s-1) + 
~-2 
+q(j+l)t;:(r+l),~-~+j+l)+q_ ~ l;.(r+l,s-~+i) + 
l=]+l 
~-2 
,. ( 1 J2::.lo. ") q/2 j~l n(i+1) +q ~-. r.: r+ ,s- +l +----+ ,. ._______:;~__ Q**(r,s)} 
. o 2 ( . ) r+1 . o ( p . )r+l l:::: s-.L l= s-2+l 
onde, (Titchmarch, 1951) 
(2.3.24) -n ç(n,z):oo I: (z+r) ; Re(n)>l, z,;é0,-1,--2, •.. 
r=O 
e a função Zeta de Riemann generalizada, e 
(2.3.25) * ( ) 1 2w--u+J Q* r,s = ~ ç(r+l,s-2 + 2 ") {u,w)EU q 
• 
Na expressao de C ~r) , 
J 
também foi usado o seguinte resultado 
r~ 
23 
k 
(2.3.26) d k1nr (a+z)=j(a+z) para k=1 
dz k 
(2.3.27) 
"'(-1) (k-1)! r; (k,,Hz) para k>2 
~-2 
I p) lp-1 . ) I Pj I lp-2 ') I. 1) I I. ·') CO.= q-2 ~J -·-2--] + q-2 \!! -2--] -Yq ]+ +q ~ lJ! .1.-] + 
J l~J+l 
~-2 . 1 
I .. 1) q/2 ]-alid) *IP ') +q l: lj.! l-J +':'j" -- -2 - l: .-:<.---,-, --Q --] 
• o L p . , o }- J 2 l= --2 -J l= 
lrl_ 111 n1 I P. 1 . p-1. p 1 . 1 p-2. (2,3.28) c0 j-- r!f q-2 ls r+l,----z----··-J)+(q--2 t; r+l,----z--Jl + 
~-2 ~-2 
+q(j+l)t;(r-d,l)+q_ ): r,(i-j)HJ_L: 1~(r-J-l,i-j+~) + 
l=]+l l=Ü 
j-1 
+ q/ 2 y+ -~ ____g_l-J.:_~-Q '~ '~ (r r _p __ j ) } I~ .. 1 r+_ ._ 01 .. 1r+l 2 2 -.1 l- 1--] 
Partindo-se agora de { 2. 3 .14) e usando-o:;c a propriedade ( 2. 3 .17) , 
obtém-se 
12.3.29) 
12.3.30) 
.e p E_z E_z q- g-- 2 1 2 
r 21n-2 .. 2(n-3. r'~('. I rr I''ll· ') 
.&:.---Jl 1 -.--~-J) rr 1--J- 2 1.-J 
BO]' , ____ 2_ n " i=O i=j +1 -----
-"' j-1 
lp-'· . 1 2 n 1 .. 1qii+ll 01 p-l_. 1 T·-J · r-J · · 2 1 
L,Q 
• 
(2.3 Jl) 
(2.3 32) 
j-1 
- " i=Ü 
q(i+l) 
n-l . I {S-7+1 
24 
- Q* (si 
(r) r+l n l p Dj =(-li r! ( (q-'ii é (r+l,s-2 1 + (q-2 1 é (r+l,s-1) + 
~-2 
+q_L ç(r+l,s-~+i)+g(j+l)ç(r+l,s-P; 1 +j+l) + 
l=Ü 
~-2 j-1 
+q L r;;(r+l,s-p-l+i)+ q/ 2 + 1: 
i=j+l 2 (s-1) r+l i=Ü 
g(i+l) -Q**(r,s)l 
( lC:i ")r+l s- 2 +l 
~-2 
(2. 3. 33 I o 0 j= (q-~1 <i>IP2 2 -j I+ lq-~1 .p 1P;3 -j I +\:o$ li-j-~1 -y .q (j +11 + 
' 
' 
i: 
~-2 
+q [ .p(i-j)- q/2 
. . l (n-3 . ) l=J+ ~-J 
j-1 
- [ 
i= O 
q (i +li 
li--j I - Q* I sI 
, {r) r+l p p-2 . p p-3 . (2.3,341 DOj =1-11 r!{(q--zlclr+l,-y-JI+Iq-zlclr+l,-2--J) + 
p p r2 r2 
+q l: r;(r+l,i-j--~)+g(j+l)r,(r+l,l)+q I r.;(r+l,i-j) + 
• i=O i=j+l 
j-1 
+- q/2 + I ____:}__i~-~~~l} ______ O** {r ~-j)} 
(n-3 .
1
r-d ._ 0 I .. 1 r-JJ - 'L J;:2-J l-- l-J 
' 
' '• 25 
b) Para j=~-1 . 
Semelhantemente a parte a) obtém-se, 
(2.3.35) 
(2.3.36) 
(2.3.37) 
(2.3.38) 
(2.3.39) 
(2.3.40) 
q-~ 1 
r (s-21 r 
j)(q-1) 
2 
A, =---~c---~ 
J ~-2 
r (s-12+i)q(i+ll .Q(s) 
. o 2 . 
l"' 
12_2 
2 rr (i-p-2Jqli+ll .Q(ll 
. o 2 1= 
~-2 
26 
~-2 E .. 2 
. 2=2 2 . qli+1) 
+q L r;:(r+l,l- 2 )+L- ._ 2 --1-Q**(r,l)} i ::o: O i:O { i-·rs:-) r+ 
As expressoes para Bj,. BOj. Dj' 
na parte c) a seguir . 
D Ir I , 
J 
sao as mesmas que 
. p p p 2 
c) Para J:~, ~+], ~+ , 
Semelhantemente às partes u) e b) ob1:ém--se, 
12.3.41) 
12.3.42) 
12.3.43) 
12.3.44) 
A.= 
J 
q-E plq-11 }'-2 
r 2 (s-~Jr 2 (s-E+j+l) :I rq(s--p-l+il 
q 
2 ls-1) 
2 .. i=O ____ 2 ___ _ 
E .. 2 2 I . I I l·l~p .. )ql+ 1 :::;---J·l 
i=Ü 2 
j-1 
.i.:.:f-1 
L 
p E ----2 
I P . I s-z·+l 
q- 2 
,. 2lp-1 . 1 I' •. g 1 .. l) • -2-- J . . ' . .l - J +2 
l=Ü 
plq-11 
2 . 
.Q I si 
----------
g ~-2 . j-1 plq-1) 
l p-2 . 12 TI I' . 1qiHJ) -n I' . 1-2--Qip . 1 -r-J . l-J • l-] - 2-J 
l~O i~E.-1 
2 
~-2 
I p 1 plq-11 p . - ·I p-1 . q/2 C.= q--2 ) ~!{s--2 ) +--2-- -l,l;{s--2~+]+1) H] l .. 11 s--?--+l) ---1 -J . O - s-l= 
7-2 
- [ g(i+l) 
i= O ls-~+i) 
• 
111 
I 
12.3.45) 
12.3.46) 
12.3. 4 7) B. 
J 
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E_2 ~-2 2 p-1 q/2 qli+1) 
+q E ç(r+l,s---2-+i)+ 1 + E 1 + i=Ü {s-l)r+ l=Ü(s-~+i)r+ 
Q** (_r,s) 
E-2 
. 1 
_\ gli+1) __ 
. o (i-j) 
].=: . p 1 1=2-
J~ plq-1)/2 
(i-j) 
~-2 
+q r ç (r+l,i-j+4) + 
t:::O 
Q+ 1~-j) 
j-1 
+ r plq- 1 11 2 Q**lr E-j)l 
( .. 1r+l '2 ' 
·-E 1 l-J l-2-
q-E plq-11 ~-2 
q/2 
n-·2 . IS,--J) 
'· 
+ 
r 
2 (s-l)r 2 (s-P;~~+j+l) n rg(s-~+i) 
·---- i=O ·------
q 
(s-11 2 
• 
E_2 plq-11 2 . j-1 
li I - p-1 . 1qll+11 1• I p-1 . I 2 . S 2 +l , S---y-+1-i~Q p 
i"'z-1 
.Q I si 
(2.3.48) 
(2.3.49) 
(2.3.51) 
(2.3.521 
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~-2 
( E . I q/2 I: 1/J s- +l -~- -
i=O 2 s-1 
~-2 
- E 
i=O 
j-1 
+ E 
i=~-l 
l'J.s[-l)/2 -Q**(r,s)} 
I .. )r+l l-] 
E 2 r 
' 
q (i+l)_ 
I . . 1 r+l l-] 
I p) E-3 ') plq-11 (' . li q/2 Do.= q-2 •liy-J --y. 2 +qE .p l-J-2- -3 . 
J l=Ü ~-] 
• 
~-2 j-1 
_E q(i+l) _ E p(q-l}/2-Q(p-1_. 1 
. o (i-j) (i-j) - 2 J 
l= . . -E-1 1-2 
2 
+ 
(r) r+l p p-3 p (q-1) 
DOj =(-1) r!{(q-2)ç(r+l,~-j)+ 2 ç(r+l,l) + 
29 
+ 
De posse destes resuJ tados, pode-se fin~clmont.e e<3Crever a densilla 
de de V, neste caso, p par e q par: 
(2.3.53) 
2 . p f ]--. . 1 oo -, 2 a .-1 1 2 1 1 kl - 1 n I J a.- - 1 a.- -f(V)=C" vn ' (v .c/" I;- ' í J )(.Jn(vn q'X:J))kA] l + 
p,q [· O (a .-1). k O J ÜJ J= J = ' ( -
2 . p-1 
00 ii"JX] ]-2-(V cr ) +' --------
i=O lb.-11! 
J 
r b:i~1 (b ... .J) ,;. k (b.-1-k)J'1 )_ Jk 1-ln(v tf'lll no] 1 k=O J 
Ü<v<l 
(a.-1-k) (b -1-k) 
Onde, AOjJ e s 0 jJ sao calculildo~ atrav6s, respcctivame~ 
te, das expressões (2.3.11) e (2.3.15) fazendo-se Lso, conforme o 
caso e dependendo dos vários valores de j, das expre03soes (2.3,18) 
a (2.3.52). 
(2.3.4). 
a. e b. são dados respectivamente 
J J 
per (2.3.3) c 
2. 4 - A Fu'NÇÃO DISTRIBUIÇÃO ACUMULADA DE ·v PARA q~p~ 2q, p PAR, q 
PAR. 
Para calcular a função distribuição acumulada, F(x) 
sera utilizado o seguinte resultado (ver Mathai e Hat.hie, 197lb) 
(2.4.1) I
x m -t 
"i,_ 1m-1d a+l,. rn(m-l) ... (m-t+l)í-ln x) U -..141 U U =X '-' t 
0 t=l m(a+l)-
a>O; ID=l,2, ... ; O<u<l . 
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Assim, de (2.3.531 
(2.4.2) 
{ 
oo I pql-~ laj-1 (a.-1) (a.-1-k) 
F (x) =C" E q E l A ] 
p,q j=O (aj-1)! k=O k ÜJ 
[I}-<f'" I i -~+l 1-lnl)•<f'"lf'dvj}, 
2 
Fazendo a mudança de variável u=vn'qpq e usando o resultado (2.4.1), 
obtém...:.se 1 
(2.4.3) { . pl 1 J-- a -, oo I pq) 2 j (a .-1) (a .--1-k) F(x)=C".!:!....... l: q 1 E J A.J p,q 2 j=O (aj-1). k=O k ÜJ 
, r+l ;1 __ per r-t~·lj b _ p-1 + 1 E (r+1)r (r-l.) •.. (r-t+2) (-ln (v q· -)) + 
n' n' n' p-1 
. x t=1 lr+ll 12 - 2 + il 
+ E 
i=O 
r+l flT r-t-+1 2 1 
" (r+l)r(r-1) ••. (r-t+2) 1-ln(v <f'" I) j 
•• I 2 
bl lr+l) 1; -r; + j) J O<x< 1 
2.5 -A DENSIDADE E DISTRIBUIÇÃO DE V PARA q~p~2q, p ÍMPAR, q ÍM-
PAR 
Ne!i,te caso, bem como nos seguintes, os resultados serao 
apresentados sem maiores comentários, devido à perfeita analogia 
com o caso anterior. 
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Assim 1 apos os cancelamentos das funções gama no inte-
grando de (2.2.1) obtGrn-se 
(2.5.1) I-z;i f 
L 
(s-1) (q-1 ) / 2Q (s) 
As ordens a. e bj dos polos respectivamen-te dos tipos s~~-j e 
~. J 
s= 2 -J sao 
I 2. s. 2 I 
(2.5.3) b.= 
J 
q (j+1) 
p(q-1) 
2 
lq-11 Le=!L 
2 
. o p-3 J= ,l, ... ,-2-
. p-1 
J~ 2 
. p-5 J=Ü,l, ... ,-2-
. p-3 
J=-y-
. p-1 ]>--
- 2 
Agora, analogamente ao caso anterior, obtém-se 
a) Para . O 1 P-5 J= I t•••l--2-
(2.5.4) 
(2.5.5) 
I 2. 5. 61 
I 2. 5. 71 
12.5.8) 
12.5.9) 
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p-3 
-~-
+q(j+l)i;;(r+l,s-}+l)+q. ~ ç(r+l,s-~+i) + 
1=-:1 +1 
p-5 
-
2
- p-1 . (q-1)/2 i- 1 qli+l) 
+q L ç(r+l,s-·--+1)+----··+ L ·=c-c-Q**(r,s)}, 
·-o 2 I· lln1 ·-oi P .ln1 1- s-. 1- s--2 -+-J_ 
p-3 p-5 
q-p+1 g-p-1 --2- 2 
r 2 1J2.::-1_j)r 2 1P~ 2 -Jl rr li-jl rr rqli-i+!l 2 l. . ' l . o 2 1-J+ l-Ao i=- ----------q--~1 -i--1- ·---"c::.='----"-'"'--------
l p-2 . 1-2 rr 1._. 1qli+ll 01!'_ 1 --z--l ' J ... 2 J 
i=Ü . 
p+1 p-1 p-J E=2 
coi=lq---z-H•I--z--il+lq--z-cl'i>l 2 -il-rqli+11 + 
p-3 p-5 
--:> -2- J-] . "~·(· ') "•'•(' .· l) lq-ll/2 "q(l+1) Q'(f' ') 
+q . 1 l-J +q o' l-J+2 -~.E-2 .1-. oli-il- 2-J • 
l=J+ l= 2 --] l= 
(r) r+l p+1 p-1 . p-1 n-2 c0 j =(-1) r!{ (q- -2-)ç ln1,-y--J)+ (q- 2 )ç lr+l,2-1 + 
p-3 p-5 
-2- -2-
+q(j+l)I;(r+l,l)+q i: t;(r+l,i-j)+q r r;(r+l,i-j+~) + 
i=j+l i=Ü 
I j-1 ' lg-11 2 " q(l+1) Q**l f'')} 
• + ·+ ,__ - r' -J 
l p-2 . 1r+1 . OI' . 1r+l 2 --z--J J."' 1-J 
(2.5.10) 
(2.5.11) 
(2.5.12) 
(2.5.13) 
(2.5.14) 
.J3 
1 ~ p--5 
q..l2!l 1 q-~ 2 2 1 ( . 1) 1 
r 
2 (s2 )r 
2 
(2-l) i~C!._~~-(:~+il i.=~L/qlsJS-+i)rq J+ (s-Tj+l) 
1 BJ. q 1 
-=-- j-1 . 
(s-1) 2 i~O (s- p21 +i) q (H1) .Q (s) 
p-3 
:z-
Djo (q-P; 1 1 ~· (s-~) + lq-P;1 1 ~ (s-1) +q i~O ~ (S-~+i) + 
~ 
2 
+q f. $(s-P; 1 +i) +q (j+1) • (s-P;~+j+1) 
l=]+l 
(g-1)/2 
s-1 
j-1 
- f. 
i=O 
(r) r+1 1 p+1 1 p-l Dj =(-1) r! (q-2) Ç(r+1,s-2 )+(q--2-i ç(r+1,s-1) + 
E=l p-5 
··r -z-
+q E ~ (r+l,s-~+i) +q [. ç (r+l,s-P2 1 +i) + 
i=O i=j+l 
1 ( -]) /2 j-l (. 1) 
-tq(j+l)ç(r+l 1s-r>; +j+l)+-q- í+ z: --------.:9._l+ -Q**(r,s)}, (s--l)n i=O (s-.Y;1 i)r+l 
P 3 p-5 p+l p-1 ---=----q--- q-~ 2 -2-
r 2 IP- 2 _j)r 2 IP- 3_ 3 1 n r'l(l-·j·-.!cl rr (i-j) 
B ---
2 2 i-~0 2 i=j+l o j o 5!.=l -~---
3 2 j - 1 I . . I I lp- -·jl rr li-j-~lq\l+. 
2 i=Ü 2 
(p-1 ') Q -2-] 
p-3 
• -2-
1 n-1 1 , 1p-2 ') ( p-J. 1 ,, 1p-3 ') • ('. 1) D . = q-s..._:::_ ~~ -·--] + q---.- ~~ -· -·-] HI t. ~ J.-J--2 + 
DJ 2 2 2 2 i·O · 
(2.5.15) 
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p-5 
-2- '-1 
. . . (q-l)/2 J. q(i+1) p-1 . 
+q r: tP<l-J)-Yq{J+ll-n=-3-- "-i-j -a*<-2-Jl 
i==j +1 .!::"2--j i=Ü " 
!ri • r+1 I J'.+ll I p-2 . I p-1 p-3 . n 0 j =(-L) r! (g- 2 r; r+l,-2 --J +(q---2-Jç(r+l,-z-Jl+ 
p-3 p-5 
-y- -y-
+q L t;(r+l,i-j-~)+q L ~(r+l,i-j)+g(j+l)t;(r+l,l)+ 
i=O i=j+l 
(q-1)/2 
+- + 
'"23 -j) r+1 
. p-3 b) Para J=-2-
j-1 
r 
i=Ü 
g(i+1) Q**( p-1.)} 
- r ---J 
( . ')r+l . '2 >-] 
As expressoes de Aj, AOj' Cj, 
parte a) , e 
C ~r) , 
J 
C (r) Oj sao as mesmas da 
(2.5.16) 
(2.5.17) 
(2.5.18) 
p-5 q-l'.+l (q-1) (p-1) 2 
r 2 (s-!1 r 2 (s) TI rq (s-~+i) 2 i=Ü B.------~05------------~~-------l E=.?. 
~ (s-P-1 +i)q(i+1 ) .Q(s) 
. o 2 
>= 
q li+11 _ Q* (s) 
~1' s-b~J.. 
2 
D Ir!= 1-11 r+1 'I I _p+11' I l _!I lq-11 lp-11' I l I j r.q 2 ..,r+_,s 2 + 2 .r+.,s 
• 
+ 
·~ 
'' 
(2.5.19) 
(2.5.20) 
(2.5.21) 
(2.5.22) 
(2.5.23) 
p+1 
q--2~ 2 p- . ) r (~:,~·-J r 
8oJ·=-----~-c--
- p~<) 
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2rr .. I. ')qliTl) 
' l-J 
L::: O 
Q lf'~~-j) 
q (. . 1) r ].-J-2 
p-·5 
~r 
( p+1) 1p-2 . ) lq-1) lp-l) 1p-l . I • I. . 1 1 Doj= q-~ 1jJ ~r--J + 2 i(! -2~-J +qi~O T,IJ l-J-2 
D Ir)_ I 11 r+1 , (I p+1) I 1 p-2 . 1 lq-1) lp--11 ( 1 p--1 . 1 Oj - - r· q--2~ ç r+ ,·--or-- J + 2 ~ r+ ,-2-J + 
) P ' p-1· p+l c ara J=-2 , -2~, .•• 
A. 
J q-1 
ls-1)2 
p 3 
TI E ')qli+1) s-2 +l i=Ü 
j-1 
H {s-E2+i) 
-1 -i==P2_ 
_lq-1) lp+l) 
2 Q(s) 
12.5.24) 
12.5.25) 
12.5.26) 
(2.5.27) 
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E::i 
2 
_lq-1)/2_ r 
s-1 i=Ü 
j-1 
>: lq-1) lp+1)/2 _ Q* ls) 
p . 
. p-1 
1=~2- s-T~l 
Ir) r+l p-l .J.q-1) lp+l). 12 
cj = (-·ll r! { (q-~2-l r;: (r+l,s-1) , 2 ., {r+l,s-i+j+l)+ 
p-5 p-3 
-y :;:-
• I 1 p-1 . 1 lq-11/2 • +q ,, ç r+ , s-~7-+l +-~--~- + " i=O ~ (s-llr+l i=O 
j-1 
+ L 
. p-1 1==--y-
lq-1) I p-U /2 _ Q** Ir, s)) 
I p . )r+1 s-2+1 
p-l 
q---~ 
r 2 lp-2 -il 2 . 
p-S 
--y 
q(]_+l) + 
I 12 . 1n1 s-2+1 
rr rqli-J+il 
i:" O Aaj o q-1 p-3 '----lq---1)_1_p-_1_) ---
-- 2 j'-1 -
lp-2 .1 2 rr 1 .. 1qli+ll 1 .. 1 2 ~--] 1-J li 1-J 2 ioO . p-l 
l_~-
p-} 
'L . 1 
_ 1 qli+11 _ 
1 ~ lq-11 lp+11/2_ 0 • 1.ç_i 1 
i=O 1-J ._p-1 1-J 2 
l-~2-
cg·)o(-1)r+1r! {lq-p;:1) çlr+1,J?;2-j) + (q--l)21p+1) <.lr+1,1) + 
p-5 p-3 
-
2
- .. l I -ll/2 - 2-
+cr r: ç (r+l,l-J +-) +--Sl.::..:.l:.l~_, L 
-. 0 2 1p-2 . 1r+1 . 0 1= ~--] l~ 
• 
_ _<l(i+1) + 
I . ') r+l 1-J 
i ' 
i 
' I 
' 
12.5.28) 
12.5.29) 
12.5.30) 
12.5.31) 
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j-l 
+ ~ Lq-l) lp+l) /2 .. Q** Ir )'-j)) 
I .. 1r+l 2 . p-l 
l= 2 
1-·J 
E:':! q- ) l lq-ll lp-ll r:;s 2 I p-l . l) .ql P . ) r - ls--lr 2 
B. =---~6-·5 
J q-l-'-
S---;j-+]+ TI l s--+1 
"" LoO 2 
- 2 
I l) 2 TI I p-l . 1qlitl) s- s--n 
i::oO 2 
j-l lq·-l) lp-l) 
rr (s -r:-;1 + l). 2 
p-5 
2 
_lq-l)/2_ L 
s-1 . 0 l= 
gli+l) 
p-l . 
s--2 ··+l 
. p-3 l=:z 
j-l 
.. E lq-l) lp-l) /2 _ Q* ls) 
p-l . . 
. p-3 s---+l 
l=-2- 2 
p-5 
-2-
Qls) 
lr) r+J. ntl l I E') O. =(-1) r!{(q-2)ç(r+l,s--2·)+q_L: c, r-~l,s- 2 +1 + J l=Ü 
j-l 
+ L 
. p-3 
l=-2-
• 
lq-l) lp-l)/2 -Q** lr,s) 
{ D-1 . )r+l 
s-2+1. 
l p-5 P+ --
g----2 2 ? l 
r IP- ·1 rr r·q1. · ) - -] l·-]--
2 i-0 2 
qli+l) 
I p-l . l rtl s--2-+l 
+ 
' I 
(2.5,132) 
(2.5.33) 
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p-5 
-2-
D .=(q-p+l).p(J2.::l-j)+g L .p(i-j-1,)-y(q-l) (p-1)_(q-1)/2 _ 
ÜJ 2 2 . o 2 2 l2.::.2 . l= 2 -] 
~ 
- ~ q(i~1) 
. o l-J l= 
j-1 
L (q-1) (p-1) /2 -Q* 1p-1_j I 
-3 l J 2 
l·_.E_ 
- 2 
p-5 
-;;:-
n6r)=l-llr+1r!{(q-P;1iç(r+1,P;2-ji+qL ç(r+1,i-j-~l + 
J l=Ü 
9 
+ (q-1) tp-11, (r+ 1 , 11 + lq-11/2 +L 2 1y-j I r+ 1 i=O 
j-1 
+ L 
. l2.::.2 
l= 2 
(q-1) (p-1)/2_Q**(r p-1-j)} 
( .. 1r+l · ' 2 l-] 
q li+ li 
( . . I r+l l-J 
+ 
A den·sidade e a distribuição de V 1 neste caso, tem as mesmas ex-
pressfes que (2.3.53) e (2.4.3) respect1vamente, agora com a e 
bj dapos por (2.5.2) e (2.5.3) e Acij) e sci;) sendo calculado~ atra 
vés das expressões (2.5,4) a (2.5.33) conforme o caso. 
2.6 -:A DENSIDADE E DISTRIBUIÇÃO DE V PARA lJ,"P,"2q, p PAR, q ÍMPAR 
Neste caso, apôs os cancelamentos de funções gama no 
integrando de (2.2.1) obtém-se 
(2.6.1) 
g-~ 1 q-~ ~-2 ~ -2 
r (s- --21 r (s-11 n r'l(S-f' +i) rr r 'I (S-~21 il 
. o 2 . o l= l= 
SC1 
(s-1) r Q(s) 
• p . e s--n-21 '-]· As ordens aj e bj respectivamente dos pelos s"'·;rJ ~ -sao 
(2.6.2) 
(2.6.3) 
q ( j+1) 
(q-1)(p>l) 
a.= 2 
J 
p (q-1) 
2 
39 
j;:;O,l, ... ,~-2 
j=O,l, ... ,~-2 
Obtém-se, analogamente aos casos anteriores 
( 2. 6. 4) 
(2. 6. 5) 
(2.6.6) 
(2.6.7)i 
(2.6.8)' 
(2.6.9), 
! ' 
I (2.6.1q) 
! 
(2.6.1~) 
(2.6.12) 
(2.6.13) 
a) Para j==O,l, ... ,~-2. 
C·" (C. 
J J 
l/2 em (2.3.18) I. (s-1) 
em (2.3.20))+_1/ 2
1 s-
C(r)o(C(r) em (2.3.23))+(-l)"r! l. 112 f] 
l 3 (s-1)r+ · 
1/2 (2.3.27))+--2-
y-i 
c0 . o(C 0 . em (2.3.28))+(-1) r. _ 2 . 1 
(r) (ri r. , [ 1/2 ] 
J J ly-il 1 + 
Bj='IBj em (2.3.29)). (s-1) 1/2 
D(r)=(D(r) 
J J 
• 
em (2.3.32) )+(-1)rr! [. 112 f] 
_(s-llr+. 
(2.6.14) 
(2.6.15) 
40 
(2.3.33))- =~ 2 Ef-i 
(r) (r) r , ~ l/2 ··] D
0
. -(D 0 . em (2.3.34))+(-1) r. 3 1 J J (p- .)r+ 
-2--J 
. . 
b) Para j=~-1 
(r) , (r) 
cj 'Aoj' cOj' coj As expressões de A. , C. , 
( J J 
D D 
r) Oj e Oj sao as mesmas do caso p par, q par. 
(2.6.16) 
(2.6.17) 
(2.6.18) 
(2.6.19) 
(2.6.20) 
(2.6.21) 
(2.6.22) 
(2.6.23) 
(2.6.24) 
(2.6.25) 
) · P E 1 c Para J=2, 2 + , ••• 
A.= (A. 
J J 
C.=(C. 
J J 
1/2 
em 12.3.41)). (s-1) 
1/2 
0m (2.3.43)) +----1 
s-
clrl.(clr) 
J J 
em (2.3.44))+(-1)rr! 1 1/2 j 
_(s-l)r+ _ 
r (2.3.46))+(-l) r!. 
B.=(B. em (2.3.47)). (s-1) l/ 2 
J J 
D(r).(D(r) em 
J J 
(2.3.50))+(-l)rr! 
1/2 
- l/2 J 
{s-l)r+l 
B0 .=iB0 . J • J 
p-3 . 1/2 
em (2.3.48)) .1·-T·-J) 
0 Ir) , 
J 
(2.6.26) 
(2.6.27)' D (r)_ 10 (r) Oj - Oj 
41 
(2.3.51) )+ ~~ 2 
E=_,>_ i 
2 
em 
r (2.3.52))+1-ll r! 1/2 'j (p-3 . ) r+l ---] 2 
A densidade e distribuição de V, neste caso, tem as mesmas expre_§_ 
sões que (2.3.53) e (2.4.3) respectivamente com a. e b. dados por 
(2.6.2) e (2.6.3) e A~;) e sJ; 1 sendo calculados ~trav~s das ex-
pressões (2.6.4) a {2.6.27) conforme o caso. 
2. 7 -A DENSIDADE E A DISTRIBUIÇÃO DE V PARA q.':.p_-:_2q,. p ÍMPAR, q 
PAR 
' 
Neste caso, apos as simplificações das funções gama no 
integrando de ( 2. 2 .1 ), obtém-se 
(2.7.1) 
As ordens a. e bj dos polos respectivamente dos tipos s=~-j e 
s=P21-j saoJ 
(2.7.2) 
(2. 7. 3) 
q I i +ll 
p(q-l) 1 
b.= 2 --2 
J 
(q-l) IE.::_l_)_ __ 1 2 . 
• 
._ p-3 J-0,1, ... ,-2 
. p-1 ]>--
- 2 
. p-3 
J=--2-
' p-l p--
·- 2 
Analogamente aos caso:,. anteriores, obtém--se 
(2. 7.4) 
(2.7.5) 
(2.7.6) 
(2.7.7) 
(2.7.8) 
(2.7.9) 
(2.7.10) 
(2.7.11) 
(2.7.12) 
(2.7.13) 
(2.7.14) 
(2.7.15) 
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. p-5 
a) Para J=O,l, ... ,-2-
A.=(A. em (2.5.4))/[(s-1) 1 12 r(s-1)] 
J J 
C.=(C. em (2.5.5) )-.P(s-.U- 1 / 2
1 J J s-
c:!m (2.5.6))+(-1) r! <:,(r+l,s-1)- 1 r 1/2 J 
_ (s-l)r+ 
(2 "8))·•·(p-3.1 1/2 ,J. -o/ -?--J - 3 
- !'.::c'. . 2 -] 
(r I (r I r -2 . 
c 0 j =(COj em (2.5.9))+(-1) r! ç(r+1,y-JI [. 
B.=(B. 
J J 
D.= (D. 
J J 
' 
em (2.5.10))/[(s-1) 1 / 2 r(s-l)] 
1/2 
em (2.5.11))-.P(s-11--1 s-
D(r)=(D(r) em (2.5.12))+(-1)rr! [.ç (r+1,s-1) 
J J 
(2.5.14))-.p(p-23-j)- 1~2 p- . 
-2--J 
1/2 ] 
(s-1) r+1 
o 0 . -(o0 . em (2.5.15))+(-1) r. ç(r+l,-2--JI- 3 
(r)_ (r) r 1 [ p-3 . l/2 ~ 
J J (p- .Ir+ 
-2--J 
p-3 b) Para j=-2-
As expressões de Aj' cj, c~r), AOj' cOj' ccij) sao as mesmas da 
parte a) acima, e 
I' 
i 
(2.7.16) 
(2.7.17) 
(2.7.18) 
(2.7.19) 
(2.7.20) 
(2.7.21) 
(2.7.22) 
" (2.7.23) 
(2.7.24) 
(2.7.26) 
(2.7.27). 
(2. 7.28) 
(2.7.29) 
43 
em (2.5.16) )/r (s) 
Dj=(Dj em (2.5.17))-.P(s) 
D(r)=(D(r) em (2.5.18) )+(-1)rr! I<: (r+1,s) J 
J ' J 
Boj=(B0 i em (2.,5.19) )/r (P;
1
-il 
Doj=(DOj em (2.5.20))-.p(P;~-j) 
o6J'=ID6Jl em 12.5.21J)+I-1lr!C![clr+l,E}l-j)_[ 
'_p-1 p-1 
c} Para J---2-,--2-, ... 
A.=(A. em (2.5.22))/[ls-1) 1 /:'r(c;-1)] 
J J 
C.=(C. em (2.5.23))-,(s-1)-.!(3 
J J s~l 
C (r)_(C(r) Oj - Oj 
B.=(B. em 
J J 
• 
r (2.5.24))+(-1) ·rl 1/2 ] t;: (r+l,s-1)-----1 
_ (s-l)r+ _ 
12 cZG)) (p-3.) l/2 
.J. -tfi -2---J --p-3 ' 
2 -] 
r l. 1 1 p-3 . ) 1/2 J (-1) r! t:: r+ '2---J - p-3 , r+l 
12--J) 
. -
em {2.5.27))+ 
j-1 
rr 
. p-3 i' p-1 1) 
c l=~- s---2-+ 
(2.o.28)). l/"- ··--i···--
(s-1) L.. r (.<;-12..2.-+j -1-l) 
D-=(0. em (2.5.29))+ 
J J 
l 
E=.! . 
p-1 ' l/2 
if(s--z+J+ll-s-1 
s- 2 +1 
I 
(2.7.30) 
(2.7.31) 
(2.7.32) 
(2.7.33) 
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em (2.5.30) )+1-llrr! 
-----+1; (r+l,s---+J+l) 1/2 p-1 . J 
(s-l)r+l 2 
j-1 
rr li-jl 
. .e.:_3_ 
l·'= 2 
(2.5.31)). p 3 . 1/2 
1-2--J) 
j-1 
(2.5.32))+ L 
. n-3 l=~ 
2 
1 
i-j 
1/2 
- 3 1 +C(r+l,l) (p- ')r+ 
-2--] 
j-1 
" 
l
. _p-3 
- 2 
j-1 
r 
. p-3 l"-2-
1 
( p-1 ')r+l s--2-+l 
1 
( . . ) r+1 l-] 
A den.sidade e a distribuição de V tem ,::cs mesmas expressoes de 
(2.3.53) e (2.4.3) 
e (2.7.3) e AJ; 1 e 
(2.7.4) a (2.7.33) 
• 
respectivamente, com a. e b. dados por (2. 7. 2) 
I I l J -Boj sendo calculados utraves das expressões 
conforme o caso. 
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