Generative adversarial networks (GAN) have become popular for generating data that mimic observations by learning a suitable variable transformation from a random variable. However, empirically, GAN is known to suffer from instability. Also, the theory provided based on the minimax optimization formulation of GAN cannot explain the widely-used practical procedure that uses the so-called logd trick.
Introduction
We consider observed real data x * 1 , . . . , x * n ∈ R r from an unknown distribution p * on R r . Moreover, assume that we are given a random variable Z with a known distribution such as a Gaussian distribution. We are interested in learning a random variable transformation G(Z) so that the generated data G(Z) has a probability density function that is close to the real distribution p * . This is the setting considered in generative adversarial networks (GAN) [6] , and the transformation G(Z) is often referred to as a generator. While GAN has been widely used, it is also known that GAN is difficult to train due to its instability, which has led to numerous studies, e.g., Wasserstein GAN and its extensions to pursue a different minimax objective [1, 7, 13] , mode-regularized GAN to tackle the issue of mode collapse [4] , unrolled GAN [12] , AdaGAN [19] , and references therein.
An important concept introduced by GAN is the idea of adversarial learner, denoted here by d, which tries to discriminate real data from generated data. Mathematically, GAN solves the following minimax optimization problem: 
Parameterizing d and G, the GAN formulation can be viewed as a saddle point problem in optimization, which can be solved using a stochastic gradient method, where one takes a gradient step with respect to the parameters in d and G (see Algorithm 4 below). However, the practical procedure, suggested by the original work [6] , replaces minimization of log(1 − d(G(z))) with respect to G in (1) with maximization of log(d(G(z))) with respect to G, called the logd trick. Thus, GAN with the logd trick, though more effective, cannot be directly explained by the theory based on the minimax formulation (1) . This paper provides a new theoretical foundation for generative adversarial methods which does not rely on the minimax formulation (1) . We present a theory showing that one can learn a good generator G(Z) where 'goodness' is measured by the KL-divergence between the distributions of real data and generated data, by using functional gradient learning greedily, similar to gradient boosting [5] . However, unlike the standard gradient boosting, which uses additive models, this paper considers functional compositions in the following form G t (Z) = G t−1 (Z) + η t g t (G t−1 (Z)), (t = 1, . . . , T ) (2) to obtain G(Z) = G T (Z). Here η t is a small learning rate, and each g t is a function to be estimated from data. An initial generator G 0 (Z) ∈ R r is assumed to be given. We learn from data g t greedily from t = 1 to t = T so that improvement (in terms of the KL-divergence) is guaranteed. Our theory leads to new enhanced algorithms for learning generative adversarial models that are more stable and effective than GAN. It also provides a new theoretical insight into the original GAN, not only with the minimax formulation but also with the logd trick, thus filling the above-mentioned gap between the theory and the practice of GAN. The experiments show the effectiveness of our new method on image generation in comparison with GAN variants.
Notation Throughout the paper, we use x to denote data in R r , and in particular, we use x * to denote real data. The probability density function of real data is denoted by p * . We use · to denote the vector 2-norm and the matrix spectral norm (the largest singular value of a matrix).
Functional Gradient Theory of Variable Transformation
To present our theory, we start with stating assumptions (Section 2.1). We then analyze one step of random variable transformation in (2) (i.e., transforming G t−1 (Z) to G t (Z)) and examine an algorithm suggested by this analysis (Section 2.2).
Assumptions
Given weighted training examples {(w i , x i , β i )} (where β i ∈ [0, 1] is the probability of binary target y i such that P (y i = 1) = β i , and P (y i = −1) = 1 − β i ), we assume that there is an oracle adversarial learner A that can solve the following weighted logistic regression problem:
w i [β i ln(1 + exp(−D(x i ))) + (1 − β i ) ln(1 + exp(D(x i )))] .
Here we use the logistic model, so that d in (1) corresponds to 1 1+exp(−D(x)) . In particular, given β ∈ (0.5, 1], real data x * 1 , . . . , x * n ∈ R r , and generated data x 1 , . . . , x m ∈ R r , we let D(·) = A({(1/n, x * i , β)}∪{(1/m, x i , 1− β)}), which is often referred to as a discriminator that tries to discriminate the real data from the generated data. When n and m are sufficiently large, the standard statistical consistency theory of logistic regression implies that with a strong discriminative learning algorithm A, we have
where p * and p are the probability density functions of real data and generated data, respectively. For convenience, we impose the following assumption. 
The assumption says that p * is a smooth density function with light tails. For example, common exponential distributions such as Gaussian distributions and mixtures of Gaussians all satisfy the assumption. It is worth mentioning that the assumption is not truly needed for the algorithm. This is because an arbitrary distribution can always be approximated by mixtures of Gaussians. Nevertheless, the assumption simplifies the statement of our analysis (Theorem 2.1 below) because we do not have to deal with such approximations.
Analyzing one step of random variable transformation
The goal is to approximate the true density p * on R r through (2) . Our analysis here focuses on one step of (2) at time t, namely, random variable transformation of G t−1 (Z) to G t (Z). To simplify notation, we assume that we are given a random variable X with a probability density p on R r . We are interested in finding a function g : R r → R r , so that the transformed variable X = X + ηg(X) for small η > 0 has a distribution closer to p * . We show that this can be achieved with a gradient-like step in the function space.
To measure the distance of a density p from the true density p * , we will keep track of the following KL-divergence
for some β ∈ (0.5, 1], before and after the transformation. We know that L β (p) ≥ 0 for all p, and L β (p) = 0 if and only if p = p * . For β = 1, L β (p) becomes the standard KL distance between p * and p.
The following theorem shows that with an appropriately chosen g(·), the transformation X → X + ηg(X) can always reduce the KL-divergence L β (·). This means that transformation X + ηg(X) is an improvement from X. The proof of the theorem is given in the Appendix A.
Theorem 2.1 Assume that Assumption 2.1 holds. Let g : R r → R r be a continuously differentiable transformation such that g(·) ≤ a and ∇g(·) ≤ b. Let p be the probability density of a random variable X, and let p be the probability density of the random variable X such that X = X + ηg(X) where 0 < η < min(1/b, h 0 /a). For an arbitrary β ∈ (0.5, 1], assume that we have D (x) that is sufficiently close to
in the sense that it satisfies the -approximation condition
Further assume that there exists a positive number B < ∞ such that |D(x)| ≤ B. Then there exists a positive constant c such that for all > 0:
To see the consequences of the theorem, let us use the strong adversarial learner A from Section 2.1 to find a discriminator
using real data {x * 1 , · · · , x * n } and generated data {x 1 , · · · , x m }, so that (3) holds up to a high accuracy, and therefore D(x) ≈ D(x) (for D(x) defined in the theorem) to the extent that D satisfies the -approximation condition for a small > 0. If we thus use D (as in (5)) as D and let β ≈ 1 1 and = η in the theorem, then we have (approximately):
If we further take g(x) = s(x)∇D(x), where s(x) > 0 is a scaling factor, then we have
This means that the objective value L β (·) will be reduced for a sufficiently small η unless the following functional gradient vanishes
The vanishing condition implies that D(x) is approximately a constant when p * has full support on R r . In this case, the discriminator is unable to differentiate the real data from the generated data. Thus, it is implied that letting g(x) = s(x)∇D(x) makes the probability density of generated data closer to that of real data until the discriminator becomes unable to distinguish the real data and generated data. We note that taking g(x) = s(x)∇D(x) is analogous to a gradient descent step of L β (p) in the functional space, i.e., a step is taken to modify the function instead of the model parameters. Therefore Theorem 2.1 presents a functional gradient view of variable transformation that can always improve the quality of the generator -when the quality is measured by the KL-divergence between the true data and the generated data. As we shall show later, the ability of our theory to use an arbitrary scaling factor s(x) makes it possible to naturally deal with the logd trick used by GAN practitioners, while the original formulation of GAN in (1) fails to handle the situation.
If we repeat the process described above, the following algorithm is obtained. For simplicity, we only describe the situation with β = 1; the practical behavior of β ≈ 1 is similar to that of β = 1. Note that Line 2 was derived by setting x j = G t−1 (z j ) and β = 1 in (5).
Algorithm 1 CFG: Composite Functional Gradient Learning of Generative Adversarial Nets
Input: real data x * 1 , . . . , x * n , initial generator G 0 (z) with generated data {G 0 (z 1 ), . . . , G 0 (z m )}. Meta-parameter: number of iterations T 1: for t = 1, 2, . . . , T do 2:
is for scaling, e.g., most simply s t (x) = 1) 4:
We call this algorithm composite functional gradient learning of GAN (CFG-GAN), or simply CFG. CFG forms g t by directly using the functional gradient ∇D t (x), as suggested by Theorem 2.1. If (6) holds, and if G 0 we choose η t = η = = O(1/ √ T ), then we can obtain the following bound by cascading (6) from t = 1 to
where p 0 is the density of G 0 (z). This means that as t increases, ∇D t (x) → 0 and thus D t (x) approaches a constant, assuming p * has full support on R r . That is, in the limit, the discriminator is unable to differentiate the real data from the generated data. We note that [10] describes a related but different cascading process motivated by Langevin dynamics sampling. Based on the theory of Langevin, repeated noise addition is required in their generation process. Our generation is simpler in that there is no need for noise addition (except for the initial generator). We also provide a theoretical analysis proving the converge of our process to the optimal distribution in the limit.
Composite Functional Gradient Algorithms
Starting from the CFG algorithm above, we empirically explored algorithms using image generation as an example task. This section describes variants of CFG that were found to be efficient and effective and discusses their relation to the original GAN.
Notation The algorithms introduced below assume that parametric model definitions (e.g., neural network architectures) are given for use as a discriminator and others (e.g., a generator). When D denotes a discriminator, we write θ D for the model parameters of D (or θ G for G). To be terse, we use "discriminator" and "model parameters of the discriminator" interchangeably; e.g., "update the discriminator D" should be understood as "update the model parameters θ D of the discriminator D".
ICFG: Incremental composite functional gradient learning
The first change made to CFG is around the discriminator update. CFG (Algorithm 1) optimizes the discriminator to convergence in every iteration. We found on image generation that this tends to cause the discriminator to overfit, and an overfit discriminator is harmful (much more than an underfit one) as it grossly violates the -approximation condition of our theorem, thus grossly pushing the generator in a wrong direction. We thus considered an incremental variant of CFG, incremental CFG of GAN (ICFG), shown in Algorithm 2. ICFG incrementally updates a discriminator little by little interleaved with the generator updates, so that the generator can keep providing new and more challenging examples to prevent the discriminator from overfitting. That is, similar to GAN, ICFG alternates between a U -minibatch update of the discriminator (where U is a meta-parameter) and one update of the generator.
Algorithm 2 ICFG: Incremental Composite Functional Gradient Learning of Generative Adversarial Nets
Input: a set of training examples S * , prior p z , initial generator G 0 , discriminator D at its initial state (e.g., random). Meta-parameters: number of iterations T . mini-batch size b, discriminator update frequency U . 1: for t = 1, 2, . . . , T do 2: for U steps do 3:
Sample x * 1 , . . . , x * b from S * , and sample z 1 , . . . , z b according to p z .
4:
Update discriminator D by descending the stochastic gradient:
, for some η t > 0. 8: end for 9: return generator G T (and the updated discriminator D if so desired).
ICFG shares nice properties with CFG, in contrast to GAN. First, the generator is guaranteed to improve with each update to the extent that the assumptions hold; therefore, it is expected to be stable. Second, there is no need to design a complex generator model. In a sense, the generator model is automatically and implicitly derived from the discriminator, and it dynamically grows as training proceeds. Figure 1 illustrates a generator created by ICFG with T = 3 (i.e., 3 iterations). As is clear from the illustration, the generator forms a residual net [8] , where each building block g t is automatically derived from the discriminator at time t.
A shortcoming, however, is that the implicit generator network can become very large. At time t, the size of the generator network is in O(t), and therefore, the cost for computing G t (z) starting from scratch is in O(t). This means that the computational cost for performing T iterations of training could be in O(
. Therefore, on a task that requires many iterations (i.e., a large T ), training would become quite expensive. We found that image generation requires a relatively large T , e.g., T > 1000, and that T in this order is problematic, causing slow training, a large model that takes up a lot of space, and slow image generation.
A partial remedy, which speeds up training (but not generation), is to have an input pool of a finite size. That is, we restrict the input distribution to be on a finite set S z and for every input z ∈ S z , maintain G t (z) for the latest t for which G t (z) was computed. By doing so, when G t (z) needs to be computed, one can start from G t (z) instead of starting over from G 0 (z), which saves computation time. With an input pool S z of an extremely small size, G t−1 (z) would be available for any z ∈ S z whenever G t (z) is required; in that case, G t (z) can be obtained for any z in O(1), which makes the cost of training with T iterations be in O(T ) instead of O(T 2 ). Therefore, the order of ICFG training with a finite input pool is in O(T q ) for 1 ≤ q < 2. However, a very small input pool should be avoided as it would fail to provide a variety of examples to the discriminator; also, this remedy solves only a part of the problem.
xICFG: Approximate incremental composite functional gradient learning
As a complete solution to the issue of large generators, we propose Approximate ICFG (xICFG, Algorithm 3). xICFG periodically compresses the generator obtained by ICFG, by training an approximator of a fixed size that approximates the behavior of the generator obtained by ICFG. That is, given a definition of an approximator G and its initial state, xICFG repeatedly alternates the following.
• Using the approximator G as the initial generator, perform T iterations of ICFG to obtain generator G.
• Update the approximator G to achieve G(z) ≈ G(z).
The generator size is again in O(T ), but unlike ICFG, which requires T to be large (e.g., T > 1000) for complex tasks such as image generation, xICFG can keep T small (e.g., T = 10), thus xICFG is efficient. We S z ← an input pool of the given size, sampled according to p z . 3: q z ← the uniform distribution over S z .
4:
G, D ← output of ICFG using S * , q z , G, D as input.
5:
if some exit criteria are met then 6: return generator G Update the approximator G to minimize z∈Sz
use the idea of an input pool above for speeding up training, and instead of keeping the same pool to the end, we refresh the pool S z in every iteration of xICFG (Lines 2&3 of Algorithm 3). For speed, the values G t (z) for z ∈ S z for the latest t should be kept not only for use in ICFG but also for preparing the training data
where |S z | is the input pool size, and |θ D | and |θ G | represent the model sizes of the discriminator and the approximator, respectively. Both a small pool size |S z | and a small T would reduce the runtime of one iteration, but they would increase the number of required iterations, as they reduce the amount of the improvement achieved by one iteration of xICFG, and so a trade-off should be found empirically. In particular, approximation typically causes some degradation, and so it is important to set T and |S z | to sufficiently large values so that the amount of the generator improvement exceeds the amount of degradation caused by approximation. In our experiments, however, tuning of meta-parameters turned out to be relatively easy; one set of meta-parameters achieved stable training in all the tested settings across datasets and network architectures, as shown later.
Relation to GAN
GAN has been shown to be effective on the image generation tasks, but it is also known that training of GAN can be hard due to its instability. In this section, we show that GAN (Algorithm 4) can be regarded as a coarse approximation of ICFG, and it is closely related to a special case of xICFG that sets the meta-parameters to extreme values. This viewpoint leads to some insight into GAN's instability.
We start with the fact that GAN and ICFG share the discriminator update procedure. This fact becomes 
4:
Update discriminator d by ascending the stochastic gradient:
end for 6:
Sample z 1 , . . . , z b according to p z .
7:
Update the generator by descending the stochastic gradient:
until some exit criteria are met 9: return generator G more obvious, when we note that the last step of the GAN discriminator d is typically the sigmoid function to make probability estimates using the logistic model, and so let us write d(
, which is for GAN discriminator update (Line 4 of Algorithm 4), to rewrite it in terms of D, we obtain exactly the same gradient used for ICFG discriminator update (Line 4 of Algorithm 2) by flipping the sign and 'descend'/'ascend'. Thus, ICFG shares discriminator update with GAN, provided that the last step of GAN's discriminator is the sigmoid.
Next, we show that the generator update of GAN is equivalent to coarsely approximating a generator produced by ICFG; in more detail, it is equivalent to taking one step of gradient descent in order to approximate the generator produced by ICFG with T = 1. To see this, first note that GAN's generator update (Line 7 of Algorithm 4) requires the gradient ∇ θ G ln(1 − d(G(z))). Using d(x) = 1 1+exp(−D(x)) again, and writing [v] i for the i-th component of vector v, the k-th component of this gradient can be written in terms of D as:
where s 0 (x) = 1 1+exp(−D(x)) , a scalar resulting from differentiating f (y) = − ln exp(−y) 1+exp(−y) at y = D(x). Now suppose that we apply ICFG with T = 1 to a generator G to obtain a new generator G :
and then we update G to approximate G so that
is minimized as in xICFG. To take one step of gradient descent for this approximation, we need the gradient of the square error above with respect to θ G . It is easy to verify that the k-th component of this gradient is:
By setting the scaling factor s(x) = s 0 (x)/η, this is exactly the same as (7) for GAN's generator update. (Recall that our theory and algorithms accommodate an arbitrary data-dependent scaling factor s(x) > 0.) Thus, algorithmically GAN can be viewed as a modification 2 of a special case of xICFG that does the following:
• Set T = 1, i.e., let ICFG update the generator just once.
• To update the approximator, take only one gradient descent step with only one mini-batch, instead of optimizing to the convergence with many examples. Therefore, the degree of approximation could be poor.
The same argument applies also to the logd-trick variant of GAN. The generator update with the logd trick requires the same gradient as (7) except that s 0 becomes s 1 (x) = 1 1+exp(D(x)) ; note that the change from s 0 (x) = 1 1+exp(−D(x)) is the sign in front of D. Thus, GAN with the logd trick can also be viewed as a modification of a special case of xICFG above.
Moreover, to compare GAN with and without the logd trick, consider the situation where generated data x is very far from the real data and therefore D(x) 0. In this situation, we have s 0 (x) ≈ 0 without the logd trick, which would make the gradient (for updating θ G ) vanish, as noted in [6] , even though the generator is poor and so requires updating. In contrast, we have s 1 (x) ≈ 1 with the logd trick in this poor generator situation, and when the generated data x is close to the real data and therefore D(x) ≈ 0, we have s 1 (x) ≈ 1 2 .
Thus, with the logd trick, the scaling factor of the gradient is likely to fall into [ 1 2 , 1), which is more sensible as well as more similar to our choice (s(x) = 1) for the xICFG experiments, compared with the scaling of GAN without the trick.
GAN is known to be unstable while xICFG with appropriate meta-parameters is stable, as shown later. Thus, we figure that GAN's instability derives from their algorithmic differences, the two bullets above -an extremely small T and coarse approximation, both of which can cause degradation of the generator. When this happens, a GAN generator could fail to keep providing challenging examples to the discriminator, which would disrupt the balance of the progress of the discriminator and that of the generator, leading to instability.
Finally, note that a fundamental theoretical difference between our CFG algorithms and GAN lies in the optimization objectives. With the optimal discriminator, the objective of GAN in its original form (without the logd trick) can be regarded as minimization of the Jensen-Shanon (JS) divergence between the distributions of real data and generated data [6] :
By contrast, Theorem 2.1 implies that CFG and its variants directly minimize the KL-divergence between the distributions of real data and generated data defined in (4) . Since minimizing the KL-divergence is equivalent to maximizing the log-likelihood, CFG is similar to a maximum likelihood estimate. Therefore, we expect that our methods can be more easily combined with other maximum likelihood based probability models. More generally, the idea of composite functional gradient is similar to gradient descent, but the descent step is taken in the functional space instead of the model parameter space. In its original form, the complexity of the generator grows as the iteration proceeds. It can be shown that this approach also simultaneously minimizes some other distance functions such as JS divergence. The ability to optimize multiple criteria simultaneously may be one reason why CFG-based procedures (including its variants) are stable.
Experiments
We tested xICFG on the image generation task.
Experimental setup

Baseline methods
Due to its relation to xICFG as analyzed above, we also experimented with the original GAN for comparison. More specifically, we tested two types of the original GAN as proposed in [6] , which we call GAN0 and GAN1 below when they need to be distinguished:
• GAN0: GAN without the logd trick. [6] provided a theoretical analysis of GAN0.
• GAN1: GAN with the logd trick. GAN1 was suggested by [6] for practical use.
As a representative of state-of-the-art methods, we tested Wasserstein GAN with the gradient penalty proposed in [7] (hereafter, 'WGANgp'). Different from GAN, the training objective of WGAN is
WGAN was proposed by [1] and shown to achieve stable training with meaningful discriminator 3 output values. However, weight clipping used in [1] for enforcing a Lipschitz constraint on the discriminator was found to cause training failure [7, 13] . WGANgp enforces a Lipschitz constraint through a gradient penalty term
] and x * i and x i are sampled from real data and generated data, respectively. It has been shown to achieve stable training on a number of network architectures and datasets. We consider WGANgp to represent the state of the art as it was shown to rival or outperform a number of previous methods such as the original WGAN with weight clipping, Least Squares GAN [11] , Boundary Equilibrium GAN [3] , GAN with denoising feature matching [20] , and Fisher GAN [13] .
Evaluation metrics
Making reliable likelihood estimates with generative adversarial models [17] is known to be challenging, and we instead focused on evaluating the visual quality of generated images, using datasets that come with labels for classification. We measured the inception score [16] . The intuition behind this score is that high-quality images should lead to high confidence in classification. It is defined as exp(E x KL(p(y|x)||p(y))) where p(y|x) is the label distribution conditioned on generated data x and p(y) is the label distribution over the generated data. Following previous work (e.g., [21, 4] ) the probabilities were estimated by a classifier trained with labels for the classification task (instead of the ImageNet-trained inception model used in [16] ) so that the image classes of interest were well represented in the classifier. To evaluate the diversity of generated images, we also measured the KL-divergence between the distributions of predicted labels over generated data and true labels over the real data, as suggested by [4] . However, we found that in our settings, this measure correlates to the inception score, and so we do not report it to avoid redundancy. We note that the inception score is limited, e.g., it would not detect mode collapse or missing modes within a class. Apart from that, we found that the inception score corresponds to human perception well. The only exceptions occasionally observed were when the images were of very low quality, e.g., at the beginning of training.
Data
We used MNIST, the Street View House Numbers dataset (SVHN) [14] , and the large-scale scene understanding (LSUN) dataset 4 . These datasets are provided with class labels (digits '0' -'9' for MNIST and SVHN and scene types for LSUN). On each dataset, we used the images in the training set as the training examples of real data. There are 10 classes in LSUN, and a number of studies have used the images of only one class ('bedroom') for image generation. However, since a single-class dataset would preclude objective evaluation using class labels (described above), we instead generated a balanced two-class dataset by using the same number of training images from the 'bedroom' class and the 'living room' class (LSUN BR+LR). Similarly, we generated a balanced dataset from the 'tower' class and the 'bridge' class (LSUN Tower+Bridge). The number of the images used as the training examples was 60K (MNIST), 521K (SVHN, the 'extra' set minus 10K for validation), 2.6 million (LSUN BR+LR), and 1.4 million (LSUN Tower+Bridge). MNIST is 1-channel 28×28, and SVHN is 3-channel 32×32. The LSUN images (3-channel) were shrunk and cropped into 64×64 from the original rectangle images, following [15, 1] . No preprocessing was applied except that the pixel values were scaled into [−1, 1].
The inception scores of the real data (measured on a set of 10K real images for validation, disjoint from the training set) were 9.91 (MNIST), 9.13 (SVHN), 1.84 (LSUN BR+LR), and 1.90 (LSUN Tower+Bridge), respectively, which roughly set the upper bounds of the score that can be achieved by generated images.
Network architectures
The tested methods require as input a network architecture of a discriminator and that of an approximator or a generator. While there are numerous network architectures we could experiment with, we focused on two types of architecture pairs with two distinct merits -good results and simplicity.
The first type is with complexity appropriate for the dataset, so that relatively good results can be obtained. On MNIST and SVHN, we used an extension of DCGAN [15] . The DCGAN discriminator consists of convolution layers with stride 2 and batch normalization, and the generator is essentially the reverse of the discriminator, using transposed convolution layers with stride 2 and batch normalization. Our extension is mainly to add 1×1 convolution layers, which improved the results without much increase of computational cost. Larger (64×64) images of LSUN were found to benefit from more complex networks, and so we used a b mini-batch size 64 |S z | input pool set size 10b U discriminator update frequency 1 T number of iterations in ICFG 25 residual net (ResNet) [8] of four residual blocks, which we adopted from the WGANgp code release, for both the discriminator and the approximator/generator. Detailed definitions are given in Appendix B. All of these networks include batch normalization layers. As noted in the original work [7] , WGANgp does not work well with a discriminator with batch normalization (essentially, scaling by batch normalization interferes with implicit scaling via the gradient penalty), while the other tested methods typically benefit from batch normalization. Although it would be ideal to use exactly the same network architectures for all the methods, it would be rather unfair for the other methods if we always remove batch normalization. Therefore, we do the following. For each combination of network definitions and datasets, we test WGANgp with the following three options, (1) replacing batch normalization in the discriminator with layer normalization [2] , (2) removing batch normalization only from the discriminator, and (3) removing batch normalization from both the discriminator and the generator, and report the best results, while the other methods use the network definitions as they are. In addition, we test the setting where no batch normalization is used in either discriminators or approximators/generators.
The second type of network architecture we tested uses a minimally simple approximator/generator, consisting of two 512-dim fully-connected layers with ReLU, followed by the output layer with tanh, which has a merit of simplicity, requiring less design effort. We combined it with a convolutional discriminator, the DCGAN extension above.
xICFG implementation details
The pixel values of images need to be in a certain range. The approximator network makes them in range by tanh, but addition of η t g t in ICFG can make the values go out of range. To avoid out-of-range pixel values, a truncation step was added to ICFG after the addition of η t g t . To speed up training, we limited the number of epochs of the approximator training in xICFG to 10 while reducing the learning rate by multiplying 0.1 whenever the training loss stops going down. The scaling function s(x) in ICFG was set to s(x) = 1. To initialize the approximator G for xICFG, we first created a simple generator G rand (z) equipped with a projection layer with random weights set by the Gaussian distribution with zero mean and standard deviation 0.01 (to produce data points of the desired dimensionality), followed by tanh, and then trained G to approximate the behavior of G rand . The training time reported below includes the time spent for this initialization.
Other details
In all cases, the prior p z was set to generate 100-dimensional normally distributed vectors with zero mean and standard deviation 1: N (0, I). Table 1 shows the meta-parameter values used for obtaining the xICFG results reported below. They were simply fixed for all the xICFG experiments. An exception is Section 4.2.3 where we pursue smaller T 's for practical advantages. For GAN, we used the same mini-batch size as xICFG, but we set the discriminator update frequency U to 1 as other values led to poorer results.
The SGD update was done with rmsprop [18] for xICFG and GAN (i.e., GAN0 and GAN1). The learning rate for rmsprop was simply fixed to 0.0001 for xICFG, but we tried several values for GAN as it turned out to be critical. Similarly, for xICFG, we found it important to set the step size η for the generator update in ICFG to an appropriate value. Therefore, we tried several values for these two meta-parameters (one for xICFG and one for GAN) with the following protocol. We chose the values based on the inception score on the validation set of 10K input vectors (i.e., 10K 100-dim Gaussian vectors), and then we used the chosen values to measure the inception scores on the test set of 10K input vectors, disjoint from the validation set. The SGD update for WGANgp was done with the Adam optimizer [9] as it was used in the original study [7] . We set all the meta-parameters for WGANgp to the values suggested by the original study (which we also confirmed to be nearly the optimum), except that we tried several values for α (learning rate for Adam), as it turned out to be critical.
Thus, the amount of meta-parameter tuning effort was about the same for all the tested methods except for WGANgp, which required additional search for the normalization options.
All the experiments were done using a single NVIDIA Tesla P100. 
Results
On the quality of generated images
First, we report the inception score results, indicative of the quality of generated images, on the convolutional networks (aiming at good results) in Figure 2 . The x-axis represents time spent for training. xICFG generally outperforms the others on all the datasets. Although on LSUN datasets GAN0 and GAN1 occasionally appear to rival or exceed xICFG, inspection of generated images reveals that they both suffer from mode collapse. The inception score results with the simple but weak (fully-connected) approximator/generator are shown in Figure 3 . xICFG again outperforms the others on all the datasets. Among the baseline methods, WGANgp is the only one method that succeeded with the weak generator, but its inception score fell short behind xICFG. In addition, Figure 4 shows the inception score results on the convolutional networks without batch normalization anywhere. xICFG outperforms the others. These results show that xICFG is effective and efficient.
Examples of generated images are shown in Figures 5-8 . On MNIST ( Figure 5 ), all the generated images seem to be of relatively high-quality except for (g) the worst baseline with the fully-connected (f.c.) generator. However, looking closely, one may notice that those with lower scores (numbers in the parentheses) include a few more images of slightly lower quality (i.e., harder to tell what digits they are). The quality differences between methods are more obvious on SVHN ( Figure 6 ); in particular, with the simple fully-connected generator, xICFG generates decent images shown in (e), while the images generated by the best baseline in (f) are less sharp and the worst baseline in (g) suffers from severe mode collapse. On LSUN BR+LR ( Figure  7) , with the convolutional networks (b-d), the images generated by xICFG appear to be at least as good as the images by the best baseline, WGANgp, which is the state of the art. The second best baseline, GAN0, suffers from low quality and lack of diversity. When the fully-connected approximator or generator is used, xICFG generates clearly higher-quality images than the other tested methods (compare (e) with (f) and (g) of Figure 7) . We see the similar trends on LSUN Tower+Bridge (Figure 8 ), where the advantage of xICFG is even more prominent. More examples of LSUN images are shown in Figures 13 and 14 .
When generated images look somewhat realistic, one may wonder if the generator is memorizing training images instead of capturing the essence of images. In Figure 9 , we show examples that indicate that xICFG does something more 'creative' than memorization. The LSUN Tower+Bridge includes a number of pictures of Golden Gate Bridge. As seen in Figure 9a , in reality, Golden Gate Bridge's tower component (the reddish vertical object) has four grids above the horizontal part. xICFG generates images that look like Golden Gate Bridge (Figure 9b ) though they are not perfect (the towers look good, but the wires are wobbly and the ocean is missing from some). It also generates images that look like modifications of Golden Gate Bridge (Figure 9c ), making the tower component longer with more grids, placing it with objects that are not there in reality, and so forth. with convolutional networks (Fig 2) . (e-g) Generated images after 30K seconds of training with fully-connected approximators/generators (Fig 3) . Randomly chosen and sorted by the predicted classes. The numbers in the parentheses are the inception scores averaged over 10K images. the convolutional generator/approximator as in Fig 2 (b-d) , and with the fully-connected generator/approximator as in Fig 3 (e-g) . The images were randomly chosen and sorted by the predicted classes ('0'-'9'). The numbers in the parentheses are the inception scores averaged over 10K images. 
On the relation of discriminator outputs to image quality
As discussed in Section 2.2, successful training should make it harder and harder for the discriminator to distinguish real images and generated images, which would manifest as the discriminator output values for real images and generated images becoming closer and closer to each other. To see if this is actually the case, we looked into the discriminator output. In Figure 10 , we plot '|D(real)−D(gen)|', which is the absolute value of the difference between the discriminator output values for real images and those for generated images on average during training. The discriminator output values were obtained as a by-product of the forward propagation for updating the discriminator (i.e., in the U -minibatch update in ICFG). In Figure 10 , the graphs in the upper row show |D(real)−D(gen)| of xICFG in the log-scale (the y-axis), in relation to training runtime (the x-axis). The trend is the same on all the tested datasets. |D(real)−D(gen)| of xICFG goes down as training proceeds, as expected. The graphs in the lower row plot the inception scores (the y-axis) in relation to |D(real)−D(gen)| (the x-axis), where the arrows indicate the time flow. The trend is the same for all. With xICFG, improvement of image quality correlates with the decrease of |D(real)−D(gen)|, as suggested by the theory. This is in contrast to GAN, where the discriminator output values show little correlation to generator performance (see e.g., [1] ). In Figure 11 , we show how |D(real)−D(gen)| changes in the case of training failure of xICFG, artificially induced by a small training set (1000 real data examples). In this example, soon after |D(real)−D(gen)| value starts going up, the inception score, indicative of the quality of generated images, plateaus and starts going down. In this particular scenario, the discriminator is overfitting to the small set of real data and causing the violation of the -approximation assumption of our theory. That slows down and eventually stops the progress of the generator, resulting in the increase of |D(real)−D(gen)|. The behavior conforms to the theory.
Thus, one can use |D(real)−D(gen)| values, which can be obtained at almost no cost during training, as an indicator of the success/failure/progress of training of xICFG.
On the values for T (number of ICFG iterations)
To obtain the results presented so far, for simplicity, we fixed meta-parameters (except for step size η) to the values in Table 1 in all the settings across the datasets and the network architectures. In this section, we seek smaller values for T (the number of iterations in ICFG) to pursue practical advantages of small generators. Recall that an xICFG generator takes the form of G T resulting from T iterations of G t (z) ← G t−1 (z) + ηg t (G t−1 (z)), and the size of G T depends on T as illustrated in Figure 1 . While a sufficiently large T stabilizes training by ensuring that training makes progress by overcoming the degradation caused by approximation, a smaller T leads to a smaller generator resulting in faster generation and smaller footprints during both training and generation. The results presented so far were obtained by setting T = 25, which worked well for both strong (convolutional) and weak (fully-connected) approximators. We show in Figure 12 the results of testing several values for T with strong (convolutional) approximators used in Figure 2 . We observe that setting T =5 (SVHN), 10 (MNIST), or 15 (LSUN) is as good as T =25; i.e., T can be reduced from 25 to the respective values to receive the advantages of a smaller T , without negative consequences. Reducing T further to 5 results in lower inception scores (except for SVHN), though still outperforming the best baseline method.
Use of the final approximator as a generator Since G t for t = 0, . . . , T −1 can also serve as a generator, the generator size can be further reduced by using one of them at the expense of some quality degradation. In particular, the final approximator (used as G 0 in the final call of ICFG), is the smallest. In the table below, we show the inception scores of the final approximator in comparison with the final generator and the best baseline method. Here, training was done with T set to the values found to be good in Figure 12 . We observe that while the final approximator underperforms the final generator as expected, it is still better than the best baseline method, whose generator uses exactly the same network design (and therefore of the same size) as the final approximator. Thus, use of the final approximator as a generator is a viable option when faster generation and/or a smaller footprint of generation is required. The results also indicate that the higher performance (in terms of the inception score) of xICFG is attributed to not only having a larger (and therefore more complex) generator but also stable and efficient training, which makes it possible to refine the approximator network to the degree that it can outperform the baseline methods.
MNIST SVHN LSUN BR+LR LSUN T+B
T =10 T =5 T =15 T =15
Conclusion
In the generative adversarial learning setting, we considered a generator that can be obtained using composite functional gradient learning. Our theoretical results led to the new stable algorithm xICFG. The experimental results showed that xICFG generated equally good or better images than GAN and WGAN variants in a stable manner on commonly used datasets. Although this paper only studied the application of composite functional gradient learning (CFG) in the setting of generative adversarial models, it is clear that the general concept of CFG should be applicable to other problems. This will be a promising direction for future work. 
