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Abstract
LetA = (Aij )Ni,j=1 ∈ Cn×n be a block irreducible matrix with nonsingular diagonal blocks,
v = (vi) ∈ CN be a positive vector, and let
N∑
j=1
j /=i
‖A−1
ii
Aij‖vj  vi , i = 1, . . . , N.
Under these assumptions, necessary and sufficient conditions for A to be singular are obtained
based on a block generalization of Wielandt’s lemma. The pointwise case (N = n) of irreduc-
ible matrices with nonstrict generalized diagonal dominance is treated separately.
For an irreducible matrix A, conditions necessary and sufficient for a boundary point of the
union of the Gerschgorin’s circles and of the union of the ovals of Cassini to be an eigenvalue
of A are derived.
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1. Introduction
A sufficient condition for a matrix to be nonsingular is provided by the following
famous Levy–Desplanques theorem, frequently attributed to Hadamard (see, e.g.,
[17, III. 2.1.2]).
Theorem 1.1. Let A = (aij ) ∈ Cn×n. If A satisfies the conditions of strict diagonal
dominance 1, i.e.,
n∑
j=1
j /=i
|aij | < |aii |, i = 1, . . . , n, (1.1)
then A is nonsingular.
The basic Levi–Desplanques theorem was generalized along several lines. The
following well-known extension to irreducible matrices with nonstrict diagonal dom-
inance is due to Taussky [23,24].
Theorem 1.2 [24]. Let a matrix A = (aij ) ∈ Cn×n be irreducible and let
n∑
j=1
j /=i
|aij |  |aii |, i = 1, . . . , n, (1.2)
with strict inequality holding in (1.2) for at least one i. Then A is nonsingular.
Note that, as mentioned in [13, p. 24], Taussky’s theorem is especially useful
in application to finite-difference and finite-element methods because the resulting
matrices are frequently both irreducible and nonstrictly diagonally dominant, and
these properties are easy to check.
Another generalization of Theorem 1.1 was suggested by Ostrowski.
Theorem 1.3 [19]. If A ∈ Cn×n is an H-matrix, then A is nonsingular.
Recall that a matrix A = (aij ) ∈ Cn×n is called an H-matrix [19,20] if its com-
parison matrix M(A) = (mij ) ∈ Rn×n,
mij =
{|aii |, i = j,
−|aij |, i /= j,
is an M-matix. In others terms, the H-matrices can be described (see, e.g., [2, The-
orems 7.5.14 and 6.2.3(I)]) as matrices with strict generalized diagonal dominance,
1 Conditions (1.1) are actually conditions of row diagonal dominance. Of course, they can be replaced
by their column counterparts as well as all the diagonal dominance conditions below. Having this in mind,
we will however deal only with the rowwise conditions.
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i.e., A is an H-matrix if and only if there exists a positive vector v = (vi) ∈ Rn such
that
n∑
j=1
j /=i
|aij |vj < |aii |vi, i = 1, . . . , n. (1.3)
Conditions (1.3) obviously ensure that the matrixD−1v ADv , whereDv = diag(v1,
. . . , vn), is strictly diagonally dominant. Therefore, by Theorem 1.1, the matrix
D−1v ADv is nonsingular, whence A is nonsingular as well. Thus, if one uses the
appropriate definition of an H-matrix, the passage from Theorem 1.1 to Theorem 1.3
is straightforward.
The third direction along which Theorem 1.1 can be generalized consists in passing
to block partitioned matrices. Let A = (Aij )Ni,j=1 ∈ Cn×n, n  N  1, and let Aii ∈
Cni×ni , ni  1, i = 1, . . . , N . Considering the blocks Aij as linear transformations
from j to i , j ≈ Cnj , i, j = 1, . . . , N , one can define the norm ‖Aij‖ij as
‖Aij‖ij = sup
x∈j ,x /=0
‖Aijx‖i
‖x‖j
, i, j = 1, . . . , N,
where by ‖ · ‖k we denote a vector norm on the subspace k, k = 1, . . . , N . Note
that one can associate different vector norms with different subspaces k .
The following block extension of Theorems 1.1 and 1.2 appeared in [8] and is a
special case of a more general result established in [9,10,20].
Theorem 1.4. Let A = (Aij )Ni,j=1 ∈ Cn×n, 1  N  n, and let the diagonal sub-
matrices Aii, i = 1, . . . , N, be all nonsingular. If either
N∑
j=1
j /=i
‖Aij‖ij < ‖A−1ii ‖−1ii , i = 1, . . . , N, (1.4)
or A is block irreducible (i.e., the matrix (‖Aij‖)Ni,j=1) ∈ RN×N is irreducible) and
N∑
j=1
j /=i
‖Aij‖ij  ‖A−1ii ‖−1ii , i = 1, . . . , N, (1.5)
with strict inequality holding in (1.5) for at least one i, then A is nonsingular.
The block counterpart of the Ostrowski theorem was established by Robert [22].
In order to formulate it, we first need to recall the definition of a block H -matrix. Let
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A = (Aij )Ni,j=1 ∈ Cn×n, 1  N  n, be a block matrix with nonsingular diagonal
blocks. Define the block comparison matrix Mb(A) = (m(b)ij ) ∈ RN×N as follows:
m
(b)
ij =
{
1, i = j,
−‖A−1ii Aij‖ij , i /= j.
(1.6)
According to [22], a block matrix A = (Aij )Ni,j=1 with nonsingular diagonal blocks
is said to be a block H -matrix if Mb(A) is an M-matrix. Now the theorem due to
Robert can be formulated as follows.
Theorem 1.5. If A = (Aij )Ni,j=1 ∈ Cn×n, 1  N  n, is a block H -matrix, then A
is nonsingular.
It can easily be shown that Theorem 1.5 extends Theorem 1.4 as well. Indeed,
since
‖A−1ii Aij‖ij  ‖A−1ii ‖ii‖Aij‖ij , i = 1, . . . , N, (1.7)
conditions (1.4) as well as conditions (1.5) together with the block irreducibility of
the matrix A imply that Mb(A) is an M-matrix (see, e.g., [2, Theorems 6.2.3(I) and
6.2.7]). Thus, under the assumptions of Theorem 1.4, A is a block H -matrix, and its
nonsingularity follows from Theorem 1.5.
Obviously, all the theorems listed above provide just sufficient conditions for ma-
trices with some kind of (block) diagonal dominance to be nonsingular and leave
the problem of the singularity (nonsingularity) of matrices for which all nonstrict
diagonal dominance conditions occur with equalities open. In this connection, we
can mention only one paper [6], where a condition sufficient for the nonsingularity
of an irreducible matrix A = (aij ) ∈ Cn×n satisfying the relations
n∑
j=1
j /=i
|aij | = |aii |, i = 1, . . . , n,
is presented.
The main purpose of this paper is to derive the conditions that are necessary and
sufficient for a block irreducible matrix A = (Aij )Ni,j=1 ∈ Cn×n with nonstrict gen-
eralized block diagonal dominance
N∑
j=1
j /=i
‖A−1ii Aij‖vj  vi, i = 1, . . . , N, (1.8)
where v = (vi) ∈ RN is a positive vector, to be singular. Note that, in (1.8), ‖ · ‖ is
just the spectral matrix norm. These conditions are given in Theorems 2.1 and 2.6
in Section 2. The derivation of Theorem 2.1 is based on the block counterpart of
Wielandt’s lemma (see Lemma 2.3 and Corollary 2.1), which is of importance by
itself. Section 2 also contains a description of singular block irrreducible matrices
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possessing the property of generalized nonstrict block diagonal dominance in the
sense of [8] (see Theorem 2.2), and specially addresses the singularity/nonsingularity
problem for nonstrictly generalized diagonally dominant matrices in the entrywise
case (Theorems 2.3, 2.4, and 2.5).
In Section 3, the results of Section 2 are used in studying the location of eigen-
values of irreducible matrices. In particular, we provide necessary and sufficient con-
ditions for a boundary point of the Gerschgorin circles and of the ovals of Cassini to
be a matrix eigenvalue.
Finally, it should be emphasized that the results of this paper all concern an in-
dividual matrix. However, in a number of papers (see, e.g., [7,25,27,29]) an alter-
native approach to Gerschgorin-type results was successfully developed. With this
approach, given a matrix A = (aij ) ∈ Cn×n, one is interested in studying the union
of the spectra of all the matrices that belong to one of the sets
A = {B = (bij ) : bii = aii , i = 1, . . . , n, and
|bij | = |aij |, i /= j, i, j = 1, . . . , n}, (1.9)
ˆA = {B = (bij ) : bii = aii , i = 1, . . . , n, and
|bij |  |aij |, i /= j, i, j = 1, . . . , n}, (1.10)
(A) = {B = (bij ) : bii = aii and Ri(B) = Ri(A), i = 1, . . . , n}, (1.11)
ˆ(A) = {B = (bij ) : bii = aii and Ri(B)  Ri(A), i = 1, . . . , n}, (1.12)
where we use the notation
Ri(A) =
n∑
j=1
j /=i
|aij |, i = 1, . . . , n. (1.13)
Typically, the results established either show that, for every matrix B belonging to
one of the sets (1.9)–(1.12), its spectrum is contained in a closed subset of the com-
plex plane or prove that every point of such a subset is an eigenvalue of some matrix
from one of the matrix sets (1.9)–(1.12). Extensions of these results for matrices
partitioned into blocks can be found, e.g., in [15,26,28].
We conclude this introduction by specifying the notation used in what follows.
• If A ∈ Cm×n, then ‖A‖ means the spectral norm of A.
• For a matrix A of order n, Spec(A) denotes the set {λi(A)}ni=1 of its n eigenvalues,
and ρ(A) = maxλ∈Spec(A)|λ| is the spectral radius of A.
• For x ∈ Cn, A ∈ Cn×n, and S ⊂ {1, . . . , n}, n > 1, x[S] = (xi)i∈S is the subvec-
tor of the vector x corresponding to the index set S, and A[S] = (aij )i,j∈S is the
principal submatrix of A on the intersection of its rows and columns specified by
the subset S.
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• If A,B ∈ Rm×n, then the inequality A  B (A > B) means that the matrix A− B
is nonnegative (positive).
• The notation |A|, where A ∈ Cm×n, is used to denote the matrix whose entries are
the moduli of the corresponding entries of A.
• For A ∈ Cn×n,DA means the diagonal of A.
• e = [1, 1, . . . , 1]T ∈ Rn is the unit vector, and ei = [0, . . . , 0, 1, 0, . . . , 0]T is the
ith coordinate vector.
• In (or simply I) denotes the identity matrix of order n.
2. Necessary and sufficient conditions of singularity
The proofs of the main results of this paper are based on the block generalization
of the classical Wielandt lemma [30] (see also [2, Theorem 2.2.14] and [11, Assertion
(1.1)]), which is recalled below.
Lemma 2.1 (Wielandt’s lemma). Let a matrix A = (aij ) ∈ Cn×n and a nonegative
matrix P = (pij ) ∈ Rn×n be related as
|A|  P. (2.1)
Then every eigenvalue λ of the matrix A satisfies the inequality
|λ|  ρ(P ), (2.2)
where ρ(P ) is the spectral radius of P, i.e., its Perron root. Further, if the matrix
P is irreducible, then equality occurs in (2.2) if and only if there exists a unitary
diagonal matrix D such that
D∗AD = εP,
where ε = λ/ρ(P ).
In what follows, we will frequently use the following simple technical lemma.
Lemma 2.2. Let B ∈ Cr×s , x ∈ Cr , y ∈ Cs , r, s  1, x /= 0, y /= 0 and let
x∗By
‖x‖ ‖y‖ = ε‖B‖, |ε| = 1. (2.3)
Then
B
y
‖y‖ = ε‖B‖
x
‖x‖ and
x∗
‖x‖B = ε‖B‖
y∗
‖y‖ .
Proof. By (2.3) and the Cauchy–Schwarz inequality, we have
‖B‖ = |x
∗By|
‖x‖ ‖y‖ 
‖x‖ ‖By‖
‖x‖ ‖y‖ =
‖By‖
‖y‖  ‖B‖,
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which implies that the vectors x and By are collinear, i.e.,
By = αx.
Then (2.3) yields
α = ε‖B‖‖y‖‖x‖ ,
and we conclude that
By
‖y‖ = ε‖B‖
x
‖x‖ .
The remaining relation is established in the same way, based on the collinearity of
the row vectors x∗B and y∗. 
Remark 2.1. Under the conditions of Lemma 2.1, the vectors x and y are left and
right, respectively, singular vectors of the matrix εB and correspond to its largest
singular value ‖B‖.
The block counterpart of Wielandt’s lemma, obviously implying the classical
pointwise version, can be formulated as follows.
Lemma 2.3 (The generalized Wielandt lemma (GWL)). LetA = (Aij )Ni,j=1 ∈ Cn×n,
1  N  n, be a block matrix with square diagonal blocks Aii of order ni  1, i =
1, . . . , N, and let
‖Aij‖  pij , i, j = 1, . . . , N. (2.4)
Then every eigenvalue λ of the matrix A satisfies the inequality
|λ|  ρ(P ), (2.5)
where P = (pij )Ni,j=1. Further, if the majorizing matrix P is irreducible, then equal-
ity occurs in (2.5) if and only if
pij = ‖Aij‖, i, j = 1, . . . , N, (2.6)
and there exist nonzero vectors yi ∈ Cni , i = 1, . . . , N, such that
y∗i Aij yj
‖yi‖ ‖yj‖ = ε‖Aij‖, i = 1, . . . , N, (2.7)
where ε = λ/ρ(P ).
Proof. Let x = (xi)Ni=1, xi ∈ Cni , i = 1, . . . , N, be a right eigenvector of the ma-
trix A corresponding to its eigenvalue λ, i.e.,
Ax = λx, (2.8)
and let
S = {i, 1  i  N : xi /= 0}. (2.9)
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Define the matrix B = (bij )i,j∈S of order k = |S| by setting
bij = x
∗
i Aij xj
‖xi‖ ‖xj‖ , i, j ∈ S, (2.10)
and let
z = (‖xi‖)i∈S.
Then, using (2.8), we derive
(Bz)i =
∑
j∈S
x∗i Aij xj
‖xi‖ =
x∗i
‖xi‖ (Ax)i = λ‖xi‖, i ∈ S,
or, in other terms,
Bz = λz,
which shows that λ is an eigenvalue of the matrix B as well.
In view of the Cauchy–Schwarz inequality, the entries of the matrix B, defined by
(2.10), satisfy the relations
|bij |  ‖Aijxj‖‖xj‖  ‖Aij‖, i, j ∈ S. (2.11)
Taking into account (2.4) and (2.11), we can apply the classical Wielandt lemma
to B and P [S], which yields the inequality
|λ|  ρ(P [S]). (2.12)
On the other hand, by the monotonicity of the Perron root w.r.t. principal subma-
trices (see, e.g., [2, Corollary 2.1.6]), we have
ρ(P [S])  ρ(P ). (2.13)
Taken together, (2.12) and (2.13) prove (2.5).
Now assume that the matrix P is irreducible and that
|λ| = ρ(P ). (2.14)
Then for the index set S defined by (2.9) we have
S = {1, . . . , N}.
Indeed, if S would be a proper subset of the set {1, . . . , N}, then, in view of the
irreducibility of the matrix P, inequality (2.13) would be strict (see, e.g., [2, Corollary
2.1.6]). Taking into account (2.12) and (2.14), we would then have
|λ|  ρ(P [S]) < ρ(P ) = |λ|,
which is a contradiction.
Thus, the matrices B and P are both of order N and satisfy the relation
|B|  P.
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By Lemma 2.1, equality (2.14) implies that
bij = x
∗
i Aij xj
‖xi‖ ‖xj‖ = εdipij d
−1
j , i, j = 1, . . . , N, (2.15)
where ε = λ/ρ(P ) and D = diag(d1, . . . , dN) is a unitary matrix.
Using (2.15), (2.4), and (2.11), we derive
|bij | = pij  ‖Aij‖  |bij |, i, j = 1, . . . , N,
and conclude that (2.6) holds true. In order to obtain (2.7), it is now sufficient to set
yi = dixi, i = 1, . . . , N,
and to use (2.15) and (2.6).
Conversely, let conditions (2.6) and (2.7) be satisfied. Then, by using Lemma 2.2
and (2.6), from (2.7) we obtain
Aijyj
‖yj‖ = εpij
yi
‖yi‖ , i, j = 1, . . . , N. (2.16)
Now let u = (ui)Ni=1 be a right Perron vector of the matrix P, i.e.,
Pu = ρ(P )u. (2.17)
Summing equalities (2.16) with coefficients uj over j and using (2.17), we derive
N∑
j=1
Aijyj
‖yj‖ uj = ε

 N∑
j=1
pijuj

 yi‖yi‖
= ε(Pu)i yi‖yi‖ = ερ(P )
yi
‖yi‖ui, i = 1, . . . , N.
These relations show that λ = ερ(P ) is an eigenvalue of the matrix A, which com-
pletes the proof of the GWL. 
Remark 2.2. In the terminology of [14], relations (2.7) mean that, up to a scalar
multiplier of modulus one, the matrix (‖Aij‖)Ni,j=1 coincides with the matrix Ay
resulting from the vector aggregation of the block matrix A on the nondegenerately
partitioned vector y = (yi)Ni=1.
Remark 2.3. In view of Remark 2.1, relations (2.7) mean that the vector yj , where
1  j  N, is a common right singular vector of the matrices εAij , i = 1, . . . , N,
and a common left singular vector of the matrices εAjk, k = 1, . . . , N, and corre-
sponds to the largest singular values of these matrices.
Remark 2.4. The fact that inequality (2.5) stems from (2.4) is a well-known result,
which holds not only in the case of the spectral norm but also in the general case
‖Aij‖ij  pij (see, e.g., [20, Theorem 4], [21, Théorème 2], and [22, Théorème 2]).
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Thus, the new part of the GWL is just the necessary and sufficient condition for the
coincidence of the spectral radii of the block matrix A and the nonnegative matrix P
majorizing the former.
Remark 2.5. The assumption that the matrix P in the GWL is irreducible is only
used in proving that the equality ρ(A) = ρ(P ) necessarily implies relations (2.7).
The proof of the reverse implication does not depend on the irreducibility of P .
The conditions of the GWL necessary and sufficient for the equality ρ(A) =
ρ(P ) to hold can also be represented in the following useful form, conjectured by
Alpin [1].
Corollary 2.1. Let A = (Aij )Ni,j=1 ∈ Cn×n, 1  N  n, be a block irreducible ma-
trix with square diagonal blocks and let P = (‖Aij‖)Ni,j=1. Then the equality
|λ| = ρ(P )
holds for an eigenvalue λ ∈ Spec(A) if and only if there exists a unitary matrix U
such that
U∗AU = ε
[
P 0
0 T
]
, (2.18)
where ε = λ/ρ(P ).
Proof. The sufficiency of equality (2.18) is trivial. In order to establish its necessity,
from the vectors yi, i = 1, . . . , N, occurring in (2.7), we form the matrix
U1 =


y1/‖y1‖ 0 . . . . . . 0
0 y2/‖y2‖ 0 . . . 0
0 0
.
.
.
.
.
.
...
...
...
.
.
.
.
.
. 0
0 0 . . . 0 yN/‖yN‖


∈ Cn×N.
Obviously, the columns of U1 are orthonormal, i.e.,
U∗1U1 = IN .
Therefore, one can complete U1 to a unitary matrix
U = [U1 U2] ∈ Cn×n.
Using relations (2.16), established in the proof of Lemma 2.3, we straightforwardly
derive the equality
AU1 = εU1P.
In view of the unitarity of the matrix U, we then obviously have
U∗1AU1 = εP, U∗2AU1 = 0.
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The remaining equality
U∗1AU2 = 0
is established in a similar way, based on the collinearity of the row vectors y∗i Aij and
y∗j , i, j = 1, . . . , N. 
Remark 2.6. Corollary 2.1 shows that ερ(P ) is an eigenvalue of A if and only if εP
is a block eigenvalue of A and the corresponding right and left block eigenvectors
coincide.
Remark 2.7. In Corollary 2.1, consider the following two extreme cases: N = n
and N = 1. In the first case, the unitary matrix U proves to be diagonal, the right-
hand side of (2.18) reduces to the matrix εP , and we arrive at the formulation of
Lemma 2.1. In the second case, the matrix P of order N = 1 is just the nonnegative
number ‖A‖, and Corollary 2.1 can be reformulated as follows.
For a matrix A ∈ Cn×n, n  1, the equality
ρ(A) = ‖A‖
holds if and only if there exist a unitary matrix U ∈ Cn×n and an ε, |ε| = 1, such
that
U∗AU =
[
ε‖A‖ 0
0 ∗
]
.
As is readily seen, Corollary 2.1 implies the following result.
Corollary 2.2. Under the hypotheses of Corollary 2.1, the equality
ρ(A) = ρ(P )
holds if and only if there exists an ε, |ε| = 1, such that
∀λ ∈ Spec(P ), ελ ∈ Spec(A).
Now, based on the GWL, we will derive the following main singularity criterion
for block irreducible matrices.
Theorem 2.1. Let A = (Aij )Ni,j=1 ∈ Cn×n, 1  N  n, be a block irreducible ma-
trix with nonsingular diagonal blocks Aii of order ni  1, i = 1, . . . , N, and let
N∑
j=1
j /=i
‖A−1ii Aij‖vj  vi, i = 1, . . . , N, (2.19)
where v = (vi) ∈ RN is a positive vector.
Under these assumptions, the matirx A is singular if and only if all relations
(2.19) are equalities and there exist nonzero vectors yi ∈ Cni i = 1, . . . , N, such
that
144 L.Yu. Kolotilina / Linear Algebra and its Applications 359 (2003) 133–159
y∗i A
−1
ii Aij yj
‖yi‖ ‖yj‖ = −‖A
−1
ii Aij‖, i /= j, i, j, . . . , N. (2.20)
Proof. Let P = (pij ) ∈ RN×N, where
pij =
{
0, i = j,
‖A−1ii Aij‖, i /= j,
and let
uTP = ρ(P )uT, (2.21)
i.e., let u be a left Perron vector of the matrix P. Since P is irreducible, the vector u is
positive by the Perron–Frobenius theorem (see, e.g., [2, Theorem 2.1.4]). By using
(2.19) and (2.21), we obtain
uTPv = ρ(P )uTv  uTv,
whence
ρ(P )  1, (2.22)
and
ρ(P ) = 1 ⇐⇒ Pv = v. (2.23)
Now let B = (Bij )Ni,j=1 ∈ Cn×n be defined by the relations
Bij =
{
0, i = j,
A−1ii Aij , i /= j.
Then
D−1A A = I + B,
where DA = Diag(A11, . . . , ANN), and A is singular if and only if −1 ∈ Spec(B).
Assume that the matrix A is singular. Then ρ(B)  1 and, by the GWL,
ρ(P )  ρ(B)  1,
which, with account for (2.22), yields
ρ(P ) = 1 = ρ(B).
Thus, by (2.23), all relations (2.19) are equalities.
Applying the GWL again, we then obtain that there exist nonzero vectors yi ∈
Cni , i = 1, . . . , N, such that
y∗i Bij yj
‖yi‖ ‖yj‖ = −pij , i /= j, i, j = 1, . . . , N,
which shows (2.20).
Conversely, if all relations (2.19) are equalities, i.e., Pv = v, and (2.20) holds,
then, by (2.23), we have
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ρ(P ) = 1,
whereas the GWL ensures that −1 = −ρ(P ) ∈ Spec(B), whence A is singular. The-
orem 2.1 is proved. 
Remark 2.8. If, under the hypotheses of Theorem 2.1, the matrix A is singular, then
the vector x = (xi)Ni=1 ∈ Cn, where
xi = viyi‖yi‖ , i = 1, . . . , N, (2.24)
satisfies the equation
Ax = 0. (2.25)
Indeed, in view of Lemma 2.2, from (2.20) it follows that
A−1ii Aij
yj
‖yj‖ = −‖A
−1
ii Aij‖
yi
‖yi‖ , i /= j, i, j = 1, . . . , N,
which, in view of (2.24), amounts to the equalities
Aijxj = −vj
vi
‖A−1ii Aij‖Aiixi, i /= j, i, j = 1, . . . , N.
Using the latter relations and taking into account that
N∑
j=1
j /=i
‖A−1ii Aij‖vj = vi, i = 1, . . . , N,
we derive (2.25) as follows:
(Ax)i =
N∑
j=1
Aijxj
= Aiixi −


N∑
j=1
j /=i
vj‖A−1ii Aij‖

 Aiixivi = 0, i = 1, . . . , N.
In view of Remark 2.1, Theorem 2.1 obviously implies the following sufficient
condition of nonsingularity.
Corollary 2.3. Let A = (Aij )Ni,j=1 ∈ Cn×n, 1  N  n, be a block irreducible ma-
trix with nonsingular diagonal blocks and let, for some postive vector v = (vi) ∈
RN,
N∑
j=1
j /=i
‖A−1ii Aij‖vj = vi, i = 1, . . . , N.
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If, for at least one i, 1  i  N, not all of the matrices A−1jj Aji and (A−1ii Aij )∗, j =
1, . . . , N, share a common right singular vector corresponding to their largest sin-
gular values, then A is nonsingular.
Using Theorem 2.1, it is not difficult to describe singular block irreducible ma-
trices satisfying conditions (1.5) of the nonstrict block diagonal dominance in the
sense of [8]. Actually, we formulate our next result for matrices with generalized
block diagonal dominance.
Theorem 2.2. Let A = (Aij )Ni,j=1 ∈ Cn×n, 1  N  n, be a block irreducible ma-
trix with nonsingular diagonal blocks Aii of order ni  1, i = 1, . . . , N, and let
N∑
j=1
j /=i
‖Aij‖vj  ‖A−1ii ‖−1vi, i = 1, . . . , N, (2.26)
where v = (vi) ∈ RN is a positive vector.
Under these assumptions, the matrix A is singular if and only if all relations
(2.26) are equalities and there exist nonzero vectors xi, yi ∈ Cni , i = 1, . . . , N,
such that
y∗i A
−1
ii xi
‖xi‖ ‖yi‖ = ‖A
−1
ii ‖, i = 1, . . . , N, (2.27)
x∗i Aij yj
‖xi‖ ‖yj‖ = −‖Aij‖, i /= j, i = 1, . . . , N. (2.28)
Proof. In view of (2.26), we have
N∑
j=1
j /=i
‖A−1ii Aij‖vj 
N∑
j=1
j /=i
‖A−1ii ‖ ‖Aij‖vj  vi, i = 1, . . . , N, (2.29)
and thus the hypotheses of Theorem 2.1 are satisfied. Therefore, if A is singular, then
N∑
j=1
j /=i
‖A−1ii Aij‖vj = vi, i = 1, . . . , N, (2.30)
and relations (2.20) hold for some nonzero vectors yi, i = 1, . . . , N. In view of
(2.29), equalities (2.30) imply that relations (2.26) hold with equalities and, in addi-
tion,
‖A−1ii Aij‖ = ‖A−1ii ‖ ‖Aij‖, i /= j, i, j = 1, . . . , N. (2.31)
From (2.31) and (2.20) we have
‖Aij‖ = ‖A
−1
ii Aij‖
‖A−1ii ‖
= − y
∗
i A
−1
ii Aij yj
‖yi‖ ‖yj‖ ‖A−1ii ‖
, i /= j. (2.32)
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Denoting
xi = A−∗ii yi , i = 1, . . . , N, (2.33)
and taking into account that
‖xi‖  ‖A−1ii ‖ ‖yi‖, i = 1, . . . , N,
from (2.32) we derive
‖Aij‖ = − x
∗
i Aij yj
‖xi‖ ‖yj‖
‖xi‖
‖yi‖ ‖A−1ii ‖
 − x
∗
i Aij yj
‖xi‖ ‖yj‖  ‖Aij‖,
whence
− x
∗
i Aij yj
‖xi‖ ‖yj‖ = ‖Aij‖, i /= j, i, j = 1, . . . , N,
which proves (2.28) and, in addition,
‖xi‖ = ‖yi‖ ‖A−1ii ‖, i = 1, . . . , N. (2.34)
Now, by using (2.33) and (2.34), we obtain
y∗i A
−1
ii xi
‖xi‖ ‖yi‖ =
‖xi‖2
‖xi‖ ‖yi‖ =
‖xi‖
‖yi‖ = ‖A
−1
ii ‖, i = 1, . . . , N,
which shows (2.27) and completes the proof of the necessity part.
Conversely, assuming that
N∑
j=1
j /=i
‖Aij‖vj = ‖A−1ii ‖−1vi, i = 1, . . . , N, (2.35)
and that relations (2.27) and (2.28) hold, we must show that A is singular. Indeed, by
Lemma 2.2, from (2.27) and (2.28) we obtain
A−1ii xi
‖xi‖ = ‖A
−1
ii ‖
yi
‖yi‖ , i = 1, . . . , N; (2.36)
Aijyj
‖yj‖ = −‖Aij‖
xi
‖xi‖ , i /= j, i, j = 1, . . . , N. (2.37)
Taking into account (2.36), (2.37), and (2.35), we derive
N∑
j=1
Aij
yj
‖yj‖vj = −
∑
j /=i
‖Aij‖vj xi‖xi‖ +
Aiiyi
‖yi‖ vi
= −‖A−1ii ‖−1vi
xi
‖xi‖ + ‖A
−1
ii ‖−1
xi
‖xi‖vi = 0,
i = 1, . . . , N,
148 L.Yu. Kolotilina / Linear Algebra and its Applications 359 (2003) 133–159
which shows that the vector
z =
(
yi
‖yi‖vi
)N
i=1
∈ Cn×n
satisfies the equation Az = 0. Thus, A is singular, and Theorem 2.2 is proved com-
pletely. 
Now consider the entrywise case ni=1, i=1, . . . , N, where A = (aij ) ∈ CN×N .
In this case, conditions (2.19) and (2.20) can be represented as
N∑
j=1
j /=i
|aij |vj  |aii |vi, i = 1, . . . , N, (2.38)
and
D−1D−1A AD =M(D−1A A), (2.39)
respectively, where DA = diag(a11, . . . , aNN);M(D−1A A) is the comparison matrix
for D−1A A, defined in Section 1, and
D = diag
(
y1
‖y1‖ , . . . ,
yN
‖yN‖
)
is a unitary diagonal matrix. Thus, in the particular case under consideration, Theo-
rem 2.1 can be reformulated as follows.
Theorem 2.3. An irreducible matrixA = (aij ) ∈ CN×N satisfying conditions (2.38)
of nonstrict generalized diagonal dominance is singular if and only if all the relations
in (2.38) are equalities and there exists a unitary diagonal matrix D such that
D−1D−1A AD =M(D−1A A).
Remark 2.9. Conditions (2.38) with equalities mean that
v = |I −D−1A A|v,
where, under the assumptions of Theorem 2.3, the matrix |I −D−1A A| is nonneg-
ative and irreducible. Therefore, by the Perron–Frobenius theorem, the vector v
is the unique (up to a scalar multiplier) Perron vector of |I −D−1A A| and ρ(|I −
D−1A A|) = 1. In other words, v is the unique solution of the equation
D−1D−1A ADx = (I − |I −D−1A A|)x = 0.
Thus, if, under the conditions of Theorem 2.3, the matrix A is singular, then Dv is
the unique solution of the equation Ax = 0, and rank A = N − 1.
Remark 2.10. As is not difficult to ascertain, Theorem 2.3 can be derived directly
from Wielandt’s lemma. For v = (1, 1, . . . , 1)T, this was done by Alpin [1], who
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also showed that if, under the hypotheses of Theorem 2.3, the matrix A is singular,
then rank A = N − 1.
In order to make the singularity criterion provided by Theorem 2.3 constructive,
we will use the following result [11, Lemma (3,4)].
Lemma 2.4. Let a matrix B = (bij ) ∈ CN×N be irreducible. Then the following
assertions are equivalent:
(i) B = D|B|D−1, where D is a unitary diagonal matrix;
(ii) for every circuit (i1, . . . , ik, ik+1), ik+1 = i1, 1  ij  N, j = 1, . . . , k, k  1,
in the graph 2 of the matrix B the relation
k∏
j=1
bij ij+1 =
∣∣∣∣∣∣
k∏
j=1
bij ij+1
∣∣∣∣∣∣
is valid.
Recall that, given a matrix A = (aij ) ∈ Cn×n, n  1, its directed graph D(A) on
the vertices 1, 2, . . . , n contains a (directed) arc (i,j) from vertex i to vertex j if and
only if aij /= 0. Further, a circuit γ of length k  1 in D(A) is defined as a closed
path of length k in D(A), i.e., γ = (i1, . . . , ik, ik+1), where ik+1 = i1 and (ij , ij+1)
is an arc of D(A), j = 1, . . . , k. Finally, the circuit γ is said to be simple if i1, . . . , ik
are all distinct.
Note that, as is readily seen, in (ii) it is sufficient to consider only simple circuits,
for which ij /= ir , 1  j /= r  k.
Rewriting (2.39) in the form
D(I −D−1A A)D−1 = |I −D−1A A|
and applying Lemma 2.4 to the matrix I −D−1A A, whose graph coincides up to loops
with that of A, we obtain the following singularity criterion for irreducible matrices
with nonstrict generalized diagonal dominance, due to Alpin [1].
Theorem 2.4 [1]. An irreducible matrix A = (aij ) ∈ CN×N satisfying conditions
(2.38) is singular if and only if all relations in (2.38) hold with equalities and, for
every simple circuit (i1, . . . , ik, ik+1), ik+1 = i1, k  2, in the graph of A, we have
(−1)k
k∏
j=1
a−1ij ij aij ij+1 =
∣∣∣∣∣∣
k∏
j=1
a−1ij ij aij ij+1
∣∣∣∣∣∣ .
2 Here and below, graphs of matrices are their directed graphs.
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The following obvious reformulation of Theorem 2.4 provides the completion of
the classical Taussky theorem.
Theorem 2.5 [1]. An irreducible matrix A = (aij ) ∈ CN×N satisfying (2.38) is non-
singular if and only if one of the following two conditions is fulfilled:
(i) (generalized Taussky’s condition)
∃i, 1  i  N : |aii |vi >
∑
j /=i
|aij |vj ;
(ii) for some simple circuit (i1, . . . , ik, ik+1), ik+1 = i1, k  2, in the graph of A,
the number
(−1)k
k∏
j=1
a−1ij ij aij ij+1 (2.40)
does not lie on the real positive semiaxis of the complex plane.
Remark 2.11. If, under the hypotheses of Theorem 2.5, A is a real matrix, then the
real quantity (2.40) must be negative.
We conclude this section by presenting the block counterparts of Lemma 2.4 and
Theorems 2.4 and 2.5.
Lemma 2.5. Let B = (Bij )Ni,j=1 ∈ Cn×n, 1  N  n,Bii ∈ Cni×ni , i = 1, . . . , N,
be a block irreducible matrix and let yi ∈ Cni , i = 1, . . . , N, be nonzero vectors.
Then the following assertions are equivalent:
(i) there exists a unitary diagonal matrix D such that
By = DN(B)D−1,
where we denote
By =
(
y∗i Bij yj
‖yi‖ ‖yj‖
)N
i,j=1
and
N(B) = (‖Bij‖)Ni,j=1;
(ii) for every simple circuit (i1, . . . , ik, ik+1), ik+1 = i1, k  1, in the graph ofN(B)
the equality
k∏
j=1
y∗ij Bij ij+1yij+1
‖yij ‖ ‖yij+1‖
=
k∏
j=1
‖Bij ij+1‖ (2.41)
is valid.
Proof. The implication (i)⇒ (ii) is obvious, and we must only demonstrate that
(ii) ⇒ (i). Indeed, from (2.41) it follows that
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k∏
j=1
y∗ij Bij ij+1yij+1
‖yij ‖ ‖yij+1‖
=
k∏
j=1
|y∗ij Bij ij+1yij+1 |
‖yij ‖ ‖yij+1‖
=
k∏
j=1
‖Bij ij+1‖. (2.42)
In view of Lemma 2.4, the first of the latter equalities implies that there exists a
unitary diagonal matrix D such that
By = D|By |D−1.
On the other hand, Lemma 3.9 in [11] asserts that the second equality in (2.42),
holding for every simple circuit in the graph of N(B), necessarily implies that
|By | = N(B). 
Theorem 2.6. Under the hypotheses of Theorem 2.1, the matrix A is singular if and
only if the following two conditions are fulfilled:
(i) all inequalities in (2.19) hold with equalities, and
(ii) there exist nonzero vectors xi ∈ Cni , i = 1, . . . , N, such that, for every simple
circuit (i1, . . . , ik, ik+1), ik+1 = i1, of length k  2 in the block graph of A, we
have
(−1)k
k∏
j=1
x∗ij A
−1
ij ij
Aij ij+1xij+1
‖xij ‖ ‖xij+1‖
=
k∏
j=1
∥∥∥A−1ij ij Aij ij+1
∥∥∥ . (2.43)
Proof. In view of Theorem 2.1, we need to ascertain that (ii) is equivalent to the
existence of nonzero vectors yi ∈ Cni , i = 1, . . . , N, for which conditions (2.20) are
fulfilled. Since the latter assertion trivially implies (2.43), it is sufficient to provide
vectors yi, i = 1, . . . , N, satisfying (2.20).
Applying Lemma 2.5 to the matrix
B = I −D−1A A,
where DA is the block diagonal part of A, and using (2.43), we conclude that there
exists a unitary diagonal matrix D = diag(ε1, . . . , εN), |εi | = 1, i = 1, . . . , N, such
that
D−1BxD = N(B).
The latter relation means that
‖A−1ii Aij‖ = −ε¯i
x∗i A
−1
ii Aij xj
‖xi‖ ‖xj‖ εj i /= j, i, j = 1, . . . , N,
whence equalities (2.20) hold for the set of vectors
yi = εixi, i = 1, . . . , N. 
Theorem 2.7. A block irreducible matrix A = (Aij )Ni,j=1 ∈ Cn×n with nonsingular
diagonal blocks Aii of order ni  1, i = 1, . . . , N, that satisfies the conditions
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N∑
j=1
j /=i
‖A−1ii Aij‖vj  vi, i = 1, . . . , N, (2.44)
for a positive vector v = (vi) ∈ RN is nonsingular if and only if one of the following
two conditions is fulfilled:
(i) at least one of the inequalities in (2.44) is strict;
(ii) for arbitrary nonzero vectors yi ∈ Cni , i = 1, . . . , N, there is a simple circuit
(i1, . . . , ik, ik+1), ik+1 = i1, of length k  2 for which
(−1)k
k∏
j=1
y∗ij A
−1
ij ij
Aij ij+1yij+1
‖yij ‖ ‖yij+1‖
/=
k∏
j=1
‖A−1ij ij Aij ij+1‖.
3. Inclusion regions for eigenvalues of irreducible matrices
In this section, by using the results of Section 2, we bring some classical results
on inclusion regions for eigenvalues to their ultimate form. More precisely, for an
irreducible matrix A, we give necessary and sufficient conditions for a boundary
point of the union of the Gerschgorin circles (see (3.1)) and of the union of the ovals
of Cassini (see (3.5)) to be an eigenvalue of A.
The application of Taussky’s theorem (see Theorem 1.2) to a shifted matrix A−
λIn, where λ is an eigenvalue of A, immediately leads to the following classical
result.
Theorem 3.1 [23,24]. Every eigenvalue of an irreducible matrix A = (aij ) ∈ Cn×n
lies inside the union of the Gerschgorin circles
Gi =

z ∈ C : |aii − z| 
n∑
k=1
k /=i
|aik|

 , i = 1, . . . , n, (3.1)
unless an eigenvalue is a common boundary point of all the n circlesGi, i=1, . . . , n.
Obviously, this theorem yields a necessary condition for a boundary point of the
union G =⋃ni=1 Gi to be an eigenvalue of an irreducible matrix.
By applying Theorems 2.3 and 2.4 and Remark 2.9 to the matrix A− λI , one
readily obtains the following necessary and sufficient conditions for a boundary point
of the domain
D =
n⋃
i=1
Di, (3.2)
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where
Di =

z ∈ C : |aii − z|vi 
n∑
k=1
k /=i
|aik|vk

 , i = 1, . . . , n, (3.3)
and v = (vi)ni=1 is a positive vector, to be an eigenvalue of an irreducible matrix
A = (aij ) ∈ Cn×n.
Theorem 3.2. Let A = (aij ) ∈ Cn×n be an irreducible matrix and let v = (vi)ni=1
be a positive vector. A boundary point λ of the domain (3.2) is an eigenvalue of
the matrix A if and only if it is a common boundary point of all the circles Di, i =
1, . . . , n, defined in (3.3) and there exists a unitary diagonal matrix D ∈ Cn×n such
that
D−1D−1A−λI (A− λI)D =M(D−1A−λI (A− λI))
or, equivalently, for every simple circuit (i1, . . . , ik, ik+1), ik+1 = i1, k  2, in the
graph of A, the number
k∏
j=1
aij ij+1
λ− aij ij
is real and positive.
Further, any eigenvalue of A that is a boundary point of the domain (3.2) is of
geometric multiplicity 1, whence any eigenvalue λ of A such that rank(A− λI) <
n− 1 lies inside the union of the circles (3.3).
We now turn to the ovals of Cassini. First we recall the well-known theorem found
by Ostrowski [18] and rediscovered by Brauer [3] (see also [12, Corollary 6.4.11]).
Theorem 3.3. If A = (aij ) ∈ Cn×n and
|aii | |ajj | > Ri(A)Rj (A), i /= j, i, j = 1, . . . , n, (3.4)
where we denote
Rk(A) =
∑
s /=k
|aks |, k = 1, . . . , n,
then the matrix A is nonsingular.
This theorem immediately implies that any eigenvalue λ of A is contained in at
least one of the ovals of Cassini
Cij = {z ∈ C : |z− aii | |z− ajj |  Ri(A)Rj (A)},
i /= j, i, j = 1, . . . , n. (3.5)
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Irreducible matrices A = (aij ) ∈ Cn×n satisfying the nonstrict inequalities
|aii | |ajj |  Ri(A)Rj (A), i /= j, i, j = 1, . . . , n, (3.6)
under the additional assumption that at least one of the inequalities in (3.6) is strict
were considered by several authors (see, e.g., [4,16,31]). (Note that Theorem 22 in
[4], cited in [5] and extended to the block case in [8], is actually not valid, see [31]).
In particular, in [16] the following conditions necessary and sufficient for an irre-
ducible matrix satisfying (3.6) to be singular were obtained.
Theorem 3.4 [16]. An irreducible matrix A = (aij ) ∈ Cn×n satisfying (3.6) with at
least one strict inequality is singular if and only if for some i0, 1  i0  n,
(i) aij /= 0 if and only if either i = j, or i = i0 or j = i0;
(ii) |ai0i0 | < Ri0(A);
(iii) |ai0i0 | |ajj | = Ri0(A)Rj (A), j /= i0, j = 1, . . . , n;
(iv) ai0i0 =
∑
k /=i0 aki0ai0k/akk.
Our next result extends Theorem 3.4 and provides a complete description of sin-
gular irreducible matrices satisfying conditions (3.6), including the case of all equal-
ities. Note that the proof below is essentially simpler than the proof of Theorem 3.4
given in [16], which is based on the application of a much more general Brualdi’s
theorem, see [5].
Theorem 3.5. Let A = (aij ) ∈ Cn×n be irreducible and let
|aii | |ajj |  Ri(A)Rj (A), i /= j, i, j = 1, . . . , n. (3.7)
The matrix A is singular if and only if one of the following holds:
(i) |aii | = Ri(A), i = 1, . . . , n, (3.8)
and there exists a unitary diagonal matrix D ∈ Cn×n such that
D∗(D−1A A)D =M(D−1A A); (3.9)
(ii) for some i0, 1  i0  n,
|ai0i0 | < Ri0(A), i = 1, . . . , n, (3.10)
aij /= 0 if and only if either i = j, or i = i0, or j = i0, (3.11)
|ai0i0 | |ajj | = Ri0(A)Rj (A), j /= i0, j = 1, . . . , n, (3.12)
and
ai0iaii0
ai0i0aii
> 0, i /= i0, i = 1, . . . , n. (3.13)
Proof. First we note that the irreducibility of A implies the inequalities
Ri(A) > 0, i = 1, . . . , n,
whence from (3.7) we obtain that
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|aii | > 0, i = 1, . . . , n.
Assume that
|aii |  Ri(A), i = 1, . . . , n.
In this case, applying Theorem 2.3 with v = e, we conclude that A is singular if and
only if both (3.8) and (3.9) hold true.
Now let
|ai0i0 | < Ri0(A), 1  i0  n. (3.14)
From (3.7) we then have
Ri(A) 
|aii | |ai0i0 |
Ri0(A)
< |aii |, i /= i0. (3.15)
We will demonstrate that, under assumption (3.14), the matrix A is actually non-
strictly generalized diagonally dominant. Indeed, define the positive vector v by the
equality
v = |ai0i0 |e + (Ri0(A)− |ai0i0 |)ei0 . (3.16)
Then, by (3.16), we have∑
j /=i0
|ai0j |vj = |ai0i0 |Ri0(A) = |ai0i0 |vi0 (3.17)
and, by (3.14) and (3.7),∑
j /=i
|aij |vj = |aii0 |Ri0(A)+ |ai0i0 |
∑
j /=i,i0
|aij |
 Ri0(A)Ri(A)  |aii | |ai0i0 | = |aii |vi, i /= i0. (3.18)
Further, all relations in (3.18) are equalities if and only if
aij = 0, j /= i, i0, i /= i0,
and
Ri0(A)Ri(A) = |ai0i0 | |aii |, i /= i0,
i.e., both (3.11) and (3.12) are valid. Now Theorem 2.3 ensures that, under as-
sumptions (3.7) and (3.14), the matrix A is singular if and only if conditions (3.11)
and (3.12) are fulfilled and, in addition, there exists a unitary diagonal matrix D =
diag(ε1, . . . , εn), |εi | = 1, i = 1, . . . , n, such that
D∗D−1A AD =M(D−1A A). (3.19)
Thus, it remains to ascertain that, under condition (3.11), relation (3.19) is equiv-
alent to (3.13). Note that from the irreducibility of A and (3.11) it follows that
aii0ai0i /= 0, i /= i0. (3.20)
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In view of (3.11) and (3.20), relation (3.19) amounts to the inequalities
ε¯i0
ai0i
ai0i0
εi < 0, ε¯i
aii0
aii
εi0 < 0, i /= i0,
which obviously imply (3.13).
Conversely, if (3.11) and (3.13) hold true, then setting
ai0i
ai0i0
= −µi
∣∣∣∣ ai0iai0i0
∣∣∣∣ , aii0aii = −νi
∣∣∣∣aii0aii
∣∣∣∣ , |µi | = |νi | = 1, i /= i0,
from (3.13) we obtain that
µi = ν¯i , i /= i0,
and
ai0i
ai0i0
νi < 0, ν¯i
aii0
aii
< 0, i /= i0.
The latter inequalities prove (3.19), where the diagonal entries of D are defined as
follows
εi =
{
1, i = i0,
νi, i /= i0.
Theorem 3.5 is thus proved. 
The proof of Theorem 3.5 and Remark 2.9 imply the following assertion.
Corollary 3.1. If, under the hypotheses of Theorem 3.5, the matrix A is singular,
then the eigenvalue λ = 0 is of geometric multiplicity 1, and the associated eigen-
space is spanned by the vector Dv, where the vector v is defined by (3.16) and D is
a unitary diagonal matrix.
Now based on the results obtained, we will describe eigenvalues of irreducible
matrices that are boundary points of the union of the ovals of Cassini.
Let A = (aij ) ∈ Cn×n be an irreducible matrix and let λ ∈ C be a boundary point
of the union
C =
⋃
i /=j
Cij ,
where the ovals Cij are defined in (3.5). In this case, for some i0 /= j0,
|ai0i0 − λ| |aj0j0 − λ| = Ri0(A)Rj0(A), i0 /= j0, (3.21)
and
|aii − λ| |ajj − λ|  Ri(A)Rj (A), i /= j, i, j = 1, . . . , n. (3.22)
Note that inequalities (3.22) imply that
λ /= aii , i = 1, . . . , n,
because A is irreducible.
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Applying Theorem 3.5 to the irreducible matrix A− λI satisfying (3.22) and tak-
ing into account Corollary 3.1, we arrive at our last result. This result provides the
necessary and sufficient conditions for a boundary point of the union of the ovals
of Cassini to be an eigenvalue of the irreducible matrix A. Also it corrects the false
Theorem 22 in [4] and brings the relevant results in [31] (see Corollaries 1 and 2 and
Theorem 4) to a complete and clear form.
Corollary 3.2. Let A = (aij ) ∈ Cn×n be an irreducible matrix and let λ ∈ C be
such that conditions (3.21) and (3.22) are satisfied. Then λ is an eigenvalue of A if
and only if one of the following two conditions is fulfilled:
(i) λ is a common boundary point of all the Gerschgorin circles Gi, i = 1, . . . , n,
and, for some unitary diagonal matrix D,
D∗D−1A−λI (A− λI)D =M(D−1A−λI (A− λI));
(ii) A is a sparse matrix such that
aij /= 0 if and only if either i = j, or i = k0, or j = k0,
λ satisfies the conditions
ak0iaik0(ak0k0 − λ)−1(aii − λ)−1 > 0, i /= k0, i = 1, . . . , n,
where k0 ∈ {i0, j0} and i0, j0 occur in (3.21), and λ is an interior point of the
only Gerschgorin circle Gk0 i.e.,
|ak0k0 − λ| < Rk0(A),
and a common boundary point of the n− 1 ovals of Cassini Ck0i , i /= k0, i =
1, . . . , n, i.e.,
|ak0k0 − λ| |aii − λ| = Rk0(A)Ri(A), i /= k0, i = 1, . . . , n.
Further, if λ is an eingenvalue of A, then the geometric multiplicity of λ is 1, and
the corresponding eigenspace is spanned by a vector z = (zi) ∈ Cn such that
|zi | =


1, i /= k0,
Rk0(A)
|ak0k0 − λ|
, i = k0.
Note that from the second assertion of Corollary 3.2 it immediately follows that
any eigenvalue of an irreducible matrix whose geometric multiplicity is greater than
one is an interior point of at least one of the ovals of Cassini.
Finally, we note that, for matrices partitioned into blocks, based on Theorems 2.1
and 2.2, one can easily obtain inclusion regions similar to those provided in [8].
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