Abstract. The aim of this paper is to present a study on polynomial functionallink neural units that learn through an information-theoretic-based criterion. First the neuron's structure is presented and the unsupervised learning theory is explained and discussed, with particular attention paid to probability density function and cumulative distribution function approximation capability. Then a neural network formed by such neurons (Polynomial Functional-Link Arti cial Neural Network, PFANN) is shown to be able to separate out linearly mixed eterokurtic source signals, that is signals endowed with either positive or negative kurtoses. In order to compare the performances of the proposed blind separation techniqueto those exhibitedby existing methods, the Mixture of Densities (MOD) approach by Xu et al., that is closely related to PFANN, is brie y recalled; then comparative numerical simulations performed on both synthetic and realworld signals and a complexity evaluation are illustrated. These results show that PFANN approach allows to obtain similar performances with a noticeable reduction of computational e orts.
Introduction
Over the recent years, information-theoretic-based optimization by neural networks has become an important research eld. Since the pioneering work of Linsker and Plumbley (see for instance 12, 13, 17, 18] and references therein), several authors were involved in the study of the unsupervised neural learning driven by entropy-based criteria, with current applications like blind separation of sources 1, 2, 4, 15, 22] , linear estimation and time-series prediction 20], probability density shaping 1, 14, 22, 24, 29] , unsupervised classi cation 21], and blind system deconvolution 2, 3, 23] .
Particularly, the aim of the di erent techniques for neural density shaping is to nd a non-linear transformation of an input random process (with unknown statistics) that maximizes the entropy of the transformed process. Then, the found transformation approximates the cumulative distribution function of the input random process, and the rst derivative of the transformation approximates the probability density distribution function of the input 20, 21] , with a degree of accuracy depending on the structure of the employed neural network. Usually, the neural topologies used in the literature involve semi-linear neural units, that is, linear combiners followed by static sigmoidal non-linearities.
In this paper, a study concerning the use of more complex and exible neural units endowed with functional links 19, 30] , trained in an unsupervised way by means of an entropy-based criterion, is presented. As used here, in a functional-link neuron (also known as ? neuron) the total excitation is computed as the weighted sum of di erent powers of the external stimulus, so that the total excitation assumes the expression of a polynomial 6, 7] . The actual response of the neuron is then computed by squashing the total excitation by a sigmoidal function. In order to test for the learning and approximation capabilities of the proposed structure, cases of probability density shaping and cumulative distribution function approximation are tackled and discussed through computer simulations.
Among others, blind source separation by the independent component analysis is a very interesting and challenging neural information processing task. The problem of separating out mixed statistically independent source signals by Neural Networks has been widely investigated in the recent years 2, 16, 22, 25] , and several algorithms and methods have been proposed by di erent authors. Particularly, the informationtheoretic approach by Bell and Sejnowski 2] has attracted a lot of interest in the Neural Network community. However, both analytical studies and computer experiments have shown that this algorithm cannot be guaranteed to work with all kind of source signals, that means it is e ective depending on the source probability distribution. To overcome this problem, recently, Xu et al. 25] proposed to use the Bell-Sejnowski's algorithm modi ed by Amari's Natural Gradient learning technique (see for instance 25, 28] and references therein) that dramatically speeds up its convergence, and by using adaptive non-linearities instead of xed ones. These exible functions may bè learnt' so that they approximate the required cumulative distribution functions of the sources that can be proven to be optimal 16, 28] . Particularly this new technique overcomes the problem of separating both leptokurtic (i.e. with positive kurtosis) and platikurtic (i.e. with negative kurtosis) sources without the need of explicitly estimating their kurtosis, making the algorithm able to separate eterokurtic sources, that means mixed leptokurtic and platikurtic sources.
Since the functional-link units that learn by means of entropy optimization principle show interesting probability density function and cumulative distribution function approximation abilities, we propose to extend the aforementioned learning theory to a multiple version (PFANN) and apply it to source separation; we rst present the new Polynomial Functional-Link Arti cial Neural Network (PFANN) learning equations, then brie y recall the Mixture of Densities (MOD) theory from 25, 26, 27] , that is closely related to our approach, and compare the performances and structural features of the two methods.
2. Learning of maximum entropy connection strengths in a single functional-link unit 2.1. Theory derivation In this paper the following input-output description for a functional-link neuron is assumed: y = (x; a) = sgm '(x; a)] ;
(1) where sgm( ) is a sigmoidal function, bounded above and below, continuous and strictly increasing; '(x; a) is a strictly monotonic polynomial in x depending upon parameters in a = a 1 a 2 a n ] T . If x is supposed to be a stationary continuoustime random process x = x(t) 2 X with probability density function (pdf) p x (x), then y will be a random process y = y(t) 2 Y too, with a pdf denoted here as p y (y; a). The di erential entropy of the random process y(t) de ned as:
Z Y p y ( ; a) logp y ( ; a)d (2) can be related to the di erential entropy H x of the random process x(t) by means of the fundamental formula: p y = p x =j j ; (x; a) def = 0 (x; a), where the prime denotes derivative with respect to x. Using that substitution in the formula (2), yields: 
where:
By de nition, j j assumes the expression:
due to equation (1) . The entropy H y depends upon coe cients a k by means of (x; a),
It is straightforward to see that the partial derivatives involved in the integral (5) read:
whereby direct calculations lead to: 1 j j @j j
It is known from statistics that optimizes the entropy when it approaches the cumulative distribution function of x(t), thus when approaches the probability density function of the input process. Note that entropy is only optimized here for xed upper and lower bound. Thus we wish to nd a vector of parameters a, hence a con guration of the functional-link neuron, that maximizes the entropy of the neuron response y(t). (8) z Must be underlined that the presence of the bounded (saturating) non-linearity is needed to have xed bounds, otherwise the optimization problem would be meaningless, and using the sigmoidal function sgm( ) is a way to enforce this.
Also, from equations (3) and (4) It should be noted that G(a) is not guaranteed to be positive, since it actually represents a di erence among entropies. Anyway, as H y (a) maximizes, G(a) maximizes too since H x is constant, thus maximizing the response entropy may be conceived as the maximization of the entropy gap between the original and the squashed processes.
A case-study
Here the simple case-study concerning the following neural structure is discussed: (11) The excitation x is endowed with a Laplacian distribution p x (x) = 2 e ? jx? j , where > 0. Equations (10) and (11) represent the input-output relationships of a sigmoidal neuron with one weight and one bias. This is an interesting case in the theory, since it is possible to nd solutions of the di erential system (8) in a closed form. In fact, the relevant quantities involved in the integrals are found to be sgm 00 (z)=sgm 0 (z) = ?2z and ' 0 (x; a) = a 1 , whereby the others follow. Thus system (8) (14) Note that the entropy gap is invariant with respect to a sign exchange among a 0 and a 1 , coherently to result (13).
Two more complex examples
It is worth to consider the more complex neural structure described by functions: sgm(z) = tanh(z) ; (15) z = '(x; a) = a 0 + e a1 x + e a3 x 3 + + e a2r+1 x 2r+1 ; (16) with 2r + 1 being the order of the polynomial. Note that, due to the exponential structure of the coe cients and the monotonicity of the polynomial, the property ' 0 (x; a) > 0 holds true for any value of x 2 X (providing that a 1 ; a 3 ; : : :; a 2r+1 > ?1).
With the structural functions as above, the relevant learning quantities are: sgm 00 (z) sgm 0 (z) = ?2tanh(z) = ?2sgm(z) = ?2y ;
' 0 (x; a) = e a1 + 3e a3 x 2 + + (2r + 1)e a2r+1 x 2r ; (18) and the others follow.
In order to simulate learning equations (8) particularized with functions (15)+(16), their instantaneous, stochastic, discrete-time approximations can be used. They are expressed by:
(21) for k = 1; 3; 5; : ::; 2r + 1, with 0 ; 1 ; 3 ; : : :; 2r+1 being su ciently small positive learning rates, and t denotes discrete-time index. It should be noted that when the k are di erent one from another, the learning equations no longer represent a gradient descent rule in the a-space, but they only resemble gradient descent equations in the a k -spaces. As learning performance index, an estimate of the entropy gap H y ? H x may be obtained by averaging over the learning epochs the instantaneous, stochastic approximation of the right-hand side of the expression (9):
Since it is known that the quantity (x; a) approximates the pdf of the excitation x(t) (with a degree of accuracy related to sgm( ) and '( ; ), see for instance 20, 22] and references therein), to test for the probability density shaping capability of the proposed neural structure, two exemplary experiments are considered in what follows.
First, a two-overlapping-Gaussian excitation with probability distribution function like: 
was presented to the functional-link neuron (15) with 2r + 1 = 3. Simulation results are shown in Figure 1 . Each epoch counts 60 input samples; a total of 50 epochs (corresponding to 3000 samples) was used.
Another experiment was performed with a polynomial'(x; a) with degree 2r+1 = 7 and a real-world excitation (a 22kHz sampled musical stream with suitable amplitude range scaling). Results with batches counting 50 samples and 50 epochs are shown in Figure 2 . Unfortunately, the values of the coe cients a i obtained by running the preceding simulations cannot be compared to the`optimal' ones since the solutions to the equilibrium equation dH y (a)=da = 0 are not available at present. However, a close examination of the simulations show that in all cases the neural unit endowed with functional links, with a relatively small number of parameters to be learnt, seems to possess interesting approximation capabilities that of course should be expected as biological evidences seem to suggest 11].
3. Extension to the multiple case: The PFANN network applied to blind source separation
The problem of separating out mixed statistically independent source signals by Neural Networks has been widely investigated in the recent years 2, 16, 22, 25] , and several algorithms and methods have been proposed by di erent authors. Particularly, the information-theoretic approach by Bell and Sejnowski 2] with the Natural Gradient modi cation developed by Amari 1] has attracted a lot of interest in the Neural Network community. However, both analytical studies and computer experiments have shown that this algorithm cannot work with all kinds of source signals, that means it is e ective depending on the source probability distribution. This behavior may be explained recognizing that Bell-Sejnowski method relies on the use of some non-linearities whose optimal shapes are the cumulative distribution functions (cdf's) of the sources 2, 16], thus using xed non-linearities like standard sigmoids would not be a good way, as also mentioned in 1, 5, 9, 28]. On the other hand, in a blind problem the cdf's of the sources are unknown, thus the problem cannot be directly solved. To overcome this problem, recently, Xu et al. 25, 26, 27] proposed to use the wellknown Bell-Sejnowski's algorithm 2] modi ed by Amari's Natural Gradient learning technique (readers please refer to 25, 28] and references therein) that dramatically speeds up its convergence and reduces the amount of required computational e orts, and by using adaptive non-linearities instead of xed ones. These exible functions may be`learnt' so that they approximate the required cdf's of the sources helping the separation algorithm to perform better. Particularly, they overcome the problem of separating both leptokurtic and platikurtic sources without the need of explicitly estimating their kurtoses, making the algorithm able to separate eterokurtic sources.
In the previous Section we presented a technique for approximating the pdf as well as the cdf of a signal by means of a single neural unit that learns through an information-theoretic-based learning rule. The aim of this part is to extend this algorithm to a multiple version (PFANN) and to apply it to source separation; we rst present the new PFANN learning equations, then we brie y recall the MOD theory from 25], that is closely related to our approach, and compare the performances and structural features of the two methods. 
where 2r j + 1 is the order of the polynomial for each neuron. As mentioned above, the structure of the neurons gives the name of Polynomial Functional-Link Arti cial Neural Network to the network used for separating out the source signals.
A polynomial functional-link network 19, 30] as intended here is composed by neural units endowed with exponential links. A unit of this kind is depicted for instance in Figure 3 for r = 2. In this Figure, the blocks marked with a Q perform multiplication of their inputs, the P block performs summation and erf( ) denotes the aforementioned error function that squashes the polynomial '(x).
The entropy H y , that has to be maximized 2, 25] with respect to the coe cients a k;j , is de ned as:
Z p y (y; A) log p y (y; A)dy n ;
x The error function in (24) may be replaced by any sigmoid y = (x), where ( ) is continuously di erentiable almost everywhere at least twice, non-decreasing and ranging between 0 and 1 6, 7] . We chose the`erf' function because it simpli es the learning equations.
where p y (y) is the joint pdf of the squashed signal vector y , so that log = P n j=1 log j . In order for the entropy to be maximized, the recursive stochastic gradient steepest ascent technique may be used again: a 0;j = 0 @ log j @a 0;j ; a 2i+1;j = 2i+1 @ log j @a 2i+1;j ; (27) where i = 0; 
where i = 0; 1; ; r j , and the short notation a k;j = a k;j (t + 1) ? a k;j (t) is used.
Finally, we need to compute the non-linear functions g j that are required for adapting the weight matrix W by (23) . In our case they take on the expression: g j (x j ; a j ) = 1 j d j dx j = ?2' j (x j ; a j )' 0 j (x j ; a j ) + ' 00 j (x j ; a j ) ' 0 j (x j ; a j ) ; (32) where ' 00 j (x j ; a j ) = P rj i=1 2i(2i + 1)e a2i+1;j x 2i?1 j .
The MOD learning algorithm
The MOD technique, an existing approach drawn from the scienti c literature, is now brie y recalled for a comparison with the PFANN approach. As functions h j , in 25, 26] 
Now, the MOD learning equations that maximize the entropy H y read 25, 26, 27]: 
These equations have been recast directly from 25, 26, 27] where a very clear derivation of the MOD learning theory was presented, along with a detailed discussion on the reasons for employing this kind of mixtures of parametric densities as adaptive activation functions.
Computer simulation results and structural comparison
In this part we show computer simulation results that con rm the e ectiveness of the proposed approach, and present a complexity comparison of the MOD and PFANN separation methods.
A blind separation test on PFANN network
The functional-link network-based PFANN separation algorithm has been tested with an input stream which is a mixture of three signals: s 1 (t) = sign cos(500t+9 cos(50t))], s 2 (t) is a uniformly distributed white noise ranging in ?1; +1], and s 3 (t) is a 8kHz sampled speech signal. The signal s 1 (t) has been chosen in such a way because in 9] Gusta son reported that original Bell-Sejnowki algorithm may be ine ective in presence of it. The 3 3 mixing matrix M has been randomly generated and the weights in W and the coe cients a k;j have been randomly initialized as well. The learning stepsize W was 10 ?4 . The separation neural network has 3 inputs, 3 outputs and thus 3 functional-link neurons structured as in Section 3, where the constants r j have been chosen equal to r = 1. As convergence measure, an interference residual has been de ned as the sum of the n 2 ? n smallest squared entries of the product V def = WM like in 10]. In fact, since V represents the overall source-to-output transfer matrix, perfect separation would imply a quasi-diagonal form of it, i.e., only one entry per row di erent from zero 4]; in a real-world context, however, some residual interference should be tolerated. Figure 4 shows the interference residual. It tells that the algorithm has been able to separate the three eterokurtic sources. are quite evident, especially for neuron 1. The dostdashed lines on the same pictures represent the j functions at the beginning of PFANN learning. Pictures in the second row display instead the approximated cdfs h j , the sigmoidal activation functions, and the coarse approximations at the beginning of PFANN neurons' learning. The third column relates instead to pdf-cdf approximation for a speech signal; it is common experience that the true pdf is a leptokurtic (rather picked) function, and simulation results seem to show again one network's neuron is able to retain in its activation function derivative that shape. In conclusion, a close examination of these results shows that the neurons have been e ectively able to approximate with a high degree of accuracy, compatibly to the number of free parameters to adapt, both the cdf and the pdf of the sources. 
Numerical comparison of PFANN and MOD
In order to e ectively compare the MOD and PFANN algorithms, we chose the learning rates of the adapting rules so that both algorithms show approximately the same convergence speed and steady-state precision. The aim of these simulations is to prove that the new separation algorithm may exhibit the same capability of MOD. In Subsection below we shall show that this may be obtained with a substantial reduction of computational e ort.
In Experiment 4.1, we used two i.i.d. source sequences uniformly distributed within ?1; +1]. The initial conditions relative to the MOD algorithm are the same used in 25], and particularly for each neuron we have m j = 7. For running the PFANN network we set r j = 1 and 0 = 2i+1 = 0:001 for any i, for each neuron. Figure 7 shows the interference residuals averaged over 10 trials of PFANN and MOD algorithms. In this case, both the source streams are platikurtic, and the algorithms were able to separate them out with no external`kurtosis tuning'. In Experiment 4.2, we considered two speech sequences both sampled at 8kHz. The testing conditions are similar to those of the Experiment 4.1, except for the learning rates that have been set to 0 = 2i+1 = 0:0005. Note that in order to obtain the same performances for the two algorithms we had to use r j = 2 and m j = 7. The pictures displayed in Figure 8 have the same meaning as in the preceding Experiment. In this Experiment both the source signals are leptokurtic. The algorithms were able to separate them out without requiring the user to know the kurtoses' signs nor to perform kurtoses estimation. In Experiment 4.3, the blind separation algorithms have been tested with three source signals: a pure sinusoid, a uniformly distributed noise and a speech signal. The learning constants are m j = 5, r j = 2, and 0 = 2i+1 = 0:03. The results are shown in Figure 9 . Since the at noise is platikurtic while the voice stream is leptokurtic, the PFANN separating technique has shown its ability to separate out eterokurtic sources, as well as MOD, again with no prior knowledge nor kurtoses estimation needs. Table 1 the number of operations (multiplications, divisions and any generic non-linearity) involved (and strictly needed) in the learning equations is shown. The PFANN algorithm appears more easy to be implemented as it requires reduced computational e orts. For a numerical example about computational complexity, readers please refer to 8] where times required to run PFANN and MOD on the same blind separation problems are given.
Conclusion
In this work, a new learning theory for functional-link neural units, based on an information-theoretic approach, is presented; then, learning and approximation capabilities shown by di erent units were investigated by solving density shaping problems. Simulation results con rm the e ectiveness of the proposed learning theory and the good exibility exhibited by the non-semi-linear structures. The aim of this paper was also to propose a novel approach for performing blind separation of eterokurtic source signals by the functional-link neural network, that is based upon the functional approximation ability of (low-order) polynomials. With the aim to provide exible non-linearities, Taleb Here we compared the new method to the closely related MOD: both computer simulations and structure comparison con rm that the presented approach is e ective and interesting since it allows to obtain comparable performances with a noticeable reduction of computational e orts.
Extensions of the presently proposed theory to other kinds of approximating functions, like squashed truncated Fourier series, are currently under investigation, along with a numerical and structural comparison to existing techniques in order to gain quantitative knowledge about how the proposed method relates to other approaches drawn from the scienti c literature, especially from applied statistics.
