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NEIGHBORHOOD OF THE SUPERSINGULAR ELLIPTIC
CURVE ISOGENY GRAPH AT j = 0 AND 1728
SONGSONG LI, YI OUYANG, ZHENG XU
Abstract. We describe the neighborhood of the vertex [E0] (resp.
[E1728]) in the ℓ-isogeny graph Gℓ(Fp2 ,−2p) of supersingular elliptic
curves over the finite field Fp2 when p > 3ℓ
2 (resp. p > 4ℓ2) with
E0 : y
2 = x3 + 1 (resp. E1728 : y
2 = x3 + x) supersingular.
1. Introduction and Main results
Elliptic curves over finite fields play an important role in cryptography.
It is well-known that elliptic curves defined over finite fields can be classi-
fied into two types: ordinary and supersingular. If the elliptic curve E is
ordinary, the endomorphism ring of E is an order of an imaginary quadratic
field. If E is supersingular, the endomorphism ring of E is a maximal order
of a quaternion algebra. Computing the endomorphism rings and comput-
ing the isogenies of elliptic curves over finite fields are interesting problems
in number theory and also has applications in cryptography. Stolbunov [19]
proposed a Diffie-Hellman type system based on the difficulty of comput-
ing isogenies between ordinary elliptic curves. Cryptosystems based on the
hardness of computing the endomorphism rings and isogenies of supersin-
gular elliptic curves were proposed in [11]. Thus, it is important to find an
explicit isogeny between two elliptic curves.
The efficient method to find explicit isogenies between supersingular el-
liptic curves is to use the isogeny graph, which is a Ramanujan graph in-
troduced in [4]. Childs, Jao and Soukharev gave an algorithm to compute
ordinary elliptic curve isogenies in quantum subexponential time in [5]. For
supersingular elliptic curves defined over Fp, from [8, 3], there is also a
subexponential time algorithm to solve this problem.
However, for supersingular elliptic curves defined over Fp2 , it is hard to
compute the endomorphism rings or isogenies of the curves. Let ℓ be a prime
different from p. Here we recall the definition of the isogeny graph Gℓ(Fp2)
over Fp2 by Adj et al. [1]. A vertex in the graph is an Fp2-isomorphism
class [E] of supersingular elliptic curves defined over Fp2. Let [E1] = [E
′
1],
[E2] = [E
′
2] be two vertices in Gℓ(Fp2), let φ1 : E1 → E2 and φ2 : E′1 → E′2
be two ℓ-degree Fp2-isogenies. We say that φ1 and φ2 are equivalent if there
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exist isomorphisms ρ1 : E1 → E′1 and ρ2 : E2 → E′2 such that φ2ρ1 = ρ2φ1.
Then an edge in the graph is an equivalent class of ℓ-isogenies. If replacing
the field of definition Fp2 of the curves and isogenies by the algebraic closure
Fp of Fp, we get the definition of the isogeny graph Gℓ(Fp). Note that for E
supersingular over Fp2 , the trace of Frobenius π = (x 7→ xp2) on the Tate
module of E must be 0, ±p or ±2p. For t ∈ {0,±p,±2p}, let Gℓ(Fp2 , t) be
the subgraph of Gℓ(Fp2) consisting of vertices [E] with Frobenius trace t and
the adjacent edges.
Adj et al.[1] described clearly the subgraphs Gℓ(Fp2 , 0) and Gℓ(Fp2 ,±p).
However, more work needs to be done when t = ±2p. Adj et al. proved the
following key result in [1, Theorem 6] and [1, page10 line 24]:
Gℓ(Fp2 , 2p) ∼= Gℓ(Fp2 ,−2p) ∼= Gℓ(Fp). (1)
Hence to study the neighborhood of a vertex [E] in Gℓ(Fp2 ,±2p), it suffices
to study its neighborhood in Gℓ(Fp). Then tools such as Deuring’s Corre-
spondence Theorem can be used.
For p > 3, there are two special supersingular elliptic curves over Fp2 with
trace −2p:
E0 : y
2 = x3 + 1 when p ≡ 2 mod 3
with j invariant 0 and
E1728 : y
2 = x3 + x when p ≡ 3 mod 4
with j-invariant 1728. Then Adj et al.[1, Theorems 10 and 12] and Ouyang-
Xu [16] proved the following results about the loops on the vertices [E1728]
and [E0] in the supersingular elliptic curves graph Gℓ(Fp2 ,−2p).
Theorem 1. Suppose ℓ > 3.
(1) If p ≡ 3 mod 4 and p > 4ℓ, there are either 2 or 0 loops on [E1728] if
ℓ ≡ 1 mod 4 or 3 mod 4 respectively.
(2) If p ≡ 2 mod 3 and p > 3ℓ, there are either 2 or 0 loops on [E0] if
ℓ ≡ 1 mod 3 or 2 mod 3 respectively.
In this paper, we shall work on the neighborhood of the vertices [E0] and
[E1728] in Gℓ(Fp2 ,−2p). Our main result is
Theorem 2. Suppose ℓ > 3.
(1) If p ≡ 3 mod 4 and p > 4ℓ2, there are 12
(
ℓ−(−1) ℓ−12 ) vertices adjacent
to [E1728] in the graph, each connecting [E1728] with 2 edges. Moreover,
1 + ( ℓp) of the vertices are of j-invariants in Fp − {1728}.
(2) If p ≡ 2 mod 3 and p > 3ℓ2, there are 13(ℓ − ( ℓ3 )) vertices adjacent to
[E0] in the graph, each connecting [E0] with 3 edges. Moreover, 1 + (
−p
ℓ ) of
the vertices are of j-invariants in F∗p.
Remark. (1) It would be best if the bounds 4ℓ2 and 3ℓ2 can be improved to
4ℓ and 3ℓ, as is the case for the number of loops in Theorem 1. However,
this speculation is actually false. For a fixed prime ℓ > 3, let P1(ℓ) (resp.
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P2(ℓ)) be the largest prime p such that the number of vertices adjacent to
[E1728] (resp. [E0]) in Gℓ(Fp2 ,−2p) is smaller than 12
(
ℓ − (−1) ℓ−12 ) (resp.
1
3(ℓ− ( ℓ3 ))), i.e., our main theorem fails for such a p. By numerical evidence
presented in § 4, for 5 ≤ ℓ ≤ 200, most of the time P1(ℓ) is the largest
prime ≡ 3 mod 4 and smaller than 4ℓ2, P2(47) = 6599 is the largest prime
≡ 2 mod 3 and smaller than 3 × 472 = 6627. In this sense, our bounds are
sharp.
(2) For ℓ = 2 or 3, we shall describe the neighborhood of [E0] and [E1728]
in Gℓ(Fp2 ,−2p) for any prime p > 3 (such that either E0 or E1728 is super-
singular) in § 5.
As the j-invariants of elliptic curves adjacent to E0 (resp. E1728) are roots
of the modular polynomial Φℓ(0,X) (resp. Φℓ(1728,X)), our result has the
following immediate consequences about their roots.
Theorem 3. Suppose ℓ > 3.
(1) If p ≡ 3 mod 4 and p > 4ℓ2, then if ℓ ≡ 3 mod 4,
Φℓ(1728,X) =
(ℓ+1)/2∏
i=1
(X − ai)2
with 1 + ( ℓp) of the roots ai ∈ Fp − {1728} and the rest in FP 2 − Fp; if
ℓ ≡ 1 mod 4,
Φℓ(1728,X) = (X − 1728)2
(ℓ−1)/2∏
i=1
(X − ai)2
with 1 + ( ℓp) of the roots ai ∈ Fp − {1728} and the rest in Fp2 − Fp.
(2) If p ≡ 2 mod 3 and p > 3ℓ2, then if ℓ ≡ 2 mod 3,
Φℓ(0,X) =
(ℓ+1)/3∏
i=1
(X − ai)3
with 1 + (−pℓ ) of the roots ai ∈ F∗p and the rest in FP 2 − Fp; if ℓ ≡ 1 mod 3,
Φℓ(0,X) = X
2
(ℓ−1)/3∏
i=1
(X − ai)3
with 1 + (−pℓ ) of the roots ai ∈ F∗p and the rest in Fp2 − Fp.
2. Preliminaries
2.1. Elliptic curves over finite fields. We recall basic facts about elliptic
curves over finite fields. The general reference is [18]. Let Fp be the algebraic
closure of Fp.
An elliptic curves E over the finite field Fq for q a power of p > 3 is defined
by a Weierstrass equation y2 = x3+ax+b with a, b ∈ Fq and 4a3+27b2 6= 0.
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The trace of the Frobenius π : (x, y) 7→ (xq, yq) on the Tate module of
E, which we also call the trace of E and denoted by tr(E), is the number
t = q+1−#E(Fq). The minimal polynomial of π is x2− tx+ q and Hasse’s
Theorem (see [18]) implies that |t| ≤ 2√q.
The j-invariant of E, which determines the isomorphism class of E over
Fp, is j(E) = 1728 · 4a34a3+27b2 . The endomorphism ring End(E) of E is the
set of all isogenies between E and itself. For E an elliptic curve over Fq,
End(E) is either an order of an imaginary quadratic field, in which case
E is called ordinary; or a maximal order of a quaternion algebra, in which
case E is called supersingular. It is well-known that E is ordinary (resp.
supersingular) if and only if p ∤ t (resp. p | t). Moreover, a supersingular
elliptic curve E over Fq always has j-invariant j(E) ∈ Fp2 .
From now on, suppose E is supersingular. Since j(E) ∈ Fp2 , we assume
E is also defined over Fp2 . Then t = 0, ±p or ±2p.
2.2. Quaternion algebra. A quaternion algebra over Q is of the form
H(a, b) = Q + Qi + Qj + Qk, where i2 = a, j2 = b and k = ij = −ji.
The canonical involution on H(a, b) is the map sending α = a1 + a2i +
a3j + a4k ∈ H(a, b) to α¯ = a1 − a2i− a3j − a4k. The reduced trace of α is
Trd(α) = α+ α¯ = 2a1, and the reduced norm is Nrd(α) = αα¯ = a1
2−aa22−
ba3
2+aba4
2. A subset Λ is a lattice in H(a, b) if Λ = Zx1+Zx2+Zx3+Zx4
and {x1, x2, x3, x4} is a Q-basis of H(a, b).
The unique quaternion algebra over Q ramified only at p and∞ is Bp,∞ =
H(−1,−p).
2.3. Orders and ideals in Bp,∞. An order O of Bp,∞ is a subring of Bp,∞
which is also a lattice, and is called a maximal order if it is not properly
contained in any other order.
For O an order of Bp,∞, let I be a left ideal of O. The left order OL(I)
and right order OR(I) of I are defined to be
OL(I) = {x ∈ Bp,∞ | xI ⊆ I}, OR(I) = {x ∈ Bp,∞ | Ix ⊆ I}.
If O is a maximal order, then OL(I) = O and OR(I) = O′ is also a maximal
order, in which case we say that I connects O and O′. Moreover, if O is
maximal,
OR(I) = O ⇐⇒ I = Ox is principal.
Define the reduced norm Nrd(I) of I by
Nrd(I) = gcd({Nrd(α) | α ∈ I}).
Lemma 4. If O is a maximal order in Bp,∞ and I is a left O-ideal of
reduced norm ℓ, then ℓ ∈ I.
Proof. Note that the abelian group O/I is of order Nrd(I)2 = ℓ2. Assume
ℓ /∈ I. Then the image of 1 in O/I must be of order ℓ2 and O/I ∼= Z/ℓ2Z is
a cyclic group. Let {1, a, b, c} be a Z-basis of O. Let ta, tb, tc ∈ Z such that
a− ta, b− tb and c − tc ∈ I. We replace {a, b, c} by {a − ta, b − tb, c − tc},
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then we get a Z-basis {1, a, b, c} of O such that {ℓ2, a, b, c} is a Z-basis of I.
By computation, O ⊆ OR(I), since they are both maximal orders in Bp,∞,
OL(I) = O = OR(I). From [21, 16.6.14], I¯I = ℓOR(I), II¯ = ℓOL(I). Thus
I¯I = ℓO ⊆ O, and I¯ ⊆ OL(I) = O by definition. Hence, ℓO = I¯I ⊆ OI ⊆ I.
We get a contradiction. 
Now assume O is a maximal order of Bp,∞ containing a subring Z〈i, j〉
with i2 = −q, j2 = −p and ij = −ji such that (q, p) = 1. Let K = Q(i).
Then its ring of integers OK = Z[i] if q ≡ 1, 2 mod 4 or Z[1+i2 ] if q ≡
3 mod 4. Let R = O⋂K. Then Z[i] ⊆ R ⊆ OK . Let ǫ = i if R = Z[i] or
1+i
2 if R = OK = Z[1+i2 ].
LetXℓ be the set of of all leftO-ideals of reduced norm ℓ. Let rˆ ∈ (R/ℓR)×
and r ∈ R a lifting of rˆ. Then for any I ∈ Xℓ, ℓO + Ir, depending only on
rˆ regardless the lifting, is also in Xℓ by using Lemma 4 and computing the
reduced norm of elements in ℓO + Ir. Kohel et al [13] defined the action of
(R/ℓR)× on Xℓ by
(R/ℓR)× × Xℓ → Xℓ; (rˆ, I) 7→ Oℓ+ Ir.
The following theorem was stated in [13] without a proof and we supply a
proof here.
Theorem 5. Assume O, K and R = Z[ǫ] as above. Assume the prime
ℓ ∤ 2pq[O : Z〈i, j〉].
(1) If ℓ is inert in R, then (R/ℓR)× acts transitively on Xℓ with (Z/ℓZ)×
the stabilizer.
(2) If ℓ splits in R, write ℓR = p1p2, then {Op1,Op2} ⊂ Xℓ, (R/ℓR)×
acts trivially on Op1 and Op2, and acts transitively on Xℓ−{Op1,Op2} with
(Z/ℓZ)× the stabilizer.
In both cases, for any I ∈ Xℓ − {Op1,Op2} and for a ∈ Fℓ, let Ia :=
ℓO + I(a˜+ ǫ) with a˜ ∈ Z a lifting of a, then Xℓ = {I, Ia | a ∈ Fℓ}.
Proof. As ℓ ∤ pq[O : Z〈i, j〉], O/ℓO = Fℓ〈i, j〉 with i2 = −q, j2 = −p and
ij = −ji = k. From [10], there is a ring isomorphism θ : O/ℓO → M2(Fℓ)
given by
1 7→
(
1 0
0 1
)
, i 7→
(
0 −q
1 0
)
, j 7→
(
u qv
v −u
)
where (u, v) is a solution of u2+ qv2 = −p in Fℓ (note that this equation is
always solvable in Fℓ).
From [2, Theorem 6 in §13], since M2(Fℓ) is semi-simple and the only
simple left M2(Fℓ)-module is 2-dimensional over Fℓ, every nonzero proper
left ideal must be a simple left M2(Fℓ)-module and is generated by just one
element M 6= 0. For M is not invertible, rank(M) = 1. Since M2(Fℓ)M =
M2(Fℓ)PM for any P ∈ GL2(Fℓ), we may assume that M = ω :=
(
0 0
0 1
)
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or ωa :=
(
1 a
0 0
)
for some a ∈ Fℓ. Moreover, ω and ωa generate different left
ideals of M2(Fℓ). Thus the set of all non-zero proper left ideals of M2(Fℓ) is
the set
Xℓ := {M2(Fℓ)ω,M2(Fℓ)ωa | a ∈ Fℓ}.
Consequently, by the isomorphism θ, O/ℓO has ℓ + 1 non-zero proper left
ideals, all of them are principal.
Under the canonical homomorphism O → O/ℓO and θ, from Lemma 4,
the set Xℓ maps bijectively to the set of nonzero left ideals of O/ℓO and
hence to Xℓ. Moreover, the action of (R/ℓR)
× on Xℓ corresponds to the
right multiplication of (R/ℓR)× on the set of nonzero left ideals of O/ℓO,
and to the right multiplication action of θ((R/ℓR)×) on Xℓ.
Every element in θ((R/ℓR)×) is of the form
(
x −qy
y x
)
with x2+qy2 6= 0.
If a0 ∈ Fℓ satisfying a20 + q = 0, then x+ a0y 6= 0 and
ωa0
(
x −qy
y x
)
=
(
x+ a0y a0(x+ a0y)
0 0
)
∈M2(Fℓ)ωa0 .
If a ∈ Fℓ satisfying a2 + q 6= 0, then for any b such that b2 + q 6= 0,
ωa
(
q+ab
q+a2
−q a−b
q+a2
a−b
q+a2
q+ab
q+a2
)
= ωb, (2)
and
ωa
(
a
q+a2
q 1
q+a2
− 1
q+a2
a
q+a2
)
=
(
0 1
0 0
)
∈M2(Fℓ)ω. (3)
Since ℓ ∤ 2q, ℓ is prime to the conductor of R and Rℓ is the product of at
most two prime R-ideals.
If ℓ is inert in R, there is no a0 ∈ Fℓ such that a02+q = 0, thus the action
of θ((R/ℓR)×) on Xℓ is transitive by (2) and (3). In this case, {1, a + ǫ |
0 ≤ a ≤ ℓ − 1} is a coset representative of (Z/ℓZ)× in (R/ℓR)×, hence
Xℓ = {I, Ia | a ∈ Fℓ} where I is any element in Xℓ.
If ℓR = p1p2 splits in R, then p1 = (ℓ, a + ǫ) and p2 = p¯1 = (ℓ, a + ǫ¯) for
some a ∈ Z such that N(a + ǫ) = Nrd(a + ǫ) = 0 ∈ Fℓ, this implies that
Op1 = ℓO+O(a+ ǫ) and Op2 = ℓO+O(a+ ǫ¯) are in Xℓ. This also implies
that there exists some a0 ∈ Fℓ such that a02 + q = 0. Thus θ((R/ℓR)×)
has one orbit of length ℓ − 1 and two fixed points ωa0 , ω−a0 . In this case,
{1, b + ǫ | b ∈ Fℓ, N(b + ǫ) 6= 0} is a coset representative of (Z/ℓZ)× in
(R/ℓR)×. For I = Op1 = ℓO + O(a + ǫ) or Op2, ℓO + Ir = ℓO + rI ⊆ I,
they must be equal since both are left O-ideals of reduced norm ℓ. Thus for
any I ∈ Xℓ − {Op1,Op2}, we still have Xℓ = {I, Ia | a ∈ Fℓ}. 
Remark. For any I ∈ Xℓ, from the proof of Theorem 5, we have I = Oℓ+Oα
for some α ∈ O.
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From now on, by abuse of notation, we identify Fℓ with the set {0, · · · , ℓ−
1} and a˜ with a in the definition of Ia.
2.4. Supersingular elliptic curves and Bp,∞. Suppose E is a supersin-
gular elliptic curve over Fp2 , then End(E) = O is a maximal order of a
quaternion algebra Bp,∞. For I a left integral ideal of O, let E[I]={P ∈ E |
α(P ) = O for every α ∈ I}, then the isogeny
φI : E → EI = E/E[I]
has ker φI = E[I] and deg(φI) = Nrd(I) the reduced norm of I. On the
other hand, if φ : E → E′ is an isogeny of degree n, then kerφ is of order n
and Iφ = {α ∈ O | α(P ) = O for all P ∈ kerφ} is a left O-ideal of reduced
norm n. Deuring’s Correspondence Theorem (see Voight [21, chapter 42] or
[7]) is the following theorem:
Theorem 6. Let E be a supersingular elliptic curve over Fp2 and End(E) =
O. Then O is a maximal order of Bp,∞.
(1) There is a 1-to-1 correspondence between left ideals I of O of reduced
norm n and equivalent classes of isogenies φ : E → E′ of degree n given by
I 7→ [φI ] and [φ] 7→ Iφ.
(2) If φ : E → E′ and I are corresponding to each other, then End(E′) ∼=
OR(I) is the right order of I in Bp,∞. In particular, φ ∈ End(E) if and only
if I = Iφ = Oφ is principal.
(3) Suppose that φ1 : E → E1, φ2 : E → E2 are two isogenies corre-
sponding to the left ideals I1, I2 ⊆ O. Then E1 and E2 are in the same
isomorphism class if and only if I1 = I2x for some x ∈ Bp,∞. i.e. I1 and I2
are in the same left ideal class.
3. Proof of Main Theorem
By the isomorphism Gℓ(Fp2 ,−2p) ∼= Gℓ(Fp), to study the neighborhoods
of [E0] and [E1728] in Gℓ(Fp2 ,−2p), it suffices to study the neighborhoods of
[E0] and [E1728] in Gℓ(Fp).
From [14], in the cases when E0 or E1728 is supersingular (p ≡ 2 mod 3
for E0 and p ≡ 3 mod 4 for E1728), then
End(E0) = Z+ Z
1 + i
2
+ Zj + Z
3 + i+ 3j + k
6
(4)
where i2 = −3, j2 = −p and ij = −ji = k; and
End(E1728) = Z+ Zi+ Z
1 + j
2
+ Z
i+ k
2
(5)
where i2 = −1, j2 = −p and ij = −ji = k.
We shall apply Theorem 5 in both cases. Let I be a left End(E0) or
End(E1728) ideal of reduced norm ℓ not above ℓ, then the set Xℓ of all left
ideals of reduced norm ℓ is {I, Ia | a ∈ Fℓ} by Theorem 5. The strategy
of our proof is to find all left ideal classes of Xℓ and the size of each ideal
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class. Then applying Deuring’s Theorem, we obtain information of vertices
and edges in the neighborhoods of [E0] and [E1728].
We need the following easy lemma:
Lemma 7. Let N be a Z-module and M a submodule of N . Then for
coprime integers n and m, mM + nN =M + nN .
3.1. Neighborhood of [E1728]. This subsection is devoted to the proof of
Theorem 2(1).
Write O = End(E1728) = Z+ Zi+ Z1+j2 + Z i+k2 where i2 = −1, j2 = −p
and ij = −ji = k. In this case R = O ∩ Q(i) = Z[i] = OQ(i) is a principal
ideal domain and its unit group is {±1,±i}.
Lemma 8. Suppose ℓ ≡ 1 mod 4.
(1) ℓ splits completely in Z[i], ℓZ[i] = (m + ni)Z[i] · (m − ni)Z[i] with
(m,n) ∈ Z2 being any solution of X2+Y 2 = ℓ. The solution set of X2+Y 2 =
ℓ is {(±m,±n), (±n,±m)}.
(2) The set of pairs (x, y) ∈ Z2 satisfying ℓ ∤ x and X2 + Y 2 = ℓ2 is
{(±(m2 − n2),±2mn), (±2mn,±(m2 − n2))}.
(3) The two left O-ideals O(m+ ni) and O(m− ni) are of reduced norm
ℓ. Moreover, for J any left O-ideal of reduced norm ℓ, let b = m/n ∈ Fℓ,
then b2 = −1, Jb = ℓO + J(b˜ + i) = ℓO + J(m + ni) = O(m + ni) and
J−b = O(m− ni).
Proof. All except the last part of (3) are classical results in number theory.
That b2 = −1 is clear. By Lemma 7, Jb = ℓO+J(m+ni) ⊆ O(m+ni), but
both of them are left O-ideals of reduced norm ℓ, we have Jb = O(m+ ni).
Similarly J−b = O(m− ni). 
Lemma 9. Suppose p > 4ℓ2.
(1) If µ ∈ ℓ−1O, Nrd(µ) = 1 and µ /∈ {±1,±i}, then ℓ ≡ 1 mod 4 and
µ = ℓ−1(x+ yi) where (x, y) ∈ Z2 satisfies ℓ ∤ x and X2 + Y 2 = ℓ2.
(2) If s ∈ ℓ−1O, s2 = −p and s /∈ {±j,±k}, then ℓ ≡ 1 mod 4, and
s = ℓ−1(xj + yk) where (x, y) ∈ Z2 satisfies ℓ ∤ x and X2 + Y 2 = ℓ2.
Proof. (1) Write
µ =
1
ℓ
(
A+Bi+ C
1 + j
2
+D
i+ k
2
)
, (A,B,C,D ∈ Z).
By the fact Nrd(µ) = 1, then
(
A+
C
2
)2
+
(
B +
D
2
)2
+
p(C2 +D2)
4
= ℓ2.
If p > 4ℓ2, then C = D = 0 and hence µ = A+Biℓ and A
2 + B2 = ℓ2. If
ℓ | A, then ℓ | B and µ ∈ {±1,±i}. If ℓ ∤ A, then (B/A)2 = −1 ∈ Fℓ and
ℓ ≡ 1 mod 4.
NEIGHBORHOOD IN THE ISOGENY GRAPH 9
(2) Write s = ℓ−1(a + bi + c1+j2 + d
i+k
2 ). Then s
2 = −p ∈ Q implies
a+ c2 = 0 and c ∈ 2Z. Moreover,
ℓ2p = −ℓ2s2 = Nrd(ℓs) =
(
b+
d
2
)2
+
p
4
(c2 + d2)
implies p | 2b + d. If 2b + d 6= 0, then (b + d2)2 ≥ p
2
4 > pℓ
2 since p > 4ℓ2,
impossible. Hence b+ d2 = 0 and d ∈ 2Z. Hence s ∈ ℓ−1O with s2 = −pmust
have the form s = ℓ−1(xj+ yk) with x, y ∈ Z and x2+ y2 = ℓ2. If ℓ | x, then
ℓ | y. It means s = Xj + Y k(X,Y ∈ Z), for Nrd(Xj + Y k) = (X2 + Y 2)p,
then the square roots of −p in Z[j, k] are {±j,±k}. And we get s ∈ {±j,±k}.
Otherwise we again have (y/x)2 = −1 ∈ Fℓ and ℓ ≡ 1 mod 4. 
Proof of Theorem 2(1). Let ℓ 6= p be a prime. If ℓ ≡ 1 mod 4, let (m,n) ∈
Z2 be any solution of x2 + y2 = ℓ and b = mn−1 ∈ Fℓ in this case, then
b2 = −1.
Let I be a left O-ideal of reduced norm ℓ different from O(m ± ni) if
ℓ ≡ 1 mod 4. By Theorem 5, the set of the ℓ + 1 left O-ideals of reduced
norm ℓ is
Xℓ = {I, Ia = ℓO + I(a+ i) | a ∈ Fℓ = {0, · · · , ℓ− 1}}.
If ℓ ≡ 1 mod 4, by Lemma 8, Ib = O(m+ ni) and I−b = O(m− ni).
We claim that Ii = I0, I0i = I and Iai = I−a−1 if a 6= 0. Indeed, from
Lemma 4, ℓ ∈ I. Then ℓi ∈ I and ℓ = −ℓii ∈ Ii, hence I0 = Ii + ℓO = Ii
and I = I0i. For a 6= 0 in Fℓ, i ∈ O then ℓOi ⊆ ℓO, and Iai is left-O ideal,
ℓO ⊆ Iai. It implies Iai = ℓOi + I(−1 + ai) = ℓO + ℓOi + I(−a−1 + i) =
ℓO + I(−a−1 + i) = I−a−1 , where the second identity is by Lemma 7.
To summarize, we divideXℓ into
ℓ+1
2 subsets, each consisting of 2 elements
in the same ideal class: {I, I0}, {Ia, I−a−1} (a2 6= 0,−1) and {Ib, I−b} for
b2 = −1. We show that any two left ideals in different subsets are not in
the same ideal class by contradiction.
Suppose I and J are from different subsets of Xℓ and I = Jµ for some
µ ∈ Bp,∞, then µ /∈ {±1,±i} and Nrd(µ) = 1. Since ℓ ∈ J , ℓµ ∈ I ⊆
O and µ ∈ ℓ−1O. By Lemma 9(1), we have ℓ ≡ 1 mod 4, µ = A+Biℓ ,
A2 + B2 = ℓ2 and ℓ ∤ A. This means that A + Bi = u(m ± ni)2 for
u ∈ {±1,±i}, and thus gcd(A + Bi, ℓ) in Z[i] is u(m ± ni). In particular
I±b = O(m + ni) ⊆ I and hence I±b = I as both are of the same reduced
norm. Switch the role of I and J , we get J = I±b. Hence both I and J are in
the same subset {Ib, I−b}, impossible. By Deuring’s Theorem (Theorem 6),
and from Theorem 1, when ℓ ≡ 3 mod 4, none of the subsets consist of ideals
corresponding to endomorphisms. This completes the proof of the first part
of Theorem 2(1).
For the second part, let E be a supersingular elliptic curve defined over
Fp such that E1728 connects to E via a left O-ideal of reduced norm ℓ. By [8,
Proposition 2.4], a supersingular elliptic curve is defined over Fp if and only
if Z[
√−p] is contained in its endomorphism ring. Then End(E) = OR(I) ⊆
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ℓ−1O has an element s such that s2 = −p. By Lemma 9(2), we know either
s ∈ {±j,±k} or in the case ℓ ≡ 1 mod 4, ℓs = xj+ yk, (x, y) ∈ Z2 such that
ℓ ∤ x and x2 + y2 = ℓ2.
Let Oˆ = O/ℓO. Then Oˆ is a quaternion algebra over Fℓ. We can identify
Oˆ with M2(Fℓ) via the isomorphism θ in Theorem 5 with q = 1. Moreover,
the set Xℓ defined in Theorem 5 corresponds to Xℓ bijectively. Let Ia be
the left O-ideal of reduced norm ℓ corresponding to Iˆa = M2(Fℓ)ωa in Xℓ.
For s ∈ O, let sˆ be the image of s in M2(Fℓ). By abuse of notation, write i,
j, k for iˆ, jˆ and kˆ.
If (−pℓ ) = 1, let t ∈ Fℓ such that t2 = −p and let (u, v) = (t, 0). In this
case, I∞ = Oℓ+O(−t+ j), Ia = Oℓ+O(−t+ j)(a+ i). Then one can easily
check that Iˆ∞j ⊂ Iˆ∞, Iˆ0j ⊂ Iˆ0 and Iˆaj * Iˆa for all other a, this means
j ∈ OR(I∞), j ∈ OR(I0) but j /∈ OR(Ia) for other a. Similarly k ∈ OR(I±1)
and k /∈ OR(Ia) for other a. Now if ℓ ≡ 1 mod 4 and (x, y) any solution that
x2+ y2 = ℓ2 and ℓ ∤ x, then one can check Iˆa(xˆj+ yˆk) 6= 0 if a2 6= −1, hence
O(xj + yk) * ℓO and ℓ−1(xj + yk) /∈ OR(Ia) if a2 6= −1. If a2 = −1, then
Ia = O(m+ni) or Ia = (m−ni) for m2+n2 = ℓ, corresponding to the loops.
In conclusion, there are two vertices defined over Fp adjacent to [E1728], one
corresponding to the ideal class [I∞] = [I0] and the other corresponding to
the ideal class [I1] = [I−1].
If (−pℓ ) = −1, then uv 6= 0 for any solution (u, v) of X2 + Y 2 = −p. It is
easy to check ωj /∈ Iˆ∞. For a ∈ Fℓ, ωaj ∈ Iˆa implies that 2au = (1 − a2)v.
From uv 6= 0, then a 6= 0,±1 and v = 2a1−a2u. Hence −p =
(1+a2)2
(1−a2)2u
2,
impossible. This means j /∈ Ia for all a ∈ Fℓ ∪ {∞}. Similarly k /∈ Ia for all
a ∈ Fℓ ∪ {∞}. Also, if x, y 6= 0 such that ωa(x+ yi)j = 0, by computation,
a2+1 = 0, which corresponds to the loops. In conclusion, there is no vertex
defined over Fp other than [E1728]. 
3.2. Neighborhood of [E0]. This subsection is devoted to the proof of
Theorem 2(2).
Write O = End(E0) = Z + Z1+i2 + Z i+k3 + Z j+k2 where i2 = −3, j2 =
−p and ij = −ji = k. Write ǫ = 1+i2 . Then Z[ǫ] = O ∩ Q(i), as the
ring of integers of Q(i), is a principal ideal domain and its unit group is
{±1,±ǫ,±ǫ¯}.
Lemma 10. Suppose ℓ ≡ 1 mod 3.
(1) ℓ splits completely in Z[ǫ], ℓZ[ǫ] = (m + nǫ)Z[ǫ] · (m + nǫ¯)Z[ǫ] with
(m,n) ∈ Z2 being any solution of X2 + XY + Y 2 = ℓ. The solution
set of X2 + XY + Y 2 = ℓ is {±(m,n),±(n,m),±(m + n,−n),±(m +
n,−m),±(−n,m+ n),±(−m,m+ n)}.
(2) The set of pairs (x, y) ∈ Z2 satisfying ℓ ∤ x and X2+XY +Y 2 = ℓ2 is
{±((m2−n2), n2+2mn), (±(n2−m2),±(m2+2mn)),±((m2+2mn),−(n2+
2mn)),±((n2 + 2mn),−(m2 + 2mn)),±((m2 + 2mn), n2 − m2),±((n2 +
2mn),m2 − n2)}.
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(3) The two left O-ideals O(m+ nǫ) and O(m+ nǫ¯) are of reduced norm
ℓ. Moreover, for J any left O-ideal of reduced norm ℓ, let b = m/n ∈ Fℓ,
then b2+ b+1 = 0, Jb = ℓO+ J(b˜+ ǫ) = ℓO+ J(m+ nǫ) = O(m+ nǫ) and
Jb2 = O(m+ nǫ¯).
Proof. Similar to the proof of Lemma 8. 
Lemma 11. Suppose p > 3ℓ2.
(1) If µ ∈ ℓ−1O, Nrd(µ) = 1 and µ /∈ {±1,±ǫ,±ǫ¯}, then ℓ ≡ 1 mod 3 and
µ = ℓ−1(x+ yǫ) where (x, y) ∈ Z2 satisfies ℓ ∤ x and X2 +XY + Y 2 = ℓ2.
(2) If s ∈ ℓ−1O, s2 = −p and s /∈ {±j,±ǫj,±ǫ¯j}, then ℓ ≡ 1 mod 3, and
s = ℓ−1(x+ yǫ)j where (x, y) ∈ Z2 satisfies ℓ ∤ x and X2 +XY + Y 2 = ℓ2.
Proof. (1) Write
µ =
1
ℓ
(
A+B
1 + i
2
+ C
i+ k
3
+D
j + k
2
)
, (A,B,C,D ∈ Z).
By the fact Nrd(µ) = 1, then(
A+
B
2
)2
+ 3
(B
2
+
C
3
)2
+
p
3
(C2 + 3CD + 3D2) = ℓ2.
If p > 3ℓ2, then C = D = 0 and hence µ =
A+B 1+i
2
ℓ and A
2+AB+B2 = ℓ2.
If ℓ | A, then ℓ | B and µ ∈ {±1,±1+i2 ,±1−i2 }. If ℓ ∤ A, then (B/A)2 +
(B/A) + 1 = 0 ∈ Fℓ and ℓ ≡ 1 mod 3.
(2) Write s = ℓ−1(a + b1+i2 + c
i+k
3 + d
j+k
2 ). Then s
2 = −p ∈ Q implies
a+ b2 = 0 and b ∈ 2Z. Moreover,
ℓ2p = −ℓ2s2 = Nrd(ℓs) = 3
(
b
2
+
c
3
)2
+
p
3
(c2 + 3cd+ 3d2)
implies p | 32b + c. If 32b + c 6= 0, then 3( b2 + c3)2 ≥ p
2
3 > pℓ
2 since p > 3ℓ2,
impossible. Hence 32b + c = 0 and c ∈ 3Z. Hence s ∈ ℓ−1O with s2 = −p
must have the form s = ℓ−1(x+ y 1+i2 )j with x, y ∈ Z and x2+xy+ y2 = ℓ2.
If ℓ | x, then ℓ | y It means s = (X + Y 1+i2 )j(X,Y ∈ Z), for Nrd((X +
Y 1+i2 )j) = (X
2 +XY + Y 2)p, then the square roots of −p in Z[j, 1+i2 j] are
{±j,±1+i2 j,±1−i2 j}. And we get s ∈ {±j,±1+i2 j,±1−i2 j}. Otherwise we
again have (y/x)2 + (y/x) + 1 = 0 ∈ Fℓ and ℓ ≡ 1 mod 3. 
Proof of Theorem 2(2). Let ℓ 6= p be a prime. If ℓ ≡ 1 mod 3, let (m,n) ∈
Z2 be any solution of x2+xy+ y2 = ℓ and b = mn−1 ∈ Fℓ in this case, then
b2 + b+ 1 = 0.
Let I be a left O-ideal of reduced norm ℓ different from O(m + nǫ) and
O(m+ nǫ¯) if ℓ ≡ 1 mod 3. By Theorem 5, the set of the ℓ+ 1 left O-ideals
of reduced norm ℓ is
Xℓ = {I, Ia = ℓO + I(a+ 1 + i
2
) | a ∈ Fℓ = {0, · · · , ℓ− 1}}.
If ℓ ≡ 1 mod 3, by Lemma 10, Ib = O(m+ nǫ) and Ib2 = O(m+ nǫ¯).
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We claim that Iǫ = I0, Iǫ¯ = I−1 and Iaǫ = I−(a+1)−1 , Iaǫ¯ = I−a−1(a+1) if
a 6= 0,−1. Indeed, from Lemma 4, ℓ ∈ I. Then ℓ, ℓǫ¯ ∈ I and ℓ = ℓǫ¯ǫ ∈ Iǫ,
hence I0 = Iǫ + ℓO = Iǫ. Similarly, Iǫ¯ = I−1. For a 6= 0,−1 in Fℓ, ǫ ∈ O
then ℓOǫ ⊆ ℓO, and Iaǫ is left-O ideal, ℓO ⊆ Iaǫ(likely ℓO ⊆ Iaǫ¯) . Then
Iaǫ = ℓOǫ+ I(−1 + (a+ 1)ǫ) = ℓO + ℓOǫ+ I(−1 + (a+ 1)ǫ)
= ℓO + I(−1 + (a+ 1)ǫ) = ℓO + I(−(a+ 1)−1 + ǫ)
= I−(a+1)−1 ,
Iaǫ¯ = ℓOǫ¯+ I((a+ 1)− aǫ) = ℓO + ℓOǫ¯+ I((a+ 1)− aǫ)
= ℓO + I((a+ 1)− aǫ) = ℓO + I(−(a+ 1)a−1 + ǫ)
= I−a−1(a+1),
where the second identity is by Lemma 7.
To summarize, we divide Xℓ into [
ℓ+2
3 ] subsets, each consisting of 2 or
3 elements in the same ideal class: {I, I0, I−1}, {Ia, I−(a+1)−1 , I−a−1(a+1)}
(a2+a+1 6= 0, 1) and {Ib, Ib2} for b2+ b+1 = 0. We show that any two left
ideals in different subsets are not in the same ideal class by contradiction.
Suppose I and J are from different subsets of Xℓ and I = Jµ for some
µ ∈ Bp,∞, then µ /∈ {±1,±ǫ,±ǫ¯} and Nrd(µ) = 1. Since ℓ ∈ J , ℓµ ∈ I ⊆
O, and µ ∈ ℓ−1O. By Lemma 11(1), we have ℓ ≡ 1 mod 3, µ = A+Bǫℓ ,
A2 + AB + B2 = ℓ2 and ℓ ∤ A. This means that A + Bǫ = u(m + n1±i2 )
2
for u ∈ {±1,±ǫ,±ǫ¯}, and thus gcd(A + Bǫ, ℓ) in Z[1+
√−3
2 ] is u(m+ n
1±i
2 ).
In particular Ib = O(m + nǫ) ⊆ I or Ib2 = O(m + nǫ¯) ⊆ I and hence
Ib = I or Ib2 = I as both are of the same reduced norm. Switch the role
of I and J , we get J = Ib or J = Ib2 . Hence both I and J are in the
same subset {Ib, Ib2}, impossible. By Deuring’s Theorem (Theorem 6), and
from Theorem 1, when ℓ ≡ 2 mod 3, none of the subsets consist of ideals
corresponding to endomorphisms. This completes the proof of the first part
of Theorem 2(2).
For the second part, let E be a supersingular elliptic curve defined over
Fp such that E0 connects to E via a left O-ideal of reduced norm ℓ. By [8,
Proposition 2.4], a supersingular elliptic curve is defined over Fp if and only
if Z[
√−p] is contained in its endomorphism ring. Then End(E) = OR(I) ⊆
ℓ−1O has an element s such that s2 = −p. By Lemma 11(2), we know either
s ∈ {±j,±ǫj,±ǫ¯j} or in the case ℓ ≡ 1 mod 3, ℓs = xj + yǫj, (x, y) ∈ Z2
such that ℓ ∤ x and x2 ++xy + y2 = ℓ2.
Let Oˆ = O/ℓO. Then Oˆ is a quaternion algebra over Fℓ. We can identify
Oˆ with M2(Fℓ) via the isomorphism θ in Theorem 5 with q = 3. Moreover,
the set
Xℓ = {Iˆ∞ =M2(Fℓ)
(
0 0
0 1
)
, Iˆa :=M2(Fℓ)
(
1 2a+ 1
0 0
)
(a ∈ Fℓ)}
corresponds to Xℓ bijectively. For our convenience, the form of the set Xℓ
here is different from that in the proof of Theorem 5. Let Ia be the left
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O-ideal of reduced norm ℓ corresponding to Iˆa. For s ∈ O, let sˆ be the
image of s in M2(Fℓ). By abuse of notation, write i, j, k for iˆ, jˆ and kˆ.
If (−pℓ ) = 1, let t ∈ Fℓ such that t2 = −p and let (u, v) = (t, 0). In this
case, I∞ = Oℓ+O(−t+ j), Ia = Oℓ+O(−t+ j)(a+ ǫ). Then one can easily
check that Iˆ∞j ⊂ Iˆ∞, Iˆ−2−1j ⊂ Iˆ−2−1 and Iˆaj * Iˆa for all other a, this means
j ∈ OR(I∞), j ∈ OR(I−2−1) but j /∈ OR(Ia) for other a. Similarly ǫj ∈
OR(I0),OR(I−2) and ǫj /∈ OR(Ia) for other a. Also, ǫ¯j ∈ OR(I−1),OR(I1)
and ǫ¯j /∈ OR(Ia) for other a. Now if ℓ ≡ 1 mod 3 and (x, y) any solution
that x2 + xy + y2 = ℓ2 and ℓ ∤ x, then one can check Iˆa(xˆj + yˆǫj) 6= 0 if
a2 + a + 1 6= 0, hence O(xj + yǫj) * ℓO and ℓ−1(xj + yǫj) /∈ OR(Ia) if
a2 + a + 1 6= 0. If a2 + a + 1 = 0, then Ia = O(m + nǫ) or Ia = (m + nǫ¯)
for m2 + mn + n2 = ℓ, corresponding to the loops. In conclusion, there
are two vertices defined over Fp adjacent to [E0], one corresponding to the
ideal class [I∞] = [I0] = [I−1] and the other corresponding to the ideal class
[I1] = [I−2−1 ] = [I−2].
If (−pℓ ) = −1, then uv 6= 0 for any solution (u, v) of X2 + 3Y 2 = −p.
It is easy to check ( 0 00 1 )j /∈ Iˆ∞. For a ∈ Fℓ, ( 1 a0 0 )j ∈ Iˆa implies that
2(2a + 1)u = (3 − (2a + 1)2)v. From v 6= 0, then 2a + 1 6= 0 and u =
3−(2a+1)2
2(2a+1) v. Hence −p = (3+(2a+1)
2)2
(2(2a+1))2
v2, impossible. This means j /∈ Ia for
all a ∈ Fℓ ∪ {∞}. Similarly ǫj, ǫ¯j /∈ Ia for all a ∈ Fℓ ∪ {∞}. Also, if x, y 6= 0
such that
(
1 2a+ 1
0 0
)(
2x+ y −3y
y 2x+ y
)(
u 3v
v −u
)
= 0, by computation,
a2 + a + 1 = 0, which corresponds to the loops. In conclusion, there is no
vertex defined over Fp other than [E0]. 
4. Numerical Evidence
For a fixed prime ℓ > 3, let P1(ℓ) (resp. P2(ℓ)) be the largest prime p such
that the number of vertices adjacent to [E1728] (resp. [E0]) in Gℓ(Fp2 ,−2p)
is smaller than 12
(
ℓ − (−1) ℓ−12 ) (resp. 13(ℓ − ( ℓ3 ))), i.e., our main theorem
fails for such a p. Let P ′1(ℓ) (resp. P
′
2(ℓ)) be the largest prime p such that
p ≡ 3 mod 4 and p < 4ℓ2 (resp. p ≡ 2 mod 3 and p < 3ℓ2). By Theorem 2,
Pi(ℓ) ≤ P ′i (ℓ). The equality P1(ℓ) = P ′1(ℓ) (resp. P2(ℓ) = P ′2(ℓ)) holds only
when our bound 4ℓ2 (resp. 3ℓ2) is sharp, in this case we say Bound I (resp.
Bound II) is satisfied for ℓ.
We compute the values of P1(ℓ) and P2(ℓ) for 5 ≤ ℓ ≤ 200 and list them
in Table 1.
As can be seen from Table 1, of the 44 primes between 5 and 200, Bound I
is satisfied for 36 primes. The prime 47 is the only ℓ < 200 satisfying Bound
II (and also Bound I), but the difference P ′2(ℓ)− P2(ℓ) for each ℓ is not big.
In this sense our bounds are sharp.
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Table 1. The values of P1(ℓ) and P2(ℓ) for 5 ≤ ℓ ≤ 200
ℓ 5 7 11 13 17 19 23 29 31 37 41
P1(ℓ) 83 191 479 659 1151 1439 2111 3359 3803 5471 6719
P2(ℓ) 47 71 311 479 839 1031 1559 2447 2711 4079 4967
Bound I I I × I I I I × I I
ℓ 43 47 53 59 61 67 71 73 79 83 89
P(ℓ) 7351 8831 11171 13907 14879 17939 20147 21227 24923 27551 31667
P2(ℓ) 5519 6599 8231 10391 11087 13259 14951 15959 18671 20639 23687
Bound I I,II I I I I I × × I I
ℓ 97 101 103 107 109 113 127 131 137 139 149
P1(ℓ) 37619 40787 42407 45779 47507 51071 64499 68639 75011 77279 88799
P2(ℓ) 28151 30491 31799 34319 35591 38231 48311 51431 56099 57839 66491
Bound I I I I I I I I I I I
ℓ 151 157 163 167 173 179 181 191 193 197 199
P1(ℓ) 91199 98543 106187 111539 119699 128159 130927 145879 148991 155231 158363
P2(ℓ) 68351 73823 79631 83639 89759 95819 98207 109391 111623 116351 118751
Bound I × × I I I × × I I I
5. The cases when ℓ = 2 and 3
For completeness, we list results here for the cases ℓ = 2 or 3.
(1) For the curve E1728 (hence p ≡ 3 mod 4),
ℓ = 2 If p > 4ℓ = 8, then [E1728] has 1 loop by [1, Theorem 10], and if I
is non-principal of reduced norm ℓ, then [I] = [I0], [E1728] connects
to another vertex by 2 edges; if p = 7, then Φ2(X, 1728) ≡ (X −
1728)3 mod 7, [E1728] has 3 loops.
ℓ = 3 If p > 4ℓ = 12, then E1728 has no loop, and the 4 edges correspond to
2 ideal classes, [E1728] connects to 2 other vertices by 2 edges each;
if p = 7, then Φ3(X, 1728) ≡ (X + 1)4 mod 7, E1728 connects to
another vertex by 4 edges; if p = 11, then Φ3(X, 1728) ≡ (X2+X +
10)2 mod 11, which means E1728 connects to 2 vertices by 2 edges
each.
(2) For the curve E0 (hence p ≡ 2 mod 3),
ℓ = 2 If p > 3ℓ = 6, then E0 has no loop by [16] and I, I0, I−1 are in the
same ideal class, which means [E0] connects to another vertex by 3
edges; if p = 5, then Φ2(X, 0) ≡ X3 mod 5, which means [E0] has 3
loops.
ℓ = 3 If p > 3ℓ = 9, then [E0] has 1 loop by [16] and I, I0, I−1 are in the
same ideal class, which means [E0] connects to another vertex by 3
edges; if p = 5, then Φ3(X, 0) ≡ X4 mod 5, which means [E0] has 4
loops.
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