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N otações
r) — -§-• d — JL x ~  dx ’ * ~~ dt
Y  X:  o conjunto (espado) Y  esta imerso denso e continuamente em X  
B(Y,X):  o espaço dos operadores limitados de Y  em X .
B(X): o espaço dos operadores limitados de X  em X .
p(A): o conjunto resolvente do operador A
<r(A): o conjunto espectral do operador A
cre(A): o espectro essencial do operador A
<rd(A) = o-(A) \  cre(A): O espectro discreto do operador A
</>(£) =  (2n)~% f fí„ 4>(x)e~'xt-dx : Transformada de Fourier.
c/>(£) =  (2 7r) ~ 2  J jRn (f>(x)eixí-dx : Inversa da Transformada de Fourier.
S (JR"):espaço de Schwartz em lRn.
S*(lRn): O dual do espaço de Schwartz em
Hs(lR") =  L23(]R!"): espaço de Sobolev de ordem s com base em L2(2R")
C£,(iR”); espado das funções / :  ÍRn —> C( ouffi) de classe Ck que satisfazen 
lim \daf(x)\ = 0, para todo a  € Wn com |a | <  k.
\x\—too
Hs(Mn) x H s' p r o d u t o  cartesiano dos espaços de Sobolev de ordem s, s'
INI».. = ll-ll».(K.),».■(«.) = (ll-llí + ll-ll'.)i: de »'(*") X »*'(«”)■
R esum o
Neste trabalho desenvolvemos uma teoria de existência e estabilidade 110 sentido 
orbital para soluções do tipo ondas solitárias (solitons) de sistemas hamiltonianos 
de dimensão infinita da forma
onde a função u: t u(t) tem imagem num espaço de Hilbert X , J  é um operador 
linear fechado, densamente definido no dual de X , com valores em X e a funcional 
não linear E é o hamiltoniano do sistema.
Consideramos aplicações à equação de ondas não linear, a equações do 
tipo KdV e a sistemas dispersivos não lineares incluindo o sistema Gear-Grimshaw.
A bstract
In this work we develop a theory of existence and orbital stability of solitary wave 
solutions (solitons) of infinite dimensional Hamiltonian systems of the form
where the function u: t —»• u(t) takes values in a Hilbert space X, J is a closed linear 
operator from X* to X  with dense domain in X *, and the nonlinear functional E  
is the Hamiltonian of the system.
We consider applications to the nonlinear wave equation, to equations 
of KdV type and to nonlineax dispersive systems including the Gear-Grimshaw 
system.
Introdução
A primeira observação de uma onda solitária foi feita por John Scott Russell em 
agosto de 1834, no canal de navegação Edinburh-Glasgow, na Escócia. Este fato 
levou Russell a desenvolver alguns experimentos em laboratório para produzir ondas 
solitárias. 0  resultado deste trabalho foi registrado em 1844 e publicado em 1845 
num artigo extenso, onde o termo onda solitária foi introduzido para se referir a 
uma onda que se propaga sem mudar sua forma e velocidade. Russell, com seu 
trabalho em laboratório conseguiu empiricamente resultados relevantes, entre eles, 
a fórmula para velocidade c da onda solitária
c = g(h + a) (1)
onde a é a amplitude da onda, h a profundidade da água não perturbada e g a 
aceleração da gravidade. Esta surpreendente descoberta posteriormente foi colo­
cada numa base científica sólida por Boussinesq (1871) e Rayleigh (1876). Estes 
autores, deduziram a partir das equações de movimento do fluído incompressível a 
fórmula (1) e mostraram que o perfil de onda £(x, t) era dado por
Ç(x, t) = a sech2(b(x — d))  (2)
onde b~2 — 4h2(h -f a)/3a para qualquer a >  0, sendo a/h «  1. Entretanto, a 
dedução de uma equação simples para £(x,t), tendo (2) como solução foi feita por 
Korteweg e de Vries em 1895. Esta equação é conhecida hoje como a equação de 
Korteweg-de Vries (KdV). Escolhendo coordenadas apropriadas esta equação pode 
ser escrita na forma
Uf -j- Uxxx ""I- UXlx — 0,
1
a qual possui uma família de ondas solitárias uc(x , t) =  <^>c(x — cí), onde
(j)c(x) =  3csec/i2( ^ —)
sendo c uma constante positiva.
Apesar disso, durante muito tempo pouca atenção foi dada à onda 
solitária, sendo esta situação mudada completamente a partir de 1960 com o tra­
balho de Gardner e Morikawa. Estes autores obtiveram a equação de Korteweg-de 
Vries como um modelo de propagação de ondas em magneto-hidrodinâmica. Outro 
trabalho que merece destaque é o de Zabusky e Kruskal (1965), no qual foi provaxlo 
que ondas solitárias da KdV preservavam sua forma após interação. Isto levou-os 
a denominarem tais soluções de solitons.
Após esta redescoberta da onda solitária, muitos sistemas e equações 
que admitem este tipo de solução foram descobertos em várias áreas da Física além 
de hidrodinâmica e partículas elementares.
Uma vez tendo ondas solitárias, um tipo de problema que pode 
ser considerado é o de descrever o comportamento de soluções do modelo em 
questão quando as perturbações são consideradas suficientemente “próximas” da 
onda solitária. Esta questão nos leva ao conceito de estabilidade orbital que estu­
daremos neste trabalho.
A formulação precisa e a prova da estabilidade de ondas solitárias 
para a equação da Korteweg-de Vries foi feita por Benjamin (1972)[6] e Bona 
(1975)[11]. Desde então contribuições importantes para a teoria de estabilidade de 
ondas solitárias tem surgido, como por exemplo, os trabalhos de Cazenave-Lions 
[16], Grillakis-Shatah-Strauss [21], Bona-Souganidis-Strauss [13], M. Weinstein [38], 
J. Albert e Bona [1], R. L. Pego e M. Weinstein [33], entre outros.
Neste trabalho, seguindo o artigo de Grillakis-Shatah-Strauss [21], 
fazemos uma apresentação da teoria de estabilidade de ondas solitárias (solitons) 
para sistemas hamiltonianos da forma
3que são localmente bem postos no espaço de Hilbert X.
No capítulo 3 aplicamos a teoria à equação de ondas não linear 
[seção 3.2] e, mediante modificações apropriadas nas condições de Grillakis-Shatah- 
Strauss, apresentamos aplicações a equações do tipo KdV [seções 3.3 e 3.4] e a out­
ros modelos dispersivos não lineares [seções 3.5 e 3.6]. Para a existência de solitons 
usamos resultados do trabalho de H. Berestycki e P.L. Lions [9] e um lema provado 
pelo autor [lema 3.1.2]. Finalmente, na seção 3.7 fazemos uma breve discussão da 
existência e estabilidade de ondas solitárias multidimensionais para a equação de 
Benjamin-Bona-Mahony, onde para a existência utilizamos a teoria de compacidade 
concentrada de P.L. Lions.
Capítulo 1
R esultados Básicos
1.1 Operadores Lineares em  Espaços de H ilbert
Definição 1.1.1 (Identifição Canônica). Sejam X  espaço de Hilbert real com 
produto interno (., .)*, e sejaX* o seu dual. O isomorfismo natural G: X  —y X*, é 
definido por
< Gu,v >x*= (u,v)x,  V tt,t;eX
onde < .,. >*» denota a dualidade entre X  e X*. Usaremos G de maneira explícita 
e identificaremos X  com X**(bidual) de maneira natural.
Quando nos referirmos ao adjunto de um operador linear este será 
em relação a < .,. >x* e não (.,.)*  (usando analogia com o teorema de Ritz se 
/  G X* e x  £ X  então escreveremos f ( x )  = <  / ,  x  >*•).
Definição 1.1.2 (Operador linear Fechado). Sejam Dom (A) um subespaço do 
espaço de Hilbert H\ e A : Dom (A) —* H2 é um operador linear no espaço de Hilbert 
H-i- A é chamado fechado se o gráfico de A, G(A) =  {(a;, A x): x  £ Dom (A)} é um 
subespaço fechado de Hi x H2 .
Definição 1.1.3 (Operador densamente definido). Sejam X , Y  dois espaços 
vetoriais normados e seja A: Dom (A) Ç X  —> Y  um operador linear. Se Dom (A) = 
X  então diz-se que A é um operador densamente definido em X .
5Definição 1.1.4 (Operador linear adjunto e auto-adjunto). Sejam X , Y  es­
paços de Hilbert e sejam A : X  —» Y  e B : Y* —>• X* operadores lineares. A e B  
são ditos adjuntos um do outro se
< v, Au >y .= <  Bv, u >x*, u eD o m (A ), uG D om (B ). (1.1)
Para cada operador A: X  —>■ Y, existem geralmente muitos operadores de Y* a 
X*, que são adjuntos de A. Mas, se A  é densamente definido, então existe um 
único operador máximal A* adjunto de A. Isto significa que A* é adjunto de A  e 
nenhum outro adjunto B  de A é uma restrição de A*. O operador A* é chamado 
adjunto de A.
No caso de X  =  Y  e A =  A* dizemos que A é auto-adjunto.
Definição 1.1.5 (Operador Unitário). Seja X  um espaço de Hilbert. Um ope­
rador A: X  —> X  é unitário se A  é sobre e para cada u G X ,  tem-se que
IM HM M I
Definição 1.1.6 (Operador Norm al). Seja X  um espaço de Hilbert. A  G B(X)  
é normal se, e só se,
AA* = A*A (1.2)
Definição 1.1.7 (Operador Simétrico). Seja X  um espaço de Hilbert com, pro­
duto interno (, )jf. Um operador A: Dom (A) —V X  Hilbert é simétrico se, e só se, 
(A u, v)x  = (u, A v)x, para u, v G Dom (A).
Definição 1.1.8 (Operador Linear Anti-sim étrico). Um operador linear fe­
chado A: Dom(v4) C X * X , densamente definido é chamado anti-simétrico 
se
(A u ,v )x • =  —{u,Av)x* u, v G Dom (A)
Definição 1.1.9 (Operador não-negativo). Um operador A: Dom A C X  —>
X  auto-adjunto é não-negativo, denotado por A  >  0, se, (A u , u)x > 0 para todo 
u G Dom (A).
6Definição 1.1.10 (Unitariam ente Equivalente). Dados X  e Y  espaços de Hil- 
bert e A : Dom (A) C X  -» X , B: Dom (B ) C Y  operadores lineares, Dizemos 
que A e  B  são unitariamente equivalentes se existe um ope-rador unitário U : X  —> 
y ,  chamado operador entrelaçante, tal que U Dom (A) =  Dom (B) e B  U v = U Au, 
para todo v € Dom (A).
Definição 1.1.11 (A-lim itado). Sejam A e B  operadores lineares no espaço de 
Hilbert X .  Dizemos que B  é A-limitado se Dom (B ) D Dom (A) e existem cons­
tantes não-negativas a  e (3 tais que:
l|£«llx <  «l|Au||jr + P\\u\\x , V uÇ  Dom (A). (1.3)
A A-cota de B é por definição
ao = inf{a >  0; existe (3 > 0 satisfazendo (1.3)} (1-4)
Observação 1.1.1. Se B  limitado e A um operador tal que Dom A Ç Dom fí, 
então B  tem A-cota zero. Com efeito, como B  é limitado, então ||5u ||x <  c ||u||jf,
V v € Dom B; em particular Vu G Dom A. Como
HiHLr ScIMbr + èll/MI*, V6 > 0, (1.5)
então 0 =  inf{6 > 0, existe c > 0 satisfazendo (1.5) }. Portanto B é A-limitado 
com A-cota 0.
Definição 1.1.12 (A-com pacto). Sejam A e B  operadores lineares como ante­
riormente. Dizemos que B é A-compacto se Dom (B) D Dom (A) e, para qualquer 
sequência (un)„>i em Dom (A) tal que (u„)„>i e (Aun)n>i sejam limitadas em X , 
existe subsequência («nj)j>i tal que (Bunj)j>i converge em X .
Teorema 1.1.13 (Kato-Rellich). Sejam A um operador linear auto-adjunto no 
espaço de Hilbert X  e B: Dom (A) —> X  um operador linear simétrico A-limitado 
com A-cota a 0 < 1. Então:
i) A +  B: Dom (A) —> X  é auto-adjunto.
ii) A + B é essencialmente auto-adjunto em V  Ç  Dom (A) se e somente se A é 
essencialmente auto-adjunto em V.
Prova, ver [37], pág 219. □
Teorema 1.1.14 (W eyl). Sejam A e B  operadores auto-adjuntos no espaço de 
Hilbert X , tais que:
1 ) Dom A = Dom B como conjuntos.
2) A — B: Dom (A) —> X  é um operador compacto. (Dom (A) com a norma do
gráfico).
Então <xe(A) =  cre(B).
Prova. Ver [37], pág. 134. □
Definição 1.1.15 (Grupo unitário a um paramêtro). Seja X  um espaço de 
Hilbert. Uma função T : M — y £?(X) é um grupo unitário a um parâmetro se,
i) Se para cada 77 G X ,  t — > T(t)rj é uma função contínua de JR em X;
ii) T(t + s) = T(t)T(s), T(0) =  I.
iii) T(t) é um operador unitário para todo t G TR.
Definição 1.1.16 (Gerador Infinitesimal). O operador T'(0) de domínio 
Dom (T'(0)) =  {q G X  | i  [T(h) r] — 77] possui limite quando h -+ 0} 
definido por
r ( o )7 =  i im i [ r ( o + A ) í - r ( o ) , ]
n —H )
é chamado o gerador infinitesimal do grupo T.
Em outras palavras, rj G Dom(T'(0)) se, e somente se : t —> T(t)rj é 
uma função diferenciável em 0.
8Exemplo. Seja A um operador auto-adjunto em X .  Então: {exp itÁ}teji é um 
grupo unitário em X  cujo gerador infinitesimal é iA.
Com efeito pelo teorema espectral (1.4.12) podemos supor A = M.g agindo num 
espaço L2^(X) . Então
e x p  ltM.g —  tg i   ^E IR.
Como \ expiig\ =  1 q.t.p., segue-se que exp itA4g é unitário.
A verificação de ii) é imediata. Vamos provar i). Se ip E L^(X)  e t E M, então
| exp itg(w)ip(w)\ = \xl>(w)l q.t.p.
e, para cada w, t—> exp itg(w)ip(w) é uma função contínua de M em C. Logo, pelo 
teorema da convergência dominada (1.2.14),
t exp itgij)
é contínua de JR em L2^(X).
Finalmente vejamos o gerador infinitesimal do grupo {exp i tM g}teR- 
Seja B  o gerador infinitesimal do grupo {exp i t M g}i^R. Verifiquemos primeiro que 
B  Ç iM.g. Se if? E Dom (B ) então, para toda sequência hn —* 0, temos que
h~x [exp ihnM g — 1]V> —> Bxf>
em L^(X). Logo, existe uma subsequência {h'n} tal que
^ _1[exP ihnâ(w) ~  l]^(*o) -¥ \Bip](w), q.t.p.
Portanto, ig{w)ij)(w) =  \Bil>](w), q.t.p. .
Disto concluímos que ip E Dom M.g e iM.gi\) — Bift. Isto é, B  Ç iM g.
Para provar que iM g Ç B  é suficiente provar que Dom (iA ig) Ç Dom (B ). Supon­
hamos que 0 € Dom (A ís). Como
\dt expitg(w)i>(w)\ =  \g(w)expitg(w)xl>(w)\ =  |flr(to)^(«;)|,
então pelo teorema da diferenciação dominada, que t —> exp itgi' é diferenciável de 
IR em L ^ X ) .  Logo, tb E Dom(B).
9Proposição 1.1.17. Seja T'(0) o gerador infinitesimal do grupo unitário (T'(.s) 
: 5 E IR}. Então Dom(71'(0)) e invariante pelos operadores T(s), e para cada 
rj E Dom (7’'(0)), a aplicação s >— > T(s)rj é uma função diferenciável, satisfazendo 
a equação
| [ r ( j ) i , ] U w =  r(o )r(s„ )i) . ( i .6)
Prova. Sejam rj E Dom(T'(0)) e 5o, h £ 52. Então,
/ r W )  -  i]T(s0)r, =  r ( 5o){/í-x[ n  -  / M  — > r sor'(o)í/
quando A — >- 0, pois T(ío) é contínuo. Segue-se disto que T(s0)rj £ Dom(T'(0)). 
Pela definição de ÜP^ O) temos que
h - l [T(s0 + h ) ~  T(s0)]r, = h-^Th -  I]T(s0)rf — ► r(Q)T(so)v
quando /i — > 0
Logo (1.6) se verifica. □
Teorema 1.1.18 (Stone). Seja {T(s )}sçr um grupo unitário a um parâ-metro 
no espaço de Hilbert X , e seja T'(0) seu gerador infinitesimal . Então A = — iT'(0) 
e um operador auto-adjunto e T(t) =  exp itA  para todo t £ St.
Prova. Ver [37], pág. 142. □
Lema 1.1.19. Se o operador T verifica que T*(s)G — GT(—s ) para s E M, e 
T*(s): X* —>• X .  Então T  é unitário.
Prova. Como T*{s)G = G T (-s )  =► T*(s)GT{s) =  G T(-s)T{s)
=»< [Tm(s)GT(8)]<f>,<f> >=< G<f>,<f> >
=>< GT(s)<f>, T(s)<j> >= (</>, <f>) = M 2 \/<f>£X 
^  = M l2
=* \ \T { s W  =  M l2 v<A 6 X.
Portanto T(s) é unitário. □
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1.2 D istribuições Tem peradas
Vejamos algumas definições e alguns espaços a serem usados.
Definição 1.2.1 (Espaços Lp). Seja Í2 um aberto de IP1. Denotaremos por 
L1 (Q) ao espaço das funções integráveis no sentido de Lebesgue sobre íí com valores 
em M. Se p G M com 1 < p < oc; define-se
=  { / :  Çl—> M: f  mensurável e \f\p G L^íí)},
munido da norma
f(x)  | pdx
Definição 1.2.2 (Espaço de Schwartz S(]R?)). É definido como o conjunto de
funções em C°°(Mn) rapidamente decrescentes, i.é, ip G S (R n) ip 6 C°°(Mn) e
sup |x“9 ^ (x ) | <  oo para qualquer par de multi-índices a  =  (ati,...,a„) €  (Z+)n 
xest"
j3 =  ( / 3 i , A i )  ^ (Z+)n- S(lR!ri) está naturalmente munido da família enumerável 
de semi-normas
ll^ lla^=  SUP lX“^ ( X)l- (L7)xeK"
Pode-se provar que assim ele é metrizável e completo (ou seja, é um 
espaço de Fréchet) com a métrica
jí  / \ _ V ^  1 11^ — ^ 11«,/8 ti q\*/0 - 22 2(l«l+l/>l) (1 + ||<p - 0|| ) ( ‘8)
e temos a seguinte definição de convergência em S(M n):
Definição 1.2.3. {y?m} C S(IRn) converge a tp G S(lRn) <=> ||(pm — — > 0 
quando m  — > oo, qualquer que seja o par de multi-índices a  =  (ati,..., an) G {Z+)n
0 =  (fr, -.,/?„) G (Z+)n. Notação: ipw 93.
Definição 1.2.4 (Distribuições Temperadas). O conjunto das distribuições - 
temperadas, S*(1RJ1), é o dual topológico de S(lRn) munido da topologia acima. Em 
outras palavras, /  G S*(RP') O  f  é linear e <pw — > cp =>■ f((pw) — > /(<£)- Notação.
11
Como é usual, dada /  E S*(ltin). escrevemos quase sempre < / ,  v5 > em lugar de 
f(tp) para tp E S(Hin). S*(IRn) está naturalmente munido da topologia fraca* 
(convergência ponto a ponto), o que nos dá a seguinte definição de convergência 
em S*(ffi")
Definição 1.2.5. { fm} C S*(lRn) converge a /  E S*(SÍn) se, e somente se
< f m,ip > — >•< / ,  V5 > quando m  — y oo \/(p E S(B tri).
S*Notarão: f m — >• / .
Definição 1.2.6 (A transformada de Fourier em í 1(Sin)). Sejaf £ L^IR”). 
A trasformada de Fourier de /  é a função JF/ =  /  definida por
/(O  =  (2tt)- ^ í  f{x)e~lt-xdx , (1.9)
Jfi"
onde x =  (x1,x 2,- - ,x B), £ =  (6 ,6 > —»60 e  jR” e
n
= (l1°) 
J=1
é o produto interno usual em IR71.
Teorema 1.2.7. A transformada de Fourier de f  £ L1(lRn) é uma função contínua, 
limitada e satisfaz a desigualdade
f
L°
Em particular, a aplicação f  — y f  é um operador limitado de L1(5?n, dx) em 
L°°(iRn, dÇ). Mas ainda, vale o lema de Riemann-Lebesgue i.é.,
lim /(O  = 0. (1.12)
Ifl--►«>
Prova. Ver [23], pág. 303. □
Teorema 1.2.8. Seja f  E S(lRn). Então
f(x )  = (2 ^ )-"/2 í  m e * * d l
Rn
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Este teorema permitenos definir a transformada inversa pela fórmula 
f ( x )  =  ( F ~ l f ) ( x )  = ( 2 n ) - " / 2 í /  € 5(K").
Rn
Teorema 1.2.9. A transformada de Fourier
T-. L2( R n) ^  L2(JRn) 
f  — > F = T f
definida como a única extensão linear da transformada em S(lR!ri) a L2(Í2") e um 
operador unitário. Em particular vale a seguinte propiedade importante
11/ 11* ,* . ,  =  \\f\\„ lBn) * /  e
conhecida como a “identidade de Parseval”.
Definição 1.2.10 (Produto convolução). Se / ,  g E  L1(iRn), a convolução de 
/  e g é a função definida pela fórmula
( /  * g)(x) = f  f ( x - y ) g ( y ) d y  (1.13)
Teorema 1.2.11 (Desigualdade de Young). Sejam p, q, r E  [l,oo] tais que 
=  1+ r-1 . Se f  E e g E  Lq(]R), então a convolução f*g  E  Lr(Mn)
e
\ \ f*g\\Lr < UWlp N L -
Prova. Ver [23], pág. 307, ou [19]. □  
Teorema 1.2.12. Sejam f , g 6 Então
Prova. Ver [23], pág. 308. □
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Teorema 1.2.13. A transformada de Fourier
T-. S,(JRn) -»• S'(R n)
deixa o L2(lR") invariante e
^u»(jRny. L2^ )  ^  L2{Mn)
é um operador linear unitário (ou seja, preserva norma e é sobre). O mesmo vaie 
para a transformada inversa T~x.
Teorema 1.2.14 (Teorema da Convergência Dom inada de Lebesgue). Se­
jam  {/„} uma sequência de funções mensuráveis e g uma função integrável sobre 
u) aberto de ffl1. Se f n /  e |/„| < g em q.t.p. para todo n, então f  é integrável 
e
f f  =  V m f u
Prova. Ver [18], pág. 75. □
Teorema 1.2.15 (Teorema de Fubini). Sejam ílj., 0 2 subconjuntos abertos de 
1FÜ1 e suponhamos que F  E  L1(Í21 x Q2)- Então, para quase todo x E  fí1;
F(x, y) E  L l(íh) e f  F(x, y)dx E  L ^ i ) .
Jn2
Igualmente, para quase todo y E  VL2,
F(x,y) E  Llx(Çli) e f  F(x,y)dx E  Lly(Ct2).
J íii
Além disso,
I dx I F ( x , y )d y =  dy F(x ,y )dx=  / / F(x,y)dxdy.
«/ííl *^2 * ÍÍ2 »íll J
Teorema 1.2.16 (Desigualdade de Holder). Sejam f  E  I? e g E  I ?  com
1 < p  < 00 tal que  ^ ^ =  1. Então f.g E  Ll e
J  \fg\ < ||/||p \\9\\p> • (1-14)
Prova. Ver [14], pág. 56. □
Exemplo. Seja /  € L2(IR) D Z/°°(JR). Então f v G L2(1R), se p G IN. Com 
efeito, temos que
/  ||/2||tl(E| < oo.
J H «/12
Definição 1.2.17 (Espaço de Sobolev). Seja s £ IR. Os espaços de Sobolev 
(com base em L2(R")) em IRn são os seguintes subconjuntos de S*(IRJ1):
H*(R) = { /  <E S*(IRn) : (1 +  |£H s/2/  G L2{ R ) }
0  espaço H s(JRn)i s G IR-, é de Hilbert quando munido do produto
interno
( f ,h ) ,  = J ( i  + m 2Y m W ) à ( -
JR"
A norma correspondente é evidentemente
ml = /( i+i?i2)i/(oi2<if-
/i”
Em particular, tem-se que H°(IRn) =  L2(IRn), no sentido da indentificação com as 
distribuições.
Teorema 1.2.18. Sejam s,s ' G IR. Então
i) H*(Rn) H s\ l R ri) s e s >  s'.
ii) S(1R) é denso em HS( R a), V s G IR, no sentido que toda “função” f  em
H s(R n) pode ser aproximada por uma sequência {fk}k>i em S{RJl) na norma 
de Hs( R n).
iii) Seja m  G W . Então f  G H m(lRn) se e só se daf  G L2( R n) para todo multi-
índice a tal que |a | < m, onde as derivadas são calculadas no sentido das 
distribuições. Além disso vale
15
iv) Se s > n /2 então H s(]RJl) é uma álgebra de Banach com respeito ao produto 
de funções, isto é, se f , g  E H s(JRn) então fg  £ H s(SiJl) com
\\fg\\, < C,,n\\f\\a \\g\\a, V f ,g  £ H s(Stn).
Prova. Ver [23], pág. 337. □
É interessante e extremamente útil observar que se 5 é suficientemente 
grande então os elementos de Hs(lRn) são funções contínuas. Mais precisamente, 
vale o teorema de Sobolev:
Teorema 1.2.19 (Sobolev). Seja s > n/2. Então Hs(lR!ri) está continuamente 
imerso em C00(TRn), o espaço das funções contínuas de TEP1 em C que tendem a 
zero quando ja:| —> oo e vale a desigualdade
ll/IL - < ll/ll.
Prova. Ver [23], pág. 340. □
Outro resultado útil é a seguinte estimativa
Teorema 1.2 .20. Sejam f , g E  S (H H). Então
||[A  /M L  <  C( | |v / l h  M ,- i  + llv /llí- , N U ), Vt > 1,
onde ||j |U  =  IISIIt i(R., e J ‘ = (1 -  A)*/2.
Prova. Ver [24]. □
Finalmente mais um teorema que nos será útil é o seguinte.
Teorema 1.2.21. Seja f  E HS(1FF1). Então o operador (1 — A )*/2 é uma isometria 
sobrejetiva de H s(lR.n) em L2(iRn), onde
Dom((l -  A )s/2) =  H s(lRn)
(1 -  A )s/2 = F - \ { 1  +  M0)s/2)T
e Dom (Mo) =  {g  E L2( R n) \ |£|2<7 € L2{R n) }
(M0g)(0  = |£|2<?(0 -
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Teorema 1.2.22 (Rellich). Sejam s >  0, O Ç Mn um aberto limitado e
V =  {u E  Hs(Mn) : «IjRa-n =  0}.
Então a inclusão i: V  —> L2(2R") é compacta.
1.3 Cálculo D iferencial em  Espaços de Banach
Definição 1.3.1 (Derivada de Fréchet). Sejam X  e Y  espaços de Banach e
U C X  um aberto. / :  U —> Y  é diferenciável, no sentido de Fréchet, em x0 G U, 
se existe L 6 B(X, Y) tal que
f (x0 +  h) =  f (x0) +  Lh +  u}(h),
onde lim =  0. Nesse caso, denotamos f'(xQ) =  L a derivada de Fréchetfc-M) ||/i||x
de /  em x0.
Definição 1.3.2 (Derivada direcional). Sejam X  um espaço de Banach, / :  U C 
X  -> M, U aberto e xq G U. A derivada direcional de / ,  na direção h G X  em xq 
é definido por
lim —
t-M)+ t
f (x0 + t h )  -  f ( xQ) , se existe este limite em X
Definição 1.3.3 (Derivada de Gâteaux). Sejam X,  um espaço de Banach, 
/ :  U C X  —¥ M, U aberto e x0 £ U. f é  diferenciável no sentido de Gâteaux 
em xq se 3 x* G X* tal que
lim —
t-rt)+ t f ( x o +  í  h) -  / ( x 0)j =  X*(h),
para todo h G X . Neste caso x*, é denotado por D f (x0), e é chamado o gradiente 
ou G-gradiente de /  em x0.
Teorema 1.3.4 (Teorema da função im plícita). SejamX, Y  e Z  três espaços 
de Banach, f  uma aplicação de classe C1 num subconjunto aberto U de X  x Y  em
17
Z. Seja (xo,uo) um ponto de U tal que f(xo,yo) =  0 e que a derivada parcial 
D2 f { xOi J/o) seja um homeomorfismo linear de Y  sobre Z. Então, existe uma vi­
zinhança Vo de Xo em X  tal que , para cada vizinhança conexa aberta V de xq, 
contida em Vo, existe uma única aplicação contínua v de V  em Y  tal que v(x0) = y0, 
(x,v(x)) G {/ e f (x ,v (x ))  — 0, para cada x € V. Além disso, v é continuamente 
diferenciável em V e sua derivada é dada por
v \x )  =  ~{D2f ( x , u(x)))-1 o u(x))).
Prova. Ver [17], pág. 265. □
1.4 Teoria E spectral para Operadores 
A iito-adj untos
Antes de enunciar o teorema espectral que caracteriza os operadores auto-adjuntos, 
veremos algumas definições e fatos sobre o operador multiplicação
Definição 1.4.1 (O espectro). Sejam X  um espaço de Hilbert e A: Dom (A) —> 
X  um operador linear. O espectro de A é o conjunto dos X € C, tais que o operador 
A — XI: Dom (A) C X  —>■ X  não possui uma inversa limitada. Denotaremos o 
espectro de A por <r(A).
Definição 1.4.2 (Espectro essencial). Seja A um operador auto-adjunto, defi­
nido num espaço de Hilbert X .  O espectro essencial de A é o subconjunto cre{A) 
do espectro de A (cr(A)) formado pelos pontos que, ou são pontos de acumulação 
de <t(A), o u  são autovalores isolados de multiplicidade infinita.
Como todo ponto isolado de a(A) é um autovalor de A, então segue-se 
que <Td(A) =  <t(A) \  cre(A), onde <T<f(A) denota o espectro discreto de A.
Na sequência enunciaremos o teorema de separação do espectro de 
um operador fechado A.
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Teorema 1.4.3 (Separação do espectro). Sejam X  um espaço de Banach, A 
: Dom (A) C X  —>• X  um operador linear fechado com espectro c{A). Se o espectro 
de A é separado em duas partes crx e a2 ( <r(A) =  cri{Jcr2), de tal forma que, (j\ está 
contido no interior de uma curva simples, fechada T e cr2 esta contido no exterior de 
F, então, existe uma decomposição de A associada a uma decomposição do espaço 
X , X  =  Mj ® M2 ( A|jvfj C Mi, A\m2 C M2), tal que os espectros das restrições 
A\m1} A\m2 coincide com <J\, a2, respectivamente e A\m1 £ B (M \ ).
Prova. Ver [24], pág. 178 □
Observe que o espectro pode ser separado em mais de duas partes no sentido do 
teorema (1.4.3).
Definição 1.4.4 (O operador multiplicação M g). Seja (X,/i) um espaço de 
medida (separável e a —finito) e seja g: X  —>■ C uma função mensurável. Definimos 
o operador de multiplicação por g da seguinte forma
Dom M ,  =  {V- € L l(X ) : g*  e
Mgip — g.ip, VV? € D om M j
M g é um operador linear densamente definido e fechado. Na se­
quência definiremos a transformada de Cayley que nos ajudará para verificar que 
o operador multiplicação é auto-adjunto.
Definição 1.4.5 (Tranformada de Cayley). Seja A  um operador linear simé­
trico densamente definido no espaço de Hilbert X .  A tranformada de Cayley de A 
é o operador W  = W(A) definido por
W : [A +  i]rj (->• [A — i]rf, r/ £ Dom (A);
Im[A  -(- *] —>■ Im[A  — *].
W(T) está bem definido e é um operador linear isométrico. Como A
é simétrico,
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\ \ [ A ± i} r ] \ \ 2x  =  \\At]\\2x  ±  {Ar],ir])  =F (ir], Ar]) +  |\r]\\2x  =  \\Ar]\\2X +  \\rf\\x  .
Logo, [A +  i]rj =  0 implica [A — i}r] — 0. W é portanto um operador linear bem 
definido. Como
\ m A  +  i\n\'èí  =  \ \ [A- i ] fx =  \\[A +  i]r,tx ,
então W é isométrico.
Definição 1.4.6 (Isometria Parcial). Seja X  um espaço de Hilbert. Um ope­
rador A: Dom (A) Ç X  —> X  tal que ||Au|[y =  ||m||_y, para u E Dom (A) é 
chamado uma isometria parcial.
Definição 1.4.7 (Essencialmente auto-adjunto). Um operador A definido - 
num espaço de Hilbert X  é essencialmente auto-adjunto se ele possui uma única 
extensão auto-adjunta.
Observação 1.4.1. A é essencialmente auto-adjunto Dom W (T) e Im W (A) 
são densos <=> n+ = dim Dom W (A)1- =  n_ =  dim Im W (A)x =  0.
Teorema 1.4.8. Seja W  a transformada de Cayley de A. Então
1) A *—y W(A) e uma bijeção entre o conjunto dos operadores simétricos A densa­
mente definidos em X  espaço de Hilbert, e as isometrias parciais U tais que 
Im (I  — U) seja denso.
2) A é auto-adjunto se, e só se, W(A) é unitário.
Prova. Ver [37], pág. 109 □
Proposição 1.4.9. Seja (X,[i) um espaço de medida e seja g : X  IR uma 
função mensurável. Então
i) A transformada de Cayley de M.g é o operador M.z, onde z : X  —»• C =  {z G 
C : \z\ = 1} e a função
z(w) =  [g(w) -  i][flf(«;) 4  i]-1 .
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ii) Mg é auto-adjunto.
Prova. Para (i) veja [37], pág. 115. Vejamos a prova de (ii). Como z é uma 
função com valores em C , M z é unitário portanto por (i) e pelo teorema (1.4.8) 
parte 2 concluimos que M g é auto-adjunto. □
Lema 1.4.10. Seja M g o operador de multiplicação por g. Então
i) Se (X , v) é um espaço de medida e g : X  —>C e uma função mensurável. Então
o espectro de M g, agindo em L2V(X), é o suporte da medida g*u. Em outras 
palavras, X 0  <r(Mg) se, e só se, existe uma vizinhança V  de X tal que
g*v{V) =  0.
ii) Se (X, fi) é um espaço de medida e g : X  IR é uma função mensurável, então
M g  > 0 se, e só se, g > 0  q.t.p..
Prova. Provemos primeiro a seguinte afirmação: M g é invertível (ou seja, 0 ^  
o'(Mg)), se , e só se, existe S > 0 tal que
|flf(tí7)| > S, q.t.p..
Se 0 0 <r(Mg), então existe S E C{X) tal que
SMgij) =  Vs E Dom M g.
Em particular,
\ \H < \\S \\  | |M J ,  E Dom M g.
Disto conclui-se facilmente que \g(w)\ >  ||5 ||-1 q.t.p.. Também tem-se que se 
|<jf(tü)| > 8, q.t.p., então |<7_1| < 5_1 q.t.p. e S  — M g-\ é evidentemente uma 
inversa limitada para M g.
Por outro lado, A £ a (M g) ■<=>■ 0 ^  a \M g — A] =  cr[Mg-\] <?=$■ 
existe 8 > 0 tal que \g(w) — A| > 8 q.t.p. <=$■ existe 8 > 0 tal que u{w : \g(w) — A| < 
<!»} =  0, como {w : \g(w) — A| < <£} =  (g~l B(X,S)) e por definição v{g~l B{\,8))  =  
g * uB(X, 8) temos que g * uB(X, 8) = 0 <=> X 0  Suppg * u.
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Para ii), seja g >  0. Como
(Mgip,^) = (#,</’) = Jg(w)\*l>\2dfi{w) > 0,
x
então M.g >  0. Para provar a implicação recíproca, seja E  Ç X  um conjunto 
mensurável de medida finita. Para todo n > 0, ij>n =  X£n{ur.|g(u;)|<n} € Dom À4g 
e
0 <  = /  g{w)\lpn(w)\2dfx(w)
Jx
= /  g(w)dfi(w).
Logo, para todo mensurável E Ç X  de medida finita,
J  g(w)dfx(w) > 0.
E
Daí, conclui-se que g > 0 q.t.p.. □
Proposição 1.4.11. Um operador auto-adjunto A, no espaço de Hilbert X , é não 
negativo se, e só se, &(A) Ç [0, oo).
Prova. Ver [37], pág. 129. □
Agora enunciaremos o teorema espectral,
Teorema 1.4.12 (Teorema Espectral). Seja X  um espaço de Hilbert. Uma 
condição necessária e suficiente para que um operador A: Dom (A) Ç X —>• X  
seja auto-adjunto é que ele seja unitariamente equivalente a um operador de mul­
tiplicação Á4g, onde g é uma função mensurável real.
Prova. Ver [37], pág. 114. □
Teorema 1.4.13 (Weyl-Von Neumann). Seja H  um, operador auto-adjunto - 
num espaço de Hilbert separável X . Para qualquer e > 0, existe um operador 
auto-adjunto A  G B(X) com ||A|| < e, tal que H  +  A tem um espectro puramente 
pontoai.
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1.5 O Operador de Schrödinger
Vejamos o que temos até agora sobre o operador multiplicação M.g com g(w) = 
w2 + a.
1) Pela parte 2 do lema (1.4.10) e pela proposição (1.4.9) temos que M g é não- 
negativo e auto-adjunto.
2) Pela proposição (1.4.11) temos que a (A íg) Ç [0, +oo).
3) Mais ainda pela parte 1 do lema (1.4.10) com g(w) =  a -f w2, temos que <r{Mg) = 
[a, oo). Com efeito,
A G cr(M.g) « A g  suppg * v  ^  \g(w) — A| < ó, VS > 0 —S + (X — a) < w2 < 
8 +  (A — a) <í=> A > a — S, VS > 0 •<=> A > a.
Agora estamos em condições de fazer a aplicação do teorema espectral 
no estudo dos operadores A = —d2 +  a e Ca =  —d2 + a  — 7 <f>q. Primeiramente 
estudaremos o espectro do operador A. Para isto precisamos ver qual é o operador 
unitário para provar a equivalência unitária entre A  e o operador de multiplicação 
A4g, onde g é definido por g(Ç) = £2 +  a.
Lema 1.5.1. Os operadores A: Dom (A) — H 2( R ) > L2(R ,dx)  —> L2(R ,dx)  
e M.g: L2(R,d£) —>• L2(R,dÇ) são unitariamente equivalentes, onde o operador 
entrelaçante é dado pela transformada de Fourier T : L2(R ,dx)  —>■ L2(R,dÇ), tal 
que
F (H 2(R )) = L2( R , ( l  + e )d O
Prova. Primeiro verifiquemos que ,F(Dom (A)) =  Dom (M g). Esta verificação 
será feita em duas etapas
1) .F(Dom(A)) Ç Dom (.Mg): Seja <j> G ^r(Dom(A)). Então <f> G H 2( R ) é tal que
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(1 + £2)(p £ L2(E). Devemos provar que g.è £ L2(R). Temos que
= f  ( e + <*)2m ) \ 2dí
R  R
= / ( f r ^ )2( i+ f2)2woi2<ií
R
< suP{ ( f - t | ) 2} / d + e n k o M  <
(€ü H f  JR
Portanto, <f> £ Dom ( M g).
2) Por outro lado, seja ip £ Dom (M g) e provemos que existe um é  £ Dom (A) tal
que <]> =  xp. Como ip £ L2(R ,dx)  então tp £ L2(M,dx). Então tomando <p — xp. 
Obtemos
f ( i + e r w 2d ( =  f  o +
JR JR a  +  Ç
< ™p(i±§)2 f  (a + í2)2WI2<*í <°o. 
teR a  +  t? J r
Portanto, de 1) e 2) temos que J-(H2(M)) =  Dom ( M q).
Além disso, se rj £ Dom (A), então T ( —d2 + a)r} =  (f2 +  a)ij e 
MgTr) =  (a  +  £2)»7. Portanto, M.g JFr) =  T  Aq , V77 £ Dom (A). □
Vejamos o que podemos concluir para o operador A a partir do opera­
dor M.g :
Lema 1.5.2. Para os operadores A e M g definidos anteriormente temos que
1) A é auto-adjunto ,
2) <r(A) Ç R,
3) A é n&o-negativo em L2(R),
4) <r(A) C [0, 00).
5) <t(A) =  [a, 00) para a > 0.
Prova. Primeiramente temos que A é unitariamente equivalente a M g e g é real. 
Logo, pelo teorema espectral (1.4.12) tem-se que A é auto-adjunto. A parte 2 é 
imediata pois os operadores auto-adjuntos possuem no seu espectro valores reais.
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Para 3 tem-se
(At/>,tl>)L2(K) =  í  t/> 6 H2(]R)
Jn
= í  (dx^ ) 2 +  atp2 > 0.
J r
Logo A é não-negativo em L2(R). 4 é imediato de 3.
Finalmente, A ^  a(A) (A — A) tem inversa limitada em Dom (.A ) 
logo, J-(A — A) tem inversa limitada em /(D o m  (A)) =  Dom (M g) ( M g — A) 
tem inversa limitada em Dom {M.g — A) 0 ^  a ( M g — A) A 0 cr(Mg) =  [a, oo). 
Portanto <r(Á) =  [o, oo) para a  > 0. □
A seguir estudaremos o operador linear, auto-adjunto e não limitado
dado por
£„ =  - ^  +  0 - 7 ^ ,  (1.15)
onde q (E IN — {0} e (f> é a solução da equação elítica —<f>" +  ac<f> — (3<f)q+1, que é dada 
explicitamente por <f> — ( ^) « (>/ã| x) ,  como provaremos no lema (3.1.2).
Podemos escrever Ca = A + B, onde A  e B  são os seguintes ope­
radores de L2(lR) : Dom (A) ■ Dom(fí) =  H 2(1R), Av = —d2 + av, v € 
Dom (A), Bv = —7 <^9u, Vu E Dom(fi).
Lema 1.5.3. Sejam A e B  como definimos acima. Então B  é A-limitado com 
A-cota zero e simétrico.
Prova. Temos que
||Bi,|| = ||—7^ | |  < tW L, H l , V» 6 Dom(4), (1.16)
Da observação da definição de A-limitado e por (1.16) temos que B  
é A-limitado A-cota b0 =  0.
A verificação da simetria de B é imediata. □
Observação 1.5.1. Do lema (1.5.3) e como A é auto-adjunto, usando o teorema 
de Kato-Rellich (1.1.13) obtemos que Ca = ~-£ã +  Q — é auto-adjunto.
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Observação 1.5.2. Seja tp(x) =  Vx € iR, onde c > 0; p >  1. Observe­
mos pelo teorema das imersões de Sobolev (1.2.19) que tp e  Vp > 2, pois
xjja e  iPfjB) e n  =  l.
Lema 1.5.4. O operador B considerado de H2(JR) em L2(M) é compacto.
Prova. Seja (rj)n)n>i uma sequência em Cq3{R ) tal que xfin ifi em H?{R). 
Para cada n, consideremos o operador Bn : ^ ( M )  L2(M) definido por Bnu =  
ifrnU, Vu e  íP(lR). Usando a desigualdade de Holder (1.2.16) e as Imersões 
íf^JR) «-> L°°( JR), temos que
||-BnU — ^ u||L2^ = II(V7™ — V’)u|lí,2(R) — ll^ n — V^ llL°°(K) IIUIIl2(K)
< -K" ||^n — V^I^ir) IMIi,2(ji) ,
onde K  >  0 é constante. Então converge para B  nos espaços dos operadores 
lineares limitados de if^JR) em L2(M) e, como B é limitado, para concluir que 
B  é compacto, é suficente provar que cada Bn é compacto. Fixemos n > 1 e seja 
R > 0 tal que
supp<j>n C B(0,R)  =  {x e  IR; |x| <  R}.
Seja sequência limitada em H2(1R). Então vm =  <j)num satisfaz
suppvm C B (0; R); vm G H X(B{0; R)), Vm > 1,
e (vm)m>i ê limitada em H 1(B(0; R)). Pelo teorema de Rellich (1.2.22) segue-se 
que existe uma subsequência (vmj)j>i, de (um)m>i, convergente em L2(M), isto é, 
(Bntimj)j>i converge em L2(M). Isto prova que Bn é compacto. □
Lema 1.5.5. B é um operador A-compacto.
Prova. Seja (u„)n>i sequência em Dom (A) tal que (vn) e (Au„)n>i sejam limi­
tadas em L2(iR); digamos IKII < K,  ||Au„|| <  K,  Vn >  1. Então,
d2
dx2 n
< K  +  ||o!ün|| <  K  +  a K , Vn > 1.
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Via transformada de Fourier concluímos que (u„)n>i é limitada em H 2(BÍ). Como 
B  considerado como operador de H2{1R) em L2(Si) é compacto pelo lema (1.5.4), 
segue-se que existe subsequência (wni)j>i de (vn)n> 1 tal que (Bvnj)j>\ converge em 
L2(M). Isto prova que B  é A-compacto. □
Finalmente vejamos o lema que nos dá o espectro essencial do ope­
rador Ca.
Lem a 1.5.6. Sejam A, B  e £ a os operadores definidos acima. Então
(Te(Ca) = ae(A) e, mais ainda, ae(Ca) =  [a,+oo) a  > 0.
Prova. Sejam Ai = A, B\ =  Ca => A\ — Bi — 7  <j>q — —B, logo do lema 
(1.5.2) parte 1 temos que A é auto-adjunto e pela observação do lema (1.5.3) 
temos que Ca é auto-adjunto então Ai e B\ são auto-adjuntos, além disso tem-se 
que Dom {A\) =  Dom (B i ) =  H 2(]R), e B Ai-compacto, logo —B  =  A i — B\ é 
Ai — compacto. Portanto, usando o teorema de Weyl (1.1.14), temos que
<re(Ca) = cre(A) (1-17)
Por outro lado, como A  e M.g com g(Ç) = «  +  £2 são unitariamente equivalentes 
(via transformada de Fourier) vemos que <re(A) = <JC(A) — [a ,+ 00). Portanto, de 
(1.17), obtemos
cre{Ca) =  ae(A +  B) = ae(A) =  [a, + 00).
□
Na sequência para completar o estudo do espectro £ a, veremos a 
teoria de Sturm Lioville.
1.6 Teoria de Sturm  Liouville
Continuando com a análise espectral vejamos algums lemas da teoria de Sturm- 
Liouville nos quais veremos o que acontece com o espectro dos operadores auto- 
adjuntos da forma —dl + V(x). onde V(x) é o potencial, consideremos a equação
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diferencial da forma,
H\y =  —y" +  V(x)y  =  0, (1.18)
onde o potencial (x) é contínuo e toma valores reais.
Comecemos pelo teorema de comparação de Sturm.
Teorem a 1.6.1. Sejam yi, y2 soluções não nulas das equações diferenciais:
~y" + Vi(x)yi =  0, - y '2 +  V2(x)y2 = 0. (1-19)
Se Vi(x) >  V2{x) em [a,6] e y\(a) =  yi(&) =  0, eratôo existe xq £ [a,6] tal 
que y2(xo) =  0. Em outras palavras, entre dois zeros quasquier de t/i existe um 
zero de y2. Se supusermos que Vi(x) > V2(x) em algum subconjunto M  C [a, b], 
com medida de Lebesgue positiva, então um ponto xo tal que y2(xo) =  0 pode ser 
encontrado em (a, 6), entre dois zeros da função yi(x).
Prova. Suponhamos que não existem zeros de y\ e y\ > 0  em (<2, b). Então 
y[(a) > 0 e y[(b) < 0 (por exemplo, y[{a) = 0 então yi =  0 pelo teorema de uni­
cidade). Além disso, suponhamos também que em [a, &], y2{x) não tenha nenhum 
zero e que y2(x) > 0 para xG [a,b]. Multiplicando a primeira equação por y2 e 
a segunda por y\ em (1.19) e integrando em [a, 6] a diferença da equação obtida, 
obtemos
6 6 
/ (yiy2 ~  v M d x  +  J (Vi -  V2)yiy2 dx =  0,
a a
logo,
b b 
j ( y [ y 2 -  yiy2)'dx =  j { \ \  -  V2)yxy2dx.
a a
Então, por hipótese,
b
j{ y [ y 2 -  yiy2)'dx = y[{b)y2{b) -  y[(a)y2(a) > 0. (1.20)
a
Mas as suposições feitas acima implicam que o termo central de (1.20) deve ser 
negativo. Esta contradição prova a primeira parte do teorema.
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Suponhamos agora que yi(a) =  yi(b) — 0, y\(x) > 0 e y2(x) > 0 
paxa cada x £ (a,b) e que Vi > V2 em um subconjunto de medida positiva de [a, 6]. 
Como acima, encontramos das equações que
y'i(b)y2 (t>) ~  y'1(a)y2(a) > 0
Mas, como y[(a) > 0, 2/2(0) > 0, y[(b) <  0 e y2(b) >  0? então temos que
y'i(b)y2 (b) -  y'1(a)y2(a) <  0.
Esta contradição mostra a segunda parte do teorema. □
Corolário 1.6.2. Se V(x) > 0 para x  £ [a, 6] em (1.18) , então qualquer solução 
não nula tem no máximo um zero em [a, b].
Prova. Utilizando o teorema (1.6.1), comparamos a equação (1.18) com —y" — 0. 
Basta considerar sua solução y =  1, que evidentemente não tem zeros. Logo 
verifica-se o corolário. □
Consideremos a seguir V  em (1.18) satisfazendo a condição
lim V(x) = a, (1.21)
OO
com a > 0. Desta forma , temos a seguinte proposição:
Proposição 1.6.3. Se y é uma solução não nula de (1.18), onde V  satisfaz (1.21), 
então o conjunto de zeros de y(x) é finito ( possivelmente vazio).
Prova. Primeiro, pelo teorema de unicidade das equações diferenciais, todos os 
zeros de y são isolados. A seguir, seja R > 0 tal que V(x) > 0, para \x\ > R. 
Então y tem no máximo um zero em cada um dos intervalos (—00, —R) e (fí, + 00) 
pelo corolário (1.6.2) e, como [-R , R] é compacto e os zeros são isolados então 
[-R , R] contém um número finito de zeros. Portanto o conjunto de zeros de y(x) 
é finito. □
Corolário 1.6.4. Seja X < a um autovalor do operador Hi =  —^2 + V{x )> com 
autofunção y. Então o conjunto de zeros de y(x) e finito (possivelmente vazio).
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Prova. Como A é autovalor de H\ com auto-função y então —y" +  V{x)y =  Ay; 
ou, —y" +  (V(x) — A)y =  0. Considerando V\ (x) =  V(x) — A, temos que Vi(x) —>• 
a — X e a  — A > 0. Então pela proposição (1.6.3) obtemos a afirmação. □
A seguir obtemos um resultado importante relacionado com os zeros 
das soluções de (1.18), que usaremos paxa provar a unicidade do autovalor negativo 
do operador H\.
Teorema 1.6.5. Sejam yx, y2 G L2(M) autofunções de H\ com autovalores Ai, 
\-2  < a e número de seus zeros ni, n2, respectivamente. Então A2 > Ai implica 
ri2> rii.
Prova. Suponhamos que n\ > 0. Sejam a x < a-i < ... <  a;ni todos os zeros 
de 3/1. Pelo teorema (1.6.1), existe um zero de y2 em cada um dos intervalos 
abertos (aj,Q:i+1), i =  1,2, — 1. A seguir mostraremos que pelo menos um 
zero pode ser encontrado em cada um dos intervalos (—00, 0:1) e (ani,+oo). Em 
outras palavras, só necessitamos generalizar a afirmação do teorema de separação 
de Sturm para uma semi-reta.
Consideremos o intervalo (/?, + 00), com (3 =  am, e suponhamos que 
?/2(z) >  0 para x € (/?, + 00), yi((3) =  0. Podemos supor também, sem perda de 
generalidade, que yi(x) >  0 para x G (/?, + 00). Da mesma forma como na prova 
do teorema (1.6.1), temos que
N  N
j  {yiVi -  y'iy2)'dx +  A2 -  Xi)ymdx  =  0, ViV > p.
Ou,
y\y*2 -  y[y2
N  N
+  J (Aa -  Xi)yiy2dx -  0.
Agora, das suposições temos que, se a  =  yi(P)y2 (P) — y'i{f3)y2(P) e
^+1
e =  f  (A2 — Ai)yiV2 dx então a  <  0 e e >  0. Além disso, para N  > {3+1,  
P
N
yi(N )y'2(N ) -  y'i(N )y2 (N) =  a - € -  J  (A2 -  A 1)y1«2 d x < - € <  0. (1.22)
Jí+l
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Como ?/i, tj2 € L2(lR) e são funções positivas então yi (x), tj2 (x) —>■ 0, quando 
x —»■ +00 e y[{N) < 0, y'2{N) < 0 para N  > N0. Logo (1.22) implica que
yi(N)y'2(N) < —e < 0, ViV > iV0,
o que é impossível, pois t/i(AQ —> 0, y ^ N )  —» 0, quando N  —»• + 00.
O caso no qual «i =  0 segue-se imediatamente do fato que, por serem 
Vi e í/2 ortogonais, as duas não podem preservar seu sinal. □
Observe que devido a (1.21) e as hipóteses sobre V, o domínio natural 
de Hi é Dom (Hi) = H 2(M). Ainda mais, Hi é um operador auto-adjunto em 
L2(]R).
Vejamos agora, um teorema sobre o complemento do espectro essen­
cial que inclui o caso do operador Ca estudado anteriormente, onde o potencial é 
V (x ) =  a  +  7 <f>q, com a  e 7 > 0.
Teorema 1.6.6. Se o potencial V satisfaz (1.21), então H\y = —y"+  V(x)y é 
limitado inferiormente e tem um espectro discreto em (—00, a), isto é, para qualquer 
b < a, o espectro do operador Hi em (—00, 6) consiste de um número finito de 
autovalores de multiplicidade finita.
Prova. A primeira parte prova-se seguindo o roteiro feito para a prova do lema 
(1.5.6) sobre o espectro essencial do operador (£<*) e a prova de ser limitado infe­
riormente é como segue:
/OO (-y "  +  V(x)y)ydx y € H 2(R )
•OO
/ OO {-y"y  +  V{x)y2)dx
•OO
/OO i* o o(y')2dx + /  V(x)y2dx
•OO J —OO
Por hipótese, dado e > 0, existe M  > 0 tal que |V(x) — a| < e, V|ar| > M. Então, 
tomando e =  | , obtemos V(x) > |  > 0, V|x| > Aí. Além disso, pela continuidade 
de V, V(x) > inf V (x) = /?, de modo que V(x)y2 > (3y2 Vx € [—M, M}.
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Portanto,
/ °° ( v 1) 2 í ° °
—— dx+  / V(x)y2dx
•00 J — OO
> J  V(x)y2 d x J  V(x)y2dx
\x\> M
n r  rM
> -  J  y2dx + j  (3y2dx
\x\> M
roo
> J  y2dx =  c \\y\\2
Outra prova usando princípios variacionais pode ser vista em [3] pág. 94. □
Teorema 1-6.7. Suponhamos que o potencial V  satisfaz a condição (1.21) e Ao é 
o menor autovalor do operador H i com X0 < a. Então Ao e simples e a auto-função 
correspondente xp(x) pode ser escolhida positiva para todo x.
Prova. Ver [10], [35]. □
Teorema 1.6.8. Suponhamos novamente que o potencial V  satisfaz a condição 
(1.21) e que o operador Hi = + V(x) possui um autovalor zero simples com 
autofunção <j)' que muda de sinal e que possui um único zero. Então o operador H\ 
tem exatamente um autovalor negativo simples Ao e existe um 5 > 0 tal que A > S, 
para todo A £ v{H\) — {Ao,0}.
Prova. Pelo teorema (1.6.6) H\ é limitado inferiormente e como zero é autovalor
de Hi satisfazendo 0 < o, então Ao < 0. mais por hipótese temos que a auto-função 
associada ao autovalor zero muda de sinal logo pelo teorema (1.6.7) temos que 
auto-função associada ao menor autovalor Ao pode ser escolhida positiva para todo 
x , logo Ao ^  0, portanto existe Ao < 0, e ele é simples pois A0 < a.
Vejamos agora que não existe nenhum autovalor de Hi em (A0, 0). 
Suponhamos que existe A £ (Ao,0) tal que Hyipi =  AtAi, para £ Dom (f/j) — {0}. 
Então, pelo teorema (1.6.5), aplicado ás funções tpi, <j>\ obtemos que é ' deve ter pelo 
menos dois zeros. Isto é absurdo pois por hipótese tem-se que q/  possui um único
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zero. Isto verifica a primeira parte do teorema. A segunda parte, sobre a existência 
de um número positivo 8, segue-se imediatamente do teorema (1 .6.6). □
Observação 1.6.1. Os resultados acima sobre a teoria de Sturm-Lioville seráo 
usados em cada uma das aplicações para verificar uma das hipóteses importantes 
que chamaremos de hipótese 3.
O estudo do espectro do operador Ca, pode também ser feito usando 
os seguintes lemas. Estos ajudarão a calcular explicitamente o seu espectro (a(Ca)).
Lem a 1.6.9. Sejam «o, « i > 0 quaisquer e 6 €E M  — {0}. Então o operador 
dilatação Te, definido por (Tef)(x) =  f(0x), satisfaz:
1) 4>l0 =  flCTvs&J,
2) Cao =  Q{T^CaíT ^ ) ,  para 6 = % .
Prova. Como <f>qa(x) =  sech2( ''/***), então
=  *).
Logo
Isto prova 1). Para 2), lembrando que Ca = —d% +  a  — 7 $ ' temos que
= r ^ - a í  + a . - T ^ , ) ^ /
=  + T s M ) T ^ f  -  7  Tjs, T r f T j l f
Portanto.
«(ÏVïA» T^i)  =
□
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Lem a 1.6.10. Sejam q0, c*i > 0. Então, para Cao tem-se que 0 é autovalor sim­
ples. e um único autovalor simples negativo se, e só se estas mesmas propriedades 
são satisfeitas para Cai.
Prova. A prova é imediata observando-se que o operador Ae — y/\Õ\Tg é uma 
isometria em L2(¥t). Ver detalhes no lema 6. de [2], pág. 358. □
Capítulo 2 
Teoria de Estabilidade
Sejam X  espaço de Hilbert real, munido de produto interno (.,.) e com norma 
induzida ||.||; J: X* —> X  um operador linear fechado, anti-simétrico e sobrejetivo, 
E : X  —> Mt uma funcional de classe C2 em X  chamado de energia. Denotemos por 
E 1: X  —> X* a derivada de Gâteaux de E.
Definição 2 .0.11 (Sistem a Hamiltoniano). TJm sistema hamiltoniano é uma 
e-quação de evolução da forma
dtu = J  E \u{t))  (2.1)
onde u(t) é uma aplicação definida em algum intervalo [0, 71], com valores em X .
Seja T  uma representação unitária de JR sobre X  tal que E  é invari­
ante por T.
Definição 2.0.12 (Soliton). Define-se como um soliton uma solução de (2.1) da 
forma
u(t) = T{ct)<f> (2.2)
onde c € IR e ò € X, para todo t > 0.
Definição 2.0.13 (Vizinhança Tubular). Seja e > 0. O conjunto
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é conhecido como uma vizinhança tubular da órbita {T(s)<f): s E IR}
Definição 2.0.14 (Estabilidade Orbital). A </>c-órbita {T(ct)<f)c: t € IR} ê está­
vel se, para todo e > 0, existe um 5 > 0 com a seguinte propriedade :
Se ||uo — (pc\\ < 8 e u(t) é soluçéLo do sistema hamiltoniano (2.1) em algum intervalo 
[0, to) com ií(0) =  uo, então u(t) pode ser estendida a uma solução em 0 <  t  < oo e
sup inf ||u(t) — T(s)4>c\\ < e.
0<í<oo
No caso contrário </í»c-órbita chama-se instável ( i.e 3 e > 0 com a 
seguinte propriedade: V<£ > 0,3 uq E X  sendo ||tío — <Mljr < ^ e u(t) solução de 
(2.1), com it(0) =  «o, tal que inf ||m(í) — T{s)<f>c\\x  > e, para algum t > 0 )sÇJR
Proposição 2.0.15. Seja E: X  IR, um funcional de classe C2 definido em to­
do X  com derivadas no sentido de Fréchet ( E ': X  —>• X* e E": X  —y B (X ,X *)  ) 
e suponhamos que E é invariante sob T. 
i.e.
E(T(s)u) = E(u) V s E M e  u E X. (2.4)
Então
a) T*(s)E'(T(s)u) = E'{U) e T*(s)E'(T(s)u)T(s) =  E n{u)
b) < E'(u), T'(0)u > =  0 para u E Dom(T'(0))
Prova. Primeiramente, derivando (2.4) com respeito a u temos que 
< E'(T(s)u),T{s)<l>>=< E'(u),4>>, V <f>
< T*(-s)E '(T (s)u ), <f> > = <  E ’(u), >
Então
T*{s)E'{T{s)u) = E \ u ). (2.5)
Novamente derivando (2.4) com respeito a u obtemos
T*(s)E'(T(s)u)T(s) = E"(u). (2.6)
Para provar b), derivamos agora (2.4) com respeito a s e  avaliando em 3 =  0 para 
obter
< E'(T(s)u),T'(s)u > 1*^ 0 = <  0,u > Is^ o =  0.
Portanto
< E'(u),T'(0)u > = 0  para u <E Dom(T'(0)) (2.7)
□
Proposição 2.0.16. Suponhamos que J  comuta com T no sentido que
T(s)J  = JT*{—s) (2.8)
i.e. o diagrama seguinte é comuntativo.
T(s)
X  ~ ^ x
J t  p
X* — > X*
T ' ( - s )
Então:
a) T(s)JT*(s) = J
b) JGT{s) =  T(s)JG
c) T*(.s)[Dom (J)] — Dom (J)
d) T '(0)J =  J(T'(0))*
e) J - lT'(0) = - { T'(0))*J-1 =  0))*
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Prova. Se <f> G X* então
= J T " ( -a )T ‘(s)(4>)
= T(s)jr(s)(<J>) (por (2.8))
Logo
J  =  T(s)JT*(s).
Para b) temos que
T(s)JG = JT*(—s)
= JGT(s) pelo lema (1.1.19).
Por outro lado como T (—s)J  =  JT*(s) então
Im(T*(s)) Ç Dom (J) e Dom (J) Ç X*.
Logo
T'*(s)(Dom(J)) Ç Dom (J).
Aplicando T*(—s ) em (2.9) obtemos
T*(—s)T*(s)[Dom («/)] Ç T*{-s)[Dom(J)}.
Então
Dom (J) Ç T*(5)[Dom (J)]
Portanto de (2.9) e (2.10) temos que
T’*(s)[Dom(J)j =  Dom (J).
Vejamos a prova de d). Por (2.8) tem-se T(s)J  = J T  * (—5). 
Então
T'(s)J  = J T * ( - s ) { - 1).
(2.9)
(2.10)
Avaliando em 5 = 0 obtemos
T'{0)J =  - J T * { - 0) pois (T'(0))* =  (r*(0))' e T*(0) =  - T ( 0). 
Finalmente, como
T \0 ) J  = 0))* =* T '(0) =  —J(T'(0))*
e como
j ' 1 =  - ( J -1)* e ( r /(o ))* (j- 1r /(o))*,
então
r ( o )  =  j ( j - xr'(o))*.
Portanto
J - lT'{ 0) =  ( J - 1^ ) ) *  (2.11)
( j - xr (o ))*  =  ( r ^ j ^ j - 1)* =  (t '(o))*(-j - 1) =
Logo
(/-^ '(O ))*  =  -(T '(0))*J-1 (2.12)
De (2.11) e (2.12) tem-se
J - lT'{ 0) =  -{T\Q>)yj-x = (J~lT'(0))*
□
Proposição 2.0.17. Dado o operador linear limitado e auto-adjunto B: X  —> X * , 
com a propriedade que J B  é uma extensão de T'(0), definamos o funcional Q : X  —>• 
TR pela relação
Q(u) =  -  < Bu,u  > . (2.13)
Então verificam-se:
a) Q é invariante sob T i.e. Q(T(s)u) = Q{u), Vs £ JR,u £ X
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b )  Q'(u) =  Bu e Q"(u) =  B, Vu £  X
c) Também verificam-se os itens seguintes:
1. T(s)*Q'(T(s)u) =  Q'(u)
2. T(s)*BT(s) = B
3. BT'(0) =  —T'(0)*B
4. 5[Dom(T'(0))] =Dom(T'(0)*)
Prova. Como a prova de a) é equivalente a provar que Q(T(s)u) =  Q(T(0)u) i.e 
Q(T(s)u) é constante, verificaremos que ^ ( T ( s ) u )  =  0
Temos que T(s)u) =  T"(0)T(s)u para u £ Dom(T'(0)) e Dom(T"(0)) é denso 
em X.
Portanto
-Q ( T ( s)u) =  T^OjTXs)« para u £ Dom(T,(0)),s £ 52. as
Como Q'(w)(v) =< Bw,v  > e T'(0) =  J B  em Dom(T'(0)) então
Q'(T{s)u)T'(Q)T{s)u =  < B T ( í ) a ,r '( 0 ) r ( s )« >
=  < BT(s)u, JBT(s)u  >
= 0 (pois J  é anti-simétrico).
Portanto
Q(T(s)u) =  Q(u), Vs £ 2R, u £ Dom(T'/(0)).
Para completar a prova em todo X  usaremos a densidade do Dom (X,,(0)) 
em X.
Dado c £ X , seja cn £ Dom (T'(0)) tal que cn —y c em X .  Como Q(T(s)cn) =  Q(cn) 
e Q ê linear limitado.
Então Q(T(s)c) =  Q(c)
Portanto
Q(T(s)u) = Q(ti) Vs £ ]R,u (E X.
Agora provaremos b) em duas partes; primeiro que Q'(u) =  Bu  V u E X, 
isto é
Tpd|<3(u + v ) ~  Q(u)~ < B u , v >  || =  0.
IHK° |M|
Observe que
Tn?llQ(« + v ) ~  Q(u)~ < B u , v >  II
Ip II
1 ..1
Ml " 2  
1 ..1
M l  2
(< B(u  +  u), u +  V > — < B u , « > )— < i?tt, u > d 
(< Bu, u > + < B u , u >  +  < Bv, u > )+  < Bv, v >)
— (— < Bu,u  > +  < Bu,v  >)|| &
1 < B v , v >
Logo
J J W J H I  | § N
-  Ilvll 2 - 2
n ^ O l I G Í " +  » ) “ <?(«)- < BU’Ü> II ^  IHI-í-o ||u)j I  IMI-Í-O
ou seja,
nljfSo p f + v ) ~  Q(u)~  < B a ' v > II =  °-
Portanto
Q'(u) =  Bu
Verifiquemos agora a segunda parte; Q"(u) =  B,  Vit E X.
Como
lim \\B(u +  h) — B(u)  — Bh\\ — 0 IWM>||/í||"
e
||B(u + h ) ~  B(u ) -  Bh\\ =  ||Q'(u + h ) ~  Q'(u) -  Bh\\
então
Q"(u) = B , V u e X .
c) (1) Como Q(T(s)u) =  Q(u),
então < Q'(T(s)u)4>-, T(s)<f> > = <  Q'(u)<f>, (f> >, Vçí>
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=» <T(sYQ'(T(s)u)4>,(j>>=<Q'{u)^4>> V<f>.
Logo
T(s)*Q'(T(s)u) = Q\u)  (2.14)
Para (2) de (1) temos que T(s)*Q'(T(s)u) = Q'(u). Logo 
T(s)*Qn(T(s)u)T(s) = Q"(u) e, como Q"(u) =  B, Vu £ X , então
T(s)*BT(s) = B  (2.15)
(3) Isto é equivalente a mostrar que BT\ti)4> =  T'(0)*B<f>, € Dom (^'(O)). 
Como T'(0) =  J B  V<£ e  Dom(T'(0)), então
5 r '(0 )  =  e -  T\0)*B = —(JB)*B = -B * J * B  =
Portanto
BT'(0) = -T '(0 )* £  (2.16)
Finalmente o item (4) é imediato pela definição. □
No lema seguinte provaremos que os funcionais E  e Q são conservados ao longo do 
fluxo de (2.1).
Lema 2.0.18. Os funcionais E  e Q são conservativos sobre a órbita isto é
dE(u) _ Q  ^ dQ(u) _  Q
dt dt
Prova. Com efeito,
= < E \ u ) , J E ' ( u ) >
= - < J E ' ( u ) , E ' ( u ) >
= - <  E'{u), JE'{u) >
Portanto
^ H ) = o ,  V u e x .dt
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Além disso,
= <  Q » ,  > =  < B u , J 0 ( u ) >
=  —< J B u ,E '(u )>
=  — < E?(u),r(0)(u) >, se u € Dom(T’,(0))
e, por (2.7), < ^ (u ), T(0)u  > =  0 para u (E Dom (T'(0)).
Portanto pela densidade segue-se que
^ W = o ,  V u e x  
at
□
Vejamos uma caraterização da definição de soliton.
Lema 2.0.19. Se x/} e  Dom (T'(0)) satisfaz a equação “estacionária ”
Efty) =  cQ'«>) (2.17)
então T(ct)ip é um soliton do sistema hamütoniano dado pela equação (2.1). 
Prova. Tem-se
^~{T{ct)(f>) =  cT'(Q)T(ct)<p =  cJBT(ct)cj)
dt
Portanto
cJT*(—ct)Q?(4>) (pois Q »  =  T\s)Q'{T{s)u))
Jl*(—ct)E'\(j>) (por hipóteses)
JT*(-ct)T*(c(t))E'(T(ct)<j>) (por (2.6))
JE,{ T(ct)<j>)
| ( r ( c t ) * )  =  jB '(r(d )^ )
Logo T(ct)<f> é um soliton de (2.1). □
Definamos uma função escalar e um operador que serão usados nos teoremas, prin­
cipais 1 e 2: d(.): X  — > IR tal que
d(c) =  £(& ) -  cW c) (2.18)
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e Hc : X  —>■ X* tal que
Hc = E"(<j)c) -  cQ"(<t>c) (2.19)
Observe que IIc é auto-adjunto no sentido que H* = IIc e G~lHc é um operador 
auto-adjunto limitado em X  no sentido standard
{G~l Hu, v) =< Hu, v >=< H v , u >= (G~lHu , v) (2.20)
Hc é auto-adjunto pois E ê de classe C 2 disto tem-se que E"(<f>c) é uma forma 
bilinear simétrica em X , como consequência disto E"(4>c) é auto-adjunto e por 
outro lado temos que Q"{<j>c) = B = B* logo Q" também é auto-adjunto, logo tem- 
se que IIc é auto-adjunto. Mas ainda por (2.20) temos que G~l IIc é auto-adjunto. 
Na sequência vejamos o espectro do operador Hce
Lem a 2.0.20. Se <f>c é um soliton então T'(0)<f>c é um autovetor de Hc associado 
ao autovalor 0.
Prova. Temos E'(<j)c) = cQ'(<f>c) por ser (f>c soliton.
Logo, por (2.5) e (2.14),
E'(T(s)<f>c) -  cQ'(T(s)<f>c) = T*(-s)[E'(<t>c) -  cQ'{<t>c)\ =  0 (2.21)
Derivando (2.21) em relação a s obtemos
E"{T(s)<j>c)T'(Q)T(s)<t>c -  cQ”(T(s)<j>c)T'(0)T(s)<f>c =  0
Então, avaliando em 5 =  0 temos
£"(<k)r'(0)<k -  cQ'\4>c)T\tí)4>c = o,
i.e
Hc(r(Q)cf>c) =  0 =  0T'(0)</>C. (2.22)
Portanto T'(Q)óc é um autovetor associado ao autovalor zero, i.e, 0 G <r(Hc). □
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Definição 2.0.21 (Solução Fraca). Uma solução fraca de (2.1) num intervalo 
de tempo X  é uma função u (E C(X;X) contínua com valores em X , tal que:
-^(tí(í), t/>) =  (E'(u(t)), -Jxl>) (2.23)
em S*{X), 6 Dom (J) C X * .
2.1 Teoremas Principais
Para o estudo da estabilidade, trabalharemos sobre o espaço de Hilbert real X  
tomando as seguintes hipóteses:
H ipótese 1 (Existência de Soluções). Para cada u® £ X  existe 
um to > 0 que depende somente de /i , onde ||uo|| <  /i, e existe uma solução da 
equação (2.1) no intervalo X  =  [0,ío) tal que:
(a) «(0) =  uo
(b) E(u(t)) =  E(u0), Q(u(t)) =  Q(uo) para í € X.
Observação 2.1.1. Note que se u(t) é solução de (2.1), então T(s)u(t) também é 
para todo s € IR.
Com efeito, como u(t) é solução de (2.1) então u(t) satisfaz (2.23). Logo
< E \T { s ) u ( t ) ) , - J $  >=< T * (- s )E ,(u), -Jt(> >
pois T*(s)E'(T{s)u{t)) =  E'u(t).
Então
E'(T(s)u(t)) = T*(—s)E'(u(t))
= < E ,(u),-T(-s)Jxl>>
= < E'(u),-JT*{s)i/>> (pois T(s) J  = JT*(-s))
= ^  < u(t),T*(s)xl> >
— -j- < T(s)u(t),if? >, VVJ 6D om (J). 
dt
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Portanto
< E'(T(s)u(t)),—Jxj? >— - 7 -  < T(s)u(t),iJ> >, VV> € Dom(J).dt
Como conclusão, T(s)u(t) também é solução de (2.1) Vs € R.
H ipótese 2 (Existência de Solitons). Existem números reais 
Ci < C2 e uma aplicação de R  em X  satisfazendo
(a) c —y <pc do intervalo aberto (ci,c2) C iR em X  é de classe C 1 para cada
c e  (ci,c2),
(b) £'(<£c) =  C< W C),
(c) <^c eD o m (r (0 )3)n l> (J G r (0 )2),
(d) r'(o)^c ^ 0.
Lema 2.1.1. 5e d"(c) > 0 então Hc tem pelo menos algum elemento negativo no 
seu espectro.
Prova. Diferenciando (2.17) em relação a c, temos que
H.#' = &(&) &  =  (2.24)
Diferenciando agora duas vezes (2.18) temos
S(c) = -<?'(&) (2.25)
<e\c) =  -<<?'(&), &) =  - m ' c, 4>’c) (2.26)
Portanto < 0 se d"(c) > 0 . O
Hipótese 3. Para. cada c € (ci,c2) C R .  Hc possui exatamente 
um autovalor negativo o qual é simples, KerHc = span{T'(0)<f>c} e o resto do 
espectro é positivo e limitado inferiormente. Além disso, existe <5 > 0 tal que 
inf(a(Hc) PI (0, 00)) > S.
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Prosseguindo veremos alguns lemas que usaremos para provar os dois 
teoremas principais.
Lema 2.1.2. Com as hipóteses 2 e 3, temos:
(i) T(s)<t> = (f> para algum s > 0 ou
(ii) T{sn)<j> —)■ <f> implica sn —>• 0.
Prova. Consideremos o conjunto de pontos críticos de L =  E  — cQ em uma 
vizinhança de <f>. Se u é um ponto crítico então: L'(u) =  0; logo, usando o desen­
volvimento de Taylor para L'(u) temos que
0 =  L\u)  -  L\(j>) =  H(u -  <f>) +  0(||« -  4>\\2)
onde H  =  Temos que o conjunto de pontos críticos de L ê localmente
isomorfo ao Ker(H). Por (2.21), como <f> é um ponto crítico então paxa cada s, 
T(s)4> é também ponto crítico. Portanto existem uma vizinhança V  de <f> e um 
número S > 0 tais que
{ i í  €  V  : L'(u) = 0} =  {T(r)4> '■ |r| <  <£}.
Suponhamos agora que (ii) é falso. Então existe uma sequência |s„| >  S com 
T{sn)(j) € V. Fixado n, provamos justamente que existe |rn| < S com T(sn)<f) =  
T(rn)<j>. Logo T(sn — rn)<f» =  </>, mediante o qual (i) é valido. □
O lema seguinte fala sobre o fator exterior do grupo de ação dentro da vizinhança 
tubular no sentido que T(s)u é ortogonal a T f(0)(j> para algum s — s(u). Alguns 
detalhes que aparecem na prova são como os apresentados no lema 4.2 de [31].
Lema 2.1.3. Dadas as hipóteses 2 e 3, existem £ > 0 e uma aplicação a de classe 
C2, a: Ue Ui (Ht\ período, se a orbita é periódica), tais que, para todo u £ Ue e 
todo s 6 ]R,
i) \\T(a(u))u -  <f>|| < ||r(s)«  -  (j)II,
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ü) (r (a (u ))u ,r '(o )0) =  o,
iii) a(T(s)u) =  a(u ) — 5, módulo ou período se a orbita é periódica,
W) a'(u) = GT(-a<tt)>r,(Wut\u) — (r *(0)2^r(a(u))u)j
v) a' aplica Ue em Dom ( J)  e J a U E —> X  é C 1.
Prova. A idéia é escolher a(u) que minimiza g(s) =  ||T(5)« — <^>||2. para u 
próximo da órbita {T(s)(f>,s € R}.  Seja
g'(s) = N(u , s) =  2(T(s)u -  <j>, T'(0)T(s)u) = 2(T{s)u, T(0)<f») u <E X, Vs e  R .
Vamos resolver a equação iV(u, s) =  N(</>, 0) =  0 para s = s(u), usando o teorema 
da função implícita. Temos que N  é C2 por ser composta de aplicações C2. De 
fato, N  = p o j3, onde p: X  x X  —► R e f l : X x R —t X x X  são definidas 
por p(u,v) =  2(u.u), f3(u,s) =  (u ,T(—s)T'(0)<j>). Observemos que p é bilinear, 
(3i(u,s) — u é linear, logo C2 e /32(u,s) = T (—s)T’(0)<f> é C2, sendo (3'2 e dadas 
por
< £ (u , a), (fc, y) >= - » T ( - s ) T ' ( 0) V , < # ( u ,  s), (*, > =  ^ T { - s ) T ' (0):V-
Como f ( s )  = -2(T'(0)T(s)u,T'(0)<f>) = 2{T{s)u,T{Q)2<j>).
Então
^(<A , 0) =  2( 4, r ( 0)2í )  =  2 ||r '(o )^||2 > o
Pelo teorema da função implícita, existe um aberto fii de X ,  com <f> € Qi, um 
intervalo aberto /i contendo o zero e uma função a  de classe C2, o : ííi —> h ,  tais 
que
N(u,s(u)) = N(<f>, 0) =  0, V u e ííi .
Isto é
(T(s(u))u,T'(0)(t>) = 0, V u e íl! . (2.27)
Pela continuidade de 4^ em (<p. 0), existem abertos í í2 C Oi e um intervalo / 2 C h , 
tal que
dN^ - ( u , s ) >  0, Vu<EÍ12, V s e / 2. (2.28)OS
Agora pelo lema (2.1.2), podemos escolher 6 > 0 e r/(á) > 0, tais que:
( - 6 , 6 )  C / 2, 0  =  | | t ; - ^ | | < 5 f f l } C 5 - l ( ( - í , í ) )  (2.29)
e ||T (.s(ií))u  — <f>\\ <  rf(S) =$■ |s | <  6 (2.30)
e (2.27), (2.28) ainda sejam válidos para 0 , (—6,6) e a: (l —>- (—6,6). Então, dado 
«G O , s =  a(xi) é o único mínimo de g(s) em (—<5,5). Portanto,
| | r ( a ( « ) ) «  -  4>\\ <  | | r ( s ) «  -  ^ | | , V u e f i ,  V s e  ( - 6 , 6 ) .  (2.31)
Vamos provar que (2.31) ainda é válida Vu E  e s E  St. Suponhamos que existam 
u E  0  e s E  St |s| >  6, tais que ||T(o;(u))« — <p\\ > ||T(s)tt — <f>\\. Então, por 
(2.31), temos
| | T ( ^ - ^ | |  <  -  T(s)u\\ +  \\T(s)u -  <f>\\
< \\<l>-u \\ +  l|7Xa («))u -  1^1
< \\<f>-u\\ + + \\T(o)u-4>\\
= 2 ||u — <f>\\ < r)(6).
Por (2.29) segue-se que |s| < 6, que é uma contradição.
Portanto,
\\T(a(u))u -  4>\\ < | | r ( s ) u - ^ | | ,  V u E Ü ,  Vs  E  St. (2.32)
Para, provar (iii) em Q. agora de (2.32), temos
IIT(a(u) -  s)4>-<j>\\ < \\T(a(u))T(-s)4>-T(a(u))u\\ + \\T(a(u))u-4>\\ 
< 2\\T(s)u-<f>\\, VuGO,  V s E R .
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Assim, se u £ Q e s £ IR são tais que T(s)u £ 0 , então
«(«) -  6 € (-S, S), (T(a(T(s)u))T(s)u , T'(Q)4) = 0,
e
(T(a(u) -  s )T (s )u ,T \0)4) = ( T ( a ( u ) ) u X m )  =  0.
Pela unicidade garantida pelo teorema da função implícita, obtemos:
a(T(s)u) =  c*(u) — 5, Vit G í), Vs € IR, tais que T(s)u E íí. (2.33)
Com efeito. Seja Õ =  {u G íí: T(s)v  G í)}. Õ é aberto em X  e u £ Çl\ logo 
existe > 0 tal que T(s)B(u; Si) C fi, onde B(a;Si) = {v E X;  j|u — u|| < íi} . 
Definindo ã: T(s)B(u',5i) —> (—S, S) por ã(T(s)v ) =  a(v ) — s, Vt> G 5(u;^x), 
pelo teorema da função implícita obtemos õ =  a  em T(s)B(u;Sj).  Em particular, 
a(T(s)u) =  a(u) — s.
Vamos estender agora (2.27), (2.32) e (2.33) para uma vizinhança 
tubular UE da órbita {T(s)<f>, s G IR}. Seja £ =  Dado u E Ue, existe s0 £ JR 
tal que ||m — T(soM|| < £■ Então T ( —so)u £ íl. Definimos ac(u) =  a(T(—50)u) — 5o- 
Esta definição independe da escolha de 5o- De fato, suponhamos que existam 5o, 
■Si em IR tais que ||?7 — X’(^ o)<^ >(| < £ e ||u — T(si)(j)\\ < E. Então T(—So)u £ 
íl, T(—Si)u G 0  e, por (2.33),
a ( T ( - s 0)u) =  a(T(si -  50)T (-5 1)u) =  a (T (-5 i)u ) -  (áj -  s0).
Ou seja, a(T(—so)u) — so = &(T(—Si)u) — $i.
Para provar que a é C2 em U£ é suficiente mostrar que para cada u £ Ue, existe 
uma vizinhança Bu C Ue, u £ Bu, tal que a restrição de s a Bu é C2.
Dado xi E Ue, seja 5o G IR tal que ||u — T(s0)<f)\\x < £■ Pela continuidade da 
aplicação v —>■ ||u — T(so)4>\\ em v = u, existe vizinhança Bu £ UE, u G BUl tal que 
||u — T(s0)<f>\\ < ê, Vd G Bu. Portanto, a(u) =  a(T(—5o)u) — 50, Vu G Bu, sendo 
v —>■ a(T(—s0)v) — so, C2 em B u.
Assim, para u G Ue e s G IR-, usando a definição de a  em U£ e (2.32), (2.27), e 
(2.33) obtemos,
\\T(a(u))u-<f>\\ =  \\T(ot(T(-s0) t i ) - s 0)-<t>\\
= \ \T(a(T(-s0)u ) )T ( - s0)u -  <j>|| <  ||T(s  +  s0) T ( - s 0)u -  <j>\\
= l i m «  -  *11
( T { a ( u ) ) u , T ' m )  =  ( T ( a ( T ( - s 0 ) u )  -  s ) u X m )
=  (T(a(T(—s0)u))T(—s0)u, T'(0)<f>) = 0. Que verifica (n)
Fixados u G Ue e s G St tal que ||T(s)u — T(so)</)\\ < e. Então, T(s  — s0)u G íl e
a(T(s)u) = a (T (—s0)T(s)u) — s0 
=  a(T(s  — So)m) — -s0 
=  a(u) — (s — So) — So = a(u) — s.
Para provar (iv), consideremos, as aplicações m: X  x X  —> jR e tj): X  —>• X  x  X  
definidas para m(u,v ) =  («, u), t/>(u) =  («, T (—s(u))T'(0)(f>). Temos
< m'(u, v) = (toi, w2) > =  («Ti, v)x  +  (tt, to2),
e
< <?%),h > =  (A ,[-7X -s(«)):r'(o)V ] < <*'(«),* >)>
Viüj, iü2 , e h em X.  Como
(m o <j>)(u) =  (u ,T (—a(u))T'(0)4>) = 0  Vu G Í/E,
segue-se
0 =  < m'(<j)(u)), <j)\u).h >
= (/í, r(-a(u ))T '(O )20)+ < s'(tt), h > («, ^ ( -« (u ) ) !7'^ ) 2*),
de onde obtemos:
( r (o ( t t ) )& ,n o w
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< a'(u), /í > =
(r(a(u))M ,r'(o )2*)
Finalmente provemos (v). A aplicação J  o s ' : UE —> X  é de classe C l por ser uma 
composição de aplicações de classe C 1. De fato, J:  Dom (J)  C X* —>• X  é C1 por 
ser linear e a ' : Ue Dom(J) é C l por ser a composta das seguintes aplicações 
C l , a' — £ o (cr, 0), onde
£: M x Dom (J) —> D om (J), a: Ue —>• JR,
9: UE —>■ Dom (J )  e (cr,6): UE —> M x D om (J), 
são definidas por Ç(t,<p) = t(p,
aiU) =  (■u ,r ( -a (u ))T '(0 )2$ h ’
0(u) =  G T ( - a (« ) ) r ( 0 )$ ,
(<x,0)(«) =  (<r(u),0(u)).
□
Novamente sob as hipóteses 2 e 3 com o parâmetro c fixo, denotemos 
X=XC o autovetor associado ao autovalor negativo de H:
HcX c = - \ 2cGXc, ||Arc|| =  l (2.34)
Denotemos por P = Pc o subespaço positivo de X .  Então existe um 8 = 8W > 0 
tal que:
(Hp,p) > 8 ||j?||2 para p G P  (2.35)
Para efeito de simplificação na notação escreveremos H , <j>, L em lugar de Hc, <f>c, 
Lc, respectivamente.
Lema 2.1.4. Dadas as hipóteses 2,3 e seja d"(c) > 0. Se y) =  y) =
0 e y ^  0, então (Hy,y) > 0.
Prova. Por (2.26) temos que (Hft, <f>') < 0. Consideremos a decomposição espec­
tral <f>' =  a0X  +  bQT'(0)4> +  p0, onde p0 G P. Então (Ha0X  + boT'(0)<f) + po, a0X  +
òoT'(0)<?í> + po) < 0, de onde — a%X2 +  {Hp0,po) < 0. Por outro lado, seja y £ X  
com {Q'(<j>),y) =  0 e (T'(0)<j),y) =  0. Façamos a decomposição
y =  aX  +  p com p € P.
Por (2.26) temos que
(H<j> ,y) =  - a 0aX2 +  (Hpo,p).
Logo
(Hy,y) = —a2X2 + (Hp,p) > - a 2X2 +
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(Hp0,po) 
>  +  =  0.
UqSI
□
Lema 2.1.5. Dadas as hipóteses 2 e 3, se d"(c) > 0, então existem k > 0 e e >  0 
tais que
E(u) -  E(4>) > k ||r(a (u ))u  -  </>||2 
para u € UE, com Q(u) =  Q{<j>)-
Prova. Seja q =  G~lQ'((f>) e consideremos a descomposição
T(ot(u))u — <f) = aq + y, 
onde (y, q) = 0 e a é um escalar. Então, usando o teorema de Taylor, temos que
Q{4>) = Q{u) = Q(T(a(u))u)
= W )  +  < W ) ,  T(a(u))u -  <f>) +  O ||r(a (u ))u  -  <t>f)
=  W )  +  {<7, aq + y) + (||T(a(«))« -  <f>\\2)
=  Q{<f>) +  a ||g||2 +  O ||T(a(u))u -  <j>\\2).
Logo a =  ||T(a(«))u -  <£||2).
Seja agora., L(u) =  E(u) — cQ(u). Usando novamente a expansão de Taylor obtemos 
L(u) =  L(T(a(u))u) = L(0) + (L'(<A), v) + v) + o(||»||2)
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onde v =  T(a(u))u) — <j> — aq-\- y. Como Q(<f>) =  Q(u), =  0 e L"(ò) =  H ,
segue que,
E{u)-E{4>) =  i( tf t ; ,u )  +  o(|M|2)
=  ^ (i/y ,y ) +  0 (a 2) +  0 ( |a | ||u||) +  o(||u||2)
=  ^ (H y ,y )  + o( ||u||2).
Agora, de (ii) do lema (2.1.3) e do fato que (G~lQ'(<f>), T'(Q)<f>) — 0, temos
(y, =  (T(a(u))u — 4> — aq, T\tí)4>) =  0.
Pelo lema (2.1.4) temos que se (Q'((f>),y) =  0, então (H y ,y ) > k ||IIj/||2, 
para algum k > 0, onde II é a projeção ortogonal sobre [ r ,(0)^ >]‘L. Portanto
E(u)-E(<t>)>k\\y\\2 + o(\\v\\2).
Finalmente, como
IIVII =  II® “  ««II >  ll®ll “  l«l ll«ll >  ll»ll “  0(||t7||a),
temos que para ||?;|| suficientemente pequeno
E(u) -  E(4>) > k ||u||2 =  k ||r(a (u ))u  -  (f>\\2 , 
como queríamos provar. □
Teorema 2.1.6 (Teorema 1, [21], pág. 167). Dadas as hipóteses 1 e 2, se o
operador H  tem seu núcleo gerado por e o resto do espectro é positivo
(contínuo), tal que existe S > 0 com m{(<r(H) H (0, oo)) > S, então a <j>—órbita 
é estável.
Prova. Esta prova será feita por contradição e será dividida em 3 partes: 
Primeiramente, das hipóteses 1 e 2 existe uma constante k > 0 tal que para todo 
y £ [kerH]L temos que
< H y,y  > > k \ \ y f  (2.36)
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De fato, das hipóteses temos, KerH  — span{ T ’(0)4> } tal que 0 G a(H) é sim­
ples e existe um a > 0 tal que (<r(H) — {0}) C [a, oo). Sejam X \  = Ker H  
e X 2 =  (K erH )±, logo X  =  X\ © X 2 pois X x é fechado, sejam também H\ =  
H e H2 = H\x2, Então cr{H\) =  {0} e pelo teorema de separação do espec­
tro (1.4.3) temos que <t(H2) = (t{H) — {0}. Então, todo i Ç l  pode-se escrever 
da forma:
X =  aT'(0)4> +  y, y E X 2 — [KerH]-1,
e i?2 definido em X 2 é um operador positivo limitado inferiormente (H2 >  S) isto 
é existe ó > 0 tal que (H2y ,y ) > 6 ||y||2 , S < inf a(H2) Vy € [KerH]x . com o 
qual concluimos a prova.
Por outro lado, das hipóteses 1 e 2 temos que existem k > 0 e e > 0
tais que:
E(u) -  E(<f>) > k ||T(a(u))u -  <f>f , (2.37)
para u G UE =  {tt G X  : inf ||u — T(s)it|| <  s}, e Q(u) =  Q(<f>)-
s Ç j í
Com efeito. Fazemos T(a(u))u — <f> = aT'(Q)<f> +  y, onde y £ [KerH]-1, pelo 
lema (2.1.3) parte (ti) temos que (T(a(u))u — 0)<f>) =  0 =$■ a =  0, logo 
T(a(u))u — <f> G [KerH]-1.
Por outro lado, seja L(u) =  E(u)_— cQ(u), usando uma expansão de Taylor temos 
que
L(u) = L(T(a(u))u) = L(<f>) +  v ) +  ^(L"{4>)v, v) +  o(||u||2),
onde v =  T(a(u))u — <f>. Como Q(u) =  Q(<f>), L'((f>) =  0 e L"{4>) =  H  então
L(u) — L(4>) — E(u) — cQ(u) -  E(4>) +  cQ(<j>)
= E(u)-E{4>)
= ^ ( # U?Ü> +  0(IM|2)-
Como v € [KerH]-1. pelo que foi provado acima temos que 
E{u)-E(<f>) >  ^ |M |2 +  o(|M|2)
= ( |+ 4 n p )^ ii2^iHi2(fc')2 imi
=  f c '| |r ( s ( « ) ) - ^ | | .
Finalmente, suponhamos que órbita não é estável. Então existem 
uma sequência de dados iniciais u„(0) e i  >  0 tais que
inf ||un(0) — T(s)(f>\\ —y 0 e sup inf ||«n(<) — T(s)<j>\\ > 8sÇR t>Q s€H
onde un(t) é uma solução com dado inicial it„(0). Pela continuidade de un em /., 
existe uma sequência tn de tempos, tais que:
inf \\un(tn) -  T(s)<f>\\ = 8, (2.38)
sendo que estas soluções existem pelo menos no intervalo [0, tn] para n suficiente­
mente grande. Também temos que
inf ||«n(0) -  T(s)<j>\\ =  inf ||T (-s )u n(0) -  <f>\\ =  | | r ( - a ( « n(0))) -  4>\\,sÇR sÇR
logo T(—a(u„(0))) —> 4>- Pela hipótese 1, a continuidade e invariância de E  e Q 
temos que _ .
E (T (-a ( t tn(Q)))) = E(un(0)) =  E(un(tn)) ->
Q(T(-oc(un(Q)) =  Q(un(0)) =  Q(un(tn)) -»• Q(4),
seja agora, uma sequência vn 6 Ue tal que Q(vn) = e llun — vn(tn)\\x 0.
Então pela continuidade de E  (E(vn) —>■ E(<f>)) e (2.37), temos que
0 4- E(vn) -  E{4>) >  k ||T(a(un))un -  <f>\\2 = k ||un -  T ( - a ( v n))(j)\\2 .
Logo ||«„(í„) -  T ( - a ( v n))<j>\\ —> 0, pois !!«„(*„) -  T ( - a ( v n))<f>\\ < ||un(tn) -  t7„|| + 
||i?„ — T{—a.(vn))<f>||. Isto contradiz a equação (2.38). Portanto óc-órbita é estável.
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Teorema 2.1.7 (Teorema 2, [21], pág. 167). Suponha as hipóteses 1, 2, e 3
convexa numa vizinhança de c.
Prova. Como em nosso caso estudamos a estabilidade paxa d(.) > 0, provaremos 
somente o caso em que d(.) estritamente convexa numa vizinhança de c implica 
que a </>c-órbita é estável.
Pelo lema (2.1.5) temos que, existem k > 0 e e > 0 tais que
para u £ JJ£, com Q(u) =  Q{4>)-
Por outro lado, suponhamos que <f>c—órbita não é estável. Então existem uma
onde un(t) é uma solução com dado inicial «„(0). Pela continuidade de un em í, 
existe uma sequência tn de tempos, tais que:
válidas, e c\ < c < c-i- Então a é c-órbita é estável se e somente se a função d(.) é
E(u) -  E((f>) > k ||T(a(u))u -  <t> f (2.39)
sequência de dcidos iniciais u„(0) e S > 0 tais que
inf ||un(0) — T(s)<^|| —y 0 e sup inf ||u„(<) — T(s)(j>\\ > 5
inf | | « „ ( < n )  -  r(ô )^ || =  6, (2.40)
sempre que estas soluções existem pelo menos no intervalo [0, tn] para n suficiente­
mente grande.
Também temos que
inf ||«n(0) -  T(s)4>|| =  inf ||T(-s)m „(0) -  <^ || =  ||T (-a(M n(0))) -  4>II,
logo T(—a(un(0))) —> <f>. Pela hipótese 1, a continuidade e a invariância de E  e Q
temos que
E ( T ( - a ( u n(0)))) =  E(un(0)) =  E(un(tn)) ^  E(<f>)
Q(T(—a(un(0)) =  Q(«n(0)) =  Q(un(tn)) -y Q(ó).
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Seja agora, uma sequência vn 6 Ue tal que Q(vn) =  e ||un — wn(ín)||jf 0-
Então pela continuidade de E  (E{vn) —> E(<f>)) e (2.39), temos
0 <r- E(vn) -  E(<f>) > k \\T(a(vn))vn -  <f>||2 — k \\vn -  T ( - a ( v n))<t>\\2 .
Logo ||un{tn) -  T ( - a ( v n))<f>\| 0, pois ||«„(t») -  T { -a {v n))<t>\\ < ||un(í„) -  t?nj| +  
| | — T(—a(vn))<f>\\. Isto contradiz a equação (2.40). Portanto </>c-órbita é estável.
A prova do caso d"{.) =  0 numa vizinhança de c implica a estabilidade 
da *c-órbita é feita basicamente seguindo as ideias da prova do caso d"{.) >  0, 
usando os teoremas 5.2 e corolário 5.3 de [21]. E a prova da suficiência é feita por 
contradição usando o teorema 5.4 de [21]. □
Capítulo 3 
Aplicações
3.1 Lemas sobre ex istência  d e solitons
Nesta seção provamos primeiramente um lema para garantir a existência de soli­
tons da primeira aplicação, logo verificamos um lema que nos permitirá o cálculo 
explícito dos solitons das aplicações e finalmente provamos um lema que será usado 
nas aplicações paxa verificar que as soluções são de classe C l (I;
Lema 3.1.1 (Existência e  Unicidade [21], pág. 186). Sejaf  e  C l (M,M) sa­
tisfazendo:
(i) /'(O) > 0  - -
(ii) tal que F(v) <  0. (Consequentemente, de (i), F(u) possui pelo menos um 
zero)
(iii) Seuo =  min{|«| ^  0 /  F(u) =  0} então /(«o) /  0,
U
onde F(u) =  f  f(s)ds.
o
Então a equação
- P „  +  /(?) =  o u e  C«(JR), (3.1)
Possui uma única solução p Ç (^(IR, JR) satisfazendo
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(a) p(x) > 0, p(x) =  p (-x ), p(0) =  u0.
(b) p(x) decai exponencialmente de mesmo modo que e~c^  com c > 1.
Prova. Faremos um esboço da demonstração usando basicamente as idéias de [9], 
págs. 328-332 e 335-337.
Sob as hipóteses dadas, a solução p de (3.1) pode ser obtida como uma solução do 
problema de valor inicial
-Pxx +  f(p)  =  0 em R , (3.2)
p(0) =  «o, #r(0) =  0.
As outras soluções são obtidas por translações, isto é são da forma r(ar) =  p(x + C, 
sendo C uma constante real.
Denotemos por p a solução de (3.2). Esta solução existe e é única num certo 
intervalo máximal (—x,x). Multiplicando por px a equação em (3.2) e integrando 
obtemos
~ ^ p x(x)2 -  F(p(x)) = 0, |x| < x. (3.3)
Observe que:
(a) p(x) > 0 ,  |x| < x. De fato, caso contrário, existiria x0 com p(x0) =  0. Mas 
por (3.3), px(xo) =  0, e pela unicidade de soluções do problema de valor inicial 
(3.2), p =  0, que é impossivel. E obviamente tem-se que p(—x) = p(x), |x| < x  e 
p(0) =  po. A parte (b) do decaimento exponencial segue as ideias da secção 4 págs 
328-332 de [9]. □
Lema 3.1.2 (Cálculo explícito de solitons). Sejam a, (3 constantes positivas 
quaisquer, q enteiro positivo, e <j>, </>', (j>" suaves que decaem no infinito. Então a 
equação
—cf>" + oc(j) — (3<j>q+l =  0 com =  0 (3-4)
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Possui uma solução dada por
M x ) = (7[p(<l + 2))«sechH V ã  y )  (3-5)
Prova. Faremos uma mudança de variável de tal maneira que desapareçam os 
coeficientes a  e /3 da equação (3.4), da forma
4> = Av(Bx)  onde A  e B  estão dadas em função d e a e ^  (3-6)
Derivando duas vezes (3.6) temos que (j)" =  A B 2v(Bx). Logo, substituindo em 
(3.4) obtemos
- A B 2v" +  aAv -  /3A9+v9+1 = 0
Portanto devemos ter A B 2 = a A  =  f3Aq+1 isto é, i  =  ( ^ ) « e B  =  y/c. Então, 
substituindo <j> =  (^)~5v(y/cx), em (3.4) obtemos,
v" — v — v9+1 (3.7)
Agora, multiplicamos (3.7) por v' e integrando temos que
(v')2 = v2 - 2 - ~ ^ v q+2 (3.8)
Fazendo a mudança de variável v =  w~~i em (3.8) obtemos
4 _2(3±1), /\2 - -  ^ _2(2±2) /q 0\— w v « ’(w ) — w i ----------w v * ’ (o.9)
q2 K } - q + 2 V '
Simplificando e derivando obtemos a equação linear,
w" — ——tu — 0,
4
Aplicando o método do polinómio caraterístico temos que w — A\e*x +  A2e~^x. 
Como *'(0) =  0 =>• v'(0) =  0 Ai = A 2 = A, então
w = 2 Acosh(^x),
2 .  2
Logo v — (2A) i sech?(|æ) e, consequentemente
4>q -  (^ )"(2A^osechoÇ ^ ^ — ) (3.10)
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m q = Ç ( 2 A f  (3.11)
Por outro lado, multiplicando a equação (3.4) por <j/ e integrando temos
(4,'f 4>-*2 . > 2(0) j > '+2(o)
+  a — --- p ------ =  U => a — -—  =  p -2 2 q -1- 2 2 q-\- 2
Então
•«o)1 =  ( | ) < ^ p )  (3.12)
Portanto, de (3.11) e (3.12) temos que
2A = 2~2(q + 2)2
Finalmente obtemos
M x ) = ( ^ ( 9  +  2 ))« se c /íÍ (V a y )  (3.13)
□
Observação 3.1.1. Se /  € C3(M) e /  função par (i.e. f ( x ) =  / ( —x)). Então 
pelo lema 2 de [9] para n =  1, existem constantes positivas K  e S tais que,
\d^f{x)\ < K e ^ x\  V x e l R ,  e 7  =  0,1,2. (3.14)
Lema 3.1.3. Sejam f  Ç C3(lR)r\Hl (lR) função par, <f>a(x) =  fi(a)f(u(a)x)  Vx € 
M e a > 0, íais çue
1) para cada x £ ]R a função s —>• f(i/(s)x) de (0 ,00) em M é de classe C 2.
2) fi e v ambas crescentes e de classe C2 em (0,oo), tal que \i' decrescente.
Se A (a) = 4>a, V f t> 0 , então
A e  ^ ( (o ,  00); n  C((0, 00); h 2{R)).
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Prova. Usaremos alguns argumentos do Teorema 2.2 de [31]. Seja wa = f i ' ( a ) f ( i / ( a ) x ) +  
n { a ) i / { o t ) x . f ’ { v { a ) x ), Vx E  M. Por (3.14) para n =  1 e 7  =  1 <  2 temos que 
wa E  H l (R).  Vamos provar que A'(a )  =  wa , i.e., que
A ( a  +  h )  — A(a)
lim  h-y 0 W0 =  0.
Para isto é suficiente provar que
(0
A (q + /t)-A (q ) Wr
(*0 I I K á A (a  +  h ) -  á A (a )) -  t H l i  ^  °> q u aad o  h  -»• 0.
Prova de (i).
\(a+h)—A(á) _ W0
- / 1Bt
- / 1 -nt
fji( a  +  t i ) f ( v ( a  +  /i)x) — t i ( a ) f ( u ( a ) x )
-  wa (x) dx
+  h ) f ( u ( a  +  h ) x ) — f i ( a ) f ( u ( a ) x )  
h
— f i \ a ) f ( u ( a ) x )  — n { a ) v ' { a ) x . f ( v { o L ) x ) dx
■ /fft
fj,(a +  h ) f ( v ( a  +  h ) x )  -  /* (« ) /(v { a ) x
h
+
+  h ) x )  — i i ( a ) f ( u ( a  +  h ) x )
-  ( n ' { a ) f ( v ( á ) x )  +  f i ( a y ( a ) x . f ' ( v ( a ) x ) )
R
+  2 / \n{a)
R
dx
- / / ( a ) / ( i/(a +  /i)x) -  n ' ( a ) f ( v ( a ) x ) dx
/(*(« +  h ) z )  -  /(„(.,)*) _  A a ) x .r { v ( a ) x )
h
dx
Seja
h(x) =
fj,(a +  h)  — fj,(a)
h
f ( v ( a  +  h ) x ) -  n ' ( a ) f ( v ( a ) x ) , Vx G IR,
e h E  IR, h ^  0, tal que — |  < h < 1. Paxa cada x G IR fixo, a função 5 —> f { f i { s ) x ) 
de (0,00) e m  M é  contínua, logo /(^(a + h ) x )  —> f ( v { o t ) x )  quando h —> 0. Como fi
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é diferenciável, segue-se que Wh{x) —*• 0, quando h —> 0. Além disso, pelo teorema 
do valor médio, existe 0 < /? < 1 tal que =  ^/(c +  fih). Por outro lado
da hipótese 1) e (3.14) temos que \f(v(a  +  /i)x)| e \f(u(a)x)\ são <  K e~2Su^ •*!, 
de modo que obtemos
a
|^/»(^)| < 4>{x )i Vx E 1R, V — — < h < 1, h 7^  0,
Lt
onde
ip(x) =  4 K" e-26u( f)|«|_
Como ip(x) E L1(JR), pelo teorema da convergência dominada de Lebesgue con­
cluímos que J  ifih(x)dx —> 0, quando h —*• 0.
R
Agora, seja
/(i/(a  +  h)x) -  f(u{a)x)
h
Vx E M e  — |  < /i < 1, h /  0. Para cada x  E IR, usando a diferenciabilidade da 
função s —► f(v{s)x)  de (0, oo) em J?, concluímos que Çh(x)  —> 0 quando h —> 0. 
Além disso, usando novamente o teorema de valor médio, encontramos 0 < 0 <  1 
tal que
/ ( v(a  +  h)x) -  f(i/(a)x) 
h
i/'(a + Qh)x.f(v(a  +  6h)x).
Logo, usando novamente (3.14) obtemos |ô,(a:)| <  Ç(x), Va; E M  e — f  <  h <
1, h ^  0, onde
£{x) = 4 K * N i / ^ J  |a f  e -2fo(f>K
Como £ E L1(Í2), pelo teorema da convergência dominada de Lebesgue concluímos 
que f  Çh(x)dx —*• 0 quando h —► 0. Portanto disto concluímos a prova de (i).
R
Prova de (ii): Similarmente ao caso (i) temos
=  J +  h) f ( u(a  +  h)x )) -  ^ (K o t ) f ( v (a )x ) ) )
R
dx
< 2 J \ ^ c \ ^ a  +  kh— +  fc)x ) “ ^ ' ( o O/ M« ) * ) ]  | dx
2/ | á [ M(a)(
m.
f{v{a  +  h)x) — f(v(a)x) — v' (oí)x .f* {y(cí)x) dx
K 2  I dx
m.
d [ fi(a + h) — /x(a) 
h
f{v{a  +  h)x) -  ^'(o!)/(í/(q!)x) dx
W l "
m.
/ ( v(a  +  h)x) -  f{v{a)x)
h
— v'{ot)x.f'{ u(a)x) dx
+ 2 yjM*)
m.
2 d f ( v ( a  + h)x) — f (v(a)x)  
dx
vr(a)x.f'(v(a)x) dx
Portanto, como em (i) tomemos 
,n(a + h) — fi(a)
h
/ ( u(a + h)x) — (i '(a)f(v(a)x)  |2, Vx e iR,
Ch(x) =
d
dx
fi(a + h) — n(a)
h
f (u (a  + h)x) — n'(a)f (v(á)x)  , Vrr E M, e
rih(x) = Adx
f ( v (a  +  h)x) -  f{v{a)x) , . .1 |2——-------- ---------  ■ — v (a)x.f (v(a)x) , Vx G iR.
Por (i) temos que f  t/jh(x)dx —> 0 quando h —t  0, e fazendo cálculos análogos, 
M
usando novamente os teoremas do valor médio e teorema da convergência dominada 
de Lebesgue concluimos a prova de (ii).
Finalmente, usando argumentos análogos provamos que a aplição 
a  -» A(a) de (0, oo) em if^JR) é contínua e que À € C7((0, oo); H 2(IR.)). □
3.2 Ondas V iajantes para a Equação da O nda  
N ão-linear
Uma versão não-linear da equação da onda é dada por
utt — «ix +  /(« )  — 0 em R  (3.15)
u(x, 0) =  «o, dtu(x, 0) =  «!■
A equação em (3.15) pode ser escrita na forma (2.1), onde U =  (u,v) € X  =  
H ^ R )  x L2(R).
Teorema 3.2.1 (Problem a de Valor Inicial e Invariantes). Seja f  um poli­
nómio de grau > 2, sem termos constante e linear. Então, para todo (u„,ui) (E 
Hk(M 1) x Hk~l {JR"), comk € Z+, k > nf2+2, existe T  =  T (f , ||«0||fc, >
0 e uma unica solução u =  u(x, t) do problema (3.15), definida em (x,t) €  R ?  x 
[—T,T] satisfazendo
u € r?j=0 Cj ([—T, T\ : Hk- j (R n)).
Além disso, a equação (3.15) possui os seguintes invariantes
/
+°° (u ^
+  ^ +  *•(«))«** «
/ +oo
uxvdx
■OO
onde v =  u*.
Prova. Para o PVI veja [34], pág. 38.
Calculemos agora os funcionais E  e Q, que são conhecidos na física 
como energia e momento respectivamente. Faremos este cálculo usando a técnica 
dos multiplicadores.
Cálculo de E (u ,v ) : Fazendo v =  ut em (3.15) obtemos
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Multiplicando (3.16) por v =  Ut, integrando em R  e integrando por partes temos 
que
/ +oo /•+00 p+ 0 0
vvtdx =  /  UtUxxdx — I utf(u)dx
•OO J — OO J — OO
+OO
d í +oc v2 /■+0° Z"1"00— /  — dx =  utux -  /  uxuxtdx -  /  utf(u)dx
J —OO 2 J —OO J —00
— OO
onde F(ií) =  j"“ f(s)ds.
Ou ainda
s(jC 'í*:
Logo £ ’(«, u*) =  £ (^uo, Í7i), Ví, onde
e(“’ v)=£ I (t +^ 2~+F(u))d*
Para o calculo de Q(it, u), multiplicamos (3.16) por ux e integramos em R  e usando 
integração por partes para obter
/+00 / \2 r + o o  jH-oouxvtdx =  — | í j £-  /  uxf(u)dx — /  F(u)uxdx
•00 "  J —00 J—OO
logo
De
Então
=  lim [—F(u(Af)) +  F(u(-M ))]  =  0
Aí—»oo
/ +oo
uxvtdx =  0
•OO
d / \ d , %
—  (uxu) =  +  1lxVt =>• ltxUf =  —  (uxü) -  «xtü
at at
/ +00 ^ r+00 r+00
uxvt dx =  — I uxvd x — I uxtv dx
■00 J —OO J —OO
■ í C - * - C ( i h
„  d /•+“  , ru,(M) d /•+“  
° = d l j ^  U*vdX -  M—too 2------------ 2 — 1 =  *  L  “*
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/
+oo
u-vdx =  const.'X
—OO
Portanto
* + o c/ -t o uxv d x .
•oo
Na sequência calcularemos as derivadas de Gâteaux:
^ ( « i ,« 2)j onde U =  (ui,u2) e V  =  («1,^2) pertencem a í  =  if^JR) x L2(M) e 
verificaremos que estas coincidem com as derivadas de Fréchet dadas por.
(P (U ),V )  e m u ) , V )
onde U =  (ui, U2) e V =  (ui, «2) pertencem a X  =  H 1(1R) x L2(M) e calcularemos 
E'(U) e Q?{U) explicitamente. Temos
a r  1
^ ( « , , « 2) =  l t a  +  -£ (£ /) ]
1 (  í +0° 1 1  ^
=  Hm -  í  I  [~(U2 +  EV2)2 +  - ( ( t í !  +  EVi ) x ) 2  +  F (U ! +  £Ui)]rfr J
_ ^ l { L l ' 2 + { j í 2 L  +  F M ] Í X )
/
+00 /*+oo
U2V2<lx+ I uixvíxdx
+
J- oc eDe
f  lim F(<Ul +  eVl —^ ? ^ - d x  = <  ul5 V F (Ul) > =  v ^ iu x )  =  u i/(ux), 
y-00 £->0 e-OO
obtemos
dE  r+°°
9V
/ ”rOO
(u 2Ü2 +  «lxu lx +  / ( « l)ul)
■OO
/ +OO
( ( - “ lx* +  / ( “ i))u 1 +  U2V2) d x
■00Então 9E1! =  — u\xx +  f(ui), dE2 =  u2 e portanto 
§£(!*!, tia) =  DE{U,V), pois §  (17) 6 H~\IR) x L2(iR). 
Verifiquemos a equivalência das derivadas de Gâteaux e Fréchet i.é: 
1
n i x
■\E(U +  V) -  E(U) -  DE(U,V)\ — >0 quando ||V||X - t  0.
68
Temos
l|V||
1 I r*°°r(“ 2 + U2)2 , 1 , , 2^
Fjj^  y  [—
+F(ui  +  vi)]dx
OO
+oo
- L  
- L
-  p y / i w i *
^2“2 +  2^“1x^  + i r (Ml) ^  
[u2U2 +
( « ü 2
— 2  ( jy ) !  £ llÜ2 Hi<2(* )  HU l* l l t a(JR)|
—  2 ||V||X [^ Ü2^ L8(®) +
Portanto
/ +0O
((-«1«  +  /(« i))« i +  «a**)«!* (3.17)
OO
Ou seja
E'{U) = - “ i™ +  /(«O (3.18)
«2
Por outro lado, calculemos primeiro §^(«i, «2)-
^ ( o i . m )  =  Hmi[Q(C/ +  E lO -Q (£/)]
=  lim  “ ( y *  dx(u i +  e v i) ( u 2 +  ev2)d x  — J  dxriiU2<izj
/ +00
(dxvi u2 + dxUi v2)dx
■OO
Como 9ixií2 € H~l{]R) e dxui e  L2(M), então
/ +0O
(é?xuiu2 +  dxuiv2)dx
-OO
Provemos agora que 
1\\V\\3 Q(U + V ) ~  Q(U) -  DQ(U, V) | -» 0 quando \\V\\X -> 0
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Com efeito,
r+o o1 f +0°
HT/|| I {dxuxu2 +  dxU]V2 +  dxviu2 +  dxvxv2 -  dxuiu2) dx
\\V llx \j-oo
/+o o (dxviu2 -f dxuivz) dx
OO
1 I
= wrx\L d*viV2dx
— ||y || W M m  | M * (a)
1<
<
\\V\\x
1
I Í ^
Portanto
< Q \U ) ,V > = D Q { U ,V )
= - rJ  —cx
(dzt;iU2 +  dxuiv2) dx
/ -too(—dxu2vi 4- dxuxv2) dx
•OO
OO
•-foo
Isto é,
Q(U)
- d x u 2
dxui
(3.19)
□
Em X  =  H l (2R) x L2(M), consideraremos o grupo das translações 
{r(s)} íeji, definido por: T(s)u =  (ui(. — s),u2(. — s)), Vu =  (ui,u2) € X .  Temos
Lema 3.2.2. {T(s)}seK é um grupo de operadores unitários em X  =  H X{R)  x 
L2(R), fortemente contínuo, cujo gerador infinitesimal é o operador T^O) de X ,  
definido por
Dom (r'(0)) =  H2{ R ) x H \ R ), T'(0) =
d x  0 
0 d x
Prova. Usaremos argumentos do lema 3.1 de [31]. A verificação de {T(s)}sein 
ser grupo unitário é imediato, verifiquemos que {T(s)}sejR é C°, Seja («i, «2) €i X.
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Dado e >  0, sejam <^ i, (f>2 funções em Cq3(M) tais que ||(^ i,^ 2) — (mi,u2)||_y < |.
Como (f>i, dx(j> 1 e são uniformemente contínuas em H, existe 0,5 =  5(e) <  1 tal
que | fa(x -  s) -  <l>i(x)\ <  \dx<h{x - a ) -  dx<f>i\ < f  e \fa(x -  s) -  <fe(x)| < f ,
V|s| < S, Vx G iR, onde K  =  3[3(2p+2)]s e p >  0 é escolhido de modo que supp^i,
supp (f>2 e supp dx(fa. estejam contidos em [—p, p]. Então
rp+i/ (Hc I
|ax^ x( x - s )  - ^ ! ( a : ) |2dx
p-l
/p+i |^ l (* - « ) - & ( * ) fp-1 
/•P+ 1
+  /  i& oe- « ) - & ( * ) rj - p - i
'2dx
12 dx
„ & ( 2 p  +  2)
<  Jçi----- » VISI <  P-
Portanto, para 1*1 < P
||r(«)(ui,ii2) -  (ui,u2)||* <  ||r(*)(t«i, 1^ ) — r (* ) (^ i ,^2)11^
+  \\T{s)(<I>i ,(/>2) -  (<l>i,(h)\\x 
+  \ \ f a M  - ( « i , « a)||x <  |  +  |  + |  =  e .
Como (iti, U2) é arbitrário, concluímos que {T(s)}seK é C°. Finalmente verifique­
mos que T^O) é o gerador infinitesimal de {T(s)}sGjr. Seja A : Dom (A) C X  X
o gerador infinitesimal de {T(s)}sGr . Vamos provar que A  =  T'(0). Seja («í, u2) G 
Dom (A). Então existe
Hm ^[r(/i)(«l5«2) -  (ui,ua)] =  (« i,«2) € X.h—k) fl
Isto implica
— h) — ui] -+ «i em if^JR) e ^[«2(. — h) — u2] —y ü2 em L2(M). (3.20) n h
Dada <j) €  Cq3(M), denotando por (,) a dualidade entre o espaço das funções-teste 
S(R) e o espaço das distribuições S*(JR), temos
1 r +o° 1(-(u i( . - /i) -  líi),^) =  J  -  h) -  Ui(x))<l>(x) dx
/ +°0
-(0 (x  +  h) -  <f>(x))ui(x) dx,
oc h
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como
/H-oc ^ r + o o
/  r ( ^ ( x + h) -  </>(x))ui(x) dx -» I dx4>{x)ui(x) dx =  (c?x, <£),
J —oo ^  • / —oo
quando /i —> 0, isto é,
i[iíx(. —/i) — t£X] —► <?xiti em S'(M). 
h
De (3.20) concluímos que «i =  dxu\. Portanto ux E lP{JR). Analogamente, 
Ü2 =  dxU2, de modo que «2 € Logo (m, u?) E Dom (1^(0)). Além disso,
A(ui , ui) =  lim ^[T(/i)(ui, u2) -  (ui, u2)] =  (dxu i , dxu2) =  r '(0 )(« i, u2)./i—►o n
Por outro lado, suponhamos agora que («1, tt2) € Dom (T'(0)). Então, 
iti, dxui e «2 são funções contínuas e
i  [dxui(x - h ) -  9x«i(x)] =  i  J  ^ u x (r)  dr
=  f  â%ui(x — sh) ds,
J  0
de onde obtemos
- (a xur(x -  h) -  dx«i(x)) -  dPu^x)
Analogamente,
-[« i(x  -  h) -  ui(x)] -  dxui
-[ti2(x - h )  — u2(x)] -  dxU2
=  I f  d%ui(x — sh) ds +  f  c^«i(x)ds| 
\ J o  J  0 I
< ( /  |^ « i(x  — sh) +  9x«i(x)j ds j^
~ c / ^xui x^ ~ s‘^ +
~  |0xm 2 (x —  s/i) +  dxu2(x) \2ds^
Usando o teorema de Fubini (1.2.15), obtemos
1 2 
-[T(h)(uu u2) -  («i,u2)] -  (dxuu dxu2)
r+o° 11
= j  W  [dxui ( x - h ) -  d x u i  (x)] -  d % u i (x)
/
+001 ±
-[u i(x  -  h) -  U\(x)] -  dxUi(x)
dx
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dx
2/ +oo Y
r [«2(x — h) — «2(0?)] -  dxthi(x)
.00 I»
< f  ||T(-s/i)(«i,u2) -  («i>“2)|li ds 
J 0
=  ^  J  11^(0(“ i5 “2) — (ui, “2)||x  d£-tO,
quando h —> 0, pela continuidade de f  —> T(£)u. Portanto (u i,^ ) €  Dom (A).
Isto prova o lema. □
3.2.1 E xistência de soluções e solitons
Consideraremos soluções suaves da equação (3.15) que decaem no infinito, da forma 
(u(t,x)) =  (1tf>c(x — ct)) com c > 0.
Fixado c > 0 escrevemos por simplicidade, (f> ao invés de <f>c. Substituindo u na 
equação dada em (3.15) e supondo que — ► 0 quando |£| — > 00
obtemos
—(1 — (?)<!>" +  =  0 com tp =  aj)' (3-21)
onde ”w= ^ , com f  =  x — ct.
Para ver a existência de solitons suponhamos que a função /  de (3.21) 
verifica as 3 hipóteses do teorema (3.1.1). Logo
- P x x  +  f i p )  =  0
Possui uma única solução que satisfaz:
(a) p  (x) > 0, p ( x ) = p  ( -x ) ,  p  (0) =  u0.
(b) p(x) decai exponencialmente do mesmo modo que e~c^  com c >  1.
Tomando <f>c(x) — p  c € (—1,1) temos que <j>c satisfaz
(3.21) e portanto obtemos um soliton não trivial da eq. de (3.15)
Observemos por exemplo um caso particular da existência das soluções 
usando o lema (3.1.1).
Tomando =  (1 — c2)(a^ — /3(f>9), para c 6 (—1,1), na equação (3.21) temos 
—(1—c2)^"+(l—<?){oL<f>—[3(f)q) — 0, com a  e /3 constantes positivas e q €  IV—{0,1},
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que é equivalente a
—<f>" +  ct(f> — (3<j)9 =  0 com a  e /? constantes positivas e q Ç. IN — {0}. (3.22) 
Portanto tomando <f>(x) =  p  (x) em (3.22)temos
f(p) =  a p  — j3pq com a  e /3 constantes positivas e q € JN — { 0,1}.
Vejamos que /  verifica as hipóteses do lema (3.1.1).
(i) f (p )  =  a -  qpp1-1 =» /'(O) =  a  >  0.
Como f(p) =  a p -  pjfl F(p) =  ^  =  ^ ( f  -  note-se que se
P > ( sáW 1) ^ i =► F < 0 ,  logo
(ii) 3i/ v  > ( °^ 2/? ^ ~) ^ ~T ^  3ue F{v) < 0, e como F{u) =  0 ^ p  =  0 o u p  =  
(a^ 1^ )^rT então se tio =  (a^ 1^ ) ~^T temos:
(Ui) *  o
Portanto pelo lema (3.1.1) temos que
—Pxx +  a p — j3p9 com a, /3 positivos e q e  W — {0,1}
possui solução. Mas ainda, como provamos no lema (3.1.2) ela possui o soliton 
explícito dado por
/ a ( g  +  2 ) y  2 y/ãxq  
C0Sh ’
Por outro lado, pelo lema (2.0.19) tem-se que se $  € Dom (T'(0)) =  IP{1R) x 
H1 (IR), satisfaz a equação estacionária,
# '($ ) =  cQ'(<&), onde $  =  (<j>rp)T e c > 0
então T(ct)Q> é um soliton da equação (2.1) e tem-se também a equivalência de
E'($)  -  (& ($)  =  0 e { -(1  -  (?)<t>xx + /(<£) =  0 com ij) = a/>x} (3.23)
Observação 3.2.1. Sabendo que G ê  a identificação canônica (natural) entre X  
e X* dada por < Gu, v > =  (u, v)x  e que nosso caso X  =  H l (M) x L2(M) temos
< GU,V  > =  (U,V)X se GU =  W, W  = (wu w2) =► U = G~lW  =► (tf, V)x  =  
(G_1W, V)x  onde V =  (t?i, v2) € X  
Para esta aplicação temos:
G = H  + 1 0
V o 1
então:
G - , =  / (- ^  +  1)' 1 0
(G~lW, V )x  =  (((—sg +  1 ) " V ,  w2), (t>i,«a))jr.
De
/+oo(«íx^ix +  «i«i +  «2 2^) dx
•OO
Tem-se
( ( ( - ^  +  u?2), (ui, u2))x
/ +00
(idx(-dij. +  1)_1Wi92ui +  (-éÇ +  l ) _1u;iUi +  w ^ d x
•OO
/ + O O
(—ôg(— -I- l ) -1u>iUi 4- (-c^  +  l ) -1u;iUi +  w2v2)dx
-OO
/ -foo ((—<% +  +  W2v2)dx
-OO
/-foo tüiüi +  w2v2 dx pois (—8% +  1)(— +  1 =  <t>, (f>EX
-OO
portanto:
/ +00
(wiVi 4- w2v2) dx (3.24)
-00
Observação 3.2.2. Agora introduzimos o operador J. Sejap: L2(M )x H 1(St) —> 
H~1(M) x L2(JR) a identificação definida por,
/ +00
(uiVi -+- vwh)dx
■OO
V tf =  (uu u2) 6 L2(]R) x Hl (M) e (i^ t*) € X  =  Hl {M) x L2{TR).
Definimos J  da seguinte maneira
Dom (J) =  p(L2(M) x Jp(uu u?) =  (u2, -t*i), V («i, «2) € Dom (J)
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/ +0O
(u2v2 +  dxutdxvi +  f(ui)vi) dx
-OO
/ -foo
{-(%.U]VX +  /(«i)üi +  U2v2) dx
■OO
=  < p(-d%u1 + f ( u 1),u2),(vi,v2) >
Logo:
E?(uu u2) =  p(—d%ui +  /(u i), u2)
Aplicando J obtemos,
J£'(ui3u2) =  Jp(-<%ui +  /(«x ),^ ) =  (u2,^mi -  /(wi)) =  (dtUi&ib) =  dtU 
i.e
JE'(U(t)) =  dtU.
3.2.2 Estabilidade do soliton
Como o operador linear de (3.21) é dado por:
Lc =  -(1  -  c2)^  +  /'(& ), (3.25)
usando o teorema de Weyl verificaremos primeiramente que ae(Lc) =  (/'(0),oo). 
Com efeito, temos que
Lc =  -(1  -  c2)^  + }'{<t>c) paxa c 6 (-1 ,1).
Seja
r o2 , M c) ~2 . /'(O) , f ( 4 )  /'(O)
Tomando A =  -9jj! +  e B  =  temos:
1.) A é auto-adjunto, pois basta tomar o operador M g onde g(Ç) =  a  +  f 2 com 
a =  e aplicar o teorema espectral (1.4.12).
2.) B é A-limitado A-cota zero, pois temos que B é limitado e pela observação da 
definição de A-limitado, tem-se que B é limitado A-cota «0 =  0.
3.) De 1.) e 2.) e do teorema de Kato-Rellich (1.1.13), temos que A + B : Dom (A) —* 
Hl (M) é auto-adjunto (i,e L é auto-adjunto).
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4.) ae(L) =  cre(A). Com efeito sejam A\ =  A B\ =  L =>• A\ — Bi =  —B. logo, 
como A e L são auto-adjuntos por 1.) e 3.) respectivamente então Ai e By são 
auto-adjuntos. Temos também que Dom (Aj) =  Dom (Bi) como conjuntos.
Por outro lado, como A] — B { =  —B  =  — temos que —B  é um ope­
rador compacto —B: Dom (Ai) -> H 1(1R) (Dom (Ai) com a norma do gráfico), em 
outras palavras —B  é Ai-compacto, como pode-se ver na última parte da prova do 
lema 5.8 pág 304 de [24].
Portanto usando o Teorema de Weyl (1.1.14) temos ae(Ai) =  <re(Bi) 
e portanto ae(A) =  ae(L) . Mais ainda, <re(L) =  [£z^,oo), pois pelo que foi 
feito na secção 1.1.6 para o operador multiplicação M g, onde g(£) =  a  +  £2 com 
a > 0 tínhamos que a(M.g) =  [a, oo). Então para a  =  > 0 teremos que 
° ( M g) =  [ fS ,o o ) .
Por outro lado observe-se que se a  =  /'(O) teríamos que a (M g) =
lT (0 ),o o ).
Lema 3.2.3. Com os operadores A e B  definidos anteriormente temos quecre(Lc) =
i m , o o )
Prova. De 4.) acima temos que ae(L) =  <Je(A), como Lc — (1 — c*)L para 
c e  (—1,1) teremos
0 -,(£« )= < r,(-(l- < %  +  /'(<>)), (3.26)
e como —(1 — c2) ^  +  f'(0) é unitariamente equivalente ao operador multiplicação 
Mg com g(£) =  /'(O) +  (1 — c2)^2 via o operador entrelaçante, transformada de 
Fourier T : L2(M,d£) -> L2(R,dÇ) tal que T{lP{]R)) =  L2(M, (1 +  ?)d£). Que 
pode-se verificar analogamente ao lema (1.5.1).
Finalmente usando a roteiro da prova de 5 no lema (1.5.2) teremos 
que ae(—(1 — c*)d% +  /'(O)) =  [/'(0),oo) e por (3.26) concluímos que ae(Lc) =  
T O ,  oo). □
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Por outro lado temos que ker(Lc) =  span(dx(f>c). Além disso, como 
dx<l)c possui um zero simples em x =  0, usando a teoria de Sturm-Liouville seção
1.5 teremos que Lc terá exatamente um autovalor estritamente negativo.
Com efeito, mais uma vez como Lc é equivalente a L definido acima, 
tomando V(x) =  tem-se que V(x) verifica (1.21) e como o auto-valor zero de 
L é simples com auto-vetor </>' que possui um único zero em x =  0, mas que muda 
de sinal, então pelo teorema (1.6.8) temos que L tem exatamente um autovalor 
estritamente negativo. Logo o mesmo ocorre para Lc. Seja —a 2, o auto-valor 
negativo de Lc com o auto-vetor Xc, de modo que
LCXC =  -o?cXc. (3.27)
Na sequência verificaremos a hipótese 3 da teoria apresentada no 
capítulo 2. Para isto calculemos primeiro o operador Hc para em seguida estudar 
seu espectro.
Derivando £?($) e Q(&) temos que
- %  +  f(4c)  0E"($) =  ( x
0 1
. 0 dx
Q "(*)
-dx 0
Logo:
—<% +  f'(éc) —cdx
Hc =  £"(*c) -  dQT^c) = |  | (3-28)
cdx 1
Lema 3.2.4. O espectro do operador Hc é como segue
(1) Possui um único autovalor negativo simples.
(2) Ker(Hc) =  span(T'(0)<f>c).
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(3) O espectro positivo de Hc é inferiormente limitado. Além disso existe 8 > 0 
tal que ÍBf(a(He) fi (0, +oo)) > 8.
Prova. Para
tf =  | ^  ] 6 H l {M) x L2(M)
\ ^ J
temos
{Hc®, # )  =  (Lctj)U ^ i)  +  {fp2 ~  cdxipu ip2)
Seja agora xi 0 autovetor associado ao autovalor negativo de Lc, e seja X2 =  cdxXi
* x = ( Xl
V X2
Então
< * * ,* >  = < 1 ~ ^ + m )  * ) (  *  ) . (  *  l>
-c d x 1 / \  c^xXi / \  cdxXi
= (| LcXl) . f  Xl I)
0 /  \  c d x x i 
=  (LcXuXi) =  -« c  llxill2 <
Hc possui também o autovetor
cd£<f>c
associado ao autovalor zero. Com efeito:
—<% + f'(<f>c) cdx \  í  dx<f>c \  _  /  - ( 1  -  c2)âP<f>c + f'{<i>c)dx<f>c
-c d x 1 / V J  \  0
Lc( d M  \  = í  0 
0 )  [o
Por outro lado, para qualquer vetor tf =  [ ^ j 6 Hl (M) x L?(M)
\  V>2
tal que (ifii,Xi) =  (ipi,dx<i>) =  0 teremos: ( iíc\Er,\ír) > 8 H^ H2 para algum 8 >  0.
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Comm efeito, como (tpi,Xi) — (^1,dx(jf) =  0 então xfti 6 P  subespaço positivo de 
H1(JR). Logo existe um 5 > 0 tal que (Lcipi,ipi) >  õ \\ifii ||2 e portanto >
S II^ H2 , para algum 6 > 0. □
Como Hc satisfaz as hipóteses do teorema 2, então a estabilidade da 
onda viajante é determinada pelo sinal de ef'(c). Observe que
+oo +00
d'(c) =  -Q(&)  =  —c J  \dx(j>c\2dx =  c(V  1 -  c2) J  \dxp\2dx
—oo —oo
e +00
d?(c) =  - ^ = £ =  J  \dxp\2dx >  0, paxa c G (-1 , -~^=) U (-^=, 1).
—00
Portanto o soliton é estável para c 6  (—1, — U (^=, 1).
3.3 A  Equação K dV
Na sequência estudaremos aplicações para sistemas hamiltonianos mais gerais u- 
sando basicamente as ideias anteriores. Para isto vejamos algumas variações das 
definições feitas na teoria abstrata.
Definição 3.3.1. Definimos como sistema hamiltoniano a equação dada por
Ut =  JE'(U) (3.29)
onde U G X  espaço de Banach reflexivo, também consideramos o espaço de Banach 
reflexivo Y  tal que
X* C Y*, com X* denso em H*.
O símbolo ( , )  é usado como parêntese de dualidade para os pares 
(X ,X *), (X * ,X ), (y, F*) e (H*,H) indistintamente.
Introduzimos as condições seguintes para os funcionais E, J,
H l (i) E  e  C(F, JR).
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(ii) E' E C(Y,Y*).
(H2) J E B(Y*,X) n B(X*, H ), anti-simétrico, no sentido:
(Jx, y) =  - (x ,  Jy) para x E  X*, y e Y*.
E' denota a derivada de Gâteaux.
Como no caso de Grillakis-Shatah-Strauss, E ê conhecido como o invariante energia 
do sistema, ou seja , =  0, para t  >  0.
Em cada aplicação será verificada que os solitons satisfazem a chama­
da equação estacionária: E'($) — cQ'{$) =  0, onde Q é também um invariante 
como E. Como no caso anterior estes invariantes são calculados usando-se multi­
plicadores.
O operador Hc e a função escalar d(.) definidos na teoria de Grillakis- 
Shatah-Strauss pelas equações (2.19), (2.18) respectivamente e as definições dadas 
para estabilidade orbital (2.0.14), são também válidas para este caso. Assim, se 
<f'(c) > 0 então Hc tem ao menos um autovalor negativo, (lema (2.1.1)).
Como falamos na introdução o primeiro soliton descoberto na Escócia 
por J. Scott Russel foi o da KdV. Na sequência determinaremos uma solução tipo 
soliton da KdV clássica.
ut +  uxu +  uxxx =  0 (3.30)
e estudaremos sua estabilidade orbital.
Teorema 3.3.2 (Problema de Valor Inicial e Invariantes [26]). O PVIpara 
a equação (3.15) é localmente bem posto em X  =  H s{JR) para s > ^r, i.e. satisfaz:
(i) Dado ii« E X , existe T  =  T(||tto||x ) e uma única solução do problema (3.15)
com uE  C([0, T ] : X ) n  (^([O, T\ : Y)  =  X{T)
(ii) Existe um r =  r(||u0||) > 0 e uma função contínua não-decrescente F(.) =
F(., ||iio||x ), com F(0) =  0, tal que a aplicação vQ —> vt do conjunto {uo £ 
X : ||u0 — «ollx < r} em X(T)  satisfaz ||ut — Uí||^(T) < i^dl^o — «o||.x-)-
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Os invariantes E  E Q são dados por
+00
E(u) = -
+0° 2
Q(u) =  -  j „ dx2
Prova. Para o problema de Cauchy veja [26]. Calculemos agora os invariantes 
E(u), Q(u) e suas derivadas no sentido de Gâteaux para escrever (3.30) como um 
sistema hamiltoniano.
Cálculo do invariante energia E(u) e suas derivadas de Gâteaux:
Primeiro temos que a equação (3.30) pode ser escrita como
u2
ut +  ( y  +  uxx)x =  0. (3.31)
Multiplicando (3.31) por Mi =  (^  +  uxx) e integrando em R  temos que
+00 +00
J  « t (y  + uxx) dx +  J  (MOajAfx dx =  0,
Logo, usando o fato que u(.,t) é uma função suave que decaem no infinito junta­
mente com dxu e dPu obtemos
+ O O
J  ( M i)xMi dx =  0 e
— 0 0
+ O O  2  - f o o  + 0 0
y*(“t y  + UMxx)í  ^ = ” [ /  y ]  + «t«x| ± £ - f  U x U x td x
—00 —00 —00
dt J  V 6 2
— OO
Portanto,
+ 0 0
£(«) =  - /  ( £ -  y)«<* <3-32)
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Calculemos agora a derivada de Gâteaux de E(u)
dE(u) l r_ , . v, —-—  =  lim -\E (u  + ev) — E(u)] dv e-*oeL ’
—OO
+00
Portanto, como u 6 Hl (M) e dPu E H 1(JR) temos que 
=  E'{u)v — — f  dx. Ou seja,dv
Logo temos que
dtu =  JEf(u) =  dx( ~ Y  ~  (3-34)
Cálculo de E"{u) :
E"{u)vw — lim -[E'(u +  ew)v — E'{u)v\
+00
—OO 
-hoo
+  lim
E —K )
Portanto
& ' { u )  =  - d % - u  (3.35)
Para o cálculo do invariante momento Q(u) e suas derivadas de 
Gâteaux multipliquemos (3.30) por M2 =  u e integrando em St obtemos
+00 +00 +00 +00
J  (uut +  u2ux +  ud%u) dx = ^[ J  ~^dx) + J  u2uxdx + ud%u\±™ — j  d%udxudx
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Logo, usando novamente o fato que dxu, c%u decaem no infinito temos que
+00
Q(u) =  -  I  'Çdx. (3.36)
-OO
Calculemos agora Q'{u).
+00 +00
^ = t a ‘ [Q(u +  El, ) - Q ( u) ] = l t o J ( - j d x j
— OO —OO
Portanto, como u £  H l temos que
<2(u) =  - u  (3.37)
Cálculo da segunda derivada de Gâteaux de Q :
+00 +00
Q"(u)vw =  ]hn-[Q(u + ew )v  — Q'(u)v] =  li™“  —^  J ( u  +  ew)v dx +  j  uv dx^
—OO —OO
Portanto
Q »  =  - 1  (3.38)
□
3.3.1 Existência de Solitons
As soluções tipo soliton procuradas são da forma u — <f>(x — ct) suaves tais que 
decaem no infinito com c > 0. Como c é fixo escrevemos <j> ao invés de <j>c. Deste 
modo, substituindo <f> em (3.30) e integrando assumindo que <£(£), <f>'(£), -> 0 
quando |£| =  |x — ct\ — > 00 obtemos
- (f>" +  a f> - (Ç  =  0 (3.39)
Ju
Como a equação (3.39) é da forma forma (3.4) com a  =  c, =  — | ,  
e q — 1, então pelo lema (3.1.2) temos que
<f>c(x) =  3csech2(^ p -)  (3.40)
é um soliton explícito da KdV (3.30).
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3.3.2 Estabilidade
Será importante para a estabilidade, caracterizar <j)c em termos dos funcionais E  e 
Q. Mais precisamente, (f>c é um ponto crítico do funcional E —cQ pela caracterização 
da definição lema (2.0.19). De fato, usando (3.33) e (3.37) temos que E'(<f>c) =  
—^  — ^x(^ c) e Q,(<j>c) =  logo, de (3.39), obtemos
(E  -  cQY(<f>c) =  0 . (3.41)
Outro operador importante a ser considerado é o operador linearizado 
Hc de E ' — cQ' ao redor de <j)c, isto é,
Hc =  E"(<f>e) -  cQ"(<f>c) =  -ePx -(t>e +  c (3.42)
Hc é um operador auto-adjunto, no sentido que, se definimos G =  1 — c ,^ com 
G: X  X*, então o operador limitado G~lH c: X  —> X  é auto-adjunto em X. 
Segue também pela substituição de u por <f>c(x — ct) em (3.30) que
=  0  (3.43)
Observemos que (3.41) caracteriza <f>c como um ponto crítico com 
vínculo Q{u) =  Q(<j>c). Assim, definindo d: 1R+ —> 2R por
d(c) =  E(4,c) -  cQ((jte) (3.44)
veremos no lema (3.3.5) que a convexidade da função d(.) determina que <f>c é um 
ponto de mínimo de E.
Na sequência verificaremos as seguintes hipóteses 
Hipótese 1. (Existência de Soluções)
Para cada uo e X  =  H l{M) existe T >  0 , T  dependendo de ||«o||x > tal que o 
sistema hamiltoniano (3.29), tem uma solução u G C([0, T]; X )  com u(0) =  uo e 
E(u(t)) =  E(u0), Q(u(t)) =  Q(uo) para todo t G [0,T].
De fato, pelo teorema (3.3.2) a hipótese 1 está provada.
Hipótese 2. (Existência de ondas solitárias)
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Paxa cada c > 1 temos que
(a) Existe uma solução da equação (3.41),
(b) 6
(c) a fimção c G iR+ —> <j>c G H 1 (St) é de classe C 1,
(d) & f  K e r(£ ) .
Pelo feito na seção (3.3.1) de existência temos que o soliton explícito dado por
(3.40), verifica diretamente (a) e (d). Pela observação da desigualdade de Holder 
(1.2.16), verifica-se (b) e, finalmente, tomando fi(a) =  3c e f(v{a)x) =  sech2{^^) 
no lema (3.1.3) verifica-se (c).
H ipótese 3. (Espectro do operador Hc). Para c G iR+, Hc = {E" — cQ")(<^ c) tem 
exatamente um autovalor negativo o qual é simples, tem seu núcleo gerado por 
dx(j)c e o resto do espectro é positivo. Além disso existe 5 >  0 tal que inf cr(H c) n  
(0, -t-oo) > S.
De fato, de (3.43) temos que A =  0 pertence ao espectro de Hc, com dx<f>c em seu 
núcleo. Por outro lado verifiquemos que para um g G Ker(Hc) existe um a  tal 
que g =  adx<j>c. Desta forma, considerando g G H 1(M) obtemos de (3.42) e (3.39) 
que se Hc(g) =  0, então usando o Wronskiano verifica-se que span{dx(j>} gera o 
ker Hc. Como
Hc =  — cFx +  c — <j)c com c > 0
pode-se ver que ele é um caso particular do operador Ca definido pela equação
(1.15), para isto basta tomar a =  c, q =  1 e 7  =  1, logo pelo feito na seção
(2.1.1) do lema (1.5.6) temos
M Hc) =  [c,+oo)
Por outro lado tomando V(x) =  c — </>c tem-se que lim V(x) =  c >  0, ou seja|x|—>00
verifica-se (1.2 1 ) e, como 0 ' é auto-função associada ao auto-valor simples zero e 
<j>' anula-se unicamente em x =  0, e muda de sinal. Então pelo lema (1.6.8) tem-se 
que
Hc = —d? +  c — 3c sech{ ^ ^ - ) ,
86
possui um único autovalor negativo simples Ao e existe um ó > 0 tal que V A € 
a(Hc) - {  Ao,0}, \ > õ .
Em resumo verifica-se a hipótese 3.
Observação 3.3.1. Outro jeito da verificação deste fato empregando o soliton 
explícito é usando as ideias da teoria dada em [32], páginas 633-634, é como segue, 
dado que nosso operador Hc em forma explícita com o soliton explícito dado por
(3.40) é:
Hc =  —d% — 3c cosh~2(v^—) -I- c (3.45)
logo Am serão seus autovalores se portanto temos que
-d%ip-[(\m-c)+3c cosh~2(^)]iJ> =  0 ou d^H-[(\n-c)+3c cosh~2(:^ |£)]^ =  
0
Pela teoria de [32] pág. 633-634. Precisamos ter um operador na forma
— [Ãm +  n(n +  1) cosh- 2 (a:)]V’ =  0 (3.46)
onde Ãm = — m2 e n > m  com n, m naturais.
Portanto comparando os operadores (3.45) e (3.46) obtemos as seguintes relações 
y  =  l = > c  =  4e3c  =  n(n +  1) => n =  3 portanto m =  0,1,2,3 além disto 
como Am =  Am — c = A — 4 temos que os autovalores Am = 4 — m2. Portanto, 
Am =  —5,0,3 e [4, +oo) isto é
a(H4) =  {-5,0,3} U [4, +oo) (3.47)
Mas ainda pelos lemas (1.6.9) e (1.6.10) temos que como existe um c =  4 > 0 tal
que verifica-se a hipótese 3. Então, ele também verifica-se para qualquer c > 0. 
Logo, o espectro de Hc, com c > 0 qualquer satisfaz a hipótese 3.
Estabeleceremos a seguir o teorema para garantir a estabilidade de 
ondas solitárias para a KdV.
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Teorema 3.3.3. Considere as hipóteses (1) —>■ (3) e suponha que c 6  (0 , oc). 
Então a onda solitária <j)c é estável se
<T(c) >  0, (3.48)
onde d(c) =  (E  — cQ)(</>c).
Note que por (3.41) e (2.26) a condição (3.48) é equivalente a — £.Q{<f>c) >
0. O roteiro que seguiremos será o seguinte: provaremos primeiro o teorema (3.3.3) 
e depois verificaremos (3.48). A prova do teorema (3.3.3) é baseada essencialmente 
nas idéias dos resultados abstratos de estabilidade provados nas secções 2.2 e 2.3.
A seguir suporemos que a velocidade c € (0, oo) está fixada e es­
creveremos, por simplicidade, <f> e H  ao invés de <f>c e H c. Provaremos primeiro os 
três lemas abaixo. O primeiro deles fala sobre o fator exterior do grupo de ação 
dentro da vizinhança tubular no sentido que T(s)u é ortogonal a T"(0 )<^  para al­
gum s =  s(u). O segundo mostra que o hiperplano Qt(<j>)± não intersecta o cone 
{y € H l(R ) : (H y, y) <  0} e o terceiro que E(u) é minimizado em u =  <j>, com a 
restrição Q(u) =  Q(<f>).
Lema 3.3.4. Existem e >  0 e uma única função C 1, a  : Ue —» JR, tais que, para 
cada u € U eer € M, temos o seguinte
1 ) (u(. +  a(u)), dx(f>)x =  0 ,
2 ) «(«(. +  r)) =  a(u) -  r,
3) a(4) =  0.
Prova. Consideremos o funcional F  definido em X  x M  =  H l{]R) x M  para u, 
dado por
OO OO
/  dxu(x +  r)d%(j>(x) dx.
- O O  - O O
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Como
00 OO
F((j>, 0 )  =  J  <j>(x)<j>'(x) dx + j  <j>'<f>{x)" dx — <f{x) 00 2 =  0
00
D2F(u, t ) =  fim (u(x +  r +  h)^>\x) +  ^“ (u (x +  r +  h))<j>n (x)) dx^j
—00
OO
— lim ^ (  [  (u(x  -I- r)0 '(x) 4- -t ~(u(x  +  r))0 "(x)) dx^/»-*o /i \  j  dx J
—00
00
=  J  (jj^ u(x +  TWix) +  ^ “ (x  +  r ) ^ ff( x ) ^  ^ x ’
então
OO OO
D2F{<f>,0) =  /  |$'(x)|2dx +  J  \(f>n\2dx = d_dx (j>(x) H1 (ffi) * 0.
Portanto, pelo teorema da função implícita (1.3.4) existe um aberto ao redor de 
</>, B  =  B(<f>\e) e uma única função /3: B  —> R ,  de classe C1, tal que para cada
u e B ,
(T(P(u))u, # ) x  =  K  +  £ (« )), <£')* =  0.
Agora, considerando aqueles r e  JR tais que para u € B, T(r)u  €E 2?, temos que
P(T(r)u) = /3(u) -  r. (3.49)
De fato, como F(T(r)u, j3(u) — r) =  F (u , /?(«)) =  0, a unicidade de implica que 
P(T(r)u) = P{u) -  r.
Por outro lado, definamos a vizinhança tubular
Ue = {T(s)u: s € JR, v G £?(<£; e)},
e seja a .Ue - ^ R  dada por
a(T(s)v) =  P(v) — s.
Em vista de (3.49) é claro que a  está bem definida. Além disso, a  satisfaz (1) —» (3) 
pois f3 possui essas propriedades. A unicidade segue de (2). Isto completa a prova 
do lema. □
Observação 3.3.2. Pela hipótese 3 existem x =  —-—X*. e À > 0 (—A2 =
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X
Ao IIxaoII) tais que>
G- lHX = -  A2*, llxll* =  *■
Denotando por F  =  {p e  H l (M) : {G~lH p , p ) > 0}u{0} o subespaço positivo 
de H, obtemos que
(Hp,p) > ô IIpII^  , para p E  P, S > 0. (3.50)
Observe que G~1H(P) C P.
Lema 3.3.5. Seja d"(c) > 0 . Se y  € H l {St), ?/ /  0 é ortogonal a G~1Q>(<I>) e a 
então (H y,y ) > 0. Além disso, y satisfaz (3.50).
Prova. De (2.24), (2.25) e (2.26), obtemos que 0 < d"(c) = £<!>)■
Agora, fazendo uma decomposição espectral de H1 (2R) na forma
H 1(M) =  span(x) © span(dx<f>) © P,
temos que
—<f> =  aox +  bodxtj> + po, po 6 P. dc
Portanto, seguindo as idéias da prova do teorema (2.1.7), concluímos a prova do 
lema. □
Lema 3.3.6. Sejam X  =  H{St) e ef'(c) > 0. Então existem k > 0 e e > 0 tais 
que
E(u) -  E tf)  > k ||«(. +  q(u)) -  4,fx  (3.51)
para u E U e satisfazendo Q(u) = Q{4>)-
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Prova. Usando as idéias da prova do teorema (2.1.7) obtemos
£(«) -  EU>) =  \ ( H y , y) +  o(||» |ft).
Logo, da paxte (1) do lema (3.3.4) e do fato que (Gr-1Q#(0), =  0, teme« que
(y, d x 4>)x = (u(. + a(u)) - < f > - a q , d x <j>)x  =  0.
Portanto, do lema (3.3.5)
E(u)-E{<j>)>k\\y\\2x  +  o(\\vfx ).
Finalmente, como
\\y\\x =  llu -  <m\\x ^  IMI -  l°l M x  ^  IN I*  -  ° (N * )>  
então temos que para \\v\\x  suficientemente pequeno,
E{u) -  E (0  >  k Hwlfi-,
como queríamos provar. □
Prova do teorem a (3.3.3): Dos 3 últimos lemas e de maneira análoga à prova feita 
na primeira parte do teorema (2.1.7) temos que a positividade da função escalar 
d(.) implica a estabilidade da onda solitária (f>c =  3csech(^jr).
Na sequência veremos a estabilidade do soliton dado em (3.40), us­
ando o sinal de tf'(c), como foi provado no teorema (3.3.3).
Tteorema 3.3.7. Seja (j>c com c >  0. Então o soliton dado por (3-40) é 
estável
Prova. Por definição temos que d(c) =  E(<f>c) — cQ(<f>). Então 
J ( c )  = < F J U k )  -  a t f ( < t , c ) / ~ < l > r >  - Q W
=  - W )
+0° 2
=  J  Y dx (p o r  ( 3 -3 6 ) )
— oo
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Logo
+00 +00
<f(c)= J  (l>2cd x = Y  J  sech4(^ ^ )dÇ .
— OO — 0 0
Fazendo a mudança de variável x =  obtemos
i  00
d'(c) =  ~7j~ I  sechi (x)dx,
—00
OO
d"(c) =  — f  sechA(x) dx.
2c2 J
Portanto, d"(c) > 0 pois c >  0.
Logo, pelo Teorema (3.3.3) concluímos que o soliton dado explicitamente em (3.40) 
é H^Mfy-estável. □
3.4 A  K dV  G eneralizada
Na sequência estudaremos a KdV-generalizada dada pela equação
Uf 4- tiPUx “I” «xxx — 0 (3.52)
Teorema 3.4.1 (Problem a de Valor In icial e  Invariantes [26]). O PVI pa­
ra a equação (3.52) é localmente bem posto em X , i.e, satisfaz
(i) Dado tio € X , existe T  =  r(||tío||x ) e uma única solução do problema (3.15)
com uE  C([0, T] : X )  n  C1^0, T ]:Y )  =  X(T)
(ii) Existe um r =  r(||uo||) > 0 e uma função continua não-decrescente F (.) =
F(., IK IU , com F(0) =  0, tal que a aplicação v0 —> vt do conjunto {«o E 
X : ||u0 -  «oll^ . < r} em X (T ) satisfaz ||ut -  Ut\\x ^  <  F(||ü0 -  «o||*),
onde:
X  =  HS(M) com s > sep  — 2,
X  — H 3(M) com s > sep  =  3,
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X  — HS(M) com s >  0 se p =  4 e
X  =  HS(M) com se p >  4.
Além disso, os invariantes E e Q são dados por
+00
/
p+2 u2
+ ° °  2/ úz 
~2dX'
Prova. Para o PVI veja [26]. Calculemos os invariantes E{u), Q(u) e suas 
derivadas no sentido de Gâteaux para então escrever (3.52) como o um sistema 
hamiltoniano.
Cálculo do invariante energia E(u) e suas derivadas de Gâteaux: escrevemos a 
equação (3.52) como
up+1
ut + dx(------ +  d%u) =  0. (3.53)
p +  1
Multiplicando (3.53) por Mx(u) =  ( ^ f  +  (%u) e integrando em JR temos que
+00  + 00  
J  + Ux* ) dx+ f  dx = 0.
—oo —oo
Logo, usando o fato que «(., t) é uma função suave que decai no infinito juntamente 
com dxu e &%.u obtemos
+oo
J  dx(Mi)Mi dx =  0 e
— 0 0
+ 0 0  + 0 0  + 0 0
/
mp+í d f  mp+2 r
+UUlx)dx  =  - I J  _ _ ] +  Ull(l|t z -  J u , U ^ X
—OO — 0 0  — 0 0
+ 0 0d. f . up+2 u2 .
dt^J ( (p +  l) (p  +  2) + T )( '
— OO
Portanto,
+00
^ )  = " / ( ( ^ E t 2 ) 4 ^  <3-54)
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Calculemos agora a derivada de Gâteaux de E(u)
=  lim ~[E(u +  ev) — -E^ u)] ov e-m> g-
+00
=  lim — [— [  ( 
E-toe[ J
(m + ei?)i,+2 (m + eu)
— OO 
. +0O
+  lime—>0
i f  / ( _ _ ï
s [ J  '(p  +  l
(p + l)(p  +  2) 
,p+ 2
+ -)
l)(p  +  2) 2
+00
f  ,up+1v .
=  - J ^ + u ^
— OO
Como u e  H l (R ) e dxu € H~l (R) então
dx
tf(u ) =
u;rP+l
Portanto
â?u. 
p  +  l
rP+l
(3.55)
dtu =  JE'{u) =  -  ^ “)- (3.56)
Cálculo de £"(u)
E"{u)vw =  lim |[-E(w +  eu;)u — ^'(«Ji;]
e-*4> 1
+00 +00
l f  f . ( u  +  ew)p+1v . . f  vP+v . 1
=  ï ï ï ; [ - y  (— —  +  (“ +  ™ )= « 0  + _ /  ( ^ T + “•*”) * ']
-00
Logo
£ »  =  -  up. (3.57)
+00
Cálculo do invariante momento Q(u) e suas derivadas de Gâteaux:
Multiplicando (3.52) por M2(u) — u e  integrando em R  temos que
+00 +00 +00
/  (uut +  u ^ u x  +  u u ^ d x  =  £ [  /  ^-dx]+ f  u ^ u zd x  +  uuxxlt™— f  uxxuxdx.
—00 —00 —00 -00
Logo, usando novamente o fato que u(.,t), dxu, d\u decaem no infinito, obtemos
+00
dx (3.58)
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Como Q é o mesmo funcional do caso da KdV então Q(u) e Q"{u) também serão 
os mesmo, i.e,
Q'(u) =  - u  (3.59)
Q"(u) =  - 1  (3.60)
□
3.4.1 Existência de Solitons
Novamente as soluções tipo soliton procuradas são da forma u =  4>{x — ct), com 
decaimento no infinito e c > 0. Como c é fixo escrevemos (f> ao invés de 4>c. Deste 
modo, substituindo <f> em (3.52) e integrando em R ,  assumindo que ^(£),
<t>n(Ç) —> 0 quando |£| =  \x — ct\ —> oo temos
hi
-<t>" +  ctf>- =  0. (3.61)
p +  1
Usando um argumento análogo ao da KdV, isto é, como a equação para os solitons 
da KdV-generalizada dada por (3.61) é claramente da forma (3.4) então, pelo lema
(3.1.2), com a  =  c, (3 =  ^  e, q =  p  temos que
X ( \ , C(P + 1)(P + 2) \ Í4>c(x) =  (-------- -^------- ) '« « * '(—2~ )  (3-62)
3.4.2 Estabilidade
Será importante para a estabilidade caracterizar (j)c em termos dos funcionais E  e 
Q. Mais precisamente, que (j)c é um ponto crítico do funcional E — cQ. Usando 
(3.55) e (3.59) temos que
<tp+l
■ E W  = p + i
e
Q \( j> c ) = ~<t>c
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Logo, de (3.61), obtemos (3.41).
Outro operador importante a ser considerado é o operador linearizado 
Hc de E' — cQ' ao redor de <f>c, isto é,
Hc =  E"{4>c) -  cQ"(<J>c]) =  -% -< %  +  € (3.63)
Novamente Hc é um operador auto-adjunto, no sentido que, se definimos G : X  -¥ 
X *, então o operador limitado G~lHc \ X  —> X  é auto-adjunto em X . Segue-se 
também pela substituição de u por <f>c(x — ct) em (3.52) que
He(dx<l>) =  0. (3.64)
Observemos que (3.41) caracteriza <j>c como um ponto critico de E(u) com vínculo 
Q(u) =  Q{4>c)- Assim, como no caso da KdV definimos d : —y ttt por
d{c) =  E{(f>c)-cQ{(t>c). (3.65)
Na sequência verificaremos as seguintes hipóteses 
H ipótese 1. (Existência de Soluções)
Para cada Uo £ X  =  H 1(M) existe T >  0, T  dependendo de ||tío||x , tal que o 
sistema hamiltoniano (3.29) tem uma solução u 6 C([0, T]; X )  com u(0) =  u0 e 
E(u(t)) =  E(uq), Q(u(t)) =  Q(uq) para todo t  E [0,T].
De fato, pelo teorema (3.4.1), verifica-se a hipótese 1.
H ipótese 2 . (Existência de ondas solitárias)
Para cada c > 1 temos que
(a) Existe uma solução da equação (3.41),
(b) € H '(R )
(c) A função c 6 JR+ -» (j>e E íT1(J?) é de classe C l ,
(d) (f>c & K er(^ ).
Pelo que foi feito na secção (3.4.1) para existência de solitons temos que o soli- 
ton explícito dado por (3.62) verifica diretamente (a) e (d). Pela observação da 
desigualdade de Holder (1.2.16), verifica-se (b) e, finalmente, tomando n(a) =
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(c(p+i)0h-2)^  f(p(a)x) =  sechp no lema (3.1.3) verifica-se (c).
H ipótese 3. (Espectro do operador Hc). Para c 6 # c =  (F" — cQ") (0C) 
tem exatamente um autovalor negativo o qual é simples; seu núcleo é gerado 
por £.4>c e o resto do espectro é positivo. Além disso, existe 5 >  0 tal que 
inf cr(He) H (0, +oc) >  S. De fato, é importante observar de (3.64) que A =  0 
pertence ao espectro de Hc, com em seu núcleo. Por outro lado verifiquemos 
que para um g €  Ker(Hc) existe um ar tal que g =  adx<f>c. Desta forma, con­
siderando g € H l(M) obtemos de (3.63) e (3.61) que se Hc(g) =  0, então usando 
novamente o Wronskiano verifica-se que span{dx<f) gera o ker Hc. Como
Hc =  —d% +  c — (f?c com c > 0
pode-se ver que ele é um caso particular do operador Ca , definido pela equação
(1.15), sendo para isto suficiente tomar a  =  c, q =  p e 7 =  1. Logo, pelo lema
(1.5.6) da seção (2.1.1) temos
ae(Hc) =  [c,+oo).
Por outro lado, tomando V(x) — c — <j?c{x) tem-se que lim V(x) =  c >  0, ou seja,
|z[-+oo
verifica-se (1.21) e, como $  é auto-função associada ao auto-valor simples zero, $  
anula-se unicamente em x =  0 e muda de sinal, então pelo lema (1.6.8) tem-se que
c tp + iK p + z ) ^ ^  +  ^
possui um único autovalor negativo simples Ao e existe um õ >  0 tal que V A G 
a{Hc) - { Ao,0}, A > 5 .
Em resumo verifica-se a hipótese 3.
Observação 3.4.1. Outra maneira de verificar a hipótese 3, como no caso da KdV 
é usando a fórmula explícita do soliton e uma generalização das idéias da teoria 
dada em [32], páginas 633-634, juntamente com as séries hipergeomêtricas.
Por outro lado estabeleceremos a seguir um teorema para garantir a 
estabilidade da KdV-Generalizada.
Teorem a 3.4.2. Considere as hipóteses (1) —► (3) e suponha que c 6 (0, oo). 
Então a onda solitária <j>c de (3.61) é estável se
Prova. A prova deste teorema é idêntica ao caso da KdV, usando os lemas (3.3.4),
Na sequência veremos a estabilidade do soliton dado em (3.62), usando o sinal de 
d"(c), como foi provado no teorema (3.4.2).
Teorema 3.4.3. Seja <f>c com c >  0. Então o soliton dado por (3.62) é 
estável para p < 4.
Prova* Por definição tem-se d(c) =  E((j)c) — cQ(<j>). Então
t f  (c) >  0, (3.66)
onde d(c) — (E — cQ)(<f>c).
(3.3.5) e (3.3.6). E de forma análoga à prova feita na primeira parte do teorema
(2.1.7) temos que a positividade da função escalar d(.) implica a estabilidade da
onda solitária <f>c =  3csechfêp-). □
Logo
— OO — OO
e, fazendo a mudança de variável x =  tem-se que
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(3.67)
Portanto, <i"(c) > 0 para p <  4 pois c > 0.
Logo concluímos que o soliton dado explicitamente em (3.62) é H 1(]R)-estável para 
p < 4. □
3.5 Sistem as de equações d e evolução  
não-lineares
Nesta seção consideraremos o sistema
Ut +  M x x x  +  ( m p u p + 1 ) x  =  0
k v t +  v xxx +  {up+'ivp)x =  0
com i , í  e  ü ,  ii, v € H l {H) x H l {K) u(x,0) =  iíoOc), u(x,0) =  vo(x) e 
p >  1 inteiro.
Este sistema pode ser interpretado como um acoplamento de equações Korteweg-de 
Vries generalizadas da forma
ut +  uxxx +  f (u ,v )x =  0
(3.68)
k v t  +  v xxx +  g(u, v ) x =  0
com /  e g satisfazendo f(u ,v )  =  Hu(u,v) e g(u,v) =  Hv(u,v), para uma função 
suave H.
O sistema da forma (3.68) é de muito interesse na Física pois, por exemplo, para 
uma função H  da forma:
TT( \ 3 , 1 3 . ®2^ 2 2 , a l&2 2H(u, v) =  — u +  - v  H— — u v H— — uv 
6 6 2 2
Obtemos o sistema de Gear-Grimshaw [20] que modela interação forte de ondas 
fracamente não lineares, que estudaremos na seção 3.6. Vejamos primeiramente o 
problema de valor inicial para o sistema (3.67)
Teorema 3.5.1 (Problem a de Valor Inicial e  Invariantes [4]). O PVI para
a equação (3.67) é localmente bem posto em X , i.e. satisfaz:
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(i) Dado uq € X , existe T - T(||uo||jr) e uma única solução do problema (3.15)
(ii) Existe um r =  r(||tto||) > 0 e uma função contínua não-decrescente F{.) =  
F(-, ||tx0||x ), com F (0) =  0 tal que a aplicação v0 vt do conjunto {u0 € 
X : ||u0 — Uo||x  < r} em X (T ) satisfaz ||t  ^— UtWx^ <  .F(||t>o -  «oH*),
onde, para o caso local temos que X  =  H*(R) x HS(R) com s >  1.
E é bem posto em X  =  H a(M) x H 3(M) sob as seguintes condições
a) para p  =  1 vale para todo dado inicial,
b) para p — 2, ||«o||x não pode ser muito grande,
c) para p >  2 só vaie para dados pequenos.
Além disso, os invariantes E  e Q  são dados por
com a e  C([0, T] : X ) n C71([0, T ]:Y )  =  X{T)
E ( u ,  v )  =  \  J  [(«x) 2 +  (v x ) 2 -  j ^ - j u ^ i f + ^ d x
— OO
+00
— OO
Prova. A existência de soluções é estudada em [4]. Vamos calcular os invariantes 
E e Q  e suas derivadas de Gatêaux.
Observemos que o sistema(3.67) pode ser escrita na forma matricial seguinte
Ut +  Uxxx +  {VH(U))x =  0 (3.69)
onde
U =  (uv)T e H{U) =  — «P+V +1.
p +  1
Da equação (3.69) temos
Ut +  (UXX +  VH{U))X =  0 (3.70)
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Fazendo o produto na equação ( 3.70) pelo multiplicador M\{U) =  (JJxx-\-V H(JJ))T 
e integrando em M  obtemos o invariante que chamaremos energia do sistema E(U), 
como segue:
M M  +  +  VH(U))X =  0
+00
«=► J  (M JJt +  M i (U „  +  VH(U))x)dx =  0
+00
Logo
Portanto
Ou
— OO
+00
/  M lUtd x+  j  M lM lcdx =  0
— OO
+00
—00
J  ( V i u ,  +  (VH(U))TVt)dx =  0
>00
+00 +00
J  UjxUtdx +  J  (VH(U))TUtdx = 0
— OO —OO
+00 +00
-  f  V lU tdx + j f  H(U)dx =  0
—OO —00
+00
~ ( J { - V j U I +  2H (U ))dx)=0
+00
\ J  (tt* +  ”x -  =  Cte
— OO
+00
W )  = \ f ( u \  + v l -
— OO
+00
B (u )  = \  j  (IÇU, -  2H(U))dx
(3.71)
(3.72)
A seguir calcularemos o invariante Q chamado momento, usando o multiplicador 
M2(U) = TF,
multiplicando a equação (3.70) por M2(U) temos
UTUt +  UT{UXX +  VH(U))X = 0
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+oo -l-oo +00
/  iFUtdx +  /  lF U m dx +  /  i7T(V F(í7))xdx =  0
—00 —OO —OO
Integrando por partes temos que
+00 +00 +00
J  UTUtd x =  J  (uut + vvt)dx =  J  (u2 + v2)dx ,
—00 —OO —00
-f-oo +00
f  LFÇVHipYlxdx =  /  [pwí'up+1uz+ (p + l)u p+1upt;z+ (p + l)« pup+1-j-pu,H"1u,’ua;](ix
—00 —OO
+00
=  /  [(2p +  1)iípup+1u x +  (2p +  Vju^xPv^dx
— OO+oo
=  f  [—(2p  +  l  )up+lvpvx +  (2p +  l  )up+1vpvx]dx =  0.
Portanto +oo
J  UTÇVH(U))xdx = 0,
e obtem-se +00 +oo
\~ãt J  t,2^<^r = ® ==^  ^J (“2 +  u2)dx =  Cte
— OO — OO
Portanto o invariante Q é dado por
+0O
Q(U) =  — ^  J  (tt2 +  u2)dx (3.73)
— OO
Ou
+00
Q(E7) =  _ I  J  iFUdx. (3.74)
—00
Na sequência calcularemos as derivadas de Gâteaux: E'(U)W  e Qf{U)W 
onde U =  (u, v) e W =  (wi,w2) pertencem a X  =  H X(R )  x H X{]R). Calculemos
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primeiramente a derivada direcional |p(í7):
QP 1
W ( U )  =  V m - { E ( V  +  e W )  -  E ( U ) ]
=  Bm i  ( i  p m  +  eW?)(Ux + eW x) ~  2G(U  +  eW)] dx)
=  Hm ^ Q  p  [C/J +  eW jUx +  e2 W jWx +  eC/J Wx] dx'j
-  Hm 1 Q  / +°° [2tf(C/ +  eW) +  C/JC/* -  2H(U)] dx j^
/ +00
(W jUx -V H (U )W )d x
OO
Portanto
Fi F r+ao
m (U) =  J  "  ( w j V, -  VH(U)W )dx
hoo
[(tíjj “i~ Hxi^Wi -f- (uxi -f- í^ t?)^ 2]dx
/ fo 
00
Logo, como u** +  Hu e +  fft € f f  x(iR) tem-se que
Ou
. uxx +  up v ^ 1^ )  = - |  I (3-75)
vxx +
E'(U) =  -(U XX +  VH) (3.76)
Para Q:
=  ]im M ^ y  [—(u +  eiüi)2(u +  etü2)2 +  u2 +  u^cíarj
/ +OO
(uw 1 -|- vw2)dx
■00
Portanto, como
»-t-00
Q
/ hOO
C/TWdx (3.77)
•00
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então
Q’(U) =  -U . (3.78)
□
Observação 3.5.1. Escrevendo o sistema vetorial (3.70) da forma hamiltoniana
3.5.1 E xistência de soluções tip o  solitons
Como nós consideraremos as soluções suaves da equação (3.67) que decaem no 
infinito da forma (u(t ,x ) ,v (x , t )) =  {<f>c(x — cí), xJjc(x  — ct)), com c > 0 e como c 
é fixo escrevemos $  =  (<f>, xjj) ao invés de 4>c =  ((f>c, Deste modo, substituindo 
$  em (3.67) e assumindo que </>(£), VKOj 0(£)W> — ► 0 quando |f  | — > oo
onde com £ =  x — ct,
Por outro lado, pela teoria apresentada no lema (2.0.19) tem-se que se $  G D ( T (0)) =
í.e
temos que
+  af>' -  (<pii>l+py  =  0
- ip "  + a j / -  =  0
(3.79)
Restringindo ao caso ip — <j> obtemos a equação elíptica não-lineax:
(3.80)
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iP iS i)  x lP{]R) satisfaz a equação estacionária
E'(4>) =  cQ'($), onde $  =  (<l>ip)T e c > 0
então T(ct)$> é um soliton da equação (2.1) e tem-se também a equivalência entre
E?{$) -  cQ'($) =  0 e {-(/>" +  af> — <j>2p+x =  0 com ip =  (f>} (3.81)
Observemos que a equação elíptica não linear dada por (3.80) tem 
a forma da equação (3.4). Portanto tomando a  =  c /3 =  1 e q =  2p, pelo lema
(3.1.2) obtemos um soliton explícito para (3.80) dado por
<£c(f) =  (c(p +  1 ))^sechp (py/cÇ) (3.82)
3.5.2 Estabilidade de solitons
Prosseguindo veremos a estabilidade do sistema. Similarmente ao caso da KdV as 
hipótese 1 e 2 são:
H ipótese 1. (Existência de Soluções)
Para cada uo € X  =  /^(IR) x H1(JR), existe T >  0 dependendo de ||«o||a: >ta* <lue 
o sistema hamiltoniano (3.29) tem uma solução u € C([0, T \\X )  com «(0) =  «o e 
E(u(t)) =  E(uq), Q(u(t)) =  Q(uo), para todo t  e  [0, T].
De fato, esta hipótese é verificada pelo teorema (3.5.1).
H ipótese 2 . (Existência de ondas solitárias)
Para cada c > 1, temos que
(a) Existe uma solução da equação (3.80),
(b) e  h \ r ) x
(c) a função c € iR+ —t<f>c € H X{1R) x H l (iR) é de classe C 1,
(d) i  K e r(£ ).
Pelo que foi feito na secção (3.5.1) sobre existência de solitons temos que o soliton 
explicito dado por (3.82) verifica diretamente (a) e (d). Pela observação da desigual­
dade de Holder (1.2.16), verifica-se (b) e, finalmente, tomando fi(a) =  (c(p+  l ) ) 2p 
e f(v(a)x) =  sechp(py/c£) no lema (3.1.3) verifica-se (c).
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Também para verificar a hipótese 3 precisaremos dos seguintes lemas 
Lema 3.5.2. Hc(<èx) =  0 para =  (<f>tp)T
Prova. Como Hc é definido por Hc =  E"($) — cQn($) com $  =  então
derivando £*($) e Q'($) temos
> a^ + P <^~ 1V +l ( p + l ) « ^hj =  —
(p -f 1 +  p<?Jp+V p~1
.  1 0 
Q"(<&) =
0 1
Logo
ô£-I-p$P 1ipp+1 — c ( p + 1)4^1^
Hc =  ~  {
(p -I- 1 ) ^ ^  ^  +  P^p+1(^ p_1 — c
Assim,
T(  dZ + pjP -1^ 1 - c  (p +  l)4?iP  i 
f l c ( # . )  =  -  I (0 x ^ x )
\  (p-\-l)<fiPipp d%+p<p>+1<i)P~1- c
</>XXX +  (P lP * 1)* -  C*t>3
^xxx +  { ^ V ) x  -  Ct/j, 
e por (3.79), obtemos
^c(^x) =  0. (3.83)
□
Observação 3.5.2. Como (f> =  ip, então Hc pode ser escrita como
H = ( ^ + ^ - c  ( p + i w *  ^  (3 84)
Y (p+  l)<f>2p d% +  p4?* -  c 
Lema 3.5.3. O espectro do operador Hc é como segue:
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(3.87)
(1) a(Hc) possui um único autovalor negativo simples,
(2) Ker(Hc) =  span(T\0)<£c) e
(3) o espectro positivo de Hc é inferiormente limitado e existe 6 > 0 tal que
inf((t(Hc) n (0, +oo)) >  S.
Prova. Seja =  (t/?i, ^2) G  X  tal que ip2)T) =  0. Então, por (3.84)
temos que
-  p4>2pil>i +  c^i -  (p +  l)(f)2pip2 =  0 (3.85)
—d^ .ip2 — p4>2pip2 +  c^2 — (p +  l)(f>2pifri =  0. (3.86)
Somando e subtraindo as equações (3.85) e (3.86) obtemos
-cÇ (^i +  $ í) -  (2p +  l)<f>2p(ij>i +  ih) +  c(tpi +  & ) =  0,
- 3 ^ 1  -  V>2) +  4 ^ ( A  - f h t ) +  -  *h) = 0.
Portanto, desde que (rfii +  —> Ocom |f| —> oo é a única solução para o
problema
d2
—x=h +  <fPh +  ch =  Q h e H l (R ), (3.88)dç*
é h =  0, desde (3.87) e a teoria de equações diferenciais ordinárias (ver[16]) tem-se 
ipi +  4>2 =  k<f/, k G  M  e ij)i =  ifa. disto obtemos que (^i ^2)T =  §(<  ^<f>')T- Isto e 
o lema(3.5.2) prova que o núcleo do operador Hc é unidimensional.
Novamente seja ^  =  (V>i ifa)T G  X  tal que Hc((rpi V )^T) =  ^ ) T> 
para A <  0. Então, de (3.84) temos
-^ (V ’l + ^ ) - ( 2p + l)< P (^ l+ '02) +  c(V’l + ^ )  =  A (^ i+ ^ 2), 3^ 8 g ^
Considerando o operador, Lc — — ^  — (2p +  1 )(j>2p +  c, obtemos a partir do lema
(3.5.2) que Lc(<f>') =  0. Desde que (j)' possui um único zero, pelo feito nas secções
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secções 1.4, 1.5 e 1.6 da teoria espectral para operadores auto-adjuntos, o operador 
de Schõdinger e a teoria de Sturm-Lioville respectivamente, veremos que Lc possui 
um único autovalor simples negativo {3, com autofunção positiva Xc. isto é LCXC =  
PXC com Xc e  disto e de (3.89) teremos A =  /?, ipi+ifa =  kiXc e ifii =
i]>2- Além disso, usando o fato que inf{ 7  tal que 7  £ cr(Lc) — {0, /3}} > r i > 0  
temos que Lc verifica a hipótese 3. Finalmente usando argumentos análogos da 
prova do lema(3.2.4) ( generalização das propriedades do operador linearizado Lc 
ao operador Hessiano Hc do sistema) da primeira aplicação concluímos a prova do 
lema. □
Portanto, como Hc satisfaz a hipótese 3, então a estabilidade dos 
solitons para este sistema será determinado pelo sinal positivo de d,r(c). Como o 
soliton explícito do sistema está dado por (3.82) temos:
Teorem a 3.5.4. Sejam p > 1, $  =  (<f>c, <f>c) e c > 0. Tem-se: 
i) Sep  = 1, então o soliton é H 1(1R) x H l {R)-estável.
Prova. Por definição tem-se que d(c) =  E ($ c) — cQ($), 
então
d!(c) =  < & ( * ' ) - c # ( * e) / £ * c > - Q ( * )
=  -<9( $) =  - Q(</>c, <t>c) pois lj)c =  <f>c
+00
=  J  (fcdx de (3.95).
— OO
- f o o  j  -+OO 2
Logo ã (c) =  /  (fèdÇ =  [(1 +p)c]p f  sechp(py/c£)d£.
— OO — OO
Fazendo a mudança de variável x = py/c£ obtemos
r i  i1 +00 2
^ ( c) =  /  sechr(x)dx
— OO
, i .  + O O
e ^ (c )  =  á { I(1p^C]P /  sechr(x)dx}
—OO
=  P ( ^ f ) e  J  sechr(x)dx.
—OO
Portanto, d"(c) > 0 se p < 2, e d”(c) < 0 se p > 2.
Logo verifica-se a afirmação. □
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3.6 O S istem a G ear-G rim shaw
Nesta aplicação estudamos um sistema de duas equações que modela o problema 
físico de interações fortes internas de ondas solitárias ou ondas viajantes. Este 
sistema foi deduzido por Gear e Grimshaw [20] em 1984 e pode ser escrito na 
forma
{ Mt ~l~" U U j  “ f" U Xx x  “f" O i^Vxxx  d \ W x  ^ 2 ( ^ ) 1  —  0h v t +  vvx +  Vxxx +  hasUxxx +  ha^uUx +  M i (uv)x +  rvx =  0
onde ai, 02, a3, 61, 62 e r são constantes reais com b\, b2 positivas eu  e v  são funções 
reais das variáveis reais i e í .
Primeiramente vejamos o teorema do problema de valor inicial e dos 
invariantes do sistema.
Teorem a 3.6.1 (Problem a de Valor Inicial e  Invariantes [28]). O PVI pa­
ra a equação (3.90) é localmente bem posto em X  =  L2(M) x L2(M) para 62-«3 ^  1, 
i.e. Satisfaz
(i) Dado uo € X  existe T  =  T(||mo||*) e uma única solução do problema (3.15)
c o m u e  C([0, T] : X )  n  C71([0, T ]:Y )  =  X(T)
(ii) Existe um r =  r(||«o||) > 0, e uma função contínua não-decrescente F(.) =
F(-, ||«olU , com F(0) =  0 tal que a aplicação vQ -* vt do conjunto {«o € 
X : ||u0 — UqI I <  r} para X (T). Satisfaz ||ut — Ut\\x ^  <  F(\\v0 — “olljr)-
Com invariantes dados por
+00
E (U)  =  |  J  (ti* +  V2X -  y  -  y  -  fliUU2 -  a2U2v)dx
—OO
+00
Q(u) = ~\ I  («2 + v2)dx
—OO
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Prova. Paxa o PVI ver [28]. Como estudamos o caso <13 =  0 e =  &2 =  1, então
o sistema reduz-se a
Ut +  uux +  + aivvx +  0 2  (uv)x =  0
V t - h V V x + ^XXX +  02 UUX +  Oi (u v )x =  0 
Escrevendo (3.90) na forma vetorial obtemos
(3.90)
Ut +  Uxxx +  (VH {U))X =  0 (3.91)
onde
u - r j  « t f (c, ) = £ + £ + ^ + ^
Como nosso objetivo é estudar a estabilidade orbital das soluções 
tipo soliton do sistema, o qual será estudado com as idéias da KdV, precisamos 
conhecer os invariantes como na aplicação anterior.
Da equação (3.91) temos
Ut +  (Uxx +  VH (U))X =  0. (3.92)
Fazendo o produto da equação ( 3.92) pelo multiplicador Mi(U) =  (UXX+VH (U ))T 
e integrando em M  obtemos o invariante que chamaremos energia do sistema E(U), 
como segue
MxUt +  M1(UXX +  VH(U))X =  0
+00
f  (M M  +  Mi(Uxx +  VH{U))x)dx =  0
— OO
+ O O  + O O
/  MiUtdx + f  M iM ^ d x  = 0
—OO — OO
- f  OO
/  (t£ (7 , +  (VH(U))TUt)dx =  0
— OO
+ o c  + O O
f  UjxUtdx +  f  (VH(U))TU,dx =  0
—OO —OO
+ O O  + O O
-  /  U l U ^ + i  f  H(U)dx =  0
— OO “ OO
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+00
l i  í  (,-UlUx +2H (U ))dx =  0
—OO
Portanto
+00
\  J ( u I  +  v x ~ y ~ y ~ a i U v 2 ~ “ 2 “ ^ ^  =  C t e
— OO
Logo E(U(t)) =  E(U( 0)) e
+0O
,3 0,3
E (u ) =  \  J  (u I  +  vI ~ y ~ y ~  ülUv2 ~  a2u2v^d x (3-93)
Ou
r+ 001 n ° °
E(U) = - l  (U?U, -  2H(U))dx. (3.94)
A seguir calcularemos o invariante Q usando o multiplicador M2(t/) =  XJT . Multi­
plicando a equação (3.92) por M2(£/) temos
UTUt +  UT {UXX +  V H  (U))x = 0
+00 +00 +00
J  UTUtd x +  j  UTUxxxd x +  J  Ur (yH (U ))xdx =  0.
—00 —00 —00
Observe que
+00 +00 +00
J  UTUtd x =  j  (uut + vvt)dx =  J  (u2 + v2)dx,
—OO —OO —00
+00 +00
J  [u2ux +  a\uvvx 4- ucl2 (uv)x + v2vx] dx
—00
+OO
+  /  [í^tmiix +  aiu(m;)x] dx.
Como
+00 +00
J  u2uxdx =  0, J  v2vxdx =  0,
-00
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+oo +00 +00
J  aiuvuxdx =  — J  aiv(uv)xdx =>■ J  (a\uvvx + aiv(uv)x) dx =  0,
—oo —OO —00
e analogamente,
+00
J  (a2 u(uv)x +  OqUVUx) dx =  0,
então
+oo
J  UT(VH(U))xdx =  0.
— OO
Logo obtemos
+oo +oo
J  (u2 +  v2)dx =  0 = > -  i  J  (u2 + v2)dx =  —Q(U(t)) =  —Q(U(0)).2 dt
Portanto o outro invariante que chamaremos momento é dado por
+oo
Q(Í7) =  J  (u2 + v2)dx (3.95)
—00
Ou
+oo
Q(U) = - \  f  iFU dx. (3.96)
— OO
Calculemos agora as derivadas de Gâteaux E'(U) e Q'(U) na forma
explícita.
+00
Para o invariante E: Como E(U) =  |  /  (UjUx — 2H(U))dx tem a
— 00
forma matricial similar à aplicação anterior (3.72), então fazendo cálculos analogos
+00
ao caso anterior obtemos E'{U)W  =  f  (W?UX -  VH(U)W )dx.
— OO
Logo a derivadas de Gâteaux em X  = H 1 (JR) x H l (JR) é dada por
E \U ) = -  (Uxx +  V H  (ü)) (3.97)
Ou
, I uxx + |i t2 +  ax4  + a2uv .
E  (U) = — ( 22 2 ) (3-98)
VXx  +  \  +  UlUV +  02
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Paxa o invariante Q: Como o invariante Q da aplicação anterior dado 
pela equação (3.74) é igual ao invariante deste sistema Gear-Grimshaw dado pela 
equação (3.96), então os cálculos feitos na aplicação anterior também valem para 
este sistema. Portanto, a derivada direcional e de Gâteaux Q'(U) é dada por
(3.99)
□
O bservação 3.6.1. Escrevendo o sistema vetorial (3.92) na forma hamiltoniana 
dx 0
com J  =  | | obtemos
0 dx
Ut = [ dx ° ) E'{U) =  J E \U )  
0 Õx
Ut = JE'{U)
2 2 - u xx -  \  -  02uv2 1 2
2 2 - v xx — \  — a2\  — aiuv
í.e
ut \  I  dx 0 \  I  - u xx d i \  -  aauv 
vt j  \  0 dx J  \  —vxx — y  -  0 2 ^  -  ai uv
Por outro lado, derivando E'(U) e C^ {U) com at = 0 2  = a temos que
, —Õi — u — av —a(u +  u)
E"(U) =  | h  (3-100)
—a(u +  v) —d? — v — au
(3.101)
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Como Hc: X  —> X*  é definido por Hc = E"{$)  — cQ''{$) com c > 0 então
/  -d% -  $  -  ail) +  c -a((/> +  tj>)
Hc — I
\  —a(^ +  $) —<% — ifr — a<i> +  c 
e tomando ip =  <f>, obtemos
(  —d% — (1 +  a)<f> +  c —2a<j>
H c =  *  | (3.102)
y —2a<f> —d% — (1 +  a)<j> +  c
Observação 3.6.2. Se considerarmos o isomorfismo natural G: X  —» X* tal que 
(GU, V) =  (U, V )x , definido por
i - f l g  o 
0 1 - f l g
obtemos o operador linear G~lHc\ X  —> X ,  onde
G-* = (  (1 “ °
\  o ( i  -  a i ) - \
o qual satisfaz
(iG~1Hc(u,v)/(y,z)}x  = (Hc(u ,v ) /(y ,z )) =  ((u,v)/G ~lHc(y,z))x
i.e, verifica que é auto-adjunto.
3.6.1 E xistência de solitons
Vejamos agora o soliton do sistema Gear-Grimshaw. Como consideraremos soluções 
suaves da equação (3.91) que decaem no infinito da forma (u(t, x), v(x, t)) = {4>c(x— 
ct), xj)c{x — cí)), com c > 0 e como c é fixo escreveremos $  =  (<j>, tp) ao invés de 
$ c =  ((f>c, ipc)- Deste modo, substituindo $  em (3.91) e assumindo que <^ (£), VKO) 
${£)”■> tPiQ" — ► 0 quando |£| — ► oo temos que
+  c$' -  (V i/($ ))' =  0
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Ou
-<!>'" +  aj>' +  <h.W>)' =  0
(3.103)
-tP"" +  c^' -  (Ç  +  axH> +  f  <t>2)' = 0
Integrando (3.103) e restringindo o sistema (3.103) ao caso %]) =  <t> obtemos o sistema
(3.104)
—Ctj> +  <f>n +  (| +  — 0
- c ^ + ^ + d + f + ai ) « ^ = o
Mas ainda, paxa que ambas as equações do sistema (3.104) sejam iguais devemos 
ter flj =  «2- Portanto, fazendo ai =  02  =  a €  M  em (3.104), obtemos a equação 
elíptica não-linear dada por
~(j>" +  aj> -  i ( l  +  3a)<j>2 =  0 (3.105)
onde com £ =  x — ct.
Por outro lado, pela teoria apresentada no lema (2.0.19) tem-se que 
se $  £ Dom (T'(0)) =  lP(]R) x H2(M) satisfaz a equação estacionária
(E'($) =  < # ($ ), onde $  =  e c > 0,
W  /
então T(ct)& é um soliton da equação (2.1) e tem-se também que obter o soliton 
do sistema (3.91) para ax =  a2 =  a é equivalente a obter a solução da EDO
—<t>" +  ctf>— ^(1 +  3a)<j>2 =  0 com ifr =  <j>. z
Continuando provaremos a existência de um soliton para (3.105). 
Assim como nas aplicações anteriores temos que a equação (3.105) tem a forma da 
equação (3.4), portanto, tomando a  =  c, (3=  > 0 e q =  1, pelo lema (3.1.2) 
obtemos o soliton explícito dado por
« * >  =  ■ > - 5  (3106)
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3.6.2 Estabilidade de solitons
Prosseguindo veremos a estabilidade dos solitons do sistema Gear-Grimshaw. Simi­
larmente a KdV, tem-se para este caso as hipóteses 1 e 2 como seguem:
H ipótese 1. (Existência de Soluções)
Paxa cada uq E X  =  Hl (M) x H 1 (IR) existe T  >  0 dependendo de ||«o||* ? tal que
o sistema hamiltoniano (3.29) tem uma solução u € C({0, T]; X ) com «(0) =  «o e 
E(u(t)) =  E(uo), Q(u(t)) =  Q(uq), para todo t  € [0, T].
De fato, pelo teorema (3.6.1) a hipótese 1 está provada.
H ipótese 2. (Existência de ondas solitárias)
Para cada c > 1, temos que
(a) Existe uma solução da equação (3.105),
(b) E H '(R ) x
(c) a função c e  JR+ —^ <^c e  H 1 (M) x Hl (IR) é de classe C 1,
( d )  4. t  Ker ( £ ) .
Pelo que foi feito na secção (3.6.1) sobre existência de solitons temos que o soliton 
explícito dado por (3.106) verifica diretamente (a) e (d). Pela observação da de­
sigualdade de Holder (1.2.16), verifica-se (b) e, finalmente, tomando fi(a) =  e 
f(v(a)x) =  sech2( j ^ )  no lema (3.1.3) verifica-se (c).
Também precisaremos verificar os seguintes lemas com relação a hipótese 3.
(  $Lema 3.6.2. HC(Q>X) =  0 para $  =  I
w
Prova. Por (3.102) temos que
Frr* (  - aZ - ( 1 + a)<l> + c ~ 2a4> tlcY&x) — I
\  — 2a<j> —d% — (1 +  a)(f> +  c
TT _ , (  <f>xxx + iL Y^<t>2x  - c d > x  +  2cuj)jpx
H c ( $ x ) = - I
V  Ipxxx +  (1 +  a)<t>l*Px - C i p x -  a<t>l
Logo fazendo ip — <f> e usando (3.105) obtemos
Hc($x) = 0
□Lema 3.6.3. 0  espectro do operador Hc é como segue:
(1) a(Hc) possui um único autovalor negativo o qual é simples;
(2) Ker(H c) =  span{T{tí)4>c);
(3) O espectro positivo de Hc é limitado inferiormente e existe 6 > Q tal que
íd£((t(Hc) D (0, +oo)) >  6.
í  í  \Prova. Seja =  I I e  X  tal que Hc I 1 =  0. Então, por (3.84) temos 
\  )  \  )
que
1 — (1 +  a)(fnpi -I- ctj)i — 2a^ 2  =  0 (3.107)
2 — (1 +  a)(f)ip2 +  cfp2 — Zcufrpi =  0. (3.108) 
Somando e subtraindo as equações (3.107) e (3.108) obtemos
—S ^ i  +  V^ ) -  (1 +  3a)<£(V>i +  V’2) +  c(V’i +  ^ 2) =  °>
- ^ ( ^ i - ^ )  +  ( a - l ) ^ ( ^ | - 0 2 )  +  c ( ^ i - ^ )  =  °-
Portanto, como (^1 +  ih)(Ç) —> 0 quando |£| —► 00 e a única solução do problema 
d2
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(3.109)
d e
h +  ci<j>h + ch = Q h G H l (M), e Ci >  0 (3.110)
é h = 0, então pela teoria de equações diferenciais ordinárias (ver [16]) tem-se que
(  <f>'\xpl -\-tp2 = k<f/, k e  M, e ipx =  ip2 - Disto obtemos que (ipi ip2)T = § ( I - Isto
V  # )
e o lema(3.6.2) provam que o núcleo de Hc é unidimensional.
Novamente seja 'S' =  (ipi tj^)T e  X  tal que Hc((xpi tp2)r ) =  A(^i fh )T, 
para A <  0. Então, de (3.107) temos que
+  ^ 2) -  (1 +  3a)<M>i + *h) + c(tft 1 +  th) = A(V>i +  ^ 2), ^  i i  
k -â%(rpi -  ifa) +  (a -  l)(/>(ipi - i k )  + c(V» 1 -  fa)  =  A(^i -  ^ 2).
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Considerando o operador Lc =  — ^  — (1 +3a)4>+c: obtemos a partir do lema (3.6.2)
que Lc(<f>’) — 0. Como <ff possui um único zero, pelo feito nas secções 1.4, 1.5 e 
1.6 da teoria espectral para operadores auto-adjuntos, o operador de Schõdinger 
e a teoria de Sturm-Lioville respectivamente, veremos que Lc possui um único 
autovalor simples negativo /3, com autofunção positiva Xc, isto é LCXC =  {3XC com 
Xc 6 disto e de (3.111) temos que A =  /?, 4- xp2 =  kiXc e xj)i = ifa.
Além disso, usando o fato que inf{ 7  tal que 7  G a(Lw) -  {0,/3}} >  v >  0 
teremos que Lc verifica a hipótese 3. Finalmente usando argumentos análogos da 
prova do lema(3.2.4) ( generalização das propriedades do operador linearizado Lc 
ao operador Hessiano Hc do sistema ) da primeira aplicação concluimos a prova do 
lema. □
caso das aplicações anteriores.
Teorem a 3.6.4. Sejam $  =  <j>c), c >  0 e a >  — | .  Então o soliton $  dado por 
(3.106) é H l {M) x H 1 (M)-estável.
Prova. Por definição tem-se d(c) =  E(3>c) —cQ($c). Devemos provar que <f'(c) >
0. Observando que tpc =  4>c obtem-se
Portanto, como Hc satisfaz as 3 hipóteses, então a estabilidade dos 
solitons para este sistema será determinado pelo sinal positivo de d"(c) como no
<H(c) =  < B '(* c)-c Q '(* c) , ^ * C> - Q ( « C) 
=  -Q(®c) = - Q(<f>c, 4c)
—00
Logo, de (3.95) fazendo a mudança de variável x = ~  obtemos
—  00
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e, consequentemente
+00
97/,2 C
^ (c) =  ( T T s íF  J  sechl( ^ i x -
—OO
Logo, d"(c) > 0 pois c > 0 e a > — □
3.7 O utras A plicações
Outra equação que possui solitons orbitalmente estáveis é a equação de Benjamin- 
Bona-Mahony estudada em [7]. A seguir faremos uma discussão breve da existência 
e estabilidade de solitons para a equação de Benjamin-Bona-Mahony multidimen­
sional
ut(x, t) — Aut(x , t) + Div g(u(x, t )) =  0 em Mn x M , (3.112)
onde g é uma aplicação de classe C1(JR; f f l 1), com coordenadas gj, j  = 1,..., n
n
e Div g(u) = £  £ : 9 j{u). 
j= 1 1
Este problema Foi estudado em [31], onde o autor prova que uma 
família de soluções do tipo soliton de (3.112) são estáveis. A existência dos solitons 
é feita usando-se o teorema de compacidade concentrada de P.L. Lions. Como 
veremos a seguir, prova-se também que as soluções do tipo solitons de (3.112) 
pertence à classe ^ ( ( 1 , 00); H 1(]R!ri)) D C7((l, 00); H 2^ R")).
Um soliton da equação (3.112) é uma solução da forma:
u(x, t ) =  (f>(x — k t) (3.113)
onde (j> ^  0 tal que lim <£(£) =  0 e k =  (&i,fc2,-.,fcn) é um vetor fixo de
ICI—>0°
JFC1. Para achar solitons de (3.112), substituimos (3.113) em (3.112), supondo (f> de 
classe C3. Para que <f> defina um soliton temos que impor as seguintes condições 
para k e g : k =  (k, ...,k), k > 1 e gj(s) =  s + V7 =  1,..., n, onde p > 1 é um
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número inteiro. Para esta escolha, (3.112) reduz-se a 
fjjt+i
k A 4 — k<j) + (j>-\-------- =  0 em 2R". <j> E  C3(MN) e lim <f>(£) = 0.
P  +  1 ICI— foo
(3.114)
Fazendo a mudança de variável
<f>c =  (c -  1)* (p +  — -)* f) (3.115)c
em (3.114) obtemos o problema elíptico não-linear
-A u  +  i ) - t ^ 1 =  0 em JfT, v i£  0, v E  H 1(JR n). (3.116)
A existência de uma solução radialmente simétrica de (3.116) é obtida a partir do 
seguinte problema de minimização sem vínculo:
Determinar f  E  ií^ iR "), f  ^  0 tal que
M(Ç) =  inf Jf (v)  (3.117)
onde M  é o funcional não-linear
J  \Vv\2dx +  J  v2dx
Aí(v) = — ■------------—  (3.118)
2 ( f  |u|P+2dx) "+2
K"
definido em H 1(1R?) — {0} sob as seguintes restrições sobre p e n:
2
1 <  p < oo, se n < 2 ,  e 1 < p  < ----- se n > 2. (3.119)n — 2
Como J\f(\v) = N {v),  VA € JR, então o problema (3.117) reduz-se ao seguinte 
problema:
Determinar tu E H l (Mn), w  ^  0, tal que 
M (w)  =  íd í{ M ( w )  : w E  H l (Mn), J  \w\p+2dx =  l } ,  (3.120)
AP*
onde M  é definido em H 1 (iR") por
+00  +00
M(w) — ^  J  \w"\2d x+  J  w2dx (3.121)
— OO — OO
O problema (3.120) é resolvido usando-se o teorema de compacidade concentrada 
de P.L.Lions [24].
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Teorem a 3.7.1 (M . W einstein [38]). O problema (3.117) tem uma solução f  € 
Hl (Ä") possuindo as seguintes propriedades:
(i) t  > 0,
(ii) £ é radialmente simétrica, isto é, £(x) =  £(—x),
(iii) f  é estritamente decrescente como o raio, isto é, f(x 2) =  f ( —X2) <  f(x i) =
£ (-x i), se |xi| < |x2|,
i  i 
(vi) v =  <Po(p-h l)* f  , onde
é solução do problema (3.116).
Observação 3.7.1. Sob as condições (3.119), usando resultados conhecidos de 
regularidade elíptica ([14], pág. 181) e as imersões de Sobolev (1.2.19):
IT^iST) ^  L«(lRn), (3.122)
onde
a) 2 <  q < 00, se 2m  =  n,
b) 2 < q < J j2m> ^  < n  e
c) q =  00, se 2m > n.
H m(I tn) C * ^ ) ,  s e m > ^  +  ife, (3.123)/à
concluímos que v € C3(-R").
Obviamente a equação (3.115) é uma solução do problema (3.114)
por ser uma mudança de variável.
Observação 3.7.2. Desde que v 6 C3(JR") e u é  radialmente simétrica, pelo lema
2 de [9], existem constantes positivas K  e 7  tais que:
|z r y x ) |  <  K e ~ ^ x\  vx  e  x r ,  v |7 | <  2. (3.124)
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Usando as idéias da prova do lema (3.1.3), como uma espécie de 
generalização para M ”, aplicado a equação (3.112), verifiquemos o lema seguinte
Lem a 3.7.2. Se A(c) = (j>c = (c — l)*(p +  1 ) p ü ( ( ^ ) ^ ) ,  Vc >  1, então A e  
C \ ( l ,  oo); H 1^ ) )  n  C(( 1, oo); # ( * ■ ) ) .
Prova. Seja u(c) =  ( ^ J * .  Como v € C^-R”) e k > 1, então <f>k € (^(JP*). 
Seja wc =  //(c)u(i/(c)x) +  n(v(c)x).Vv(y(c)x), Vx e  iR”, onde /i(c) =  ((c — 1 )p +  
l))p, Vc >  1. Por (3.124) wc € /^(JR"). Vamos provar que A'(c) =  wc, i.e., que
A(c +  h) — A(c)
limh-yO h — Wr =  0.
Para isto é suficiente provar que:
(i)
A (c+ h)-A (c) Wr
(ii) Vj‘ =  1, 2,
-> 0, quando h —► 0;
U £ H o  +  h) - £ - A ( c ) ) - & 0, quando h -* 0.
Novamente como os argumentos usados na prova de (i) e (ii) são os mesmos, 
provaremos somente (i).
Temos:
A (c +  h) — A(c)
h
=  J  | K c  +  h)v(v(c +  h)x) -  ti(c)v(v(c)x) |2 ^
JR71
< 2  J  I ^ Í E - Z L ^ — — t)(i/(c +  f t ) i )  — i/'(c)u(v(c)x)|2dx+
K*
« f  I / M9|ü(I/(c+  /l)x) — ü(l/(c)x) _  , / x lio.+ 2  I |/t(c)| |— —------ - — y (c)x.Vt;(i/(c)x)| dx
Seja
tph(x) = ,/x(c+fe) ~ /j(c)1 /i v(v(c +  h)x) — '(c)x) |2, Vx e  JR”,
e h G 2R, h ±  0, tal que —^  < h < 1. Para cada x 6 iR" fixo, a função 
s —» v(fi(s)x) de (l,oo) em iR é contínua, logo u(v(c +  /i)x) —> v(u(c)x) quando 
h —> 0. Como [i é diferenciável, segue-se que iph(x) —> 0, quando h —> 0. Além disso,
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pelo teorema do valor médio, existe 0 <  a  < 1 tal que ■^e+h^  =  //(c  +  ah). 
Usando este fato e (3.124) obtemos
c — 1
|t/fc(x)| <  xj)(x), Vx 6 R n, V ----- —  < h <  1, h ^  0,
onde
(x) =  4t f 2
Como ^ € Lx(]Rn), pelo teorema da convergência dominada de Lebesgue con­
cluímos que J  iph(x)dx —► 0, quando h  —>■ 0.
ntN
Agora, seja
&(*) =
v(u(c+h)x) — v(v(c)x)
h
— i/(c)x.V v(v(c)x)
V x e  IR" e — ^  <  h <  1, /i 7^  0. Para cada x € 2R, usando a diferenciabilidade 
da função s -> u(i/(s)x) de (1, oo) em R ,  concluímos que fh(x) 0 quando h —t  0. 
Além disso, usando novamente o teorema de valor médio, encontramos 0 < 9 < 1 
tal que
v(v(c + h)x) — v(i/(c)x) = i/(c  4- 0h)x.V v(u(c + 0h)x).
Logo, usando novamente (3.124) obtemos |£â(x)| <  Ç(x ), Vx e  R J 1 e — ~  <  h <
1, h í  0, onde
£(x) =  AK2m / '^ C ^  ^^ \x^e~2Sv^ ^ ^ .
Como £ e  L1 (JR"), pelo teorema da convergência dominada de Lebesgue concluímos
que J  £h(x)dx —t 0 quando h —> 0. Portanto disto concluímos a prova de (i).
JR»
Finalmente usando argumentos análogos provamos que a aplição a  —>• 
A(a) de (1, oo) em /^(iR ") é contínua e que A e  C7((l, oo); if^-R**)). □
Alguns solitons são também conhecidos como bound states, como é o 
caso das equações que são invariantes sobre fases de transformações que possuem 
soluções bound states. Estas soluções são geradas pelo grupo padrão T{s)u =  etsu. 
A estabilidade destas soluções foi estudada em [36] paxa a  equação não linear de 
Klein-Gordon (uu — A u + g(\u\2)u =  0, x (E RJ1) e a equação não linear de 
Schrödinger (—iut — Au  +  ^(|i£|2)u =  0, x €  .R").
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