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1. INTRODUCTION 
In a recent paper M. Hasson [3] has investigated the behavior of the 
derivatives of the polynomials of best approximation of a function f on 
(- 1, 11. These investigations have led to norm estimates on the derivatives of 
the polynomials and on the distance between these derivatives and the 
respective derivatives of the function. Separate results were obtained when 
the norms were taken over the whole interval and when they were taken on a 
subinterval (where the estimates are significantly better). This calls for 
pointwise estimates in the spirit of the results of Timan [6] and Trigub [7]. 
In Section 2 we obtain pointwise estimates on the distance between the 
derivatives of the polynomials of best approximation off and the respective 
derivatives of J These results extend and unify those of Hasson [3]. In 
Section 3 we consider higher-order derivatives and obtain estimates on the 
growth of the sequence of derivatives of the polynomials of best approx- 
imation. Some special cases of these results are due to Hasson [3]. 
2. SIMULTANEOUS APPROXIMATION BY THE 
ALGEBRAIC POLYNOMIALS OF BEST APPROXIMATION 
Let E,(f) denote the rate of approximation to f by polynomials of degree 
<<n in the sup-norm on I-1, 11, i.e., 
where n,, is the set of all algebraic polynomials of degree <n and ]]f-P]] = 
max -I<X<l If(x) -P(X)l* 
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Our main result yields pointwise simultaneous approximation of a 
function and its derivatives by its polynomials of best approximation and 
their derivatives. 
THEOREM 1. For r > 0 let fE C’[-1, 11 (f is r times continuously 
dfferentiable in 1-1, 11) and let P, E l7, denote its polynomial (of degree 
<n) of best approximation on [- 1, 1 1. Then for each 0 < k < r and every 
-I<X<l, 
if (%) - p:k’(x)j < 3 [d,(x)] -k En&(f (k)), n > k, (1) 
where d,(x) = d-/n + l/n* and C, is an absolute constant which 
depends only on r. 
Since it is well known (see [2, p. 391) that there is an absolute constant K 
such that iff E C’[-1, 11, then 
E,(f)< (Wn)L,(f’)~ (2) 
we immediately conclude 
COROLLARY 1. Let fE C’[-1, l] and let P, be its nth polynomial of 
best approximation on [ - 1, I]. Then for each 0 < k < r and all - 1 < x < T, 
If (k)(x) -P:k’(x)l 4 $ [d,(x)] -k E,-,(f 9 n > r. (3) 
Other consequences of our theorem are Hasson’s [3, Theorems 2.3, 2.4 
and 2.81. 
COROLLARY 2. Let f E C’[-1, 1 ] and let P, be its nth polynomial of 
best approximation on (- 1, 11. Then for each 0 < k < r, 
(9 11 fck) - Py’II < CrnkEu-k(f’k’>9 n > k, 
< K,nZk-‘E,_,(f(“), n > r. 
(ii) If -1 < a <P < 1 and Ilf -PllIn.BI = maxaGxcb If(x) -p(x)l, 
then 
Ilfck’ - p:k’II,,,,j <A,E,-,(f (k)), 
< B,nk-‘E,-,(f (“‘), 
n 2 k, 
n 2 r, 
where A, and B, depend only on a, /I and r. 
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It should be noted that Theorem 1 improves upon Hasson’s results- 
Corollary 2-only in that it demonstrates the way the constants A, and B, 
depend on the interval [a,/?]. 
Proof of Theorem 1. Since Theorem 1 is evident for r = 0 we proceed by 
induction assuming that it is true for some r > 0 and that f E C’+ ’ [- 1, 11. 
Then f’ E C’[--1, 11, so that it follows from (1) that for 0 < k < r and 
-l<X<l, 
(4) 
where q, _ i is the polynomial of degree <:n - 1 of bast approximation to f ‘. 
Let 
F(x) =f (x) - i.X q,-,(t) df 
1 
=f (x) - Q,(x), 
then by (4) 
IF'(x>l < C,E,-,(f'). (5) 
It is well known that (5) implies the existence of a polynomial pn of degree 
<n such that 
IIF-AII +-,(f') (6) 
and 
IIP:,II< GE,-,(f') (7) 
(]I I] is the sup-norm on [-1, 11). In fact the Jackson operator provides such 
ap,. Now, by virtue of an inequality of Timan [6, 4.8(5 l)], we get from (7) 
Ib!?(x>l< [d,(~)l’-~M,E,~,(f’), l<k<r+l. (8) 
Let R, denote the polynomial of degree <n of best approximation to F. 
Then, again by Timan’s inequality for 0 < k < r + 1, 
IR%) -P:~‘@)I G PnW-k 4 IlRn -PAI (by (6)) 
< P,(x)1 -k M: 
[ 
En(F) + $%,(I. ‘)I (by (2)) 
< [4(x)l-k~Uf’), (9) 
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since E,(F) = E,(f). Combining (8) and (9) we have, for 1 < k < r + 1. 
IR:k’(x>l 4$ M~)l-k~,-I(f’) 
< 3 [d,(x)] -k E,-,(f’k’). (10) 
Now P, = Q, + R, is evidently the polynomial of best approximation off 
and (1) for 1 < k < r + 1 follows from (4) and (IO). For k = 0 (1) is self- 
evident. 
It is interesting to compare (3) with the estimates on simultaneous approx- 
imation of Trigub [7]. The comparison should be made with the following 
result that follows easily from that of Trigub. We wish to thank the referee 
for suggesting the short proof that follows; our original proof was somewhat 
cumbersome. 
THEOREM 2. For r > 0 let f E C’[-1, 1 ] and let n > r. Then there exists 
a polynomial p, of degree <n such that 
If’“‘(x) -P%)l < C,[4(x)]‘-k L,u-“‘) (11) 
for k = 0, l,..., r and - 1 < x < 1. The constant C,. is independent off, n and 
x but may depend on r. 
ProoJ Choose a polynomial q,, such that 
Ilf (r) - SP’II <~E,-,(f (I)). 
By Trigub’s theorem [7] there exists a polynomial R, such that 
I(f - q?’ (x) -Ri,k’(x)l < ‘W,(x)l’-k OJ ((f - q$‘), $) 
< C#,(X)]‘-~ En-,(f (r)). 
Now take p,, = q, + R, and the theorem follows. 
Comparing (3) and (11) we see that the polynomials of best 
approximation in general do not provide the rate of the best simultaneous 
approximation ear the end points. 
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3. HIGH-ORDER DERIVATIVES OF THE 
POLYNOMIALS OF BEST APPROXIMATION 
In this section we are going to establish estimates on the growth of the 
sequence {P:‘)(x)} (n > 1) for each k larger than the order of differentiability 
off, thus complementing the results in Section 2. 
Our first result is 
THEOREM 3. For r >, 0 let f E C-1, l] and let P, E IT, denote its nth 
polynomial of best approximation. Then for each k > r there exists a constant 
K, depending only on k, such that for every -1 < x < 1 
]Pkk’(x)] < $ [d,(x)]-k w (fir), $) , n = 1, 2 ,..., (12) 
where, as usual, o(f (r’, ) denotes the modulus of continuity off (r’. 
As special cases we get an improvement of Hasson’s [3, Theorems 3.2 and 
3.31. (In fact we improve Theorem 3.3 in that we do not have to restrict 
ourselves to functions whose derivatives are in Lip E, thus closing a gap 
between Theorem 3.2 and 3.3. Also our constants are independent off.) 
COROLLARY 3. Let f E C”(- 1, I] and let P, be its nth polynomial of best 
approximation. Then for each k > r 
(i) There exists a constant K depending only on k such that 
]]P~k’]]<Kn2k-‘~ n = 1, 2,.... 
(ii) If -1 < a < /? < 1, then there exists a constant M depending on k 
and on a, /I such that 
IIWlM3, n = 1, 2,.... 
For the proof we need the following result of Runck [ 5, III Satz]. 
THEOREM R. Let f E C’[- 1, 11. Then for every n > r there exists a 
polynomial p, of degree <n such that 
If yx> -p;‘(x)] < c@,(x)]‘- w(f @I, d,(x)), i = O,..., r (13) 
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and 
IPl;“‘W < c,, 1 ku4rk 4f(“~ a”), k>r+ 1, (14) 
Ci, i = O,..., r + 1 are constants independent ofJ 
Proof of Theorem 3. For n > r let p,, be the polynomial of Theorem R. 
Then 
Ip:k’(x)l < IW(x) - P~Wl + I P%4. 
Now, by [6, 4.8(51)], 
(p:k’(x) -P$k’(x)l < cklA,(x)l -k 11’” -&Ii 
by virtue of (13) and the fact that P, is the polynomial of best approx- 
imation off: Hence by (14) 
I Pik’(x)( < + [d,(x)] -k w (f(F), f) . 
Since (12) is trivial for 1 ,< n < r (the left-hand side of (12) being zero for 
these n) the proof of Theorem 2 is complete. 
We do not know if Theorem 3 is sharp for r = 0 and k = 1 in the sense 
that for some functionfinequality (12) can be reversed for some -1 < x < 1. 
However, Hasson [4, pp. 492-4931 shows that for any f in the Zygmund 
class of [-1, l] if -1 < a </3 < 1, then 
IICII la,41 G kfn* 
Thus (12) is not sharp for r = 0 and k > 2. 
We propose to strengthen Theorem 3 in the following way. 
(15) 
THEOREM 4. Let f E C[-1, I] and let P, E l7,, denote its nth polynomial 
of best approximation. Given r > 1, for each k > r there exists a constant K 
depending only on k and r such that for every -1 < x < 1, 
I P:k’(x)l < W,(x)] -k w, ( i f, + 7 
n = 1, 2,.... 
Note that (15) follows immediately from (16) for k = r = 2. 
The proof of Theorem 4 requires a lemma. 
(16) 
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LEMMA. Let f E C[- 1, 1 ] and let r > 1. Then for every n > 1 there exists 
an nth degree polynomial p,, such that 
If-P,IICwr .A f 7 
( ) 
n> 1, (17) 
II p~‘II< Cn’o, f, + , 
( ) 
n> 1. (18) 
C is a constant which depends on r only. 
Proof. First observe that if fcr-‘) is absolutely continuous and 
f(‘) E L,[-1, 11, then (17) and (18) take the form 
IV-PAI G C Ilf9m n-5 n> 1, (19) 
II PiTI G c Ilf%3a, n> 1. (20) 
That for such an f there are polynomials pn for which (19) and (20) hold 
follows immediately from Theorem R (with r - 1 instead of r). 
DeVore [ 1, Theorem 2.1) showed the equivalence of the K functional and 
the rth modulus of smoothness. Hence given fE C[-1, 1 ] for every 
0 < h < 1 there exists a function f,, E W,,, [-1, 11, i.e., f j,‘-” is absolutely 
continuous on [-1, l] and f r’ E L,[-1, 11, such that 
Ilf -fAl <Ad.L h), (21) 
Ilf i%, <Ah-‘w,U h). (22) 
A depends on r only. 
Now for n > 1 choose h = l/n. Then by (19), (20) and (22) there is a 
polynomial p, such that 
Ilfw-PnllG% .f+ 3 ( i n> 1, 
and 
n> 1. 
Combining with (21) completes the proof of (17) and (18). 
Proof of Theorem 4. Let pn be the polynomial satisfying (17) and (18). 
Then 
Ip!%)l < I P’,“‘(x) - P’,k’w + I P:k’(x>l. 
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By (18) and [6,4.8(51)] for k > r, 
n> 1, 
where K depends only on k. Also by [6,4.8(5 l)] and (17), 
lPik’(x) -P:~‘(x)I ,<W,W-k IlPn -~nll 
(23) 
<K”[d,(x)]-k~, (24) 
Combining (23) and (24) we get (16). 
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