Related work
We shall briefly review related works of classical time-frequency analysis on 3D surfaces, and HHT (Hilbert-Huang transform) on regular tensor-product domains and 3D surfaces.
Classical time-frequency analysis on 3D surfaces
Fourier transform is a classical signal analysis tool and could be directly adapted to surfaces, called Fourier transform on surfaces. It can represent shape as superposition of Laplace-Beltrami eigenfunctions (LBEs) analogous to sines and cosines of the Fourier transform in the Euclidean space. This property is first employed by Taubin (1995) to design and analyze approximation of low-pass filters. Vallet and Levy (2008) computed the Fourier transform of signal on the mesh directly. Spherical harmonics (which are the Fourier series on the unit sphere) are used for surface filtering, surface reconstruction, and texture transfer (Mousa et al., 2007; Zhou et al., 2004) . The short-time Fourier transforms are used for processing of point clouds (Pauly and Gross, 2001) . A more comprehensive survey about its applications in geometry analysis and processing can be found in Zhang et al. (2010) .
Compared with Fourier transform, wavelet transform is more powerful for signal processing because of its locality in both space/time and frequency domain. Subdivision wavelets (Guskov et al., 1999; Schröder and Sweldens, 1995) are a natural construction of wavelets on surfaces via explicit subdivision. Despite their earlier success, they are constructed on regular geometric domain via explicit parameterization (Schröder and Sweldens, 1995) , or curved surfaces satisfying subdivision connectivity (Guskov et al., 1999) which limit their application scope to mesh compression and level-of-detail rendering. Diffusion wavelets are first proposed by Coifman and Maggioni (2006) that use a diffusion operator and its dyadic powers for dilation, which generalize the classical wavelets by allowing multiscale analysis on graphs. Hammond et al. (2011) proposed spectral graph wavelets being represented by a generating kernel and eigenfunctions of the Laplace operator. Diffusion wavelets and spectral graph wavelets do not need explicit parameterization and subdivision and will result in more extensive applications, such as saliency visualization (Hou and Qin, 2013) , feature description and detection (Hou and Qin, 2012; Kim et al., 2014; , submitted for publication), shape retrieval (Li and Hamza, 2013) , mesh compression (Zhong and Qin, 2014) , etc.
HHT on regular tensor-product domains
In 1998, Huang et al. proposed a fully adaptive data analysis and processing method in 1D for time series, called HilbertHuang transform, which includes EMD and Hilbert spectral analysis. EMD generates IMFs by a sifting process, which needs to find local extrema points (maxima and minima) and subsequent interpolation of those points in each iteration of the process by cubic splines to generate upper and lower envelopes (Huang et al., 1998) . The time-frequency-energy distribution of the signal from each IMF can be computed by Hilbert transform. This method can overcome the limitation of Fourier analysis, short-time Fourier analysis, and wavelet analysis that essentially depend on the predefined basis functions and has been applied to various scientific research and engineering fields (Battista et al., 2007; Chiang et al., 2010; Di et al., 2014; Gemmrich and Farmer, 2004; Huang et al., 1998; Lundquist, 2003) .
This technique has also been extended to 2D data/images. Linderhed (2002) used a thin-plate spline for surface interpolation to develop 2D EMD algorithm for an image compression scheme. Nunes et al. (2003) generated envelope surfaces by radial basis function interpolation and used the Riesz transform in 2D Euclidean space (a high dimensional generalization of Hilbert transform) for image analysis. Xu et al. (2006) directly used a mesh fitting method based on bicubic spline to compute the local mean surface of the data, which can accelerate the sifting process. Xu et al. (2009) used 2D quaternion Hilbert transform to generate a space-frequency-energy distribution of 2D image data and can be applied to texture analysis. Benefited from the powerful ability in data analysis and processing of HHT, other various applications in image domains have also been proposed, such as image fusion (Yeh, 2012) , facial emotion recognition (Ali et al., 2015) , skeleton pruning (Krinidis and Krinidis, 2013), etc. As for signals on more high-dimensional regular tensor-product domains, Pabel et al. (2010) extended the 1D EMD method to any dimensional signals with an adaptive wavelet data fitting procedure, and then used Riesz transformation in high-dimensional Euclidean space to derive instantaneous frequency and energy distribution. Gao et al. (2013) first used space-filling curves to flatten 3D fluid data into 1D, and then decomposed three 1D signals by the classical 1D EMD method to conduct view-dependent multiscale fluid simulation. Based on the EMD on 3D fluid data, Ren et al. (2013) computed spatial Hilbert spectra by 1D Hilbert transform, which can be used flow field modulation.
HHT on 3D surfaces
Unlike regular tensor-product domains, 3D surfaces are irregular, curved, and possibly have any complex structure, which will unavoidably give rise to more technical challenges when our goal is to extend the coverage of 1D HHT for handling signals defined over surfaces. The earlier method (Qin et al., 2009 ) first transforms coordinate functions of 3D surfaces to 2D planar signals with the help of spherical parameterization, and then obtains the EMD representations by the exiting 2D EMD methods. Wang et al. (2012) directly generalized 1D EMD to 3D surfaces, which computes the upper and lower envelopes of a function by computing a biharmonic field with Dirichlet boundary conditions. These methods (Qin et al., 2009; Wang et al., 2012) directly apply EMD to coordinate functions to conduct 3D surface filtering. Hu et al. (2014) developed a novel framework based on EMD using a measure of mean curvature as an input signal, which can help extract features of different scales of the original surface more precisely. Wang et al. proposed an EMD and Hilbert spectra computational scheme to transform the problem of 3D surface analysis/processing to 1D time series processing by the strategy of dimensionality reduction via space-filling curve (Wang et al., 2015) , enabling us to decompose the original signal into IMFs and use the 1D Hilbert transform of a function. However, this method tends to affect the overall accuracy of HHT computation because theoretically it shares common drawbacks of any sampling method in the aspect of information loss.
Despite some limited successes in performing HHT on 3D surfaces in recent years, to the best of our knowledge, none of the aforementioned works directly conduct the Hilbert transform to perform local frequency analysis on 3D surfaces, which has resulted in rather limited applications of HHT being primarily confined to geometry signal processing such as denoising, smoothing, and enhancement. In this paper, we make significantly new efforts to compute the Riesz transform on 3D surfaces, a high dimensional generalization of Hilbert transform, and employ it to compute Hilbert spectra, i.e., a space-frequency-energy distribution of the signal on 3D surfaces, which could in a more quantitative and accurate way characterize critical local feature information (e.g., instantaneous frequency, amplitude, and phase) and will bring forth many more novel applications in graphics and visual computing fields.
Mathematical elements of HHT
We start here by first reviewing the mathematical elements of HHT (Hilbert-Huang transform) in 1D (Huang et al., 1998) briefly, which is comprising two main phases, empirical mode decomposition (EMD) and Hilbert spectral analysis, and then discuss briefly the high dimensional generalization of HHT.
Empirical mode decomposition
The original 1D EMD method (Huang et al., 1998 ) extracts a finite number of intrinsic mode functions (IMFs) and a residue from a 1D time series signal. IMFs are band-limited and with local zero mean, which can represent the intrinsic oscillatory modes imbedded in the original data and can be computed iteratively by a sifting process. This sifting process first computes the upper and lower envelopes of signal f using a cubic spline which interpolates all of its local maxima and minima, then averages the upper and lower envelopes to obtain an approximate median m 1 . If f 1 = f − m 1 does not satisfy the stopping criteria of sifting process, one can treat f − m 1 as a new signal and repeat the same process until a satisfactory f 1 is found and defined as an IMF. After extracting this IMF from the signal, the residue can be used to extract the next IMFs iteratively until the residue is a constant or a monotone trend. Finally, EMD can decompose a given 1D signal f as
where f k , k = 1, · · · , N are IMFs and r N is the final residue.
Hilbert spectral analysis
Once attaining the IMFs generated by EMD, Hilbert spectral analysis (Huang et al., 1998) can be performed via analytic signals (Gabor, 1946) , which can be generated by Hilbert transform.
As for a 1D function h(t), its Hilbert transform (Hahn, 1996) can be defined by
Its corresponding analytic signal h A (t) is formed by a complex conjugate pair consisting of h(t) and H(t). If the signal h(t)
is band-limited and with local zero mean, the analytical signal h A (t) has an orthogonal decomposition into instantaneous amplitude (instantaneous energy) a(t) and instantaneous phase φ(t), such a property is called a split of identity (Bernstein et al., 2013; Felsberg and Sommer, 2001 ), i.e.,
where i is the imaginary unit, a(t) and φ(t) can be computed by
a(t) = h(t) 2 + H(t) 2 , and φ(t) = arctan H(t) h(t)
.
The instantaneous frequency of the signal h(t) can be defined as the derivative of the instantaneous phase, i.e.,
When we are applying the Hilbert transform to all IMFs f k of Eq.
(1), we are able to get the Hilbert spectra H(ω, t) of the signal f , which can exactly describe the signal amplitude varying on a time-frequency plane. The original signal can be represented by
where Re is the operator of real part, a k (t) and ω k (t) denote the functions of the instantaneous amplitude and instantaneous frequency of f k (t), respectively.
Compared to the global frequency and energy generated by the Fourier spectral analysis, the instantaneous frequency and energy in Hilbert spectra are very well localized in the time-frequency domain and can reveal important characteristics of the underlying signal.
Generalization of HHT to high dimensional domains
The success of HHT in processing nonlinear and non-stationary signal in 1D has motivated its generalization to 2D image (Linderhed, 2002; Nunes et al., 2003; Xu et al., 2009; Yeh, 2012) , 3D volumetric data (Gao et al., 2013; Ren et al., 2013) , 3D surface data (Hu et al., 2014; Qin et al., 2009; Wang et al., 2012; Wang et al., 2015) , etc. The extension of EMD to high dimensional domains have been researched extensively where the critical step is the interpolation from extrema at each iteration where various interpolation methods can be used such as radial basis function, thin plate spline, cubic polynomial interpolation and so on. Hilbert spectral analysis in high dimensional domains can also be performed by high dimensional generalization of Hilbert transform including partial Hilbert transform, total Hilbert transform, combined partial and total Hilbert transforms which can also be defined by ways of convolution similar to Eq. (2) (Hahn, 1996) . Besides, Riesz transform is another generalization of Hilbert transform and can be defined for a function h(x) in R n (Stein, 1970; Stein and Weiss, 1971) by
However, Hilbert transform in high dimensional domains defined by ways of convolution (e.g., Eq. (2) and Eq. (7)) is difficult to compute on 3D surface serving as a domain because 3D surfaces are often curved, and possibly have any complex structure (Hahn, 1996) . To the best of our knowledge, the computation method of Hilbert transform on surfaces could not be developed directly in the existing frameworks, which inevitably limits the prior graphics-related efforts in HHT (Hu et al., 2014; Qin et al., 2009; Wang et al., 2012; Wang et al., 2015) .
New mathematical formulations of HHT on 3D surfaces
Let M = (V, K) be a triangular mesh which represents a discretization of 3D surface S, where V denotes a set of vertices In the followings, we first describe briefly EMD on 3D surfaces (Wang et al., 2012) , and then introduce our novel computation method about Riesz transform on 3D surfaces and detail the new method on how to obtain Hilbert spectra via monogenic signals.
EMD on 3D surfaces
As for a given function f defined on a 3D surface, EMD can iteratively generate the k-th IMF f k from the (k − 1)-th residue r k−1 (r 0 = f ) by a sifting process (Wang et al., 2012) . The entire decomposition pipeline is similar to the 1D case, where the interpolation method for computing envelopes from local extrema of the sifting process are conducted over 3D surfaces serving as domains.
A biharmonic field with Dirichlet boundary is constructed to generate the upper and lower interpolation envelopes in EMD on surfaces (Wang et al., 2012) . It is a generalization of the cubic spline to 3D surface and minimizes the thin-plate energy of a function g defined on a 3D surface, and the Euler-Lagrange equation of this energy formulation is
where is the Laplace-Beltrami operator on the surface. The discrete Laplace-Beltrami operator on a meshed surface at a vertex v i can be computed by weighted average over the neighborhood
and can be formulated as a Laplacian matrix with the following elements
If we denote {(
where L is the |V| × |V| discretized Laplacian matrix (Eq. (10)) with cotangent weight (Meyer et al., 2002) , α ij and β ij are the angles opposite to the mesh edge (i, j) , and A i is the Voronoi area of vertex v i .
Riesz transform on 3D surfaces
Our novel computational scheme about Riesz transform on 3D surfaces is to take the full advantage of the important connection between Riesz transform and the fractional Laplacian operator (Stein, 1970; Stein and Weiss, 1971) , which can be computed via a spectral definition of Laplacian operator.
Specifically, the Riesz transform of a function h(x) in R n defined by Eq. (7) can also be changed into
where is the Laplacian operator with the eigenvalues and eigenfunctions {λ k , ϕ k , k = 1, · · · , n}, and −1/2 is the inverse of the fractional Laplacian operator 1/2 , and can be defined by the spectrum of Laplacian operator (Servadei and Valdinoci, 2014) as 
Let ∇ be the gradient operator, the Riesz transform of h defined by Eq. (12) can be written as
This Riesz transform defined by Eq. (14) could be extended to a 3D meshed surface M = (V, K) directly, where the Laplacian operator becomes the Laplace-Beltrami operator and can be discretized by Eq. (9) over the meshed surface M. According to Eq. (13), we can compute the inverse of the discretized fractional Laplacian operator L −1/2 by the eigenvalue decomposition (EVD) of the discretized Laplacian matrix L (Eq. (10)) as follows,
where
is a matrix with their corresponding eigenvectors, and U is the transposition of U. Combined with Eq. (14) and Eq. (15), the Riesz transform of a signal h defined on the 3D meshed surface M could be generated by computing the gradient of the function L −1/2 h, i.e.,
The gradient ∇ g(v i ) of a scalar function g at each vertex v i , defined as a vector in its local tangent plane, is usually estimated by solving an optimization problem using the finite element method (FEM) (Meyer et al., 2001 ), i.e., arg min
where (·, ·) denotes the inner-product operator, and P ij is the projected unit vector of − −− → v i v j in the local tangent plane of v i . The computation of Riesz transform on surfaces in Eq. (16) depends on full eigenvalue decomposition of Laplacian matrix. The time complexity is exponentially growing with respect to the data size, and it is extremely expensive for large datasets in principle. To accelerate the computation, we use partial eigenvalue decomposition to replace full eigenvalue decomposition which is a commonly-used strategy in spectrum geometry processing (Zhang et al., 2010) . Now the formula Eq. (16) becomes
with their corresponding eigenvectors, and U p is the transposition of U p . The entire computational pipeline of Riesz transform on 3D surfaces could be illustrated using Algorithm 1. Fig. 2 shows a sequence of the Riesz transform computed with decreasing number of eigenvalues where the input signal is computed by the length between the vertex position and the model centroid. The plots in Fig. 2(h) show the average error between the magnitude of the Riesz transform generated by Eq. (18) and the result computed by Eq. (16), which shows that few hundred smallest eigenvalues suffice to compute the transform faithfully (with small error). In our experiments, we usually compute the lowest 300 eigenvalues which can obtain satisfied results.
Hilbert spectra computation on 3D surfaces based on monogenic signals
The Hilbert spectra of a signal defined on a 3D surface can be computed by monogenic signal (Felsberg and Sommer, 2001) , which is a high dimensional generalization of analytical signal.
The monogenic signal in 2D Euclidean space is defined by the combination of a 2D signal h(x), x ∈ R 2 and its Riesz transform Rh, i.e.,
where i, j are imaginary units and Rh(x) = (R 1 h(x), R 2 h(x)). If the signal h(x) is band-limited and with local zero mean, the monogenic signal h R 2 (x) inherits the property of the analytical signal about the split of identity (Bernstein et al., 2013; Felsberg and Sommer, 2001 ). This property can guarantee h R 2 (x) is decomposed orthogonally into local amplitude a(x) and local phase φ(x) which represent the local energetic information and local structural components of the signal and can be computed by a( (Bernstein et al., 2013) . Naturally, we can generalize the above definition of monogenic signal in 2D by Eq. (19) to 3D surfaces, and it is denoted as
where i, j, k are imaginary units, and 
They can offer the local feature-sensitive information in image space (i.e., local energy and structure of the image data, respectively) (Bernstein et al., 2013) , which is inherited naturally in 3D surface case (see Fig. 3 ).
Strongly motivated by the important role of the instantaneous frequency (defined as the derivative of the local phase) serving for signal analysis, we propose to exploit the magnitude of the gradient of the local phase as the instantaneous frequency in 3D surface case, i.e.,
(23) When we are applying the Riesz transform to all IMFs f k , k = 1, · · · , N of the signal f to compute the instantaneous frequency and amplitude, we are able to compute the Hilbert spectra H(ω, v) that essentially comprise the space-frequencyenergy distribution, which can exactly characterize the signal amplitude varying on 3D surface for all possible signal frequency in a much more quantitative and accurate manner ( Fig. 1 and Fig. 4) . Algorithm 2 describes the entire computational procedure of the Hilbert spectra of a given signal defined on a 3D surface.
Experiment results and applications
We have implemented the above-mentioned algorithms of Hilbert-Huang transform on 3D surfaces in Matlab 2014 on a computer with Inter Core (TM) i7 computer with 16.0 GB RAM, and rigorously tested them on many models with mesh size from 4k to 100k. The main time-consuming parts of our method include the decomposition of the signal by EMD and the computation of the Riesz transform of all IMFs. EMD requires a sifting process in an iterative way to extract each IMF and two sparse linear systems must be solved in each iteration. Riesz transform would need to compute the eigenvalue decomposition of Laplacian matrix which is the most time-consuming part in our algorithm. The timing statistics of some tested models in our experiments are documented in Table 1 . Fig. 1 and Fig. 4 provide the Hilbert-Huang transform results for the texture signal and the mean curvature signal defined on two 3D surfaces, respectively. These two signals are decomposed into several IMFs using EMD which exhibit quantitative features with the different scales of the signals, i.e., the first IMF represents the finest spatial scale, the subsequent IMFs offer much coarser spatial scales in a whole, etc. However, the leading IMFs in Fig. 1 and Fig. 4 have some oscillatory modes even in flat region (e.g. face and neck), therefore it is inaccurate to regard the serial number of IMF as a measure of frequency. This phenomenon means every IMF has a varying instantaneous frequency distribution and has band overlaps in their frequency ranges, which is called mode mixing Wu and Huang, 2009) . It is a drawback of the original 1D EMD and is inherited in the 3D surface setting. This side effect can be reduced by applying our novel Riesz transform to all IMFs to generate Hilbert spectra with a space-frequency-energy distribution, which can characterize the signal amplitude (Fig. 5(the second row) ) 31, 124 8 10.9 110.81 137.21 Hand (Fig. 9(c) (Fig. 9(a) variation on 3D surfaces for all possible signal frequency. This distribution demonstrates the frequency values are smaller in flat regions (e.g. face and neck) while they are larger in curved regions such as hair, eye, mouth, etc. In fact, Hilbert-Huang Transform on 3D surfaces generates a set of adaptive bases by EMD and an instantaneous frequency energy distribution by Riesz transform from the data, and such process has shown its unique advantage in dealing with non-linear and non-stationary signals in Euclidean spaces. And naturally, we are expecting that such computational framework shall be highly promising in 3D surface analysis and processing, and many geometry analysis and processing tasks can be accommodated, such as spectral geometry processing, feature detection, shape description, saliency visualization, and so on. In the subsequent sections, (in the interest of space) we will focus on the applications of spectral geometry processing and prominent feature detection to illustrate the effectiveness of the novel HHT theory on 3D surfaces.
Spectral geometry processing
Hilbert-Huang transform on 3D surfaces enable geometry processing at different frequencies and places, by filtering their amplitude coefficients. In this application, a measure of mean curvature is taken as the input signal, which has more advantages in Hilbert-Huang transform for signal design and processing than the use of coordinate functions as introduced in Hu et al. (2014) . It is defined as the inner-product of discretized Laplacian operator Eq. (9) at the vertex v i and the corresponding vertex normal as follows:
(24) Accordingly, we are able to compute the Hilbert-Huang transform of the signal s in Eq. (24) to obtain Hilbert spectra that essentially comprise the space-frequency energy distributions which can rewrite the input signal s as
where a k (v) and ω k (v) are the instantaneous amplitude and frequency respectively, and r N is the residue. Then we can design various 3D surface filters μ(ω k (v)) guided by Hilbert spectra to conduct many quantitative and meaningful processing
These filters include low-pass filtering, high-frequency enhancement filtering, band-stop filtering, and band-enhancement filter, etc. Finally, a linear system can be effectively used to reconstruct a new mesh V corresponding to the new signal s in the least squares sense with the original vertex positions V as constraints, and can be described as
where L is the discretized Laplacian matrix with elements computed using Eq. (10) with cotangent weight, N is the vertex normal matrix, diag(s ) is a square diagonal matrix with the elements of the vector s which is the new signal vector including all vertices, μ is the weighting factor for vertex positions. The value of μ for boundary vertices should be set larger values than non-boundary vertices in order to prevent boundary shrinkage as the method in Hu et al. (2014) . It is set to be 0.01 for non-boundary vertices and 1.0 for boundary vertices in our experiments, which can help us obtain satisfied results even for broken meshes. Fig. 5 shows some results in our spectral geometry processing tasks, which indicates that the Hilbert spectra generated by our method can exactly characterize the signal energy variation on 3D surface for all possible signal frequency.
To illustrate the effectiveness of the geometry processing method guided by our novel Hilbert spectra, we compare it with several related state-of-art methods in Hu et al. (2014) , Wang et al. (2015) , Vallet and Levy (2008) by enhancing the detailed feature of the Hygeia model in Fig. 6 . The method in Hu et al. (2014) directly processes 3D surfaces by amplifying The result generated by enhancing the first IMF 2.5 times (Hu et al., 2014) . (c) to (e) are the results generated by enhancing the amplitude 2.5 times in the frequency range of detailed features by the method in Wang et al. (2015) , manifold harmonics (Vallet and Levy, 2008) , and our method respectively. the first IMF of the input signal computed by Eq. (24). However, this simple global processing method enhances other frequency components (e.g., face and neck) and results in some distortions in Fig. 6(b) because every IMF has band overlaps in their frequency distributions. In fact, meaningful local information towards more quantitative analysis from each IMF needs to be extracted by Hilbert spectral analysis. The method in Wang et al. (2015) uses a dimension reduction strategy based on space-filling curve to transform the HHT computation of 3D surfaces into 1D HHT computation of time series. The Hilbert spectra generated by this way is not accurate due to information loss. It can be seen that some detailed features (e.g., lips) can not be enhanced in Fig. 6(c) . The enhancement result of the method based on manifold harmonic (Vallet and Levy, 2008) (Fig. 6(d) ) is very close to ours (Fig. 6(e) ). Both of them can enhance the detailed features accurately and retain the global shape very well.
Prominent local feature extraction
Feature extraction and analysis plays a vital role in many graphics tasks and applications, which can assist editing, parameterization, segmentation, registration, shape retrieval, shape understanding, and many more. EMD in Hilbert-Huang transform on 3D surface decomposes a shape signal (e.g., mean curvature or Gauss curvature) into a finite number of IMFs with different feature scales, which can describe the shape geometry with a multiscale solution globally (Hu et al., 2014; Wang et al., 2012) . Its local function values of IMFs simultaneously exhibit feature information at different scales. Consequently, features can be defined as local extrema (local maximum and local minimum) of each IMF. The prominent features generally appear many times in the extrema of IMFs, therefore we could get the prominent features of a model if the appearance frequency of features at all IMFs exceed a threshold which is set to be the half of the decomposition IMF number in our experiments. The entire flowchart of this method can be described by Fig. 7 . Specifically, a vertex v i is regarded as local maximum at each IMF f k if f k (v i ) satisfies the following condition:
the element number of a set, t is a parameter, and N 2 (i) denotes the two-ring neighbors of v i . The local minimum can be determined in a similar fashion. If t is much smaller, more extrema are involved in each IMF. We use t = 0.8 as a default and use mean curvature as the input signal in our experiments.
In Fig. 8 , we compare our method with the state-of-art method in Sun et al. (2009) features across the different poses, and are also robust to noise corruption. Since our method incorporates the statistics of the local minimum in all IMFs, it can also extract some prominent concave features (e.g. in hands and feet) while HKS method fails to extract concave features. Besides, our method can also find other types of features by setting the input signals as different characteristics, such as texture, mass, density, conductivity, etc., as long as they are readily available. Fig. 9 illustrates more results about prominent feature detection of our method.
Limitation and discussion
There are some limitations in our work which deserve discussion. First, the proposed computational scheme of Hilbert spectral analysis on 3D surfaces is much slower than its 1D or 2D counterpart which has fast algorithm to compute Hilbert transform (e.g. FFT), while Riesz transform on 3D surfaces in our scheme depends on eigenvalue decomposition of Laplacian matrix and can be costly for large data set. To ameliorate, we will investigate whether one could obtain sufficient amount of information simply by local approximation of the Laplacian operator. An alternative approach is to improve the efficiency of eigenvalue decomposition of Laplacian matrix based on its sparsity property. Second, mode mixing is a drawback of the original 1D EMD. In the 3D surface setting, it is also inherited from the original 1D EMD. The Riesz transform proposed in our paper could help reduce this side effect which characterizes the signal amplitude variation on 3D surfaces for all possible signal frequency in each IMF. However, more efficient decomposition ways as the 1D methods in Pustelnik et al. (2014) , Wu and Huang (2009) need to be explored to overcome this problem completely.
Conclusion and future work
In this paper, we have proposed a novel data-driven analysis theory on surfaces and have made our initial efforts to apply such theory to a few graphics applications towards more quantitative and accurate analysis. In particular, we have extended the popular Hilbert-Huang transform, a fully data-driven adaptive method, to handle signals defined over 3D surfaces. The technical core of our computational framework is to compute the Riesz transform on 3D surfaces by eigenvalue decomposition of Laplacian matrix, which utilizes the relationship between Riesz transform and fractional Laplacian operator. Furthermore, we integrate our Riesz transform with the numerical techniques of EMD on 3D surfaces by way of monogenic signals, in order to compute Hilbert spectra of any input signal defined over 3D surfaces. Hilbert spectra include the space-frequency-energy distribution of signals defined over 3D surfaces and can characterize key local feature information in a more quantitative and accurate manner. As a result, critical local information such as instantaneous frequency, local amplitude, and local phase, could aid many graphics applications, opening up a new way to process geometric and/or non-geometric information on surfaces.
Within our novel data-driven computational framework enabled by HHT on surfaces, potential applications are abundant. Through comprehensive experiments, we are able to accommodate many modeling, analysis, processing functionalities, such as 3D surface spectral processing and prominent feature detection. Extensive comparisons on popularly-used geometric models have effectively demonstrated that our surface processing method based on novel Hilbert-Huang transform on 3D surfaces can produce excellent results. Continuing to broaden the HHT's application scope to contribute to more application sub-fields would require much more research endeavors in the near future. We expect more research results on this subject to be documented in the near future by us and colleagues. Ultimately, many effective, robust analysis on a large variety of scientific datasets generated from numerous digital content paradigms would enhance the overall data processing capabilities.
