Introduction
The analysis of the size and time stability of a country's export elasticities is of central importance in empirical trade studies (see, among others, Arize, 2001; Aziz & Li, 2008; Hooper et al., 2000; Sharma, 2001, and Thorbecke, 2010) , given their fundamental role in terms of growth performance, international competitiveness, balance of payments equilibrium and industrial policy decisions. In fact, as noted by Aziz and Li (2008) , if export price and income elasticities are low, changes in external conditions or in the exchange rate are unlikely to have much impact on a country's growth or its current account dynamics. However, if they are not stable, little can be said about how an economy might respond to such changes. In the empirical trade literature, several papers focusing on Asian countries study the size and stability of export function parameters for the whole economy (Arize, 1990 (Arize, , 2001 Aziz & Li, 2008; Lucas, 1988; Muscatelli et al., 1992; ) . The most widely studied case is China, given its increasing importance in international trade especially after its entry into the World Trade Organization. In particular, Yao et al. (2013) estimate China's export elasticities for the time period 1992-2006 and find that its outstanding performance is due to the joint influence of a very high income elasticity (2.34) and a surprisingly low price elasticity (-0.65 ). However, Aziz and Li (2008) find that in the same period price and income elasticities were not stable, but increased over time, because of changes in the composition and degree of sophistication of exports. All above mentioned studies use aggregate data and real effective exchange rates (REERs) to estimate the basic parameters of the export functions. Some studies highlight the importance of using disaggregated sectoral data in order to obtain specific trade elasticities at the industry level, but still adopt aggregate REER indexes in their estimations. Finally, others make use of industry-specific REERs (Dai & Xu, 2013) : this approach is the most appropriate from both a theoretical and an econometric standpoint, as confirmed by the fact that a significant relationship between sectoral exchange rates and exports can be identified (Dai & Xu, 2013) , contrary to many studies using aggregate REERs.
Sectoral elasticities have the further advantage of allowing comparisons between different countries in specific industrial sectors, in order to shed light on their positioning in the global competition and avoid problems connected to the composition fallacy (for details, see Mayer, 2003) . Price elasticities can thus indicate the relative strength of a country's production, since it is likely that high-quality goods will exhibit an inelastic foreign demand and vice versa. On the other hand, income elasticities, closely correlated with the export growth rate, reflect the non-price competitiveness of a country, and are influenced by factors like export composition by goods and destination markets, embodied technology, marketing strategies and promotion, distribution services, financial assistance to exporters, and so on.
The aim of this paper is to estimate the export price and income elasticities for the world's top exporting countries in the clothing industry. This sector is chosen since it has been the driver of the impressive export performance of many Asian countries, including China, Hong Kong, Bangladesh, India, Vietnam and Indonesia. This is particularly true for China, the leading exporter in 2011 with a 37.3% share of world exports (see Table 1 ).
1 Clothing is also a low-tech industry which still plays an 3 important role in value added creation and trade in many advanced countries, 2 despite recent strong competition from lower-wage economies. Finally, clothing also carries the quality reputation of a country and its productive system. The contribution of this paper is threefold. First, price and income elasticities for the top exporting countries in the last twenty years are estimated and compared. Second, these elasticities are re-estimated for different sub-periods in order to verify whether they are stable over time. Third, our econometric analysis is used to provide insights about strengths, weaknesses and prospects for the clothing industry in the countries studied.
Following an original methodology, we use an appropriate measure of relative prices, obtained as the ratio between each country's disaggregated export unit values and the average unit values (AUVs) of the whole sample. We also examine issues that have been little investigated in the literature, such as the order of integration of trade variables, their possible cointegration in the long run and the direction of Granger causality between them. Our empirical analysis uses a panel data approach, which allows us to use disaggregated AUVs and obtain better results in the study of causality with respect to time series, as demonstrated in many empirical papers (see, among others, Hsiao & Hsiao, 2006) . The main findings of our study are the following. The variables of interest are cointegrated and causality is bidirectional with regard to exports and relative prices but unidirectional from world income towards export volumes. Income elasticities are very high (around 3) for China and Spain, and above 1 for India, Turkey, Indonesia, Germany and slightly France, so that their clothing exports growth rate is higher than the growth rate in world income. Price elasticities are similar across countries when estimated over the 20-year period; but rolling-period regressions show that they are not stable in time but increase substantially in the most recent time-spans for the biggest Asian exporters (China, India and Hong Kong).
The rest of the paper is structured as follows. Section 2 describes the data and the model specification. Section 3 presents the testing framework, which includes unit roots, cointegration tests and panel Granger-causality analysis. Section 4 reports the estimated long-run price and income elasticities of the countries considered, and proposes a stability analysis of these elasticities. Section 5 discusses the main findings and concludes with some hints to policy implications.
Model Specification and Data
Our analysis initially considered the disaggregated clothing export data for the top fifteen countries (Bangladesh, Belgium, China, Hong Kong, France, Germany, India, Indonesia, Italy, Netherlands, Spain, Turkey, UK, USA and Vietnam) in the period between 1992 and 2011. These countries together account for 82.4% of the total value of clothing world exports in 2011 (See Table 1 ). Table 1 about here   2 See Table A1 in the Appendix for the share of clothing in total manufacturing exports for the twelve countries considered in the subsequent analysis.
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The data, retrieved from the UN Comtrade database, are disaggregated at the 4 digit level of the Standard International Trade Classification (Rev. 3), which implies the consideration of 37 distinct goods.
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Three countries however (Bangladesh, Belgium and Vietnam) were excluded from the sample because of incomplete records in the period considered. Our final analysis is then carried out on the twelve remaining countries (China, Hong Kong, France, Germany, India, Indonesia, Italy, Netherlands, Spain, Turkey, UK, USA) accounting for 72.2% of world clothing exports in 2011. The available data are organized to form 12 panel datasets, one for each country. Each dataset then consists of 740 observations relative to 37 goods at the 4 digit level in the 20-year time period considered. Table 2 about here   Table 2 reports for each country the descriptive statistics for the variables of interest: export volumes, market shares and average unit values (AUVs), at the beginning and at the end of the time span considered, together with their average value in the whole period. 4, 5 Export volumes increase in all countries with the exception of Hong Kong and the USA. Export market shares decrease in most countries (France, Hong Kong, Indonesia, Italy, Netherlands, UK and USA), with a pronounced fall for Hong Kong, Italy and the USA. Spain, but mostly China, instead, record a substantial increase in their market shares; indeed it is worth noting that China after 2005 overcomes the threshold of 50% of total exports in volumes, more than doubling its 1992 share. 6 France, Indonesia and the Netherlands show a rather stable pattern. Quite interestingly, the share of Italy in value (USD) remains relatively high throughout the whole period, despite the poor quantity performance, thanks to the high increase in AUVs; moreover Italian AUVs are considerably higher than those of all other countries in the sample, especially in the most recent years.
For every country we estimate a panel data export function, specified as follows:
(1) where i and t refer to the i-th good and the t-th year respectively, with i=1,…,N and t=1,…,T. X it is the yearly export volume for each of the 37 goods; RP it is the yearly relative export price of each good; GDPW t is the annual world GDP in constant 2005 USD, which is invariant for each cross-section. 7 An innovative feature of our estimation 3 The list of these goods is reported in Table A2 in the Appendix. 4 Hereafter, export market shares indicate the ratios between the export volume of each country and the total export volume of the 12 countries considered in the analysis. 
3.
A causality analysis between export volumes, relative prices and world income
Panel unit root tests
As a first step, it is necessary to check whether each variable of interest is stationary. For this purpose, it is common practice in the literature to perform many panel unit root tests, given the shortcomings of any single test with regard to sample size and power properties. Hence we propose three different panel unit root tests: the Breitung (2000) and the Hadri (2000) test, which assume homogeneity among each cross section, and a more recent test developed by Pesaran (2007) . The null hypothesis of these unit root tests is that all series contain a unit root, with the exception of the Hadri test, whose null hypothesis is that all panels are stationary. The Hadri unit root test is performed to confirm or reject any conclusion based on the null hypothesis of nonstationarity. Moreover, the Pesaran unit root test is more powerful because it takes into account the possible presence of cross-sectional dependence in heterogeneous panels. As underlined by Pesaran (2007) , this test is appropriate even in the case of very small sample sizes (i.e., when N and T are equal to 10). Finally, two popular time series unit root tests are employed to assess the order of integration of GDPW t : the Augmented Dickey-Fuller (ADF) and the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests (Said and Dickey, 1984 and Kwiatkowski et al., 1992, respectively) . This choice is motivated by the nature of this variable, which is a time series, invariant for each cross-section. Tables 3a, 3b and 3c about here   Tables 3a, 3b and 3c show the results of the above specified unit root tests. Export volumes (lnX it ) are found to be I(1) for all countries, with the UK as the only exception in the case of the Breitung test, which rejects the null hypothesis of nostationarity. As regards relative prices (lnRP it ) the Breitung test suggests stationarity for all countries with the only exception of China and Indonesia.
8 However, both the Hadri and Pesaran tests show evidence of nonstationarity for the twelve panels of countries. For these reasons, also lnRP it should be properly considered as I(1). Finally, the time series unit root tests confirm the nonstationarity of world GDP (lnGDPW t ) as a priori expected. 6
Panel cointegration tests
In order to investigate the existence of a long-run relationship between the considered variables, the Pedroni (1999) and Kao (1999) cointegration tests are computed for the 12 panel datasets. Both tests are based on the Engle-Granger (1987) two-stage cointegration test framework. The Pedroni test allows for heterogeneity across crosssections in terms of intercept and trend coefficients. After estimating Equation (1), we test the stationarity of residuals, which will be I(1) under the null hypothesis of no cointegration in a heterogeneous panel. For this purpose, Pedroni (1999 Pedroni ( , 2000 suggests two types of residual-based tests: as for the first type, four tests (panel-v, panel-ρ, panelpp and panel ADF-statistics) are based on pooling the residuals of the regression along the within-dimension of the panel (panel tests); as for the second type, three tests (group-ρ, group-pp, and group ADF-statistics) are based on pooling the residuals of the regression along the between-dimension of the panel (group tests). In both cases, the hypothesized cointegrating relationship is estimated separately for each panel member and the resulting residuals are then pooled in order to conduct the panel tests. 9 In the case where the seven statistics lead to different outcomes, we follow a common practice in the literature (e.g. Bottasso et al., 2013; Lee & Chang, 2008; Narayan et al., 2007) in assuming that the null hypothesis of no cointegration is rejected if at least four statistics yield evidence of cointegration. Moreover, in our test assessment, we consider that the panel-ADF and group-ADF tests have better small-sample properties than other tests, so that they are more reliable (Pedroni, 1999) .
The Kao test follows a similar approach but allows for specific intercepts for each cross-section and homogenous coefficients in the first stage, thus implying heterogeneity in intercepts i  and homogeneity in t 1  and i 1  and all coefficient trends to be zero. Table 4 about here Table 4 shows that both the Pedroni and Kao tests reject the null hypothesis of no cointegration in eight out of twelve countries. For the remaining four countries, one test confirms cointegration while the other one does not. In particular, as far as Hong Kong and Turkey are concerned, the Pedroni test cannot reject the null hypothesis of no cointegration but the Kao test does it. On the contrary, in the case of India and Germany, the Pedroni test confirms cointegration, while the Kao test does not. On the whole, since for each country at least one test confirms cointegration, the presence of a long-run relationship between the variables is assumed.
Panel Granger causality tests
Given the existence of a cointegration relationship, the next step is to determine the direction of causality between the variables. In particular, since we are interested in studying price (and income) elasticities, we need to find evidence of a long-run causality from prices (and income) to export volumes. Panel Granger causality is tested 7 following the two-step Engle-Granger causality procedure (Engle & Granger, 1987) . First, we apply the panel Mean Group (MG) estimator proposed by Pesaran and Smith (1995) to the previously specified Equation (1). The MG estimator is designed for "moderate-T, moderate-N" macro panels, where moderate typically means about 15 time series/cross-section observations. It is part of the panel time-series (or nonstationary panel) literature, which applies in the presence of unit roots, crosssection dependence and parameter heterogeneity.
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The second step consists in building a Granger-causality model with a dynamic error correction term (Holtz-Eakin et al., 1998) . For this purpose, it is necessary to incorporate the lagged residuals of Equation (1) into the following dynamic error correction model follows:
where
is the lagged residual derived from the long-run cointegrating relationship in Equation (1). The parameters  ,  and  in Equations (2a), (2b) and (2c) are the short-run adjustment coefficients. indicates the first differences of the variables and p, q and r the lag length, usually determined by the Akaike or the Schwarz Information Criteria. In this paper, the Schwarz Information Criterion is used to select the appropriate lag length of the explanatory variables. Our analysis indicates that p, q and r are equal to 1. Furthermore, given the possible correlation between the lagged variables and the error terms, an instrumental variable estimator is required in order to have an unbiased estimate of Equations (2a), (2b) and (2c). The estimation method widely applied in comparable studies in different fields of research (Bashiri Behmiri & Manso, 2012; Costantini & Martini, 2010; Jaunky, 2012a,b) is the system Generalized Method of Moments (GMM) proposed by Arellano and Bover (1995) and Blundell and Bond (1998). Following Holtz-Eakin et al., (1988) , 8 Arellano and Bond (1991) developed a GMM estimator that instruments the differenced variables that are not strictly exogenous with all their available lags in levels. Arellano and Bond also developed an appropriate test for autocorrelation, which, if present, can render some lags invalid as instruments. A problem with the original Arellano-Bond estimator is that lagged levels are poor instruments for first-differences if the variables are close to a random walk. Arellano and Bover (1995) describe how, if the original equation in levels is added to the system, additional instruments can be brought to increase efficiency. In this equation, variables in levels are instrumented with suitable lags of their own first-differences. We follow the instructions provided by Roodman (2006 Roodman ( , 2009 in order to assess the validity of the instruments and of the instruments subsets, i.e. a high p-value of the Hansen J statistic (of at least 0.25) and of the difference-in-Hansen statistic. Furthermore, instruments are collapsed to limit instrument proliferation.
12 Finally, to control cross-sectional dependence, time dummies are included in the estimates.
In line with the literature, three levels of causality are studied by means of a Wald test: short-run, long-run and strong causality. Considering first Equation (2a), the "short-run Granger causality test" assesses the validity of the null hypothesis 0 : Table 5 reports the results of the Wald tests on the coefficients. 13 There is evidence of long-run causality from relative prices and world income to volumes for all countries of the sample. On the contrary, long-run Granger causality from volumes and income to relative prices is verified only for France, Hong Kong and India.
Short-run causality results are rather mixed. Evidence of short-run causality from relative prices to volumes is found for China, France, Germany, Indonesia, Italy, Spain, and the USA. Volumes are found to Granger-cause relative prices in the short run for France, Hong Kong, Spain and UK. World income Granger-causes volumes in the short run in the case of Germany, India and UK while it Granger-causes prices in France, India, Indonesia, Turkey and the USA.
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Finally, we provide joint Wald F-statistics for the interactive terms, i.e. the ECT and the explanatory variables, which give an indication of which variables bear the burden of short-run adjustment to re-establish long-run equilibrium, given a shock to the system (Asafu-Adjaye, 2000). As for Equation (2a), both relative prices and world income are significantly strongly causal in re-adjusting towards equilibrium for all countries. As for Equation (2b), results are mixed for strong causality as well. No evidence of causality is found for China, Germany, Italy, and the USA; both variables are responsible for adjustment in the case of Hong Kong, India and UK; world income is the only significant variable as for France and Turkey; relative prices bear the burden of shortrun adjustment in Indonesia, the Netherlands and Spain.
Then, our analysis confirms that relative prices (lnRP it ) and world income (lnGDP t ) Granger-cause export volumes (lnX it ) in the long-run, which is the time horizon we are interested in. Hence we can proceed to compare the estimated long-run price and income elasticities of the selected twelve top exporting countries. Table 6 are the unweighted averages of the estimated coefficients across groups. All parameters are statistically significant at the 1% or 5% confidence level, with the only exceptions price elasticity for Indonesia and income elasticity for the UK.
As regards price elasticities, they appear to be independent of AUVs, market shares or the development stage of a country, i.e. whether it is advanced or emerging. Most country values are within the range (-0.63, -0.84) with the exceptions of the USA, presenting the highest elasticity (-1.23), and Turkey and Spain, showing the lowest (-0.36 and -0.41, respectively).
As regards income elasticities (Table 6 ), China and Spain present the highest values (2.89 and 3.31 respectively), confirming the high growth rates recorded by their clothing exports during the two decades. India, Turkey, Indonesia, Germany and (slightly) France show an estimated coefficient above 1, which means that their clothing exports grew at a faster rate than world income. The Netherlands and especially Italy show opposite trends. Finally, Hong Kong and the USA exhibit negative income elasticities as a consequence of the big fall in their clothing export volumes. This is, probably due to a shift in their specialization toward more high-tech goods and services as well as their changing role in the global supply chain. Table 6 about here The above results could be due to the fact that the MG estimator gives the same weight to all goods independently of their weight in trade volumes. For this reason weighted coefficients for price and income elasticities are computed using as a weight the average share of export volume of each good over total clothing exports. The results are shown in Table 7 . Table 7 about here It is easy to see that the new coefficients are not significantly different from the previous ones, even though China and Hong Kong values move nearer to 1.
Stability of export elasticities
We now move on to investigate the stability of price and income elasticities over the time period considered. Rolling-period elasticities are estimated using Equation (1) 
Figures 1 and 2 about here
Our regressions (see Figure 1) indicate that income elasticities are hardly stable in any of the countries. They generally show a decreasing trend, which is particularly marked in India and Indonesia starting from the window 1997-2005 and in the USA from 1995-2003. With regard to China, the first period considered for estimation is the extended one 1992-2006, since rolling-period price elasticities are not significant until the seventh rolling-window. China's income elasticities, although slightly decreasing, remain above the value of 2.6 in the whole period. An increasing trend is recorded by Germany and the Netherlands. With regard to price elasticities, our results are interesting if related to a partition of the sample countries according to their AUVs. In particular, following a common practice, we use a 15% relative price difference from average as a yardstick for discrimination. A country is considered to be characterised by low relative-price goods if the majority of AUVs are lower than or equal to 0.85 in the 20-year period; medium if they lie in the open interval (0.85 -1.15); and high if they are equal to or greater than 1.15. Figure 2 highlights the existence of a common path for a group of countries where price elasticities start to rise at the end of the 1990s. A closer look reveals that this is the group of medium-price countries, and specifically India, China and Hong Kong, plus the Netherlands. In particular, in the last rolling-windows, price elasticities are higher than -2, -1.5 and -1.3 for China, India and Hong Kong respectively, while the long-run elasticities (Table 6 ) are in line with those of most advanced countries. This supports the hypothesis that these countries' exports, characterised by low/medium AUVs, exhibit a higher price elasticity.
On the other hand, medium/high-price countries show rather stable elasticities below one (in absolute terms), but with differences in their dynamics. They decrease in Germany and the UK and rise in Italy and France. The Spanish elasticity is the lowest for the whole group in the whole period, and Spain is the only country in the medium/high-price group recording a growth in the market share in both volumes and values. This suggests the emergence of a competitive gain as well as an improvement in quality and reputation. Indonesia and Turkey, contrary to a priori expectations, show the rather puzzling feature of having the lowest elasticities in the sample in spite of being low-price countries. Possible explanations, according to the literature, are competence-related quality and lead times for Turkey (Neidik & Gereffi, 2006; Tokatli and Kızılgün, 2009 ) and cheap but experienced labour force and industrial upgrading of production towards higher value products for Indonesia (Hassler, 2004) . However, further investigation of these features would appear to be worthwhile. The graphs are divided into four quadrants, partitioned by the mean AUV on the horizontal axis and the mean elasticity on the vertical axis. Obviously, the partition lines change over time; this is particularly relevant for price elasticities, whose mean value doubles in the most recent sub-period. This outcome is mainly due to the behaviour of the elasticities of medium-price countries, and especially China and India.
Germany and France show the highest AUVs in the first sub-period, but rather unexpectedly their export prices decrease in the most recent rolling window. At the same time, their price elasticities fall significantly so that their position shifts from the upper-right to the lower-right quadrant. Italy lies in the quadrant of higher AUVs and more inelastic export demand in both sub-periods; quite interestingly, it is the only country with a significant increase in AUVs. The UK shifts its position from the higher to the lower-right quadrant because of its reduction in price elasticity. A similar trend, although less pronounced, characterizes Spain.
Discussion and conclusions
In this paper we estimate the price and income elasticities of 12 top exporting countries in the clothing industry for which data are available for the 20-year period 1992-2011.
First, we check whether the variables of interest in our estimates contain a unit root and are cointegrated. Second, we determine the pattern of causality by means of an Engle-Granger panel procedure. Once verified that relative prices and income Grangercause export volumes for all countries, export function elasticities are estimated by means of a panel data approach. A preliminary analysis reveals that most countries show similar price elasticities, but income elasticities differ considerably. Moreover, looking at the stability of elasticities over time, most countries display unstable coefficients which is especially true for the big Asian exporters in the sample, i.e. China, India and Hong Kong. This confirms the need for caution when using historical estimates to simulate the response of these economies to external shocks.
Analyzing the features and prospects of the clothing industry, various considerations apply to different countries. In particular, China displays the highest price elasticity, which more than triples in the most recent sub-periods, and the second highest income elasticity after Spain. This would appear to indicate a persisting competitive strength of China's clothing exports, but the big increase in price elasticity indicates that small changes in relative prices may have a large impact on the export volumes of the country.
Hong Kong and India show the same trend, although less pronounced, in price elasticities. Unlike China, this increase is accompanied by a big fall in income elasticities and market share. In the case of India, this is probably the consequence of a structural change of product specialization towards other sectors. In the case of Hong Kong, it is probably because, around the end of the last century, this country lost importance as a production location and became instead a regional trading and sourcing hub, gathering together buyers, sellers and input suppliers (Van Grunsven & Smakman, 2001) .
The USA (Bair & Gereffi, 2003) and the European countries in the sample (Evans & Smith, 2006; Gibbon, 2002; Palpacuer, 2006) were also affected by the process of international division of labour whereby production distribution is predominantly organized by firms located in developed countries (Gereffi, 1994) . Leading retailers and branders in more advanced countries maintain direct control over design, marketing and retailing activities, and fix product standards for manufacturing suppliers operating in less developed countries (Gereffi, 1999) .
This trend is confirmed by the constant decrease in employment and value added in the clothing industry in advanced countries, where a good share of export volumes could be classified as processing trade or re-exports, which are however disregarded by official statistics. This may explain the convergence process between European and Asian AUVs highlighted in Figure 4 . Some countries (Germany and Spain) perform better than others (France, the Netherlands and the UK) in their new role of export hubs, when considering price and income elasticities behaviour and market share growth.
Italy appears to be the only advanced European country retaining a strong role for clothing in industrial production, with employment and value added much higher than those for other continental competitors. In 2011, Italy recorded an AUV of 92 USD, which is more than twice that of France, the country with the second highest AUV in the sample. This feature, however, goes along with a big decrease in income elasticity and a rise in price elasticity. There are various possible reasons for the high price of Italian products. On one hand, it could be a sign of a quality-upgrading (Lissovolik, 2008) with a substantial selection process in the clothing industry that leaves only highend firms to survive. On the other hand, it could indicate a loss in competitiveness due to high input costs on the production side, and to a difficult absorption of high-price goods by international markets on the demand side. But, despite the worrying constant decrease in Italy's export share, two elements deserve attention. First, the fact that the country's market share in values, although halved in twenty years, is still high and ranks third after China and Kong Kong. Second, that the demand for Italian goods continues to be inelastic (i.e. with a price elasticity below one in absolute values). There may in fact be an ongoing adjustment process, whereby Italy is positioning in the luxury goods segment, where there is market willingness to pay for high-price high-quality goods.
It is also worth noting, as highlighted in the literature (Berthou & Emlinger, 2010) , that business-cycle recessions are associated with a fall in imports, which can be significantly bigger for high-quality goods, like Italian ones. They are associated with a shift in consumers' preferences towards lower quality. This is a possible explanation for the experience of the last decade, when, under the consequences of a long and deep financial crisis, German and Spanish products, characterized by notably lower unit values, appear to have substituted some Italian goods on international markets. This is consistent with our estimates of the dynamics of export income elasticities, which show a big decrease for Italy in most recent sub-periods. This is partly true also for France and the UK, and contrasts with the slight increase recorded by the Netherlands and the still high (although diminishing) values exhibited by Germany and Spain. The income elasticity of exports in fact captures the geographical distribution of destination markets as well as the quality features of goods. A lower income elasticity may also be due to the fact that exports are mainly directed towards slow-growing countries.
In sum, our analysis suggests that advanced countries, including Hong Kong but with the exception of Italy, specialized in the luxury goods segment, have changed their role in the clothing global value chain towards an "organisational" position, whereby industrial production is located elsewhere and the countries become export hubs. Among Asian economies, China confirms its leading position in clothing exports, as also revealed by its very high income elasticity, but its increasing price elasticity sounds a warning with regard to future prospects. 
TABLES

Notes:
The panel statistics are the within-dimension statistics while the group statistics are the between-dimension ones; the null hypothesis is no cointegration; pvalues in parentheses; the lag length selection is based on SIC unless specified by adding a ♦ which indicates a User-specified lag length equal to 1; trend and intercept options are: "No deterministic trend" for all countries with the exception of the Netherlands, Spain and Turkey for which the option used was "No deterministic intercept or trend". 
