INTRODUCTION
Ill-posed inverse problems occur frequently in many physical sciences. In general they occur in any situation where imperfect indirect measurements are made of some physical quantity. In this paper we shall consider the simplest and most commonly occurring form of this problem in which the observed data are a linear combination of some underlying scene. We may therefore write g = Hf + "
(1) where g is a vector of length s containing the data, H is the known s n pointspread matrix, f is a vector of length n representing the underlying true image and the components of " are the independent random errors on our observations. We could easily obtain an unbiased estimate of f;f say, from g via the least squares solutionf = f + (H T H) ?1 H T " (2) provided that H T H is nonsingular. In general, however, this type of solution will be highly oscillatory and frequently unphysical due to the ill-posed nature of the problem Techniques of Bayesian inference provide an ideal method of stabilising this type of problem by building in prior information about the nature of f. This type of method has been used widely to solve ill-posed inverse problems.
One of the principal di culties in applying these techniques is the problem of deciding how strictly the reconstruction of the image should adhere to the prior distribution by controlling the regularisation parameter. A number of methods have been suggested for selecting this parameter. In this paper we examine the hyperparametric approach to estimating smoothing parameters proposed by Gull(1989) for use with the maximum entropy method of image reconstruction. This approach yields 4 possible choices of smoothing parameter one of which is completely automatic and requires no additional prior information over and above the data, and 3 which require an additional knowledge of the noise variance. In section 2 we will show that these methods can be generalised to any situation where the log prior can be approximated by a positive semi-de nite quadratic form. We shall also show in section 3, by means of some simple examples, that some of these methods can produce undersmoothed reconstructions of the underlying image. In addition, we will demonstrate that under certain circumstances the completely automatic method does not produce a positive estimate of the smoothing parameter.
THEORETICAL DEVELOPMENT
In this section we examine the method of selecting the smoothing parameter for Bayesian image reconstruction suggested by Gull(1989) . We also clarify a number points in Gull's analysis.
Following Gull(1989) 
where F, assumed non-negative de nite, denotes the Hessian matrix of (f; m); r is the rank of F(r n) and det + (F) denotes the product of the positive eigenvalues of F.
We assume a multivariate Gaussian distribution for the generation of the data, g. 2 and , we could obtain a complete probabilistic description of f via (8). However, we usually do not know them and so we treat them as hyperparameters, following Gull(1989) , of the distributions (6) and (5), respectively, and denote their joint prior distribution by p( 2 ; ). In order to determine appropriate degrees of smoothing, we consider the conditional distribution of ( 2 ; ) given the data g and prior image m. 
We now simplify these expressions by employing the generalised singular value decomposition (Golub and van Loan(1983)). Note that C = 5 5 (f; m) T ; (15) where has rank r.
There exist orthonormal matrices U; V of order s s, r r; respectively, and a nonsingular n n matrix P such that 
It follows that det(
provided that s n ? r:
Case s = n(r n)
Note that (22) has the same form as (18) obtained in the case s > n. Using formulae (18), (20) and (22), we obtain the following expression for equation (11) (24) where the expressions for k and are given in as follows: If s n and r n, then k = n and = 0: and if s < n and r n, then k = s and = 1 2 (s ? n) log :
We now consider in detail only the case, s n with r n. Similar expressions may be derived for the other cases using the formulae in the appendix.
When s n and r n; @ log p 
by (A.9) in the appendix, after some manipulation. Note that K = H(H T H + 0 C) ? (32) In the nonsingular case (n = r), these are the results given by Gull(1989) . We note, however, that they don't follow from his proposal that p( ) / log but rather that p( 2 ; ) = constant. It is, also, worth noting that equations (30) and (31), with n = s = r were obtained by Turchin(1967) using a di erent argument.
In terms of Gull's heuristic argument, when n = r; the right hand side of (31) represents 2 times the residual degrees of freedom after tting the data, whereas the right hand side of (30) gives 2 times the number of degrees of freedom used by the tting procedure. This is aptly combined in formula (32), where we need s ? (n ? r) > 0, in the general case.
In terms of the practical application of this approach to the problem of estimating the smoothing parameter, we have four methods open to us. We can select to satisfy kHf ? gk 2 2 (36) where r = rank (C). These 4 methods derive respectively from (31), (31) divided by (30) , (30), and (31) Here after we shall refer to these 4 methods as methods 1-4 respectively.
SIMULATION STUDY
The 4 methods described above were applied to simulated data sets in order to assess their ability to choose a smoothing parameter that well reconstructed the true underlying image. This numerical experiment was based on four 2 dimensional images:- The 7 7 and 15 15 blurs were made up respectively of 3 and 7 successive applications of the 3 3 blur above. 1000 replications of each combination of image and blur were constructed to which Gaussian independent noise of mean zero and standard deviations = 1 and = 10 were added. Each of the above sets of images were then reconstructed using rst order quadratic regularisation, i.e. a smoothing function of the form
using in turn each of the methods of selecting smoothing parameters described above.
The results of the simulation study are presented primarily in terms of three summary statistics. where k denotes the results from the kth of n sim simulations and f ij = 1 n sim P n sim k=1f ijk . However, in order to illustrate the e ectiveness of each of the methods, we also present examples of typical reconstructions obtained using each method.
The summary statistics, respectively, indicate the overall faithfulness of the reconstructions to the original image, the bias introduced into our reconstructed image and the stability of the reconstructed image. In addition, we have tabulated the mean and standard deviations of the smoothing parameter . For the purposes of comparison we have also added to the results for the 4 data based methods the results obtained using the`optimum' choice of smoothing parameter mse . That is the that minimises the average squared estimation error 1 nm
We take this to the`best' possible choice of given the particular prior used. for image 2 with a 3 3 pixel blur and = 1. This graph shows that~ 2 2 is always greater than 2 1 . Since no intersection exists between these two curves, no value of the smoothing parameter can be obtained using method 2 The second point to note is that methods 2,3 and 4 all produce to varying degrees reconstructed images which are undersmoothed i.e.B is smaller, andV and TMSE larger than the optimal values. This is further illustrated in gure 3 which shows typical reconstructions for Image 2 with the 7 by 7 blur and = 10. This clearly shows that while method 1 gives a slightly more heavily smoothed result than the optimum, methods 2,3, and 4 produced noticeably noisier reconstructions.
RESULTS
The third point to note is that the rst method, as has been previously noted by Thompson et al(1990) and Thompson and Craig(1990) and others, produces reconstructions which are close to being optimally smoothed for low blurs but for high blurs produces some grossly undersmoothed solutions. This is because as the blur increases the EDF choice of becomes increasingly sensitive to the value of used i.e. small changes in leads to large changes in . Thus the third method of selecting is an excellent method for estimating the noise value for a smoothing parameter chosen by another method as proposed by Wahba (1983) for GCV. However for a large blur it can be an unreliable method of estimating given . Table 2 which shows that the mean and variance of the values of also emphasizes this point. We can see that the mean value of is always close to the optimal value however the large variance means that we should expect a few very small values of . Table 2 also demonstrates another valuable point. It shows that for methods 2,3 and 4, although the values of are lower than the optimal value the small variance indicates that they do at least provide consistent estimates of across large numbers of data sets. This suggests that although as previously stated they provide undersmoothed reconstructions, if the undersmoothing is not too severe we may still expect to obtain reasonably good and consistent estimates of the underlying image.
CONCLUSIONS
In this paper we have shown that the method of selecting smoothing parameters for Maximum Entropy image reconstruction proposed by Gull(1988) can be generalised to prior functions whose logarithms are approximately positive semi-de nite quadratic forms. We have shown that of the 4 possible methods of selecting the smoothing parameter considered, 3 produce on average undersmoothed reconstructions of the underlying image, and that the`automatic' method can in some instances fail to produce an estimate of what is true. We have shown that the 4th method of selecting the smoothing parameter, which is equivalent to the EDF method proposed on Turchin(1967) , produces reconstructions of the underlying image which are close to the optimal value reconstruction for low blur. However, this method can be prone to producing a few grossly undersmoothed images in the case of high blur but the other methods are much better.
Appendix A.
We present a brief derivation of the trace formulae. By the generalised singular value decomposition, there exist orthonormal matrices U; V of order s s; r r respectively, and an n n nonsingular matrix P such that H = UD 1 P and = V D 2 p: We assume that H is of full rank. top centre, the data ; top right, the reconstruction obtained using method 2; bottom left, the reconstruction obtained using method 3; bottom centre, the minimum TMSE reconstruction and; bottom right, the results obtained using method 4.
