The Plücker relations define a projective embedding of the Grassmann variety Gr(k, n). We give another set of equations, which defines the same embedding, and whose elements all have rank 6 and are in fact obtained by pulling back the unique Plücker relation on 2 k 4 . This is achieved through the construction of a finite set of linear maps k k n → 2 k 4 which preserve the decomposability of an element, such that for any indecomposable ω ∈ k k n there exists a linear map in this set preserving the indecomposability of ω. We also give a (k + 2)-parameter family of linear maps having the same properties.
1. Introduction 1.1. Plücker Relations. Let k be a field. Taking the standard basis e 1 , . . . , e n of k n , define the coordinates {Π i1,...,i k } 1≤i1<···<i k ≤n on k k n by (1) ω = 1≤i1<i2<···<i k ≤n Π i1i2...i k e i1 ∧ e i2 ∧ · · · ∧ e i k , and extend them to arbitrary indices in {1, . . . , n} k by making them antisymmetric. An element ω ∈ k k n is called decomposable if it can be written in the form ω = v 1 ∧ v 2 ∧ · · · ∧ v k for some v i ∈ k n ; otherwise it is called indecomposable. The Grassmann cone Γ k k n = {ω ∈ k k n | ω = v 1 ∧ v 2 ∧ · · · ∧ v k , v i ∈ k n } is the set of decomposable elements in k k n . The Plücker relations [2, 7, 8] (2) P A,B := if ω ∈ Γ k k n , making Γ k k n a k × -invariant affine variety in k k n . The quotient (Γ k k n \ {0})/k × ⊂ P( k k n ) is the Grassmann variety.
Here it is not necessary to consider all possible choices of indices A and B: Since rearranging the elements of A or B only affects P A,B by total change in sign, it is sufficient to consider A and B whose elements are listed in increasing order. holds. This well-known Plücker relation [7, Chapter 6] is also the simplest nontrivial one, since P(k, n) = ∅ if min{k, n − k} ≤ 1.
The rank of a quadratic form is the rank of the symmetric matrix which defines it (unless k is of characteristic 2, in which case the reader is referred to [3] for the basic definitions). The rank of P A,B as a quadratic form on k k n is twice the number |B \ (A ∩ B)| of nonvanishing terms in (2) . So the set P(k, n) consists of quadratic forms of every even rank from 6 up to 2 min{k, n − k} + 2, and it is only in the case min{k, n − k} = 2 that the Plücker relations all have rank 6. The literature on algebraic geometry occasionally demonstrates an interest in the rank of the Plücker relations [11, 12] , with particular attention paid to the simplest, rank 6 case.
k n ′ does not necessarily respect the decomposability. When it does, i.e., when
G is said to be a Grassmann cone preserving (GCP) map.
An example of such a map is the liftL of a linear map L : k n → k n ′ , defined bŷ L :
Another GCP map is the dual isomorphism δ :
As was shown by Westwick [16] , aside from trivial GCP maps (those whose image contains only decomposable elements), every GCP map can be written as a composition of maps of these two types.
1.3. Motivation and Results. In the theory of integrable systems, it is wellknown [13] that a hierarchy of soliton equations, written in an appropriate (Hirota) form, is nothing but the Plücker relations for an infinite dimensional Grassmannian in the space of functions. Somewhat remarkably, in the case of the soliton equations, there is a 3-term (i.e., rank 6) relation with parameters which serves as a generating function for a large enough set of equations to define the same Grassmannian [4, 6, 10, 15] . However, the literature on algebraic geometry does not appear to have a similar result on the "universality" of the 3-term Plücker relation (3), i.e., that the 3-term relation is in a sense the only Plücker relation one needs to consider.
In this paper, we will show such universality purely in the framework of multilinear algebra, by pulling back (3) by various GCP maps to construct explicitly a finite collection of rank 6 equations on k k n , which determines the decomposability of an arbitrary ω ∈ k k n as P(k, n) does. The point is that the only possible sort of indecomposability is the kind which is visible in 2 k 4 , the simplest case. Inspired by the soliton theory observation, we will also construct a parameter-dependent rank 6 equation which determines the decomposability of ω.
A Set of Polynomials with Quadric Rank 6
We will define a new set of polynomials P ′ (k, n) which characterizes the Grassmann cone Γ k k n just as the set P(k, n) does. First we introduce a convenient notation for certain sums of the coordinates Π i1...i k , which naturally reflects the multilinearity of wedge products: for a 2-vector i j = (i (0)
and extend it inductively to the case where two or more indices are 2-vectors.
and γ i are taken from the set {1, . . . , n}. We then define
and γ l are all distinct and such that
Note, in particular, that the polynomial P ′ A,B,C is nothing other than the rank 6 quadratic polynomial in (3), with the six variables Π ij with 1 ≤ i < j ≤ 4 replaced by Π ij = Π αiαj β1... βmγ1...γ k−2−m . If α i , β (µ) j and γ l are all distinct, Π ij are linearly independent as linear functions of the original coordinates Π i1...i k . This makes it clear that every element of P ′ (k, n) is a quadratic form of rank 6.
Lemma 2.2. Each P ′
A,B,C ∈ P ′ (k, n) can be written as a linear combination of Plücker relations in P(k, n):
Proof. For each fixed choice of µ i and ν i the first three terms in the expansion (2) of P are exactly those that appear in P ′ . The next m terms, i.e., the terms involving β Note: The preceding lemma implies that if P ′ A,B,C (ω) = 0 for some A, B, C, then ω is indecomposable. In Section 4 we will see that the converse of this statement is true as well. However, it is not in general possible to write every element of P(k, n) as a linear combination of elements of P ′ (k, n).
Note: The lemma holds for any P ′ A,B,C , without the assumption in Definition 2.1 that the indices be distinct and satisfy inequalities (4) . Those restrictions are merely for the purpose of making the set P ′ (k, n) smaller. For our choice of P ′ (k, n), it is a simple exercise in combinatorics to count the number of its elements:
2r r is the Catalan number [14] . Rewriting this, we observe that in general P ′ (k, n) is a much smaller set than P(k, n):
where the equality holds if and only if M := min{k, n − k} − 2 ≤ 0, and where
which is the number of the rank 2m+ 6 elements in P(k, n) if m > 0, and is four times this number if m = 0.
Note: Another way to think of P ′ (k, n), rather than being contained in the Zlinear hull of P(k, n), is that P ′ (k, n) is made up of the rank 6 elements of P(k, n) combined with a change of basis of the underlying vector space k n . In fact, P ′
Decomposability and GCP Maps to Γ 2 k 4
In this section we will construct a finite set of GCP maps from k k n to 2 k 4 , parametrized by the same choices of indices A, B, C as in the last section, such that if ω is indecomposable then there is some GCP map G in this set so that G(ω) is also indecomposable. First, we define a linear map from k n → k k+2 determined by these indices and prove a lemma addressing a question of vector geometry. 
m } written in increasing order so that ξ i < ξ i+1 . We let X A,B,C : k n → k k+2 be the linear map such that
otherwise.
Proof. We will proceed by induction on the dimension n. Note first that this is true when n = 4 merely by choosing A = {1, 2, 3, 4} and B = C = ∅ so that X is the identity map: the conditions on dim V , dim W and dim(V ∩ W ) imply k = 2, and the assertions of the lemma are easily verified. Now we assume that the induction hypothesis holds for the case n < n 0 and prove that it is true when n = n 0 as well.
There are three cases to consider: Case 1: There exists an i 0 ∈ {1, . . . , n} such that e i0 ∈ V and e i0 ∈ W . Then the linear map
By the induction hypothesis there exist A, B and C ⊂ {1, . . . , n − 1} subject to condition (4) such that X A,B,C takes V ′ and W ′ to k-dimensional subspaces of k k+2 with an intersection of dimension k − 2. Letting A ′ , B ′ and C ′ be made from A, B and C with the modifications that each index greater than or equal to i 0 is increased by 1 yields a map X A ′ ,B ′ ,C ′ = X A,B,C • X 0 so that the images of V and W under this map have the desired properties. Finally, the modification from A, B, C to A ′ , B ′ , C ′ preserves the order of elements, and hence condition (4). Case 2: There exists an i 0 such that e i0 ∈ V ∩ W . In this case again, we consider the map X 0 as defined in the previous case. This time, however, the images V ′ and
Applying the induction hypothesis provides us with A, B and C such that X A,B,C takes V ′ and W ′ to (k −1)-dimensional subspaces of k k+1 with an intersection of dimension k −3. Defining A ′ , B ′ and C ′ the same way as in case 1, and then setting C ′′ = C ′ ∪ {i 0 }, we observe that the triple (A ′ , B ′ , C ′′ ) has the desired properties.
Case 3: Every e i (1 ≤ i ≤ n) is in either V or W but not both. This is only possible in the case that n = 2k and when there exist distinct choices of indices i 1 < · · · < i k and j 1 < · · · < j k so that V = e i1 , . . . , e i k W = e j1 , . . . , e j k .
Then we may choose C = ∅, B to contain the k − 2 pairs { β 1 , . . . , β k−2 } where β s = (min{i s , j s }, max{i s , j s }), and A is made up of the elements i k−1 , i k , j k−1 , j k (properly ordered). This map has the desired property since it sends the first k − 2 basis elements of each subspace to span the same (k − 2)-dimensional subspace, but preserves the independence of the other 4 basis elements so that the dimension of the intersection is exactly k − 2. Noting that the minimum and the maximum of increasing functions are increasing, we obtain the inequalies (4). Now, let us define a GCP map associated to the same indices: Proof. Since G A,B,C is a GCP map, if ω is decomposable G A,B,C (ω) is also decomposable for any choice of A, B, and C. So, let us assume that ω is not decomposable and show that for an appropriate choice of the indices, its image in 2 k 4 is not decomposable either.
Suppose that ω can be written as a sum of two decomposable elements
That ω is indecomposable is equivalent [16] to the fact that the k-dimensional subspaces V = v 1 , . . . , v k and W = w 1 , . . . , w k of k n have an intersection of dimension less than or equal to k − 2. Applying Lemma 3.2 gives us a choice of A, B, C such thatX
where ω 1 is an indecomposable element of the second exterior power of the 4dimensional space e α1 , . . . , e α4 and ω 2 = e j1 ∧ · · · ∧ e j k−2 is simply the wedge product of the k − 2 basis elements other than the four indexed by the α i 's. Finally, applying the dual map and the liftẐ of Z results in G A,B,C (ω) = ω ′ 1 ∈ 2 k 4 with ω ′ 1 being the indecomposable element obtained from ω 1 by sending e αi to e i ∈ k 4 and then applying the dual isomorphism.
This proves the claim in the case that ω can be written as a sum of two decomposable elements. This is always the case in 2 k 4 , but not in general. Once again, we proceed by induction on the dimension n with the case n = 4 as our initialization.
Regarding k n−1 as the subspace e 1 , . . . , e n−1 of k n = e 1 , . . . , e n , let ω 1 ∈ k−1 k n−1 and ω 2 ∈ k k n−1 be such that ω = ω 1 ∧ e n + ω 2 . Now, if ω 1 is not decomposable, we make use of the induction hypothesis on ∧ k−1 k n−1 to get A, B, and C so that G A,B,C (ω 1 ) is indecomposable. If we consider instead C ′ = C ∪ {n} which has cardinality one greater than C then G A,B,C ′ (ω 1 ∧ e n ) = G A,B,C (ω 1 ) and G A,B,C ′ (ω 2 ) = 0 sinceX(ω 2 ) = 0. Consequently, A, B, C ′ satisfies the claim.
On the other hand, if ω 2 is not decomposable we make use of the induction hypothesis to obtain A, B and C. In this case, without any further modification we have that G(ω) = G(ω 2 ) is indecomposable since the absence of the number n in the indices will result inX which annihilates ω 1 ∧ e n .
The only other possibility is that both ω 1 and ω 2 are decomposable, which returns us to the case that was proved initially.
Determining Decomposability Using the Elements of P ′ (k, n)
Applying the result of last section, we now show that the rank 6 quadratic forms in P ′ (k, n) -like the Plücker relations in P(k, n) -are capable of characterizing the decomposables. So it is sufficient to note that substituting the 6 coordinates of G A,B,C (ω) into (3) yields precisely the equation P ′ A,B,C = 0. To see this, note that writing
we can computeΠ i1i2 directly. It is necessarily independent of Π j1j2j3...j k unless exactly two of α 1 , . . . , α 4 , one each of β (0) j and β (1) j for each 1 ≤ j ≤ m and all of γ 1 , . . . , γ k−m−2 are represented amongst j 1 , . . . , j k since the wedge products of which these are the coefficients are in the kernel of G. Moreover, of the remaining elements the only restriction on those which arise inΠ i1i2 is that α i1 and α i2 are not present amongst the indices. In particular,
Substituting these into (3) yields the representation of P ′ A,B,C in Definition 2.1.
Parameter Dependent Formulation
In this section we will introduce a GCP map depending polynomially on the k+2 free parameters x = (x 1 , . . . , x k+2 ), and use it to determine the decomposability of
Here R p is the localization of R at p. In what follows we will omit " ⊗ k R" if there is no fear of confusion.
Definition 5.1. Let X be the (k + 2) × n matrix whose (i, j) entry is x j−1 i , and let X be the lift of the associated linear map X : k n → k k+2 . Let Z be the 4 × (k + 2) matrix whose (i, j) entry is δ ij , or in the block form Z = (I O), consisting of 4 × 4 unit matrix and 4 × (k − 2) zero matrix, and letẐ be the lift of the linear map Z : k k+2 → k 4 . Then letting G =Ẑ • δ •X gives us a GCP map from k k n to 2 k 4 . For ω ∈ k k n , writing its image under G in the form
we further define
Lemma 5.2. Let V ′ be a linear subspace of k n of dimension k ′ . Then at a generic x, the linear map X restricted to V ′ has the maximal rank r := min{k + 2, k ′ }.
Proof. For any matrix M , denote by M j1...jq i1...ip the p × q matrix obtained by taking the rows i 1 , . . . , i p , columns j 1 , . . . , j q of M . Let U = (u ij ) be an n × k ′ matrix whose columns form a basis of V ′ . It suffices to show that the top left r × r minor D := det (XU ) 1...r 1...r of the (k + 2) × k ′ matrix XU is not the zero polynomial of x. Using a well-known formula for the determinant of the product of two matrices, we have
where ∆ ′ is (−1) r(r−1)/2 times the Vandermonde determinant 1≤i<j≤r (x i − x j ), where s λ is the Schur function corresponding to the partition λ = (λ 1 , λ 2 , . . . , λ r ), and where c λ = det U 1...r hr...h1 ∈ k with λ i = h i − (r − i + 1). Since the s λ for all partitions λ with l(λ) ≤ r form a Z-basis of the ring Z[x 1 , . . . , x r ] Sr of symmetric polynomials [9] , and since some c λ do not vanish, D is not the zero polynomial.
Theorem 5.3. The following four conditions for ω ∈ k k n are equivalent:
(1) ω is decomposable;
(2)X(ω) ∈ k k k+2 is decomposable;
Proof. Since H is the pull-back by G of the Plücker relation for Γ 2 k 4 , conditions 3 and 4 are equivalent. Since G is a GCP map, 1 implies 3. So we have only to prove that 3 implies 2 and 2 implies 1. We first prove that 3 implies 2. Suppose α :=X(ω) is indecomposable. Then β := δ(α) ∈ 2 k k+2 is also indecomposable since δ(β) = α and δ is a GCP map. Hence for some P A,B ∈ P(2, k + 2) we have
. . , k + 2}, with i j 's all distinct, and β = 1≤i<j≤k+2 Π ij e i ∧ e j . Permutation of the components of x, (x 1 , . . . , x k+2 ) → (x σ(1) , . . . , x σ(k+2) ), does not affect the indecomposability of α and β, and it corresponds, essentially, to the same permutation acting on the indices i, j of the coordinates Π ij of β. Hence for all choices of (i 0 , . . . , i 3 ), P A,B (β) are essentially the same polynomial upon renaming the variables x i . In particular, we can take (i 0 , i 1 , i 2 , i 3 ) = (1, 2, 3, 4), i.e., P {1}{2,3,4} (β) = P {1}{2,3,4} (Ẑ(β)) = 0. Thuŝ Z(β) = G(ω) is indecomposable, proving 3 implies 2. Now we prove that 2 implies 1. Suppose ω is indecomposable. We will prove the indecomposability ofX(ω).
First consider the case where ω is the sum of two decomposable elements, ω = v 1 ∧ · · · ∧ v k + w 1 ∧ · · · ∧ w k . Setting V = v 1 , . . . , v k and W = w 1 , . . . , w k we have, as seen in the proof of Theorem 3.4, that dim V = dim W = k and dim V ∩ W ≤ k − 2, so that dim V + W ≥ k + 2. Using Lemma 5.2 with V ′ = V , W and V + W respectively, at a generic x we have dim XV = dim XW = k and dim(XV + XW ) = dim(X(V + W )) = k + 2, so that dim(XV ∩ XW ) = k − 2. HenceX(ω) = Xv 1 ∧ · · · ∧ Xv k + Xw 1 ∧ · · · ∧ Xw k is indecomposable.
Next we study the general case by induction on n. If n = 4, then X is generically isomorphic, and the assertion that 2 implies 1 is obvious. Suppose the assertion holds for n − 1. Let ω = ω 1 ∧ e n + ω 2 , with ω 1 ∈ k−1 k n−1 and ω 2 ∈ k k n−1 ,
where we regard k n−1 ⊂ k n in the same way as in the proof of Theorem 3.4. If both ω 1 and ω 2 are decomposable, it reduces to the case studied above.
Suppose ω 1 is indecomposable. Let X 0 be the (k + 1) × (n − 1) matrix obtained from X by removing the last row and column. Since Xe n = k+2 i=1 x n−1 i e i , we havê X(ω) =X(ω 1 ) ∧ Xe n +X(ω 2 ) = (−1) k+n x n−1 k+2X 0 (ω 1 ) ∧ e k+2 + lower degree terms in x k+2 .
By the induction hypothesisX 0 (ω 1 ) is indecomposable, so the right-hand side of (7) is also indecomposable, as seen by expanding the Plücker relations P A,B (X(ω)) with A ∩ B ∋ k + 2 in powers of x k+2 and taking the coefficients of x 2n−2 k+2 . Suppose ω 1 is decomposable and ω 2 is not. ThenX(ω 1 ) is decomposable, and by the induction hypothesisX(ω 2 ) is not. We prove by contradiction thatX(ω) cannot be decomposable:
Let p ′ i1,...,i k−1 (resp. q i1,...,i k ) be the coordinates ofX(ω 1 ) (resp.X(ω 2 )). Thuŝ X(ω 1 ∧ e n ) =X(ω 1 ) ∧ Xe n has the coordinates
By assumption, {p i1,...,i k } satisfies all of the Plücker relations in P(k, k + 2), and {q i1,...,i k } does not satisfy some relation, say P A,B , in P(k, k + 2). Here, using the symmetry argument as we used in the proof of "3 implies 2" above, we may assume A = {1, 5, 6, . . . , k + 2} and B = {2, 3, 4, 5, 6, . . . , k + 2}. Denoting the sequence of indices 5, 6, . . . , k + 2 by * , and hence p ij * = p ij56...k+2 etc., we have thus p 12 * p 34 * − p 13 * p 24 * + p 14 * p 23 * = 0, (9) q 12 * q 34 * − q 13 * q 24 * + q 14 * q 23 * = 0.
1. The elements of P ′ (k, n) define quadric hypersurfaces which are isomorphic to each other by a GCP map, and the Grassmannian is obtained as the intersection of those isomorphic quadrics. This may be of interest to geometers who have already noted and used the previously known fact that this was true when k = 2 [11, 12] .
2. The 3-term Plücker relation is in a sense "universal", providing an explanation for the special role played by the 3-term relation in applications like soliton theory. In this respect, condition 4 in Theorem 5.3 should be viewed as being analogous to the use of a parameter-dependent Fay-Hirota type difference equation to characterize KP tau functions [6, 10, 15] .
In fact, we can make this last remark entirely explicit by defining
where 1 ≤ i < j ≤ 4, x ′ = (x 5 , . . . , x k+2 ), Π i1...j k are the coordinates of ω, and s λ is the Schur function corresponding to λ = (λ 1 , . . . , λ k ), λ i = j k−i+1 − (k − i + 1).
When ω ∈ Γ k C 2k , this is the tau-function of a rational KP solution written in terms of Miwa coordinates. Let ∆(x 1 , . . . , x k ) = 1≤i<l≤k (x i − x l ) be the Vandermonde determinant. Noting thatΠ ij in (6) is divisible by ∆(x 1 , . . . , x i , . . . , x j , . . . , x k+2 ), we see that H(ω) is divisible bỹ
Dividing H by∆, we observe that condition 4 of the theorem is precisely the Hirota Bilinear Difference Equation for τ : 
Indeed, since these rational solutions are dense in the space of all formal series solutions [13] , this actually gives a purely algebraic proof of the "universality" of the Fay Identity/Hirota Bilinear Difference Equation for all KP solutions.
