Abstract. We obtain the Nevanlinna parametrization for an indeterminate matrix moment problem, giving a homeomorphism between the set V of solutions to the matrix moment problem and the set V of analytic matrix functions in the upper half plane such that V (¸) ¤ V (¸) · I. We characterize the N-extremal matrices of measures (those for which the space of matrix polynomials is dense in their L 2 -space) as those whose corresponding matrix function V (¸) is a constant unitary matrix.
Introduction.
Let (s n ) n¸0 be an indeterminate Hamburger moment sequence and let V be the set of positive Borel measures ¹ on R satisfying R R t n d¹(t) = s n , n¸0. It is clear that V is an in¯nite convex set, and well-known that V is compact in the weak topology. Let (p n ) n be the corresponding orthonormal polynomials satisfying Z R p n (t)p m (t)d¹(t) = ± n;m ; for any ¹ 2 V .
(p n ) n is uniquely determined if we assume that p n is of degree n with positive leading coe±cient. The polynomials (q n ) n of the second kind are given by q n (t) = Z R p n (t) ¡ p n (x) t ¡ x d¹(x); for any ¹ 2 V .
It is well-known that the series P jp n (¸)j 2 , P jq n (¸)j 2 converge uniformly on compact subsets of C, which makes it possible to de¯ne four important entire functions on C by
c(¸) = 1 +¸1 X k=0 p k (0)q k (¸);
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These functions depend only on the moment sequence (s n ) n¸0 (or equivalently on V ). The set V of all solutions ¹ to the indeterminate moment problem was parametrized by Nevanlinna in 1922 using these functions. The parameter space is the one-point compacti¯cation of the set P of Pick functions, which are holomorphic functions in the upper half-plane H with non-negative imaginary part. Pick functions are also called Herglotz or Nevanlinna functions. The Nevanlinna parametrization is the homeomorphism ' ! º ' of P [ f1g onto V given by
which means that the Stieltjes transform of any solution º 2 V is given by (1.1) for a unique Pick function ' or by the point 1 (see [A] or [N] ). Strictly speaking it is not the set V which is parametrized but the set of its Stieltjes transforms
which are holomorphic functions in C n R. This is just as good, since ¹ ! I(¹) is a oneto-one mapping from the set M (R) of¯nite complex measures on R to the set H(C n R) of holomorphic functions in C n R. The inverse mapping is given by the Perron-Stieltjes inversion formula
where the convergence is in the weak topology on the space M (R) of positive measures on the real line as dual space of C 0 (R) (continuous functions on R vanishing at in¯nity). The measures in V for which the set P of polynomials is dense in its corresponding space L 2 (¹) are those whose corresponding Pick functions are real constants or 1. These constant real functions are extremal in P in an obvious sense. In honour of Nevanlinna these measures are called N-extremal (Nevanlinna-extremal) . Nevanlinna also proved that for a¯xed¸2 C n R, the set
is a circle in the complex plane, and in 1923 M. Riesz gave a beautiful geometric characterization of the N-extremal measures, proving that a measure º is N-extremal if and only if I(º)(¸) lies on the boundary of the circle I(V )(¸), and that this property does not depend on the chosen¸(see [A] or [R] ). In the parametrization (1.1), these N-extremal measures are obtained when '(¸) is taken to be a constant real number. If we de¯ne V to be the set of holomorphic functions v(¸) in the upper half-plane H such that jv(¸)j 2 = v(¸)v(¸) · 1, then the mapping
transforms the set P [f1g onto V bijectively, if we accept that the limit function '(¸) = 1 is transformed into v(¸) = ¡1. Its inverse is given by
If we make this change in (1.1) we obtain the expression
, for¸2 H, and the N-extremal measures are obtained when v(¸) is a constant complex number a with jaj = 1. This expression is more suitable to be generalized to the matrix case. The reason is that, whereas in the scalar case there is only one limit Pick function '(¸) = 1, in the matrix case a Pick matrix function can be "big" in many di®erent ways, as we will see later.
The purpose of this paper is to generalize the parametrization of Nevanlinna to the matrix case, and to characterize those matrices of measures for which the matrix polynomials are dense in the corresponding L 2 -space, that is, the N-extremal matrices of measures. Given º = (º i;j ) 1·i;j·N a positive de¯nite matrix of measures (for any Borel set A the numerical matrix º(A) is positive semide¯nite) with¯nite matrix moments
of any order k¸0, we denote by V the set of positive de¯nite matrices of measures having the same matrix moments as those of º, and by V n the set of positive de¯nite matrices of measures having the same moments as those of º up to degree n. By (P n ) 1 n=0 we denote the sequence of orthonormal matrix polynomials with respect to º, P n of degree n and with non-singular leading coe±cient.
These polynomials (P n ) n satisfy a three term recurrence relation of the form
(A n and B n being N £ N matrices such that det(A n ) 6 = 0 and B ¤ n = B n ), with initial condition P ¡1 (t) = µ (here and in the rest of this paper, we write µ for the null matrix, the dimension of which can be determined from the context. For instance, here µ is the N £ N null matrix). It is well-known that this recurrence relation is equivalent to the orthogonality with respect to a positive de¯nite matrix of measures: this is the matrix version of Favard's Theorem (see [AN] or [DL1] ).
We denote by Q n (t) the corresponding sequence of polynomials of the second kind,
which also satisfy the recurrence relation (1.3), with initial conditions Q 0 (t) = µ and Q 1 (t) = A
¡1
1 . As in the scalar case the determinacy or indeterminacy of the matrix moment problem is also related to the indices of de¯ciency of the operator J de¯ned by the in¯nite N -Jacobi
on the space`2, where A n and B n are the coe±cients which appear in the three term recurrence relation (1.3). In this case the indices of de¯ciency can be any natural number from 0 to N , being both equal to 0 in the determinate case and both equal to N in the completely indeterminate case. In this paper we assume the matrix moment problem has the highest possible degree of indetermination, that is, these indices are both equal to N . In section 3 we will prove that in this case the two series
converge uniformly in the variables¸and´on every bounded set of the complex plane.
This permits to de¯ne four holomorphic matrix functions A(¸), B(¸), C(¸) and D(¸) which depend only on the sequence (S n ) n¸0 and play a fundamental role in the parametrization of the solutions to the matrix moment problem (see (2.16)).
In the matrix case the parameter space is the space V of holomorphic matrix functions V (¸) in the upper half-plane H such that V (¸) ¤ V (¸) · I. We will prove the following theorem: Theorem 1. There exists a homeomorphism between the set V and the set V given by
The N-extremal matrices of measures in V correspond to the constant unitary matrices in V.
In most cases this expression can be given in terms of a Pick matrix function. A Pick matrix function is a holomorphic matrix function ©(¸) in the upper half-plane H such that for any z in H the matrix
is positive semide¯nite. If we suppose the matrix function [I + V (¸)] to be invertible for every¸in H, then we can de¯ne
which is a Pick matrix function:
which is the matrix version of (1.1). For any given Pick matrix function ©(¸), the inverse mapping of (1.6) is
Observe that [©(¸)+iI] is always invertible, for if there exists¸0 in
N are considered as row vectors, and v ¤ is the column of complex conjugate entries of v) . Using this we get
which is absurd because ©(¸) is a Pick matrix function. For V (¸) de¯ned in this way, we have
which is always invertible. Consequently (1.7) holds for every¸in H and it immediately gives that
for a certain unitary matrix U . If I + U is invertible, then
is hermitian, and (1.8) reduces to
but observe that not every N-extremal matrix of measures can be represented in this way for a hermitian matrix.
During the forties the matrix moment problem appears mentioned in several papers by a few soviet authors, who obtained some results using operator theory. Indeed, Theorem 1 appears without proof in the 1949 paper [K1] by Krein, who refers to previous papers on operator theory by himself and M. Krasnoselskii ([K2] and [KK] ) and to a paper by Nagel ([Na]) from 1936. As far as we know, no proof of Theorem 1 has ever appeared published. We can only think that Krein saw this result as a consequence of his investigations in operator theory. The proof we present in this paper is obtained without using any techniques of operator theory, and together with our previous paper ( [L] ), it gives a direct extension and a geometric interpretation to the matrix case of the 1922 and 1923 results of R. Nevanlinna and M. Riesz.
Preliminaries.
In what follows, if P (¸) is a matrix polynomial, we denote by P ¤ (¸) the polynomial obtained from P (¸) by replacing each of its matrix coe±cients by its hermitian conjugate, so that P (¸)
is a holomorphic function on a domain − containing 0 we denote by F ¤ (¸) the matrix function obtained from F (¸) by replacing each of the matrix coe±cients in its power series expansion at zero by its hermitian conjugate, and similarly we have
We say that¸0 is a zero of the analytic matrix function
The set of positive de¯nite matrices of measures is endowed with the vague and weak topologies. The vague topology is the coarsest topology for which the mappings ¹ ! R R fd¹ are continuous, where f 2 C c (R) is arbitrary. By C c (R) we denote the set of continuous functions with compact support de¯ned on R. The weak topology is the coarsest topology for which the mappings ¹ ! R R fd¹ are continuous, where f 2 C b (R) is arbitrary. By C b (R) we denote the set of continuous and bounded functions de¯ned on R.
Since C c (R) is strictly included in C b (R) it is clear that the vague topology is coarser, that is, it has fewer open sets than the weak topology. It is not hard to see that both topologies are Hausdor®. V is a compact and convex set for these topologies which coincide on V (see [DL2] ).
For ¹ a positive de¯nite matrix of measures, the space L 2 (¹) is de¯ned as the set of
, where M (t) is the Radon-Nikodym derivative of ¹ with respect to its trace (¿¹) (for a matrix A = (a i;j ) 1·i;j·N , we denote ¿A for its trace, i.e.
The space L 2 (¹) is endowed with the norm
and is a Hilbert space. The duality works as for the scalar case (see [Ro] or [DL2] for more details). For the de¯nition of the L p spaces associated to ¹, 1 · p < 1, see also [DL2] .
We include here the matrix version of some classical formulae for orthonormal scalar polynomials. The proofs are easily veri¯ed using the three term recurrence relation (1.1).
(2.1)
(this is Green's formula), (2.3)
(this is Christo®el-Darboux formula). By using the Liouville-Ostrogradsky formula
and (2.6)
one can obtain the three following formulae strightforwardly:
and (2.9)
We de¯ne the four matrix functions (2.10)
For u = 0 and v =¸in (2.7), (2.8) and (2.9) we get the identities
and (2.13)
By using (2.5) and (2.6) we obtain the four following formulae:
We also have
As we explained in the Introduction, we can de¯ne four holomorphic matrix functions A(¸), B(¸), C(¸) and D(¸) by taking limit in (2.10) for n tending to 1:
By taking limit in (2.11), (2.12), (2.13) and (2.15) we get the following formulae:
and (2.20)
If we suppose Q n¡1 (0) is invertible we can express
Putting u = v = 0 in (2.1) we get that the matrix Q
n is hermitian and then remark 2.3 of [DL1] gives that the zeros of B n (¸) are all real.
If Q n¡1 (0) is not invertible, then Q n¡1 (t) is invertible, for jtj su±ciently small, for the number of zeros of Q n¡1 (t) is at most (n ¡ 1)N , and then we can express
Again, putting u = v = t in (2.1) we see that the matrix Q
n is hermitian and consequently the zeros of Q ¤ n¡1 (t)A n P n (¸)¡Q ¤ n (t)A ¤ n P n¡1 (¸) are real. Since the zeros of B n (¸) are obtained for jtj tending to 0, these must be real as well. As a consequence the zeros of the limit matrix function B(¸) = lim n!1 B n (¸) are also real.
In a similar way, taking into account that Q n (t) is also a sequence of orthogonal matrix polynomials we deduce that the zeros of
In [L] the sets B n (¸) and B 1 (¸) were de¯ned and used. For¸2 C n R, B n (¸) is the set of N £ N complex matrices ! such that the matrix inequality
holds, where G n (¸) = B n (¸;¸)D n (¸;¸) ¡1 and
The set B 1 (¸) is the intersection of all the sets B n (¸), for n 2 N. Its equation is
where G(¸) = B(¸;¸)D(¸;¸) ¡1 and R(¸) is the limit matrix
or equivalently (2.24)
By using formulae (2.1), (2.2), (2.3) and (2.4) in (2.22) it is straightforward to see that B n (¸) is also the set of N £ N complex matrices ! such that
The condition for ! to be an extremal point of B n (¸) (in the sense of convexity) is that the matrix
is hermitian. By substituting formulae (2.14) in (2.25) we get that B n (¸) is also described by the matrix inequality
and by taking limit for n tending to 1 we get that B 1 (¸) is described by the inequality
In [L] it is proved that for a¯xed non-real¸the image through the Stieltjes transform of all the matrices of measures of V in the pointI
is the set B 1 (¸). This is the generalization to the matrix case of the same theorem proved by Nevanlinna in 1922 for the scalar case. The extremal points (in the sense of convexity) of the set I(V )(¸) = B 1 (¸) are the matrices ! for which equality is attained in (2.27), that is the N £ N complex matrices ! such that the matrix [
is hermitian. If ¹ is a matrix of measures in V for which I(¹)(¸) is an extremal point of I(V )(¸), we call this matrix of measures N -extremal, as in the scalar case. Finally, [L] generalizes Riesz's theorem by proving that the matrices of measures of V for which the set P of matrix polynomials is dense in the corresponding space L 2 (¹) are precisely the N -extremal matrices of measures, and that the N -extremality of a matrix of measures does not depend on the non-real¸chosen. The questions of density for the truncated matrix moment problem were solved in [DL3] .
The indices of de¯ciency.
Given a complex¸in the upper half-plane, the index of de¯ciency ± + is the dimension of the kernel of the operator J ¤ ¡¸I. The index ± ¡ is de¯ned in the same way for¸in the lower half-plane. It is a well-known result in operator theory (see [AG] ) that the indices ± + and ± ¡ do not depend on the¸chosen in the upper or lower half-plane respectively.
If we solve the equation (J ¤ ¡¸I)x ¤ = µ (x ¤ denotes an in¯nite column vector), we obtain that the solutions x ¤ must be necessarily of the form
for a certain vector v in C N . The condition for x ¤ to belong to`2 is
and consequently the index of de¯ciency ± + is
We have the following results:
Theorem 3.1. The index of de¯ciency of the operator J ¤ ¡¸I is equal to the rank of the limit matrix R(¸).
This theorem appears in [Z] . For the convenience of the reader we include a proof of it here. A more general result can be found in [Be, Th. 2.6] .
Proof We prove that a vector v in C N belongs to the image of R(¸) if and only if vR n (¸) ¡1 v ¤ is a bounded sequence. Observe that since R(¸) is a hermitian matrix, the subspaces Im(R(¸)) and Ker(R(¸)) of C N are orthogonal complements of each other.
(=)) We prove¯rst that for any n¸1 we have
To see this observe that for n¸1 we have R n (¸)¸R(¸) and thus for any ² > 0 we have
and thus
Now (3.1) is obtained by letting ² ! 0.
We prove now the¯rst implication. Given v 2Im(R(¸)), there exists w in C N such that v = wR(¸), and we have
which is bounded. ((=) We choose a unitary matrix U n (¸) such that
converges to a unitary matrix U (¸), and without loss of generality we can assume U n p (¸) is the same U n (¸). We suppose now v is a vector in
for a certain constant K. We know that¸(
N are all increasing sequences, and thus they are convergent, respectively to certain¸j, for n ! 1, and
We callṽ = vU(¸) ¤ = (ṽ 1 ; : : : ;ṽ N ), and we get
If we call I = fj = 1; : : : ; N :¸j = 1g, we have thatṽ j = 0 for j 2 I. Now,
; : : : ; 1
and hence
where 1=¸j = 0 for j 2 I. To¯nish we see now that v 2Im(R(¸)), by proving that vw ¤ = 0, for any w 2Ker(R(¸)). For w 2Ker(R(¸)) we have
withw = wU(¸) ¤ , hencew j = 0 for j = 2 I, and consequently
becauseṽ j = 0 for i 2 I andw j = 0 for j 2 I. ¥ Theorem 3.2. If for a¯xed complex¸0 the series
is convergent, then (1) The series
is also convergent, and (2) The series
are both uniformly convergent in any compact subset of the complex plane.
Proof (1) In the hypothesis, the set B 1 (¸0) described by 2.23 is isomorphic to H ¤ H · I. Formula 2.24 gives that for any matrix ! 0 in B 1 (¸0), the series
is convergent. To deduce the result it is enough to choose any ! 0 in B 1 (¸0) and to take into account that the sequences of N £ N matrices M n for which the series P 1 n=1 M ¤ n M n is convergent form a vector space.
(2) The proof known for the scalar case (see [A, p.16] ) works for the matrix case with minimal adjustments, so we omit it. ¥ By virtue of Theorem 3.2 the claim about the series (1.4) stated in the Introduction follows, which permits to de¯ne the four important holomorphic matrix functions (2.16).
Pick matrix functions.
We denote by P the set of Pick matrix functions, that is, the set of holomorphic matrix functions ©(¸) de¯ned on H = fIm¸> 0g such that for any¸in H the matrix
is positive semide¯nite. Any Pick matrix function can be extended to the half plane H ¤ = fImz < 0g by putting ©(z) = ©(z) ¤ . Of course the functions obtained in this way are not in general analytic continuation of each other. Thus we can assume the space P to consist of all the functions ©(¸) holomorphic in C n R such that
For example, if º(t) is a positive matrix of measures with ¿ º(R) < 1 (¿ denotes the trace of the matrix), then its Stieltjes transform
We now give some results about Pick matrix functions. We only give the proof of the fourth theorem. For the¯rst three theorems the proofs work as in the scalar case (see [A] ). The presentation here follows the treatment of the classical theory as given in [B] Theorem 4.1. The formula
establishes a one-to-one correspondence between Pick matrix functions ©(¸) and triples (®;¯; º), where ® is a positive semide¯nite numerical matrix,¯is a hermitian matrix and º is a positive de¯nite matrix of measures such that ¿ º(R) < 1.
Theorem 4.2. The matrix functions I(¾), where ¾ is a positive de¯nite matrix of measures with ¿¾(R) < 1 are characterized as the Pick matrix functions © for which
Theorem 4.3. Let (S n ) n be a matrix moment sequence. For every representing matrix of measures ¾, the Pick matrix function ©(¸) = I(¾)(¸) has the asymptotic expansion
Reciprocally, if (S n ) n¸0 is a sequence of matrices and ©(¸) is a Pick matrix function such that (4.3) holds in V ¼
2
, then (S n ) n is a matrix moment sequence and ©(¸) = I(¾)(¸) for some representing measure ¾.
We de¯ne the set N of holomorphic functions to be
endowed with the usual topology of uniform convergence on compact subsets of H. 
Proof
We already know that if ¾ 2 V then I(¾)(¸) 2 B 1 (¸) (see Preliminaries). The mapping is one-to-one by the Perron-Stieltjes inversion formula. To see it is onto it su±ces to show that any F 2 N has the asymptotic expansion
Since every I(¾) has this asymptotic expansion for ¾ 2 V , it is enough to prove that
We have
We consider the Frobenius norm kAk = ¿ (AA ¤ ) 1 2 . We have to prove that the norms of the two matrices summing in the right hand side of (4.4) tend to 0 when y ! 1. For the¯rst one, observe that I(¾)(iy) 2 B 1 (iy) (2.23) implies that
Using this we have
For the second matrix the proof works the same since by hypothesis F (iy) 2 B 1 (iy). We see now that the mapping is continuous. Let's suppose ¾ n ! ¾ weakly for ¾ n , ¾ in V . This gives that I(¾ n )(¸) ! I(¾)(¸) for all¸2 H. We have to show that I(¾ n )(¸) converges to I(¾)(¸) uniformly on any compact subset K of H. If ± = inffImz : z 2 Kg, then ± > 0 and jt ¡¸j¸±, for t 2 R, z 2 K. For a given ² > 0, there exists¯nitely many points z 1 ; : : : ; z p in K such that
and we can choose N in N such that
For z 2 K we choose i so that z 2 D(z i ; ²) and get for n¸N
A continuous bijection of a compact space onto a Hausdor® space is a homeomorphism and the image N is compact. This completes the proof. ¥
Proof of Theorem 1.
By virtue of Theorem 4.4, to¯nish proving Theorem 1, we only have to prove that there is a bijection between V and N given by
where !(¸) belongs to N and V (¸) belongs to V. This bijection clearly respects uniform convergence on compact subsets of H.
To begin with, let's see that for a given V (¸) in V, (5.1) de¯nes !(¸) holomorphic in H. For this it is enough to prove that the zeros of the matrix function
are all real. Suppose on the contrary that there exists¸0 in H and a non-zero vector v in
Since B ¤ (¸0) is invertible, this is equivalent to
Using this and (2.20) we obtain From these two equations we get
which using (2.18) and (2.17) leads to
which is absurd because B(¸0) and D(¸0) are both invertible matrices and v 6 = µ.
Finally, let's see that V (¸) belongs to V if and only if !(¸) belongs to N . For this, observe that for V (¸) given by (5.3), we have
