Abstract. Let K/k be an extension of number fields. We describe theoretical results and computational methods for calculating the obstruction to the Hasse norm principle for K/k and the defect of weak approximation for the norm one torus R 1 K/k Gm. We apply our techniques to give explicit and computable formulae for the obstruction to the Hasse norm principle and the defect of weak approximation when the normal closure of K/k has symmetric or alternating Galois group.
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admits a purely group-theoretic description in terms of the relevant local and global Galois groups.
Thus our next result allows one to easily compute the p-primary part of the knot group and the size of the p-primary part of the defect of weak approximation for all but finitely many primes p.
Theorem 1.3. If p is a prime such that
(ii) H 1 (k, Pic X) (p) ∼ = F(G, H) (p) .
We now restrict our focus to extensions with normal closure having Galois group isomorphic to A n or S n . Our first main theorem in this setting is the following: (ii) For G ∼ = A n the invariant H 1 (k, Pic X) is either trivial, isomorphic to C 3 , C 6 or an elementary abelian 2-group. Every possibility is realised for some choice of n and K/k.
The following corollary of Theorems 1.1 and 1.4 gives a useful shortcut when analyzing the HNP and weak approximation for S n extensions, enabling one to reduce to the case where H is a 2-group. 
. Given an extension K/k satisfying the conditions of Theorem 1.7, there is an algorithm that takes as inputs G, H and the decomposition groups at the ramified places of L/k
and gives as its outputs the knot group K(K/k), the invariant H 1 (k, Pic X), and the defect of weak approximation A(T ) for T = R 1 K/k G m .
As an application, one can obtain conditions on the decomposition groups determining whether the HNP and weak approximation hold in A n and S n extensions. In Theorems 1.9 and 1.10, we exhibit such a characterization for n = 4 or 5, when these local conditions are particularly simple. 
Theorem 1.9. Suppose that G is isomorphic to

Therefore, in cases (i) and (ii) of Theorem 1.9, weak approximation holds for R 1 K/k G m if and only if the HNP fails for K/k. In all other cases, weak approximation holds for R
For the sake of completeness, we also provide criteria for the validity of the HNP when G ∼ = A 6 or A 7 (the two groups not addressed by Theorem 1.7). The proof uses the first obstruction to the HNP, along with various tricks involving moving between subextensions as detailed in Section 4. • H 1 (k, Pic X) (3) = 0 if and only if C 3 ֒→ H.
Theorem 1.11. Suppose that G is isomorphic to
Our motivation for providing explicit local conditions for the failure of the HNP is to enable a statistical analysis of the HNP and weak approximation for norm one tori in families of extensions of number fields. Such an analysis was carried out for extensions of a number field k with fixed abelian Galois group by the second author together with Frei and Loughran in [20] (ordering by discriminant) and [21] (ordering by conductor). One consequence of their results is that the HNP fails for 0% of biquadratic extensions of k. In the case k = Q, this was refined to an asymptotic formula for the number of biquadratics failing the HNP (ordered by discriminant) by Rome in [43] .
Having dealt with the V 4 case and noting that the HNP holds for all C 4 , D 4 and S 4 quartics (see (I), (III) and (IV)), if one wants to fully understand the frequency of failure of the HNP for quartics with fixed Galois group, there is one remaining family to tackle: namely A 4 quartics. Counting A 4
quartics may be beyond current capabilities but the following corollary of Theorem 1.9 gives hope that one may be able to exploit results about biquadratic extensions to bound the number of A 4 quartics for which the HNP fails. 
In particular, the HNP holds for K/k if and only if it holds for the biquadratic extension L/F .
Likewise, weak approximation holds for K/k if and only if it holds for L/F .
The first statistical study of the HNP in a family of extensions with fixed non-abelian Galois group is carried out by the first author in [38] , where he shows that the HNP fails for 0% of D 4
octics ordered by an Artin conductor. The present paper provides the algebraic input required to study the statistics of the HNP and weak approximation in several more families of non-abelian, and even non-Galois, number fields -such as S 4 octics, for example. This future work will capitalize on recent advances in counting within families of number fields, see e.g. [1, 4, 5, 6, 8, 17, 22, 31, 40, 52] , and contribute to the ongoing rapid progress in the area of rational points and failures of local-global principles in families of varieties. See [11] for a survey of recent developments in this area.
Although counting degree n > 4 extensions of number fields with bounded discriminant may be out of reach at present, there are very precise conjectures for the number of such extensions.
Namely, the weak Malle conjecture on the distribution of number fields (see [39] ) predicts that the number N (k, G, X) of degree n extensions K of a number field k with Galois group G and
where α(G) = min g∈G\{1} {ind(g)} and ind(g) equals n minus the number of orbits of g on {1, . . . , n}.
Using a computational method developed by Hoshi and Yamasaki (see Section 5.2), we obtain the following consequence of this conjecture: In fact, the assertions of Theorem 1.14 remain true if one only assumes Conjecture (2) for a few transitive subgroups of S n , see Remark 5.11(iii) .
In order to obtain asymptotic formulae for the number of extensions satisfying certain conditions, it is often necessary to first show the existence of at least one such extension, see [20, Theorem 1.7] , for example. Our next result addresses this issue. We call an extension of number fields K/k a 
The condition 1.1. Structure of the paper. Section 2 contains the relevant background material. In Section 3 we prove Theorems 1.1 -1.3. Section 4 gathers results that allow one to transfer information regarding the HNP from a field extension to its subextensions and vice versa. We also give analogues of these results for weak approximation on the associated norm one tori. In Section 5 we apply our results to extensions whose normal closure has Galois group A n or S n , proving Theorems 1.4 -1.12, Corollary 1.13 and Theorem 1.14. In Section 6 we prove Theorem 1.15 and give examples of successes and failures of the HNP in all cases covered by Theorems 1.9 and 1.11.
1.2.
Notation. Given a number field k and a Galois extension L/k, we use the following notation:
Given a field K, a variety X over K and an algebraic K-torus T , we use the following notation:
we omit it from the subscript)
For an algebraic torus T defined over a number field k, we denote its Tate-Shafarevich group and defect of weak approximation by
respectively.
Given a finite group G, a subgroup H of G, a G-module A, an integer q and a prime number p, we use the notation:
For x, y ∈ G we adopt the convention [x, y] = x −1 y −1 xy and x y = y −1 xy. If G is abelian and d ∈ Z >0 , we denote:
We often use '=' to indicate a canonical isomorphism between two objects. and any n ∈ Z >0 , the restriction map
Proof. See, for example, [10, Theorem III.10.3] .
In order to study restriction and corestriction maps, we will also need a few results from the theory of covering groups.
Definition 2.2. Let G be a finite group. A finite group G is called a generalized representation group of G if there exists a central extension 
It is well known that every finite group has a generalized representation group (see [34, Theorem 2.1.4]). The following result of Schur, giving presentations of generalized representation groups of A n and S n , will be useful when investigating the Hasse norm principle for A n and S n extensions.
Proposition 2.4. Let n ≥ 4 and let U be the group with generators z, t 1 , . . . , t n−1 and relations
Then U is a generalized representation group of S n with base normal subgroup K = z . Moreover, if t i denotes the transposition (i i + 1) in S n , then the map
is surjective and has kernel K. Additionally, if n = 6, 7, then a generalized representation group of
Proof. See Schur's original paper [46] 
Proof. See [50, Theorem 6] .
Note that the Hochschild-Serre spectral sequence gives an isomorphism Br X/ Br 0 X ∼ = H 1 (k, Pic X),
where Br 0 X = Im(Br k → Br X). Furthermore, Br X = Br nr (k(T )/k) is known as the unramified Brauer group of T .
In the case of the norm one torus T = R 1 K/k G m associated to an extension of number fields K/k,
(see [41, p. 307] ). Hence, Theorem 2.5 gives a necessary and sufficient condition for the validity of both the HNP for K/k and weak approximation for T , namely the vanishing of H 1 (k, Pic X).
Recall that if T is split by a Galois subextension L/k of k/k, then Gal(k/L) acts trivially on the character group T = Hom(T , G m,k ) and thus T is a Gal(L/k)-module. Implicit in much of our work is the fact that the norm one torus R 1 K/k G m is split by any Galois extension of k containing K.
Lemma 2.6. Let K/k be a finite extension and let X be a smooth compactification of
Proof. Write T K = T × k K. Applying base change to the exact sequence defining T gives
Let L/k be a Galois extension containing K. Let G = Gal(L/k) and let H = Gal(L/K). Taking character groups gives an exact sequence of H-modules
As an H-module, Z[G/H] decomposes as Z[G/H] = Z ⊕ M for some H-module M , whereby the exact sequence (4) splits and hence so does (3). Therefore,
This completes the proof that
The corollary below is an immediate consequence of Theorem 2.5 and Lemma 2.6.
One approach to understanding the group H 1 (k, Pic X) is via flasque resolutions of the Galois module T . We explain this approach below (see [12] and [13] for more details).
Let G be a finite group and let A be a G-module. We say that A is a permutation module if it has a Z-basis permuted by G. We say that A is flasque if
A flasque resolution of A is an exact sequence of G-modules
where P is a permutation module and F is flasque. We say two G-modules A 1 and A 2 are similar if A 1 ⊕ P 1 ∼ = A 2 ⊕ P 2 for permutation modules P 1 , P 2 and denote the similarity class of A by [A]. 
Additionally,
Proof. See [12, Lemme 5 and Proposition 6], and [13, Proposition 9.5(ii)] for the final assertion.
Let us return to the case where T is the norm one torus R 1 K/k G m of an extension K/k of number fields. In the special case where K/k is a Galois extension the invariant H 1 (G, F ) of Theorem 2.8 takes a particularly simple form, as the following result shows.
Proof. See [12, Proposition 7] .
Let L/k be a Galois extension containing K/k and set
well-known fact that the module T is isomorphic to the G-module J G/H , defined as follows:
Definition 2.10 (Chevalley module). Let G be a finite group and H a subgroup of G. The map
gH produces the exact sequence of G-modules 
There is a canonical isomorphism
is the decomposition group at v. In the special case where
Proof. This is the case i = 1 of [41, Theorem 6.10]. For the case T = R 1 L/k G m , see [48, p. 198 
is called the first obstruction to the HNP for K/k, corresponding to the tower L/K/k.
Clearly the knot group K(K/k) (which is sometimes called the total obstruction to the HNP) sur-
and Platonov give another very useful sufficient criterion for this equality to hold, as follows: 
Suppose that the HNP holds for the extensions K i /k i and that the map
In order to compute F(L/K/k), Drakokhrust and Platonov give some explicit results relating this object to the local and global Galois groups of the tower L/K/k. We present their results here in a slightly more general setting. Let G be a finite group, let H ≤ G, and let S be a set of subgroups of G. Consider the following commutative diagram:
where the x i 's are a set of representatives of the H-D double cosets of G, the sum over D is a sum over all subgroups in S, and
i . The maps ψ 1 , ϕ 1 and ϕ 2 are induced by the natural inclusions H ֒→ G, H i ֒→ H and D ֒→ G, respectively. If h ∈ H i , then
Given a subgroup D ∈ S, we denote by ψ D 2 the restriction of the map ψ 2 in diagram (5) to the subgroup
Proof. The proof follows in the same manner as the proof of [16, Lemma 2] .
Given a place v of k, the set of places w of K above v is in one-to-one correspondence with the set of double cosets in the 
where the sum over w | v is a sum over all places w of K above v and H w is the decomposition group of L/K at w. 
For v ∈ Ω k we denote by ψ v 2 the restriction of the map
2 ). We write ψ nr 2 for the restriction of the map ψ 2 to the subgroup
and define ψ r 2 similarly using the ramified places.
Let C be the set of all cyclic subgroups of G and let ϕ C 1 and ψ C 2 denote the relevant maps in diagram (5) with S = C. Then
where the maps in the expression on the left are the ones in diagram (6) .
Proof. This follows from the Chebotarev density theorem and Lemma 2.14. (6), we have
Theorem 2.19. [16, Theorem 2] In the notation of diagram
Theorem 2.19 is very useful -quite often one can show that 
Hence, Theorem 2.19 and the fact that only finitely many places of k ramify in L/k show that
can be obtained by a finite computation. We combined these facts to assemble a function
The code for this function is available at [36] .
Theorem 2.19 also motivates the following definition.
Definition 2.21. Let G be a finite group and let H ≤ G. Define the group F(G, H) by
Returning to the situation of a tower of number fields
and H = Gal(L/K) and employing the notation of diagram (6), we have
Drakokhrust used F(G, H) to calculate the middle group of Voskresenskiȋ's exact sequence in terms of generalized representation groups of the Galois groups involved.
Theorem 2.22. Let T be the norm one torus 
Proof. For any v ∈ Ω k , define
Consider the version of diagram (5) with respect to the groups G, H and
where ψ nr 2 denotes the restriction of ψ 2 to the subgroup
and the x i 's are a set of representatives for the double coset decomposition
By the Chebotarev density theorem we can choose the subgroups S v for v unramified in such a way that every cyclic subgroup of G is in S. For this choice, we obtain
Indeed, we clearly have Ker We finish this section by summarizing the relation between some of the objects introduced so far.
Proposition 2.23. Retain the notation of Theorem 2.22. There is a diagram of surjections
F(G, H) K(K/k) F(G, H) F(L/K/k) Furthermore, (i) F(G, H) ∼ = K(K/k) if
and only if weak approximation holds for
Proof. The existence of a surjection F(G, H) ։ K(K/k) follows from Theorems 2.5 and 2.22. The surjection F(G, H) ։ F(G, H) is induced by the projection map λ : G → G. The other surjections have been covered earlier in this section. We now prove statements (i) to (iv).
(i) Follows from Theorems 2.5 and 2.22.
(ii) Easy exercise.
(iii) Immediate from the definitions.
(iv) Follows from Theorem 2.16, Lemma 2.17 and facts (7) and (8) above.
In this section, we prove Theorems 1.1, 1.2 and 1.
3. In what follows, K/k denotes an extension of number fields, X denotes a smooth compactification of
Lemma 3.1. Let φ : T 1 → T 2 be an isogeny of algebraic tori over k giving rise to an exact sequence
of algebraic groups over k such that µ is finite. Then for any prime p such that p ∤ |µ(k)|,
, and
Proof. Let d = |µ(k)| and let p be a prime such that p ∤ d. Then φ induces an injection of function
shows that the kernel of this map is killed by d. Thus we obtain an injection of finite groups
yields an injection in the opposite direction, showing that the groups are isomorphic. Similarly, we have homomorphisms of finite groups
and ψ induce maps X(T 1 ) → X(T 2 ) and X(T 2 ) → X(T 1 ) whose kernels are killed by d.
Proof of Theorem 1.1. Let S be the kernel of
Then the following diagram with exact rows commutes:
. Using i and j, we obtain a surjective morphism
Let Z, W and W p be smooth compactifications of S, R K/k G m and R Kp/k G m , respectively. Since Z and W are k-rational, Pic(Z × W ) = Pic Z ⊕ Pic W . Thus, Lemma 3.1 yields
. Now the result follows from applying Lemma 3.1 to the surjective morphism
whose finite kernel is killed by d.
We can now prove Theorem 1.2:
Proof of Theorem 1.2.
(i) Follows from Theorem 1.1 and Proposition 2.9.
(ii) Follows from Lemma 2.6.
Corollary 3.2. If H is a Hall subgroup of G, then
where
Proof. Follows immediately from Theorems 1.1 and 1.2 and Lemma 2.6.
Proof. The focal subgroup theorem [30] shows that for a Hall subgroup H of G, we have F(G, H) = 0.
Taking the G-cohomology of the exact sequence
gives a long exact sequence, from which one can form the following commutative diagram of abelian groups (wherein the vertical maps are restriction maps and S ⊂ Ω k is a set of places of k):
Our final task in this section is the proof of Theorem 1.3. We will need the following lemma:
Lemma 3.4. In the notation of diagram (9), we have
Proof. In [41, Theorem 6.12] and pages leading to it, the authors show that the first square in (9) is dual to diagram (6) of Section 2.3, reproduced below:
Therefore, by duality α −1 2 (Im ψ 1 )/ Im ϕ 1 is isomorphic to Ker ψ 1 /ϕ 1 (Ker ψ 2 ). Assertion (i) now follows from Theorem 2.16. For (ii), note that when S consists only of the unramified places of L/k, we have ϕ 1 (Ker ψ 2 ) = ϕ 1 (Ker ψ nr 2 ) and, by Theorem 2.19,
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3.
In the notation of diagram (9), Theorem 2.11 gives X(T ) ∼ = Ker α 3 and hence it is enough to show that
. We omit this last step since it is analogous to what will be done in the proof of (ii).
(ii) By Theorem 2.8,
Consider the version of diagram (9) where S is the set of unramified places of L/k. In this case, the Chebotarev density theorem yields
Therefore, it suffices to prove that (Ker
Using subextensions and superextensions
As usual, throughout this section k denotes a number field.
4.1.
Hasse norm principle. In order to study the HNP in non-Galois extensions, it is often useful to be able deduce information about the knot group of an extension K/k from information about its subextensions or superextensions, by which we mean extensions of k containing K. In this section we collect some results that serve this purpose.
Corollary 4.2. Let K/k be a finite extension and suppose that there are finite extensions
Then the HNP holds for K/k. Proof. This follows from Lemma 4.1 and the fact that
The following result is a slight generalization of [28, Proposition 1] and will be very useful for us. 
Proof. The statements follow from the inclusions N
Proof. Proposition 4.5 shows that x → x d induces the desired isomorphism.
We finish this section by establishing a generalization of Gurak's criterion (see [28, Proposition 2] ) for the validity of the HNP in a compositum of two subextensions with coprime degrees.
, and let h = gcd(m, n). Then
Proof. First, we prove the statement regarding Ker ϕ.
Next, we prove the statement regarding Im ϕ.
and hence α n ∈ Im ϕ. Likewise, α m ∈ Im ϕ and consequently α h ∈ Im ϕ. 
Weak approximation.
In this section we present several results regarding the validity of weak approximation for the norm one torus associated to an extension of number fields. These results are of a similar shape to the ones given in Section 4.1 and can be seen as weak approximation analogues of results for the HNP by Gurak and others. We start with an explicit description of the defect of weak approximation when the extension is Galois.
Proposition 4.8. Let L/k be Galois with finite Galois group G and let
Proof. Follows from [44, Ex. 5.6] and the first isomorphism theorem.
The following proposition, which is the weak approximation analogue of Lemma 4.1, gives a useful result when studying weak approximation for norm one tori.
Proposition 4.9. Let L/K/k be a tower of number fields, let 
, since e kills A(T 2 ).
As a consequence of this result, we obtain the following weak approximation analogues of Corol- 
Then weak approximation holds for
Proof. Follows immediately from Proposition 4.9.
Proof. Follows from Theorem 2.5, Lemma 2.6 and Proposition 4.9.
We now establish a weak approximation analogue of Proposition 4.7.
Proposition 4.12. Let L/k be a finite extension with subextensions
and, in particular, weak approximation holds for T if and only if it holds for T 1 and T 2 .
Proof. Let p be a prime. Note that p divides at most one of
As in the proof of Theorem 1.1, we obtain an isogeny φ : S × T 1 → T whose kernel µ is killed by d, and where the torus S has a smooth compactification
and a similar argument shows that 
If weak approximation holds for T then it holds for R 1 KM/M G m = T M . Now suppose that weak approximation holds for T M . By Lemma 2.6, weak approximation holds for T K . To complete the proof, observe that weak approximation for T K and T M implies weak approximation for R K/k T K and R M/k T M . Since [K : k] and [M : k] are coprime, the surjective morphism of algebraic groups
has a section. Therefore, weak approximation for T follows from weak approximation for 
Proof. (i) =⇒ (ii): Follows from Corollary 4.11.
(ii) =⇒ (iii): Follows from Lemma 4.13.
where 
Applications to A n and S n extensions
In this section we apply the results of Sections 3 and 4 to study the HNP and weak approximation for norm one tori of A n and S n extensions. Throughout the section, we fix the following notation:
L/K/k is a tower of number fields such that L/k is Galois and G = Gal(L/k) is isomorphic to A n or S n with n ≥ 4. We set H = Gal(L/K). For any subgroup G ′ of G, we denote by F G/G ′ a flasque module in a flasque resolution of the Chevalley module J G/G ′ . We use Theorem 2.8 to identify
5.1.
Results for general n. First, we complete the proof of Theorem 1.7. For G ∼ = A n or S n , we 
Proof.
(i) This is a consequence of Corollary 4.6 and Theorem 2.11.
(ii) This follows from Theorem 1.2(i).
Proof of Theorem 1.7 for |H| odd.
We analyze the p-primary parts of the groups in Theorem 1.7
for each prime p. 
We now solve the case where |H| is even. For this, we will use the generalized representation group G of G, the projection map λ and the base normal subgroup K = z presented in Proposition 2.4, so our next two results do not apply when G ∼ = A 6 or A 7 .
Lemma 5.2. Suppose that G is not isomorphic to A 6 or A 7 and that |H| is even. Let h ∈ H be any element of order 2. Then there exists a copy A of V 4 inside G such that
• h ∈ A;
Proof. Case 1) h comprises a single transposition. Relabeling if necessary, we can assume that h = (1 2). Take A = (1 2), (3 4) and note that [λ −1 ((1 2)) , λ −1 ((3 4))] = [t 1 , t 3 ] in the notation of Proposition 2.4. Using the relations satisfied by the elements t i ∈ G given in Proposition 2.4, it is clear that this commutator is equal to z, as desired.
Case 2) h comprises more than one transposition. Relabeling if necessary, we can assume that h = (1 2)(3 4) · · · (n − 1 n) for some even n ≥ 4. Take A = h, x , where x = (1 3)(2 4) and let us prove by induction that z = [λ −1 (h), λ −1 (x)]. Note that, in the notation of Proposition 2.4, we have h = t 1 .t 3 . · · · .t n−1 and x = t 2 .t 1 .t 2 .t 3 .t 2 .t 3 .
Base case n = 4: A straightforward (but long) computation using the relations satisfied by the elements t i given in Proposition 2.4 shows
Inductive step: Suppose that h = (1 2)(3 4) · · · (n − 1 n)(n + 1 n + 2). Denoting the permutation (1 2)(3 4) · · · (n − 1 n) byh, write h =h.t n+1 . Now
By the inductive hypothesis and the relations of Proposition 2.4, 
Proof. (i) Let
A be the copy of V 4 constructed in Lemma 5.2. By Theorem 2.13, in order to prove
it is enough to show the following two assertions:
Statement (a) is clear because L A∩H /L A is at most quadratic. Now we prove (b). Applying Lemma 2.3 and using the generalized representation group of Proposition 2.4 yields
(ii) By Theorems 2.8 and 2.22 it is enough to show that F(G, H) ∼ = F(G, H). By Proposition 2.23(ii), it suffices to show that Ker λ ⊂ Φ G (H), i.e. that z ∈ Φ G (H). Let A = h, x be the copy of V 4 constructed in the proof of Lemma 5.2. Then h ∈ H ∩ xHx −1 and therefore
Now that we have proved Theorem 1.7, we have reduced the study of the HNP and weak approximation for norm one tori of A n and S n extensions to a purely computational problem (except in the cases of A 6 and A 7 ). The groups F(L/K/k) and K(L/k) can be computed using the GAP algorithms described in Remark 2.20 and at the end of Section 5.2 below. The calculations of the knot group and of H 1 (k, Pic X) in the remaining cases where G ∼ = A 6 , A 7 are done in Section 5.3.
Remark 5.4. The method employed in this section to provide explicit and computable formulae for the knot group and fundamental invariant H 1 (k, Pic X) in A n and S n extensions works for other families of extensions. For example, let G ′ be any finite group such that H 3 (G ′ , Z) = Z/2. Embed G ′ into S n for some n and suppose that G ′ contains a copy of V 4 conjugate to (1, 2)(3, 4), (1, 3)(2, 4) . Proof. First, we claim that any element of even order in F(A n , H) is 2-torsion. Let h ∈ H have even order. By [26] , h is A n -conjugate to h −1 . Therefore h 2 ∈ Φ An (H), which proves the claim.
Next, we claim that any element of odd order in F(A n , H) is 3-torsion. Let h ∈ H be such that its image in F(A n , H) has odd order. Replacing h by a suitable power, we may assume that h itself has odd order, whereby h is S n -conjugate to h 2 . By the pigeonhole principle, at least two of the three S n -conjugate elements h, h −1 , h 2 are A n -conjugate. Therefore, at least one of h −2 , h, h 3 is in Φ An (H p ). Since h has odd order, we conclude that in all cases h 3 ∈ Φ An (H p ), whence the claim.
Next, we show that F(A n , H) (3) is cyclic. Theorems 1.1 and 1.7 yield
where H 3 denotes a Sylow 3-subgroup of H. Suppose for contradiction that the images in F(A n , H 3 )
of h 1 , h 2 ∈ H 3 generate a copy of C 3 × C 3 . Since h 1 , h 2 ∈ H 3 , the lengths of the cycles making up h 1 and h 2 are powers of 3, say 3 r 1 ≤ 3 r 2 ≤ · · · ≤ 3 r k for h 1 and 3 s 1 ≤ 3 s 2 ≤ · · · ≤ 3 s l for h 2 , where k, l ≥ 1 and r i , s j ∈ Z ≥0 . Note that h 1 and h
−1
1 cannot be A n -conjugate, or else we would have h 2 1 ∈ Φ An (H 3 ), and similarly for h 2 . The criterion [26] for an element of A n to be conjugate to its inverse yields 3 r i = 3 r j and
3 s i , the uniqueness of the representation of n in base 3 implies that k = l and r i = s i for every i. Thus the cycle structures of h 1 and h 2 are identical and hence h 1 , h 2 and h 2 2 are conjugate in S n . Therefore, at least two of these elements are A n -conjugate, whereby at least one of h
. This contradicts the assumption that the images of h 1 and h 2 generate a non-cyclic subgroup of F(A n , H 3 ).
The trivial case F(A n , H) (3) = 0 is realised by taking H = 1. One can compute (using GAP, for example) that F(A 12 , H) ∼ = C 3 for H = (1, 2, 3) (4, 5, 6, 7, 8, 9, 10, 11, 12) . The statement on the occurrence of every elementary abelian 2-group is shown in Proposition 5.7 below.
Proposition 5.7. For every k ≥ 0, there exists n and a subgroup H of A n such that
Proof. The case k = 0 is realised by letting H = 1. From now on, assume that k ≥ 1. Let H be generated by k commuting and even permutations of order 2 such that, for any x, y ∈ H with x = y, the permutations x and y have distinct cycle structures. We define such a group recursively as H = H k , starting from H 1 = (1, 2)(3, 4) , H 2 = (1, 2)(3, 4), (5, 6)(7, 8)(9, 10)(11, 12) and adding, at step i, a new generator h i such that:
• h i is an even permutation of order 2;
• h i is disjoint to the previous generators h 1 , . . . , h i−1 ;
• h i moves enough points so that its product with any element of H i−1 has cycle structure different from that of any element of H i−1 .
Let n be large enough so that H ⊂ A n . It is straightforward to check that one then has Φ An (H) =
2 and similarly for F(S n , H).
As a consequence of the work done so far, we can now establish Theorem 1.4. Tables 5 and 6 of the Appendix and the C 3 and C 6 cases occur therein.
The next lemma will aid our characterization of the existence of elements of order 3 in F(A n , H). Proof. Observe that ρ j (a i ) = a i+j , where the subscripts are considered modulo 3 l . Therefore, the permutation x ∈ S n defined by x(a i ) = a 1+(i−1)j satisfies xρx −1 = ρ j . Let C be the A n -conjugacy class of ρ. Since the S n -conjugacy class of ρ splits as a disjoint union C ⊔ gCg −1 for any g ∈ S n \ A n , it is enough to show that x ∈ A n if and only if l is even. We study the cycle structure of x by analyzing the fixed points of its powers. Observe that x t (a i ) = a 1+(i−1)j t for every t ≥ 0 and so
Therefore, the number of fixed points of x t is gcd(3 l , j t − 1). Using this fact, we note two useful properties of the cycles occurring in a disjoint cycle decomposition of x:
(i) The only cycle of x with odd length corresponds to the fixed point a 1 : It suffices to show that, for odd t ≥ 1, the only fixed point of x t is a 1 . As j ≡ −1 (mod 3), it is easy to see that j t − 1 ≡ 0 (mod 3) for odd t and thus gcd(3 l , j t − 1) = 1.
(ii) x does not contain a cycle with length divisible by 4: It is enough to prove that, for any m ≥ 1, the number of fixed points of x 4m and x 2m coincide, i.e. that gcd(3 l , j 4m − 1) = gcd(3 l , j 2m − 1). This is clear since j 4m − 1 = (j 2m − 1)(j 2m + 1) and j 2m + 1 ≡ 0 (mod 3).
Let c 1 · . . . · c k be a disjoint cycle decomposition of x where the cycle c i has length |c i |. By (i) and
(ii), we may assume that |c 1 | = 1 and |c i | ≡ 2 (mod 4) for all i ≥ 2. Note that x ∈ A n if and only if k is odd. Now
Proposition 5.9. There exists H ≤ A n such that F(A n , H) (3) ∼ = C 3 if and only if n ≥ 5 and
3 r i with 0 ≤ r 1 < · · · < r k and |{i | r i is odd}| is odd.
Proof. Suppose that F(A n , H) (3) ∼ = C 3 . It is easy to check that F(A 4 , H) (3) = 0 for all H ≤ A 4 so n ≥ 5. By Theorems 1.1 and 1.7, F(A n , H) (3) ∼ = C 3 is equivalent to F(A n , H 3 ) ∼ = C 3 for any 3-Sylow
Suppose that the lengths of the cycles making up h are 3 r 1 ≤ · · · ≤ 3 r k with r i ∈ Z ≥0 . If h were A n -conjugate to h −1 then we would obtain h ∈ Φ An (H 3 ), a contradiction. Therefore, by criterion [26] we have 3 r i = 3 r j for i = j and
is odd, i.e. the number of odd r i is odd.
Conversely, assume that n ≥ 5 is equal to
3 r i with r 1 < r 2 < · · · < r k and |{i | r i is odd}| odd and let H be the cyclic group of order 3 r k generated by h, where
We will prove that F(A n , H) (3) ∼ = C 3 . By Theorem 5.6, it is enough to show that h / ∈ Φ An (H).
Observe that Φ An (H) is generated by elements of the form h s−t where h s is A n -conjugate to h t .
We complete the proof by showing that Φ An (H) ⊂ h 3 . Suppose that h s is A n -conjugate to h t .
We claim that s ≡ t (mod 3). Since conjugate elements have the same order, 3 | s if and only if 3 | t. Now assume that 3 ∤ s. Then h s generates H and has the same cycle type as h so, relabelling if necessary, we may assume that s = 1. Suppose for contradiction that t ≡ −1 (mod 3). For every 1 ≤ i ≤ k, let x i ∈ S n be such that x i only moves points appearing in c i and x i c i x Lemma 5.8 shows that x i ∈ A n if and only if r i is even. Since |{i | r i is odd}| is odd, x ∈ S n \ A n . This gives the desired contradiction as the S n -conjugacy class of h splits as a disjoint union C ⊔ xCx −1 where C denotes the A n -conjugacy class of h.
Remark 5.10. For fixed n, it would be interesting to determine the list of isomorphism classes of F(A n , H) (2) or F(S n , H) (2) as H ranges through the subgroups of A n or S n , respectively. We give some observations regarding this problem without proof:
• One can restrict the focus to A n since F(A n , H) (2) ∼ = F(S n , H) (2) .
• One can assume that H is a 2-group by Theorems 1.1 and 1.7.
denotes the minimal number of generators of H; in particular, it follows that k ≤ n 2 .
• IfH is a subgroup of H of index 2, then |F(A n ,H) (2) 
• One has F(A n , H) (2) ∈ {1, C 2 } for all n ≤ 11 and H ≤ A n and F(A n , H) (2) ∈ {1, C 2 , C 2 2 } for n = 12, 13, 14 and all H ≤ A n .
5.2.
Computational methods and results for small n. In this section we prove Theorems 1.9, 1.10 and 1.12. In order to prove Theorems 1.10 and 1.12, we must compute the groups
where X is a smooth compactification of the norm one torus R 1 K/k G m and K/k is contained in a Galois extension L/k with Gal(L/k) = G ∼ = S 4 , S 5 , A 4 , A 5 , A 6 or A 7 . One method to achieve this is via the isomorphism
In [33, §5] , Hoshi and Yamasaki developed several algorithms in the computer algebra system GAP [23] to construct flasque resolutions. Using this work, one can compute the invariant
for low-degree field extensions, see e.g. [37, §4] for some examples. This computational method can also be used to prove Theorem 1.14:
Proof of Theorem 1.14. Note that an extension K/k of degree n is a (G, H)-extension (as defined on p. 6), where G is a transitive subgroup of S n and H is an index n subgroup of G. the conjecture holds, then the number of degree n extensions with discriminant bounded by X and for which the HNP or weak approximation fails is o(X). The result then follows by observing that Malle's conjecture also implies that the number of degree n extensions of k with discriminant bounded by X is asymptotically at least c(k, n)X for some positive constant c(k, n).
Remark 5.11. We list a few observations about Theorem 1.14 and its proof.
(i) The reason for excluding degrees n = 8 and 12 is that in these cases there are pairs (G, H),
where G ≤ S n is a transitive subgroup and H is an index n subgroup of G, such that +ǫ , when ordered by discriminant.
(iii) In the statement of Theorem 1.14 it suffices to assume Malle's conjecture only for the few transitive subgroups G ≤ S n containing an index n subgroup H such that
trivial. Indeed, the assumption for all G ≤ S n was used solely to show that the number of degree n extensions of k with discriminant bounded by X is ≫ k,n X. For n ≤ 15 composite, one can use an argument similar to that of [18, pp. 723-724] for n even and the results of Datskovsky and Wright [14] for cubics and of Bhargava, Shankar and Wang [7] for quintics to prove the aforementioned result. Finally, for n prime we do not need any assumptions as the HNP for K/k and weak approximation for R 1 K/k G m always hold for extensions of prime degree (see [13, Proposition 9 .1 and Remark 9.3]).
(iv) To simplify the statement we only presented results for degree n ≤ 15 but one can obtain results for higher degrees in a similar way. However, Hoshi and Yamasaki's algorithms require one to embed the Galois group G as a transitive subgroup of S n , whereupon one quickly reaches the limit of the databases of such groups stored in computational algebra systems such as GAP. To overcome this problem, one can employ a modification of Hoshi and Yamasaki's algorithms written by the first author and made available at [36] .
For most of our computational results, we did not employ the algorithms of Hoshi and Yamasaki and instead used the formula of Theorem 2.22 which expresses H 1 (k, Pic X) in terms of generalized representation groups of G and H. We implemented this formula, along with the simplification afforded by Theorem 1.1, as an algorithm in GAP (see [36] ). For the groups G of Theorem 1.9, our calculations were further simplified thanks to Theorem 1.7. The outcome of our computations appears in Tables 1 -6 of the Appendix. Theorems 1.10 and 1.12 follow immediately.
It is noteworthy to compare the two computational methods described above. The approach based on Theorem 2.22 involves the computation of the focal subgroup Φ G (H), which is generally fast for small subgroups H but impractical for large ones. On the contrary, Hoshi and Yamasaki's method using flasque resolutions deals only with the G-module J G/H , whose Z-rank |G| |H| −1 decreases as |H| grows. Therefore this technique (or the modified version available at [36] ) is usually preferable when H is large. In general, a combination of the two algorithms is the most convenient way to compute H 1 (k, Pic X) for all subgroups of a fixed group G.
We now move on to the proof of Theorem 1.9. We use Theorem 1. 
is an isomorphism.
Proof. Follows from the injectivity of Res
and Proposition 2.1.
More generally, the knot group of a Galois extension L/k can be computed by combining Theorem 2.11 and Lemma 2.3. We used these two results to implement an algorithm (available at [36] )
in GAP that, given the group Gal(L/k) and the list l of decomposition groups D v at the ramified places, returns the knot group K(L/k). We end this subsection by proving Corollary 1.13.
Proof of Corollary 1.13.
Theorems 1.9 and 2.11. The statement about weak approximation follows from Lemma 4.13.
5.3.
The A 6 and A 7 cases. In this section we prove Theorem 1.11 and also give a complete characterization of weak approximation for the norm one tori associated to A 6 and A 7 extensions.
Various subgroups of A 6 and A 7 are given by semidirect products of smaller subgroups. For brevity,
we omit the precise construction of these semidirect products from the main text and refer the reader to Tables 5 and 6 Proof. This is an immediate consequence of Theorem 2.11, Proposition 2.1 and Lemma 5.12.
We now solve the non-Galois case. As detailed in Section 5.2, we can compute the invariant Tables 5 and 6 of the Appendix and proves Theorem 1.12.
Building upon the outcome of this computation, we establish multiple results on the knot group Tables 5 and 6 , we immediately see that the invariant
or A 6 . Thus, by Theorems 2.5 and 2.8, both groups A(T ) and K(K/k) are trivial in all these cases.
Next, we investigate the cases where the first obstruction to the HNP for the tower L/K/k coincides with the total obstruction (the knot group).
Proposition 5.14.
Proof. Let G 1 be a copy of V 4 inside G such that H ∩ G 1 = 1 and G 2 a copy of
and notice that the HNP holds for the extensions L H i /L G i as they are of degree at most 3. Using Proposition 2.1, Lemma 5.12 and the duality between restriction and corestriction, we conclude that the maps Cor (2) and
As a consequence of this result, one can use the GAP function 1obs described in Remark 2.20
to computationally solve the cases where 6 | |H| and H 1 (G, F G/H ) = 0. The remaining possibilities for H are dealt with in the two following results.
Proof. We prove only (i) ((ii) and (iii) follow analogously). In this case we have
(see Tables 5 and 6 
where M is the fixed field of a copy of (
Proof. First, note that in all cases
, by Corollary 4.6. By Theorems 1.12 and 2.5, it only remains to compute K(K/k) (2) . For case (i), let A be a copy of S 3 inside G such that A ∩ H = H 2 ∼ = C 2 and let F = L A and K 2 = L H 2 . Now Corollary 4.6 shows that (2) . Computing K(F/k) (2) using Proposition 5.14 and the GAP function 1obs described in Remark 2.20 gives (2) , by Corollary 4.6. Now Proposition 5.14
Furthermore, Theorems 2.5 and 2.8 combined with the results for Tables 5 and 6 of the Appendix show that K(M/k) is 2-torsion.
We have thus completely proved the characterization of the HNP for an A 6 or A 7 extension given in Theorem 1.11. Moreover, combining this result with Theorems 2.5, 2.8 and the contents of Tables   5 and 6 of the Appendix, one can also compute the defect of weak approximation for the norm one
The conclusions regarding the validity of weak approximation are the following:
֒→ H and C 3 ֒→ H, then weak approximation holds for T .
• • In all other cases, weak approximation holds for T if and only if the HNP fails for K/k.
Examples
This section concerns the existence of number fields with prescribed Galois group for which the HNP holds, and the existence of those for which it fails. The main result is Theorem 1.15. To prove it, we will use the notion of k-adequate extensions, as introduced by Schacher in [45] . Definition 6.1. An extension K/k of number fields is said to be k-adequate if K is a maximal subfield of a finite dimensional k-central division algebra.
A conjecture of Bartels (see [2, p. 198] ) predicted that the HNP would hold for any k-adequate extension. This was proved by Gurak (see [27, (i) Let L/k be a k-adequate Galois extension with Galois group G as given in Theorem 6.2. Let K = L H and T = R 1 K/k G m . Recall that, by Theorem 2.11,
Since for every p dividing |G| there exists a place v such that
Sylow p-subgroup, Proposition 2.1 and the transitivity of restriction show that the map
is injective. It follows that X(T ) = 0 and so K(K/k) is trivial, as desired.
(ii) By [16, Lemma 6] , there is a Galois extension L/k of number fields with 
To conclude this section, we provide examples of number fields over Q illustrating that in every case addressed by Theorems 1.9 and 1.11, there exists an extension of the desired type satisfying the HNP. Furthermore, in the cases where failure of the HNP is theoretically possible, we construct examples showing that failures actually occur (over at most a quadratic extension of Q). When looking for such examples, [47, Lemmas 18 and 20] give useful practical conditions to test the local properties of Theorem 1.9. Some of these extensions were found using the LMFBD database [35] and all assertions below concerning Galois groups and ramification properties were verified using the computer algebra system magma [9] .
6.1. Successes.
• First consider G = A 4 or S 4 . Let L/Q be the splitting field of the polynomial f (x) defined as
In both cases L/Q is a Galois extension with Galois group G such that the decomposition group at the prime 2 is the full Galois group. Applying Theorem 1.9 we thus conclude that the HNP holds for L/Q as well as for any subextension K/Q contained in L/Q. shows that the HNP holds for any subextension of L/Q.
• For G = S 5 , take K = Q(α), where α is a root of the polynomial x 10 − 4x 9 − 24x 8 + 80x 7 + 174x 6 − 416x 5 − 372x 4 + 400x 3 + 370x 2 + 32x − 16, and let L/Q be the normal closure of K/Q.
One can verify that Gal(L/Q) ∼ = S 5 and that there is a prime p of K above 2 with ramification index 8. By the same reasoning as in the A 5 case, D 2 contains a copy of V 4 generated by two double transpositions, and thus the HNP holds for any subextension of L/Q by Theorem 1.9.
• For G = A 6 , let K = Q(α), where α is a root of the polynomial x 15 − 3x 13 − 2x 12 + 12x 10 + 50x 9 − 54x 7 + 68x 6 − 162x 5 + 30x 4 − 67x 3 + 15x + 4, and let L/Q be the normal closure of K/Q. We have Gal(L/Q) ∼ = A 6 and there are primes p and q of K above 2 and 3, respectively, such that shows that the HNP holds for any subextension of L/Q.
• For G = A 7 , let L/Q be the splitting field of the polynomial x 7 − 3x 6 − 3x 5 − x 4 + 12x 3 + 24x 2 + 16x + 24. We have Gal(L/Q) ∼ = A 7 and the primes 2 and 3 ramify in L/Q. Let M be the fixed field of the subgroup (2, 3)(5, 7), (1, 2)(4, 5, 6, 7), (2, 3)(5,
35 extension of Q. Given a prime p, let e = e(p) denote its ramification index and cases G = A 6 , A 7 are treated in [19] . We chose not to pursue this approach because the polynomials defining the relevant field extensions were rather cumbersome, particularly for A 6 and A 7 .
6.2. Failures.
• We start with the cases where G is A 4 or S 4 . Let L/Q be the splitting field of f (x), where
In both cases L/Q is a Galois extension with Galois group G such that every decomposition group is cyclic. Therefore, Theorem 1.9 shows that the HNP fails for any subextension of L/k falling under case (i) or (ii) of Theorem 1.9, i.e. an extension where the HNP can theoretically fail.
• We now find examples for the A 5 and S 5 cases using work of Uchida [49] . Examples for the A 6
and A 7 cases can be obtained in a manner analogous to the construction for Since the remaining places have cyclic decomposition groups, it follows from Theorem 1.11 that the knot group of this extension is C 2 . An analogous construction choosing S = D 4 gives a Galois extension of number fields with knot group equal to C 3 .
Appendix
We present the results of the computer calculations outlined in Section 5.2. In the following tables, we distinguish non-conjugate but isomorphic groups with a letter in front of the isomorphism class. 
