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Abstract. We consider an optimal control problem for an elliptic partial differential equation (PDE) with
random coefficients. The control function is a deterministic, distributed forcing term that minimizes an expected
quadratic regularized loss functional. We consider a Finite Element discretization of the underlying PDEs and
a Gaussian-type quadrature formula to approximate the expected loss.
For the computation of the approximate optimal control, we propose a generalization of the SAGA algorithm
[4], a type of Stochastic Gradient algorithm with a fixed-length memory term, which computes at each iteration
the gradient of the loss functional in only one quadrature point, randomly chosen from a possibly non-uniform
distribution. We provide a full error and complexity analysis of the proposed numerical scheme. In particular
we compare the complexity of the generalized SAGA algorithm, with that of the Stochastic Gradient (SG) and
the Full Gradient (FG) algorithms, applied to the same discretized optimal control problem. We show that
SAGA converges exponentially in the number of iterations as for a FG algorithm and has a similar asymptotic
computational complexity. Moreover, it features good pre-asymptotic properties, as shown by our numerical
experiments, which makes it appealing in a limited-budget context.
Keywords. PDE constrained optimization, risk-averse optimal control, optimization under uncertainty, PDE
with random coefficients, stochastic approximation, stochastic gradient, Monte Carlo, SAG, SAGA, importance
sampling
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Introduction
In this paper we consider a risk averse optimal control problem (OCP) for an elliptic PDE with random
diffusion coefficients
(1) u∗ ∈ arg min
u∈U
J(u), J(u) = Eω[f(u, ω)]
where ω ∈ Γ denotes a random elementary event, f(u, ω) = f˜(yω(u), u, ω) and yω(u) is the solution of an elliptic
PDE E(yω(u), ω) = u with some random coefficients. Here the right hand side u is a deterministic function, in
a possibly infinite dimensional space U , that acts as a control so as to minimize the functional f(·, ω), in an
average sense with respect to (w.r.t.) ω. In particular, in the setting considered in this work, u 7→ f(u, ω) is
strongly convex for any ω ∈ Γ.
Assuming that the randomness can be parametrized in terms of a small number M of independent random
variables, the expectation appearing in the cost functional J(u) can be written as a M -dimensional integral
and suitably approximated by a quadrature formula as e.g. a tensorized Gaussian quadrature, leading to an
approximate optimal control problem
(2) û∗ ∈ arg min
u∈U
Ĵ(u), Ĵ(u) =
n∑
j=1
ζjf(u, ηj)
where ηj are the quadrature knots and ζj the quadrature weights with
∑n
j=1 ζj = 1. For a given control u,
evaluating Ĵ(u) entails the computation of the n solutions {yηj (u)}nj=1 of the underlying PDE. This approach is
known in the literature as stochastic collocation method and has been analyzed e.g. in [1]. It leads, in favorable
cases, to an error in the functional that converges to zero (sub)-exponentially in n, although typically exposed
to the curse of dimensionality, hence acceptable only for a small number of random variables. By replacing the
tensorized quadrature by a suitable sparse one (see e.g. [3, 11]), dimension free convergence rates have been
demonstrated in certain cases (see e.g. [6, 7, 14, 19] and references therein). However, in this work, we stick to
the simpler setting of a tensorized Gaussian quadrature formula and a small number of random variables.
To solve the approximate OCP (2), we could consider a steepest descent hereafter called Full Gradient (FG),
or a Conjugate Gradient (CG) method which would converge exponentially fast in the number of iterations,
i.e. ‖ûk − û∗‖ ≤ Cρk for some ρ ∈ (0, 1) where ûk is the k-th iterate of the method and the error is measured
in a suitable norm. The practical limitation of this approach is that each iteration requires the evaluation of a
descent direction for Ĵ(u), which entails n solutions of the PDE and n solutions of the corresponding adjoint
problem. If n is large, the cost for one single iteration may become excessively high.
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A popular technique in the machine learning community to solve optimization problems of the form (2) is
the Stochastic Gradient (SG) method ([13]) which reads
ûk+1 = ûk − τkζik∇uf(u, ηik)
where the gradient of only one term in the sum is evaluated at each iteration (corresponding to one primal and
one adjoint computation) for a randomly drawn indice ik, and the convergence is achieved by reducing the step
size τk over the iterations. This makes the cost of each iteration affordable. The convergence of the SG method
for a PDE-constrained optimal control problem with uncertain parameters has been studied in the recent work
[10] in the context of a Monte Carlo approximation of the expectation appearing in (1). In particular, we have
shown that the root mean squared error E[‖ûk − û∗‖] of the SG method converges with order 1/
√
k, which is
the same order of the Monte Carlo “quadrature” error, and leads to an optimal strategy and a slightly better
overall complexity than a FG (or CG) approach. In the setting of this paper, however, the quadrature error
decays (sub)-exponentially, and the convergence rate of 1/
√
k of the SG method would lead to a much worse
complexity than a FG or a CG method.
In recent years, variants of the SG method for a finite dimensional optimization problem of the form (2), such
as the Stochastic Averaged Gradient (SAG) method [15] and the SAGA method [4] have been proposed, which
recover an exponential convergence in the number of iterations, by introducing a memory term which stores all
previously computed gradients in the sum and overwrite a term if the corresponding indice is re-drawn. The
method presented in [4] is applicable to the case of uniform weights ζj =
1
n , i = 1, . . . , n and uniformly drawn
indices ik over {1, . . . , n}. A variant of the SAGA method that uses a non-uniform sampling of the indices ik
has been proposed in [16].
In this paper, we extend the SAGA algorithm to the infinite dimensional setting of problem (2) and to the case
of non-uniform weights, as they appear naturally in a Gaussian quadrature formula. In particular, we propose
an importance sampling strategy where the indices ik are drawn from a possibly non-uniform distribution, also
different from the distribution induced by the weights {ζj}nj=1.
Following similar steps as in [4, 16], we present a full theoretical convergence analysis of the generalized
SAGA method for the infinite dimensional OCP (2). In particular we show that, asymptotically in n, the
optimal sampling measure for the indices ik is the uniform measure.
We also present a complexity analysis, in terms of computational cost versus accuracy, of the generalized
SAGA method to solve the original OCP (1), which accounts for both the Stochastic Collocation quadrature
error as well as the error in solving the primal and adjoint PDEs approximately by the finite element method.
The complexity of SAGA is then compared to the complexity of FG as well as SG. Our theoretical results show
that the generalized SAGA method has the same asymptotic complexity as the FG method and outperforms
SG.
As shown by our numerical experiments, the interest in using SAGA versus FG is in the pre-asymptotic
regime, as SAGA often delivers acceptable solutions, from a practical point of view, well before performing n
iterations, i.e. with far less that 2n PDE solves (we recall that one single FG iteration entails already 2n PDE
solves). In a context of limited budget, SAGA represents therefore a very appealing option.
As pointed out above, in this work we have restricted our study to the case of a small number of random
variables and a tensorized Gaussian type quadrature formula, the main constraint in our analysis being that
we need positive weights {ζj}. This leaves open the question if the methodology can be extended and applied
also with other quadrature formulas, such as sparse grid quadratures whose weights are not all positive, and
possibly a large number of random variables. This question needs further investigation. We believe, however,
that the current work provides an important and necessary step toward further generalizations.
1. Problem setting
We start by introducing the primal problem that will be part of the OCP discussed in the following. Specif-
ically, we consider the problem of finding the solution y : D × Γ→ R of the elliptic random PDE
(3)
{ −div(a(x, ω)∇y(x, ω)) = g(x) + u(x), x ∈ D, ω ∈ Γ,
y(x, ω) = 0, x ∈ ∂D, ω ∈ Γ,
where D ⊂ Rd denotes the physical domain and (Γ,F ,P) is a complete probability space. The diffusion
coefficient a is a random field, g is a deterministic source term and u is the deterministic control. The solution
of (3) for a given control u will be equivalently denoted yω(u), or simply y(u) in what follows. Let U = L
2(D)
be the set of all admissible control functions and Y = H10 (D) the space of the solutions of (3), then the goal is
to determine the optimal control u∗, in the sense that:
(4) u∗ ∈ arg min
u∈U
J(u), s.t. yω(u) ∈ Y solves (3) almost surely (a.s.) in Γ.
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Here, J(u) := E[f(u, ω)] is the objective function with f(u, ω) = 12‖yω(u) − zd‖2 + β2 ‖u‖2 and zd is the target
function that we would like the state y to approach as close as possible. We have denoted by ‖·‖ the L2(D)-norm
induced by the inner product 〈·, ·〉.
1.1. Existence and uniqueness result. We use results from [10, Sections 2 and 3]. We recall the three
assumptions from [10] that guarantee well posedness of (4) and regularity of solutions.
Assumption 1. The diffusion coefficient a ∈ L∞(D×Γ) is bounded and bounded away from zero a.e. in D×Γ,
i.e.
∃ amin, amax ∈ R such that 0 < amin ≤ a(x, ω) ≤ amax a.e. in D × Γ.
Assumption 2. The regularization parameter β is strictly positive, i.e. β > 0 and the deterministic source
term is such that g ∈ L2(D).
In what follow, we denote the L2(D)-functional representation of the Gateaux derivative of J , by ∇uJ(u),
namely ∫
D
∇uJ(u)δu dx = lim
→0
J(u+ δu)− J(u)

∀ δu ∈ L2(D).
Existence and uniqueness of the OCP (4) can be stated as follows.
Theorem 1. Under Assumptions 1 and 2, the OCP (4) admits a unique control u∗ ∈ U . Moreover
(5) ∇uJ(u) = βu+ E[pω(u)],
where pω(u) = p is the solution of the adjoint problem (a.s. in Γ)
(6)
{ −div(a(·, ω)∇p(·, ω)) = y(·, ω)− zd in D,
p(·, ω) = 0 on ∂D.
We recall as well the weak formulation of (3), which reads
(7) find yω ∈ Y s.t. bω(yω, v) = 〈g + u, v〉 ∀v ∈ Y for a.e. ω ∈ Γ,
where bω(y, v) :=
∫
D
a(·, ω)∇y∇vdx. Similarly, the weak form of the adjoint problem (6) reads:
(8) find pω ∈ Y s.t. bω(v, pω) = 〈v, yω − zd〉 ∀v ∈ Y for a.e. ω ∈ Γ.
We can thus rewrite the OCP (4) equivalently as:
(9)
minu∈U J(u), J(u) =
1
2E[‖yω(u)− zd‖2] + β2 ‖u‖2
s.t. yω(u) ∈ Y solves
bω(yω(u), v) = 〈g + u, v〉 ∀v ∈ Y for a.e. ω ∈ Γ.
We continue recalling two regularity results, that have been proven in [10], about Lipschitz property and
strong convexity for f in the particular setting of the problem considered here.
Lemma 1 (Lipschitz condition). The random functional f(u, ω) is such that:
(10) ‖∇uf(u1, ω)−∇uf(u2, ω)‖ ≤ L‖u1 − u2‖ ∀u1, u2 ∈ U and a.e. ω ∈ Γ,
with L = β +
C4p
a2min
, where Cp is the Poincare´ constant, Cp = supv∈Y/{0}
‖v‖
‖∇v‖ .
Lemma 2 (Strong Convexity). The (random) functional f(u, ω) is such that:
(11)
l
2
‖u1 − u2‖2 ≤ 〈∇uf(u1, ω)−∇uf(u2, ω), u1 − u2〉 ∀u1, u2 ∈ U and a.e. ω ∈ Γ,
with l = 2β.
1.2. Finite Element approximation. In order to compute numerically an optimal control we consider a
Finite Element (FE) approximation of the infinite dimensional OCP (9). Let us denote by {τh}h>0 a family
of regular triangulation of D and choose Y h to be the space of continuous piece-wise polynomial functions of
degree r over τh that vanish on ∂D, i.e. Y
h = {y ∈ C0(D) : y|K ∈ Pr(K) ∀K ∈ τh, y|∂D = 0} ⊂ Y , and
Uh = Y h. We reformulate the OCP (9) as a finite dimensional OCP in the FE space:
(12)
minuh∈Uh J
h(uh), Jh(uh) = 12E[‖yhω(uh)− zd‖2] + β2 ‖uh‖2
s.t. yhω ∈ Y h and
bω(y
h
ω(u
h), vh) = 〈uh + g, vh〉 ∀vh ∈ Y h for a.e. ω ∈ Γ.
Under the following regularity assumption on the domain and diffusion coefficient:
Assumption 3. The domain D ⊂ Rd is polygonal convex and the random field a ∈ L∞(D × Γ) is such that
∇a ∈ L∞(D × Γ),
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the following error estimate has been obtained in [10]. In order to lighten the notations, we omit the subscript
ω in yω(·) and pω(·) from now on.
Theorem 2. Let u∗ be the optimal control, solution of problem (9), and denote by uh∗ the solution of the
approximate problem (12). Suppose that y(u∗), p(u∗) ∈ L2P(Γ;Hr+1(D)) and Assumption 3 holds; then
(13) ‖u∗ − uh∗‖2 + E[‖y(u∗)− yh(uh∗)‖2] + h2E[‖y(u∗)− yh(uh∗)‖2H10 ]
≤ A1h2r+2{E[|y(u∗)|2Hr+1 ] + E[|p(u∗)|2Hr+1 ]},
with a constant A1 independent of h.
The next step is to approximate the expectation E[·] in (12) by a suitable quadrature formula Ê[·]. This is
detailed in the next section.
1.3. Collocation method. We describe here a semi-discrete (approximation in probability only) OCP obtained
by replacing the exact expectation E[·] in (9) by a suitable quadrature formula Ê[·]. We assume that the random
diffusion coefficient can be represented as a function of a finite number of independent uniformly distributed
random variables:
a = a(x, ξ)
with ξ = (ξ1, . . . , ξM ) and ξi
iid∼ U([−1, 1]). Hence, in this case since the whole problem is parameterized by
the random vector ξ, we can take a probability space Γ = [−1, 1]M , F = B(Γ) the Borel σ-algebra on Γ, and
P(dξ) = ⊗Mi=1 dξi2 the uniform product measure on Γ. In this case we chose as a quadrature formula the tensor
Gaussian quadrature built on Gauss-Legendre quadrature points. In particular, if X : Γ → R, ξ 7→ X(ξ) =
X(ξ1, . . . , ξM ), is a random variable with finite mean, then the Gauss-Legendre quadrature formula is given by
(14) Ê[X] =
n∑
j=1
ζjX(ηj),
where n is the total number of points used, {ζj}j are the positive quadrature weights and {ηj}j the associated
quadrature knots. The semi-discrete collocation problem then reads:
(15)
minû∈U Ĵ(û), Ĵ(û) =
1
2 Ê[‖yξ(û)− zd‖2] + β2 ‖û‖2
s.t. yηj (û) ∈ Y and
bηj (yηj (û), v) = 〈g + û, v〉 ∀v ∈ Y j = 1, . . . , n.
An error estimate has been shown in [10].
Lemma 3. Let u∗ be the optimal control, solution of (9) and û∗ the solution of the semi-discrete OCP (15).
Then there exists A2 > 0 s.t.
(16) ‖u∗ − û∗‖2 + Ê[‖y(u∗)− y(û∗)‖2] ≤ A2‖E[p(û∗)]− Ê[p(û∗)]‖2
To quantify the convergence rate of the right hand side of (16), one has first to understand the smoothness
of the function ξ 7→ pξ(u) for a generic u ∈ U . For this, we make the regularity assumption on the diffusion
coefficient
Assumption 4. The parametric diffusion coefficient ξ 7→ a(·, ξ) ∈ L∞(D) is analytic in each variable (ξ1, · · · , ξM )
in Γ and there exist 0 < γ1, . . . , γM ∈ R and A3 > 0 such that
(17)
∥∥∥∥∥∂ka(·, ξ)∂ξkj
∥∥∥∥∥
L∞(D)
≤ A3k!γkj
Then following [1], it can be shown that for any u ∈ U , the primal solution ξ 7→ yξ(u) ∈ Y and the adjoint
solution ξ 7→ pξ(u) ∈ Y are both analytic in Γ (see also [10, Lemma 7]) and the following result holds:
Theorem 3. Denoting by û∗ the solution of the semi-discrete (in probability) optimal control problem (15)
with Ê = EGLq [·] the tensor Gauss-Legendre quadrature formula with q = (q1, . . . , qM ) points in each of the
variables (ξ1, . . . , ξm), and p(û
∗) the corresponding adjoint solution, there exist A4 > 0 and 0 < s1, · · · , sM ∈ R
independent of q s.t.
‖E[p(û∗)]− EGLq [p(û∗)]‖2 ≤ A4
M∑
n=1
e−snqn .
Clearly, the discretization in space by Finite Elements (12) and in probability by Gauss-Legendre formula
(15) can be combined to obtain the fully discrete OCP:
(18)
minûh∈Ûh Ĵ
h(ûh), Ĵh(ûh) = 12 Ê[‖yhω(ûh)− zd‖2] + β2 ‖ûh‖2
s.t. yhω ∈ Y h and
bω(y
h
ω(û
h), vh) = 〈ûh + g, vh〉 ∀vh ∈ Y h for a.e. ω ∈ Γ.
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If ûh∗ denotes the solution of OCP (18), the total error will satisfy
(19) ‖u∗ − ûh∗‖2 ≤ A5
(
h2r+2 +
M∑
n=1
e−snqn
)
,
for a suitable constant A5 > 0 independent of h and {qn}. The following section is dedicated to optimization
techniques used to tackle such optimization problem. In particular, we focus on Stochastic Approximation
methods as Stochastic Gradient and Stochastic Average Gradient. To keep the notation light, we present the
different optimization algorithms and convergence estimates only for the semi-discrete problem (15), although
all results extend straightforwardly to the fully discrete case.
2. Review of Stochastic Approximation methods
We recall two optimization techniques, namely Stochastic Gradient (SG) method, and Stochastic Averaged
Gradient (SAG) method, mainly used in machine learning, and well adapted to solve optimization problems
whose objective function is the sum of a large number of terms, as in our semi-discrete problem (15). We
consider in this section the general optimization problem
(20) min
u∈U
Ĵ(u), Ĵ(u) =
1
n
n∑
i=1
gi(u).
where each function gi is convex, differentiable, each gradient ∇gi is Lipschitz-continuous, as defined in (10)
replacing f with gi, with a common Lipschitz constant L, and U is finite dimensional.
2.1. Stochastic Gradient (SG). Known in literature as Stochastic Approximation (SA) or Stochastic Gradi-
ent (SG) [5, 12, 13, 15, 17], the classic version of such a method, the so-called Robbins-Monro method, works as
follows. Within the steepest descent algorithm the exact gradient ∇Ĵ(u) = 1n
∑n
i=1∇gi(u) is replaced by one
particular term of the sum, ∇gik(u), where ik is chosen at random at each iteration step k of the optimization
algorithm:
(21) uk+1 = uk − τk∇gik(uk).
Here, ik ∼ U({1, . . . , n}) are iid uniform random variables on {1, . . . , n}. In (21), τk is the step-size of the
algorithm and decreases as 1/k in the usual approach. For the following theorem, we assume that each gi is
strongly-convex with a common constant l defined as in (11) replacing f with gi.
Theorem 4. Let û∗ be the solution of problem (20) and denote by uk the k-th iterate of (21). For the choice
τk = τ0/k with τ0 > 1/l, then we have:
(22) E[‖uk − û∗‖2] ≤ A6k−1,
for a suitable constant A6 > 0 independent of k.
2.2. Stochastic Average Gradient (SAG). Another optimization method, called SAG, has recently been
introduced in [15]. It relies on the same idea as the SG algorithm, but introduces a memory, which stores the
gradients computed using older controls, and averages over them to compute the new gradient direction. The
SAG memory-based scheme reads
(23) uk+1 = uk − τk
n
n∑
j=1
∇gj(φk+1j ),
where at each iteration k an indice ik ∈ {1, . . . , n} is selected at random, and we set
(24) φk+1j =
{
uk if j = ik,
φkj otherwise.
Again, the indices ik ∼ U({1, . . . , n}) are iid uniform random variables. If we assume that each gi is strongly-
convex with a common constant l defined as in (11), the authors of [15] have proven that the convergence is
exponential in k.
Theorem 5. Let û∗ be the solution of problem (20) and denote by uk the k-th iterate of (23) with τk = 116L .
Then
(25) E[‖uk − û∗‖2] ≤ A7
(
1−min { l
16L
,
1
8n
}
)k
,
for a suitable constant A7 > 0 independent of k.
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SG SAG-SAGA
convex E[Ĵ(uk)]− Ĵ(u∗) = O(1/
√
k) E[Ĵ(uk)]− Ĵ(u∗) = O(1/k)
strongly-convex E[Ĵ(uk)]− Ĵ(u∗) = O(1/k) E[Ĵ(uk)]− Ĵ(u∗) = O((1− )k)
E[‖uk − u∗‖2] = O(1/k) E[‖uk − u∗‖2] = O((1− )k)
Table 1. Convergence rate for SG and SAG method
First we notice that we now require to store n gradients, and to update them on the fly, one at each iteration.
Depending on the memory required for one gradient storage (i.e. ∼ h−d for the OCP (18) if h is the characteristic
mesh size of the FE discretization, and d the space dimension of the problem), and on the parameter n, the
memory needed can dramatically limit this algorithm. The major improvement of this method with respect
to SG is its exponential (1 − )k convergence rate for strongly-convex objectives, similar to the full gradient
method, versus an algebraic 1/k rate for the SG method. Table 1 summarizes the different convergence rates,
for both the objective functional and the control for these two methods.
Remark 1. Notice that in SAG, the step-size τk does not necessarily decrease and remains usually fixed. The
factor (1 − ) in the convergence rate in Table 1 depends on the Lipschitz constant L, the strong-convexity
constant l, and on the parameter n such that:
(26)  = min
(
l
16L
,
1
8n
)
,
when a fixed constant step-size τk =
1
16L is used (see [15]).
As pointed out in [15], despite the fact that n appears in the convergence rate of SAG, in the case where
n > 2Ll , performing n iterations, i.e. one effective pass through the quadrature knots, reduces the error by a
factor (1 − 1/8n)n ≤ exp(−1/8), which is independent of n. Thus, in this setting, each pass through all the
data reduces the error by a constant multiplicative factor as in the FG algorithm.
2.3. SAGA. We recall here also a slightly modified version of SAG, called SAGA, proposed in [4] where the
updated part in the gradient estimator is changed by a factor n. It makes the gradient estimator unbiased, and
simplifies the proof of convergence. The SAGA iterative scheme reads:
(27) uk+1 = uk − τk
∇gik(uk)−∇gik(φkik) + 1n
n∑
j=1
∇gj(φkj )

where, as for SAG, the indices ik ∼ U({1, . . . , n}) are drawn independently and φkj is updated as in (24). For
comparison, SAG can be rewritten equivalently as:
(28) uk+1 = uk − τk
∇gik(uk)−∇gik(φkik)
n
+
1
n
n∑
j=1
∇gj(φkj )
 .
The convergence rate of SAGA remains the same as for SAG, while lightening the proof of convergence. In the
next section we apply SAGA to the OCP (15) combined with an importance sampling strategy, and extend its
convergence proof to this setting.
3. Stochastic Approximation methods in the context of PDE constrained OCP
We aim now at applying SG and SAG/SAGA to the semi-discrete OCP (15) (or its fully discrete counterpart).
The objective function Ĵ(u) in (15) reads
Ĵ(u) =
1
2
Ê[‖yξ(u)− zd‖2] + β
2
‖u‖2
=
n∑
i=1
ζifi(u)
(29)
with fi(u) =
1
2‖yηi(u)−zd‖2+ β2 ‖u‖2 and ∇ufi(u) = βu+pηi(u), where {ζi}i are weights of the Gauss Legendre
quadrature formula and {ηi}i its knots. One possibility to apply SG or SAG/SAGA to the OCP minu∈U Ĵ(u)
is to rewrite Ĵ(u) as
Ĵ(u) =
1
n
n∑
i=1
gi(u)
with gi(u) = nζifi(u). However, the functions fi(u) are naturally weighted by the non-uniform weights {ζi}
and this raises the question whether the indices ik in the Stochastic Approximation techniques should be drawn
from a uniform or non-uniform distribution. We take the second, more general, approach by introducing a
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discrete probability measure ζ˜ on {1, . . . , n}, ζ˜(j) = ζ˜j > 0,with
∑n
j=1 ζ˜j = 1 and using an importance sampling
strategy.
Hence the modified Stochastic Gradient method with importance sampling for the OCP (15) reads: Similarly
Algorithm 1: SG on PDE constrained OCP, with non-uniformly sampled indices
given uk
sample ik ∼ ζ˜
compute uk+1 = uk − τk ζik
ζ˜ik
∇ufik(uk).
the modified SAGA method with importance sampling for the OCP (15) reads:
Algorithm 2: SAGA on PDE constrained OCP, with non-uniformly sampled indices
given uk, {φkj }nj=1
sample ik ∼ ζ˜
compute uk+1 = uk − τk
((∇ufik(uk)−∇ufik(φkik)) ζikζ˜ik +∑nj=1 ζj∇ufj(φkj )
)
set φk+1j =
{
uk if j = ik,
φkj otherwise.
In practice, in the SAGA algorithm, we do not store the past controls φkj , rather the past gradients grad
k
j =
∇ufj(φkj ). Similarly, we do not recompute at each iteration k the whole sum Gk =
∑n
j=1 ζj∇ufj(φkj ), rather
update it using the formulas
Gk+1 = Gk − ζik+1gradkik+1 + ζik+1∇ufik+1(uk)
and then the memory place gradik+1 as:
gradk+1j =
{ ∇ufj(uk) if j = ik+1,
gradkj otherwise.
We point out that both the SG and SAGA methods applied to the OCP (15) require 2 PDE’s solved per
iteration. Moreover SAGA requires to store 2n PDE solutions at all iterations.
3.1. Convergence and complexity analysis of the modified SG Algorithm 1. Following the analysis
in [10], we can bound the Mean Squared Error (MSE) of the SG iterates assuming a weighted summability
property on the discrete probability {ζ˜j}j used to sample the indice ik at iteration k:
Assumption 5 (Weights summability). Let us define
(30) S˜n =
n∑
j=1
ζ2j
ζ˜j
.
There exist 0 < S˜ <∞s.t. for every n ∈ N,
S˜n ≤ S˜.
Then, one can establish the following bound on the MSE when applying SG Algorithm 1:
Theorem 6. Denoting by ûhk the k-th iteration of the modified Algorithm 1 applied to the fully discrete OCP
(18) with FE mesh size h and Gauss-Legendre quadrature formula with (q1, . . . , qM ) knots in each stochastic
direction, then we can bound the MSE, E[‖ûhk − u∗‖2], as:
(31) E[‖ûhk − u∗‖2] ≤ B1k−1 +B2
M∑
n=1
e−snqn +B3h2r+2 ,
with constants B1, B2, B3 independent of h, {qn}n and k.
We ommit the proof as it follows very similar steps as in [10]. We now analyze the complexity of the SG
algorithm 1 in terms of computational work W versus accuracy tol.
Corollary 1. In order to achieve a given tolerance tol, i.e. to guarantee that E[‖ûhk − u∗‖2] . tol2, the total
required computational work is bounded by
(32) W . tol−2−
dγ
r+1 .
where we assume that the primal and adjoint problems can be solved, using a triangulation with mesh size h,
in computational time Ch = O(h
−dγ). Here, γ ∈ [1, 3] is a parameter representing the efficiency of the linear
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solver used (e.g. γ = 3 for a direct solver and γ = 1 up to a logarithm factor for an optimal multigrid solver),
while d is the dimension of the physical space. The memory space required to store the gradient and solution at
each iteration scales as
(33) storage . tol
−d
r+1
Proof. If we want to guarantee an error of order O(tol), we can equalize the three terms on the right hand side
of (31) to tol2 thus obtaining:
h = O(tol
1
r+1 ), qj =
2
sj
log(tol−1), n =
(
2
R
log(tol−1)
)M
, k = O(tol−2).
where we have set R =
(∏M
j=1 sj
) 1
M
the geometric mean of (s1, . . . , sM ). As W denotes the computational
work (proportional to time if we don’t use any parallel computing strategy), we have
(34) W = 2Chk . tol−2tol
−dγ
r+1 .
The memory space required to store one gradient and one current control uk, is proportional to h
−d thus leading
to:
(35) storage . tol
−d
r+1

3.2. Convergence analysis of the modified SAGA Algorithm 2. We prove in Theorem 7 below the
exponential convergence in the number of iterations of Algorithm 2. The outcome of our analysis in that
uniform sampling of the indice ik (i.e. ζ˜j =
1
n , ∀j = 1, . . . , n) is indeed optimal in the sense that it provides the
best convergence rate, asymptotically in n.
The proof is inspired from [4] and is valid under the assumption that the weights {ζj}j in (29) are positive
and sum up to 1, which holds for Gaussian quadrature formulas, each fi is Lipschitz with the same Lipschitz
constant L, which is guaranteed for OCP (15) by Lemma 1, and Ĵ(u) =
∑n
i=1 ζifi(u) is strongly convex, which
is guaranteed by Lemma 2. In what follows, we denote by Fk the σ-algebra generated by the random variables
i0, i1, . . . , ik−1 and denote by E[·|Fk] the conditional expectation to such σ-algebra. Moreover, in the remaining
of this Section, we use the shorthand notation f ′j(u) for ∇ufj(u). For the convergence proof, we also need to
introduce the quantity
Qk =
n∑
j=1
ζ2j
ζ˜j
‖f ′j(φkj )− f ′j(û∗)‖2
where û∗ denotes, as usual, the optimal control, solution of the semi-discrete OCP (15). We start our convergence
analysis by few technical Lemmas.
Lemma 4. We have the following bound on the conditional expectation E[Qk+1|Fk]:
(36) E[Qk+1|Fk] ≤ max
j
(1− ζ˜j)Qk + SnL2‖uk − û∗‖2 with Sn =
n∑
p=1
ζ2p
Proof. We write the conditional expectation as a sum over the possible values ik = p, p ∈ {1, . . . , n};
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E[Qk+1|Fk] = E
 n∑
j=1
ζ2j
ζ˜j
‖f ′j(φk+1j )− f ′j(û∗)‖2|Fk

=
n∑
p=1
E
 n∑
j=1
ζ2j
ζ˜j
‖f ′j(φk+1j )− f ′j(û∗)‖2|Fk, ik = p
 ζ˜p
=
n∑
p=1
ζ˜p

n∑
j=1,j 6=p
ζ2j
ζ˜j
‖f ′j(φkj )− f ′j(û∗)‖2 +
ζ2p
ζ˜p
‖f ′p(uk)− f ′p(û∗)‖2

=
n∑
p=1
ζ˜p︸ ︷︷ ︸
=1

n∑
j=1
ζ2j
ζ˜j
‖f ′j(φkj )− f ′j(û∗)‖2
−
n∑
p=1
ζ2p‖f ′p(φkp)− f ′p(û∗)‖2 +
n∑
p=1
ζ2p‖f ′p(uk)− f ′p(û∗)‖2
=
n∑
j=1
ζ2j
ζ˜j
(1− ζ˜j)‖f ′j(φkj )− f ′j(û∗)‖2 +
n∑
p=1
ζ2p‖f ′p(uk)− f ′p(û∗)‖2
≤ max
j
(
1− ζ˜j
) n∑
j=1
ζ2j
ζ˜j
‖f ′j(φkj )− f ′j(û∗)‖2 +
n∑
p=1
ζ2pL
2‖uk − û∗‖2
≤ max
j
(
1− ζ˜j
)
Qk + SnL
2‖uk − û∗‖2

Lemma 5. Let Pk =
(
f ′ik(uk)− f ′ik(φkik)
) ζik
ζ˜ik
+
∑n
j=1 f
′
j(φ
k
j )ζj and Tk = Pk−∇Ĵ(û∗), then we have the following
properties:
(37) E[Pk|Fk] = ∇Ĵ(uk)
(38) E[Tk|Fk] = ∇Ĵ(uk)−∇Ĵ(û∗)
(39) E[‖Tk‖2|Fk] ≤ 9S˜nL2‖uk − û∗‖2 + 8Qk
where S˜n is defined as in (30).
Proof. Again, we further condition on the possible values taken by the random variable ik, thus obtaining:
E[Pk|Fk] = E
(f ′ik(uk)− f ′ik(φkik)) ζik
ζ˜ik
+
n∑
j=1
f ′j(φ
k
j )ζj
 |Fk

=
n∑
p=1
E
(f ′ik(uk)− f ′ik(φkik)) ζik
ζ˜ik
+
n∑
j=1
f ′j(φ
k
j )ζj
 |Fk, ik = p
 ζ˜p
=
n∑
j=1
f ′j(uk)
ζj
ζ˜j
ζ˜j −
n∑
j=1
f ′j(φ
k
j )
ζj
ζ˜j
ζ˜j +
n∑
j=1
f ′j(φ
k
j )ζj
=
n∑
j=1
f ′j(uk)ζj = ∇Ĵ(uk)
which proves (37). We see from this that Pk is an unbiased estimator of ∇Ĵ(uk), when conditioned to Fk,
which represents the main difference with SAG, and simplifies the convergence proof. Equation (38) follows
straightforwardly:
E[Tk|Fk] = ∇Ĵ(uk)−∇Ĵ(û∗).
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We prove now (39).
E[‖Tk‖2|Fk] = E[‖Tk − E[Tk|Fk]‖2|Fk] + ‖E[Tk|Fk]‖2
= E[‖Pk −∇Ĵ(uk)‖2|Fk] + ‖∇Ĵ(uk)−∇Ĵ(û∗)‖2
= E[‖ (f ′ik(uk)− f ′ik(φkik)) ζik
ζ˜ik
+
n∑
j=1
f ′j(φ
k
j )ζj −
n∑
j=1
f ′j(uk)ζj‖2|Fk] + ‖∇Ĵ(uk)−∇Ĵ(û∗)‖2
≤ 2E[‖ (f ′ik(uk)− f ′ik(φkik)) ζik
ζ˜ik
‖2|Fk]︸ ︷︷ ︸
=A
+2E[‖
n∑
j=1
ζj
(
f ′j(φ
k
j )− f ′j(uk)
) ‖2|Fk]︸ ︷︷ ︸
=B
+ ‖∇Ĵ(uk)−∇Ĵ(û∗)‖2︸ ︷︷ ︸
=C
The first part A can be split as
A = E[‖ (f ′ik(uk)− f ′ik(φkik))︸ ︷︷ ︸
±f ′ik (û∗)
ζik
ζ˜ik
‖2|Fk]
≤ 2E[‖ (f ′ik(uk)− f ′ik(û∗)) ζik
ζ˜ik
‖2|Fk]︸ ︷︷ ︸
=T1
+2E[‖ (f ′ik(û∗)− f ′ik(φkik)) ζik
ζ˜ik
‖2|Fk]︸ ︷︷ ︸
=T2
with
T1 ≤ L2‖uk − û∗‖2E[
ζ2ik
ζ˜2ik
] = L2‖uk − û∗‖2S˜n
The term T2 can be developed as a sum over the possible values of ik:
T2 = E[
ζ2ik
ζ˜2ik
‖f ′ik(φkik)− f ′ik(û∗)‖2|Fk] =
n∑
j=1
ζ2j
ζ˜j
‖f ′j(φkj )− f ′j(û∗)‖2︸ ︷︷ ︸
=Qk
Moreover
B = E[‖
n∑
j=1
ζj
(
f ′j(φ
k
j )− f ′j(uk)
) ‖2|Fk] ≤
 n∑
j=1
ζj‖f ′j(φkj )− f ′j(uk)‖
√
ζ˜j√
ζ˜j
2
≤
 n∑
j=1
ζ2j
ζ˜j
‖ f ′j(φkj )− f ′j(uk)︸ ︷︷ ︸
±f ′j(û∗)
‖2

 n∑
j=1
ζ˜j

︸ ︷︷ ︸
=1
≤ 2
n∑
j=1
ζ2j
ζ˜j
‖f ′j(φkj )− f ′j(û∗)‖2 + 2
n∑
j=1
ζ2j
ζ˜j
‖f ′j(uk)− f ′j(û∗)‖2
≤ 2Qk + 2L2S˜n‖uk − û∗‖2
Finally
C = ‖
n∑
j=1
ζp
(
f ′p(uk)− f ′p(û∗)
) ‖2
≤
 n∑
j=1
|ζp|‖f ′p(uk)− f ′p(û∗)‖
2
≤ L2‖uk − û∗‖2
 n∑
j=1
|ζp|
2
≤ S˜nL2‖uk − û∗‖2
which completes the proof. 
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Lemma 6. Let α > 0 and let Assumptions 1 and 2 hold. If uk denotes the k-th iterate of SAGA Algorithm 2
and û∗ is the solution of the OCP (15), then there exist D1, D2 ∈ R+ such that:
E[‖uk+1 − û∗‖2 + αQk+1|Fk] ≤ D1‖uk − û∗‖2 +D2αQk
with D1 = 1−lτ+(αSn+8τ2S˜n)L2+τ2L2, D2 = 1− ζ˜min+ 8τ
2
α
, ζ˜min = min
j
ζ˜j and Sn as in Lemma 4.
Proof. Using that ∇Ĵ(û∗) = 0, we have
‖uk+1 − û∗‖2 = ‖uk − û∗ − τ (Pk −∇Ĵ(û∗))︸ ︷︷ ︸
=Tk
‖2 = ‖uk − û∗‖2 − 2τ〈uk − û∗, Tk〉+ τ2‖Tk‖2.
Let us develop now ‖uk+1 − û∗‖2 + αQk+1, using Lemmas 4 and 5,
E[‖uk+1 − û∗‖2+αQk+1|Fk] = E[‖uk − û∗‖2|Fk]− 2τE[〈uk − û∗, Tk〉|Fk] + τ2E[‖Tk‖2|Fk] + αE[Qk+1|Fk]
= ‖uk − û∗‖2 − 2τ〈uk − û∗,∇Ĵ(uk)−∇Ĵ(û∗)〉+ τ2E[‖Tk‖2|Fk] + αE[Qk+1|Fk]
≤ ‖uk − û∗‖2 − lτ‖uk − û∗‖2 + τ2
(
9S˜nL
2‖uk − û∗‖2 + 8Qk
)
+ α
(
max
j
(1− ζ˜j)Qk + SnL2‖uk − û∗‖2
)
≤
(
1− lτ + (αSn + 9τ2S˜n)L2
)
‖uk − û∗‖2 +
(
max
j
(1− ζ˜j) + 8τ
2
α
)
αQk

We are now ready to state the final convergence result. For this, we need to find the right choice of α > 0
and τ s.t.
(40) 1− lτ + (αSn + 9τ2S˜n)L2 = D1 < 1
and
(41) max
j
(1− ζ˜j) + 8τ
2
α
= D2 < 1
One particular choice that guarantees an exponential in k convergence rate is shown in the following Theorem.
Theorem 7. Let Assumptions 1, 2 and 5 hold and let us define:
ζ˜j =
1
n
, N = 25S˜, τ =
l
2NL2
, α = 16nτ2.
with S˜ as in Assumption 5. Then, we have
E[‖uk+1 − û∗‖2 + αQk+1] ≤ ρE[‖uk − û∗‖2 + αQk]
with ρ = min{1− l24NL2 , 1− 12n} ∈ (0, 1). Notice, in particular, that N and τ do not depend on n.
Proof. The particular choice of {ζj}j , α, τ implies D1 ≤ 1− l24NL2 , D2 = 1− 12n , where we have exploited the
fact that nSn = S˜n for ζ˜j = 1/n. Hence,
E[‖uk+1 − û∗‖2 + αQk+1|Fk] ≤ D1‖uk − û∗‖2 +D2αQk ≤ max(D1, D2)︸ ︷︷ ︸
=ρ
{‖uk − û∗‖2 + αQk}
The final result is obtained by taking a further expectation over (i0, . . . , ik−1). 
Corollary 2. Under Assumptions 1, 2 and 5 if uk denotes the k-th iterate of SAGA described in Algorithm 2
and û∗ is the solution of the semi-discrete OCP (15), then there exists D3 > 0 such that:
(42) E
[‖uk − û∗‖2] ≤ D3(1− )k with  = min{ l2
4NL2
,
1
2n
}
Proof. This result is a direct application of Theorem 7. 
Remark 2. Theorem 7 generalized for any τ ∈ (0, lNL2 ), in which case D1(τ) = 1− lτ+τ2L2N ∈ (1− l
2
4NL2 , 1).
We finish this subsection by showing that Assumption 5 holds, in the case of Gauss-Legendre quadrature.
Lemma 7. In the setting of uniform random variables ξ and tensorized Gauss-Legendre quadrature formulas,
choosing ζ˜p =
1
n , then Assumption 5 holds.
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Proof. As shown in [18, page 353, (15.3.10)], the weights of the Gauss-Legendre quadrature formula satisfy
ζp .
1
n
.
Hence, for a tensor quadrature with (n1, . . . , nM ) points in each variables, and a multi-index p = (p1, . . . , pM ),
with 1 ≤ pi ≤ ni as n =
∏
i ni we have
ζp =
M∏
i=1
ζpi .
M∏
i=1
1
ni
and ∑
p
ζ2p
ζ˜p
=
∑
p
ζ2pn .
n1∑
p1=1
· · ·
nN∑
pM=1
(
M∏
i=1
1
ni
)2 M∏
i=1
ni
=
n1∑
p1=1
· · ·
nN∑
pM=1
M∏
i=1
1
ni
=
M∏
i=1
1
ni
n1∑
p1=1
· · ·
nN∑
pM=1
=
M∏
i=1
1
ni
M∏
i=1
ni
= 1
with constant in the symbol . independent of (n1, . . . , nM ), but depending exponentially on M .

Remark 3. Result of Lemma 7 still holds for Gauss-Jacobi abscissas, as proven in [18, page 353, (15.3.10)].
3.3. Complexity analysis of SAGA. The convergence result stated in Theorem 3 for the semi-discrete
OCP (15) applies equaly well to the discrete OCP (18) with the same constants (thanks to the fact that the
FE approximation functions fhi (u
h) satisfy strongly convexity and Lipschitzianity inequalities as in Lemmas
1 and 2 with the same constants). We now analyze the complexity of the SAGA algorithm 2 in terms of
computational work W versus accuracy tol. The complexity analysis is based on the following error splitting
into FE discretization error, Gauss-Legendre quadrature error and SAGA optimization error when stopping the
SAGA algorithm at iteration k leading to the following result.
Theorem 8. With same notations of Corollary 2, if ûhSAGAk denotes the approximated optimal control computed
by using successively a FE approximation, full tensor Gauss-Legendre quadrature formula and SAGA method,
then the MSE is bounded by:
(43) E[‖ûhSAGAk − û∗‖2] ≤ C1(1− )k + C2
M∑
n=1
e−snqn + C3h2r+2
with  = 12n =
∏M
n=1 q
−1
n
2 , assuming that n >
50S˜L2
l2 , and with constants C1, C2 and C3 independent of k, {qn}n
and h.
Proof. We can decompose the total error using the three successive approximations presented in Section 1 and
3: FE discretization, quadrature formula and SAGA optimization procedure:
(44) E[‖ûhSAGAk − û∗‖2] ≤ 3E[‖ûhSAGAk − ûh∗‖2]︸ ︷︷ ︸
SAGA
+3 ‖ûh∗ − uh∗‖2︸ ︷︷ ︸
quadrature
+3 ‖uh∗ − û∗‖2︸ ︷︷ ︸
FE
where ûh∗ is the optimal solution of the fully-discrete OCP (18) and uh∗ is the optimal control of the FE
discretized OCP (12). The result is straightforward using the bounds in Corollary 2, Theorem 2 and Theorem
3. 
Corollary 3. In order to achieve a given tolerance O(tol), i.e. to guarantee that E[‖ûhSAGAk − û∗‖2] . tol2,
the total required computational work is bounded by
(45) W .
(
log(tol−1)
)M+1
tol
−dγ
r+1 .
where we assume that the primal and dual problems can be solved, using a triangulation with mesh size h, in
computational time Ch = O(h
−dγ). Here, γ ∈ [1, 3] is a parameter representing the efficiency of the linear solver
used (e.g. γ = 3 for a direct solver and γ = 1 up to a logarithm factor for an optimal multigrid solver), while d
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O(·) FG SG SAGA
W
(
log(tol−1)
)M+1
tol
−dγ
r+1 tol−2−
−dγ
r+1
(
log(tol−1)
)M+1
tol
−dγ
r+1
storage tol
−d
r+1 tol
−d
r+1
(
log(tol−1)
)M
tol
−d
r+1
Table 2. Computational work and required storage memory for the modified Algorithm 1 and
2 to solve the OCP 9.
is the dimension of the physical space D ⊂ Rd. The memory space required to store the history of the computed
gradients scales as
(46) storage = O
((
log(tol−1)
)M
tol
−d
r+1
)
Proof. Using Theorem 8, as we want to guarantee an error of order O(tol), we can equalize the three terms on
the right hand side of (43) to tol2 and finally get:
h = O(tol
1
r+1 ), qj =
2
sj
log(tol−1), n =
(
2
R
log(tol−1)
)M
, k =
2 log(tol−1)
− log(1− 12n )
with R =
(∏
j sj
)1/M
. So we obtain asymptotically
k ∼ 4n log(tol−1) ∼ 4
(
2
R
log(tol−1)
)M
log(tol−1) = O
((
log(tol−1)
)M+1)
If W denotes the computational work (proportional to time if we do not use any parallel computing strategy),
we have
(47) W = O
((
log(tol−1)
)M+1
tol
−dγ
r+1
)
.
The memory space required to store the history of all the n computed gradients is proportional to nh−d, so:
(48) storage = O
((
log(tol−1)
)M
tol
−d
r+1
)

The computational work and storage requirements for SAGA stated in Corollary 3 are reported in Table
2. For comparison, we state in the same Table also the complexity and storage requirement of the standard
Stochastic Gradient algorithm, as well as the Full Gradient algorithm, both based on the same quadrature
formula and FE approximation as for SAGA (we refer to [10] where these results have been derived in the
context of a Monte Carlo approximation). A naive implementation of the FG algorithm would require to store
the gradient computed in each quadrature point, hence a storage of O(nh−d) . Alternatively, one can store only
the partial weighted sum of the gradients and update it as soon as the gradient in a new quadrature point has
been computed, which brings down the storage to O(h−d).
4. Numerical results
In this section we verify the assertions on the order of convergence and computational complexity stated
in Theorem 8 and Corollary 3. For this purpose, we consider the optimal control problem (9) in the domain
D = (0, 1)2 with g = 1 and the following random diffusion coefficient:
(49) a(x1, x2, ξ) = 1 + exp (var (ξ1 cos(1.1pix1) + ξ2 cos(1.2pix1) + ξ3 sin(1.3pix2) + ξ4 sin(1.4pix2))) ,
with (x1, x2) ∈ D, var = exp(−1.125) and ξ = (ξ1, . . . , ξ4) with ξi iid∼ U([−1, 1]) (this test case is taken from
[9]). We have chosen β = 10−4 as the price of energy (regularization parameter) in the objective functional.
For the FE approximation, we have considered a structured triangular grid of mesh size h where each side of
the domain D is divided into 1/h sub-intervals and used piece-wise linear finite elements (i.e. r = 1). For
the approximation of the expectation in the objective functional, we have used a full tensor Gauss-Legendre
quadrature formula with the same number q of quadrature knots in each random variable ξj , j = 1, . . . , 4. All
calculations have been performed using the FE library Freefem++ [8].
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4.1. Performance of SAGA and comparison with FG. In this subsection, we consider the SAGA method
using a fixed mesh size h = 2−3 and study its convergence for different levels of the full tensor Gauss-Legendre
quadrature formula, i.e. a different number q of points in each random variable (the total number of quadrature
points being q4). For each q, we compute a reference solution using 50000 SAGA iterations (using again the
same FE mesh size h = 2−3). Then, we perform 5000 SAGA iteration and compare the error = uk − uref
w.r.t. the reference solution. We repeat the computation 20 times, independtly, to estimate the log-mean error
logE[‖error‖] (hereafter log(·) referes to the base 10 logarithm). In all cases we have used a step-size τ = 1000.
We show in Figure 1 the convergence plots of log(E[‖error‖]) versus k, for q ∈ {1, . . . , 10} and in Figure 2 a
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Figure 1. Convergence of SAGA for different q and fixed FE mesh (reference solution com-
puted with the same FE mesh and quadrature with q4 nodes)
zoom on the first 500 iterations. We can observe two regimes: a first one over the first 20 iterations, of faster
exponential convergence, and a second one afterwards, of slower, but still exponential convergence. Then, in
order to verify the exponential rate 1−  of equation (43), we plot in Figure 3 (top), the estimated convergence
rate, est divided by the theoretical one th =
1
2n =
1
2q4 versus q. Similarly, we plot in Figure 3 (bottom)
the estimated constant C1 of equation (43) versus q. In both cases, the plotted quantity varies very little for
q ∈ {3, . . . , 10} which confirms the validity of our theoretical analysis.
We analyze next the sensitivity of the SAGA algorithm w.r.t. the step-size. In Figure 4, we plot the L2-norm
of the error (averaged over 20 experiments) versus the *MM: iteration count, for q = 5. With a high step-size,
τ = 2000, the method diverges to infinity. Progressively decreasing τ to 1000, the method starts converging,
with the expected exponential rate, although slowly. Among the different values that we have tried, a step size
τ = 100 seems to provide the fastest convergence. Further decreasing τ to 10 makes SAGA converge poorly.
In Figure 5 we compare the convergence rate of SAGA, with τ = 100, with that of a full gradient method
using the optimal step-size for a quadratic optimization problem, i.e.
τk =
‖∇Ĵ(uk)‖2
β‖∇Ĵ(uk)‖2 + ‖Ê[yξ(∇Ĵ(uk)− g)]‖2
.
where Ê is the Gauss-Legendre quadrature formula defined in (14), and yξ(·) is the solution of (3). The error
in both cases is plotted against the number of PDE solves. The plot shows a fastest convergence of FG than
SAGA, asymptotically. However, SAGA features a smaller error in the pre-asymptotic regime, and delivers an
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Figure 2. Convergence of SAGA algorithm, for different values of q. Zoom on the first 500
iterations
acceptable solution, from a practical point of view, already before two full iterations of FG (*MM: 2500 PDE
solves). This makes it attractive in a limited budget context.
4.2. Complexity results for the SAGA algorithm. We investigate here the convergence of the method
defined in Algorithm 2, for which we recall the error bound (43) in the case of piece-wise linear FE (i.e. r = 1)
and a 4-dimensional stochastic variable (i.e. M = 4):
(50) E[‖ûhSAGAk − u∗‖2] ≤ C1(1− (q))k + C2e−sq + C3h4
where s is the rate of exponential convergence of the quadrature formula, and q the number of knots used in
each stochastic variable (isotropic case).
Estimation of the constants C1, (q), C2, s, C3. We have estimated the constants in (50) numerically.
• In order to estimate C1 and  in (50), we used a fixed mesh with h = 2−3 and a fixed quadrature formula
for both reference solution and SAGA iterations. By doing so, we remove the two last terms in the
bound (50), and only keep the first one of which we want to estimate the constants C1 and (q). Using
Figures 1 and 3 previously described, we estimate C1 ∈ [1200, 4500] and (q) ≈ 0.2q4 .
• To estimate the constant C2 and s in (50), we use a mesh of size h = 2−4 for both the reference
solution and the optimal control with quadrature. First, we computed the reference solution for a fine
Gauss-Legendre quadrature formula, i.e. q = 8, using the FG algorithm up to iteration 300. Then
we computed the error for the approximated optimal control using only q ∈ {1, . . . , 5} points in each
random variable, using again the FG algorithm up to iteration 100. In both cases we have used a
step-size τ = 2000. Results are detailed in Table 3 and plotted in Figure 6. The error is the difference
between the estimated optimal control using q ∈ {1, . . . , 5} knots in the quadrature formula, and the
optimal control computed for q = 8. We estimate C2 ≈ 57.4 and s ≈ 5.89.
• Finally, to estimate the third term C3, we used the FG algorithm up to iteration 300, with a step-
size τ = 2000, on a quadrature formula with q = 1 knot in each random variable, and computed the
reference solution on a fine mesh with h = 2−7. Then we run FG with the same step size τ = 2000 and
quadrature (q = 1) on coarser meshes with h = 2−1, · · · , 2−6. Results are shown in Table 4. The Table
confirms a convergence O(h4) of the squared error with an estimated constant C3 ≈ 1170. To double
check our estimate, we repeated the estimation using the SAGA algorithm: for the reference solution,
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Figure 3. Assessment of SAGA convergence rate C1(1− )k in (50): Top: estimated rate est
over theoretical rate th =
1
2q4 versus q. Bottom: estimated constant C1 versus q.
q ‖error‖
1 1.22e-1
2 5.27e-4
3 1.45e-6
4 3.35e-9
5 7.53e-12
Table 3. Quadrature error on the optimal control, versus the number of knots q used in each
random variable.
h−1 error (FG, q = 1) error (SAGA, q = 1)
2 7.83 7.82
4 2.19 2.19
8 5.46E-01 5.48E-01
16 1.36E-01 1.37E-01
32 3.34E-02 3.42E-02
64 8.34E-03 8.47E-03
128 2.09E-03 2.04E-03
Table 4. FE discretization error on the optimal control, using FG, or SAGA, versus the
characteristic mesh size h−1.
we used a mesh size h = 2−9, and q = 2 points in the quadrature formula, and SAGA algorithm up to
iteration 20000. Then we computed 10 repetitions of SAGA using mesh sizes h = 2−1, · · · , 2−7, up to
iteration 10000 and computed the average error. Results are shown in the third column of Table 4. The
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Figure 4. SAGA sensitivity to τ for q = 5.
tol 1/h q n: tot. # knts kmax comp. cost storage avg |uref − uh,qkmax |
3.16E-01 11 1 1 46 1.11E+04 1.21E+02 2.59E-01
1.00E-01 19 2 16 243 1.75E+05 5.78E+03 8.02E-02
3.16E-02 33 2 16 339 7.38E+05 1.74E+04 2.68E-02
1.00E-02 59 3 81 1896 1.32E+07 2.82E+05 8.29E-03
3.16E-03 105 3 81 2417 5.33E+07 8.93E+05 2.62E-03
1.00E-03 185 4 256 9298 6.36E+08 8.76E+06 8.00E-04
3.16E-04 329 4 256 18947 4.74E+09 2.77E+07 2.80E-04
Table 5. Final error over 20 i.i.d. realizations of SAGA, versus the target tolerance tol.
results are almost identical to those obtained with the FG algorithm, which makes us believe that our
estimation of C3 is reliable.
Complexity assessment of the SAGA algorithm. In order to assess the complexity of the SAGA algorithm,
we set a target tolerance tol. For each target tolerance tol, we compute the optimal mesh size h(tol), the optimal
number of Gauss-Legendre points in the quadrature formula q(tol), and the optimal number of iterations
kmax(tol), using the constants C1, C2 and C3 and rates (q) and s estimated in the previous subsection. Then
we run 20 independent realizations of the SAGA algorithm up to iteration kmax, all of them on a mesh of size
h(tol), using a quadrature formula with q(tol) points in each random variable, and estimate the average error on
the optimal control. The reference solution has been computed using the FG method, on a mesh of size h = 2−9,
with a quadrature formula with q = 6, and for more than 50 iterations. Figure 7 shows the estimated average
error versus the computational cost model W = kmaxh
−d, which confirms the complexity result of Corollary 3.
Table 5 gives details on the optimal discretization parameters h, q, kmax as well as the required memory space,
estimated based on the model M = nh−d, for each considered tolerance.
The main limitation we see for this method is the required memory space, since the storage increases as the
desired tolerance gets smaller and will reach at some point the memory limit of the emplyed machine.
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Figure 5. Comparison of SAGA with τ = 100 vs FG with optimal τk = f(uk), for q = 5.
5. Conclusions (Fabio)
In this work, we have proposed a SAGA algorithm to solve numerically a quadratic risk-averse optimal
control problem for an elliptic PDE with random coefficients, where the expectation in the objective functional
has been approximated by a Gauss-Legendre quadrature formula whereas the elliptic PDE has been discretized
by finite elements. The SAGA algorithm is a Stochastic Gradient type algorithm with a fixed-length memory
term, which computes at each iteration the gradient of the objective functional in only one quadrature point,
randomly chosen from a possibly non-uniform distribution. We have shown that the asymptotically optimal
sampling distribution is indeed the uniform one, over the quadrature points. We have also shown that, when
equilibrating the three sources of errors, namely the finite element discretization error, the quadrature error
and the error due to the SAGA optimization algorithm, the overall complexity, in terms of computational work
versus prescribed tolerance, is asymptotically the same as the one of a full gradient method (i.e. a gradient
method that sweeps over all quadrature points at each iteration), as the tolerance goes to zero. However, as
illustrated by our numerical experiments, the advantage of SAGA with respect to FG is in the pre-asymptotic
regime, as acceptable solutions may be obtained already before a full sweep over all quadrature points.
The full tensor Gauss-Legendre quadrature formula considered in this work is affected by the curse of di-
mensionality, hence applicable only to problems for which the randomness can be described in terms of a small
number of random variables. To overcome such curse of dimensionality, one could use sparse quadratures in-
stead [1, 2, 9], whose weights, however, are not all positive. The result in Lemma 6 is still valid, as long as the
approximate functional Ĵ satisfies a strong convexity condition,
l
2
‖u1 − u2‖2 ≤ 〈∇uĴ(u1)−∇uĴ(u2), u1 − u2〉 ∀u1, u2 ∈ U,
which might not be guaranteed for a given number of quadrature points. Also, because of the presence of
negative weights, the quantity S˜n might not be uniformly bounded in n, therefore, the results in Theorem 7
and Corollary 2 might not apply to this case. These issues will be further investigated in a future work.
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