ABSTRACT. In this paper we show that after suitable data randomization there exists a large set of super-critical periodic initial data, in H −α (T d ) for some α(d) > 0, for both 2d and 3d Navier-Stokes equations for which global energy bounds hold. As a consequence, we obtain almost sure large data super-critical global weak solutions. We also show that in 2d these global weak solutions are unique.
INTRODUCTION
Consider the initial value problem for the incompressible Navier-Stokes equations given by (1.1)
where f is divergence free and P is the Leray projection into divergence free vector fields given via
It is well-known that global well-posedness of (1.1) when the space dimension d = 3 is a long standing open question. This is related to the fact that the equations (1.1) are so called super-critical when d > 2. Indeed, recall that if the velocity vector field u(x, t) solves the Navier-Stokes equations (1.1) then u λ (x, t) with u λ (x, t) = λ u(λx, λ 2 t),
is also a solution to the system (1.1), for the initial data (1.3) u 0 λ = λ u 0 (λx) .
The spaces which are invariant under such a scaling are called critical spaces for the Navier-Stokes equations. Examples of critical spaces for the Navier-Stokes are:
In particular, for Sobolev spaces, u λ (x, 0) Ḣsc = u(x, 0) Ḣsc , when s c = d 2 − 1. We recall that the exponents s are called critical if s = s c , sub-critical if s > s c and super-critical if s < s c . 1 The first author is funded in part by NSF DMS 0803160. 2 The second author is funded in part by NSF DMS 0758247, NSF DMS 1101192 and an Alfred P. Sloan Research Fellowship. 3 The third author is funded in part by NSF DMS 1068815.
On the other hand, classical solutions to the (1.1) satisfy the decay of energy which can be expressed as: (1.5) u(x, t)
Note that when d = 2, the energy u(x, t) L 2 , which is globally controlled thanks to (1.5) , is exactly the scaling invariantḢ sc = L 2 -norm. In this case the equations are said to be critical. When d = 3, the energy u(x, t) L 2 is at the super-critical level with respect to the scaling invariantḢ 1 2 -norm, and hence the Navier-Stokes equations are said to be super-critical and the lack of a known bound for theḢ One way of studying the Navier-Stokes initial value problem (1.1) is via weak solutions introduced in the context of these equations by Leray [23, 24, 25] in 1930s. Leray [25] and Hopf [17] showed existence of global weak solutions of the Navier-Stokes equations corresponding to initial data in L 2 (R d ). When d = 2 classical global solutions were later obtained by Ladyzhenskaya [22] . Lemarié-Rieusset generalized Leray's construction to prove existence of uniformly locally square integrable weak solutions, for details see [26] . However questions addressing uniqueness and regularity of these solutions when d = 3 have not been answered yet, although there are many important contributions in understanding partial regularity and conditional uniqueness of weak solutions, see e.g. Caffarelli-Kohn-Nirenberg [5] , Lin [18] , Escauriaza-Seregin-Šverak [13] , Vasseur [29] . Another approach in studying existence of solutions to (1.1) is to construct solutions to the corresponding integral equation via a fixed point theorem. In such a way one obtains so called 'mild' solutions. This approach was pioneered by Kato and Fujita, see for example [14] . However the existence of mild solutions to the Navier-Stokes equations in R d for d ≥ 3 has been obtained only locally in time and globally for small initial data in various sub-critical or critical spaces, see e.g. Kato [19] , Cannone [6, 7] , Planchon [27] , Koch and Tataru [21] , Gallagher and Planchon [16] , or globally in time under conditions on uniform in time boundedness of certain scaling invariant norms, see e.g. Kenig-Koch [20] . In this context, Cannone and Meyer [8] proved that if f ∈ X, a well-suited Banach space for the study of the Navier-Stokes then the fluctuation w := u − e t∆ f is 'better' in that it belongs to the Besov-type spaceḂ 0 X,1 . In this paper we consider the periodic Navier-Stokes problem in (1.1) and in particular we address the question of long time existence of weak solutions for super-critical initial data both in d = 2, 3, see also Tao [28] . For d = 2 we address uniqueness as well. Our goal is to show that by randomizing in an appropriate way the initial data in
which is below the critical threshold space H sc (T d ), as well as below the space L 2 where one has available deterministic constructions of weak solutions, one can construct a global in time weak solution to (1.1). Such solution is unique when d = 2. Similar well-posededness results for randomized data were obtained for the supercritical nonlinear Schrödinger equation by Bourgain [1] and for super-critical nonlinear wave equations by Burq and Tzvetkov in [2, 3, 4] . The approach of Burq and Tzvetkov was applied in the context of the Navier-Stokes in order to obtain local in time solutions to the corresponding integral equation for randomized initial data in L 2 (T 3 ), as well as global in time solutions to the corresponding integral equation for randomized initial data that are small in L 2 (T 3 ) by Zhang and Fang [30] and by Deng and Cui [10] . Also in [11] , Deng and Cui obtained local in time solutions to the corresponding integral equation for randomized initial data in H s (T d ), for d = 2, 3 with −1 < s < 0.
The paper at hand is the first to offer a construction of a global in time weak solution to (1.1) for randomized initial data (without any smallness assumption) in negative Sobolev spaces
Roughly speaking the idea of the proof is the following: we start with a divergence free and mean zero initial data f ∈ (H −α (T d )) d , d = 2, 3 and suitably randomize it to obtain f ω (see Definition 2.2 for details) which in particular preserves the divergence free condition. Then we seek a solution to the initial value problem (1.1) in the form u = e t∆ f ω + w. In this way, the linear evolution e t∆ f ω is singled out and the difference equation that w satisfies is identified. At this point it becomes convenient to state the equivalence Lemma 4.2 between the initial value problem for the difference equation and the integral formulation of it. This equivalence is similar to Theorem 11.2 in [26] , see also [15] . We will use the integral equation formulation near time zero and the other one away from zero (see Section 5 for more details). The key point of this approach is the fact that although the initial data are in H −α for some α > 0, the heat flow of the randomized data gives almost surely improved L p bounds (see Section 3). These bounds in turn yield improved nonlinear estimates arising in the analysis of the difference equation for w almost surely (see Section 5 for details), and consequently a construction of a global weak solution to the difference equation is possible (see Section 6 for details).
It is important to note that, almost surely in ω, the randomized initial data f ω belongs to W −α,p for any p ≥ 1 and hence it is in B −1+
for p large enough so that 1 − d p > α, and any q ≥ 2. In particular, f ω belongs to the critical Besov spaces for which Gallagher and Planchon [16] proved, when d = 2, global existence, uniqueness and suitable bounds. Since f ω also belongs to BM O −1 , small data (almost sure) well-posedness follows when d = 2, 3 from Koch and Tataru's result [21] . The goal of this paper however, is to show that there exists a large set of super-critical periodic initial data of arbitrary size in H −α (T d ), d = 2, 3 that evolve to global solutions for which once the linear evolution is removed we directly obtain energy bounds.
1.1. Organization of the paper. In Section 2 we introduce appropriate notation and state the main results. In Section 3 we prove some useful bounds for the heat flow on randomized data. In Section 4 we introduce the difference equation for w and establish two equivalent formulations for the equation that w solves. In Section 5 we prove energy estimates for w and in Section 6 we construct weak solutions to the difference equation via a Galerkin method. In Section 7 we prove uniqueness of weak solutions when d = 2. Finally in Section 8 we combine all the ingredients to establish the main theorems.
1.2. Acknowledgements. The authors would like to thank Cheng Yu for noticing that an earlier version needed a revision in the energy estimates for the d = 3 case.
NOTATION AND THE STATEMENT OF THE MAIN RESULT
2.1. Notation. In this subsection we list some notation that will be frequently used throughout the paper.
• Let B be a Banach space of functions. The space C weak ((0, T ), B) denotes the subspace of L ∞ ((0, T ), B) consisting of functions which are weakly continuous, i.e.
v ∈ C weak ((0, T ), B) if and only if φ(v(t)) is a continuous function of t for any φ ∈ B * .
• If (X(T d )) d denotes a space of vector fields on T d , we simply denote its norm by · X .
• We introduce an analogous notation to that of Constantin and Foias in [9] . In particular we write
• We finally introduce some notation for the inner products in some of the spaces introduced above. The notation is similar to the one used in [9] . Given two vectors u and v in R d we use the notation
• Finally we introduce the trilinear expression
Also we note that when u is divergence free, we have
Finally, as it is now customary, we use A B to denote the estimate A ≤ CB for an absolute positive constant C.
2.2.
A general randomization setup. Before stating the main theorem we recall a large deviation bound from [2] that we will use below in order to analyze the heat flow on randomized data in Section 3.
r=1 be a sequence of real, 0-mean, independent random variables on a probability space (Ω, A, p) with associated sequence of distributions (µ r ) ∞ r=1 . Assume that µ r satisfy the property
Then there exists α > 0 such that for every λ > 0, every sequence (c r ) ∞ r=1 ∈ ℓ 2 of real numbers,
As a consequence there exists C > 0 such that for every q ≥ 2 and every (c r )
Burq and Tzvetkov showed in [2] that the standard real Gaussian as well as standard Bernoulli variables satisfy the assumption (2.6).
2.3. Our randomization setup. We now introduce the diagonal randomization of elements of (H s (T d )) d , which we will apply to our initial data.
Definition 2.2. [Diagonal randomization of elements in (H
s (T d )) d ] Let (l n (ω)) n∈Z d be a se- quence of of real, independent, random variables on a probability space (Ω, A, p) as in Lemma 2.1. For f ∈ (H s (T d )) d , let ( a i n ), i = 1, 2, . . . ,
d be its Fourier coefficients. We introduce the map from
where e n (x) = e in·x and call such a map randomization.
By the conditions in Lemma 2.1, the map (2.7) is measurable and
Also we remark that such a randomization does not introduce any H s regularization (see Lemma B.1 in [2] for a proof of this fact), indeed
However randomization gives improved L p estimates almost surely (see Proposition 3.2 below).
Remark 2.3. Since the Leray projection (1.2) can be written via its coordinates
(2.8) (P h) j = h j + k=1,...,d R j R k h k , where R j (φ)(n) = i n j |n|φ (n), n ∈ Z d ,
one can easily see that the diagonal randomization defined in (2.7) commutes with the Leray projection P.
Having defined diagonal randomization, we can state the main results of this paper.
Main Results.
Using the notation from Subsection 2.1 we introduce the following definition:
, and of mean zero 1 . A weak solution of the Navier-Stokes initial value problem 
, and of mean zero. Then there exists a set Σ ⊂ Ω of probability 1 such that for any ω ∈ Σ the initial value problem (1.1) with datum f ω has a global weak solution u in the sense of Definition 2.4 of the form
where
THE HEAT FLOW ON RANDOMIZED DATA
In this section we obtain certain a-priori estimates on the free evolution of the randomized data. These bounds will play an important role in the proof of existence (d = 2, 3) and uniqueness (d = 2) in the later sections.
Deterministic estimates.
Lemma 3.1. Let 0 < α < 1, k a nonnegative integer and let
Proof. To prove (3.1) we write u f ω (n, t) = e −|n| 2 t f ω (n). Then we have that:
where to obtain the last line we used that e −|n| 2 t t α+k 2 |n| α+k ≤ C. To prove (3.2) using the Fourier representation ∇ k u f ω (x, t) we have
In order to calculate the integral I we perform the change of variables z = √ tρ and obtain:
We bound I 1 from above as follows:
On the other hand, we bound I 2 from above as:
By combining (3.4) and (3.5) we obtain that
which thanks to (3.3) and (3.4) implies the claim (3.2).
Probabilistic estimates. Proposition Let
, where C T may depend also on p, q, r, σ, γ and α.
Moreover, if we set
then there exists c 1 , c 2 > 0 such that for every λ > 0 and for every f
Proof. For t = 0, using the notation h(x) = −∆ − α 2 f (x) and recalling the notation defined in (2.7) we have
where for (3.10) β ∈ {σ, σ + α} we introduced J β as follows:
In order to estimate J β , we observe that t β 2 |n| β e −t|n| 2 ≤ C, which together with two applications of Minkowski's inequality, followed by an application of Lemma 2.1 implies the first inequality in the following estimate:
as long as
which is for our range (3.10) of β satisfied under the assumption that (σ + α − 2γ)q < 2. Now the estimate (3.6) follows from (3.9), (3.11) and (3.10).
To prove estimate (3.8) one uses the Bienaymé-Tchebishev's inequality as in Proposition 4.4 in [2] which relies on Lemma 2.1.
DIFFERENCE EQUATION AND EQUIVALENT FORMULATIONS
In this section we consider two formulations of the initial value problem for the difference equation in
We start with the definition of weak solutions to (4.1). Again using the notation from Subsection 2.1 we have: Now we state and prove the equivalence lemma, which is similar to the version for the Navier-Stokes equations themselves, see e.g. [15] and Theorem 11.2 in [26] . 
Furthermore, assume that:
for some C > 0. Then the following statements are equivalent.
(S1) w is a weak solution to the initial value problem (4.1).
Proof. We first show that (S2) implies (S1). Assume that w solves the integral equation (4.6). Define
Using the assumption (4.4) on g and the fact that w ∈ L ∞ ((0,
. We can now take the time derivative of W ( w)(t, x) and easily show that
where the equality holds in V ′ . Since w = W ( w), by (4.6) and in particular lim t→0+ w(x, t) = 0, we now have that w solves (4.1) weakly.
Next we show that (S1) implies (S2). Let
where F (x, s) is as above. Under the assumptions on g and w and arguing as in the proof of the energy estimates Theorem 5.1 near time zero, we have that
where the equality holds in V ′ and lim t→0+ ( w(t) − Ψ(t) ) = 0 weakly in H. A standard uniqueness result for the heat flow finally gives Ψ = w.
ENERGY ESTIMATES FOR THE DIFFERENCE EQUATION
In this section we establish energy estimates for the difference equation in (4.1). These a priori estimates for w will be used in Section 6 where we construct weak solutions, see also [28] .
At this point it is useful to give a name to the left hand side of (1.5). We define in fact the energy functional for w,
and prove the following theorem:
Theorem 5.1. Let T > 0, λ > 0, γ < 0 and α > 0 be given. Let g be a function such that ∇ · g = 0 and Proof. In order to prove (5.5), we consider two cases: t near zero and t away from zero.
Remark 5.2. In the course of the proof below we will rely on the Equivalence Lemma 4.2 and use the integral equation formulation
Case t near zero: First, thanks to the Equivalence Lemma 4.2 we can write w using formulation (4.6),
where F (x, s) is like in (4.7). Then, we use a continuity argument as follows. Assume 0 ≤ τ ≤ δ * , where δ * is to be determined later. We need to proceed in different ways depending on whether d = 2 or d = 3. For d = 2 and τ ∈ [0, δ * ] by applying Lemma 14.1 from [26] we have:
Also by applying the maximal regularity, see e.g. Theorem 7.3 in [26] , we obtain:
Hence it suffices to analyze
. We proceed by estimating the terms on the RHS of (5.10).
We observe that:
where in the last step we used that the norm L 4 t L 4 x can be bounded via interpolating the two spaces L ∞ t L 2 x and L 2 tḢ 1
x that appear in E( w)(t). For the next two terms by Hölder's inequality we have:
where to obtain (5.12) we used Sobolev embedding, and to obtain (5.13) we used Hölder's inequality in t under the assumption that p ≥ 4.
By letting p = 4 in (5.13), it follows from the assumptions (5.4) on g, in conjunction with interpolation between the spaces that appear in E( w)(t), that
Finally thanks again to (5.4) the last term can be estimated as
To conclude, we combine the estimates (5.8) -(5.10) with (5.11), (5.14) and (5.15) we obtain:
Hence if we denote E 1 2 ( w)(τ ) = X, we obtain the inequality:
If we choose δ * small enough so that C 3 λ(δ * ) −γ 2 < ǫ (where ǫ is a small absolute constant depending only on C 1 , C 2 and C 3 ), then by a continuity argument X is bounded for all τ ∈ [0, δ * ]. We thus obtain
For d = 3 we cannot directly close the estimates in terms of the energy E( w). Instead we need to work with E( w) + E((−∆) 1 4 w) =: E 1 2 ( w). Now, for τ ∈ [0, δ * ] apply once again Lemma 14.1 from [26] we have:
Hence it suffices to analyze ((−∆)
. We have,
[((−∆)
(5.20)
. We proceed by estimating the terms on the RHS of (5.20).
By using the same argument as in the proof of Theorem 15.2 in [26] , we have that:
Next, by Hölder's and Sobolev's inequalities we have:
For the next term we have
Finally thanks again to (5.4) the last term can be estimated as (5.24) [((−∆)
To conclude, we combine the estimates (5. 
Hence if we denote
2 = X, we obtain the inequality:
Case t ∈ [δ * , T] : By the standard energy argument for (4.1) we have,
Now we observe that the expression in (5.27) equals zero as in the case of solutions to the Navier-Stokes equations itself. It remains to estimate (5.28). In order to do that we first note that since g is divergence-free,
w dx and the last expression equals zero thanks to the skew-symmetry property. Also since w is divergence-free too, we observe that:
On the other hand by Hölder's inequality,
Now by combining (5.28), (5.29) and (5.30) and using the assumptions (5.2) and (5.3) we obtain:
Furthermore, using the above expressions for h(t) and m(t) we get:
Therefore by combining (5.31), (5.32) and (5.33) we obtain the bound
for all t ∈ [δ * , T ]. Now (5.5) follows from (5.17) and (5.34).
To prove (5.6) we let
Since w satisfies (4.1) we observe that:
. We estimate the first term on the RHS of (5.35) as follows:
To estimate the second term on the RHS of (5.35) we notice that for d = 2
while for d = 3 we use Gagliardo-Nirenberg's inequality to obtain:
E( w)(T ).
To estimate the third term on the RHS of (5.35), for d = 2, we proceed as follows:
where to obtain (5.40) we used the assumption (5.4) on g. The fourth term can be estimated analogously for d = 2. On the other hand to estimate the third term for d = 3 we have,
Also the fourth term for d = 3 can be estimated analogously. Finally, in order to estimate the fifth term on the RHS of (5.35), for d = 2, we proceed in a similar way as when we estimated the third term for d = 2:
where to obtain the last line we used the assumptions of the theorem. On the other hand, to estimate the fifth term for d = 3 we have
Collecting the above estimates we obtain (5.6).
CONSTRUCTION OF WEAK SOLUTIONS TO THE DIFFERENCE EQUATION
In this section we construct weak solutions to the initial value problem (4.1). We denote the spatial Fourier tranform of f as
where k represents the discrete wavenumber:
and e j is the unit vector in the j-th direction. By P M we denote the rectangular Fourier projection operator:
Theorem 6.1. Let T > 0, λ > 0, γ < 0 and α > 0 be given. Assume that the function g satisfies ∇ · g = 0 and
Furthermore, assume that we have:
Then there exists a weak solution w for the initial value problem (4.1) in the sense of Definition 4.1.
Remark 6.2.
Since P M is a bounded operator in L p for 1 < p < ∞, P M g satisfies (6.1) and (6.3) as g itself. So from this point on we will not make a distinction between P M g and g.
Also, to keep the notation light, in the proof of Theorem 6.1 we shall consider the initial value problem (4.1) with c 1 = c 2 = 1.
Proof. In the construction of weak solutions, we follow in part the approach based on Galerkin approximations from Chapter 5 of Doering and Gibbon [12] and from Chapter 8 of Constantin and Foias [9] . From now on we drop the vector notation to keep the notation light. The plan is to construct a global weak solution via finding its Fourier coefficients, which, in turn, will be achieved by solving finite dimensional ODE systems for them. To determine the ODE systems we start by formally applying the Fourier transform to the difference equation (4.1).
where w(0, t) = 0, and I − kk T k 2 is the projection onto the divergence-free vector fields in Fourier space. Here I is the unit tensor and |k| = k.
As in [12] , we now introduce the Galerkin approximations as truncated Fourier expansions. More precisely, let M be a positive integer and consider
We next note that in [0, δ] the function w M (x, t) is a solution to the following system:
Since P M g satisfies the same assumptions as g in Section 5, we can repeat the proof of Theorem 5.1 to conclude that
and satisfies the energy bounds given by (5.5). As a consequence we can use an iteration argument to advance the solution of (6.7) up to time T .
Therefore the function w M (x, t) given by the inverse Fourier transform of T ) ; V ) and it satisfies the energy bound given by (5.5) and (5.6) in Theorem 5.1. Now by applying a standard compactness argument, together with the fact that P M g converges strongly to g in L p , one obtains a weak solution w to (4.1) on [0, T ], (see also Chapter 8 of [9] ). Since T was arbitrary large, we obtained a global weak solution.
UNIQUENESS IN 2D
In this section we present a uniqueness result for solutions of the initial value problem 
Proof. Our proof is inspired by the proof of Theorem 10.1 in Constantin-Foias [9] , which establishes a related uniqueness result for solutions to the Navier-Stokes equations.
Let w j with j = 1, 2 be two solutions of (4.1) with g satisfying (6.1) -(6.3). Let v = w 1 − w 2 . Then v satisfies the equation:
By pairing in (L 2 (T 2 )) 2 the first equation in (7.1) with v we obtain:
which thanks to the equality ∇( w j ⊗ v) = ( v · ∇) w j (that is valid for j = 1, 2 since each w j is divergence free and hence v is divergence free too) becomes:
Therefore after performing integration by parts in the last term of the above expression, and using Hölder's inequality to bound the last three terms on the RHS we obtain:
where to obtain (7.3) we used Young's inequality, and to obtain (7.4) we used the bound
which follows from an interpolation followed by Sobolev embedding. On the other hand, we obtained (7.5) via applying Young's inequality three times. Now we choose µ and ν j 's such that c 1 µ + 3 j=1 ν j = 1. Then (7.5) implies that: Now we recall that v(0) = w 1 (0) − w 2 (0) = 0, and substitute that into (7.8), keeping in mind that estimates (7.9) and (7.10) imply finiteness of the exponent on the RHS of (7.8). Hence we conclude that v(t) ≡ 0, which implies w 1 (t) = w 2 (t) for all t ∈ [0, T ].
PROOF OF THE MAIN THEOREMS
We find solutions u to ( > λ}.
Then if we apply Proposition 3.2 we find that in either case (d = 2 or d = 3) there exist C 1 , C 2 > 0 such that
Now, let λ j = 2 j , j ≥ 0 and define E j = E λ j . Note that E j+1 ⊂ E j . Then if we let Σ := ∪E c j ⊂ Ω we have that
Our goal is now to show that for a fixed divergence free vector field f ∈ (H −α (T d )) d and for any ω ∈ Σ, if we define g = u ω f , the initial value problem (4.1) has a global weak solution. In fact given ω ∈ Σ, there exists j such that ω ∈ E c j . In particular we then have 
