Introduction
Consider the non-parametric regression model
2 ), i = 1, . . . , n,
where x i 's are design points on an arbitrary domain X . Our goal is to estimate the unknown function f . For an introduction to this vast field, see Hastie and Tibshirani (1990) , Wahba (1990) , Green and Silverman (1994) , Gu (2002) , Fan and Gijbels (1996) , Ruppert, Wand and Carroll (2003) and Wang (2011) , among others.
In this article we assume that f can be approximated well by a linear combination of basis functions. The term "basis" is used loosely in this paper to represent a collection of func- In this article we propose a new non-parametric regression method called Basis Selection from Multiple Libraries (BSML), with two variants known as BSML-C (BSML with combined libraries) and BSML-S (BSML with separate libraries). Non-parametric regression is usually constructed using only one class of basis functions (e.g. cubic spline). Progress has been made to obtain sparse representations using multiple classes of basis functions in signal processing and function estimation (see for example Tropp (2004) and Gribonval and Nielsen (2003) ).
To our knowledge, fusion among different classes of basis functions has not been studied extensively in the context of non-parametric regression. Substantial open research questions remain in this context, especially when fusing substantially different classes of basis functions.
Our goal is to develop more adaptive non-parametric methods by data-driven selection of basis functions from different classes of basis functions, with the classes potentially differing in their smoothness and other properties.
Unlike the case of a single basis family where the representation usually is unique, finding the "best" approximation with multiple libraries and noisy data is a challenging problem.
The naïve adoptions of greedy search (Luo and Wahba 1997) and basis pursuit (Chen, Donoho and Saunders 2001) may not work well. We develop the BSML adaptive basis selection methods based on adaptively estimated model complexities. These BSML-C and BSML-S methods are general in the sense that they can be applied to any generic libraries of candidate bases. We illustrate the flexibility and efficiency of the BSML procedures using two interesting applications: spatially adaptive regression, and model selection in multivariate non-parametric regression. Extensive simulations show that the BSML method is more adaptive when compared with Hybrid Adaptive Splines (HAS), Multivariate Adaptive Regression Splines (MARS), COmponent Selection and Selection Operator (COSSO) and L 1 norm based procedures.
The outline of the paper is as follows. Section 2 presents the general BSML procedure.
Sections 3 and 4 present applications of the BSML methodology to spatial adaptive regression and multivariate regression. Section 5 provides a summary and further discussion.
Basis Selection from Multiple Libraries
The basic idea behind the BSML methodology is to explore the advantage of multiple libraries of basis functions using advanced model selection methods. The resulting BSML procedures advance both key ingredients in non-parametric modeling by incorporating more comprehensive basis functions as well as more adaptive model selection procedures.
Approximating the Function Using Multiple Libraries
A limitation of most existing adaptive non-parametric regression procedures is their use of a single class of basis functions. A truly flexible procedure should be able to choose from a variety of basis functions of different constructions to model complex features of a regression function. The idea of multiple libraries is close to the representation using overcomplete bases proposed in the wavelet and machine learning literature (Lewicki and Sejnowski 2000, Chen et al. 2001) . Overcomplete representations have attracted a great deal of attention in Engineering. Many methods have been proposed to represent signals using overcomplete bases for achieving simultaneously the following goals: speed, sparsity, separation, resolution and stability (Coifman and Wickerhauser 1992 , Mallat and Zhang 1993 , Chen et al. 2001 . Multiple libraries may contain a large set of diverse basis functions such that relatively few are required to represent any particular signal. Various methods have been proposed within the field of signal and image processing for learning sparse overcomplete representations, with methods based on the L 1 norm being especially popular (Mallat and Zhang 1993 , Chen et al. 2001 , Lewicki and Sejnowski 2000 .
Unlike the case of a single basis where the representation is unique, finding the "best" approximation in multiple libraries with noisy data is a challenging problem. Simple extensions of HAS (Luo and Wahba 1997) , matching pursuit (Mallat and Zhang 1993) and L 1 norm procedures (Chen et al. 2001, Efron, Hastie, Johnstone and Tibshirani 2004) to the case of multiple libraries do not work well (see Section 2 of the Supplement for an illustration).
Model Selection
Basis functions in L 0 are automatically entered into the model (note that L 0 could be an empty set). Up to a total pre-specified number M (including those in L 0 ), the procedure then selects basis functions from O = ∪ L l=1 L l one at a time according to a criterion. For the BSML-C procedure, the criterion is to maximize the reduction in the residual sum of squares (RSS). For the BSML-S procedure, the criterion is more sophisticated, and is presented in Section 2.4. Within each BSML procedure, denote the sequentially selected basis functions as
where B m = L 0 . For simplicity, we write "model B k " for "a linear combination of the basis functions in B k ". We need to develop model selection criteria to select the "best" model among {B k , k = m, . . . , M }. In the following we adapt the Generalized Cross Validation (GCV), Covariance Inflation Criterion (CIC), and K-fold Cross-Validation (CV) criteria for model selection in the BSML-C procedure.
T . Denote M k as the modeling procedure leading tof k . Note that the modeling procedure M k includes both basis functions selection and estimation. Define the mean squared error (MSE) based on
It is easy to check that
where
is the covariance penalty Knight 1999, Efron 2004 ). Then we have the covariance inflation criterion (CIC) Knight 1999, Shen and Huang 2006) CIC
as an unbiased estimate of (MSE(k) + σ 2 ), where RSS(B k ) = ||f k − y|| 2 is RSS for model Ye (1998) introduced the generalized degrees of freedom (GDF) as a measure of model complexity for the whole procedure:
wheref ik =f k (x i ) and f i = f (x i ). GDF extends the standard degrees of freedom to general modeling procedures, and can be viewed as the sum of the sensitivities of the fitted values to a small change in the response. A highly flexible modeling procedure will have a large GDF and covariance penalty because the fitted values will be close to the observed values.
Based on (5), the CIC (4) can be written as
Criterion (6) requires an estimate of σ 2 when it is unknown. It is preferable to use an estimator of σ 2 that does not require an estimate of f . A difference-based estimator such as the Rice estimator or a regression estimator may be used (Tong and Wang 2005) . We use the Monte Carlo algorithms suggested in Ye (1998) , Knight (1999), Efron (2004) and Shen and Huang (2006) to obtain estimates of D(M) and C(M), sayD(M) and C(M). Section 4.2 of the Supplement describes these Monte Carlo algorithms and Section 3 of the Supplement discusses the estimation of σ 2 .
The generalized cross-validation (GCV) criterion is defined as (Luo and Wahba 1997 )
where c(M k ) is a measure of model complexity for the modeling procedure M k . To correct for the bias incurred by adaptive model selection, Luo and Wahba (1997) the type of basis functions, the signal-to-noise ratio, and the basis functions that have been selected. It is not surprising that Friedman (1991) and Luo and Wahba (1997) recommended different IDFs because they used quite different bases: truncated polynomials in Friedman (1991) and cubic spline representers in Luo and Wahba (1997) .
Since the true function is never known and there is no clear rule for deciding the IDF, we propose to estimate the GDF or covariance penalty at each step of the selection procedure and incorporate it into the GCV criterion. Specifically, we set c(M k ) = D(M k ) in the GCV criterion (7) for all analyses in this paper. Alternatively, we could set c(
where σ 2 is estimated by a difference-based or a regression estimator. k evaluated at the design points in the jth subsample. Then the K-fold CV estimate of the MSE is
2.3 The BSML-C Procedure
Combining steps together, we have:
The BSML-C procedure O that maximizes the reduction in the residual sum of squares
(c) Estimate GDF and covariance penalty as needed: 
The BSML-S Procedure
, from the remaining basis functions not yet selected in L l to maximize the reduction in the RSS
We then need to select a basis function, φ k , to be included in the model at step k, from the collection of L candidate basis functions,
To allow basis functions in different libraries to compete on an equal footing, in addition to the basis selection cost within each libraryD(M k,l ) where M k,l is the modeling procedure that includes both the selection of B k−1 ∪ {ψ
we need to account for differences in complexity among libraries. Again, we estimate the library complexity using GDF. Let M (l)
k be the modeling procedure that, starting with L 0 , selects k − m additional basis functions one at a time from library L l and estimates the
We estimate the library cost at step k for library l bŷ
which is an estimated IDF for the k th basis function from library L l , if all k − m basis functions had been adaptively selected from L l . We select all k − m basis functions from library L l so thatÂ k (L l ) represents an average library cost.
We choose the kth basis function φ k ∈ Ψ k to minimize the doubly penalized criterion
where c 1 and c 2 are constants. The first two components in (11) constitute the final prediction error criterion (Akaike 1970) which includes the commonly used AIC and BIC criteria.
Similar to the idea of adding a penalty term to account for selection bias due to basis selection in a single library, we add the last term in (11) to account for selection bias for selection between libraries. The need for an extra penalty term has been recognized theoretically by Yang (1999) , Lebarbier (2005) and Picard, Robin, Lavielle, Vaisse and Daudin (2005) . The DPC criterion (11) is similar to the ABC criterion in Yang (1999) where ways to compute model space (library) complexity were discussed. However, none of the existing theoretical criteria can be applied directly in our setting, since they depend on unknown constants. We have found in our simulations that c 1 = ln(n) and c 2 = 2 work well, so we use these values in our simulations and examples. A relatively larger range of combinations of c 1 and c 2 also provide good estimates (see Section 5.2 of the Supplement). Again, a difference-based or regression estimator of σ 2 may be used in (11).
The K-fold CV method from Section 2.2 may also be used to select φ k in Ψ k . The only difference is that the candidate models are now {B k−1 ∪ {ψ
To use the GCV criterion to decide the final number of basis functions k * , we need to
ally intensive for the BSML-S procedure. We define the cost for selecting ψ
Therefore we minimize the following modified generalized cross-
By compiling these stages, we have:
The BSML-S procedure 1. Initialization: set B m = L 0 and let M be an upper limit on the number of basis functions to be selected (including those in L 0 ).
Forward selection:
ii. Estimate GDF and conditional cost as needed : computeD(M k,l ) and 
Bootstrap Confidence Intervals
Consider model (1) and assume that f can be represented as f (x) = L l=0 g l (x) where g l ∈ span{L l } and span{L l } represents the linear space spanned by basis functions in L l .
Let L 0 be any well-defined functional. We construct confidence intervals for L 0 applied to the following form of linear combinations of the L + 1 components of f ,
where γ l = 1 when g l is to be included and γ l = 0 otherwise. A confidence interval for f γ evaluated at a particular point, say x, corresponds to the special case when L 0 is the
Letf andσ 2 be pilot estimates of f and σ 2 respectively. Let 
where L 0fγ,L and L 0fγ,U are the lower and upper α/2 quantiles of the B bootstrap estimates of L 0 f γ , i.e., the specified quantiles of {L 0f * γ,b , b = 1, . . . , B}. In the smoothing spline literature, it is well-known that, due to nonuniform bias, the bootstrap and Bayesian confidence intervals have an across-the-function coverage property which is weaker than the pointwise coverage property Wahba 1995, Wang 2011) . Efforts have been made to construct confidence intervals with more uniform pointwise coverage (Cummins, Filloon and Nychka 2001) . One approach is to reduce bias by a slight undersmoothing (Hall 1992) . We have found that, in general, the cross-validation method tends to overfit. Therefore, we apply the BSML-C or BSML-S procedure with cross-validation selection of the final model to derive a undersmoothed pilot fitf . Since the true function is known in the generation of bootstrap samples (namelyf ), instead of using the CIC, GCV or CV criterion in Step 3, we use the average squared error
to select the final model for each bootstrap sample wheref * b,k is the estimate of f in the kth iteration of the BSML-C or BSML-S procedure based on the bth bootstrap sample.
Extensive simulations (some of them are shown in Section 5.3 of the Supplement) indicate that the percentile bootstrap confidence intervals based on the BSML procedures have more uniform pointwise coverage than the smoothing spline Bayesian confidence intervals. For all percentile bootstrap confidence intervals in presented simulations and data analyses, we used 10-fold CV to generate the pilot fit and ASE to select the optimal k within each bootstrap.
Computation and the BSML package
We have developed a user-friendly R package called bsml which implements the HAS, BSML-C and BSML-S procedures. The bsml package is available at http://cran.r-project.org (Wu, Sklar, Wang and Meiring 2011) . R code for an example in Section 3.3 is given in 3 Spatially Adaptive Regression
Existing Methods
In this section we consider the estimation of spatially inhomogeneous curves defined on x ∈ [0, 1]. A polynomial smoothing spline model of order-m assumes that f in model (1) belongs to the reproducing kernel Hilbert space (RKHS) (Wahba 1990 )
For a fixed smoothing parameter λ, the corresponding spline estimate of f ,f λ , is the minimizer of the penalized least squares (PLS) criterion
The smoothing parameter λ controls the smoothness of the spline fit. Data-based meth- with R 0,m = {k 0 (x), k 1 (x), . . . , k m−1 (x)}. Also H 1 is a RKHS with reproducing kernel Wahba 1990 ).
The PLS criterion (15) relies on a single global smoothing parameter, λ, to control the trade-off between the goodness-of-fit and the smoothness of the estimated function over the entire domain [0, 1] . Thus an implicit assumption is that f is smooth with relatively homogeneous curvatures over the entire domain. If the true function is spatially inhomogeneous, then spline estimates tend to over-smooth in regions where f is rough and under-smooth in regions where f is smooth. To make the spline estimate spatially adaptive, Luo and Wahba (1997) proposed the HAS procedure, which is a special case of the BSML-C procedure with
, and L 1 = R 1,2 . HAS uses GCV criterion (7) with c(M j ) = 2+(j−2)×IDF with fixed IDF = 1.2 at the elimination step. In several examples, Luo and Wahba (1997) show HAS to be spatially adaptive with comparable or better performance than wavelets. Beyond the spline literature, spatially adaptive methods have also been developed for local polynomials (Fan and Gijbels 1995) and wavelets (Wang 1995) . All methods are limited by using a single family of basis functions to approximate the regression function. Even though a single family, often of infinite dimension, may eventually be able to capture a spatially heterogeneous signal in the data, the methods based on a single basis are limited in their adaptivity with finite samples.
Simulations
We simulate from model (1), for each of six test functions, f , listed in Table 2 , and displayed in Figure 1 . Functions LW6 and LW7 are examples 6 and 7 in Luo and Wahba (1997) .
We also use those authors' Heavisine function scaling, and their definition of signal to noise ratio (SNR). That is, the SNR is SD(f )/σ where SD(f ) is the standard deviation of the function f (x) across values of x. We ran simulations for eight values of σ, corresponding to a regular grid of SNR values, SNR ∈ {1, 2, 3, 4, 5, 6, 7, 8}, for each function f in Table 2 .
For each sample size n, we use a regular grid of design points {x i = i/n : i = 1, . . . , n}. We present detailed results for each f for n = 256, but only illustrate sample size changes for the Heavisine function due to space. Table 1 defines several families of basis functions we use, including truncated polynomial, polynomial spline, and Fourier bases. The family (P 2 ) of basis functions derived from periodic spline reproducing kernels (RK) of order-2 are defined based on the space (Wahba 1990 )
Each of the reproducing kernel (cubic or periodic) and truncated polynomial families begins with one basis function corresponding to each of the design points x i , i = 1, . . . , n.
Note that, when L = 1, BSML-C is a simple extension of the HAS procedure which will be referred to as the BSML1 procedure in our simulations (Sklar, Meiring and Wang 2006) .
We compare the performance of the BSML-S and BSML-C methods to that of HAS, BSML1, and an L 1 norm method. The L 1 norm method used here is a direct extension of basis pursuit (Chen et al. 2001 ) and LARS procedures. For general A containing N (A) basis functions, this procedure represents f (x) = ψ j ∈A β j ψ j (x) and estimates coefficients by
To obtain L 1 -norm lasso estimates with sets A listed in Table 2 , we used the R function lars with default options (Hastie and Efron 2011) . For each function, the BSML-S, BSML-C and 
+ , truncated polynomials F {sin(16πkx), cos(16πkx) : k = 1, 2, 3, . . . , 25}, Fourier basis functions Table 2 : Six functions f (x) used in simulations, and three candidate basis function collections labelled {G i : i = 0, 1, 2} for reference in Table 3 . Table 3 : Basis families for different estimation methods, with notation as in Table 2 .
L 1 norm (LARS) simulations use basis functions from the three libraries listed in Table 3. HAS and BSML1 use two libraries, L 0 and L 1 . GDF estimation is by the algorithm of Ye (1998), using 100 perturbations (see Section 4.2 of the Supplement). The performance of each method was measured by the mean squared error (MSE):
Figures 2 and 3 present results based on 100 simulations for n = 256. Each row corresponds to one of the six functions in Table 2 . The left panel of each row illustrates the relative performance of the five estimation methods of Table 3 Except for the Heavisine function, the BSML-C method had similar performance as the BSML-S method. For the Heavisine function it is necessary to treat libraries separately, and BSML-S has superior performance. The BSML-C performance improves relative to LARS as n increases for the heavisine function, with BSML-C performing better than LARS for n = 1024 (not shown). We note that the BSML-S method is much more computational intensive than the BSML-C method, but exhibits greater stability that is especially evident in the heavisine simulations. (1) with f the Heavisine function, for sample sizes n ∈ {128, 256, 512, 1024, 2048} and SNR=5.
Right panel: Boxplots of the corresponding number of basis functions selected by BSML-S.
The detailed results we present for n = 256 are representative of our simulations across multiple functions. We also have run simulations across multiple sample sizes, as illustrated for the heavisine in Figure 4 . Results are similar to those presented here. Our results for spatially adaptive BSML-C and BSML-S support the value of adaptive methods when the SNR is sufficiently large (Wasserman 2006 ).
Applications
To illustrate the value of the BSML methods in the practitioner's toolbox, we analyze the US penny thickness data set from Scott (1992) , contained in R library locfit (Loader 2010) .
The data are thickness measures of two pennies from each of the years 1945 to 1989 (n = 90).
As previously noted in the adaptive estimation and change-point literature, the thicknesses changed abruptly at least twice in this time period. Figure 5 shows the observations (dots).
We first transform the explanatory variable into x = [0, 1], and use basis families G 0 = U 1 ,
, and G 4 = T 2 from Table 1 Let the domain of each x k be an arbitrary set X k and denote
be a RKHS on X k and
Then the tensor product space
See Wang (2011) for details about the SS ANOVA decomposition. The number of components in SS ANOVA decomposition (18) increases exponentially as the dimension d increases (curse of dimensionality). To overcome this problem, it is desirable to have model selection methods that determine which components (subspaces) should be included in the model. Lin and Zhang (2006) proposed the COSSO procedure for model selection and estimation based on the SS ANOVA decomposition.
A model containing any subset of components in the SS ANOVA decomposition is referred to as an SS ANOVA model. Given an SS ANOVA model, we can regroup subspaces and write the model space as
where H 0 is a finite dimensional space collecting all functions which are not going to be penalized, and H 1 , · · · , H q are orthogonal RKHS's with RKs R j for j = 1, · · · , q. The COSSO procedure estimates f ∈ S by minimizing the penalized least squares criterion
where P j is the orthogonal projector in S onto H j , and parameter λ penalizes the L 1 norm terms, P j f . For some special models, it has been shown that the COSSO procedure selects the correct model with probability tending to one and leads to consistent estimation of f .
BSML Model Selection and Simulations
Consider model (1) with model space (19).
Then the BSML procedure can be applied to select basis functions from O = ∪ q l=1 L l and estimate the function f . A further thresholding procedure may be applied to eliminate libraries with negligible contributions. Specifically, denote the estimated function based on all selected bases asf . Letf (x) =f 0 (x) + q j=1f j (x) wheref j for j = 0, . . . , q are projections off onto H j . We can eliminate all selected bases in library j if ||f j ||/||f || < τ for j = 1, . . . , q where τ is a small threshold. A similar procedure was used in Lin and Zhang (2006) where the thresholding was achieved through the smoothing parameters.
We use the following simulation to evaluate the performances of the BSML-C and BSML-S procedures in fitting multivariate regression functions and model selection and compare them with the COSSO procedure. Data are generated from model (1) with x = (x 1 , x 2 , x 3 , x 4 ) and an additive function f (x) = f 1 (x 1 ) + f 2 (x 2 ) where f 1 (x 1 ) is the Blocks-Curves function in Table 2 and f 2 (x 2 ) = −1 + 1.5x 2 + 10φ(50 · (x 2 − .5)) where φ is the standard normal density function. Note that f does not depend on x 3 and x 4 . We consider three sample sizes, n ∈ {100, 300, 500}, and three SNR values, SNR ∈ {2, 4, 8}. Design points for the four explanatory variables are generated as iid random samples from the uniform distribution on [0, 1] . For each combination of sample size and SNR, the simulation is repeated 100 times.
To apply the BSML procedures, we consider the following libraries: We also apply the COSSO procedure using the MATLAB code downloaded from http:
//www4.stat.ncsu.edu/~hzhang/software.html. The estimate of σ 2 from the COSSO procedure is used as the initial estimate of σ 2 in the BSML-C and BSML-S procedures. To evaluate the performances in term of variable selection, we apply the thresholding procedure as described above with τ = .01 to the BSML-C, BSML-S and COSSO procedures.
For the purpose of variable selection, we combine bases in L 1 and L 2 for variable x 1 and L 3 and L 4 for variable x 2 for thresholding. BSML-C, BSML-S and COSSO all selected x 1 and x 2 100% of the time under all settings. Table 4 shows the number of times each of these methods incorrectly selected variables x 3 and x 4 out of 100 simulations. Overall, all three methods performed quite well. The false selection rate diminishes quickly as SNR increases.
As sample size increases, the false selection rate decreases to zero for the BSML procedures.
The BSML procedures performed better than COSSO for large sample sizes and small SNRs. 
Application
We analyzed 946 monthly mean ozone thickness measurements (Dobson units) during the 82 years from 1926 to 2007 from Arosa, Switzerland, shown in Figure 7 (a). Data were downloaded from ftp://iaclin2.ethz.ch/pub_read/maeder/totozone_arosa_monthly .
We first scale the original times (in years and months) into the interval x ∈ [0, 1]. We consider the additive model
where f 1 is a periodic function with period 1/82 to model seasonal trend (seasonal maineffect), while f 2 (x) models long term trend (year main-effect). We compare three estimation methods: SSANOVA, BSML-C, and BSML-S. Due to space limitations we concentrate on the estimate of the main effect of year f 2 (x) in Figure 7 Model (21) is a special case of an SS ANOVA model, which we fit via the ssr function in the assist package (Wang and Ke 2011) , using GCV to select smoothing parameters. We assume that f 1 (82x) ∈ W 2 (per) ⊖ {1} (see (16)), where the multiplicative constant 82 makes f 1 (82x) a periodic function with period 1, and f 2 (x) ∈ W 2 [0, 1] ⊖ {1} (see (14)). Panel (b) shows the fitted year main effectf 2 (x) together with 95% Bayesian confidence intervals.
Panel (c) shows BSML-C results, and Panel (d) displays those of BSML-S, using libraries
, and L 3 = T 0 (see Table 1 ). For BSML-C and BSML-S, the periodic spline space (16) describes the seasonal cycle, while L 2 = C 2 , and L 3 = T 0 describe the long-term trend f 2 . We used 300 perturbations in the GDF estimation (Ye 1998) , M = 30, and B = 300 for bootstrap percentile confidence interval computations.
Unlike the seasonal cycle estimates (not shown), the estimates of the main effects of model selection to motivate and illustrate the BSML methods. Nevertheless, the BSML procedures are adaptive in the more general sense that each dynamically adjusts its strategy to take into account the behavior of the function to be estimated (Friedman 1991) . As general procedures, they have other potential applications. One of our future research topics is to extend the BSML methodology to different variance/covariance structures and to fit data from exponential families. We also plan to explore further the value of slight over-fitting in the pilot fits to reduce bias in the percentile bootstrap confidence intervals, since these intervals depend on the pilot fit. This will extend the study of coverage properties, beyond the promising results regarding close to nominal coverage already provided in Section 5.3 of the Supplement.
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