Of particular importance in a non-unique geophysical inverse problem is the unique solution that yields extremal values of a model property of geophysical interest. In the 1-D magnetotelluric inverse problem, we choose the arithmetic average 8(zl, z,) of the electrical conductivity a(z) in a given depth range z1 I z 5 z2 as such a property, and determine the upper and lower bounds of 8(zl,z2) such that a(z) is compatible with given (noisy) complex impedances for M frequencies. In addition, we impose an a priori constraint on a(z) such that a-I a(z) I a+, 0 I z < co, with pre-assigned bounds a-
INTRODUCTION
All methods of geophysical inversion, which try to interpret real data, are methods of optimization. Whereas traditional approaches search for the model that minimizes the misfit between measured and modelled data, more recent approaches pre-assign the misfit and place emphasis on the construction of the model that extremizes a model property of geophysical interest. Prominent representatives of the latter strategy are the minimum-structure models (e.g. Constable, Parker & Constable 1987; Smith & Booker 1988 ) and the models leading to maximum-depth rules (e.g. Smith 1959 Smith , 1960 Parker 1974 Parker , 1975 . The actual structure of the extremal models is in general of subordinate interest. What is learnt from the inversion is the extremal value of the model property under investigation, because this number is a bound, which all other competingand possibly more realistic-models have to satisfy. This paper considers the simplest problem of magnetotellurics, where the electrical conductivity c depends on depth z only. For any finite set of data, even if it is accurate, point estimates of the electrical conductivity become meaningless, since at a specified depth level one may introduce either a thin highly conducting sheet or a thin insulating layer without changing the fit to the data. Therefore at a specified depth the conductivity may range between zero and infinity. Of geophysical interest, however, are estimates of the conductivity in a given depth range rather than point estimates. If the assigned depth range is sufficiently extended and shallow, the longer periods may be inconsistent with a depth range that is completely filled with material of the highest conductivity, or-on the other hand-the observed damping may be inconsistent with an extended poorly conducting layer. Therefore the average conductivity in the depth range considered can be constrained by the data. The possibility of putting constraints 684 P. Weidell on linear averages of the conductivity is in accord with the fact that the inverse problem for the conductance (i.e. integrated conductivity) is well-posed (Berdichevskiy & Dmitriev 1992, For a given set of M frequency-dependent surface impedances, we construct those extremal models that maximize or minimize the arithmetic average of IJ in the given depth range zl I z 5 zz. Moreover, IJ may be subjected to the a priori constraints IJ-< a(z) < I J + , with IJ-and IJ+ prescribed.
Problems of this kind have been treated previously by Oldenburg (1983) and Dosso & Oldenburg ( 1989) . After discretizing the conductivity structure, the authors reduce the problem of determining the bounds to a problem in nonlinear programming. Starting with an initial guess and linearizing the functional, which maps 'the conductivity onto the data, tbe problem is solved iteratively by a sequence of linear programming problems.
The special problem of extremizing the conductivity integrated between the surface z1 = 0 and the level zz for the unconstrained case IJ-= 0, IJ+ = co has been considered by Weidelt (1985; hereafter Wl) . W1 explores, in a fully nonlinear treatment, the exact structure of the extremal models for a small number of data. The present paper extends the results of W1 by assuming a depth range z1 I z I zz and finite a priori bounds IJ-2 0 and IJ+ 5 a. A simple structure is obtained only in the one-frequency case, where a(z) is found to flip between the extremes IJ-and I J + . For M > 1, additional transitional continuous conductivity variations may occur.
The methods of Oldenburg (1983) and Dosso & Oldenburg (1989) on the one hand and those of W1 and the present paper on the other are complementary: the former approximate approach is robust, computationally efficient, flexible, and suitable for a large data set; the latter exact approach is computationally awkward in the case of many frequencies, but sheds a clearer light on the nature of the underlying problem.
The contents of this paper are as follows. Section 2 gives an outline of the general method for constructing exact extremal models. Section 3 provides a complete survey of the onefrequency case, whereas partial results for the general M-frequency case are presented in Section 4. Applications to synthetic and real data are given both in Sections 3 and 4.
The Appendix lists useful results on the electromagnetic induction in a stack of thin sheets (to which the extremal models degenerate in the unconstrained case) and provides detailed information about the structure of the unconstrained one-frequency extremal models.
pp. 198-201).

BASIC EQUATIONS A N D NECESSARY EXTREMAL CONDITIONS
Attention is confined to a 1-D conductivity profile u(z), z positive downwards, and a uniform inducing magnetic field in the y-direction. Assuming a time factor e'O', w > 0, throughout, the field equations in the quasi-static limit are Ei(z, w ) = -iwp0H,(z, w ) , where the prime denotes differentiation with respect to z . They lead to the differential equation
H;(z, o) = -o(z)E,(z, a),
where the discontinuity of Ek due to a possible thin conducting surface sheet has been taken into account. The boundary conditions imposed on f (z) are f'(o-)= -1 , f ' ( a , ) = O .
(2)
In the following, we use Schmucker's response function (Schmucker 1970, p. 69) :
with c = g -ih = IcI exp(-i$), g, h > 0, which is related to the apparent resistivity pa, impedance 2 and impedance phase p bY is satisfied, where B:=x& is the threshold, which for 2M degrees of freedom is exceeded with probability a.
Apart from degenerate data, for example
c . = -a > 0 , b 2 0 , for which in the case of exact data and M > 1 only a single conductivity model exists, there will be a whole family of acceptable conductivity profiles. After pre-assigning a depth range z1 < z < zz and an a priori conductivity range o -l o ( z ) l a + , O l z < c o ,
we will try to find the model that minimizes or maximizes 
+ lorn [ p + ( z ) { m -f J + I +p-(z)(a--0(z)>l d z , (7)
where BL denotes the real part. In the case of noisy data (4) the second term on the right-hand side is replaced by
Real and imaginary parts of the complex ordinary Lagrangian multipliers l j , which enforce equality constraints, are unrestricted in sign, whereas the generalized Lagrangian multipliers A and pf(z), which account for inequality constraints, are signrestricted and non-negative in the present definitions. In particular, these multipliers are zero whenever the constraints are inactive, and non-negative if the constraints are binding. Therefore the expressions (8) where 9im denotes the imaginary part. The last equation expresses the obvious fact that an increase in the active X2-bound leads to a further decrease in Q,. The functions p+ (z) describe the sensitivity of Qo to local changes of the conductivity bounds a* at position z. If in a small range 6z around z the bounds a* are increased to a+ +a,, then with Sz*(z):=o06z one obtains in the limit Sz+O i.e., if a(z) = a _ , implying p-(z) 2 0, an increase of a-will not lead to a deeper minimum Q,, whereas for a(;) > a-, implying p -( z ) = 0, the change of an inactive bound does not affect Q,. A similar interpretation holds for p+ (z) and a+. The sensitivity of Qo to a global change of a* is given by
As a necessary extremal condition, the first variation of the Lagrangian L[a] with respect to a(z) has to vanish. Whereas the first and third terms on the right-hand side of (7) are linear in a and pose no problems, the first variation of the non-linear data functional c j [ a ] has to be expressed in terms of its Frechet derivative Fj(z) defined by
where fj(z):=f(z, w j ) is the solution of (1) with the boundary conditions (2) (e.g. Parker 1977) . Hence 6L[a] = 0 implies, for the exact data case (3),
In the case of noisy data, l j in (13) is replaced by
where * denotes the complex conjugate.
define the control function
In what follows, the necessary condition (13) is used to
which states that
It is stressed that-in exceptional situations-only the weak condition D ( z ) = 0, rather than strict positivity or negativity, can be achieved in a depth interval where a conductivity constraint is active; see, for instance, the simple examples given in Section 3.2.3.
The process of model construction therefore consists in selecting a model, within the class of models satisfying the data in the sense of (3) or (4), for which there exists a linear combination D(z) of its Frechet derivatives that, according to (16) , is non-negative (non-positive) where a(z) attains its lower (upper) bound.
The problems with this prescription are at least three-fold.
(1) It does not lead to an immediate model construction, since in general a(z) has to be determined iteratively on the basis of the information on a(;) obtained from the sign changes of D(z).
( 2 ) There might be more than one model satisfying this necessary condition. In order to single out the extremal model, one has to be sure that all these admissible models are known.
(3) The structure of possible extremal models is not known at the outset: does it consist only of discrete layers or do continuous conductivity variations occur in addition? How many layers are required?
Despite these complications, satisfactory model constructions are possible in many cases, since it turns out that in most instances the conductivity only flips between the extremes aand a+ . This holds in particular for the modest one-frequency case, which is considered in detail in the next section. Moreover, it is often easy to find the pertinent extremal model for small z1 and z 2 . By gradually deforming this solution and monitoring the change of D(z), it is possible to decide for which parameter combination (zl, z 2 ) the type of the model has to change, for example where a conducting layer at the surface or at z1 emerges or disappears, where two conducting layers coalesce, or where a continuous conductivity variation is required in some section of the model. These changes, of course, reflect the full non-linearity, which we take into account.
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EXTREMAL AVERAGES FOR O N E FREQUENCY
3.1
If o-and o+ are suitably chosen such that feasible models exist (Section 3.3.2), the one-frequency extremal models have the property that o(z) only attains the values a-and a+. Similarly to W1, this is proved by contradiction by assuming that there exists a depth interval (a, b) ,completely inside or outside (zl, z 2 ) such that 6-< ~( z ) < o+ for z E (a, b) . Then, according to (16), D(z) and all its derivatives vanish identically for z~ ( a , b ) . By dropping the subscript j identifying the frequency for the case M = 1, and using the fact that w(z) is piecewise constant, the first and second derivatives of D ( z ) yield, with reference to (15), General structure of the extremal models
These two homogeneous linear equations for 1 have to satisfy the compatibility condition
However, from (12) and (1) it follows that
and h(z) are positive as the real part and negative imaginary part of the response function c at level z:
ih(z).
Hence the compatibility condition cannot be satisfied and no continuous conductivity section exists. This conclusion holds for both exact and noisy data.
Unconstrained conductivity models
General features
In Section 3.2 it is assumed that no constraint (except nonnegativity) is imposed on o(z), such that a-=0, g + = m. According to Section 3.1 the extremal models therefore consist of a stack of K thin sheets of finite conductance t k at level i k .
terminated possibly be an additional perfectly conducting sheet at [ K + l . As yet, K is unspecified. A thin sheet is the limit of a conducting layer, for which the conductivity increases to infinity and at the same time the thickness shrinks to zero, such that the conductance, as the product of conductivity and thickness, remains finite.
From (l), (17) , and the definition (12), it follows that between adjacent sheets f ( z ) varies linearly and F ( z ) quadratically, and across sheets they show a jump in their derivatives. Taking z and i as a generic pair of sheet parameters, the jump relations are
From aa/dz = 6 ( z -i) and a o p i = -zS'(z -i) it follows by using the definition of the Frechet derivative ( 11 ) and the jump relation (18) that Eq. (21 ) was obtained after integration by parts using
The depth levels that are distinguished are zl, z2 and z = 0, the latter as the plane of observation and natural boundary of the conductor. Sheets at these positions cannot move freely and are defined by their conductance only. On the other hand, a mobile sheet has its position as the second free parameter. An exception is the possibly existing final sheet of infinite conductance, which again is defined by only one parameter.
The following three properties of one-frequency extremal models are easily derived.
(1) No mobile sheet of finite conductance z can exist at i # (zl, z 2 ) . A final mobile sheet of injinite conductance, however, may occur.
(2) The extremal model for Sma, cannot have a mobile sheet at i E (zl, z 2 ) , whereas at most one mobile sheet appears in the models for Smin.
(3) The extremal models for Sma, terminate with a mobile sheet of infinite conductance at z = ( , below a sheet at insulator below a sheet at z = z:. a ---z;, whereas the extremal models for Smin end with an Before presenting the proofs, the necessary extremal conditions outlined in Section 2 have to be briefly reviewed for the present unconstrained conductivities. Since only a lower bound (non-negativity) is imposed on ~( z ) , the Lagrangian multiplier function p+ ( z ) vanishes identically and the control function D(z), defined in (15), is non-negative. In particular it has to vanish at a position [ of a thin sheet, since the nonnegativity constraint is not active there. If the sheet is mobile, the average slope of D(z) vanishes at i, thus avoiding negative values ('double-zero'). Therefore necessary conditions for a mobile sheet of finite z are
expressing just the insensitivity of the minimum Qo to small changes of z and C. A perturbation 67, for instance, affects Q, in two ways: it perturbs Q , by 6Qb') = w(i)Gz, and it perturbs c according to (20) for 6c = F([)6z. Since the response c has to remain unchanged, we have to calculate the modification SQh2) resulting from the response c -6c. The first two equations of (9) immediately yield 
The subsystem consisting of the first three equations has no solution, since it agrees with the incompatible system for a , , ,
(with (' and -l/A replaced by z2 and + l/A, respectively).
where c + and c -are the responses below and above the sheet, which both have a negative imaginary part. Therefore the compatibility condition cannot be satisfied.
A final sheet with t = 00 at [ can exist, since in view of the fact that F ( [ ) = 0 the first equation of (23) is satisfied automatically. For the second equation, (22) has to be used. If the sheet adjacent to l is at z = q < 5, then
such that with reference to (12) and (22) the second equation of ( 2 3 ) is cast into the convenient form
which we will use in the next section.
Proof of Proposition 2
We first show that d,, has no mobile sheet at [e(z1,z2) . Assuming a sheet at z = z ; (cf. A mobile sheet at l c ( z 1 , z 2 ) can exist, however, in the extremal models for dmin. Assuming a sheet at z:, the compatibility condition 9&~ [F'([)/F(z,) It does not contribute to dmin(zl, z2).
3.2.2
To start with, we assume exact data such that c=c [a] . A secure point of departure and arrival is the representation of c by a two-parameter model with a surface sheet of conductance z(0) and a perfectly conducting sheet at l,:
The extremal models for a,,,,,
It was shown in W1 and by Yee & Paulson (1988) that this model has two extremal properties, namely the greatest surface conductance and the shallowest perfect conductor of all models fitting c. Hence it is the starting point when z2 is small. On the other hand, am= will become infinite when z2 > ia,=:zZM, whereas it remains finite for z1 < z2 < i,.
In what follows, the structure of the extremal models and the corresponding extremal averages are displayed for all possible combinations z1 < z2 in triangular diagrams, for which Fig. 1 is the first example. The data are representative of the c-response of the diurnal Sg-harmonic. The diagram, being bounded by the lines z1=z2 and z 2 = z Z M ,
shows that four different models are required, the two-parameter model (26) being realized at the top and the base of the triangle.
It was noted in the previous section {hat for a single frequency, no mobile finite-conductance sheets occur. Therefore possible positions of sheets are only z = 0, zl, z 2 , and the unspecified position c, of the final perfectly conducting sheet.
Region A is essentially the model (26) with the original surface sheet now at z=z2. Region B requires an additional sheet at z,, and the transitional small region C also requires a surface sheet. In region D the surface sheet subsists, whereas the sheet at z1 is disappearing. The quadruple point Q is remarkable: the simple model A is realized there, but, by an infinitesimal change of z1 and/or z2, the regions B to D with their more complicated models are reached.
The control function D(z), which plays a key role in the model construction, is displayed in Fig. 2 (27) , AD(z,f)= 1. On the other hand, a perturbation of the lower bound at z; by 6z-( z ; ) is again compensated by a corresponding decrease of z(z2), but now the total conductance in the range [z,, z 2 ] remains unchanged and therefore D ( z 2 ) = 0. The conductance increase due to a perturbation 6z-(z) at a point z E (z,, z 2 ) is also compensated by a decrease in z(z2). Since z2 > z, the skin effect requires that the decrease at z2 is stronger than the increase at z, leaving a net decrease of C ?~~~( Z~. Z~) , i.e. D(z) > 0. If the sheet at z1 is present, the discussion concerning D(z) near z = z2 also pertains to z = zl. If the sheet at z1 is absent (regions A and D), the perturbations near z = z1 are balanced by a stronger decrease of z(z2). For z+z:, the positive perturbation 67-(z:) contributes to 3max(zl, z 2 ) and partially counteracts the decrease of z(z2), whereas for z --f z; the perturbation is not taken into account in fimax(z1, z2), such that-at least for region A-its change reflects the full decrease of 7(z2).
Region A
The requirements for an extremal model are that the two-sheet model with the two unknown parameters z(z2) and [ , fits the data and that the objective function Q[a] is insensitive to changes in the model parameters. Therefore, according to (3), (23), and (24) The last three equations, considered as a linear system for A, require the compatibility condition
which along with the first (complex) equation determines the three model parameters. 1 is then given by (28). Since z(zl) vanishes at the boundary between regions A and B, f ( z ) = c -z, 0 2 z I z2, still applies. Therefore the boundary A-B is defined by
%(=J=l . 1311
After discarding the solution z1 = z2, this is an algebraic equation of first order in z1 and third order in z2, which is easily solved (see Appendix B.l).
Region D
If in model A, D(z) first vanishes at z = 0 when z2 is increased, we pass from region A to region D (see Fig. 2D ). The relevant equations are
The two homogeneous equations in 1 are compatible only if where we have discarded +n/4 because the phase only decreases with depth. Eq. (32) implies that in extremal models requiring a surface sheet, the electric field at z2 lags 45" behind its surface value. Eq. At the boundary A-D, where z(0) still vanishes, (32) reduces
Since no sheet at z1 is present, the boundary A-D does not depend on zl.
The quadruple point Q lies at the intersection of the boundaries A-B and A-D. After introducing (33), eq. (31) reduces to
Since z1 I z2, a quadruple point exists only for h I g, i.e. for an impedance phase q 2 45". If g < h, for any z1 the pertinent models change continuously from A to D when increasing z2 from 0 to z Z M .
The small intermediate region C has the most complicated structure, since here the sheets at z = 0 and z = z1 coexist (Fig. 2C) . We have to solve the system of equations
where the last four linear equations in 1 now require the simultaneous validity of (30) and (32), which in turn, along with c[a] = c, are used to determine the four model parameters.
At the boundary C-D, the sheet at z1 is still absent. Therefore
where c + with l/c+ = l/c -iwpoz(0) is the response function at z = Of below the surface sheet. Hence, the compatibility conditions at the boundary are.
Solving the first condition for z(O), namely wpoz(0) = l/zZQ -l/z2, and inserting the result in the latter, it is found that the boundary C-D is defined by the simple relation
The same principle is followed for the determination of the boundary B-C, where the surface sheet is still missing. We have f ( 0 ) = c and f(zl) = c -zl , whereas f ( z 2 ) has to be expressed in terms of the unknown conductance t(zl). This is determined from (32) and then by inserting f(z2) into (30), which finally determines the boundary. The explicit expression is given in Appendix B.l.
For the one-frequency data set of Fig. 1 , isolines of b , , are shown in Fig. 3 in a triangular presentation. As expected, amax tends to infinity both for zl --* z2 and for z2 + zZM. In the first limit, any thin sheet at z2 yields an unbounded average conductivity; in the second limit, z2 approaches the shallowest perfect conductor compatible with the data. Of interest are those parts of the diagram where ifmax is small, because these averages are constrained by the data. In the present example, the average conductivity between the surface and 275 km is the most constrained: whatever 1-D model we take to fit this two-data set, none will have an average conductivity exceeding 72 mS m-l between 0 and 275 km.
So far, only exact data have been considered. If errors are taken into account, according to (4) we have to satisfy
where for simplicity the numerical Xz-bound is absorbed into s. At the new extremum, (34) is assumed to be satisfied as an equality, i.e. A > 0, since in the case of an inactive constraint, A=O, the extremum would not depend on the X2-bound. Hence the extremal model satisfies
Because of the simplicity of the one-frequency case, one can easily spot the new extremum through a line search on the periphery of the circle 16cl = s.
If s/lcl is small, however, an approximate first-order determination of the new extremum using the Lagrangian multiplier 1 is adequate. Recalling that Qo = -bma, and c = g -ih, eq. (9) yields 6a, , N %(16c), which is maximized and minimized for arg 6c = -arg 1 and arg 6c
is the extremum for exact data, the extremum for inexact data will therefore vary between approximately ifmax -I 1 Is and ifmax + I 1 Is, where in the present context only the upper bound of b , is relevant. Taking as an example 8, for region A, we have
The exact determination by a line search-assuming that s is so small that all points of the periphery lie in region Aprovides the slightly asymmetric bounds which to first order in s/lc-zzl agree with (35). It is noted, however, that in region A (35) underestimates the relevant upper bound. Even (36) underestimates this bound if the peripheral maximum point lies outside region A. The appropriate Local electrical conductivity averages 691 Explicit expressions for all parameters of the extremal models in regions A-D and further relevant material is collected in Appendix B. 1.
3.2.3
Now the conducting material has to be distributed in such a way that the data are satisfied and the average conductivity between z1 and z , is as small as possible. A major difference to the minimization of the conductance between the surface level and z, , as considered in W1, is the fact that a possible surface sheet has to be included in the conductance, but is excluded from dmin, since one may consider z1 = 0'. Therefore the minimal conductance model is not a point of departure for z1 -0. Generally, whenever a sheet is required in a dmin-model at the'end points of the range of integration, it lies at z; or z l and does not contribute to ifmin.
Therefore in the simple one-frequency problem, for a wide range of parameters (zl, z 2 ) , conductor configurations exist which yield dmin(zl, z2) = 0. is balanced by a reduction of both z and ~(z,), and therefore leads to a net increase of ijrnin(zl, z,), since the sheet at z z does not contribute to d~n .
Perturbations in z > z, are fully compensated by z(z2) and hence do not affect ifrnb.
Region A
The data c can be interpreted by a two-parameter model consisting of a single sheet of conductance z at depth [: Region B hZ lc--21I2
The data c can also be interpreted by a three-parameter model
consisting of a thin sheet of conductance z at z = [ < g and a perfectly conducting sheet at [m:
Now a mobile sheet of conductance z at z = [ E (zl , z2) is required. The relevant system of equations is
where, taking the real part, [ and [ , are related by [ , = g + hz/(g -0. Therefore C~~" ( Z~, z2) = 0 also if (zl, z2) E (4, [ , ) .
Here again D(z) = w(z).
In regions A and B the conductivity a(z) is not completely specified for z 4 (zl, z2), except for the modest requirement that it should fit the data. However, the extremal models become a ~w i i which accounts for the fact that the sheets actually lie at z; and z l , where w(z) = 0. The homogeneous equations require the two compatibility conditions 
Region D
The conductance 7(zI) decreases when penetrating into region C and may even vanish if g > h . In this case it is necessary to switch to region D, where the extremal model consists of the mobile sheet at z = ( and the sheet at z2. The equation of the boundary C-D is given in Appendix B.2. The system of non-linear equations agrees with (39) to (43), except that (40) is now missing and therefore only the second compatibility equation of (44) subsists. Together with (39), it allows the computation of the model parameters 7, ( and z(z2) (see Appendix B.2). Moreover, II is again given by (45).
Finally, isolines of 8~, , for the data considered previously for Smx are shown in Fig. 6 . As expected, Smin is poorly constrained by this small data set. The greatest bound with S~,,(zl, z2) = 33.4 mS m-l can be obtained for the average conductivity between z1 = 275 km and z2 = 1057 km, because these limits are sufficiently above and below g (the 'centre of gravity' of induced currents), such that the conducting material cannot be concealed. The maximum value of b , , is of the order of the apparent conductivity 6, = l/p, = 29 mS m-'.
Data errors can be taken into account in the same way as described for i.e. either in the linear approximation on using the Lagrangian multiplier I or exactly by a line search on the periphery of the circle of radius s around c. The one-frequency extremal models already allow an approximate treatment of the multifrequency case simply by selecting the frequency that imposes the hardest constraint on the conductivity average for a given (zl, z2)-range. If ij(zl, z2, w j ) is the average for frequency w j , then conservative estimates of the true extremals are defined by 3.3.1 General structure too pessimistic.
Constrained one-frequency extremal models
C7-(zl,z2):=min C7mmax(~1,z2, wj)2ijmax(zl,z2), imin(z,, z2):= max ijmin(zl, z2, mi) I #~,,(z,, z2).
A simple example is given in Fig. 7 , which shows gmax(zl, z 2 )
for European average responses of the first six Sq-harmonics, based on the data of Olsen (1994) . Each harmonic constrains the conductivity in a particular depth range (separated by dashed lines). The plot is constructed from the 1-D consistent D+-data (Parker 1980) , which essentially provide the same results as the measured data, but give a slightly clearer visualization of the depth sensitivity of the response estimates. All data are displayed in Table 1 . The D+-model has a 6.8 kS sheet at z = 170 km, a 61.6 kS sheet at z = 603 km, and an infinitely conducting sheet at z = 695 km. As an example, for z1 = 100 km, and z2 = 200 km this model leads to a conductivity i 1 So far a(z) has been allowed to vary between 0 and co. Now the constraints 0 < a-I a(z) I a + < co are imposed, which increases ijmin and decreases emax. It was seen in Section 3.1 that in the one-frequency case u(z) only attains the values uand a+ . The bounds a& have to be chosen sufficiently wide to warrant the existence of a model satisfying the data (see Section 3.3.2). The resulting extremal models will not then differ too much from the unconstrained case: essentially, thin sheets will be replaced by layers of finite thickness and conductivity a+, and insulators change into conducting layers with conductivity a-. Again, a layer with conductivity a+ lies immediately above z2 for emax and immediately below that level for amin. According to (16) On the top of a layer with u = a -or G + , the periodic sequence is equivalent to a uniform half-space with apparent conductivity caw or oa+, which are, respectively, smaller or greater than the smallest or greatest conductivity of the constituents forming the conductor. Physically this is obvious from the fact that the periodic structure forms a sequence of quarter-wavelength plates (wavelength 2np+ ) with a phase lag of n/2 for each traverse of a layer. At an interface, the phase lag of the upward propagating reflected field with respect to the incident field is always a multiple of n: the reflected field has twice traversed all layers above the deepest point of reflection and has undergone additional phase shifts of n at interfaces to good conductors. In particular, due to the dominant contribution of the reflection at the first interface, the reflected field is in-phase with the incident electric field at the top of a layer with o = o -(thus increasing ]El) and has a phase shift 71 at the top of a layer with high conductivity. Therefore < a-and cr,+ > 6,.
Data constraints
The necessary and sufficient conditions that one-frequency data c can be interpreted by a 1-D model are g>O, h>O, corresponding to the phase constraints 0 5 u, 5 4 2 . However, if c is to be interpreted by an element of the constrained conductivity set, additional conditions have to be imposed on the data. This is obvious in the extreme case 0-= o+, which allows only uniform half-spaces and subjects c to the strict requirements that 0, = a+, u, = 4 4 . The dependence of the data constraints on a-and a+ will now be investigated. For this purpose we assume exact data, select a-and a+, and determine the extremal phase values at which a constrained conductivity model no longer exists for a given an. The procedure is similar to the construction of extremal conductivity averages and is outlined only briefly. The Lagrange function corresponding to ( is an integer multiple of 4 2 . Since the phase decreases with depth, this phase shift is negative, and, since two neighbouring zeroes are considered, a r g [ f (~~+~) / f ( z~) ] = -n/2. The previous section showed that this condition can be satisfied by a periodic sequence of quarter-wavelength plates in z > zo. The free parameter zo is adjusted to yield the assigned apparent conductivity aa.
The construction of the extremal phase models is now obvious: since small phase values less than 45" occur if the conductivity decreases with depth, the minimum phase model is obtained by considering a periodic sequence of quarterwavelength plates with a-in the top layer, overlain by a layer 45", and u, < 45" inbetween. Similarly, the maximum phase model is obtained if the conductivity increases with depth, i.e. by placing a layer with conductivity a-and variable thickness zo, 0 I zo 5 d-over a periodic sequence with a + in the top layer. Identical extremal conditions are found when extremizing the apparent conductivity for a pre-assigned phase. Therefore the convex domains contoured in the (aa, u,)-plane by varying the thickness of the top layer define the data constraint areas, which are shown in Fig. 8 for various ratios a+/o-(curve parameter). The dashed vertical lines mark the under-and over-shoot areas, where the apparent conductivity is smaller than a-or greater than a+.
Adopting a slightly different point of view, a simple physical meaning can be assigned to the contours in Fig. 8 : if apparent conductivity and phase are continuously monitored along a downward descent through the periodic quarter-wavelength structure, then the contours are followed in a clockwise direction. An interface is crossed whenever the phase equals 45'.
The extremal phases and apparent conductivities are very close to the extremal values encountered in a simple two-layer structure with the conductivities a-and a+. For instance, for a + / c = 100 the two-layer earth yields the maximum phase 77.42", which is only slightly smaller than the extremal phase 78.00". Also, the maximum two-layer apparent conductivity of 1.24470. is very close to the extremal value of 1.24850,. For u, = 45", however, the two-layer apparent conductivities ui differ significantly from the true extremal values of oQ+ = 1.150+ and 6,-= 0 . 8 7~.
aa-< o -, ga(0.5d+)=0+, a,(d+)=G,+ > o + , ~( O ) + v ( d + ) =
Examples
As for the unconstrained case, we again consider the diurnal Sq-harmonic response (see Figs 1-6 ), now subject to the Local electrical conductivity averages 691 First we consider the extremal models for @max. The required conductor configurations are shown in Fig. 9 , which has to be compared with the corresponding Fig. 1 for the unconstrained case. Both figures agree on the characteristic quadruple-point topology. The finite upper bound a + on the conductivity, however, leads to major changes for those pairs (z1,z2) for which z 2 ) + co in the unconstrained case, i.e. for z2--+z2M and z1 +z2:
(1) For a + = c c and z2 -+ Z2M the thin sheet at z = z; increases its conductance and coalesces with the perfectly conducting sheet at z = (see Appendix B.l). A similar coalescence also occurs for a + < co. Here the conducting layer in z 5 z2 merges for large values of z2 with the shallowest conducting A/4-layer forming the substratum. In the present case, this occurs for z2 N 740 km. The electromagnetic field now penetrates the level of coalescence. This necessitates the introduction of three new conductivity configurations, which differ from the corresponding configurations at smaller z2 by the merged substructure. The thickness of the conducting A/4-layer is 232 km. All models obtained by a variation of z2 in this layer clearly maximize b(zl, z2) such that, apart from the position of z2, the extremal models remain unchanged for 740 km I z2 5 972 km. The merging process is illustrated by means of D(z) in Fig. 10(a) -(c).
In the merged structure D(z;) is so negative that the addition of l/A does not change the sign.
(2) Owing to the finite value of a+, the thin sheet at z; is replaced by a finite layer in z I z2. For a given z2, the thickness of the layer in z I z2 is given by the hatched area in Fig. 9 .
Whenever (zl, z 2 ) is in this area we obtain SmaX(z1, z 2 ) = a+.
In this case emax is insensitive to small data changes, i.e. 1 = 0 and D(z) = w(z). An example is shown in Fig. 10(d The resulting isolines of dmax(zrrz2) are shown in Fig. 11 , which should be compared with Fig. 3 . The tightening of the bounds on b(zl, z 2 ) by imposing constraints on a(z) is clearly visible. The closest bound is obtained for the conductivity average between the surface and z2 1 : 250 km, which will not exceed 50 mS for any of the models satisfying this small data set. The computation of the extremal models in the constrained case is very similar to that in the unconstrained case, although analytical solutions are no longer available. Apart from the degenerate case D(z) = w(z), i.e. A = 0, interfaces occur whenever D(z) changes sign. At the discontinuities z = zk, k = 1,2, this requires 0 < &[AF(z,)] < 1/11. Examples considered are the computation of the quadrupole point and the level of coalescence:
Quadruple point. As can be inferred from Fig. 9 , the quadruple-point model consists of four layers, with a = a-in 0 < z < Cl; a = a + in Cl < z < z 2 ; a=a-in z2 < z < c2; and a = aa+ in z > c2. The solutions to the systems of non-linear equations are easily obtained by a continuous deformation of the unconstrained solution given in Appendix B.l on using, for example, Brown's method (Brown 1973 ), which does not require the user to furnish the partial derivatives. Now we briefly turn to the structure of the constrained extremal models for tfmin(zl, z2), which is shown in Fig. 12 . The models strongly resemble the unconstrained models (Fig. 4) . A general feature is that the region in the (zl, z2)-plane where tfmin exceeds u-has become broader (compare also Figs 6 and 13). A particularly complex sequence of conductivity models is required to transform the model with the mobile layer and the layer in z<zl (corresponding to model C in Fig. 4) Structure of the constrained extremal models for ifmin. In contrast to Fig. 9 , the deep conducting layers are thinner than 1/4 and form no part of the quarter-wavelength structure, which starts with the 2324 km thick poorly conducting layer. The model structure near z1 ~0 , z2 1: 650 km has been enlarged in the 2,-direction.
where the two shallow conductors are missing and bmin = 0 -.
The layer in z < z1 touches the surface, then coalesces at z = z1 with the mobile layer, and the combined conductors then gradually vanish. This sequence of events (Fig. 12) happens in the range 0 5 z1 5 3.2 km only, but has been blown up for clarity. Finally, isolines of bmin(zl, z 2 ) are displayed in Fig. 13 . In comparison with Fig. 6 they show the desired increase of b~, , . bmin is most constrained between z1 N 400 km and z2 1 : 1050 km, and always exceeds 53 mS. The comparison of the isoline plots in Figs 3 and 11 for b,, and in Figs 6 and 13 for bmin shows the possible tightening of average conductivity bounds by imposing a priori information. Despite this improvement, one-frequency extremal models can provide only weak bounds on the underlying conductivity structure.
MULTIFREQUENCY EXTREMAL CONDUCTIVITY AVERAGES
Unconstrained conductivity models
A two-frequency example
The extremal models for one frequency switched between the extremal conductivities 0 -and o+. In the multifrequency case ( M > l ) , this simple structure will also prevail, but the existence of continuous conductivity transitions can no longer be ruled out. Because of the complexity of the general case, the treatment for M > 1 must be confined to the presentation of partial results. First we will illustrate some of the new features through a two-frequency example. Augmenting the previous one-frequency example by a shorter period, we consider the data set =24 h , c1 = (550 -2751') km,
which simulate the first and fourth Sq-harmonics. Following Yee & Paulson (1988) , it is seen when constructing the lensshaped consistency region for the response of period %, given the response for period TI, that the data are optimally consistent (and got close to degeneration, i.e. c2 is not close to the boundary of the consistency region). The four real data can be mapped into two four-parameter thin-sheet models, which are the thin-sheet model with the greatest surface conductance and the shallowest perfect conductor (model I), Let us consider in some detail the structure of the extremal models for 8,,,ax(~1, z 2 ) , which is shown in Fig. 14 for all pairs  (q, z 2 ) . Although the increase of complexity compared with the one-frequency case (Fig. 1) is obvious, some simple properties are easily identified. Model I forms the backbone in the evolution of the models. Since it is the shallowest perfect conductor model, ijmax(zl, z 2 ) = 00 for z2 > c3 = 893 km (bottom of the diagram). The level c2 = 460 km is also important: for two frequencies most extremal models for b,, show a mobile sheet at z = c with [ > z2 for z2 < c2 and < < z2 for z2 > c2. At z2 = c2, model I is realized for all zl. The sequence of events for an interchange c > z2 -P < z2 is as follows. The mobile sheet coalesces for z2 + c; with the perfect conductor 702 P. Weidelt Therefore the extremal models for zl < 468 km are constructed by satisfying the second necessary condition of (16), D(z) = 0, by a continuous conductivity distribution 0 < a(z) < 00 in 0 < z < c, where ( = c(zl) has to be determined.
Hence, for z1 = 446 km the wrong model B1 in shows a continuous conductivity variation in the hatched area, which gradually disappears when the left boundary is reached (C).
Fig. 14 is approached (see also panel C in Fig. 15 ). The resulting conductivity profiles are shown in Fig. 16 for a selection of z,-values (curve parameter, in km).
The construction of these profiles is now briefly discussed. For this purpose (and further reference) we require the first derivatives of the Frechet derivative F(z). From (12) and (1) we obtain (52) (52) and (50) (53) is only implicit, since Fj(z) also depends (smoothly) on a(z). Let V ' ( 0 , <) be the set functions, which are n times 
In the present case, the numerical task consists of the determination of the continuous function a(z) and of the two complex and six real discrete parameters 11, A, , A, [, z(O) , z(zl), z(z2) and [ , . In order to do this, we can use (53) and the two complex and six real equations
The last equation is the two-frequency analogue of (24), expressing the insensitivity of the objective function to small displacements of the final perfect conductor at z=[,. For each evaluation of an equation in the first two rows of (54), the Lagrangian multipliers l j are computed from the four linear equations in the last two rows and are used to obtain a self-consistent conductivity profile after a few iterative cycles of (53). With these updated values of l j and a(z), the equations in the first two rows of (54) then serve to determine the remaining six non-linear real parameters. In the present case the construction of the correct extremal model is of mere theoretical interest, because for z1 = 446 km, z2=750km the incorrect model B1 (Fig. 15) gives bmX= 0.263028 S m-', which is only insignificantly smaller than the correct value of b , , , = 0.263072 S m-' (model B2).
The structure of the extremal models in Fig. 14 has been obtained by gradually deforming model I, which is the firm starting point for zl-+O, z2-+0. The required changes of the extremal models then essentially follow from the changes of the model parameters and of D(z). Typical signals for a change of the model structure are: (1 ) The necessity of introducing the perfect conductor for z2 > 386 km cannot be detected when the boundary is approached from above; all necessary conditions can be satisfied without this conductor also for z2 > 386 km. The boundary is detected only by the diving perfect conductor when approaching it from below. This is an example where the necessary conditions (16) In all thin-sheet cases the determination of the model parameters is simple. Consider as an example the region in Fig. 14 that is the right neighbour of the continuous conductivity region. The model parameters agree with those of that region, except that the continuous conductivity section is replaced by a thin sheet of conductance z at z = 1. Therefore the set of necessary equations is (54) with F J ( [ ) replaced by
F i ( [ ) .
The six real equations in the first two lines form a nonlinear system of equations for the determination of the six model parameters, provided that, at each call of one equation in the second line, the two complex Lagrangian multipliers 1, are determined by solving the linear system consisting of the four real equations in the last two lines of (54).
After the detailed discussion of b,,(zl, z2), we turn our attention only briefly to z2) (Fig. 17) . The minimum conductance model I1 is a secure starting point for z,-+O, z2 -+ co. The unexpected feature is the discontinuous change of the extremal models along the two barred lines. In a strip along these border lines, both models satisfy the necessary extremal conditions. The shape of the boundary is therefore found only by comparing the actual values of d ( z l , z2). 
4.1.2
The two-frequency example of the previous section, requiring a continuous conductivity layer in 0 < z < zl , shows that the unconstrained multifrequency extremal models in general no longer lie in the class of thin-sheet models, which is the only type we encountered for one frequency. Negative side-lobes of D(z) in multifrequency thin-sheet models signal the necessity of introducing a continuous conductor. The discussion of the multifrequency case has to consider separately the structures of the extremal models in z > z2 and z < z2. For ~?~~ ( z , , z , ) we have Cl=z2+. In z>Cl, the necessary extremal condition D(z) 2 0 for ~( z ) = 0 can be realized only in its weak sense. Now we have to investigate whether the thin-sheet structure can merge at some depth level C (e.g. immediately above a sheet) into a continuous conductivity structure, which also requires D(z) = 0. The results of this investigation can be summarized as follows.
(1) No continuous conductivity structure can exist in z 2 z 2 .
(2) In z > z,, at most M -1 mobile sheets occur, possibly terminated by a perfectly conducting sheet.
( 3 ) A maximum number of M -1 mobile sheets (and a terminating perfect conductor) can occur in the extremal models for Cmmax (zl, z,) In what follows, Propositions 1 and 2 are proved by showing that the converse assumption leads to a contradiction. In particular we 'try to establish, on the basis of the converse assumption, 2M homogeneous linear equations: 
Proof of Proposition 1
The proof essentially follows W1. Assume that ~( z )
shows a transitional variation 0 < a@) < co in z E (a, b), a 2 z,, and let
Qj(z):=ljFj(z). Then according to (15) and (16)
The continuous section cannot reach to infinity, i.e. b < co.
For a proof, assume the converse, differentiate ( 5 6 ) three times with respect to z, divide by 4p0&, and integrate from z to co.
Using ( (51) yield
and more generally
Since all derivatives of D(z) vanish at z = b-, the system (58) can be extended to n = 2M -1. Because R, is of exact degree n, it is possible to diagonalize the extended system (58) by subtracting a suitable multiple of equation n from equation
Hence, Qj(IK) = 0 and Aj = 0. Consequently, under the above assumptions no continuous conductivity exists in z > z2.
Only slight modifications are necessary to reach the same conclusion for K = 0 or dl = 0. For instance, if in the case K = 0 the infinitely conducting sheet is at
With Yj=Qy(b-) it then follows from (55) that @;(b-)=O, and therefore that l j = 0. On the other hand, assuming that the continuous section starts immediately above a sheet, i.e. d , = 0, then, in view of the remark at the end of Appendix A, eq. (59) is replaced by
Proof of Proposition 2
If there were more than M -1 mobile sheets below z2, then the homogeneouss equations resulting from ( 58) would, via (55) with Y j = Qj(cK), immediately lead to Rj = 0.
Proof of Proposition 3
An exact M-frequency set is called degenerate if it results from a thin-sheet structure with less than 2M free parameters. In 
Proof of Proposition 4
This has already been proved in Section 3.3 of W1.
( c ) Structure in z < z2
Weidelt ( 1985 i.e. W1) considered extremal conductance models (zl = 0) in the unconstrained case and concluded that no continuous conductivity variations could exist in z > zl.
However, a re-examination has shown that his conclusions are valid only for z > z2 (see above), whereas-in addition to in the range 0 < z < zl-continuous conductivity variations can no longer be ruled out in z1 < z < z2 either. The error in W1 occurred in his eq. (AlO), where the fact that D'(z) is discontinuous across the sheet at z = z2 was overlooked. In what follows, two-frequency data sets are generated which require a continuous conductivity variation also in z1 < z < z2. Two simple examples are shown in Fig. 18 . In the example for ifmmax(zI, z 2 ) (A) we arbitrarily assign values to wl, w2, [ , , z 2 , zlr z(z2) and a(z;), then determine u(z) in z1 c z < z2 by satisfying all the necessary extremal conditions, and finally calculate c1 and c2. Once again let which after insertion of (61) and (60) 
The radius of convergence of the Taylor series might be very small. Therefore it is better to obtain u(z) implicitly by (53), which in the present context reads
After a few iterative cycles starting with a(z) = a(z;), eq. ( 6 3 ) quickly converges to a self-consistent conductivity profile in zl < z < z 2 , which can then be used to compute cj. 
Number of thin sheets
Of particular interest is the number of sheets, N , that can be expected for M frequencies. A general answer to this question turns out to be difficult. An inspection of Figs 1, 4, 14 and 17 (excluding the continuous section of Fig. 14) shows that for M = 1,2 this number vanes between M and M + 3.
If we are fitting M exact responses, the extremal models must be represented by at least 2M free parameters. Since the omnipresent sheet at z2 is described by only one parameter, in general at least N = M + 1 sheets are required. This number is reduced to N = M only in the special case when z2 coincides with a level of model I1 (for example eq.48) in which the responses are represented by M thin sheets (Weidelt 1985) . In Fig. 14 this situation occurs for z2 = r, = 214 km. If no continuous conductor occurs, the upper limit appears to be N = M f 3 : for iFmax(zl,z2), M -1 mobile sheets and four oneparameter sheets at z = 0, zl, z 2 , and [ , , and, for bmin(zl, z 2 ) , M mobile sheets and up to three one-parameter sheets. However, no general proof could be obtained for this assertion. In accordance with the fact that a continuous conductivity section can be understood as an infinite sequence of thin sheets, the continuous section of B2 in Fig. 15 can be approximated by an arbitrary number of mobile thin sheets, connected, however, by small negative side lobes. Therefore in the general case no finite upper bound of N exists.
In the physically realistic case of noisy data considered in the next section, where the interpretation is based on a global misfit constraint, the extremal models in general will show much less structure and even the minimum of M + 1 sheets may not be reached.
Noisy data
So far only exact multifrequency data have been considered. However, the analysis of noisy data under the X2-constraint (4) requires only a few changes. The control function is now
with J j defined in (14) . Assuming the normal case that the Xz-bound is active, i.e. (4) is satisfied as an equality, the data induce only one (positive) Lagrangian multiplier A rather than j = 1 M complex multipliers ,Ij. For M frequencies the structure of the extremal models for noisy data will in general be simpler than that for exact data, since the resulting model will tend to approximate an exact-data case for fewer than M frequencies, which yields a greater ifmax and a smaller ijmin than the exact M-frequency case. If a solution has been found for one pair (zl, z 2 ) , a solution for other pairs will be reached by deforming the original solution and monitoring the change of D(z).
The numerical procedure for noisy data is described by an example. Assume that the extremal model for dmax(z,, z2) requires three finite conductance sheets at z l , z 2 , and [ > z, .
Then the set of five necessary conditions for the determination of t(zl), t ( z 2 ) , z, [ and A is
Using (14), let
Then A can be eliminated from all except one equation by rewriting the last four equations of (65) as
For given model parameters t(zl), t ( z 2 ) , T and [, the coefficients j j defined by (66) can be calculated immediately. Therefore the first equation of (65) along with the first three equations of (67) constitute a system of four non-linear equations for the determination of the model parameters. A then follows from the last equation of (67), and is used via (66) and (64) to obtain D(z), which then may suggest further action.
Constrained conductivity models
The constrained multifrequency case will be briefly discussed via an example only. Fig. 19 shows the structure of the models of 8max(z1r z 2 ) for the two-frequency data (47) under the constraints o-= 0.01 S m-', o+ = 1 S m-'. A comparison with the unconstrained case, Fig. 14 , reveals a more regular structure of the constrained models: the two-storey structure for small zl (induced by the two frequencies) becomes more obvious, no continuous conductor is required, and the conducting substructure cannot disappear (as in Fig. 14 for 214 km < z2 < 386 km) since a-> 0 always requires a layered substructure. For given zZr the shaded region at the diagonal shows the thickness of the conductor overlying z = z2, which coalesces at z2 N 950 km with the substructure (compared with 750 km for the longer period only; see Fig. 9 Figure 19 . Structure of the constrained two-frequency extremal models 5,,,ax(zl, z2). The strucure is more regular than in the unconstrained case (Fig. 14) . Owing to the well-separated two frequencies, the model structure in 0 < z2 < 500 km is repeated below (with the mobile conducting layer now between z1 and z2).
for various values of z2 is drawn in Fig. 20 . For a fixed z1 of 100 km and a varying z2 (vertical scale), the layering in the z-direction is shown along the horizontal scale, where the conducting layers are shaded. It demonstrates nicely how, with increasing z2, the conductor below z = z, merges with the substructure and at the same time a new conductor evolves at z = zl, becomes detached, and moves downwards. This latter descent then activates a surface layer to keep the centre of gravity of induced currents at ( ; = g, = 350 km for the shorter period. At z, N 350 km the conducting substructure dives down to a depth of about 2300 km and reappears for increasing z2.
This figure, also illuminates the topological structure of the conducting regions in the neighbourhood of the two levels of coalescence at z2 N 500 km and 2.950 km. Finally, isolines of &,,max(zl, z 2 ) are displayed in Fig. 21 . They show the conductivity between the surface and z2 = 175 km with < 25 mS m-' as the best-constrained feature (compared with 40 mS m-l in the absence of a priori conductivity bounds).
The structure of the external models in Fig. 19 has been obtained by systematically deforming the solution for small z2 and monitoring D(z). Because of the more regular structure of the constrained extremal models no problems were encountered. The following signals typically indicate that a change of model is necessary. Although no continuous conductors were required in the simple example of Fig. 19 , they will occur for other data sets and/or other a priori bounds. In particular, they can no longer be ruled out also in z > z,. This can be anticipated from the fact that in the example, for z, 1 : 500 km, two conducting layers coalesce at [ N 800 km (see Fig. 20 
CONCLUSIONS
The scope of this paper is the investigation of how much incomplete data constrain local averages of the electrical conductivity in the simple 1-D magnetotelluric inverse problem. This task is cast into variational form and exact bounds on the average conductivity are derived in a fully non-linear treatment, at the expense of handling extended systems of nonlinear algebraic equations. Therefore the exact method appears to be suitable only for data sets of modest size, whereas an approximate method (Section 3.2.4) can be applied to data sets of any size.
Layered conductors whose response is compatible with a given data set are constructed; they accomodate in a prescribed depth range z1 5 z 5 z2 either as much or as little conducting material as possible. The conductivity may be constrained by a priori bounds a-I a(z) I a+. In particular for more than one frequency, the topological structure of the extremal model is very sensitive to the depth interval [zl,zz] (see Figs 14, 17  and 19 ). The control function D(z) associated with the variational problem signals when changes in the model structure are necessary for varying pairs (zl, z2). In the unconstrained case, occasionally two competing models were found in some strip of the (zl, z,)-plane which both satisfied the necessary extremal conditions controlled by D(z). Only by comparing the actual values of a(z,, z 2 ) could the true extremum be identified. Additional work is certainly required in this field.
In most cases considered, the extremal models consists of a sequence of thin sheets (or in the constrained case of a sequence of layers with alternating conductivities a-and a+). For more than one frequency, the exact extremal models may require sections with a continuous conductivity variation. However, due to the insensitivity of magnetotelluric responses to vertical conductivity gradients in the examples studied, the exact extremes could not be distinguished from the approximate bounds, where the conductivity switches between its extremes.
The isoline maps of the extremal average conductivites 5max(z1, z,) and @min(~l, z 2 ) for one-and two-frequency data sets simulating Sq-responses show, with small values for 8-and large values for dmin, in which portions of the conductor the average conductivity is sensibly constrained by the data. In particular, the tightest upper bounds can be obtained for the conductivity average between the surface and a depth corresponding to one-half of the smallest real part of the c-responses used. In the Sq-data case, the less constrained lower bound is tightest for a conductivity average between 400 km and 1100 km, which underlines the necessity for a conductivity rise in this depth range. Although the data basis considered is very small, even two frequencies may provide useful constraints for the upper bound of the average conductivity, in particular if in addition reasonable a priori constraints are incorporated (Fig. 21) .
The prime interest in extremal models lies not in their actual
Local electrical conductivity averages 7 11 Figure 21 . Isolines of r7mmax(~1, z 2 ) for the constrained two-frequency case. Curve labels in mS m-'. In the shaded area 6max(zl, z2) = o+.
structure, but in the bounds they provide. However, the complexity of the problem has required an exploratory study focusing on the non-linear features of the model evolution, which even for simple data sets has revealed an unexpected dynamical behaviour.
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