Most psychometric studies of risk perception have used data that have been averaged over participants prior to analysis. Such aggregation obscures variation among participants and inflates the magnitude of relationships between psychometric dimensions and dependent variables such as overall riskiness. However, most studies that have not averaged data over participants have also shifted the focus of analysis from differences among hazards to differences among participants. Hence, it is unclear whether observed reductions in the explanatory power of psychometric dimensions result from the change in the level of analysis or from the change in the focus of analysis. Following Willis et al.'s (2005) analysis of ecological risk perceptions, we unconfound these two variables in a study of risk perceptions in Santiago, Chile, although we use more traditional hazards, attributes, and statistical procedures. Results confirm that psychometric dimensions explain less variation in judgments of riskiness and acceptability at the disaggregate level than at the aggregate level. However, they also explain less variation when the focus of analysis is differences among participants rather than differences among hazards. These two effects appear to be similar in magnitude. A simple hybrid analysis economically represents variation among participants' judgments of hazards' riskiness by relating those judgments to a common set of psychometric dimensions from a traditional aggregate-level analysis.
Introduction
For the past quarter century, research on risk perception has been dominated by Slovic, Fischhoff , and Liechtenstein's psychometric paradigm (Fischhoff et al., 1978; Fischhoff et al., 1982; Slovic et al., 1980 Slovic et al., , 1985 Slovic et al., , 1986 Slovic, 1987) . In the traditional method, participants rate a large number of hazards on several attributes and a few dependent measures, such as riskiness or acceptability. These ratings are averaged over participants, and the resulting hazard × attribute matrix is analyzed using either principal component analysis or common factor analysis. 1 The resulting components or factors are given interpretive names (e.g., dread risk, unknown risk) and used as independent variables in regressions to predict mean ratings of riskiness or acceptability. Typically, a few components or factors account for 70-90% of the variation in these dependent variables. Studies using this approach have been conducted in Australia (Eiser et al., 1990; Rohrmann, 1994) , Brazil (Nyland, 1993) , Chile (Bronfman and Cifuentes, 2003) , China (Jianguang, 1994) , France (Bastide et al., 1989; Karpowicz-Lazerg and Mullet, 1993; Poumadere et al., 1995; Wiegman et al., 1995) , Hong Kong (Keown, 1989) , Hungary (Englander et al., 1986) , Japan (Hinman et al., 1993; Kleinhesselink and Rosa, 1991) , Norway (Teigen et al., 1988) , Poland (Goszczynska et al., 1991) , Sweden (Nyland, 1993; Sjöberg, 1999 Sjöberg, , 2000 , the United Kingdom (Eiser et al., 1990) , and the United States (Fischhoff et al., 1997; Hinman et al., 1993; Slovic, 1987) , often with similar results.
Despite the acknowledged influence of the psychometric paradigm, research in this tradition has been criticized for its use of small and unrepresentative samples of participants; its failure to attend to the risk target (i.e., whether risk judgments are being made for one's self, for one's family, or for the general public); and its use of aggregatelevel statistical procedures that obscure variation among participants and inflate the explanatory power of the psychometric dimensions (e.g., Hermand et al., 2003; Schütz and Wiedemann, 1998; Sjöberg, 1998 Sjöberg, , 2000 Sjöberg, , 2002 .
In this article, we address the first of these criticisms by using data from a representative sample of adults in Santiago, Chile. In a previous article based on the same sample, Bronfman and Cifuentes (2003) addressed the second criticism by comparing judgments of social and personal risk and judgments of social and personal benefit. The third criticism is the primary concern of this article. Our approach is modeled after analyses presented by .
A number of methodological concerns have been raised elsewhere (Boholm, 1998; FifeSchaw and Rowe, 1996, 2000; Langford et al., 1999; Marris et al., 1997) . For example, Fife-Schaw and Rowe (2000) discuss specific methodological issues that warrant consideration prior to employing the psychometric approach, namely item-presentation order, sample conditioning, reliability and validity. Regarding the first issue, they noted that question order appears to influence responses to a non-trivial degree, stating that "the magnitude of effects suggest that these are large enough to potentially obscure true differences between groups or changes over time" (p. 177) . Although the authors concede to the potential of the psychometric approach when dealing with aggregated correlations among attribute ratings). Numerous authors have used the term "principal components factor analysis," by which they data from relatively large samples or subgroups, they find sufficient individual-level variability in scores to warn against adopting the technique for individuals or very small groups. One purpose of the current research is to quantify the deleterious effects of such disaggregation.
In an extensive review of the risk-perception literature, Boholm (1998) focused on several problems that arise in the comparison of psychometric studies, discussing such pertinent issues as the role of communication and the media, local political systems, and other features of societies and respondents (e.g., marginality, gender, and ethnicity).
Finding little consensus on basic theoretical issues and appropriate methodologies, Boholm concluded that comparative psychometric risk-perception studies form a heterogeneous research field, and urged authors to systematize their theoretical frameworks and results in order to provide a more solid foundation for additional inquiry. The research reported here contributes to this effort by adopting a framework that encompasses and compares two distinct sources of variation in psychometric studies: differences in the level of aggregation and differences in the focus of analysis.
Aggregation Troubles
It has long been recognized that averaging hazard ratings over participants prior to analysis obscures variation among individuals, and that regression results from averaged data may not hold for individual participants (Gardner et al., 1982; Harding and Eiser, 1984; Vlek and Stallen, 1981) . Indeed, there have been several attempts to assess the psychometric approach without averaging ratings over participants. In one such study, mean principal component analysis, not common factor analysis. Gardner and Gould (1989) asked participants to rate six human-health hazards on four attributes (dread, catastrophic potential, number of deaths, and scientific understanding) and on overall riskiness. The authors regressed overall riskiness judgments onto the four attribute ratings separately for each hazard, and found that the attributes explained an average of 29% of the variation in the dependent measure (R 2 range = 14% to 46%, depending on the hazard and sample). Similar results have been reported frequently (Gardner et al., 1982; Harding and Eiser, 1984; Slovic et al., 1986; Sjöberg, 1996 Sjöberg, , 2000 Marris et al., 1997; Marris et al., 1998; Trumbo, 1996) , although the specifics vary by study.
These studies strongly suggest that the explanatory power of the psychometric paradigm is lower when disaggregate rather than aggregate data are analyzed, but their methods differ from the traditional psychometric approach in another way as well. Specifically, the cases used in the regression analyses are participants rather than hazards. Thus, an alternative interpretation is that the psychometric dimensions are less useful for explaining differences among participants than for explaining differences among hazards. Another possibility is that the decrease in explanatory power results from both the difference in the level of analysis (disaggregate instead of aggregate) and the difference in the focus of analysis (participants instead of hazards).
Crossing the Level and Focus of Analysis
Although others (e.g., Gardner et al., 1982) have correctly noted that the two approaches described above answer different questions, were the first to document the extent of this confound in the larger risk-perception literature. Aggregate-level participant-focused analysis is similar, but data are averaged over hazards prior to analysis; the primary focus is again on differences among participants.
There have been hundreds of risk-perception studies that have used aggregate-level hazard-focused analysis, and a handful (cited above) that have used disaggregate-level participant-focused analysis. To our knowledge, only four studies have used disaggregate-level hazard-focused analyses (Bronfman and Cifuentes, 2003; Kraus and Slovic, 1988; Marris et al., 1997; . For example, Kraus and Slovic (1988) reported that the median R 2 for predicting riskiness judgments on the basis of psychometric factors was 94% for the traditional aggregate-level hazard-focused approach (a separate analysis was conducted for each of six technology classes), but only 69% for the disaggregate-level hazard-focused approach (a separate analysis was conducted for each participant). Similarly, only three studies have used aggregate-level participant-focused analyses (Barnett and Breakwell, 2001; Savadori et al., 2004; . For example, Savadori et al. (2004) reported aggregate-level participantfocused analyses for perceptions of seven biotechnology hazards. In that study, regressions designed to distinguish among participants' riskiness judgments yielded adjusted R 2 values ranging from 30% to 45%, depending on the participant group (experts versus public) and hazard type (food versus medical-pharmaceutical applications). Taken together, this literature suggests that decreases in explanatory power may result from changes in either the level or the focus of analysis.
Unfortunately, only five of these studies (Bronfman and Cifuentes, 2003; Kraus and Slovic, 1988; Marris et al., 1997; Slovic et al., 1986; have included analyses from more than one cell of Table 1 , and just two (Kraus and Slovic, 1988; have reported regression results for riskiness judgments using analyses from more than one cell. analyzed a single data set using all four methods. In their second study, 30 laypeople drawn from two school-parent organizations and one church group rated 34 ecological hazards on 17 attributes and three dependent variables (overall risk, ecological risk, and acceptability). They used common factor analysis with an oblique rotation method that allowed the factors to be correlated. In regressions for predicting judgments of overall risk, R 2 values were 81% for the traditional aggregate-level hazard-focused approach, 66% for the aggregate-level participant-focused approach, 62% (on average) for the disaggregate-level hazard-focused approach, and 48% (on average) for the disaggregate-level participant-focused approach. Results for the other two dependent variables were qualitatively similar. These findings indicate that the decrease in explanatory power from the traditional approach resulted from changes in both the level of analysis and the focus of analysis. This important conclusion warrants replication in a larger sample and with commonly-used sets of risks and attributes.
The choice between hazard-focused and participant-focused analysis depends on the goals of the study. For comparative risk analysis (e.g., Jones and Klien, 1999; Minard, 1996) and risk ranking (e.g., DeKay et al., 2001; Florig et al., 2001 ; M.G. Morgan et al., 1996; K.M. Morgan et al., 2001; Willis et al., 2004) , the primary focus is on differences among hazards. For other purposes, such as assessing attitude-behavior relationships across people, or informing the design of risk-communication materials about a specific hazard for different populations, a participant-focused approach is arguably more informative. The choice of level of analysis, however, involves a tradeoff between the desire to represent variability among participants (or hazards) and the ability to interpret and summarize data easily, among other considerations.
Alternative Methods for Representing Individual Variation in Risk Perception
In addition to the participant-focused analyses reported above, researchers have employed a number of other methods for characterizing individual differences in risk perception. Shortly after the introduction of the psychometric paradigm, Vlek and Stallen (1981) in that the multidimensional space is inferred from the riskiness or acceptability judgments themselves, without the need for other rating scales.
The above approach did not catch on in the risk-perception literature, however, perhaps because of restrictions in the vector model (e.g., rotating the dimensions to a more interpretable orientation is not allowed). Recently, resurrected the idea of plotting individual vectors in a common hazard space, but implemented it using more familiar and flexible procedures (common factor analysis, multiple regression, and correlation). The result was a parsimonious description of the variation among hazards (using a common set of dimensions from an aggregate-level hazard-focused analysis) and variation among participants (using a different riskiness vector for each person). We present a similar analysis later in this article.
Other authors have used the INDSCAL (INDividual differences SCALing) model, which uses ratings of the similarity between items (e.g., hazards) to construct the multidimensional space. A unique feature of this model is that the common dimensions of the space are stretched or compressed to fit individual participants' data by means of salience weights. For example, Irwin et al., 1996 , demonstrated that differences in participants' salience weights for dimensions representing a variety of HIV scenarios were related to characteristics of the participants. Although Irwin et al. (1996) did relate mean ratings of riskiness and other variables to the aggregate dimensions, they did not conduct similar analyses for individuals' riskiness vectors.
Finally, Siegrist et al., (2005) recently suggested that three-mode principal component analysis (3MPCA) is appropriate for analyzing a full participant × attribute × hazard matrix, without aggregating the data over one mode (e.g., over participants in a traditional aggregate-level hazard-focused analysis) and without conducting separate analyses for each item in one mode (e.g., for each hazard in a disaggregate-level participant-focused analysis). 3MPCA is indeed a very promising method for understanding the explanatory power of the psychometric paradigm, but there are at least two difficulties in using this approach to answer our primary questions. First, the preprocessing steps that are currently advocated (Kiers and Van Mechelen, 2001; Siegrist et al., 2005) involve centering the data within each combination of attribute and hazard by subtracting the average of participants' ratings for that combination, in order to eliminate unknown "neutral points" or "offset terms." According to Siegrist et al. (2005) , "this centering takes out the very same information as was analyzed by the PCA on aggregated data" (p. 216) (i.e., by the traditional psychometric approach). Although Siegrist et al. (2005) viewed this situation as a benefit of centering, it causes great difficulties for the problem that we intend to address, because three potentially interesting sources of variation (hazards, attributes, and the hazards × attributes interactions) are removed at the outset. We cannot assess how well psychometric dimensions explain differences in the riskiness of hazards if all hazards have scores of zero on all attribute rating scales (Siegrist et al. (2005) reported components for hazards and rating scales, but these are fundamentally different from the components that emerge from the traditional psychometric model). Second, it is not clear how one should relate the 3MPCA components to judgments of hazards' riskiness or acceptability, even if issues of centering were resolved (e.g., even if hazard components reflected mean differences among hazards). Although Siegrist et al. (2005) related other individualdifference measures (e.g., gender, general trust) to participant components, they did not attempt to predict other judgments that vary over hazards and participants (as judgments of riskiness do) on the basis of the various components for hazards, rating scales, and participants.
So although the techniques described above have been useful for describing some aspects of variability in individuals' risk perceptions, not all of these techniques are well-suited to our goal of accounting for observed variations in the explanatory power of the traditional psychometric dimensions. In PRINCALS and MDPREF, the multidimensional space is an aggregate-level hazard-based space. In INDSCAL, salience weights yield more individualized hazard-based spaces, but the dimensions are constrained to be the same for every participant. The analysis is thus in between what we have labeled aggregate-level and disaggregate-level analyses (Kuyper and Vlek, 1984 , reported an "unorthodox" disaggregate-level hazard-based use of INDSCAL, in which a separate analysis was conducted for each participant, but they did not interpret the resulting dimensions). In all of these approaches, the primary analysis is hazardbased rather than participant-based; individual differences arise only in the way that participants differentiate among hazards (in INDSCAL) or relate the features of hazards to judgments of riskiness or acceptability (in the vector model of PRINCALS or MDPREF). On the other hand, 3MPCA-as it is typically implemented-appears to be primarily participant-focused. Because variation over hazards and rating scales is removed at the outset, information that has traditionally be viewed as useful in understanding risk perceptions (e.g., that people have greater knowledge of the risk from bicycles than the risk from nuclear power) is excluded from the analysis.
For these reasons, adopting one of the above methods for the current study would make it difficult to relate the results to those from the principal-component and factor-analytic studies cited earlier.
We have therefore chosen to use principal component analysis of traditional psychometric rating scales as the basis for assessing the effects of aggregation and focus. This choice allows us to stay as close as possible to the discrepancies in explanatory power that have been noted in the broader risk-perception literature.
Overview of the Present Study
The primary objective of this article is to explore the power of the classical psychometric paradigm in a manner that clearly separates differences in the level of analysis (aggregate versus disaggregate) from differences in the focus of analysis (hazards versus participants). Using a subsample of previously published data (Bronfman and Cifuentes, 2003) , we disentangle the effects of level and focus by conducting analyses that correspond to each of the four cells of 
Methods

Materials
Laypeople from Santiago, Chile were asked to rate 54 hazards on 12 attributes and seven dependent measures of risk, benefit, acceptability, and regulatory strictness. To make the survey task manageable for participants, these 19 rating scales were divided among four versions of the questionnaire. In each version, participants were asked to evaluate the 54 hazards on four or five scales, for a total of 216 ratings (one version) or 270 ratings (three versions). For details, see Bronfman and Cifuentes (2003) .
In this article, we focus on 10 attributes that appear frequently in the psychometric literature: catastrophic potential, severity of consequences, dread, oldness, latency of effects, knowledge (on the part of the exposed population), involuntariness, control (by the exposed population), number of people exposed, and personal effect. We also restrict our analyses to two of the dependent measures: social risk and acceptability. All but one of these variables were measured on 7-point scales; social risk was measured on a 10-point scale. See Table 2 for descriptions of these 12 scales.
Participants
The survey was conducted in January and February, 2001 . A representative sample of the 32 municipalities of Santiago was selected, considering geographical location, income, and socioeconomic status. Participants were contacted individually either at work or at home. Although each version of the questionnaire took only about 30 minutes to complete, single versions were left with the participants for a full day so as not to impinge upon their daily routines. Participants could request more time if necessary. They could also ask for additional versions of the questionnaire, up to the maximum of four.
A total of 508 participants returned at least one questionnaire, for an overall the response rate of 43%. However, the analyses in this article are restricted to a subsample of 117 participants who returned all four versions of the questionnaire. In this subsample, the average age of participants was 34 (range = 18 to 66). Fifty-one percent of the participants were female, 48% were single, 43% were married, and 9% were either divorced or widowed. Almost all participants (95%) had finished high school, 62% had some university studies, 75% were employed, 9% were unemployed, and 13%
were students. Monthly household income ranged from US$1,000 to US$1,286 (in 2001 dollars). These statistics are similar to those for the full sample (Bronfman and Cifuentes, 2003) and consistent with official statistics for Santiago, except for the slightly elevated educational level among participants.
Results
Hazard-Focused Analyses: Differences among Hazards
The analyses reported in this section concern differences among hazards. These differences are considered first at the aggregate level (after averaging ratings over participants) and then at the disaggregate level (with separate analyses for each participant).
Aggregate-Level Hazard-Focused Analyses
Using the traditional psychometric approach, we averaged responses over the 117 participants to produce mean ratings for each of the 54 hazards on each of the 12 scales (10 attributes and two dependent variables). We then performed a principal component analysis on the hazard × attribute matrix (not including the two dependent variables), retaining components with eigenvalues greater than 1.0 and rotating the solution using the orthogonal varimax method. The resulting four-component solution explained 93%
of the total variance in attribute ratings (see Table 3 ).
The attributes catastrophic potential, severity of consequences, and dread all had very high positive loadings on Component 1, which accounted for 37% of the variance. We labeled this component catastrophic potential. We prefer this label over the more frequently used dread risk because it refers to more tangible features of the risks themselves (Jenni, 1997) . Component 2, which we labeled knowledge, included oldness, latency of effects (with a negative loading), and knowledge, and accounted for 27% of the variance. Component 3 included involuntariness and control (with a negative loading), and accounted for 15% of the variance. We labeled this component involuntariness. The final component included number of people exposed and personal effect, and accounted for 13% of the variance. This component has been variously referred to in literature as number of exposed people (Fischhoff et al., 1978; Slovic, 1987) , social and personal exposure (Slovic et al., 1985) , or personal effect (Bronfman and Cifuentes, 2003) . In this article, we use the term social and personal exposure because it better captures the two attributes that load on the component. Communalities for the individual attributes ranged from 85% to 97%, indicating that the four components accounted for the great majority of the variance in every attribute (see the last column of Table 3 ). These results are similar to those observed for the entire sample of 508 participants, except that components 1 and 3 were collapsed into a single component in the larger sample (Bronfman and Cifuentes, 2003) . One plausible explanation for this difference is that participants who completed all four versions of the survey took the task more seriously and made more reliable distinctions among attributes when rating the hazards.
In order to evaluate the usefulness of the four components, we regressed mean ratings for the two dependent variables (social risk and acceptability) onto the four component scores for the 54 hazards (see Section 1 of 
Participant-Focused Analyses: Differences among Participants
The hazard-focused analyses above demonstrate that the explanatory power of the psychometric model decreases when the data are not averaged over participants at the outset (i.e., when disaggregate-level rather than aggregate-level analyses are used). In other studies, however, the focus of disaggregate-level analyses has often been on differences among participants rather than differences among hazards. The analyses reported in this section concern differences among participants. These differences are considered first at the aggregate level (after averaging ratings over hazards) and then at the disaggregate level (with separate analyses for each hazard).
Aggregate-Level Participant-Focused Analyses
At the aggregate level, we calculated mean attribute ratings by averaging over hazards instead of over participants. We analyzed the resulting participant × attribute matrix using the same principal component methods used in the aggregate-level hazard-focused analysis, retaining components with eigenvalues greater than 1.0 and rotating the solution with the varimax method. The resulting four-component solution explained 66% of the total variance in attribute ratings (see Table 5 ).
The attributes dread, severity of consequences, and catastrophic potential all loaded on Component 1, which accounted for 27% of the variance. We again labeled this component catastrophic potential. Component 2 was very similar to Component 4 from the earlier hazard-focused analysis, with number of people exposed and personal effect having positive loadings. This component, which we called social and personal exposure, accounted for 15% of the variance. Despite the similarity between these two components and those from the earlier hazard-focused analysis, the new components describe differences among participants (after averaging across hazards) rather than differences among hazards (after averaging across participants). Thus, participants with higher scores on the first two components believed that (on average) the hazards in the questionnaires have serious consequences.
Component 3 included knowledge (with a negative loading) and involuntariness, and accounted for 14% of the variance. Component 4 included latency of effects and control, and accounted for 10% of the variance. These two components may be viewed as mixtures of the knowledge and involuntariness components from the earlier hazardfocused analysis. For Component 3, participants who thought that the exposed population does not know much about hazards also thought that hazards are generally involuntary. For Component 4, participants who believed that hazards usually have delayed effects also reported that it is easier for the exposed populations to avoid the risks associated with hazards. Although these new mixtures may make some sense, we chose not to provide interpretive labels for these components.
Oldness was the only attribute that did not load highly on any component. Indeed, the four components accounted for only 32% of the variance for that attribute. For the remaining attributes, communalities ranged from 61% to 81% (see the last column of Table 5 ).
Section 3 of Table 4 shows the results from regressing participants' mean judgments of social risk and acceptability (averaged over hazards) onto the component scores from the aggregate-level participant-focused analysis. The four components accounted for 50% of the variance in social risk and 34% of the variance in acceptability. The first two components, catastrophic potential and social and personal exposure, were significant predictors in both regressions. Participants who thought that the hazards in the questionnaire were likely to have serious consequences also rated the hazards as generally high in social risk and low in acceptability. Components 3 and 4 were not significantly related to either dependent measure. Figure 1 , the results are not directly comparable. Figure   2 reflects differences among participants, not differences among hazards.
Disaggregate (Hazard-Level) Participant-Focused Analyses
We also performed a principal component analysis on the participant × attribute matrix separately for each of the 54 hazards, again retaining four components to facilitate comparisons. The resulting components explained an average of 61% of the total variance in attribute ratings, with a range of 54% to 66% over hazards. The average value was just 4 percentage points lower than the value obtained in the aggregate-level participant-focused analysis.
For each hazard, we regressed judgments of social risk and acceptability onto the four component scores. On average, these models accounted for 27% of the variance in social risk (range = 3% to 54%) and 18% of the variance in acceptability (range = 2% to 50%) (see Section 4 of Table 4 ). These values were 23 and 16 percentage points lower than the corresponding values from the aggregate-level participant-focused regression analyses. As before, mean regression coefficients are not reported in Section 4 of Table   4 because the components did not have the same meaning for each hazard.
Summary of Analyses that Differ in Level and Focus
In the previous sections, we conducted principal component analyses focusing on two different sources of variation in attribute ratings and at two different levels of aggregation. We then used the component scores from each of these analyses to predict judgments of social risk and acceptability. As expected, regardless of whether the focus was on differences among hazards or differences among participants, the proportion of variance in social risk and acceptability that was explained by the components was lower in the disaggregate analyses than in the aggregate analyses. In addition, the shift from hazard-focused analyses to participant-focused analyses resulted in a comparable decrease in explanatory power.
These results are depicted in Figure 3 , which shows the adjusted R 2 values for predicting social risk (left panel) and acceptability (right panel) for the four different combinations of the level and focus of analysis. In both panels, the downward slopes of the lines reflect the lower explanatory power of disaggregate-level analyses relative to aggregate-level analyses. Also in both panels, the differences between the upper and lower lines reflect the lower explanatory power of analyses that focus on differences among participants relative to those that focus on differences among hazards. This pattern of results is remarkably similar to that reported by .
The high levels of explanatory power for aggregate-level hazard-focused analyses replicate those often found with the traditional psychometric approach. At the other extreme, the relatively low levels of explanatory power for disaggregate (hazard-level) participant-focused analyses are similar to those often reported by critics of the traditional approach. However, it would be incorrect to attribute this decrease entirely to a change in the level of analysis; the change in the focus of analysis seems to play an equally important role.
A Hybrid Hazard-Focused Analysis: Using Aggregate-Level Components to Predict Individuals' Judgments
In comparative risk analysis, it is very useful to differentiate hazards by describing them in terms of a common set of attributes. However, even when hazards are described using the same criteria, individuals may disagree about the relative riskiness or acceptability of hazards, and it is important not to dismiss such variation. Although we have reported hazard-focused analyses at both the aggregate and disaggregate levels, neither analysis is completely satisfactory. The aggregate approach yields interpretable components, but averaging prior to analysis washes away useful information about the variability among individuals. The disaggregate approach retains individual variation, but performing separate analyses for each participant is inefficient and yields results that are not easily summarized. Following the lead of others (Arabie and Maschmeyer, 1988; Vlek and Stallen, 1981; Wagenaar et al., 1984; , we conducted a hybrid analysis designed to represent each individual's judgments regarding the riskiness of hazards (thereby attending to variation among participants) in terms of a common set of dimensions for describing those hazards (thereby retaining interpretability).
For each participant, we computed the correlations between his or her judgments of social risk and the component scores of the 54 hazards on each of the four components from the aggregate-level hazard-focused analysis in Table 3 We also conducted analogous regressions separately for each participant. Specifically, we regressed judgments of social risk and acceptability for the 54 hazards onto the component scores from the aggregate-level hazard-focused principal component analysis in Table 3 . Except for tiny differences resulting from missing data, the mean coefficients from these analyses corresponded exactly to those reported for the aggregate-level analysis in Section 1 of Table 4 . On average, the aggregate-level components accounted for 43% of the variation in individuals' judgments of social risk (range = 3% to 71% for 113 participants) and 37% of the variation in individuals'
judgments of acceptability (range = 6% to 71% for 105 participants). Relative to the fully disaggregate hazard-focused regressions reported in Section 2 of Table 4 , these percentages represent decreases of only 6.5 and 2.3 percentage points for social risk and acceptability, respectively. Thus, the aggregate-level components performed almost as well as components that were determined separately for each participant.
These results illustrate how differences in hazards' aggregate-level component scores can provide useful information about individuals' judgments of social risk and acceptability for those hazards. In particular, the regression coefficients from the aggregate-level analyses in Section 1 of Table 4 accurately reflect the central tendency of participants' social-risk and acceptability judgments with respect to hazards' characteristics. The advantage of the hybrid approach is that it reveals the variability among individuals' judgments, without sacrificing the interpretability of the common dimensions.
Discussion
The main findings of this study are straightforward and unambiguous. First, the results of the aggregate-level hazard-focused analyses replicated those from other studies that have used the traditional psychometric approach. In particular, averaging ratings over participants before conducting these analyses led to components that explained a very high percentage of the variation in mean judgments of the social risk and acceptability of hazards (adjusted R 2 = 87% and 74%, respectively).
Second, the results of the disaggregate (hazard-level) participant-focused analyses replicated those of authors who have criticized the traditional approach. The explanatory power of the psychometric dimensions was indeed much lower when data were not averaged over participants prior to analysis (mean adjusted R 2 = 27% for social risk and 18% for acceptability).
Third, this decrease in explanatory power was only partially attributable to analyzing the data at the disaggregate level rather than the aggregate level. Focusing on differences among participants instead of differences among hazards played a roughly equal role (see Table 4 and Figure 3) . Apparently, the psychometric dimensions do a better job of accounting for differences among hazards than differences among people, perhaps because agreement among participants leads to a lack of variation in either the predictor variables or dependent variables for certain hazards (Kraus and Slovic, 1988; Slovic et al., 1986) . Alternatively, the difference may simply reflect the fact that the rating scales in question were originally intended to measure perceived differences among hazards, not differences among respondents. Either way, these results are inconsistent with suggestions that the reduction in explanatory power is primarily the result of differences in aggregation (Gardner and Gould, 1989; Sjöberg, 1996) .
Fourth, the hybrid approach illustrated in Figure 4 is a useful way of representing individual variation in riskiness and acceptability judgments in terms of a common set of interpretable components. This approach is particularly appropriate in comparative risk assessment and risk ranking, where a common set of attributes is essential for developing consistent materials for describing hazards and for structuring discussions about the relative riskiness or acceptability of hazards. The required analyses are only slightly more difficult than those for the traditional aggregate-level approach, and can be conducted even if the aggregate-level hazard × attribute matrix is pieced together from different questionnaire versions in which each participant provides ratings of hazards on a subset of attributes. Finally, the regression results reported for the hybrid approach indicate that the components from the traditional aggregate-level hazardfocused analysis predicted individual participants' social-risk and acceptability judgments almost as well as the disaggregate (participant-level) components did. For these reasons, hybrid analyses appear to represent a very pragmatic balance of analytical effort, explanatory power, and interpretability.
Limitations
As in other psychometric studies of risk perception, some reported results may be sensitive to the hazards and attributes selected for study. In particular, our set of traditional psychometric attributes omitted attributes specifically related to ecological hazards (Lazo et al., 2000; McDaniels et al., 1995 McDaniels et al., , 1996 McDaniels et al., 1997; or interference with nature (Böhm and Pfister, 2000; Böhm, 2003; Brown et al., 2005; Bulte et al., 2005; DeKay and McClelland, 1996; Kahneman and Ritov, 1994; Sjöberg, 2000) .
Although participants were not randomly sampled from the general population in Santiago, Chile, the sample was reasonably representative of that population on all demographic variables except for education. General results for the traditional aggregate-level hazard-based psychometric analyses were very similar to those that have been reported for other countries, but caution should still be used when considering results for specific hazards.
We do not believe that the primary results regarding the explanatory power of psychometric rating scales are particularly sensitive to the above limitations. It seems likely that explanatory power will be lower for disaggregate and participant-focused analyses, regardless of the specific participants, hazards, and attributes used. Even so, it is worth considering whether any omitted attributes might do a better job of explaining differences among participants than differences among hazards.
Finally, we did not consider how other characteristics of participants might be related to differences in their ratings of hazards' riskiness and acceptability. Such issues have been addressed elsewhere (e.g., Bouyer et al., 2001; Dake, 1991; Dosman et al., 2001; Flynn et al., 1994; Peters and Slovic, 1996; Sjöberg and Wåhlberg, 2002; . Although the addition of individual-difference variables would probably increase the total amount of variance explained in our participant-focused analyses, such increases would not undermine our conclusions regarding the explanatory power of psychometric dimensions.
Conclusions
Psychometric dimensions do explain less variation in judgments of riskiness and acceptability at the disaggregate level than at the aggregate level. However, they also explain less variation when the focus of analysis is differences among participants rather than differences among hazards. These two effects appear to be similar in magnitude.
When the primary focus is on differentiating among hazards, as in comparative risk analysis, it is still possible to represent and quantify variation among participants in the ways that they relate the characteristics of hazards to judgments of the riskiness and acceptability of those hazards. The hybrid approach utilized in this article illustrates how this is easily accomplished within the traditional psychometric paradigm, but other methods are also available.
This study is only the second to examine the explanatory power of the classical psychometric paradigm by disentangling the level of analysis (aggregate versus disaggregate) and the focus of the analysis (differences among hazards versus differences among participants). Our results corroborate and extend the findings of using a larger, more diverse sample of participants; a more traditional set of hazards (as opposed to ecological hazards); a more traditional set of attributes (as opposed to attributes developed specifically for ecological hazards); and a more traditional analytical technique (orthogonal principal component analysis instead of oblique factor analysis). The striking similarity of findings across such differences suggests that Willis et al.'s (2005) conclusions may be generalized to a much broader body of risk-perception research. Based on a separate participant × attribute rating matrix for each hazard.
Adapted from . Note: Regression coefficients are not shown for disaggregate-level analyses because the components do not share a common interpretation. a n is the number of regression analyses of each type; it is equal to the number of participants in Section 2 and the number of hazards in Section 4. b m is the number of cases used in each regression; it is equal to the number of hazards in Sections 1 and 2 and the number of participants in Sections 3 and 4.
c Mean value over all regressions of the same type. Note: Loadings greater than 0.6 or less than -0.6 appear in bold. 
