Abstract-Binary descriptors are becoming increasingly popular as a means to compare feature points very fast while requiring comparatively small amounts of memory. The typical approach to creating them is to first compute floating-point ones, using an algorithm such as SIFT, and then to binarize them. In this paper, we show that we can directly compute a binary descriptor, which we call BRIEF, on the basis of simple intensity difference tests. As a result, BRIEF is very fast both to build and to match. We compare it against SURF and SIFT on standard benchmarks and show that it yields comparable recognition accuracy, while running in an almost vanishing fraction of the time required by either.
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INTRODUCTION
F EATURE point descriptors are at the core of many computer vision technologies, such as object recognition, 3D reconstruction, image retrieval, and camera localization. Since applications of these technologies have to handle ever more data or to run on mobile devices with limited computational capabilities, there is a growing need for local descriptors that are fast to compute, fast to match, memory efficient, and yet exhibiting good accuracy.
One way to speed up matching and reduce memory consumption is to work with short descriptors. They can be achieved by applying dimensionality reduction, such as Principal Component Analysis (PCA) [1] or LDA [2] , to an original descriptor such as SIFT [3] or SURF [4] . For example, it was shown in [5] , [6] , [7] that floating-point values of the descriptor vector could be quantized using very few bits per number without performance loss. An even more drastic dimensionality reduction can be achieved by using hash functions that reduce SIFT descriptors to binary strings, as done in [8] , [9] . These strings represent binary descriptors whose similarity can be measured by the Hamming distance.
While effective, these approaches to dimensionality reduction require first computing the full descriptor before further processing can take place. In this paper, we show that this whole computation can be avoided by directly computing binary strings from image patches. The individual bits are obtained by comparing the intensities of pairs of points along the same lines as in [10] , but without requiring a training phase. We refer to this idea as BRIEF and will describe four different variants {U,O,S,D}-BRIEF. They differ by whether or not they are designed to be scale or orientation invariant. For simplicity, we will also use BRIEF to refer to any of the four members of this family of algorithms when we can do so unambigously.
Our experiments show that only 256 bits, or even 128 bits, often suffice to obtain very good matching results. BRIEF is therefore very efficient both to compute and to store in memory. Furthermore, comparing strings can be done by computing the Hamming distance, which can be done extremely fast on modern CPUs that often provide a specific instruction to perform a XOR or bit count operation, as is the case in the latest SSE [11] and NEON [12] instruction sets.
This means that BRIEF easily outperforms other fast descriptors such as SURF and U-SURF in terms of speed, as will be shown in Section 5. Furthermore, it also outperforms them in terms of recognition rate in many cases, as we will demonstrate on well-known benchmark data sets.
RELATED WORK
The SIFT descriptor [3] is highly discriminant but, being a 128-vector, relatively slow to compute and match. This substantially affects real-time applications such as SLAM that keep track of many points as well as algorithms that require to store very large numbers of descriptors, for example, for large-scale 3D reconstruction purposes.
This has been addressed by developing descriptors such as SURF [4] that are faster to compute and match while preserving the discriminative power of SIFT. Like SIFT, SURF relies on local gradient histograms but uses integral images to speed up the computation. Different parameter settings are possible but, since a vector of 64 dimensions already yields good recognition performance, that version has become a de facto standard. In Section 5, we will therefore compare BRIEF to both SIFT and SURF.
SURF is faster than SIFT but, since the descriptor is a 64-vector of floating-points values, its memory footprint is still 256 bytes. This becomes significant when millions of descriptors need to be stored. There are three main classes of approaches toward reducing this number.
The first one involves dimensionality reduction techniques such as Principal Component Analysis or Linear Discriminant Embedding (LDE). PCA is very easy to use and can reduce the descriptor size at no loss in recognition performance [1] . By contrast, LDE requires labeled training data, in the form of descriptors that should be matched together, which is more difficult to obtain. It can improve performance [2] but can also overfit and degrade performance.
Another way to shorten a descriptor is to quantize its floating-point coordinates into integers coded on fewer bits. In [5] , it is shown that the SIFT descriptor could be quantized using only 4 bits per coordinate. The same method could most probably be applied to SURF as well, and makes these approaches competitive with BRIEF in terms of memory need. Quantization is a simple operation that not only yields a memory gain but also faster matching because the distance between short vectors can then be computed very efficiently on modern CPUs. In [13] , it is shown that for appropriate parameter settings of the DAISY descriptor [14] , PCA and quantization can be combined to reduce its size to 60 bits. Quantization can also be achieved by matching the descriptors to a small number of precomputed centroids, as done in source coding, to obtain very good results [15] . However, the Hamming distance cannot be used for matching after quantization because the bits cannot be processed independently, which is something that does not happen with BRIEF.
A third and more radical way to shorten a descriptor is to binarize it. For example, Shakhnarovich [8] drew his inspiration from Locality Sensitive Hashing (LSH) [16] to turn floating-point vectors into binary strings. This is done by thresholding the vectors after multiplication by an appropriate matrix. Similarity between descriptors is then measured by the Hamming distance between the corresponding binary strings. This is very fast because the Hamming distance can be computed very efficiently via a bitwise XOR operation followed by a bit count. The same algorithm was applied to the GIST descriptor to obtain a binary description of an entire image [17] . A similar binarization method was also used in [18] with a random rotation matrix on quantized SIFT vectors to speed up matching within Voronoi cells. We also developed a method to estimate a matrix and a set of thresholds that optimize the matching performances when applied to SIFT vectors [9] . Another way to binarize the GIST descriptor is to use nonlinear Neighborhood Component Analysis [17] , [19] , which seems more powerful but probably slower at runtime.
While all three classes of shortening techniques provide satisfactory results, relying on them remains inefficient in the sense that first computing a long descriptor then shortening it involves a substantial amount of time-consuming computation. By contrast, the approach we advocate in this paper directly builds short descriptors by comparing the intensities of pairs of points without ever creating a long one. Such intensity comparisons were used in [10] for classification purposes and were shown to be very powerful in spite of their extreme simplicity. Nevertheless, the present approach is very different from [10] and [20] because it does not involve any form of online or offline training.
Finally, BRIEF echoes some of the ideas that were proposed in two older methods. The first one is the Census transform [21] that was designed to produce a descriptor robust to illumination changes. This descriptor is nonparametric and local to some neighborhood around a given pixel and essentially consists of a predefined set of pixel intensity comparisons in a local neighborhood to a central pixel, which produces a sequence of binary values. The bit string is then directly used for matching. Based on this idea, a number of variants have been introduced, such as [22] , [23] .
The second method, developed by Ojala et al. [24] and called Locally Binary Patterns (LBP), builds a Census-like bit string where the neighborhoods are taken to be circles of fixed radius. Unlike Census, however, LBPs usually translate the bit strings into its decimal representation and build a histogram of these decimal values. The concatenation of these histogram values has been found to result in stable descriptors. Extensions are numerous and include [25] , [26] , [27] , [28] , [29] , [30] .
METHOD
Our approach is inspired by earlier work [10] , [31] that showed that image patches could be effectively classified on the basis of a relatively small number of pairwise intensity comparisons. The results of these tests were used to train either randomized classification trees [31] or a Naive Bayesian classifier [10] to recognize patches seen from different viewpoints. Here, we do away with both the classifier and the trees and simply create a bit string out of the test responses, which we compute after having smoothed the image patch.
More specifically, we define test on patch p of size S Â S as ðp; x; yÞ :¼ 1 if Iðp; xÞ < Iðp; yÞ 0 otherwise;
where Iðp; xÞ is the pixel intensity in a smoothed version of p at x ¼ ðu; vÞ > . Choosing a set of n d ðx; yÞ-location pairs uniquely defines a set of binary tests. We take our BRIEF descriptor to be the n d -dimensional bit string that corresponds to the decimal counterpart of X
In this paper, we consider n d ¼ 128, 256, and 512 and will show in Ssection 5 that these yield good compromises between speed, space, and accuracy. The above procedure corresponds to the first BRIEF variant, which we call upright BRIEF (U-BRIEF). Naturally and by design, U-BRIEF has limited invariance to in-plane rotation, which we will quantify later. However, if an orientation estimate for the feature point at hand is available, the tests can be prerotated accordingly and hence made rotation invariant. We refer to this as oriented BRIEF (O-BRIEF). In practice, the orientation can be estimated by a feature point detector or, when using a mobile device to capture the image, by the device's gravity sensor. Likewise, we can use the scale information provided by the feature detector to grow or shrink the tests accordingly, yielding the scaled BRIEF (S-BRIEF) variant of BRIEF. In the absence of externally supplied scale and orientation data, O-BRIEF and S-BRIEF are mostly of academic interest since they would have to rely on a potentially slow feature detector to provide the necessary information. Such is not the case of the fourth and final BRIEF variant, which we refer to as database BRIEF (D-BRIEF). The idea behind D-BRIEF is to achieve full invariance to rotation and scaling by building a database of templates, which are the U-BRIEF descriptors for rotated versions of patches to be recognized. This needs to be done only once and can be done in real time. Matching a new patch against a database then means matching against all rotated and scaled versions. However, because computing the distance between binary strings is extremely fast, this remains much faster than using either SIFT or SURF and we demonstrate the viability of this approach in an application in Section 5.5, running at 25 Hz or more. We summarize the different BRIEF variants and its competitors in Table 1 .
In the remainder of the paper, we will add a postfix to BRIEF, BRIEF-k, where k ¼ n d =8 represents the number of bytes required to store the descriptor.
When creating such descriptors, the only choices that have to be made are those of the kernels used to smooth the patches before intensity differencing and the spatial arrangement of the ðx; yÞ-pairs. We discuss these in the remainder of this section.
To this end, we use the Wall data set, which we will describe in more detail in Section 5. It contains five image pairs, with the first image being the same in all pairs and the second image shot from a monotonically growing baseline, which makes matching increasingly more difficult. To compare the pertinence of the various potential choices, we use as a quality measure the recognition rate that will be precisely defined at the beginning of Section 5. In short, for both images of an image pair that is to be matched and for a given number of corresponding keypoints between them, it quantifies how often the correct match can be established. In the case of BRIEF, the nearest neighbor (NN) is identified using the Hamming distance measure. The recognition rate can be computed reliably because the scene is planar and the homography between images is known and can therefore be used to check whether points truly correspond to each other or not.
Smoothing Kernels
By construction, the tests of 1 take only the information at single pixels into account and are therefore very noise sensitive. By presmoothing the patch, this sensitivity can be reduced, thus increasing the stability and repeatability of the descriptors. It is for the same reason that images need to be smoothed before they can be meaningfully differentiated when looking for edges. This analogy applies because our intensity difference tests can be thought of as evaluating the sign of the derivatives within a patch. Fig. 1 illustrates the effect on the recognition rate of increasing amounts of Gaussian smoothing. The variance of the Gaussian kernel has been varied in ½0; 2:75. The more difficult the matching, the more important smoothing becomes to achieving good performance. Furthermore, the recognition rates remain relatively constant in the 1 to 3 range and, in practice, we use a value of 2. For the corresponding discrete kernel window, we found a size of 7 Â 7 pixels to be necessary and sufficient.
While the Gaussian kernel serves this purpose, its nonuniformity makes it fairly expensive to evaluate, compared to the much cheaper binary tests. We therefore experimented by a box filter. As can be seen in Fig. 1 , no accuracy is lost when replacing the Gaussian filter by a box filter, which confirms a similar finding of [26] . The latter, however, is much faster to evaluate since integral images offer an effective way to computing box filter responses independently of the filter size using only three additions.
Spatial Arrangement of the Binary Tests
Generating a length-n d bit vector leaves many options for selecting the test locations ðx i ; y i Þ of 1 in a patch of size S Â S. We experimented with the five sampling geometries depicted in Fig. 2 . Assuming the origin of the patch coordinate system to be located at the patch center, they can be described as follows: The tests are sampled from an isotropic Gaussian distribution. This is motivated by the fact that pixels at the patch center tend to be more stable under perspective distortion than those near the edges. Experimentally, we found
give the best results in terms of recognition rate. The sampling involves two steps. The first location x i is sampled from a Gaussian centered around the origin, like the previous, while the second location is sampled from another Gaussian centered on x i . This forces the tests to be more local. Test locations outside the patch are clamped to the edge of the patch. Again, experimentally we found
2 for the second Gaussian performing best. 4. The ðx i ; y i Þ are randomly sampled from discrete locations of a coarse polar grid introducing a spatial quantization. This geometry is of interest because it reflects the behavior of BRIEF when the underlying tests are sampled from a more coarse grid than that of the pixels.
5.
8i : x i ¼ ð0; 0Þ > and y i takes all possible values on a coarse polar grid containing n d points. Note that this geometry corresponds to that of the Census transform [21] discussed in Section 2. For each of these test geometries, we compute the recognition rate on several benchmark image sets and show the results in Fig. 3 .
Clearly, the symmetrical and regular G V strategy loses out against all random designs G I to G IV, with G II Fig. 2 . Different approaches to choosing the test locations. All except the rightmost one are selected by random sampling. Showing 128 tests in every image. Fig. 1 . Recognition rates and their variances for different amounts of smoothing and different benchmark image sets. Each group of 10 bars represents the recognition rates in one specific image pair for increasing levels of smoothing. Especially for the hard-to-match pairs, which are those on the right side of the plot, smoothing is essential in slowing down the rate at which the recognition rate decays. Note that the first nine bars correspond to the Gaussian kernel, where the rightmost bar of each group corresponds to using a box filter. It appears that using a box filter does not harm accuracy.
enjoying a small advantage over the other three in most cases. For this reason, in all further experiments presented in this paper, it is the one we will use.
Distance Distributions
In this section, we take a closer look at the distribution of Hamming distances between our descriptors. To this end, we extract about 4,000 matching points from the five image pairs of the Wall sequence. For each image pair, Fig. 4 shows the normalized histograms, or distributions, of Hamming distances between corresponding points (in blue) and noncorresponding points (in red). The maximum possible Hamming distance being 32 Á 8 ¼ 256 bits, unsurprisingly the distribution of distances for nonmatching points is roughly Gaussian and centered around 128. As could also be expected, the blue curves are centered around a smaller value that increases with the baseline of the image pairs and therefore with the difficulty of the matching task.
Since establishing a match can be understood as classifying pairs of points as being a match or not, a classifier that relies on these Hamming distances will work best when their distributions are most separated. As we will see in Section 5, this is of course what happens with recognition rates being higher in the first pairs of the Wall sequence than in the subsequent ones.
ANALYSIS
In this section, we use again the Wall data set of Fig. 10 to analyze the influence of the various design decisions we make when implementing the four variants of the BRIEF descriptor.
Descriptor Length
Since many practical problems involve matching a few hundred feature points, we first use N ¼ 512 of them to compare the recognition rate of U-BRIEF using either 128, 256, or 512 tests, which we denote as U-BRIEF-16, U-BRIEF-32, and U-BRIEF-64. The main purpose here is to show the dependence of the recognition rate on the descriptor length, which is why we only include the recognition rate of U-SURF-64 in the plots. Recall that U-SURF returns 64 floating-point numbers requiring 256 bytes of storage-this is 4 to 16 times more than BRIEF.
In Fig. 5 , we use Wall to plot the recognition rate as a function of the number of tests. We clearly see a saturation effect beyond 200 tests for the more easy cases and an improvement up to 512 for the others. This motivates the choice for the default descriptor BRIEF-32.
We would like to convince the reader that this behavior is not an artifact arising from the fairly low number of feature points used for testing and that BRIEF scales reasonably with the number of features to match. To this end, we repeat the testing for values of N ranging from 512 to 4,096, adding new feature points by decreasing the detection threshold. We found similar recognition rates, as shown in Fig. 6 . Note how the rates drop with increasing N for all the descriptors, as expected; however, the rankings remain unchanged. This behavior changes when N becomes even larger, as discussed in Section 5.3.
Orientation Sensitivity
U-BRIEF is not designed to be rotationally invariant. Nevertheless, as shown by our results on the six test data sets, it tolerates small amounts of rotation. To quantify this tolerance, we take the first image of the Wall sequence with N ¼ 512 points and match these against points in a rotated version of itself, where the rotation angle is varied between 0 and 180 degrees. Fig. 7 compares the recognition rate of SURF (), three versions of BRIEF-32 (Â, Å, 4), and U-SURF (). Since the latter does not correct for orientation either, its behavior is very similar to or even slightly worse than that of U-BRIEF: Up to 15 degrees, there is little degradation; however, this is followed by a precipitous drop. SURF, which attempts to compensate for orientation changes, does better for large rotations but worse for small ones, highlighting once again that orientation invariance comes at a cost. The typical shape of the SURF-64 curve is a known artifact arising from approximating the Gaussian for scale-space analysis, degrading the performance under in-plane rotation for odd multiples of =4 [32] , [33] .
To complete the experiment, we plot two more curves. The first corresponds to O-BRIEF which is identical to U-BRIEF except that the tests are rotated according to the orientation estimation of SURF. O-BRIEF-32 is not meant to represent a practical approach but to demonstrate that the response to inplane rotations is more of a function of the quality of the orientation estimator rather than of the descriptor itself, as evidenced by the fact that the O-BRIEF-32 and SURF curves are almost perfectly superposed.
The second curve is labeled D-BRIEF-32. It is applicable to problems where full rotational invariance is required while no other source for orientation correction is available-a case seen less and less often. As discussed at the beginning of Section 3, D-BRIEF exploits BRIEF's characteristic speed by precomputing a database of U-BRIEF descriptors for several orientations, matching incoming frames against the entire database, and picking the set of feature points with the probably highest number of correct matches. Doing so is practically viable and lets applications process incoming frames at 30 Hz. As a welcome side-effect, D-BRIEF also avoids the characteristic accuracy loss observed in scale space-based methods based on approximations of Gaussians, as can be seen in Fig. 7 .
Sensitivity to Scaling
By default, U-and O-BRIEF are not taking scale information into account, although the smoothing provides a fair amount of robustness to scale changes as confirmed in the experiments below. We assess the extent of this tolerance in Fig. 8 and plot the recognition rate as a function of the image scaling factor. The first two curves in the plot, U-SURF-64 and U-BRIEF-32, show that U-BRIEF is inherently robust to small and intermediate scale changes, at least to some limited extent. Larger changes result in a notable loss in accuracy. Scale information, if available from a detector, can be readily integrated into BRIEF, which we demonstrate with the third curve in the plot, labeled S-BRIEF-32. The scale of a keypoint is used to adjust both the area which the tests cover and the smoothing kernel size before the tests are applied. Apparently, this results in a descriptor that behaves similarly to SURF under scale changes where potentially using a larger-than-standard kernel size for smoothing comes at no cost thanks to integral images used for computing the box filter response.
The D-BRIEF curve in Fig. 8 describes the case where no scale information is available. As for rotational invariance, N being 512, 1,024, 2 ,048, and 4,096 when using U-SURF-64, and four equivalent sets when using U-BRIEF-32. Note that the recognition rate consistently decreases with increasing N. However, for the same N, BRIEF outperforms SURF, except in the last image pair, where the recognition rate is equally low for both.
we can resort to precomputing a database of scaled versions of the original image. The scales are chosen such that they cover the expected range of observable ones, which is, in the present case, ½1:0; 0:60; 0:43; 0:33. In a more general setup, this interval may be centered around 1.0 to account for larger and smaller scales. However, since a scaling factor of 0.33 is smaller than what practical applications typically demand, that scale can be removed and another, larger one added. Therefore, four or even three scales might suffice for most applications.
Alternatively, a point detector that also returns a scale estimate can be used to achieve such scale-invariant behavior and, in practice, a faster detector such as CenSurE [34] would be given preference over the still fairly slow Fast Hessian detector underlying SURF, let alone SIFT's DoG detector. In any case, changing the underlying point detector does not influence BRIEF's behavior, as we are going to show in the next section.
Robustness to Underlying Feature Detector
To perform the experiments described above, we used SURF keypoints so that we could run both SURF and BRIEF on the same points. This choice was motivated by the fact that SURF requires an orientation and a scale and U-SURF a scale, which the SURF detector provides.
However, in practice, using the SURF detector in conjunction with BRIEF would negate part of the considerable speed advantage that BRIEF enjoys over SURF. It would make much more sense to use a fast detector such as CenSurE [34] . To test the validity of this approach, we therefore recomputed our recognition rates on the Wall sequence using CenSurE features 1 instead of SURF keypoints. As can be seen in Fig. 9 , U-BRIEF works even slightly better for CenSurE points than for SURF points.
Speed Estimation
In a practical setting where either speed matters or computational resources are limited, not only should a descriptor exhibit the highest possible recognition rate but it should also be as computationally frugal as possible. Table 2 gives timing results in milliseconds measured on a 2.66 GHz/Linux x86-64 laptop for 512 keypoints. We give individual times for the three main computational steps, depending on various implementation choices. We also provide SURF timings on both CPU and GPU for comparison purposes.
1. Detecting feature points. For scale-invariant methods such as SURF or SIFT, the first step can involve a costly scale-space search for local extrema. In the case of BRIEF, any fast detector such as CenSurE [34] or FAST [35] , [36] can be used. BRIEF is therefore at an advantage there. 2. Computing descriptors. When computing the BRIEF descriptor, the most time-consuming part of the computation is smoothing the image patches. In Table 2 , we provide times when using Gaussian smoothing, simple box filtering, and box filtering using integral images. The latter is, of course, much faster. Furthermore, as discussed in Section 3.1 and shown in Fig. 1 , it does not result in any matching performance loss.
In the specific case of the BRIEF-32 descriptor, we observe a 38-fold speed up over U-SURF, without having to resort to a GPU, which may not exist on a low-power device. 3. Matching descriptors. This involves performing nearest neighbor search in descriptor space. For benchmarking purposes, we used the simplest possible matching strategy by computing distances of every descriptor against every other. Even though the computation time is quadratic in terms of the number of points being matched, BRIEF is fast enough to so that it remains practical for real-time purposes over a broad range. Furthermore, for larger point sets, it would be easy to incorporate a more elaborate matching strategy [37] .
More technically, matching BRIEF's bit vectors mainly involves computing Hamming distances. The distance between two BRIEF vectors b 1 and b 2 is computed as POPCNTðb 1 XOR b 2 Þ, where POPCNT is returning the number of bits set to 1. Older CPUs require POPCNT to be implemented in native C++ and BRIEF descriptors can be matched about six times faster than their SURF counterparts, as shown in Table 2 . Furthermore, since POPCNT is part of the SSE4.2 [11] instruction set that newer CPUs, such as the Intel Core i7, support, the corresponding speed up factor of BRIEF over SURF becomes 34. Note that recent ARM processors, which are typically used in low-power devices, also have such an instruction, called VCNT [12] . In short, for all three steps involved in matching keypoints, BRIEF is significantly faster than the already fast SURF without any performance loss and without requiring a GPU. This is summarized graphically in Fig. 16 .
RESULTS
In this section, we compare our method against several competing approaches. Chief among them is the latest OpenCV implementation of the SURF descriptor [4] , which has become a de facto standard for fast-to-compute descriptors. We use the standard SURF-64 version, which returns a 64-dimensional floating-point vector and requires 256 bytes of storage. Because {U,S}-BRIEF, unlike SURF, do not correct for orientation, we also compare against U-SURF-64 [4] , where the U also stands for upright and means that orientation is ignored [4] .
As far as D-BRIEF is concerned, because its database of rotated patches has to be tailored to a particular application, we demonstrate it for real-time Augmented Reality purposes.
Data Sets
We compare the methods on real-world data, using the six publicly available test image sequences depicted in Fig. 10 For all sequences except Liberty, we consider five image pairs by matching the first image to the remaining five. The five pairs in Wall and Fountain are sorted in order of increasing baseline so that pair 1j6 is much harder to match than pair 1j2, which negatively affects the performance of all the descriptors considered here. The pairs from Jpg, Light, and Trees are similarly sorted in order of increasing difficulty.
The Wall and Graffiti scenes being planar, the images are related by homographies that we use to compute the ground truth. Both sequences involve substantial out-ofplane rotation and scale changes. Although the Jpg, Light, and Trees scenes are nonplanar, the ground truth can also be represented accurately enough by a homography that is close to identity since there is almost no change in viewpoint.
By contrast, the Fountain scene is fully 3D and contains substantial perspective distortion. As this precludes using a homography to encode the ground truth, we instead use accurate laser scan data, which are also available, to compute the flow field for each image pair.
These six data sets are representative of the challenges that an algorithm designed to match image pairs might face. However, they only involve relatively small numbers of keypoints to be matched in each individual image. To test the behavior of our algorithm on the much larger libraries of keypoints that applications such as image retrieval might involve, we used the publicly available Liberty data set depicted by Fig. 10 . It contains over 400k scale and rotation normalized patches sampled from a 3D reconstruction of the New York Statue of Liberty. The 64 Â 64 patches are sampled around interest points detected using Difference of Gaussians and the correspondences between patches are found using multiview stereo algorithm. The data set created this way represent substantial perspective distortion of the 3D statue seen under various lighting and viewing conditions.
Comparing Performance for Image Matching Purposes
This section finally compares the BRIEF-32 descriptor against SIFT and SURF. For SIFT, we employ the siftpp implementation by Vedaldi [40] that computes the standard 128-vector of real numbers, requiring 512 bytes of memory. For SURF, we rely on the latest OpenCV implementation [41] , where we use the standard SURF-64 version. The default parameter settings are used. Although BRIEF can be computed on arbitrary kinds of feature points, this comparison is based on SIFT or SURF points, depending on which of the two we are actually comparing BRIEF to. While doing so removes the direct comparability of SIFT's and SURF's recognition rates, it is vital for a fair comparison to BRIEF. In practical applications, however, we would rather employ FAST [35] or CenSurE [34] features for computational efficiency. While FAST is faster to compute than CenSurE, the latter provides BRIEF with integral images that can be exploited for additional speed, see Table 2 .
We measure the performance of the descriptors using Nearest Neighbor (NN) correctness. We refer to this measure as recognition rate . It simply computes the fraction of descriptors that are NN in feature space while belonging to the same real-world point, and hence being a true match. Given an image pair, this is done as follows:
. Pick N feature points from the first image, infer the N corresponding points in the second image using the known geometric relation between them, and compute the 2N associated descriptors using the method under consideration. . For each point in the first set, find the NN in the second one and call it a match. . Count the number of correct matches n c and compute :¼ n c =N. Note that not detecting feature points in the second image but using geometry instead prevents repeatability issues in the detector from influencing our results. Since we apply the same procedure to all methods, none is favored over any other.
The recognition rate is of great importance when the feature vectors are matched using exhaustive NN search. This is feasible in real time when the number of features is not exceeding a few hundred or maybe 1,000, as is typical for SLAM or object detection applications. Even though approximate NN schemes exist, exact search is done whenever possible because the accuracy of such schemes quickly deteriorates in high-dimensional spaces.
In the following, we show a large number of graphs to compare the different variants of BRIEF to SURF and SIFT. More specifically, we use six image sequences, each containing five image pairs, to compare . U-SURF and U-BRIEF which do not correct for orientation, and . SIFT, SURF, and O-BRIEF which do use the same orientation estimate. This means that a thorough comparison encompasses 2 Â 6 Â 2 ¼ 24 recognition rate plots. The factor 2 from SIFT and SURF cannot be dropped because-although the two are conceptually very similar-they are not working with the same set of feature points and forcing either to use the other's will distort the results. In some cases, we use points extracted by SIFT and in others by SURF.
In the title of each plot, we give the name of the test sequence and the number of points that were matched for each image pair. When the detected points in a pair give rise to more than 1,000 ground truth-compatible matches, 1,000 of them are selected at random; otherwise, the maximum available number of matches is used. Keeping the number of points constant for all evaluations makes comparisons easier.
Figs. 11, 12, 13, and 14 show the recognition rate of BRIEF together with those of SURF and SIFT for comparison. Each of the four figures contains six graphs, one for each image sequence. Based on these plots, we make the following observations:
. On all sequences except on Graffiti, U-BRIEF outperforms U-SURF, as can be seen in Fig. 11 . . Using orientation correction, O-BRIEF also outperforms SURF except on Graffiti. O-BRIEF does slightly better than U-BRIEF on Graffiti but not much (Fig. 12) . . SURF and SIFT are both substantially more sensitive to image blur than BRIEF is, and slightly more sensitive to compression and illumination artifacts (Figs. 11, 12, 13, and 14) .
. O-BRIEF works better with SURF's orientation assignment than with that of SIFT features (Figs. 12  and 14) . . SIFT is more robust to viewpoint changes than both BRIEF and SURF.
In summary, the rough ordering "SIFT $ > BRIEF $ > SURF" applies in terms of robustness to common image disturbances but, as we will see below, BRIEF is much faster than both. Note, however, that these results were obtained for N ¼ 1;000 keypoints per image. This is representative of what has to be done when matching two images against each other but not of the more difficult problem of retrieving keypoints within a very large database. We now turn to this problem.
Influence of the Number of Keypoints to be Matched
To demonstrate what happens when the number of keypoints to be matched increases, we use the Liberty data set that contains over 400k patches and the corresponding ground truth. We extracted subsets of corresponding patches of cardinalities ranging from 1 to 7,000. To use the same metric as in Section 5.2, we report recognition rates as proportions of the descriptors for which the nearest neighbor in descriptor space corresponds to the same realworld point.
Since the Liberty data set consists of patches extracted around interest points, no feature detection is needed and descriptors are computed for the central point of the patch. Since both SIFT and SURF perform sampling at a certain scale, we optimized this scaling parameter for optimal performance. For a fair comparison, we did the same for BRIEF by adjusting the size of the patch that was used to create the descriptor. Fig. 15 and Table 3 depict the resulting recognition rates. All descriptors perform less and less well with increasing data set size and, even for small cardinalities, performances are consistently worse than those reported in Section 5.2 because the data set is much more challenging.
On this data set, SIFT performs best. BRIEF-32 does better than U-SURF for cardinalities up to N ¼ 1;000 and worse for larger ones. To outperform U-SURF, it becomes necessary to make BRIEF more discriminative by using more bits and using BRIEF-64 or BRIEF-128, which are still smaller and, even more importantly, much faster to compute, as will be discussed below. Furthermore, BRIEF-128 still only requires 1,024 bits, which is half of the 2,048 bits required to store the 64 floats of U-SURF.
Since SIFT performs better than BRIEF, whatever its size, we also investigated what part of the loss of discriminative power simply comes from the fact that we are using a binary descriptor as opposed to a floating-point one. To this end, we used a method we recently introduced to binarize SIFT descriptors and showed to be state of the art [9] and as short as quantized descriptors like DAISY [13] . It involves first computing a projection matrix that is designed to jointly minimize the in-class covariance of the descriptors and maximize the covariance across classes, which can be achieved in closed form. This being done, optimal thresholds that turn the projections into binary vectors are computed so as to maximize recognition rates. This amounts to performing Linear Discriminant Analysis on the descriptors before binarization. Because it is coded on 16 bytes, it is denoted as LDA-16 in the graph of Fig. 15 . It performs better than BRIEF, but at the cost of computing much more since one has to first compute the full SIFT descriptor and then binarize it. In applications where time is of the essence and memory requirements are less critical, such as establishing correspondences for augmented reality purposes, it therefore makes sense to use BRIEF-32, -64, or -128 as required by the difficulty of the scenes to be matched.
Comparing Computation Times
In this section, we compare the timings of the different methods. Fig. 16 shows the total time required for detecting, describing, and matching 512 feature points. BRIEF is almost two orders of magnitude faster than its fastest competitor, U-SURF. In particular, the standard version of BRIEF, BRIEF-32, appears particularly efficient as it exploits integral images for smoothing and the POPCNT instruction for computing the Hamming distance. All timings are the medians over 10 instances of the task at hand. We measure the CPU wall clock time programatically, that is, using the system's tick count value rather than counting cycles. When the system load is low, the two values should be close, though from a practical point of view, the wall clock time is the one that truly counts.
On-the-Fly Object Detection
To demonstrate the value of D-BRIEF, we present a system designed for real-time object detection where the object to be detected can be learned instantaneously. In other words, unlike earlier systems, such as our own realtime mouse pad detection application presented in [42] , this one does not require a training phase, which may take several minutes. Using the same implementation using SURF features, for example, is impossible unless resorting to the GPU. By contrast, the current application builds on D-BRIEF-32P and runs on a single CPU while maintaining frame-rate performance. We show results in a few frames in Fig. 17 .
In such an application, unlike those presented earlier, full rotational invariance is clearly a desirable feature. This can be achieved thanks to BRIEF's extremely efficient processing pipeline, even without resorting to any trick for speeding things up. To this end, when the target image is acquired, we build a template database that contains 18 rotated views at three scales of the target, totaling up to 54 views. The additional descriptors are computed on synthetic images obtained by warping the target image. Then, each incoming frame is matched against the database and the one with the highest number of matches to features-in-template score is selected. These matches are still noisy and hence fed to RANSAC, which robustly estimates a homography between the views that is used to reproject the template target's corners into the image frame.
While this basic system works at 25-30 Hz, its computation time and memory requirements increase linearly with the number of templates. Its performance would be further enhanced by 1) enabling tracking and/or 2) using a more efficient feature point search as was done in [37] to achieve real-time performance using SIFT and Ferns. Furthermore, to achieve a more efficient feature point search, a tree resembling much that of a Vocabulary Tree [43] could be used.
CONCLUSION
We have introduced the BRIEF descriptor that relies on a relatively small number of intensity difference tests to represent an image patch as a binary string. 5 Not only is construction and matching for this descriptor much faster than for other state-of-the-art ones, it also tends to yield higher recognition rates as long as invariance to large inplane rotations is not a requirement.
It is an important result from a practical point of view because it means that real-time matching performance can be achieved even on devices with very limited computational power. It is also important from a more theoretical viewpoint because it confirms the validity of the recent trend [44] , [17] that involves moving from the euclidean to the Hamming distance for matching purposes.
Future work will aim at developing data structures that allow for sublinear time lookup of BRIEF descriptors.
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