ABSTRACT. -We study the Hamilton-Jacobi equation
Introduction
We study the Hamilton-Jacobi time dependent equation
, where H has constant sign and is homogeneous in the second argument but does not verify any convexity or uniform continuity assumptions with respect to the state variable.
We are interested in discontinuous viscosity solutions verifying initial conditions with discontinuous data. More precisely we look for locally bounded solutions u verifying 
for any x 0 ∈ R N , where u 0 is a locally bounded initial datum and u # (u # ) denotes the upper (lower) semicontinuous envelope of u. Our aim is to give representation formulae as well as uniqueness (in a sense that will be specified later) and stability results. It is clear that the usual comparison principles between u.s.c. subsolutions and l.s.c. supersolutions of (I) are useless for such a purpose.
In the case where H is convex (concave) the definition of viscosity solution has been adapted in [6] , see also [11] , for l.s.c. (u.s.c.) function; these solutions are now called bilateral, see [1] . Then a comparison principle for the equation (I) coupled with the initial condition lim inf (x,t )→(x 0 ,0) u(x, t) = u 0 (x 0 ) (lim sup (x,t )→(x 0 ,0) u(x, t) = u 0 (x 0 )) has been established for l.s.c (u.s.c.) bilateral solutions and l.s.c. (u.s.c.) initial data . However the application of this theory is strictly confined to the convex case and cannot be generalized skipping such an assumption.
Several attempts have been made to give new definitions of solutions or to select some special (sub, super) viscosity solution in order to recover uniqueness and stability in a more general setting. In this line of research there are notions as envelope and minimax solutions (see Bardi's survey in [2] ), and more recently of L-solutions given applying the level set method to the evolution of certain hypographs, see [12] .
We follow the approach of [3] where suitable relations between l.s.c. and u.s.c. envelopes of solutions are required in order to obtain uniqueness results.
In [4] it has been investigated how in the convex case the definition of bilateral solution is related to the usual viscosity one for discontinuous functions clarifying that they are 
If the convexity assumption is removed, however, it has been pointed out that essential nonuniqueness phenomena can appear in the sense that two solutions verifying the same initial condition and (III) may have different lower and upper semicontinuous envelopes. The main achievement of this paper is to show that under our assumptions, the condition (III) instead can be used as a uniqueness criterion.
It is clear that this must be understood in a generalized sense since the very definition of viscosity solutions in the discontinuous case forces to identify functions with the same lower and upper semicontinuous envelopes.
We introduce as in [17] the equivalence relation which express this identification and consider the space of these equivalence classes. It turns out that for functions verifying (III) the structure of these classes is particularly simple and it is a consequence of Baire's theorem that two equivalent functions coincide on a residual set where they are continuous, see also [3] for related results. We show that these classes of functions can be characterized knowing the values attained on this residual set.
This justifies the definition of almost continuous functions as those which are defined and continuous on dense subsets and that cannot be extended continuously. We explain in Remark 4.1 the choice of this terminology.
The uniqueness results are based on some representation formulae of the maximal u.s.c. subsolution of (I) and (the first inequality of) (II) and the minimal l.s.c. supersolution of (I) and (the second inequality of) (II). They are obtained adapting similar ones given in [19] for the continuous case and can be viewed as a generalization of the Lax-Hopf formula for the eikonal equation. In the stability result we use a convergence naturally related to the class of almost continuous functions.
The paper is organized as follows:
In the first section the problem we deal with is stated with all the assumptions. The definition of viscosity solution is then rephrased, thanks to the geometric character of the Hamiltonian, using the perpendiculars to some level sets. Finally it is introduced a distance on R N on which the representation formulae are based. In Section 2 the Hamiltonian is assumed convex (concave) in p and it is proved the equivalence between bilateral solutions and solutions verifying (III) with different techniques with respect to [4] . The representation formulae are presented in Section 3. Section 4 is devoted to illustrate the definition and the basic properties of almost continuous functions. Finally the uniqueness and stability results are given in Section 5.
Statement of the problem and preliminary results
We study the time dependent Hamilton-Jacobi equation
, +∞[ coupled with initial conditions we will specify later and initial data which will not be taken continuous but only locally bounded. We assume the following conditions on H :
for any (x, p) and λ 0.
for any x and for p = 0
for any x, p 1 , p 2 and suitable positive constants a, b. By the assumption (1.3), (1.1) belongs to the class of the so-called geometric equations, see [7] .
We fix some notation and terminology. We recall that a general treatment of viscosity solutions and all the basic definitions we will use in the paper can be found in [1, 5] .
Given an element z, a subset K of an Euclidean space and a positive number r, we denote by B(z, r) the Euclidean ball with radius r centered at z and by K c the complementary set of K. We define the distance and the signed distance from K through the formulae:
The expression ϕ is supertangent (subtangent) to f at a certain point z 0 for ϕ continuous and f u.s.c. (l.s.c.) will mean that z 0 is a local maximizer (minimizer) of f − ϕ. Given a locally bounded function f , f # (f # ) will stand for its upper (lower) semicontinuous envelope.
In the whole paper we will call (sub, super) solution of (1.1) a locally bounded viscosity (sub, super) solution, see [13, 1, 7] . In the case where H is convex or concave in p we will consider l.s.c. or u.s.c. viscosity solutions in the sense of Barron and Jensen, see [6, 11, 4] we will refer to it as bilateral solutions.
We emphasize that all the (sub, super) solution of (1.1) we will consider are defined in Thanks to the geometric character of (1.1) the previous notions of solutions can be restated using the notion of perpendicular (see [8] ) to certain level sets. 
The following characterizations hold, see [19] :
The following two assertions are equivalent:
The next result shows that a subsolution f can be also tested using the perpendiculars to the level sets cl{f > α}.
Proof. -Assume f to verify (1.6) and observe that by the very definition of u.s.c. envelope
and consider a sequence α n contained in ]β, α[ and converging to α. Note that
and any limit point (x, t) of sequences (x n , t n ) with (x n , t n ) ∈ cl{f > α n } for any n verifies by the upper semicontinuity of f
and exploit (1.7), (1.8) to find
By (1.6)
then pass to the limit for n going to infinity and take in account (1.9) and the continuity of H to get
which shows that f is a subsolution of (1.1) by Proposition 1.1. The converse implication can be obtained arguing similarly. Then the proof is complete. ✷ We now give some estimates on the distance function from certain level sets of a subsolution and a bilateral solution of (1.1) exploiting the assumption (1.3). For simplicity we assume H nonnegative in the first proposition and convex in the second. Similar results hold with suitable modifications for H nonpositive or concave.
Proof. -Let β, (x 0 , t 0 ), T be as in the statement. Set
Assume
so that proj cl{f >β} (x 0 , t 1 ) is nonempty and an element (y 0 , s 0 ) can be selected in it. The function
is supertangent to h at t 1 and consequently 11) and so
and get from (1.11)
Plug this inequality in (1.10) to discover
(1.12)
Fix t ∈ [t 0 , T ] and put
Finally use (1.12) to obtain for t ∈ [t 0 , T ]
Let f be a bilateral solution of (1.1), α a constant with {f α} = ∅ and K a bounded subset of
and so h (t 1 ) < 0. Therefore arguing as in Proposition 1.3 a positive constant R depending only on H and K can be determined so that
The proof can be thus completed arguing as in Proposition 1.2. ✷
We proceed to define a distance between a point and a closed set of R N related to the equation
see [18, 19] . It will be used in the representation formulae of Section 3. We start by introducing some terminology and a definition, see [9, 10] 
The following comparison principle holds for Eq. (1.14), see [19] . 
If is unbounded assume in addition
lim |x|→+∞ f (x) = +∞ then f g in .
Bilateral solutions
Here we assume H convex, and so nonnegative, or concave and consequently nonpositive.
The aim of this section is to characterize the bilateral solutions of (1.1) as solutions whose u.s.c. and l.s.c. envelopes verify a certain relation. This result is already in [4] , here we prove it in our setting without using any uniform continuity condition on H with respect to the state variable or Rademacher's theorem. Our proof is instead based on a reflection principle for normal cones (in the Clarke sense) to certain closed sets.
This is the statement of the main result of the section: (i) f is a bilateral solution of (1.1).
(ii) f is a solution of (1.1) with (f
We will show it for H convex (and so nonnegative). The case where the Hamiltonian is concave can be treated similarly.
The proof will be divided in steps.
We recall that for a given closed subset K of an Euclidean space and z ∈ K the (Clarke) normal cone N K (z) to K at z is given by the formula co{p: p = lim p i with p i ⊥ K at z i and z i → z}, where co indicates the convex hull.
The tangent cone T K (z) is the polar set of N K (z), i.e.
T K (z) = p: pq 0 for any q ∈ N K (z) .
The following reflection principle for normal cones holds, see [16] for related results:
Proof. -The proof is based on the following characterization, see [8] : q ∈ int T K (z 0 ) if and only if there exists ε > 0 such that z + tq ∈ K for any z ∈ B(z 0 , ε) ∩ K, q ∈ B(q, ε), t ∈ ]0, ε[. Take
then there are sequences z n in K, q n , t n > 0 converging to z 0 , q 0 , 0 respectively, which satisfy z n + t n q n / ∈ K for any n.
Observe that K = cl int K, then it is possible to select a positive sequence ε n converging to 0 and a sequence of unit vectors a n such that z n + ε n a n + t n q n =: y n ∈ K and y n − t n q n = z n + ε n a n / ∈ K.
This implies
which gives the thesis. ✷ Remark 2.1. -The previous assertion does not hold if we skip the assumption int T K (z 0 ) = ∅. To see this through an example, define in R 2 the functions
and the closed set
One has
Then T K (0, 0) = {x 2 = 0} has empty interior and obviously
Proof. -Fix α and (x 0 , t 0 ) ∈ ∂{f α}. Let ε 0 > 0 be so small that Recall that
d (x, t), {f α} < t for any (x, t) ∈ B (x
for any α, and get from (2.1), (2.2) and (2.3)
and so f (f # ) # which gives the thesis being the converse inequality obvious. ✷ PROPOSITION 2.2. -Any bilateral solution f of (1.1) is also a solution.
Proof. -Fix α ∈ R. Exploit the convex character of H and the definition of normal cone to see that
4) for any (x, t) ∈ ∂{f α}, (p, s) ∈ N {f α} (x, t).
Consequently since H is nonnegative, N {f α} (x, t) cannot contain any vector subspace and then int T {f α} (x, t) = ∅ for any (x, t) ∈ ∂{f α}.
(2.5) Lemma 2.1 can thus be applied to
yielding the relation
Use (2.4) and (2.6) to discover
for
any (x, t) ∈ cl{f > α}, (p, s) ⊥ cl{f > α} at (x, t).
This implies in the light of Corollary 1.1 that f is a subsolution of (1.1) and so the thesis. ✷ Proof. -Fix α ∈ R. Use Corollary 1.1 and the convex character of H to find the relation Passing to the limit one gets
and so taking in account thats > s 0 has been arbitrarily chosen
Therefore {f α} = cl int{f α} or equivalently
Thanks to (2.9) Lemma 2.1 can be applied to
and by (2.8)
The converse inequality comes from the fact that f is a supersolution of (1.1) and so the proof is complete in view of Proposition 1.2. ✷
Representation formulae
In this section we remove the convexity assumptions on H and define a solution f and a subsolution g of (1.1) starting from a locally bounded initial datum f 0 . This will be done adapting a formula given in [19] for continuous initial data.
The relevant fact is that f verifies the same condition ((f # ) # = f and (f # ) # = f ) we have introduced in the previous section to characterize bilateral solutions. Such a condition will be used in the sequel as a criterion for uniqueness. H will be taken nonnegative. At the end of the section it will be outlined the modifications needed to formulae and statements to fit the case where the Hamiltonian is nonpositive.
We first consider a locally bounded function f 0 defined in R N and verifying f 0 is constant outside a certain compact set (3.1)
We will get rid of these restrictions later. We adopt the convention
Proof. -The first assertion can be proved arguing as in [19] , Lemmata 3.1, 3.2 where the assumptions (3.1), (3.2) are essentially exploited.
To show (ii) consider (x n , t n ) converging to a point (x 0 , t 0 ) and put
Assume by contradiction α < lim sup n α n and fix β ∈ ]α, lim sup n α n [, then
β}, x n t n up to a subsequence and so
This contradicts the equality
Proof. -If the inequality f (x 0 , t 0 ) α holds for a certain (x 0 , t 0 ) and α ∈ R, then by the definition of f and the continuity of S({f 0# α}, ·) (x 0 , t 0 + ε) ∈ int{f α} for any ε > 0. and one can conclude as in the proof of Proposition 2.1.
Proof. -The first step is to show the relation
for any α ∈ R.
for any ε > 0. (3.8) , (3.9) show
At this point the arguments of Theorem 3.1 of [19] can be adapted to get that f is a solution of (1.1). We sketch it for reader's convenience. Assume the relation
for certain (p 0 , s 0 ), (x 0 , t 0 ) and α, denote by ε a positive constant verifying
The notation h(·) = S({f 0# α}, ·) will be adopted for simplicity in the remainder of the proof. By the definition of f h(x 0 ) t 0 and if the previous inequality was strict then (x 0 , t 0 ) ∈ int{f α} which cannot be.
So it results
h(x 0 ) = t 0 (3.11) then (3.7) and (3.11) yield the inequality
(3.12) for x close to x 0 . To show that s 0 is nonvanishing, write (3.12) with s 0 = 0, x = x 0 + rεp 0 for r small and exploit the Lipschitz character of h to obtain a contradiction.
Therefore s 0 is negative. Set
and deduce from (3.12) that ϕ 1/2 is subtangent to h at x 0 . Therefore
where
and so
which shows that f is a supersolution of (1.1).
To prove that it is also a subsolution assume that
and show the relations (3.11), (3.12) and that s 0 = 0 as in the first part. Therefore s 0 is positive and −ϕ 1/2 is supertangent to h at x 0 . This implies the inequality
which completes the proof in view of Corollary 1.1. To prove (3.6) consider an element x 0 of R N and (x n , t n ) a sequence converging to (x 0 , 0). Put
and select for any n y n ∈ proj K n (x n ).
Since the relation
holds for a certain r > 0, see [18] , it results lim n y n = x 0 . On the other side setting x n = x 0 for any n it comes
and so (3.6) is proved. ✷ THEOREM 3.2. -g is a subsolution of (1.1) verifying lim sup
Proof. -Take (x,t ) ∈ graph S(cl{f From this point one can continue as in the Theorem 3.1 to show that g is subsolution of (1.1). It results
which completes the proof. ✷
We proceed to prove an extremality property for the functions f , g: 
To prove Theorems 3.3 and 3.4 we follow the same ideas of [19] , Section 4. We just recall the main steps of the construction given there. We emphasize that assumptions (3.1), (3.2) are needed because some compactness of the level sets of f 0 is required.
Letḡ be an u.s.c. subsolution of (1.1) verifying (3.16). We set for any α ∈ A.
Proof. -We prove (i). The other assertion can be obtained similarly. Take x 0 ∈ cl{f # 0 < α} and fix t 0 . By (3.16)ḡ(x n , t n ) < α for a suitable sequence converging to (x 0 , 0) with t n < t 0 for any n.
It can be assumed
Then arguing as in Proposition 1.3 and Lemma 4.1 of [19] it can be proved the existence of R > 0 such that and it is a subsolution of (1.14) in α .
Taking in account Propositions 3.3, 3.5 and using Proposition 1.6 with = α , we can prove: To remove the restrictions on the initial datum, we first establish two propositions exploiting the finite propagation speed property for Eq. (1.1) due to the assumption (1.5).
We define a distance L on R N setting for any x, y L(x, y) = inf 
